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INTRODUCTION
Introduction au contexte physique Une antenne est un dispositif destiné à recevoir ou émettre une
information (texte, image, son, etc.) sous la forme d’une onde électromagnétique (EM). Typiquement, la
transmission d’une information met en jeu une antenne émettrice et une ou plusieurs antennes réceptrices.
On distingue généralement deux domaines d’étude d’un système de transmission : d’une part le codage
de l’information et d’autre part la propagation de l’onde.
La discipline dite du traitement du signal examine les aspects du codage et du décodage de l’informa-
tion. Le signal désigne ainsi l’onde électromagnétique en tant que support de l’information. Sans entrer
dans les détails, précisons simplement que ce signal est caractérisé par une onde porteuse simple (mo-
nochrome). L’information à transmettre se traduit alors par des (petites) variations de fréquences et/ou
d’amplitude de ce signal monochrome (modulations).
Dans un autre cadre d’étude, celui qui nous intéresse, on se préoccupe du phénomène de la propa-
gation des ondes électromagnétiques en laissant de côté l’information codée. Il s’agit essentiellement de
déterminer l’énergie transmise d’un système à un autre : en réception, le rôle d’une antenne consiste à
« récupérer » l’énergie EM de l’espace libre ; en émission il s’agit de répartir cette énergie dans l’espace
libre de telle sorte que les récepteurs soient en mesure de la récupérer. Du point de vue énergétique,
lorsque l’on s’intéresse à la propagation d’un signal de l’émetteur vers le récepteur, on néglige les modu-
lations de l’onde porteuse et on se restreint à l’étude de la propagation d’une onde monochrome dont la
fréquence de fonctionnement correspond à un canal de transmission.
Pour être opérationnelle, une antenne émettrice est soumise à des contraintes de qualité généralement
exprimées dans un cahier des charges. Par exemple, la puissance transportée par l’onde émise dans l’es-
pace libre doit respecter certains seuils : d’une part le signal doit être suffisamment fort dans la zone où
des antennes réceptrices sont susceptibles de se trouver et d’autre part il doit rester faible dans la zone
complémentaire afin d’éviter les interférences avec d’autres dispositifs de transmission. Plus précisément,
la qualité d’une antenne se mesure à l’aide de grandeurs physiques caractéristiques. La conception d’une
antenne revient donc à chercher des configurations (forme des composants de l’antenne, choix des maté-
riaux, type d’alimentation, etc.) qui satisfont ces critères physiques pertinents.
En vue du développement de techniques d’aide à la conception, la qualité d’un système est modélisée
par une fonction numérique qui dépend de ces grandeurs physiques. Cette fonction est communément
appelée fonction coût ou fonction objectif ou encore fonctionnelle (puisqu’elle dépend d’une fonction qui
est le champ électromagnétique). Ainsi, on peut définir la conception optimale d’une antenne comme la
minimisation (ou la maximisation) d’une fonction objectif.
Méthodes multiniveaux pour l’optimisation de forme de systèmes soumis à des EDP Les méthodes
numériques de résolution d’équations aux dérivées partielles (EDP) ont atteint une maturité qui leur per-
met de participer à des procédés d’aide à la conception en ingénierie. Parallèlement, le domaine de l’opti-
misation s’est considérablement développé avec les infrastructures de calcul. On dispose aujourd’hui d’un
certain nombre d’algorithmes pour la résolution de problèmes de programmation non-linéaire, détermi-
nistes (méthodes de descente, simplexe) comme stochastiques (recuit simulé, algorithmes évolutionnaires,
algorithmes par essaim de particules, etc.). Il paraît donc naturel de combiner ces deux domaines afin de
proposer des stratégies automatiques d’aide à la conception basées sur la simulation. Pour cela, en vue
de son optimisation, le système étudié est avant tout décrit au travers de paramètres de contrôle, discrets
ou continus : composants, matériaux, topologie, géométrie, etc. Ce vaste domaine pose de nombreuses
questions, de la théorie aux architectures informatiques en passant par la méthodologie de résolution.
1
2 INTRODUCTION
On distingue deux grandes difficultés majeures qui peuvent mettre en défaut les algorithmes d’opti-
misation. La première est liée à la formulation du problème. En effet, la notion de conception optimale
est basée sur la définition d’une fonction coût qui constitue un modèle de la qualité du système. S’il
peut arriver que cette fonction possède un minimum global unique, il existe souvent de nombreux mi-
nima locaux vers lesquels les algorithmes sont susceptibles de converger prématurément (multimodalité).
La deuxième est liée au processus itératif des algorithmes, qui sont soumis aux difficultés numériques
classiques dues à la raideur (convergence lente).
C’est dans ce contexte que s’inscrit la présente thèse. Elle vise à contribuer à la méthodologie d’aide
à la conception optimale d’une d’antenne émettrice, ou plus généralement d’une « structure rayonnante ».
En particulier on s’attachera à formuler et examiner des stratégies hiérarchiques pour l’optimisation de
la forme de réflecteurs. Sur la base de représentations hiérarchiques de la géométrie, ces méthodes s’ins-
pirent en partie des méthodes multigrilles. D’une part elles cherchent à rendre les algorithmes moins
sensibles à la multimodalité (robustesse), d’autre part elles cherchent à améliorer la vitesse de conver-
gence.
Optimisation multicritère La conception de systèmes complexes en ingénierie s’inscrit naturellement
dans le cadre de l’optimisation multicritère : l’enjeu n’est généralement pas exprimé sous la forme d’un
critère unique mais au contraire par un ensemble de requêtes mesurables, pertinentes selon le contexte
physique, et qui constitue le cahier des charges. D’un point de vue mathématique, chaque requête est une
fonction objectif à minimiser. Intuitivement, on comprend que la difficulté d’un tel problème repose sur
l’antagonisme des objectifs : l’optimisation d’un des critères est susceptible de dégrader la performance
des autres. On est donc contraint de réaliser un compromis entre les critères.
Parmi les objectifs classiquement considérés on trouve (par ordre croissant de difficulté) : (1) l’opti-
misation multipoint : les objectifs ne diffèrent que par un paramètre de fonctionnement qui agit sur l’état ;
(2) l’optimisation monodisciplinaire : on considère plusieurs objectifs de nature différente mais dont la
physique sous-jacente reste la même ; (3) l’optimisation multidisciplinaire : les objectifs diffèrent par leur
contexte physique (électromagnétisme, mécanique du solide, mécanique des fluides, etc.).
En pratique, une antenne émettrice n’est pas conçue pour transmettre un seul signal à une fréquence
unique de fonctionnement. Au contraire une antenne efficace doit être capable d’émettre plusieurs si-
gnaux distincts, chacun caractérisé par une fréquence de fonctionnement donnée. Idéalement, le cahier
des charges doit être respecté sur une bande de fréquence. On est donc confronté à un problème d’opti-
misation multipoint où le paramètre de fonctionnement est la fréquence du régime harmonique. Dans le
cadre de cette thèse on propose également une stratégie hiérarchique qui vise à réduire le temps de calcul
et augmenter la robustesse des algorithmes de base.
Enfin, nous serons amenés à évaluer la qualité d’une antenne relativement à deux critères. Le premier
critère est lié à la puissance rayonnée dans l’espace libre, le deuxième est lié à la puissance émise à la
source ou plutôt aux pertes de puissance dans une source guidée. Il peut arriver que ces deux critères
soient couplés dans des configurations dites « compactes » où la source et les surfaces rayonnantes sont
proches. Les techniques largement utilisées pour la résolution d’un tel problème font appel aux notions
d’optimalité de Pareto pour fournir un ensemble de compromis. Ces techniques s’avèrent toutefois très
coûteuses. On conduit ici une étude numérique qui défend le point de vue des jeux dynamiques pour la
recherche d’un compromis.
Plan de la thèse Le chapitre 1 est dédié à la simulation de la propagation d’ondes EM et à la définition
de fonctions objectifs. Dans le chapitre 2 on pose le problème d’optimisation à proprement parler, en
définissant d’une part le contrôle au moyen de paramètres géométriques et en décrivant les principaux
algorithmes de résolution. On en profitera pour rappeler les résultats de caractérisation d’un minimum.
Le chapitre 3 est dédié à l’étude théorique d’un algorithme bigrille idéal pour l’optimisation de forme.
Par analogie aux algorithmes multigrilles dans le contexte classique de la résolution d’un système linéaire
issu de la discrétisation d’une EDP linéaire, une étude de la convergence sera conduite. Les résultats de
ce chapitre motivera le développement des algorithmes multiniveaux décrits au chapitre 4 et appliqués à
l’optimisation d’une antenne. Enfin les chapitres 5 et 6 traitent de problèmes multicritères : dans le cha-
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pitre 5 on propose une stratégie multiniveau sur le calcul de la quadrature d’une fonctionnelle dépendant
d’un paramètre de fonctionnement. Dans le chapitre 6 on conduit une expérimentation numérique d’un
problème bicritère qui défend l’approche par des stratégies de jeux.
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Ce premier chapitre a pour but de familiariser le lecteur avec les notions relatives aux antennes et
en particulier aux antennes à réflecteurs. Après avoir brièvement rappelé les notions fondamentales de
l’électromagnétisme on énonce les hypothèses de travail du système considéré. L’équation d’état est un
problème classique de diffraction en régime harmonique dont on aborde les aspects de la simulation
numérique. Enfin, on présente des fonctionnelles du champ électrique rayonné qui caractérisent la qualité
des antennes.
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1.1 Équations de Maxwell
On renvoie le lecteur aux ouvrages de référence [93, 52, 13] pour une présentation détaillée de l’élec-
tromagnétisme classique et des équations de Maxwell ainsi qu’aux ouvrages [26, 75] pour l’étude des
antennes en particulier.
1.1.1 Formulation générale
Les phénomènes électromagnétiques sont décrits par les champs suivants :
~e champ électrique
~h champ magnétique
~d induction électrique
~b induction magnétique
~ densité de courant électrique
ρ densité de charge électrique
Ils sont liés entre eux par les équations de Maxwell :

−→
rot~e = − ∂∂t~b−→
rot~h = ∂∂t
~d+ ~
div ~d = ρ
div~b = 0
. (1.1)
Le domaine d’étude est composé de milieux (diélectriques) dont la matière est caractérisée par la
permittivité électrique et la perméabilité magnétique, respectivement notées ε et µ. Elles interviennent
dans les relations constitutives :
~d = ε~e ~b = µ~h. (1.2)
En général, dans un milieu inhomogène et anisotrope, les grandeurs ε et µ sont des tenseurs d’ordre 2. Par
la suite, en dehors de certains obstacles, seul un milieu diélectrique homogène et isotrope sera considéré.
Par conséquent ε et µ sont équivalents à des constantes réelles positives. Plus précisément, on considérera
que le milieu d’étude a les propriétés du vide dont les caractéristiques ε0 et µ0 sont bien connues.
Par ailleurs, sachant que pour tout champ de vecteur ~v régulier on a
div
−→
rot~v = 0
et d’après les relations 2 et 3 de (1.1), on obtient la loi de conservation
∂ρ
∂t
+ div~ = 0. (1.3)
1.1.2 Dépendance temporelle harmonique : système de Helmholtz
Les champs du système de Maxwell sont des fonctions de l’espace et du temps. On suppose ici que la
dépendance temporelle est harmonique. Autrement dit, pour chaque grandeur, la dépendance temporelle
est de la forme eiωt. Par convention on note en majuscule la dépendance spatiale, c’est-à-dire si ~v désigne
un champ de vecteurs on a
~v(x, t) = ~V (x)eiωt
où x désigne un point de l’espace, t le temps, et ω la pulsation. Par conséquent, sachant que ddt (e
iωt) =
iωeiωt, en supprimant par linéarité la dépendance temporelle et en utilisant les relations constitu-
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tives (1.2), le système de Maxwell (1.1) devient

−→
rot ~E = −iωµ ~H−→
rot ~H = iωε ~E + ~J
div ~D = ρ
div ~B = 0
. (1.4)
On obtient alors le système de Helmholtz en appliquant l’opérateur −→rot aux deux premières relations
de (1.4) { −→
rot(
−→
rot ~E)− k2 ~E = −iωµ ~J−→
rot(
−→
rot ~H)− k2 ~H = −→rot ~J (1.5)
où on a noté k2 = ω2µε le nombre d’onde caractéristique du milieu (ε, µ). La vitesse de propagation de
l’onde c est définie par c2 = 1µε . On a donc aussi k =
ω
c =
2π
λ .
Dans le cadre de l’étude d’antennes, la pulsation de l’alimentation est une donnée du problème comme
nous le verrons par la suite. On parlera plutôt de fréquence d’alimentation f = ω2π (ou encore fréquence
de fonctionnement).
1.1.3 Conditions aux limites et conditions d’interface
Pour une large classe de problèmes le domaine d’étude est homogène par morceaux : il est constitué
de plusieurs milieux dont les conditions à l’interface dépendent du type de matériau.
Condition d’interface diélectrique Soit Ω1 et Ω2 deux milieux diélectriques caractérisés respective-
ment par (ε1, µ1) et (ε2, µ2). À l’interface il y a continuité des composantes tangentielles du champ,
soit
~n ∧ ~E1 = ~n ∧ ~E2 et ~n ∧ ~H1 = ~n ∧ ~H2 (1.6)
lorsque cette interface n’est pas support de densité de courant. Par la suite on ne considérera pas ce type
d’interface. En dehors des obstacles (qui ne sont pas des milieux diélectriques) l’espace de propagation
est homogène.
Condition aux limites métallique Soit un objet métallique parfaitement conducteur de surface S régu-
lière (de classe C1) dont la normale extérieure est notée ~n. Il s’agit d’un cas limite non physique où l’on
considère que la conductivité σ de cet objet est infinie. Ce modèle est valide si la différence de conducti-
vité entre deux milieux est telle que σ ≫ ωε. Cette propriété s’exprime comme une condition appliquée
au champ électrique sur le bord S du conducteur parfait : les composantes tangentielles sont nulles, soit
~n ∧ ~E = 0. (1.7)
Un conducteur parfait se distingue par le fait que le champ EM n’existe pas à l’intérieur d’un tel objet :
ce n’est pas un milieu diélectrique mais un obstacle.
Condition de rayonnement en espace libre non borné Pour un problème de propagation en domaine
non borné, une condition de rayonnement à l’infini est nécessaire pour assurer l’unicité de la solution.
La condition de Sommerfeld (1.8) caractérise la condition de « non retour des ondes » ou la notion de
solution sortante1.
lim
r→∞
r
(
∂ ~E
∂r
+ ik ~E
)
= 0 (1.8)
où r représente la distance à l’origine d’un système de coordonnées (r = |x|).
1Dans la littérature on trouve également lim
r→∞
r
“
∂ ~E
∂r
− ik ~E
”
= 0. Le signe dépend de la convention adoptée pour le régime
harmonique : eiωt ou e−iωt. On adopte ici le formalisme de [8] dont est issu le code de simulation.
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1.2 Rayonnement des antennes à réflecteur
Nous sommes désormais en mesure de modéliser un problème de diffraction électromagnétique. Il
s’agit d’écrire les équations dans un domaine qui met en jeu les composants typiques d’une antenne. Une
fois les équations posées on abordera les aspects de la résolution numérique.
1.2.1 Modélisation d’une antenne en émission
Une antenne à réflecteur en émission est schématiquement composée d’une alimentation (élément ac-
tif) et d’un ensemble de surfaces rayonnantes (éléments passifs). L’alimentation se traduit par la connais-
sance d’une des variables du problème dans un domaine dit intérieur (le complémentaire est appelé do-
maine extérieur) : elle peut être définie soit comme une densité de courant sur un domaine conducteur
(générateur), soit par un champ EM incident au bord du domaine intérieur. Dans le premier cas, l’incon-
nue est le champ EM dans le domaine extérieur, dans le deuxième cas l’inconnue est le courant induit à la
surface des conducteurs du domaine extérieur ; on en déduit alors le champ EM rayonné dans un second
temps. On se place dans ce dernier cas.
Soit les domaines ouverts de R3 suivants (voir la Figure 1.1) :
– D : le domaine intérieur de bord Σ (élément actif qui sera en général un guide d’onde).
– A : un domaine de bord régulier métallique S (éléments passifs, ensemble des obstacles rayonnants
tels le prolongement du guide d’onde et les réflecteurs).
– Ω : le domaine extérieur, espace de propagation libre et non borné qui a les caractéristiques du vide
(on appelle espace libre un espace homogène, isotrope et sans charge). Il est délimité de manière
fictive par la sphère à l’infini S2 qui représente les directions de rayonnement de l’antenne.
Ω
ε, µ
σ = 0
D
Σ A
σ =∞
S
S2
~n
FIG. 1.1 – Domaine d’étude de la diffraction d’une onde EM émise par un guide d’onde (domaine intérieurD de bord
Σ) par un réflecteur (domaine A de surface métallique régulière S) dans l’espace libre Ω. L’espace de propagation
non borné Ω est délimité par la surface fictive S2, sphère des directions de rayonnement ou sphère à l’infini.
Puisque A est un conducteur parfait on considère que le champ est nul à l’intérieur. De même, on ne
cherche pas à déterminer le champ dans le domaine D, toute l’information de l’alimentation est contenue
à sa surface Σ. On reviendra sur ce dernier point à la section 1.3.4 lorsqu’on abordera les caractéristiques
du guide d’onde.
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Dans ce contexte, d’après (1.5), (1.7) et (1.8), l’équation qui régit le champ électrique ~E en régime
harmonique dans le domaine extérieur est

−→
rot
−→
rot ~E − k2 ~E = 0 x ∈ Ω
~n ∧ ~E = 0 x ∈ S
lim
r→∞
r
(
∂ ~E
∂r + ik
~E
)
= 0 S2
. (1.9)
Remarque Le champ magnétique ~H peut être obtenu grâce à la relation −→rot ~E = −iωµ ~H de l’équation (1.4).
Sauf cas particuliers, les antennes considérées par la suite comprennent deux éléments passifs : le
prolongement du guide d’onde (ou cornet) de surface Sg et un réflecteur de surface Sr (S = Sg ∪Sr). On
suppose que la géométrie du système présente une symétrie de révolution : Σ est une section du domaine
D cylindrique ; les surfaces S sont les surfaces de révolution définies par les courbes génératrices ou
méridiennes C, Cg pour le guide et Cr pour le réflecteur (c.f. Figure 1.2 et Figure 1.3, les domaines
intérieurs D et A ne sont plus représentés). L’alimentation est équivalent au champ électromagnétique
donné sur la section amont Σ du guide d’onde.
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FIG. 1.2 – Guide d’onde de section circulaire uniforme. On suppose que le champ transverse est connu dans une
section amont Σ au delà duquel se trouve le domaine intérieur D (non représenté ici). Le guide est prolongé par la
surface parfaitement conductrice Sg , surface de révolution générée par la courbe Cg .
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FIG. 1.3 – Éléments passifs d’une antenne à symétrie de révolution : prolongement d’un guide d’onde (Cg) et réflec-
teur (paraboloïde, Cr).
Remarque Dans certains cas l’antenne sera alimentée par un dipôle, source ponctuelle idéale, dont le rayonnement
est connu analytiquement. On ne considérera alors qu’un réflecteur comme élément passif.
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1.2.2 Simulation de la propagation d’ondes en espace libre
Pour pouvoir évaluer les grandeurs utiles à l’estimation de la qualité de l’antenne, il est nécessaire
de déterminer le champ EM rayonné par l’antenne en un point de l’espace Ω et en particulier en zone
lointaine, là ou des antennes réceptrices sont susceptibles de se trouver.
D’un point de vue qualitatif la démarche est la suivante :
1. le champ électromagnétique incident connu en amont du guide (supposé parfait dans un premier
temps, c’est-à-dire de longueur infinie) induit des courants à la surface des supports conducteurs du
domaine extérieur (le cornet et/ou le(s) réflecteur(s)) ; ce champ est harmonique de fréquence f ;
2. le système de Helmholtz (1.9) exprimé sous la forme d’une équation intégrale (principe de Huy-
gens) est résolu par une méthode de collocation (éléments finis de surface) pour déterminer la
densité de courant surfacique sur S ; ce problème est bien posé [75, 13] ;
3. une partie du champ rayonné est réfléchie à l’intérieur du domaine D, c’est-à-dire dans le guide
parfait ; un coefficient de réflexion modélise cette perte qui est déduite des solutions obtenues pré-
cédemment (par linéarité des équations) ; on obtient alors le rayonnement réel du guide ;
4. ces courants sont alors eux-mêmes sources d’ondes électromagnétiques : le champ électromagné-
tique rayonné dans l’espace libre résulte de la somme de tous ces champs (propriété due à la linéa-
rité des équations de Maxwell) ;
5. enfin, le champ électrique en zone lointaine est déterminé à partir d’approximations asymptotiques
lorsque la distance d’observation tend vers l’infini. Ces approximations sont valides dans la zone
dite de Fraunhofer. Dans cette zone le champ EM peut s’écrire sous la forme d’une onde sphérique :
elle est le produit d’une fonction dépendant des variables angulaires (direction de rayonnement) et
d’une fonction dépendant de la variable radiale r de décroissance en 1r .
Fonction de Green
Le système (1.9) peut être reformulé plus simplement à l’aide de la relation
−→
rot
−→
rot = ∇ div−∆ (1.10)
Sachant par ailleurs que le domaine extérieur Ω est libre de charge (ρ = 0), on a également la relation
div ~E = 0. Ainsi, pour tout x de Ω on écrit de manière équivalente−→rot−→rot ≡ −∆. Il en découle l’équation
de Helmholtz vectorielle (1.11) par analogie à l’équation de Helmholtz scalaire.
(∆ + k2) ~E = 0. (1.11)
La fonction de Green G de l’opérateur scalaire ∆+ k2 est la solution du problème fondamental

(∆ + k2)G(x) = −δ x ∈ Ω
lim
r→∞
r
(
∂G
∂r + ikG
)
= 0 S2
(1.12)
où δ est la fonction/mesure de dirac. Le domaine Ω étant non borné, la condition de Sommerfeld est
nécessaire pour déterminer G de manière unique. Dans R3 \ {0} on a
G(x) =
e−ik|x|
4π |x| =
e−ikr
4πr
. (1.13)
Équations intégrales : principe de Huygens
On note M un point de Ω, appelé point d’observation, et M ′ un point du bord ∂Ω (Σ, S, S2), appelé
point source. M et M ′ sont respectivement de coordonnées x et x′. On note également R = x − x′ le
12 CHAPITRE 1. FORMULATION DE PROBLÈMES DE CONCEPTION OPTIMALE D’ANTENNE
vecteur
−−−→
M ′M et R = |R| la distance qui sépare ces deux points. Le principe de Huygens exprime le fait
que le champ rayonné en un point M résulte de la contribution des champs et courants sur tout le bord
(i.e. de tous les points source M ′). On retrouve ce principe dans les formules de Stratton-Chu ou encore
dans les formules de Kottler.
D’un point de vue mathématique ~E et ~J sont à prendre au sens faible (au sens physique on aurait
~J = σ ~E, ce qui n’a pas de sens dans notre cas limite σ =∞ ; cette propriété est traduite par la condition
~n ∧ ~E = 0 sur S). ~J réapparaît dans la formulation variationnelle sous la forme de courant équivalent
~n ∧ ~H . En adoptant le formalisme des distributions on peut retrouver les formules de Kottler [8].
Sachant que Ω est libre, le champ rayonné en tout point M est donné par [26, 75]
~E(x) =
1
iωε
∫
∂Ω
[
k2G(R)(~n ∧ ~H) + ((~n ∧ ~H) · ∇M ′ )∇M ′ G(R)
+ iωε(~n ∧ ~E) ∧∇M ′ G(R)
]
dΓ
(1.14)
On distingue les trois types de la frontière ∂Ω :
1. Sur Σ les quantités ~Ht0 = ~n ∧ ~H et ~Et0 = ~n ∧ ~E sont les composantes transverses du champ
incident, données du problème (cf. section 1.3.4).
2. Sur S la condition métallique impose ~n ∧ ~E = 0 et on note ~J def.= ~n ∧ ~H , c’est-à-dire le courant
équivalent dans le cas d’un conducteur parfait, l’inconnue du problème.
3. Sur S2 l’intégrale s’annule d’après les conditions aux limites (1.8).
Le champ électrique est donc donné en tout point M ∈ Ω par
~E(x) =
1
iωε
∫
Σ
[
k2G(R) ~Ht0 +
(
~Ht0 · ∇M ′
)∇M ′ G(R) + iωε ~Et0 ∧∇M ′ G(R)]dΓ
+
1
iωε
∫
S
[
k2G(R) ~J +
(
~J · ∇M ′
)∇M ′ G(R)]dΓ (1.15)
que l’on écrit de manière condensée
~E(x) = IΣ( ~E
t
0, ~H
t
0,x) + IS( ~J,x). (1.16)
où IΣ, l’intégrale sur Σ, est linéaire en ~Et0 et ~Ht0, et IS , l’intégrale sur S, est linéaire en ~J .
Méthode de collocation point-segment
On cherche à approcher ~J dans un espace de dimension finie et choisi a priori. Soit un espace de
dimension N généré par la famille libre {~k}Nk=1. La densité de courant se décompose dans cette base
comme
~J(x′) =
N∑
k=1
Jk~k(x
′). (1.17)
Les conditions aux limites de type métallique (1.7) appliquées de part et d’autre de (1.16) nous donne
l’équation
~n ∧ IS( ~J,x) = −~n ∧ IΣ( ~Et0, ~Ht0,x), ∀x ∈ S (1.18)
Le courant (1.17) doit satisfaire (1.18), soit
N∑
k=1
Jk [~n ∧ IS(~k,x)] = −~n ∧ IΣ( ~Et0, ~Ht0,x), ∀x ∈ S (1.19)
Cette équation est vérifiée en N points Mj ∈ S de coordonnées xj , ce qui conduit au système linéaire
AJ = b (1.20)
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où A est une matrice pleine dont les éléments sont
ajk = ~n ∧ IS(~k,xj) (1.21)
et b est le second membre de composantes
bj = −~n ∧ IΣ( ~Et0, ~Ht0,xj). (1.22)
Cette méthode revient à choisir comme fonctions test les mesures de dirac δMj . En effet, l’intégrale
sur S du produit de l’équation (1.19) par δMj revient au calcul de (1.19) en ce point (d’après la définition
de δ).
Remarque Lors de l’assemblage de la matrice A on s’aperçoit que les intégrales deviennent impropres lorsque
R = 0, c’est-à-dire lorsque le point d’observation M se confond avec le point d’intégrationM ′. On montre cependant
que les composantes tangentielles de IS et IΣ (~n ∧ IS et ~n ∧ IΣ) sont définies [8].
Géométrie à symétrie de révolution
La méthode de collocation se simplifie sous l’hypothèse de symétrie axiale des structures rayonnantes.
Soit x′ un point de S dont la méridienne C est donnée par la courbe paramétrée (ρ(s), z(s)) :
x
′(s, ϕ) =

ρ(s) cosϕρ(s) sinϕ
z(s)

 (1.23)
où ϕ ∈ [0 2π] est l’angle azimutal et s l’abscisse curviligne de la méridienne.
La densité de courant surfacique est nécessairement périodique suivantϕ. Les équations étant linéaires
on peut décomposer la dépendance azimutale en modes de Fourier
~J(x′) =
∑
m≥0
~J(s,m)eimϕ (1.24)
et résoudre le système mode par mode. En pratique, les alimentations considérées [8] seront telles que
~J(s,m) est non nul pour le seul mode m = 1, soit (voir la section 1.3.4)
~J(x′) = ~J(s)eiϕ. (1.25)
L’intégration de (1.15) selon ϕ se fait de manière analytique. Dans ce cas la relation (1.18) peut se
réécrire en deux intégrales curvilignes sur C. En notant (~e1,~e2) un repère local du plan tangent à S en x′,
la méthode de collocation revient à choisir des fonctions de bases de la forme
~k,j(x
′) = ~k,j(s, ϕ) = fk(s)e
iϕ~ej(s, ϕ) j = 1, 2 k = 1, . . . , N (1.26)
ce qui conduit à un système à 2N inconnues (N fonctions réelles fk de la variable curviligne s et 2
composantes tangentielles par fonction de base).
Modèle approché d’Optique Physique
Dans certains cas on utilisera une approche simplifiée connue sous le nom d’Optique Physique. Ce
modèle fournit un cadre idéal pour la validation des méthodes d’optimisation. En effet, le champ rayonné
devient alors une fonction explicite de la forme de la structure rayonnante : d’une part la simulation est
rapide, d’autre part le gradient ainsi que le hessien de la fonction objectif par rapport à la géométrie sont
exacts. Il est utilisé uniquement dans le contexte d’une source ponctuelle (dipôle).
Soit ( ~Ei, ~Hi) le champ incident d’un dipôle. On cherche à approcher la densité de courant sur les
conducteurs parfaits. L’approximation d’Optique Physique consiste à négliger la courbure du réflecteur :
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la densité de courant en chaque point de la surface est approchée par la densité de courant qu’il y aurait
sur le plan tangent. En pratique cette approche est justifiée lorsque le rayon de courbure est beaucoup plus
grand que la longueur d’onde. Il en résulte une relation explicite entre le champ magnétique incident et
la densité de courant [6]
~JOP (x
′) = −2~n ∧ ~Hi(x′), x′ ∈ S. (1.27)
On obtient ainsi de manière explicite le champ rayonné dans l’espace libre en sommant le champ incident
et le champ diffracté :
~EOP (x) = ~E
i(x) + IS( ~JOP ,x), x ∈ Ω (1.28)
où IS est l’intégrale sur S de l’équation (1.15).
Approximation en zone lointaine
Une fois les courants équivalents déterminés, on est en mesure de calculer le champ rayonné en tout
point de l’espace libre Ω grâce à la relation (1.15). On se place dans le cas où le point d’observation M
est situé « loin » de l’antenne, c’est-à-dire loin des zones sources Σ∪S. Le sens de « loin » est déterminé
par les approximations qui suivent.
x
xˆ
x
′
R
S2M
M ′
O
ϕ
r = |x| ≫ r′ = |x′|
FIG. 1.4 – Configuration géométrique de l’observation du champ EM en zone lointaine. M ′ parcourt les zones
sources de l’antenne (zone bleue).
Soit O le centre du repère situé au niveau de l’antenne. On a x = −−→OM , x′ = −−−→OM ′, et on note ϕ
l’angle (
−−→
OM,
−−−→
OM ′) (voir Figure 1.4). La distance R = |−−−→MM ′| s’écrit donc
R = |x− x′| =
√
|x|2 − 2x · x′ + |x′|2 = r
√
1− 2 r′r cosϕ+ r
′2
r2 (1.29)
où on a noté r = |x| et r′ = |x′|. D’après le développement limité
√
1 + x = 1 +
x
2
− x
2
8
+O(x3) (1.30)
on peut approcher R par
R = r︸︷︷︸
O(r)
−x′ · xˆ︸ ︷︷ ︸
O(1)
+
1
2r
(r′
2 − (x′ · xˆ)2)︸ ︷︷ ︸
O( 1
r
)
+O
(
1
r2
) (1.31)
où xˆ = xr est le vecteur unitaire de la direction d’observation
−−→
OM .
On utilise ce développement pour approcher la fonction de GreenG(R) dans (1.15). Au dénominateur
(approximation de l’amplitude) on se contente de l’approximation R = r + O(1) qui est valide lorsque
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r ≫ r′ pour tout M ′. Si on note l le diamètre de l’antenne cette condition se traduit par r ≫ l. Au
numérateur (approximation de la phase) on ne peut pas négliger le terme en O(1). En revanche le terme
en O( 1r ) peut être négligé si r ≫ 2l
2
λ . On considère alors l’approximation R = r − x′ · xˆ + O( 1r ). En
résumé, les conditions de champ lointain qui définissent la zone dite de Fraunhofer (voir Figure 1.5) sont
r ≫ l et r ≫ 2l
2
λ
. (1.32)
2l2
λ
l
A
D
(Fraunhofer)
FIG. 1.5 – Zone de Fraunhofer.
D’après (1.15) et en développant les expressions ∇M ′ G et (~u · ∇M ′)∇M ′ G, le champ électrique
a la forme d’une onde sphérique, c’est-à-dire est tel que la dépendance radiale r est de la forme G(x)
uniquement, donc découplée de la dépendance angulaire xˆ, soit
~E(x) ≈ ~E∞(xˆ)e
−ikr
4πr
. (1.33)
1.2.3 Le logiciel SRSR
Le code d’analyse utilisé pour réaliser les simulations est le code SRSR développé à Orange Labs,
La Turbie. Il est issu des travaux de thèse [8, 9] pour la simulation des antennes à symétrie de révolution
(calcul du champ lointain et du coefficient de réflexion). On en présente les principales caractéristiques.
Discrétisation de la géométrie
La géométrie des antennes à symétrie de révolution est définie par leur méridienne C. Dans SRSR, sa
définition est hiérarchisée en trois niveaux :
– Les parties définissent globalement les composants logiques de l’antenne qui sont souvent non
connexes : par exemple le guide, le cornet et le(s) réflecteur(s). Chaque partie, notée Ci, est une
courbe paramétrée :
C =
⋃
i
Ci Ci(s) =
{
ρ(s)
z(s)
(1.34)
– Une partie est continue par morceaux, composée d’un ensemble de portions (linéaires, coniques,
polynomiales, etc.).
– Enfin, les portions sont discrétisées en segments τk. Ils sont déduits des portions et d’une densité
de maillage qui dépend de la longueur d’onde (en général on requiert 5 à 10 segments par longueur
d’onde).
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En vue de l’optimisation géométrique des antennes nous serons nécessairement amenés à manipuler
ces entités. Seules les parties et portions sont accessibles via un fichier de description de la géométrie, les
segments étant calculés en dernière instance par une routine interne pour l’assemblage de la matrice et du
second membre.
D’un point de vue technique les parties serviront à identifier les zones à optimiser. Ces parties seront
composées de portions linéaires uniquement : elles constituent la discrétisation pour l’optimisation. Il y a
donc deux niveaux de discrétisation : un pour l’optimisation, et un autre, plus fin, pour l’analyse.
Fonctions de base de la collocation point-segment
Les fonctions de bases de la collocation sont des fonctions à support local basées sur les segments τk :
supp(fk)
def.
= τk−1 ∪ τk ∪ τk+1 (1.35)
Elles sont définies par
fk(s) =
{
ak + bk sin(k(s− sk)) + ck sin2
(
k s−sk2
)
s ∈ supp(fk)
0 sinon
(1.36)
où s est l’abscisse curviligne, sk le milieu du segment τk et (ak bk ck) des paramètres liés au support.
Les points d’observation Mj sont les points d’abscisses sj (i.e. les milieux des segments).
Résolution du système linéaire
Le système linéaire (1.20) est résolu par la méthode directe de Gauss. La taille de la matrice est de
l’ordre de 300 pour les problèmes les plus petits et 2000 pour les plus grands. Le coût total de la si-
mulation en terme de temps CPU est de 0.5 s et 15 s respectivement (assemblage + résolution + calcul
du champ lointain). Il s’agit donc de problèmes assez petits, grâce à l’hypothèse de symétrie qui réduit
considérablement la taille du problème. Toutefois, dans le cadre d’un algorithme d’optimisation, le coût
d’une itération qui requiert une évaluation de fonctionnelle reste dominé par le coût de l’analyse. En com-
paraison, les opérations réalisées lors d’une itération d’un algorithme d’optimisation sont négligeables.
1.3 Caractéristiques typiques des antennes
Les grandeurs qui vont nous permettre d’estimer la qualité d’une antenne sont liées à la puissance
rayonnée. On s’intéresse donc à l’énergie portée par une onde EM qui se propage dans l’espace libre.
1.3.1 Énergie et puissance électromagnétique en espace libre diélectrique
Soit une onde EM se propageant en espace libre en régime harmonique, soit ~e(x, t) = ~E(x)eiωt et
~h(x, t) = ~H(x)eiωt. L’impédance du milieu est donnée par η =
√
µ/ε.
Définition 1.1. L’énergie électromagnétique instantanée W(t) dans un volume V de l’espace libre est
donnée par
W(t) = 1
2
∫
V
ε||~e(x, t)||2 + µ||~h(x, t)||2dV . (1.37)
Définition 1.2. La puissance instantanée p(t) est donnée par
p(t) =
dW
dt
(t) = −
∫
S
~p · ~ndS (1.38)
où S représente le bord de V et ~n est la normale extérieure à S. On appelle ~p la densité de puissance
instantanée, ou vecteur de Poynting. La puissance fournie à l’extérieur de V est donc égale au flux de la
densité de puissance à travers son bord S.
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Définition 1.3. En régime harmonique le vecteur de Poynting complexe ~P représente la valeur moyenne
de la densité de puissance au cours d’une période de durée T , soit
~P = 1
T
∫ T
0
~p(t)dt =
1
2
~E ∧ ~H∗. (1.39)
La densité de puissance active est la partie réelle du vecteur de Poynting. Si ~E et ~H sont en phase alors
le vecteur de Poynting est purement réel.
1.3.2 Intensité et directivité
Lorsque l’on étudie une antenne à réflecteur on s’intéresse principalement à son rayonnement en
champ lointain, où se trouve potentiellement un récepteur. On a défini à la section 1.2.2 la zone lointaine
ou zone de Fraunhofer par les conditions (1.32). En pratique, pour les antennes considérées (micro-
ondes), la condition la plus contraignante est la condition sur la phase r ≫ 2l2λ où λ est la longueur
d’onde de la source (monochromatique) et l est le diamètre du système (encombrement de l’antenne).
Du point de vue de la zone d’observation, l’antenne peut-être assimilée au point O, centre du repère
sphérique. Une direction de propagation xˆ est équivalente à un vecteur unitaire d’origine O. L’ensemble
des directions de propagation est donc caractérisé par la sphère S2 centrée en O. Toute direction xˆ s’ex-
prime en fonction des variables θ (colatitude) et ϕ (azimut).
On a vu que les formules de Kottler se simplifiaient sous les hypothèses de champ lointain. Le champ
EM prend alors la forme d’une onde sphérique
~E(x) = ~E(r, θ, ϕ) = ~E∞(θ, ϕ)
e−ikr
4πr
. (1.40)
Puisque la dépendance radiale du champ est séparée de la dépendance angulaire, on appelle par abus
de langage « champ lointain » la grandeur ~E∞(θ, ϕ) qui n’a pourtant pas la dimension d’un champ élec-
trique. Elle représente simplement la répartition du champ électrique dans toutes les directions de propa-
gation, sans considérer son atténuation radiale qui est uniforme en 1r . D’autre part les champs électrique et
magnétique sont perpendiculaires, en phase, et leurs amplitudes sont liées par la relation || ~E|| = η|| ~H||.
Le vecteur de Poynting prend donc la forme suivante :
~P = ||
~E(r, θ, ϕ)||2
2η
xˆ =
|| ~E∞(θ, ϕ)||2
2η(4πr)2
xˆ. (1.41)
On définit une grandeur de puissance indépendante de la distance radiale :
Définition 1.4. La puissance rayonnée par unité d’angle solide ou intensité de rayonnement U est
U(θ, ϕ) = r2||~P|| = ||
~E∞(θ, ϕ)||2
2η(4π)2
. (1.42)
La puissance totale de rayonnement Pr est l’intégrale de l’intensité sur S2, soit
Pr =
∫
S2
U(θ, ϕ)dS2 =
∫ 2π
0
∫ π
0
U(θ, ϕ) sin θdθdϕ. (1.43)
Il est parfois plus adéquat de manipuler des grandeurs adimensionnalisées :
Définition 1.5. La directivité est l’intensité de rayonnement normalisée par la puissance moyenne rayon-
née
D(θ, ϕ) =
U(θ, ϕ)
1
4π
Pr
=
|| ~E(θ, ϕ)||2
1
4π
x
S2
|| ~E(θ, ϕ)||2 sin θdθdϕ
. (1.44)
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Pour ϕ = ϕ0 fixé on définit également la directivité comme l’intensité de rayonnement normalisée par la
puissance moyenne rayonnée sur ce plan, soit
D(θ) =
U(θ, ϕ0)
1
2
Pr
=
|| ~E(θ, ϕ0)||2
1
2
∫ π
0
|| ~E(θ, ϕ0)||2 sin θdθ
. (1.45)
1.3.3 Diagramme de rayonnement
L’argument de symétrie ainsi que des hypothèses sur la nature de l’alimentation (mode TE11, cf.
section 1.3.4) nous permet de restreindre la mesure de la puissance rayonnée à deux « plans » fixés par les
angles azimutaux ϕ = 0 et ϕ = π2 (voir Figure 1.6). Ces plans sont également appelés plans E et plans
H car ils contiennent le champ électrique et le champ magnétique respectivement (pour l’alimentation
considérée).
z
xˆ
plan E
plan H
FIG. 1.6 – Sphère S2 des directions de rayonnement. Le système rayonnant est situé au centre de la sphère et a pour
axe de symétrie l’axe z. Les plans ϕ = 0 (bleu, pointillées) et ϕ = π
2
(vert, trait plein) correspondent aux directions
de rayonnement que nous considérons par la suite.
La puissance rayonnée sur les plans E et H est représentée dans un diagramme de rayonnement. Un
diagramme de rayonnement est la représentation en décibels (db) de l’intensité. L’échelle de puissance
en décibels est une échelle relative logarithmique. On définit donc avant tout une intensité de référence
Uref . Il est courant de prendre Uref comme le maximum de l’intensité, ou encore comme l’intensité de
la source isotrope équivalente :
Définition 1.6. Une source isotrope est une source idéale non physique telle que l’intensité Ui est
constante dans toutes les directions. La source isotrope équivalente à un système rayonnant est la source
isotrope telle que Ui = Pr4π (puissance moyenne).
On a donc
db(θ, ϕ) = 10 log10
U(θ, ϕ)
Uref
(1.46)
avec dans le cas particulier où Uref = Ui
dbi(θ, ϕ) = 10 log10D(θ, ϕ) (1.47)
Pour donner un ordre de grandeur, une différence de 3 db correspond à un facteur 2 en puissance.
S’il est naturel de représenter le diagramme en coordonnées polaires, il est d’usage de le représenter
en coordonnées cartésiennes. Par exemple, on représente à la Figure 1.7 le diagramme de rayonnement
de l’antenne illustrée sur la Figure 1.3 pour une alimentation de fréquence 7, 133333GHz.
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FIG. 1.7 – Diagramme de rayonnement d’un paraboloïde alimenté par un guide d’onde optimisé. Uref = Umax.
1.3.4 Coefficient de réflexion d’une source guidée
Le guide d’onde est l’élément source de l’antenne. Il est composé d’un circuit d’alimentation prolongé
par un guide de section uniforme Σ. Dans notre cas la section est nécessairement circulaire pour des
raisons de symétrie (voir Figure 1.8). Lorsque ce guide est un guide d’onde parfait (de longueur infinie),
le champ EM ( ~E0, ~H0) sur une section d’un tel guide s’obtient analytiquement [26, 75].
D
Σ
~n~Et0
FIG. 1.8 – Schéma d’un guide d’onde parfait de section circulaire. ~Et0 représente le champ transverse et ~n la direction
de propagation (longitudinale, normale à la section Σ). D est le domaine intérieur qui représente l’alimentation
(électronique) à l’intérieur duquel nous ignorons le comportement du champ.
Le mode du guide d’onde circulaire principalement considéré est le mode dit Transverse Electric
TE11. Ce champ est de la forme
~Et0 =
~E1 sinϕ+ ~E2 cosϕ
~Ht0 =
~H1 cosϕ+ ~H2 sinϕ
(1.48)
ce qui justifie la représentation du courant (1.25). Les lignes de champ des composantes tangentielles sur
une section Σ sont représentées à la Figure 1.9.
Cependant, il n’existe pas de guide d’onde parfait. Le champ rayonné réel est modélisé comme étant
la somme d’une onde incidente (parfaite) et d’une onde réfléchie. Une caractéristique essentielle d’un
guide d’onde est le coefficient de réflexion :
Définition 1.7. Le coefficient de réflexion Γ au niveau d’une section du guide est le rapport des ampli-
tudes complexes des champs électriques transverses réfléchi et incident respectivement. Le champ EM
transverse ( ~Et, ~Ht) dans une section du guide devient donc
~Et = (1 + Γ) ~Et0
~Ht = (1− Γ) ~Ht0
(1.49)
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Σ
~Ht0
~Et0
FIG. 1.9 – Lignes de champ des composantes transverse ~Et0 (trait plein) et ~Ht0 (pointillées) du mode principal TE11
d’un guide d’onde de section circulaire Σ.
Du point de vue de la puissance, si on note Pa la puissance d’alimentation, la puissance active émise
Pe est
Pe = (1− |Γ|2)Pa (1.50)
puisque le vecteur de Poynting s’écrit
~Pe = 1
2
~E ∧ ~H∗
=
1
2
~Et ∧ ~Ht∗
=
1
2
(1 + Γ)(1− Γ¯) ~Et0 ∧ ~Ht∗0
= (1− |Γ|2 + 2ℑ(Γ))~Pa
On en déduit la relation entre la puissance active d’alimentation et la puissance active émise en prenant
la partie réelle de chaque côté de l’égalité.
Remarque Dans un milieu sans pertes on s’attend à ce que Pe = Pr . Cependant, en partie à cause de l’approxi-
mation en zone lointaine, ce n’est pas toujours vrai. Dans le contexte d’un problème d’optimisation numérique, il est
donc plus judicieux de manipuler des grandeurs adimensionnalisées comme la directivité.
Le coefficient de réflexion dépend non seulement du guide mais aussi de la configuration proche de
l’antenne (c’est-à-dire des surfaces rayonnantes du cornet Sg et éventuellement des réflecteurs Sr). Le
calcul de Γ est détaillé dans [8].
En pratique on représente souvent le Rapport d’Ondes Stationnaires, ou impédance relative au lieu
de la norme du coefficient de réflexion :
Définition 1.8. Le Rapport d’Ondes Stationnaire ROS (Voltage Standing Wave Ratio VSWR) ou impé-
dance relative Z est le rapport
Z =
1 + |Γ|
1− |Γ| . (1.51)
1.4 Fonctions objectifs pour la conception optimale d’antenne
Dans les sections précédentes on a défini des grandeurs d’observation d’une antenne. On également
détaillé la méthode de calcul de ces grandeurs basée sur la simulation d’ondes EM en espace libre. On dé-
finit désormais des fonctionnelles dont le rôle est d’estimer la qualité d’une antenne et que l’on cherchera
à optimiser.
Du point de vue du champ lointain, le principe général de la conception optimale d’antenne est de se
rapprocher le plus près possible d’une configuration idéale (champ lointain, puissance, directivité). On
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parle alors de problèmes de synthèse ou de reconstruction. En termes mathématiques il s’agit d’un pro-
blème inverse : on cherche à déterminer s’il existe un système (une forme) dont le rayonnement conduit
à une solution idéale. Ces problèmes sont généralement mal posés et requièrent des méthodes robustes
pour s’approcher au mieux de la configuration souhaitée. On répondra en partie à cette question à l’aide
de méthodes hiérarchiques sur la géométrie.
Du point de vue de la source il s’agit d’un problème de maximisation de la puissance émise (ou
de manière équivalente de minimisation des pertes, c-à-d du coefficient de réflexion). Comme nous le
verrons par la suite, il est facile d’optimiser une source à une fréquence donnée. En revanche, il est plus
délicat d’obtenir les mêmes performances sur une bande de fréquence, surtout si l’antenne est compacte
(c’est-à-dire lorsqu’un réflecteur est proche de l’ouverture du guide et contribue ainsi à un fort coefficient
de réflexion).
1.4.1 Problèmes inverses sur la puissance rayonnée en zone lointaine
Soit O( ~E) une observation de la variable d’état, fonction L2 sur les directions de propagation et O˜
une fonction cible idéale. Le problème inverse consiste à minimiser la norme L2 de la différence entre
l’observation et la valeur cible, soit
F ( ~E) =
1
2
∫
S2
∥∥∥O( ~E)− O˜∥∥∥2dS2. (1.52)
L’observation O peut être le champ lui-même, l’intensité, la directivité, ou d’autres mesures encore
(voir [4]).
Si O est le champ cela suppose que l’on connaisse toutes ses composantes complexes, c’est-à-dire à
la fois la phase et l’amplitude. Il est difficile et peu intéressant de construire une telle cible, sauf si celle-ci
vient du calcul d’une structure connue. Il s’agit alors d’un problème de reconstruction qui n’a d’intérêt
que pour des exercices de validation.
Un cas plus intéressant consiste à se donner une répartition en puissance. Une des difficultés de ce
genre de problème est qu’il n’existe probablement pas de solution. Pour des raisons de normalisation il
est plus adéquat de se donner une cible en directivité plutôt qu’en puissance. Un cas largement traité dans
cette thèse est le cas d’une cible où la directivité est uniforme sur un sous ensemble de S2.
Cas d’une cible en directivité uniforme
On cherche à résoudre le problème de minimisation suivant
min
~E
F ( ~E) =
1
2
∫
S2
(
D( ~E)− D˜
)2
dS2. (1.53)
Tout d’abord, sur les plans E et H, notons que∫ π
0
D(θ) sin θdθ =
∫ π
0
U(θ)
1
2Pr
sin θdθ =
2
Pr
∫ π
0
U(θ) sin θdθ = 2 (1.54)
par définition de Pr. Donc une cible O˜ en directivité doit nécessairement satisfaire cette condition. Soit
maintenant l’intervalle [θ1, θ2], 0 ≤ θ1 < θ2 ≤ π, pour lequel on souhaite que la directivité soit uniforme
et maximale. Pour qu’elle soit uniforme on note trivialement D˜(θ) = D˜ sur [θ1, θ2]. Pour que la directivité
D˜ soit maximale il suffit que D˜(θ) soit nulle en dehors de l’intervalle souhaité. La valeur cible D˜ est donc
donnée par la condition (1.54) :∫ π
0
D˜(θ) sin θdθ = 2 ⇒
∫ θ2
θ1
D˜ sin θdθ = 2 ⇒ D˜ = 2
cos θ1 − cos θ2 (1.55)
On exclut évidemment le cas où θ1 = θ2. On donne un exemple à la Figure 1.10 où θ1 = 0◦ et θ2 = 60◦.
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(a) Zone de rayonnement θ ≤ 60◦
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(b) rayonnement d’un paraboloïde défocalisé (plans E et
H) et diagramme cible (rouge)
FIG. 1.10 – Illustration d’un cas-test d’optimisation d’un diagramme uniforme
Quelques résultats de calcul différentiel
Considérons la fonctionnelle (1.53) dépendant du champ u. On calcul sa différentielle par rapport
à une variation du champ δu. Par la suite, connaissant les dérivées partielles de u par rapport à des
déformations de la forme d’un réflecteur, par composition de fonctions, en en déduit les dérivées partielles
de la fonction coût par rapport à ces déformations.
On adopte les notations suivantes
u, δu, δv ∈ X = L2(S2,C3) ‖z‖2 = z · z = zT z¯ Θ ⊂ S2 |Θ| =
∫
Θ
dS2
où u est non identiquement nul et Θ non vide.
fonctionnelles
(puissance moyenne) P¯r : X −→ R+
u 7−→ 1|Θ|
∫
Θ
‖u‖2 dS2
(directivité) D : X −→ L2(Θ,R+)
u 7−→ ‖u(.)‖
2
P¯r
(fonction coût) F : X −→ R+
u 7−→ 1
2
∫
Θ
(
D(u)− D˜
)2
dS2
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dérivées premières 〈
P¯
′
r(u), δu
〉
=
2
|Θ|
∫
Θ
ℜ(u · δu)dS2
D′(u)δu =
2ℜ(u · δu)P¯r(u)− ‖u‖2
〈
P¯
′
r(u), δu
〉
P¯2r(u)
〈F ′(u), δu〉 =
∫
Θ
D′(u)δu
(
D(u)− D˜
)
dS2
dérivées secondes〈
P¯
′′
r (u)δv, δu
〉
=
2
|Θ|
∫
Θ
ℜ(δv · δu)dS2
D′′(u)(δv, δu) =
1
P¯3r(u)
{
P¯r(u)
[
2ℜ(δv · δu)P¯r(u) + 2ℜ(u · δu)
〈
P¯
′
r(u), δv
〉
− 2ℜ(u · δv) 〈P¯′r(u), δu〉− ‖u‖2 〈P¯′′r (u)δv, δu〉 ]
− 2
[
2ℜ(u · δu)P¯r(u)− ‖u‖2
〈
P¯
′
r(u), δu
〉 ] 〈
P¯
′
r(u), δv
〉}
〈F ′′(u)δv, δu〉 =
∫
Θ
D′(u)δv D′(u)δu+
(
D(u)− D˜
)
D′′(u)(δv, δu) dS2
1.4.2 Minimisation des pertes dans la source guidée
La formulation d’une fonction objectif pour l’optimisation de la source est triviale. Afin de minimiser
le coefficient de réflexion on cherche tout simplement à minimiser
F (Γ) =
1
2
|Γ|2 (1.56)
où le carré a été rajouté pour des raisons de différentiabilité.
1.4.3 Optimisation multipoint sur une bande de fréquence
On désigne désormais par u la variable d’état qui désigne ~E ou Γ. Pour une fréquence de fonctionne-
ment f donnée, on note u(f) la solution unique de l’équation d’état. Les fonctionnelles précédemment
considérées étaient de la forme F (u) = F (u(f)). Soit désormais une bande de fréquence If = [f− f+]
et ‖·‖ une norme de fonctions de la variable réelle définies sur If . D’une manière générale, l’objectif
multifréquence s’écrit sous la forme
FIf (u) = ‖F (u(.))‖ (1.57)
Différentes stratégies peuvent être envisagées, différentiables ou non selon la norme (Lp, max,
moyenne, etc.). On abordera ces problèmes au chapitre 5.
1.4.4 Optimisation bicritère
L’optimisation d’une antenne requiert de manière quasi-systématique l’optimisation du rayonnement
et de la source. Lorsque le(s) réflecteur(s) et le guide sont faiblement couplés ces deux processus peuvent
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être réalisés indépendamment. Dans des configurations compactes d’antennes, c’est-à-dire où la source
et le réflecteur sont proches, il est plus délicat d’améliorer un critère sans dégrader l’autre.
L’optimisation multicritère (bicritère ici) n’est pas un problème d’optimisation au sens strict. En effet
il n’y a pas de relation d’ordre lorsque plusieurs critères entrent en jeu. On abordera au chapitre 5 les
notions de dominance et d’optimalité au sens de Pareto.
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Dans ce chapitre on aborde les notions générales liées à l’optimisation numérique de forme, du traite-
ment de la géométrie aux algorithmes. On insiste en particulier sur les représentations hiérarchiques des
formes en vue de l’étude de stratégies multiniveaux. On en profite également pour rappeler les grandes
classes de méthodes d’optimisation numérique en détaillant les algorithmes que nous utiliserons et en
validant les codes correspondants.
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2.1 Généralités
2.1.1 Formulation d’un problème d’optimisation de forme
On se place dans le cadre de l’optimisation d’un système gouverné par une EDP. Dans une formulation
typique on désigne par S la forme qui définit la géométrie du système étudié. L’équation d’état (1.9) qui
régit le système est notée sous sa forme implicite
M(S, f, u) = 0 (2.1)
où u désigne la variable d’état (champ et/ou coefficient de réflexion) et f un point de fonctionnement (la
fréquence d’alimentation). En admettant que (2.1) soit bien posé, il existe une solution unique que l’on
désigne également sous sa forme explicite u = u(S, f).
On cherche à minimiser la fonctionnelle de la variable d’état F (u) (une parmi celles définies au
chapitre 1 pourvu que u soit physique, c’est-à-dire pourvu que u satisfasse l’équation d’état (2.1). For-
mellement on cherche à résoudre le problème de minimisation sous contrainte suivant :{
min
u
F (u)
t.q. M(S, f, u) = 0
. (2.2)
En utilisant la formulation explicite de u on considère de manière équivalente la fonctionnelle de
forme J
min
S
J (S) = F (u(S, f)). (2.3)
Pour minimiser J on agit sur la forme S. Dans certains problèmes inverses de détection, on peut égale-
ment considérer la fréquence comme variable d’optimisation [34]. Dans notre cas il s’agit d’un paramètre
de fonctionnement imposé.
Pour l’instant le problème n’est pas correctement formulé puisqu’on n’a pas encore donné de sens
au contrôle, c’est-à-dire à la manière dont on manipule la géométrie. Un des objectifs de ce chapitre est
de préciser ce que l’on entend par « agir sur la forme » et définir un espace de recherche. En pratique
on considérera une représentation paramétrique de la forme du réflecteur. La paramétrisation consiste à
définir un espace de formes de dimension finie. En d’autres termes on considérera des représentations de
S sous la forme
S = S(x) x ∈ Rn (2.4)
où x est le vecteur des paramètres de conception. Le problème intrinsèque (2.3) devient un problème
d’optimisation paramétrique de dimension finie
min
x∈Rn
J(x)
def.
= J (S(x)). (2.5)
2.1.2 Conditions d’optimalité
Le problème d’optimisation en dimension finie (2.5) est éventuellement soumis à des contraintes
additionnelles d’égalité et/ou d’inégalité sur les paramètres de conception. Il s’écrit alors comme un
problème classique d’optimisation : 

min
x∈Rn
J(x)
t.q. g(x) = 0
h(x) ≤ 0
(2.6)
où g : Rn → Rme et h : Rn → Rmi 1.
On introduit quelques définitions utiles.
1Les relations d’égalité et d’inégalité entre deux vecteurs sont définies ici terme à terme.
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Définition 2.1. L’espace admissible est le sous-ensemble de Rn dont les éléments satisfont les
contraintes, soit
F ≡ {x ∈ Rn | g(x) = 0, h(x) ≤ 0} (2.7)
Définition 2.2. Une contrainte d’inégalité i est dite active en x si hi(x) = 0. On note I0 l’ensemble des
contraintes actives en x, soit tel que hI0(x) = 0.
Une notion importante mais délicate à aborder est la notion de qualification des contraintes lorsque g
et h sont dérivables (voir [74] par exemple). Il s’agit d’une notion locale qui caractérise le fait que la linéa-
risation des contraintes représente bien les directions admissibles. Une condition suffisante pour assurer
la qualification des contraintes est l’indépendance linéaire des gradients de l’ensemble des contraintes
d’égalité et des contraintes actives. On dit alors que les contraintes sont qualifiées, ce que l’on supposera
toujours par la suite.
On suppose désormais que J , g et h sont de classe C2 sur Rn. On note ∇J(x) le gradient de J ,
H(x) le hessien, et g′ et h′ les jacobiennes des contraintes. On a les conditions nécessaires et suffisantes
d’optimalité suivantes (voir par exemple [45, 11]) :
Conditions nécessaires d’optimalité du premier ordre (Karush-Kuhn-Tucker)
Soit x un minimum local de (2.6) dont ma contraintes sont actives. Alors il existe λ ∈ Rma et
µ ∈ Rme (appelés multiplicateurs de Lagrange) tels que

(a) ∇J(x) + h′I0(x)Tλ+ g′(x)Tµ = 0
(b) g(x) = 0
(c) h(x) ≤ 0
(d) hI0(x) = 0
(e) λ ≥ 0
(2.8)
La condition (2.8)e exprime le fait que les directions de descente de J vont à l’encontre de l’espace
admissible. En introduisant le lagrangien
L : Rn × Rmi × Rme −→ R
(x, λ, µ) 7−→ L(x, λ, µ) = J(x) + λTh(x) + µT g(x) (2.9)
la condition (2.8)a s’écrit sous la forme
∇xL(x, λ, µ) = 0 (2.10)
où on a noté λi = 0 pour i /∈ I0.
Dans le cas particulier sans contraintes on a la condition
∇J(x) = 0 (2.11)
que l’on peut retrouver avec un simple développement de Taylor.
La condition (2.8)a revient à dire que le gradient de la fonction coût s’exprime comme une combi-
naison linéaire des gradients des contraintes actives. Si AT = (h′I0(x)
T g′(x)T ) ∈ Rn×(me+mi) désigne
le transposé de la matrice de linéarisation des contraintes en x, alors ∇ J(x) ∈ R(AT ). Or comme
R(AT ) = N (A)⊥ et si Z est une base orthogonale de N (A) alors on a
ZT∇J(x) = 0 (2.12)
qui est souvent utilisé dans les algorithmes en tant que « gradient projeté ». Dans le cas où seules des
contraintes d’égalité sont considérées et si x est admissible (g(x) = 0), (2.12) est équivalent à (2.8), le
signe des multiplicateurs de Lagrange µ n’important pas.
Un point x qui satisfait (2.8) est appelé point stationnaire puisque les variations du premier ordre de
J dans les directions admissibles sont nulles ou positives. Sous des hypothèses de convexité du domaine
admissible et de la fonction coût, les conditions (2.8) sont suffisantes pour caractériser le minimum global.
Dans le cas général ce point peut toutefois ne pas être un minimum local.
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Conditions suffisantes d’optimalité du second ordre
Des conditions suffisantes s’obtiennent lorsque la fonction coût est localement convexe dans les di-
rections admissibles. Cela ce déduit du comportement local au second ordre. On se restreint au cas où
un minimum local est associé à un unique couple de multiplicateurs (λ, µ), ce qui s’obtient sous des
hypothèses de qualification de contraintes.
On introduit la notion de cône critique :
Définition 2.3. Le cône critique en un point x qui vérifie (2.8) est l’ensemble C des directions
C =
{
d ∈ Rn | g′(x)T d = 0, h′I0(x)T d = 0, h′(x)T d ≤ 0
} (2.13)
Le point x est un minimum local dont ma contraintes sont actives ssi il existe λ ∈ Rma et µ ∈ Rme
tels que (2.8) soit satisfait et
∀d ∈ C(x) ; d 6= 0 dT∇2xxL(x)d > 0 (2.14)
où ∇2xxL(x) désigne le hessien du lagrangien (2.9) par rapport à x.
Dans le cas sans contraintes, x est un minimum local ssi
∇J(x) = 0
H(x) est définie positive
(2.15)
Comme pour les conditions nécessaires, si Z est une base orthogonale du noyau de la jacobienne des
contraintes d’égalité et des contraintes actives au point x alors on a la relation
ZT∇J(x) = 0
ZTH(x)Z est définie positive
(2.16)
qui est équivalent à (2.14) dans le cas des seules contraintes d’égalité si x est admissible.
2.1.3 Méthodologie générale
À proprement parler, le problème de minimisation (2.6) consiste en la recherche d’un (du) minimum
global. Sans résultat d’existence et d’unicité préalable nous n’avons aucun critère numérique pour carac-
tériser un tel minimum. Alternativement, si l’on est muni d’une routine du calcul du gradient, on peut
caractériser un point stationnaire, voire un minimum local si le calcul du hessien (exact ou approché) est
accessible, ce qui est rarement le cas en pratique.
L’enjeu de l’optimisation numérique est donc de trouver un « bon » minimum local. La réalisation
de cette recherche passe par la construction itérative d’une suite minimisante. On décrit dans les grandes
lignes la procédure d’optimisation d’une antenne :
1. Dans un premier temps on identifie les composants de l’antenne que l’on souhaite considérer
comme contrôle ; les parties choisies sont remaillées en portions linéaires puis on définit un es-
pace paramétrique du contrôle. La ou les fréquence(s) d’alimentation est/sont définie(s).
2. Étant donné un vecteur de paramètres de conception x on construit la géométrie S pour laquelle on
souhaite évaluer la fonctionnelle ; un maillage de S est construit (d’un point de vue technique on
génère un fichier de description de la méridienne C lisible par SRSR).
3. L’équation d’état est résolue par SRSR.
4. La variable d’état u (champ + coefficient de réflexion) est renvoyée ; on calcule alors la fonction
coût ainsi que les contraintes et éventuellement le gradient.
5. Selon la valeur de la fonction coût, le meilleur candidat est mis à jour, on modifie les paramètres
de conception et on recommence le processus en 2.
On s’attache maintenant à préciser ce que l’on entend par espace paramétrique, c-à-d le traitement de
la géométrie. Puis on discutera des méthodes numériques.
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2.2 Représentation de la géométrie
2.2.1 Approche continue
Cette approche est en premier lieu théorique. Elle consiste à définir les objets mathématiques concer-
nant les formes et leur évolution/déformation. On donne ainsi un sens à une classe de formes pour la-
quelle la fonction J (S) est bien définie [90]. Sous certaines hypothèses on peut formuler un gradient
et un hessien de forme. Le calcul du gradient de forme se fait alors par une méthode adjointe dont on
réfère l’origine à [17]. La formulation du gradient de forme et son utilisation en vue d’une optimisation
numérique a fait l’objet des thèses [68, 34] dans la cadre de problèmes de diffraction électromagnétique.
Le gradient numérique est alors l’expression discrète du gradient de forme continue. Cette méthode est
cependant délicate à mettre en œuvre et n’est pas toujours adaptée aux codes existants de résolution du
problème direct.
2.2.2 Approche topologique
Dans l’approche précédente on cherche à optimiser un domaine par déformation de sa frontière. En
général cela suppose que la topologie de ce domaine ait été fixée. Dans une autre approche on cherche
à optimiser la topologie du domaine pour laquelle on trouve une formulation rigoureuse du gradient
dans [64, 89, 18] (gradient topologique). Schématiquement, elle est la formulation asymptotique de l’in-
sertion d’un « trou » dans le domaine à optimiser. Dans le cadre de problèmes d’optimisation en électro-
magnétisme et de problèmes inverses de rayonnement, ce gradient topologique a été formulé et utilisé
numériquement dans des cas concrets (détection et imagerie sous-sol [65, 66], optimisation de guide
d’onde [82]). En pratique, son calcul repose aussi sur une méthode adjointe.
On mentionne également la technique des lignes de niveaux (level set) qui permet des changements
faciles de topologie [76]. Dans cette méthode on représente la frontière d’un domaine par une formulation
implicite φ = 0 (c-à-d la ligne de niveau 0 de la fonction φ). On cherche alors à faire varier cette frontière
en agissant sur la fonction φ. Si cette méthode permet la séparation d’un domaine originellement connexe
ou l’agrégation d’un domaine non connexe, il semble toutefois difficile de faire apparaître des « trous » [2].
Dans le cadre de problèmes inverses de diffraction électromagnétique, la méthode de level set a été utilisée
dans [42, 79]. De plus, à l’aide d’un gradient de forme, elle a également été appliquée dans [34, 10, 43].
Par la suite, on ne cherchera pas à changer la topologie des parties à optimiser. Par ailleurs, on consi-
dérera des représentations discrètes des formes.
2.2.3 Approche CAD-free (non paramétrique)
Le calcul d’analyse de la densité de courant repose sur la discrétisation des surfaces métalliques.
L’ensemble des éléments (triangles, nœuds, segments, etc.) caractérise d’une part le domaine de définition
de la variable d’état et d’autre part la structure discrète du domaine à optimiser. Chacun de ces éléments
peut donc être considéré comme un degré de liberté du problème d’optimisation. Le maillage constitue
donc à la fois le support des inconnues discrètes de l’état et les variables de conception.
Cependant, les caractéristiques du maillage (finesse, anisotropie, etc.) sont avant tout déterminées par
des contraintes liées au calcul d’analyse. Il n’y a pas lieu de penser que cette structure soit adaptée à
l’optimisation. En particulier cette approche conduit à des problèmes de grande taille nécessaire pour
la précision du calcul de l’état mais potentiellement surdimensionnés du point de vue de l’optimisation.
Pour ces raisons on préférera une approche qui sépare la représentation discrète de la géométrie pour le
calcul d’analyse de celle en vue de son optimisation.
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2.2.4 Approche paramétrique classique
De manière générale, une courbe paramétrée C de R2 est décrite par
C(t) =
{
x(t)
y(t)
(2.17)
où t est le paramètre de la représentation de C (une abscisse curviligne). Lorsque la paramétrisation s’écrit
sous forme polynomiale, c-à-d x(t) =
∑
k akt
k et y(t) =
∑
k bkt
k dans la base canonique, alors les
coefficients ak et bk décrivent entièrement C. On est donc en mesure de définir des espaces de dimension
finie décrivant des formes continues.
Parmi les représentations possibles pour une même courbe C, certaines s’avèrent plus adéquates du
fait que les coefficients ak et bk ont un sens géométrique. Ces représentations constituent la base de
la Conception Assistée par Ordinateur (CAO) ou Computer Aided Design (CAD) largement utilisée en
ingénierie. De la plus simple à la plus générale, on trouve les paramétrisations suivantes :
– Bézier : représentation polynomiale dans la base de Bernstein ; les coefficients ou points de contrôle
forment un polygone qui donne une idée grossière de la forme ; une propriété d’élévation du degré
permet une définition hiérarchique (p-enrichissement) [39].
– B-splines : représentation polynomiale par morceaux ; il s’agit d’une généralisation de la représen-
tation de Bézier ; le support des fonctions de bases est local ; on peut contrôler la continuité de la
courbe aux points de jonction des patchs ; elles possèdent des propriétés d’enrichissement de type
p (élévation du degré) h (diminution du support et insertion de fonctions de même degré) ou encore
k (h et p) [27].
– NURBS (Non Uniform Rational B-Splines) : il s’agit d’une représentation par des fonctions ration-
nelles de B-splines et permet en particulier la représentation exacte de sections coniques [80].
– T-splines : ces dernières ont été introduites récemment ; elles sont une généralisation des NURBS
et permettent des raffinements locaux non conformes [87, 85].
Dans notre cas seules les deux premières techniques seront suffisantes pour les configurations considérées.
Bien qu’elle constitue une représentation exacte du point de vue de l’optimisation, l’approche para-
métrique classique ne nous affranchit pas d’une procédure de discrétisation des formes ainsi définies dans
le but de réaliser le calcul d’analyse.
Représentation de Bézier
Les polynômes de Bernstein sont définis pour t ∈ [0 1] par
Bkn(t) = C
k
nt
k(1− t)n−k (2.18)
où Ckn = n!k!(n−k)! sont les coefficients binomiaux (voir Figure 2.1).
Une courbe de Bézier de degré n dans Rp est une courbe paramétrée définie par
P (t) =
n∑
k=0
Bnk (t)Pk t ∈ [0 1] (2.19)
où Pk ∈ Rp sont les points de contrôle de la courbe. Elle a les propriétés élémentaires suivantes :
– la courbe passe par les points P0 et Pn ;
– les vecteurs −−−→P0P1 et −−−−−→Pn−1Pn sont tangents à la courbe ;
– la courbe se trouve dans l’enveloppe convexe du polygone de contrôle formé par les points de
contrôle ;
– la dérivée et l’intégrale d’une courbe de Bézier est une courbe de Bézier ;
Par ailleurs, on a la propriété essentielle des courbes de Bézier dite d’élévation du degré :
32 CHAPITRE 2. OPTIMISATION NUMÉRIQUE DE FORME : GÉOMÉTRIE ET ALGORITHMES
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
Bernstein polynomials of degree 9
FIG. 2.1 – Polynômes de Bernstein de degré 9.
P0
P1
P2
P3
P4
(a) courbe de Bézier de degré 4
P ′0 = P0
P ′1
P1
P ′2
P2
P ′3
P3
P ′4
= P4P
′
5
(b) courbe identique exprimée comme une courbe de Bézier de
degré 5
FIG. 2.2 – Illustration d’une courbe de Bézier avec ses propriétés élémentaires (polygone de contrôle, enveloppe
convexe, et élévation du degré).
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Propriété 2.1. Soit P (t) une courbe de Bézier de degré n définie par les points de contrôle Pk. Alors
P (t) est la courbe de Bézier de degré n+ 1 définie par les points de contrôle P ′k
P (t) =
n+1∑
k=0
Bn+1k (t)P
′
k
tels que 

P ′0 = P0
P ′k =
k
n+1Pk−1 +
(
1− kn+1
)
Pk k = 1 . . . n
P ′n+1 = Pn
(2.20)
En d’autres termes, toute courbe de Bézier de degré n peut être exprimée comme une courbe de Bézier
de degré n+1 dont les points de contrôle sont des combinaisons convexes des points de contrôle initiaux
(c-à-d de la courbe de degré n). En appliquant récursivement la propriété d’élévation du degré, une courbe
de Bézier de degré n peut être exprimée comme une courbe de Bézier de degré m > n en appliquant
m−n fois la propriété 2.1. La courbe de Bézier est la limite lorsque le degré tend vers l’infini du polygone
de contrôle. La propriété d’élévation du degré constitue la base des algorithmes hiérarchiques.
Une surface de Bézier est définie par un produit tensoriel de courbes de Bézier, soit la surface para-
métrée S(s, t)
S(s, t) =
nj∑
j=0
nk∑
k=0
B
nj
j (s)B
nk
k (t)Pjk . (2.21)
La propriété d’élévation du degré s’étend trivialement aux surfaces de Bézier : l’élévation du degré s’ap-
plique alors sur chaque dimension d’espace.
B-splines
Les fonctions B-splines sont entièrement définies par récurrence à partir des données suivantes :
– un degré d (ou ordre d+ 1) ;
– une suite de m + 1 réels non décroissants T = {tk}m+1k=1 appelés nœuds (T est le vecteur des
nœuds).
Soit Ndk la k-ème fonction B-spline de degré d. Les fonctions B-splines de degré 0, constantes par
morceaux, sont
N0k (t) = χ[tk tk+1[ =
{
1 si t ∈ [tk tk+1[
0 sinon (2.22)
On a donc m fonctions N0k telles que
Supp(N0k ) = [tk tk+1[ (2.23)
Puis, pour d > 0 et 1 ≤ k ≤ m− (d+ 1), Ndk est définie par la formule de récurrence
Ndk (t) = ω
d
k(t)N
d−1
k +
(
1− ωdk+1(t)
)
Nd−1k+1 (t) (2.24)
ωdk(t) =
{ t−tk
tk+d−tk
si tk 6= tk+d
0 sinon (2.25)
On a donc m− (d+ 1) fonctions telles que
Supp(Ndk ) = Supp(N
d−1
k ) ∪ Supp(Nd−1k+1 ) = [tk tk+d+1[ (2.26)
Ainsi n fonctions B-splines de degré d sont nécessairement définies par un vecteur de m = n + d + 1
nœuds.
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Une courbe B-spline s’exprime comme une combinaison linéaire des fonctions B-splines, soit
P (t) =
n∑
k=0
Ndk (t)Pk t ∈ [t0 tm+1] . (2.27)
La régularité de la courbe au niveau d’un nœud est déterminée par la multiplicité de ce nœud : si tk est
répété mk fois dans le vecteur de nœuds alors P (t) est de classe Cd−mk en t = tk. Pour que la courbe
coïncide avec les points de contrôle aux extrémités, c-à-d aux bornes t0 et tm+1, il est nécessaire de copier
d+ 1 fois les valeurs extrêmes du vecteur de nœuds, soit
0 = t1 = · · · = td+1 < td+2 < · · · < tn+1 = · · · = tn+d+1 = 1. (2.28)
Remarque Les courbes de Bézier de degré n correspondent au cas particulier des courbes B-splines où le vecteur
des nœuds est donné par T = [0 . . . 0| {z }
n+1
1 . . . 1| {z }
n+1
].
En général, afin d’assurer une continuité C2, on manipulera des splines cubiques (d = 3) de support
uniforme (tk+1 − tk = 1n−2d , d + 1 ≤ k ≤ n). On représente de telles fonctions à la Figure 2.3 pour
n = 10 (donc m = n+ d+ 1 = 14).
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uniform B-spline functions of degree 3
FIG. 2.3 – Fonctions B-splines de degré 3 (d’ordre 4) définies par un vecteur de nœuds uniformément répartis sur
l’intervalle [0 1].
Toutefois, il est d’usage pour l’optimisation d’un guide d’onde de rajouter des « iris » : pour un guide
circulaire cela revient à déformer l’intérieur du guide par des patchs constants qui sont bien représentés
par des B-splines de degré 0.
Bien évidemment, si plusieurs composants d’une antenne doivent être optimisés dans un même pro-
cessus, les paramétrisations de chacun d’entre eux sont indépendantes (la nature et le degré peuvent varier
d’un composant à l’autre). On donne à la Figure 2.4 un exemple d’antenne composée d’un guide et d’un
réflecteur dont les méridiennes sont modélisées par une courbe B-spline d’ordre 1 et une courbe B-spline
d’ordre 4 respectivement.
Deux types d’enrichissement sont possibles :
– élévation du degré : comme pour les courbes de Bézier, on peut passer d’une base de polynômes de
degré 3 par morceaux à une base de polynômes de degré 4 par morceaux ; le support des fonctions
de la base est alors élargi.
– insertion d’un nœud : en insérant un nœud dans le vecteur T on ajoute une fonction de base ; on
diminue le support des fonctions voisines et on diminue la régularité en un point si le nouveau
nœud augmente la multiplicité d’un nœud déjà existant.
2.2. REPRÉSENTATION DE LA GÉOMÉTRIE 35
−150 −100 −50 0 50 100 150 200 250
0
50
100
150
200
250
z (mm)
ρ
(m
m
)
(a) avant déplacement des points de contrôle
−150 −100 −50 0 50 100 150 200 250
0
50
100
150
200
250
z (mm)
ρ
(m
m
)
(b) après déplacement des points de contrôle
FIG. 2.4 – Modélisation de la méridienne d’une antenne par courbes B-splines. Le déplacement des points de contrôle
déforme les parties à optimiser selon la régularité requise : C0 pour le guide d’onde (rouge) et C2 pour le réflecteur
(bleu).
À propos d’autres paramétrisations polynomiales
Les représentations de Bézier et B-splines sont adéquates pour la description de géométries com-
plexes. Elles ont également une structure hiérarchique intrinsèque via la propriété 2.1 qui font d’elles des
paramétrisations de choix pour les méthodes multiniveaux.
Toutefois, cette propriété s’étend pour toutes les autres bases des espaces polynômiaux Pn. En effet,
on a Pn ⊂ Pm pour m > n, c-à-d tout polynôme de degré au plus n est également un polynôme de
degré au plus m. Si en plus on munit Pn et Pm des bases Bn et Bm respectivement, alors il existe une
application linéaire de Rn dans Rm qui donne les coefficients dans la base Bm de l’espace Pm du même
polynôme exprimé dans la base Bn. En particulier pour la base canonique ou les bases de polynômes
orthogonaux, cette application est triviale.
Certaines bases de paramétrisation s’avèrent numériquement mieux adaptées mais d’un point de vue
géométrique n’ont pas les bonnes propriétés de la CAO. Il est en effet difficile de modéliser une antenne à
partir des polynômes de Legendre par exemple. Cette difficulté est levée avec l’approche de déformation
Free-Form.
2.2.5 Approche paramétrique Free-Form
L’antenne de la Figure 2.4 a été modélisée « à la main » par des courbes B-splines. En pratique
il est rare de concevoir une antenne à partir de rien. Le contexte impose quasi-systématiquement une
configuration initiale déjà fournie. Selon la manière dont cette géométrie est décrite, il est nécessaire de
réaliser une procédure préliminaire d’approximation en accord avec la représentation paramétrique. On
distingue les cas suivants :
– l’antenne est décrite sous forme continue, par des portions de sections coniques, polynômes, etc. :
on recherche les paramètres de contrôle qui décrivent exactement ou au mieux la géométrie (au
sens d’une interpolation par exemple).
– l’antenne est décrite par son maillage : on approche la géométrie par une procédure d’interpolation.
Alternativement, l’approche de déformation Free-Form (FFD) propose une gestion élégante de la
paramétrisation qui évite toute approximation initiale. Elle consiste à utiliser les techniques de la CAO
pour la paramétrisation de la déformation au lieu de la forme elle-même. Cette technique a été introduite
dans [86].
Soit S0 une géométrie initiale contenue dans un domaine D. Le déplacement ∆S de S0 résulte de la
déformation du domaine D tout entier. Formellement la courbe déformée s’exprime comme une fonction
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des paramètres de conception Free-Form x de la manière suivante :
S(x) = S0 +∆S(x) (2.29)
où ∆S(x) correspond à une paramétrisation classique.
Illustrons le principe de la FFD pour la déformation de la méridienne d’une antenne, c-à-d un en-
semble de courbes dans un espace à 2 dimensions Ω muni d’un système de coordonnées dit réel. Soit D
une boîte (domaine rectangulaire) contenant S0 et défini comme le domaine de déformation. On munit
ce domaine d’un système de coordonnées local (ξ, ζ) ∈ [0 1]2. Quel que soit le point du domaine D, son
déplacement est défini continûment comme une combinaison linéaire de produits tensoriels de polynômes
de Bernstein (la déformation prend alors la forme d’une surface de Bézier) dont les coefficients Pjk sont
aussi appelés points de contrôle. Soit M un point de D de coordonnées locales (ξ, ζ) ; la déformation de
M en coordonnées réelles s’écrit
∆M =
(
∆z
∆ρ
)
=
nj∑
j=0
nk∑
k=0
B
nj
j (ξ)B
nk
k (ζ)Pjk (2.30)
Puisque la déformation est définie sur D tout entier alors elle l’est pour tout point de S0. En particulier
si S0 est définie par un maillage, la courbe déformée est obtenue par déformation de chacun des points
du maillage. Avec cette approche, de la déformation d’un maillage résulte un maillage de la géométrie
déformée.
Puisque ∆S a la forme d’une surface de Bézier, alors on a une formule d’élévation du degré pour
la FFD (2.30) : une déformation de degré (nj , nk) peut être exprimée comme une déformation de degré
(mj ,mk) si mj ≥ nj et mk ≥ nk.
Historiquement, la paramétrisation FFD (2.30) est un produit tensoriel de courbes de Bézier. On peut
toutefois étendre le concept de la FFD en remplaçant les polynômes de Bernstein par d’autres fonctions
de base (par ex. à support local comme les B-splines).
−150 −100 −50 0 50 100 150 200 250
0
50
100
150
200
250
z (mm)
ρ
(m
m
)
ξ
ζ
D
(a) avant déformation
−150 −100 −50 0 50 100 150 200 250
0
50
100
150
200
250
z (mm)
ρ
(m
m
)
(b) après déformation
FIG. 2.5 – Application de la FFD pour la déformation d’une antenne. Deux boîtes sont définies autour des parties à
optimiser. La déformation des boîtes par les points de contrôle déforme le maillage ; seules les parties logiquement
inclues sont déformées. La boîte du réflecteur a pour degré (nj , nk) = (1, 5) et celle du guide (nj , nk) = (16, 1).
Remarque Le cas présent est particulièrement simple puisque la méridienne est une simple courbe de R2. Grâce à
la propriété de partition unité des polynômes de Bernstein (Pnk=0Bnk (t) = 1) et puisque nj = 1 ou nk = 1, si on
requiert la condition P0k = P1k pour tout k alors la déformation FFD s’exprime comme une simple courbe de Bézier
et non comme un produit tensoriel. Cela revient à réduire l’épaisseur de la boîte à 0, c-à-d à exprimer la déformation
comme une fonction de l’abscisse curviligne seule.
Par ailleurs on ne déforme que selon l’axe z ou l’axe ρ selon la partie (guide ou réflecteur). Ainsi on a
∆z =
nkX
k=0
B
nk
k (ζ)Pk ou ∆ρ =
njX
k=0
B
nj
j (ζ)Pj .
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2.2.6 Déformation de la surface par un champ normal
Un résultat fondamental de [90] est que le gradient de forme est normal à la surface. Intuitivement
on comprend que les déplacements tangentiels ne modifient pas la forme et donc l’état. On propose donc
une paramétrisation de type FFD pour la déformation de la forme par un champ normal à la méridienne.
La différence majeure avec cette méthode est que l’espace de recherche est redéfini à chaque itération
puisque la paramétrisation dépend de la forme elle-même. Les paramètres de conception n’appartiennent
plus à une structure d’espace vectoriel.
Formellement la déformation de la méridienne à l’itération i s’exprime comme une vitesse ~V :
Ci+1(xi+1, Ci) = Ci + ~V (Ci, xi+1). (2.31)
On construit la paramétrisation de la manière suivante : soit t ∈ [0 1] l’abscisse curviligne de C ; on
désigne par ~ni(t) le champ normal unitaire à Ci (voir Figure 2.6) ; une base de fonctions de déformation
normales à Ci est définie à partir d’une base de fonctions {fk} (Bernstein, B-splines, etc. voir la section
précédente) :
~V ik (t) = fk(t)~n
i(t) k = 0 . . . n (2.32)
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FIG. 2.6 – Champ normal unitaire à la méridienne d’un réflecteur.
On représente une telle base à la Figure 2.7 lorsque les fonction fk sont des fonctions B-splines de
degré 3. Ainsi la déformation totale ~V est donnée en fonction du vecteur de conception xi ∈ Rn+1
comme une combinaison de ces vitesses de base :
~V (Ci, xi) =
n∑
k=0
xik
~V ik (2.33)
Pour exprimer Ci en fonction de la forme initiale C0 il faut retracer toute l’histoire de la convergence :
C1(x1, C0), C2(x2, C1), . . . , Ci(xi, Ci−1). Les variables de conception xi n’appartiennent pas à une struc-
ture d’espace vectoriel. Pour cette raison, on verra que seul l’algorithme de plus grande descente a un sens
dans cette paramétrisation.
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FIG. 2.7 – Base de vitesses normales au réflecteur.
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Illustrons cette approche par un exemple de déformation d’un réflecteur en simulant deux phases
d’optimisation à la Figure 2.8. On verra que les stratégies hiérarchiques sont possibles dans cette para-
métrisation. En effet, la finesse de la paramétrisation n’est en aucune manière imposée dans le processus
d’optimisation. À chaque itération le degré peut être modifié.
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C1 = C0 + ~V (C0, x1)
(a) itération 1
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C2 = C1 + ~V (C1, x2)
(b) itération 2
FIG. 2.8 – Simulation de deux itérations d’optimisation d’un réflecteur dans une base de déformation par un champ
normal. À l’itération 1 (a), la courbe initiale C0 (bleu) est déformée par le champ normal (vert) qui est une combi-
naison linéaire des vitesses de base de la Figure 2.7 et donne la nouvelle méridienne C1 (pointillée). À l’itération
2 (b), C1 devient la courbe de référence (bleu) et est déformée à nouveau par un champ normal pour donner C2
(pointillée).
2.2.7 Contraintes sur les variables de conception
Afin de compléter la mise en équation du problème d’optimisation (2.6) on pose les contraintes sur les
variables de conception. D’une manière générale peu de contraintes seront considérées. Pour la plupart
des cas seules des contraintes linéaires d’égalité seront utiles.
Dans le cas de surfaces à symétrie de révolution il est (souvent) nécessaire d’assurer la continuité C1
de la surface au niveau de l’axe de symétrie (abscisse s = 0). Cela revient à imposer que le plan tangent au
réflecteur soit normale à l’axe de symétrie. Similairement, la tangente à l’extrémité du réflecteur (abscisse
s = 1) peut être imposée. Si on note ~T (s) le vecteur tangent à la méridienne, ces conditions sont
~T (0) = (0 1)T
~T (1) = ~T1
(2.34)
Par ailleurs, les extrémités sont parfois fixées, soit si M(s) désigne un point de la méridienne,
M(0) = M0
M(1) = M1
(2.35)
Ces contraintes s’expriment trivialement comme des contraintes linéaires d’égalité sur les paramètres de
conception. On illustre ces quatre contraintes à la Figure 2.9.
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(d) ~T (1) = ~T1
FIG. 2.9 – Contraintes d’égalité sur le réflecteur.
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2.3 Algorithmes d’optimisation numérique
Dans cette section on présente les grandes classes de méthodes d’optimisation numérique. Les algo-
rithmes utilisés par la suite sont détaillés.
2.3.1 Enjeux
L’enjeu principal d’un algorithme d’optimisation numérique est de construire une suite minimisante.
Définition 2.4. Une suite minimisante {xi} est une suite telle que {J(xi)} satisfait
J(x1) > J(x2) > · · · > J(xi) > · · · (2.36)
Dans l’idéal on souhaite que cette suite converge vers le minimum global de la fonction objectif.
En pratique, à moins d’avoir des résultats préalables d’unicité, on ne sait pas caractériser un tel mini-
mum. Si J est une fonction différentiable dont on sait évaluer le gradient, on souhaite obtenir au moins
les conditions nécessaires d’optimalité. On recherche donc un point stationnaire dont on pourra vérifier
éventuellement s’il satisfait les conditions suffisantes.
Les principales difficultés de l’optimisation numérique sont
– la multimodalité : il existe plusieurs minima locaux qui sont autant de points d’attraction vers
lesquels les algorithmes risquent de converger ; un algorithme est dit robuste s’il est plus capable
de déterminer le minimum global parmi les minima locaux.
– la raideur : la suite minimisante converge lentement à cause de la raideur du problème posé ; une
convergence (numérique) acceptable peut être hors de portée si un trop grand nombre d’itérations
est nécessaire.
On distingue deux grandes classes d’algorithmes : les algorithmes basés sur le gradient (parfois appelés
algorithmes de descente) et les algorithmes sans gradient. Les premiers sont efficaces pour converger vers
un minimum local mais sont peu robustes ; les derniers sont plus robustes mais sont plus coûteux en temps
de calcul.
2.3.2 Algorithmes de descente
Soit J : Rn −→ R une fonction différentiable. Dans un souci de clarté on considère ici un problème
de minimisation sans contraintes.
Définition 2.5. Une direction de descente pour la fonction J au point x est un vecteur d ∈ Rn qui
satisfait
∇J(x) · d < 0. (2.37)
Un développement de Taylor d’ordre 1 montre que si ∇J n’est pas nul alors il existe une telle direc-
tion. La plus évidente est d = −∇J(x). Étant donnée une direction de descente il existe un réel positif τ
tel que J(x + τd) < J(x). Par conséquent, si x0 désigne un vecteur initial, on est capable de construire
une suite minimisante xi de manière récursive en calculant une direction di et un pas τ i en chaque point
de la suite
xi+1 = xi + τ idi (2.38)
jusqu’à ce que les conditions de stationnarité soient satisfaites à une tolérance numérique donnée. Il reste
à déterminer le paramètre τ qui est appelé pas de descente le long de d. La méthode à pas fixe est la plus
simple mais converge sous des hypothèses particulières sur J (convexité). Dans l’idéal, un algorithme à
pas optimal résout le sous-problème
τ∗ = argminτ J(x+ τd) (2.39)
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à chaque itération. En pratique il existe plusieurs méthodes dites de recherche linéaire ou encore de
globalisation pour approcher le pas optimal (dichotomie, interpolation quadratique, etc.). Lors de cette
procédure il est d’usage d’assurer que le pas τ i vérifie les conditions de Wolfe (2.40) et (2.41) :
J(xi + τ idi) ≤ J(xi) + ω1τ i∇J(xi) · di (2.40)
∇J(xi + τ idi) · di ≥ ω2∇J(xi) · di (2.41)
où 0 < ω1 < ω2 < 1. Ces conditions assurent que
1. la fonction coût diminue suffisamment ; on évite ainsi que l’algorithme converge vers un point non
stationnaire à cause d’une suite de pas trop petits – condition (2.40) appelée également condition
d’Armijo.
2. la pente en xi + τ idi (le long de di) est plus grande que celle en xi (soit négative et de plus petite
amplitude, soit positive) – condition (2.41).
Des valeurs typiques des paramètres sont ω1 = 0.001 et ω2 = 0.9. La condition (2.41) peut être remplacée
par la condition plus restrictive ∣∣∇J(xi + τ idi) · di∣∣ ≤ ∣∣ω2∇J(xi) · di∣∣ (2.42)
qui assure une réduction de la pente le long de di. L’ensemble (2.40) et (2.42) constitue les conditions
fortes de Wolfe.
Si les conditions (2.41) et (2.42) sont utiles pour les preuves de convergence, elles sont en revanche
coûteuses à évaluer car elles nécessitent l’évaluation du gradient ∇J(xi + τ idi) pour chaque valeur de τ
testée dans le processus de globalisation. On ne vérifiera que la condition d’Armijo.
Un prototype d’algorithme de descente à pas optimal est donné dans l’Algorithme 1.
Algorithme 1 : Algorithme de descente à pas optimal
Entrées : x0, ε
descente : procédure de calcul d’une direction de descente (2.37)
// Initialisation
J0 ← J(x0)
d0 ← −∇J(x0)
i← 0
// Itérations de descente
tant que
∥∥∇J(xi)∥∥ > ε faire
τ i ← argminτ J(xi + τdi)
xi+1 ← xi + τ idi
J i+1 ← J(xi+1)
di+1 ← descente(∇J(xi+1),∇J(xi), di, xi, xi+1)
i← i+ 1
fin
Sorties : i, xi, J i, ∇J(xi)
Il reste à déterminer la direction de descente. La méthode la plus simple et la plus intuitive est la
méthode de plus grande descente :
di = −∇J(xi) (2.43)
appelée ainsi puisqu’elle satisfait
− ∇J(x)‖∇J(x)‖ = argmin‖d‖=1∇J(x) · d (2.44)
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Cette méthode est rarement utilisée car elle converge très lentement (voir la section 2.4.1). On présente
deux autres classes de méthodes de descente : le Gradient Conjugué non-linéaire et les méthodes de
Newton et quasi-Newton.
Gradient Conjugué non-linéaire
L’algorithme du Gradient Conjugué non-linéaire est une extension directe de la méthode du Gradient
Conjugué pour la résolution de systèmes linéaires symétriques définis positifs. Toutefois, dans le cas
non-linéaire, la notion de directions conjuguées n’a plus de sens.
La direction de descente est donnée par{
d0 = −∇J(x0)
di = −∇J(xi) + βdi−1 i > 0 . (2.45)
Il existe deux versions du Gradient Conjugué : β est soit le coefficient de Fletcher-Reeves
βFR =
||∇J(xi)||2
||∇J(xi−1)||2 (2.46)
ou le coefficient de Polak-Ribière
βPR =
∇J(xi) · (∇J(xi)−∇J(xi−1))
||∇J(xi−1)||2 . (2.47)
Newton et quasi-Newton
On suppose que J est de classe C2. Une direction de descente d’une méthode de Newton ou de
quasi-Newton a la forme
di = −(Bi)−1∇J(xi) (2.48)
où Bi est le hessien exact (Newton) ou approché (quasi-Newton) au point xi agissant comme précondi-
tionneur du gradient. Si Bi est définie positive alors di est effectivement une direction de descente.
La stratégie quasi-Newton la plus utilisée est la méthode Broyden-Fletcher-Goldfarb-Shanno (BFGS).
Cette stratégie consiste à raffiner l’approximation du hessien par différences finies à partir des itérations
précédentes : soit yi = ∇J(xi)−∇J(xi−1) et si = xi − xi−1. La mise à jour BFGS du hessien s’écrit
Bi+1 = Bi +
yiyi
T
yi
T
si
− B
isisi
T
Bi
si
T
Bisi
. (2.49)
Les termes de correction constituent une mise à jour de rang 2 et sont symétriques. Il est donc évident
que Bi est symétrique pour tout i si B0 l’est. La matrice Bi+1 est garantie définie positive à chaque
itérations pourvu que la matrice initiale B0 le soit et que xi vérifie les conditions de Wolfe. En pratique
on pose B0 = I . Si la technique de globalisation ne prend pas en compte les conditions de Wolfe, il est
possible que Bi ne soit plus définie positive. Dans ce cas il est alors courant de réinitialiser la matrice Bi
à l’identité.
Il existe une variante des méthodes de quasi-Newton où l’inverse du hessien est approché plutôt
que le hessien lui-même. Cela nous permet résoudre le problème (2.48) directement. Cependant, lorsque
le problème est soumis à des contraintes supplémentaires, il est plus adéquat de résoudre un problème
de « programmation quadratique ». Si l’algorithme de quasi-Newton est plus coûteux que celui de plus
grande descente ou du Gradient Conjugué étant donné que le système linéaire (2.48) doit être résolu à
chaque itération, dans le contexte d’un problème d’optimisation soumis à la résolution d’une EDP, ce
coût devient négligeable devant l’évaluation de la fonction objectif.
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Évaluation du gradient
Le gradient peut être évalué de plusieurs manières :
– par des méthodes adjointes : la formulation d’un gradient de forme pour un problème de diffraction
électromagnétique a fait l’objet des thèses [68, 34] basée sur [90] ; en vue d’une optimisation nu-
mérique, le gradient est obtenu par discrétisation du gradient de forme continu. On n’utilisera pas
cette méthode puisque certaines géométries considérées ne satisfont les hypothèses de régularité.
– par différentiation automatique (DA) : le code de calcul de la fonction coût est regardé comme
une composition de fonctions élémentaires ; la technique de DA analyse le code pour générer un
code de calcul du gradient numérique exacte. Le code SRSR ne se prête pas à la différenciation
automatique ; en revanche, pour motiver les approches multiniveaux proposées, nous seront ame-
nés à étudier le hessien de la fonction coût lorsque l’état est obtenu par le modèle d’OP. Comme
nous connaissons le gradient analytiquement, le hessien est obtenu par DA avec le logiciel TAPE-
NADE [50]2.
– par différences finies : le schéma centré
∂
∂xk
J(x) =
J(x− hek)− 2J(x) + J(x+ hek)
h2
+O(h2) (2.50)
est utilisé pour le calcul du gradient avec le modèle de Maxwell. Il est certes coûteux en temps de
calcul (2n évaluations par itération) mais permet toutefois d’étudier la convergence des stratégies
de descente. Pour des raisons de stabilité on calcule le gradient de l’état u (champ électrique) par
différences finies plutôt que celui de J directement, soit ∇FDu(x). On en déduit alors ∇J(x) =
F ′(u(x))∇FDu(x) où F est une fonctionnelle de l’état et F ′ sa différentielle par rapport à u.
2.3.3 Algorithmes sans gradient
Simplexe
Les méthodes dites du simplexe sont des algorithmes déterministes sans gradient. Elles peuvent être
appliquées pour la minimisation de fonctions non différentiables. La version originelle du simplexe pour
la minimisation d’une fonction numérique dans Rn a été introduite par Spendley et al. [91] puis étendu
par Nelder et Mead [72]. Elle consiste à explorer l’espace de recherche en faisant évoluer les sommets
d’un simplexe de degré n+ 1. Chaque sommet du complexe est un vecteur de paramètres de conception
qui correspond à une forme candidate pour laquelle on évalue la fonction objectif. En fonction des valeurs
obtenues pour un simplexe donné, des règles de transformation sont appliquées afin de parcourir l’espace
de recherche de telle sorte que l’on se dirige vers un meilleur candidat (réflexion par rapport à un sommet,
expansion ou contraction du simplexe).
Une version introduite par Torczon (Multidirectional Search Algorithm, MSA) [96] est particulière-
ment appréciée pour ses résultats de convergence, contrairement aux algorithmes de base. Elle est origi-
nellement dédiée aux architectures parallèles.
Des algorithmes hiérarchiques basés sur la méthode du simplexe ont été développés et appliqués avec
succès dans le cadre de la conception optimale de forme en aérodynamique [1].
Algorithmes Évolutionnaires
Les Algorithmes Évolutionnaires (EAs) sont des algorithmes sans gradient à population dont les Al-
gorithmes Génétiques (GAs) sont les plus connus [46, 7]. Ils sont réputés pour leur robustesse mais sont
coûteux en terme de temps de calcul puisque le coût d’une itération est dominé par le temps de calcul des
évaluations de la fonction objectif par tous les individus de la population.
2http://www-sop.inria.fr/tropics/
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Algorithme par Essaim de Particules
Enfin, on présente un algorithme introduit par Kennedy et Eberhart [55] appelé Optimisation par
Essaim de Particules (OEP) ou Particle Swarm Optimization (PSO)3. On verra par la suite que cette
approche est particulièrement bien adaptée aux stratégies hiérarchiques.
L’algorithme PSO s’inspire de la dynamique du mouvement d’un essaim dans l’espace ambiant. Plus
précisément, il a été développé en premier lieu pour l’étude et la simulation d’essaims d’oiseaux. Dans
un second temps, par analogie avec la recherche commune d’un lieu propice (par exemple riche en nour-
riture), il a été utilisé pour la minimisation d’une fonction dans Rn. Chaque particule de l’essaim est un
vecteur de paramètres de conception. L’espace de recherche est exploré par l’essaim de manière « in-
telligente » en suivant une dynamique (position et vitesse) guidées par l’expérience de chaque particule
ainsi que par des échanges d’information entre les individus. Cette dynamique est régie en partie par
des règles déterministes et en partie par des termes stochastiques. On parle d’algorithme de population
semi-stochastique.
Soit un essaim de N particules, c-à-d N vecteurs de Rn. À l’itération i, chaque particule j est carac-
térisée par une position xij et une vitesse vij . L’évolution de l’essaim est régie par la simple relation de
dynamique
xi+1j = x
i
j +∆tv
i
j (2.51)
où ∆t est un « pas de temps » que l’on prend égal à 1 en général (le temps est une notion fictive dans ce
contexte, une unité de temps correspond à une itération d’optimisation). La fonction objectif est évaluée
en chacune des positions, enrichissant ainsi l’expérience de l’essaim. En particulier on garde en mémoire
les valeurs suivantes :
– la meilleure position trouvée par l’essaim (mémoire globale) : x∗ = argmini,j J(xij) ;
– la meilleure position trouvée par la particule j (mémoire locale) : x∗j = argmini J(xij) ;
Cette expérience intervient dans l’expression de la nouvelle vitesse affectée à chaque particule. Plus
précisément, la vitesse est une pondération de confiance locale et globale :
vi+1j = c1r1(x
∗
j − xij) + c2r2(x∗ − xij) (2.52)
où c1 et c2 sont deux coefficients fixés, et r1 et r2 sont deux nombres aléatoires suivant une loi uniforme
sur [0 1], ce afin d’accroître la diversité de l’essaim. Chaque terme peut être vu comme une force de
rappel vers les meilleurs points à la connaissance de j. Une version légèrement modifiée de la vitesse
intègre un terme d’inertie qui en pratique permet de contrôler également la diversité de l’essaim au cours
des itérations :
vi+1j = w
ivij + c1r1(x
∗
j − xij) + c2r2(x∗ − xij) (2.53)
où wi est le coefficient d’inertie à l’itération i. Si wi > 1 alors l’essaim a tendance à s’étendre, si wi < 1
il a tendance à se regrouper. On contrôle la valeur de ce coefficient de sorte que wi > 1 au cours des
premières itérations et wi < 1 en fin de convergence à l’aide de la réduction géométrique
wi+1 = wcw
i (2.54)
pour w0 > 1 et 0 < wc < 1 donnés. On résume l’ensemble de la procédure dans l’Algorithme 2.
Il existe quelques résultats de convergence et de stabilité dans des cas particuliers [25]. Ici la réduction
du coefficient d’inertie impose une convergence de l’essaim en un point qui n’est pas nécessairement un
point stationnaire. En pratique un nombre maximal d’itérations est fixé. Alternativement, un critère de
convergence peut être défini à partir de données statistiques de l’essaim comme la variance de la fonction
coût ou des positions (utilisée comme une mesure de la diversité de l’essaim).
La version historique de l’algorithme PSO décrit dans [55] a donné naissance à de nombreuses exten-
sions. Parmi les contributions proposées on trouve en particulier
– une borne supérieure vmax sur la norme des vitesses.
3Le site http://www.swarmintelligence.org/ référence les projets, articles, tutoriels, etc. en relation avec les algo-
rithmes PSO et leurs applications.
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– une condition de décroissance de l’inertie plutôt qu’une décroissante géométrique : on décide par
exemple d’appliquer la réduction (2.54) si la meilleure position n’a pas changée pendant nc itéra-
tions.
– un critère de « folie » : il existe une (faible) probabilité pc pour qu’une particule ne suive pas la
règle (2.53) mais prenne une direction purement aléatoire.
– une mémoire intermédiaire entre la mémoire locale et la mémoire globale. La version de l’algo-
rithme telle qu’elle a été utilisée dans ce travail comporte une modification de la définition de la vi-
tesse : il s’agit de l’algorithme appelé Unified PSO (voir [77, 78]). Dans un premier temps on définit
des sous-groupes de particules au moyen d’une notion de voisinage différente de celle donnée par
une métrique de l’espace de recherche, afin d’éviter l’agglomération de particules. Typiquement,
une topologie circulaire basée sur l’indice des particules est utilisée : on note gj le sous ensemble
de particules défini par les nu premiers éléments de {j, j + 1, . . . , N − 1, N, 1, . . . , j − 1}. Soit
x∗gj la meilleure position trouvée par le groupe gj , la vitesse est définie par
Gi+1j = c1r1(x∗j − xij) + c2r2(x∗ − xij)
Li+1j = c1r′1(x∗j − xij) + c2r′2(x∗gj − xij)
vi+1j = w
ivij + uGi+1j + (1− u)Li+1j
(2.55)
Algorithme 2 : Optimisation par Essaim de Particules
Données : N , c1, c2, w0, wc, imax, ρ
Entrées : x0
rand : routine de calcul d’un nombre pseudo-aléatoire uniforme dans [0 1]
// Initialisation de la mémoire globale
J∗ ← J(x0)
x∗ ← x0
// Initialisation aléatoire de l’essaim (positions et vitesses)
Distribution uniforme des positions dans D = B∞(x0, ρ)
x0j ∼ U(D) j = 1 . . . N
Distribution uniforme des vitesses dans D′ = B∞(0, vmax)
v0j ∼ U(D′) j = 1 . . . N
// Évolution de l’essaim
pour i← 0 à imax faire
x∗ ← argmini,j J(xij)
x∗j ← argmini J(xij)
r1 ← rand()
r2 ← rand()
vi+1j ← wivij︸︷︷︸
inertie
+ c1r1(x
∗
j − xij)︸ ︷︷ ︸
mémoire locale
+ c2r2(x
∗ − xij)︸ ︷︷ ︸
mémoire globale
xi+1j ← xij + vi+1j
wi+1 ← wiwc
fin
Sorties : x∗,J(x∗)
Notons que la dynamique de l’algorithme PSO est soumis à certains paramètres qu’il faut régler. On
trouve dans la littérature des valeurs communément utilisées. Par la suite, sauf explicitement modifiées,
on utilisera les valeurs données dans le Tableau 2.1.
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Paramètre Valeur typique
c1 2
c2 2
w0 1.2
wc 0.8
nc 3
vmax
1
4 diam(D)
pc 0.05
u 0.4
nu round( 15N)
TAB. 2.1 – Valeurs standards des paramètres de l’algorithme PSO.
2.3.4 Hybridation
À partir des méthodes sans gradient et des méthodes de descente on peut construire des algorithmes
hybrides afin de bénéficier à la fois des performances en recherche globale des unes et des performances
en recherche locale des autres. On adopte ici la plus simple des stratégies qui consiste à réaliser successi-
vement une optimisation globale puis un raffinement par une méthode locale.
2.4 Diagnostic de la convergence
Une manière de caractériser la performance d’un algorithme d’optimisation numérique est d’étudier
la convergence de la suite minimisante qu’il produit.
2.4.1 Taux et vitesse de convergence
Définition 2.6. On appelle ei = xi − x∗ l’erreur itérative d’une suite {xi} convergeant vers x∗.
Définition 2.7. Soit {xi} une suite de F convergeant vers x∗. S’il existe µ ∈]0 1[ tel que
lim
i→∞
∥∥xi+1 − x∗∥∥
‖xi − x∗‖ = limi→∞
∥∥ei+1∥∥
‖ei‖ = µ (2.56)
alors µ est le taux de convergence linéaire : l’erreur est réduite asymptotiquement d’un facteur µ à
chaque itération. Si
lim
i→∞
∥∥xi+1 − x∗∥∥
‖xi − x∗‖ = 0 (2.57)
alors on dit que le taux de convergence est super-linéaire. En particulier si on a (2.57) et si il existe µ > 0
tel que
lim
i→∞
∥∥xi+1 − x∗∥∥
‖xi − x∗‖α = µ (2.58)
pour α > 1, alors la convergence est dite super-linéaire d’ordre α (quadratique si α = 2). En revanche si
lim
i→∞
∥∥xi+1 − x∗∥∥
‖xi − x∗‖ = 1 (2.59)
alors le taux de convergence est sous-linéaire.
En optimisation on représente plutôt la convergence de la suite J i vers J∗ = J(x∗). La représentation
de la suite J i en fonction des itérations comme sur la Figure 2.10 nous donne une idée de la performance
itérative d’un algorithme. Cependant, cela ne nous donne pas d’indication sur le coût itératif. Il est donc
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FIG. 2.10 – Illustration du taux de convergence de suites.
parfois plus judicieux de représenter la valeur de la fonctionnelle en fonction du temps CPU. Dans le
contexte de l’optimisation de systèmes gouvernés par des EDP, c’est le calcul d’analyse qui domine le
coût d’une itération. Cela revient à représenter l’évolution de la suite minimisante en fonction du nombre
d’évaluations de fonctionnelle. Pour un algorithme de gradient cela revient à dire que l’on prend en
compte les évaluations effectuées au cours de la recherche de pas optimal.
On montre dans [54] que le taux de convergence locale de la méthode de plus grande descente est
linéaire, celui des Gradient Conjugué non-linéaire et de la méthode BFGS est superlinéaire, et celui de la
méthode de Newton est quadratique.
2.4.2 Critère d’arrêt
Un algorithme de gradient est un algorithme de recherche de point stationnaire. Un critère de conver-
gence s’exprime donc naturellement en fonction de la norme euclidienne du gradient : l’algorithme s’ar-
rête dès que cette norme est inférieure à une tolérance ε donnée (voir l’Algorithme 1).
Cependant, dans le cadre d’un problème d’optimisation de forme, la précision du calcul du gradient
peut varier selon la paramétrisation adoptée. Par ailleurs, si un schéma de différences finies est appliqué,
il est difficile d’établir une tolérance en accord avec la précision du calcul. On préfère utiliser un critère
qui s’exprime en fonction du résidu de la fonction coût : l’algorithme s’arrête dès que la fonctionnelle
« ne descend plus », c-à-d tant que le résidu absolu
ri = J i − J i−1 (2.60)
est plus petit qu’une tolérance fixée. On peut vérifier la norme du gradient a posteriori. Si la fonction coût
ne tend pas vers 0 on mesure de préférence le résidu relatif
ri =
J i − J i−1
J i−1
(2.61)
et la tolérance est choisie de l’ordre de la précision machine. Le critère (2.62) est un compromis entre les
deux notions de résidu relatif et absolu en fonction de la valeur de la fonction coût [45].
ri =
J i − J i−1
1 + J i−1
(2.62)
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2.5 Validation des algorithmes et illustration de cas pathologiques
Cette section est dédiée à valider les codes d’optimisation numérique et à illustrer leur convergence
sur des problèmes standards. On cherche à minimiser une fonction F dans R2. On note x = (x1 x2)T .
2.5.1 Algorithmes de descente et illustration de la raideur
La fonction de Rosenbrock et la fonction de Powell mal conditionnée conduisent à des problèmes
raides.
Fonction de Rosenbrock
F (x) = (1− x1)2 + 100
(
x2 − x21
)2 (2.63)
– domaine de définition : [−2 2]2
– point initial : x0 = (−1.2 1)
– solution : x∗ = (1 1)
– valeur de la fonction coût à la solution : J∗ = 0
– nombre max d’itérations : 200
(a) surface z = F (x1, x2)
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FIG. 2.11 – Fonction de Rosenbrock.
On présente les résultats à la Figure 2.12 pour les méthodes de plus grande descente (1e ligne), gra-
dient conjugué (2e ligne) et quasi-Newton BFGS (3e ligne), en terme de convergence de la fonctionnelle
(1e colonne), convergence de la norme du gradient (2e colonne) et chemin parcouru par la suite minimi-
sante (3e colonne).
Au bout de 200 itérations l’approximation obtenue par la méthode SD paraît proche de la solution sans
l’atteindre : la convergence est linéaire avec un taux proche de 1. En outre, la norme du gradient peine à
diminuer et oscille, comme les positions successives des xi. Ces observations sont symptomatiques d’un
problème raide.
La convergence de la méthode CG est bien meilleure : elle est clairement superlinéaire. La solution
est atteinte en 60 itérations. La norme du gradient converge plus régulièrement et le chemin parcouru par
les xi est beaucoup moins oscillant.
Enfin la convergence de la méthode de QN est très satisfaisante : on observe bien le comportement
d’une suite qui converge superlinéairement. La solution est atteinte en 40 itérations et la norme du gradient
converge de manière encore plus régulière.
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FIG. 2.12 – Convergence des méthodes de descente : plus grande descente (SD), gradient conjugué de Polak-Ribière
(CG), quasi-Newton BFGS (QN).
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Fonction de Powell mal conditionnée
F (x) = (10000x1x2 − 1)2 +
(
e−x1 + e−x2 − 1.0001)2 (2.64)
– domaine de définition : [−10 10]2
– point initial : x0 = (0 1)
– solution : x∗ = (1.098159 · 10−5 9.106146)
– valeur de la fonction coût à la solution : J∗ = 0
– nombre max d’itérations : 200
(a) surface z = F (x1, x2)
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FIG. 2.13 – « Badly Scaled Powell Function ».
On présente les résultats à la Figure 2.14 pour les méthodes de plus grande descente (1e ligne), gra-
dient conjugué (2e ligne) et quasi-Newton BFGS (3e ligne), en terme de convergence de la fonctionnelle
(1e colonne), convergence de la norme du gradient (2e colonne) et chemin parcouru par la suite minimi-
sante (3e colonne).
Le même comportement que pour la minimisation de la fonction de « Rosenbrock » est observé : la
raideur s’observe par la convergence (très) lente de l’algorithme SD : au bout de 200 itérations l’approxi-
mation est toujours loin de la solution. La convergence est linéaire avec un taux proche de 1. En outre la
norme du gradient peine à diminuer et oscille, comme les positions successives des xi.
Ce problème s’avère encore plus raide que le précédent : le taux de convergence linéaire de la méthode
CG est plus petit et la solution est quasiment atteinte mais la convergence de la norme du gradient est
toujours très oscillante. L’algorithme s’est arrêté au bout de 120 itérations (à satisfaction du critère du
résidu absolu).
Enfin la convergence de la méthode de QN est encore la meilleure : on observe bien le comportement
d’une suite qui converge superlinéairement, la norme du gradient converge de manière plus régulière vers
la précision machine.
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FIG. 2.14 – Convergence des méthodes de descente : plus grande descente (SD), gradient conjugué de Polak-Ribière
(CG), quasi-Newton BFGS (QN).
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2.5.2 Algorithme PSO et illustration de la robustesse
Les fonctions de Goldstein & Price et de Schwefel sont des fonctions multimodales (celle de Schwefel
est fortement multimodale).
Fonction de Goldstein & Price
a = (x1 + x2 + 1)
b =
(
19− 14(x1 + x2) + 6x1x2 + 3(x21 + x22)
)
c = (2x1 − 3x2)
d =
(
18− 32x1 + 48x2 − 36x1x2 + 12x21 + 27x22
)
F (x) =
(
1 + a2b
) (
30 + c2d
)
(2.65)
– domaine de définition : [−2 2]2
– point initial : x0 = (−0.5 0.25)
– solution : x∗ = (0 − 1)
– valeur de la fonction coût à la solution : J∗ = 3
– nombre de particules : 10
– nombre d’itérations : 100
(a) surface z = F (x1, x2)
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FIG. 2.15 – Fonction de Goldstein & Price.
On illustre les résultats à la Figure 2.16. On représente la convergence de J i − J∗ pour tout l’essaim.
La convergence par sauts de la meilleure position est typique de l’algorithme PSO. Chaque saut est un
changement probable de bassin d’attraction. Contrairement aux algorithmes de descente, l’algorithme
PSO ne produit pas de suite strictement minimisante. On remarque que lorsque la valeur de la fonction-
nelle stagne, l’inertie est réduite géométriquement. Cette fonctionnelle est peu multimodale : l’essaim
converge rapidement vers la solution (90 itérations). Cet exemple montre l’efficacité de l’algorithme sur
un problème simple.
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FIG. 2.16 – Convergence de la méthode PSO : évolution des valeurs de la fonction objectif de l’essaim et réduction
conditionnelle de l’inertie.
Fonction de Schwefel
F (x) = 418, 9829n−
n∑
i=1
(
xi sin
√
|xi|
)
(2.66)
– domaine de définition : [−500 500]2
– point initial : x0 = (0 0)
– solution : x∗ = (420.9687 420.9687)
– valeur de la fonction coût à la solution : J∗ = 0
– nombre de particules : 10
– nombre d’itérations : 250
(a) surface z = F (x1, x2)
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FIG. 2.17 – Fonction de Schwefel.
On illustre les résultats à la Figure 2.18. Ce problème est beaucoup plus difficile car il possède de
nombreux minima locaux. Lorsque les valeurs de la fonction coût de l’essaim sont réparties, l’espace
est exploré, lorsqu’il tend vers la meilleure valeur c’est que tout l’essaim a tendance à converger vers la
meilleure particule dont la localisation a peu changé. On observe qu’il faut plus de 150 itérations pour
que l’essaim converge. Le saut vers la 110e itération est typique d’un changement de bassin d’attraction.
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FIG. 2.18 – Convergence de la méthode PSO : évolution des valeurs de la fonction objectif de l’essaim et réduction
conditionnelle de l’inertie.
2.5.3 Problème inverse sur la puissance rayonnée
Les problèmes inverses sont des exercices pratiques de validation des méthodes pour le traitement de
problèmes concrets. Par exemple, on montre ici un cas de conformation d’une antenne par rapport à un
diagramme en puissance
J (S) = 1
2
∫
S2
(
‖u(S, f)‖2 − ∥∥u(St, f)∥∥2)2dS2 (2.67)
où St est la forme cible donnée par la géométrie d’une antenne connue. Pour illustrer le fait que ces
problèmes sont à la fois soumis à des problèmes de raideur et de multimodalité on représente la fonction
coût en fonction de deux paramètres de déformation à la Figure 2.19.
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FIG. 2.19 – Représentation de la fonctionnelle paramétrique de forme autour de la solution du problème inverse en
fonction des points de contrôle FFD P1 et P2. Le degré de la paramétrisation est n = 2, on a fixé P0 = 0. La forme
initiale est la forme cible S0 = St de telle sorte que la solution est obtenue pour P = (0 0 0)T .
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Conclusion
Dans ce chapitre on a exposé les généralités concernant l’optimisation numérique de forme. Dans un
premier temps on a rappelé les résultats fondamentaux de caractérisation d’un minimum local dans le
cadre d’un problème d’optimisation en dimension finie. Ayant adopté une approche paramétrique pour la
représentation de la géométrie, le problème posé se réduit effectivement à un problème en dimension finie.
On a alors introduit les paramètres d’optimisation dans le contexte de l’optimisation de la forme d’une
antenne à réflecteur. En particulier on a introduit une paramétrisation Free-Form ainsi qu’une approche
de déformation des surfaces régulières par un champ normal.
Dans un second temps on a présenté les méthodes d’optimisation numérique. Les codes développés
ont été validés sur des fonctions modèles. Dans le cas des méthodes de descente, on a pu observer que les
taux de convergence numériques sont en accord avec les taux de convergence théoriques.
Dans ce contexte on est en mesure de résoudre numériquement des problèmes de conception optimale
de la forme d’une antenne à réflecteur. On s’attache dans les trois chapitres suivants à développer et
expérimenter des approches multiniveaux dans le but de proposer d’une part des méthodes robustes et
d’autre part des méthodes dont la convergence est plus rapide qu’avec les méthodes classiques.
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Ce chapitre a deux objectifs : rappeler les caractéristiques essentielles des algorithmes multigrilles ;
en parallèle, à l’aide d’un problème modèle, montrer comment ces algorithmes peuvent être étendus à des
problèmes d’optimisation de forme. Dans le chapitre suivant on justifiera en quoi le problème modèle est
représentatif des problèmes raides pour la conception d’antenne.
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3.1 État de l’art et enjeux
Les méthodes multigrilles (MG) pour la résolution d’EDP ont été largement étudiées par le passé.
Introduites par Fedorenko [40, 41] pour la résolution de problèmes linéaires comme l’équation de Poisson,
elles sont utilisées aujourd’hui pour la résolution de grands systèmes non-linéaires avec des approches
de type Full Approximation Scheme (FAS) ou Newton [14, 49, 101, 29, 16]. À l’origine basées sur une
hiérarchie de représentations géométriques, elles ont été étendues à une approche purement algébrique
(AMG) [81]. Plus récemment, des méthodes ont été proposées pour élargir les multigrilles au contexte de
l’optimisation de forme appliquée à des systèmes gouvernés par des EDP. Parmi celles-ci on trouve les
méthodes dites one-shot, l’algorithme MG/Opt, ainsi que des méthodes d’optimisation paramétrique [63].
Dans un cadre plus général d’optimisation multiniveau, on note également les travaux [53]. On trouvera
une bibliographie complète dans [12].
La stratégie one-shot consiste à rassembler dans un même système les équations d’état et les condi-
tions de stationnarité de la fonction coût. Le tout étant non-linéaire, une stratégie MG de type FAS ou
Newton est appliquée pour résoudre le système enrichi [61, 62, 5, 84, 33, 98]. Lorsque l’équation d’état
est linéaire et résolue par une méthode directe, comme c’est ici le cas, cette stratégie ne s’avère plus
pertinente.
L’algorithme MG/Opt [70, 56, 57] est un algorithme d’optimisation de forme développé par Nash
et. al inspiré par l’algorithme FAS. Il est basé sur la hiérarchie des espaces d’approximation de la va-
riable d’état. Ces espaces d’approximation reposent généralement sur un maillage (comme par exemple
les fonctions de base d’une méthode d’éléments finis). Puisque la fonction coût dépend de l’état, à chaque
finesse de maillage h correspond une approximation de la fonction coût Jh. En d’autres termes, une hié-
rarchie d’espaces d’approximation de l’état implique une hiérarchie d’approximation de la fonction coût,
et ce quel que soit le type de contrôle adopté (approche CAD-free ou approche paramétrique indépendante
du maillage). Afin d’assurer la consistance de la fonction à minimiser entre deux niveaux d’approxima-
tion, une stratégie de type FAS est adoptée : une direction de descente sur un niveau grossier est alors une
direction de descente sur le niveau fin.
Dans ce chapitre on s’intéresse aux stratégies qui portent sur la hiérarchie des variables de conception
dans un contexte d’optimisation paramétrique. Ici la finesse du maillage pour le calcul de l’état reste fixée
au cours des itérations. Ainsi, un espace grossier paramétrique ne change pas le calcul de la fonction coût.
On verra dans le chapitre suivant que la raideur numérique de certains problèmes concrets peut être due
à la dimension de l’espace de recherche. Par conséquent des méthodes itératives telles que les méthodes
de descente deviennent moins efficaces. Pour illustrer ce phénomène et construire des algorithmes effi-
caces on considère ici un problème modèle géométrique. Par analogie aux méthodes MG dites idéales on
propose différentes stratégies à deux niveaux dont on étudie le rayon spectral afin de montrer si le cycle
améliore la convergence ou non (si le taux de convergence du cycle est indépendant de la dimension de
l’espace de recherche ou non). Chacune des stratégies se résume à la définition d’un opérateur de transfert
qui généralise l’élévation du degré.
3.2 Définition d’un problème modèle géométrique
On considère le problème géométrique de meilleure approximation « en moyenne » d’une fonction
dans un sous-espace de dimension finie. On verra que ce problème s’apparente étroitement au problème
de Poisson −∆u = f qui est le problème modèle typique des méthodes MG linéaires.
Dans les sections qui suivent on note H0 l’espace de Hilbert des fonctions L2 sur l’intervalle [0 1]
telles que f(0) = f(1) = 0 muni du produit scalaire usuel dans L2
(f, g) =
∫ 1
0
f(t)g(t)dt (3.1)
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et de sa norme associée
‖f‖ =
√
(f, f) =
(∫ 1
0
|f(t)|2 dt
)1/2
. (3.2)
3.2.1 Problème de meilleure approximation
Soit u˜ une fonction de H0 et F un sous-espace de H0. La meilleure approximation de u˜ dans F est
l’élément u ∈ F qui minimise la norme L2 de la différence entre u et la cible u˜, soit
min
u∈F
J (u) = 1
2
‖u− u˜‖2 = 1
2
∫ 1
0
|u(t)− u˜(t)|2 dt. (3.3)
J est évidemment continue, différentiable et quadratique (donc convexe). Soit G sa différentielle
〈G(u), δu〉 = (u− u˜, δu) =
∫ 1
0
(
u(t)− u˜(t))δu(t)dt, ∀δu ∈ F (3.4)
et H le hessien
〈H(u)δu, δv〉 = (δu, δv) =
∫ 1
0
δu(t)δv(t)dt, ∀δu, δv ∈ F (3.5)
Puisque J est quadratique H ne dépend pas de u et est défini positif : pour tout u on a 〈H(u)δu, δu〉 =
‖δu‖2 > 0.
3.2.2 Fonctionnelle paramétrique
Comme détaillée au chapitre 2, l’approche paramétrique consiste à définir u dans un espace de dimen-
sion finie. Soit {uk}nk=1 une famille libre de H0. L’espace F = vect{. . . , uk, . . . } est un sous-espace de
H0 de dimension n (ou de degré n− 1 pour les espaces polynômiaux).
On note u[x] la fonction de F dont x ∈ Rn est le vecteur des coefficients dans la base {uk}nk=1, c-à-d
u[x](t) =
n∑
k=1
xkuk(t). (3.6)
Si on injecte cette représentation dans (3.3) on obtient
∀u ∈ F, J (u) = 1
2
∫ 1
0
∣∣∣∣∣
n∑
k=1
xkuk(t)− u˜(t)
∣∣∣∣∣
2
dt. (3.7)
On en déduit la fonction coût paramétrique définie sur Rn :
J(x) = J (u[x]) (3.8)
qui est simplement l’expression de la fonctionnelle (3.3) définie sur le sous-espace F en terme des va-
riables de conception x. Étant donné un sous-espace F , il existe une infinité de bases ; un même problème
peut donc conduire à des formulations différentes de la fonctionnelle paramétrique. On verra que le choix
de cette base peut être critique du point de vue des propriétés numériques qui en découlent. Plus précisé-
ment, la convergence d’une méthode de descente peut devenir extrêmement lente à cause d’un mauvais
conditionnement de la matrice hessienne.
Le gradient G de J est
G(x) =


...
〈G(u[x]), uk〉
...

 , (3.9)
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et le hessien H
H(x) =


...
· · · 〈H(u[x])uk, uj〉

 . (3.10)
On peut reformuler plus simplement la fonctionnelle paramétrique sous la forme classique
J(x) =
1
2
xTHx− bTx+ c (3.11)
où bk = (u˜, uk) et c = 12 ‖u˜‖2. Notons que H est toujours définie positive pour les mêmes raisons que H
est définie positive. Dans ce cas, la condition nécessaire d’optimalité G(x) = 0 ⇔ Hx − b = 0 est une
condition suffisante pour caractériser le minimum global. Résoudre le problème (3.3) est donc équivalent
à la résolution du système linéaire Hx = b. On étudie désormais les propriétés numériques du hessien H
dont les éléments hkj sont
hkj =
∫ 1
0
uk(t)uj(t)dt (3.12)
dans une base {uk}nk=1 particulière. Par la suite, on réfère ce problème en tant que problème modèle
d’optimisation de forme.
3.2.3 Application à la paramétrisation P1
On considère un espace d’approximation linéaire par morceaux (éléments P1) comme espace d’ap-
proximation de u˜. Cette paramétrisation dépend de la discrétisation du support [0 1] de la fonction f . Soit
Th une discrétisation uniforme de l’intervalle [0 1] : tk = kh, h = 1n+1 , k = 0, . . . , n+ 1. Les fonctions
P1 (voir Figure 3.1) sont définies par
uk(t) =


t−tk−1
h t ∈ [tk−1 tk] k > 0
tk+1−t
h t ∈ [tk tk+1] k < n+ 1
0 t /∈ [tk−1 tk+1]
. (3.13)
tN+1tk+2tk+1tktk−1tk−2t0
k−1u ku k+1u0u N+1u
t
1
... ...
... ...
u
FIG. 3.1 – Éléments P1 sur l’intervalle [0 1].
Le support local des fonctions uk implique que la matrice hessienne, notée Hh, a une structure bande.
Avec une approximation linéaire la largeur de bande est de 3 :
hjk =


∫ h
0
(
t
h
)2
dt = h3 j = k = 0, j = k = n+ 1
2
∫ h
0
(
t
h
)2
dt = 2h3 0 < j = k < n+ 1∫ h
0
t
h
(
1− th
)
dt = h6 j = k + 1, j = k − 1
. (3.14)
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On a donc Hh = h6B avec
B =


4 1
1 4 1
. . .
. . .
. . .
1 4 1
1 4

 ∈ R
n×n (3.15)
où on a appliqué les conditions aux limites de Dirichlet (c-à-d, on a ignoré les fonctions u0 et un+1).
B est une matrice réelle symétrique. Elle admet donc une diagonalisation orthogonale B = ΩΛΩT
avec des valeurs propres réelles. En outre B est strictement à diagonale dominante. D’après le théorème
de Gershgorin le spectre de B est tel que σ(B) ⊂ [2 6]. Par conséquent le nombre de conditionnement
de B est borné par κ2 ≤ 3, quelle que soit la dimension de la discrétisation.
On étudie désormais le spectre de B. Pour cela on rappelle l’équation bien connue de Poisson en 1D.
Relation avec l’équation de Poisson
L’équation de Poisson 1D sur l’intervalle fermé [0 1] avec conditions homogènes de Dirichlet est{ −u′′(t) = f(t) t ∈]0 1[
u(0) = u(1) = 0
(3.16)
On considère le schéma centré de différences finies (3.17) pour approcher la dérivée seconde.
− u′′(t) = −u(t− h) + 2u(t)− u(t+ h)
h2
+O(h2). (3.17)
En appliquant cette approximation aux nœuds tk du maillage uniforme Th on obtient le système linéaire
Ahuh = fh où
Ah =
1
h2
A =
1
h2


2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

 ∈ R
n×n, (3.18)
(uh)k = u(tk) et (fh)k = f(tk).
Comme pour B, A est réelle et symétrique et admet donc une décomposition orthogonale A = SΠST
avec des valeurs propres réelles. De plus, toujours d’après le théorème de Gershgorin, le spectre de A est
tel que σ(A) ∈ [0 4].
Les deux problèmes modèles (3.3) et (3.16) conduisent aux systèmes linéaires Hhx = bh et Ahuh =
fh respectivement. On a vu que Hh = h6B et Ah =
1
h2A où A et B ne dépendent pas de la discrétisation.
Il est trivial de vérifier que les deux problèmes sont liés par la relation
B = 6I −A. (3.19)
Avant d’aborder le traitement numérique de la résolution des systèmes, discutons de la structure spectrale
de A et B.
Analyse spectrale
D’après (3.19), la décomposition spectrale de B est déduite de celle de A :
Ω = S (3.20)
Λ = 6I −Π (3.21)
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Les deux matrices ont la même base orthogonale de vecteurs propres. Supposons sans perte de généralité
que les valeurs propres de A, notées µk, sont ordonnées de manière croissante
0 < µ1 < · · · < µn < 4, (3.22)
alors les valeurs propres de B, notées λk, sont
λk = 6− µk ⇒ 6 > λ1 > · · · > λn > 2, (3.23)
c-à-d, les valeurs propres λk sont ordonnées en sens inverse des µk et sont translatées.
La diagonalisation de A est bien connue (voir [29, 28] par exemple) : si Sk est le vecteur propre
associé à µk on a
Sk =
√
2h


...
sin (jkπh)
...

 , µk = 2− 2 cos (kπh) . (3.24)
Remarque On remarque que les spectres de A et B sont bien dans les intervalles donnés par le théorème de
Gershgorin. Par ailleurs, les inégalités (3.22) et (3.23) étant strictes, on a κ2(B) < 3.
Remarque S est à la fois symétrique et orthogonal, donc S = ST = S−1.
Les vecteurs propres sont les modes de Fourier discrets sur Th (voir Figure 3.2). Le coefficient
√
2h est
un coefficient de normalisation. À chaque vecteur propre on associe le paramètre de fréquence θk = kπh.
On appelle les modes de haute fréquence (High Frequency, HF) les vecteurs propres Sk tels que θk ≥ π2
et les modes de basse fréquence (Low Frequency, LF) ceux qui vérifient θk < π2 .
En utilisant la terminologie introduite ci-dessus, les deux problèmes se distinguent par leur structure
spectrale de la manière suivante : les modes LF sont associés aux valeurs propres les plus petites dans
le cas du problème de Poisson ; ils sont associés aux valeurs propres les plus grandes dans le cas du
problème de meilleure approximation. Symétriquement, les modes HF sont associés aux valeurs propres
les plus grandes dans le cas du problème de Poisson et aux valeurs propres les plus petites dans le cas du
problème de meilleure approximation (voir Figure 3.3).
Par conséquent, les opérateurs linéaires Ah et Hh ont des propriétés de lissage opposées : le produit
d’un vecteur par l’une de ces matrices amplifie les modes correspondant aux plus grandes valeurs propres,
c-à-d les modes LF ou HF selon le problème. À la manière de [57], une méthode simple pour illustrer
numériquement qu’un opérateur linéaire M est un lisseur (ou un « anti-lisseur ») est d’observer la trans-
formée de Fourier discrète (DFT) des vecteurs de Krylov qi = M ix pour x quelconque (non nul dans la
direction de chaque vecteur propre). Un exemple est donné à la Figure 3.4 avec les matrices A et B : en
accord avec leur structure spectrale Ah (resp. Hh) amplifie les composantes HF (resp. LF) de x.
La connaissance analytique du spectre de B nous sera utile par la suite pour l’étude de la conver-
gence de schémas bigrilles idéaux. En anticipant sur la suite, on réalise déjà qu’une stratégie multigrille
classique pour la résolution du problème modèle d’optimisation de forme ne fonctionnera pas. En effet
nous manquons d’un opérateur de lissage. Pour préciser ce que l’on entend par lisseur on revient sur les
méthodes itératives de base en faisant un parallèle entre le point de vue de l’optimisation (voir section 2.3)
et le point de vue de la résolution de systèmes linéaires.
Remarque Les méthodes MG sont efficaces pour la résolution de systèmes raides ; or le problème de meilleure
approximation dans la paramétrisation P1 est très bien conditionné (κ2 < 3). À la section 3.5 on généralise ce
problème à d’autres paramétrisations dont on étudie numériquement la structure spectrale. On verra alors que le
conditionnement explose avec la dimension.
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FIG. 3.2 – Vecteurs propres de A et B (n = 16) : modes de Fourier discrets.
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FIG. 3.3 – Spectre de A et B pour n = 16. Les valeurs propres sont représentées en fonction des valeurs croissantes
de fréquence (à gauche les modes basse fréquence et à droite les modes haute fréquence).
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FIG. 3.4 – Vecteurs de Krylov qiA et qiB où q0A = q0B = vh = bh est un vecteur aléatoire et n = 64. La DFT
du vecteur initial ne montre aucune répartition en fréquence particulière. Après une itération les modes HF de q1B
semblent moins amplifiés que les autres (de 20 à 30) ; similairement, les modes LF de q1A sont (légèrement) moins
amplifiés. Après 5 ou 10 itérations, seule la moitié des modes reste observable : les modes LF de qiB et les modes HF
de qiA.
66 CHAPITRE 3. ALGORITHME BIGRILLE IDÉAL POUR L’OPTIMISATION DE FORME
3.3 Méthodes itératives de base
Soit M une matrice réelle s.d.p. de dimension n et b un vecteur quelconque de Rn. Dans cette section
on considère le système linéaire
Mx = b (3.25)
qui est équivalent au problème de minimisation sans contraintes
min
x∈Rn
J(x) =
1
2
xTMx− bTx. (3.26)
3.3.1 Rappels sur la convergence d’une itération linéaire
Soit la suite {xi} générée par l’itération linéaire
xi+1 = Gxi + c (3.27)
pour x0 donné. G est appelée la matrice d’amplification. Le rayon spectral ρ d’une matrice carrée G est
ρ(G) = max
i
|gi| (3.28)
où les gi sont les valeurs propres de G. Une condition nécessaire et suffisante pour que la suite (3.27)
converge est que ρ(G) < 1. Par ailleurs si G est inversible (donc ∀i gi 6= 0 nécessairement), alors I −G
est inversible.
On suppose désormais que G est inversible et que ρ(G) < 1. La limite x∗ de la suite (3.27) est le
point fixe (théorème du point fixe de Banach) :
x∗ = Gx∗ + c⇔ x∗ = (I −G)−1c (3.29)
L’erreur itérative ei = xi − x∗ satisfait donc
ei+1 = Gei (3.30)
ce qui signifie que l’itération linéaire (3.27) est équivalente à l’amplification (ou amortissement) de l’er-
reur par G.
Supposons que G soit diagonalisable. On note G = TΓT−1 où Γ est la matrice diagonale avec
0 < |g1| ≤ · · · ≤ |gn| < 1. Les colonnes de T sont des vecteurs propres associés aux valeurs propres gk.
On a donc
T−1ei+1 = ΓT−1ei
ǫi+1 = Γǫi
(3.31)
où Tǫi def.= ei, c-à-d ǫi est l’erreur itérative dans la base modale T . Une itération correspond donc à
l’atténuation de l’erreur d’un facteur |gk| dans la direction du mode correspondant
ǫi+1k = gkǫ
i
k. (3.32)
Les coefficients gk sont appelés coefficients d’amortissement. Leur valeur absolue peuvent être interprétée
comme des taux de convergence linéaire par composante modale. Le taux de convergence global d’une
itération est donné par le rayon spectral ρ, c-à-d le coefficient d’amortissement de plus grande amplitude.
On examine désormais des méthodes itératives pour résoudre notre problème de deux points de vue
différents : comme un système linéaire (3.25) (méthode de point-Jacobi) ou comme la minimisation d’une
fonctionnelle quadratique (3.26) (méthode de plus grande descente). On explicite leur matrice d’amplifi-
cation.
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3.3.2 Itération de Jacobi
La méthode de point-Jacobi (ou de Jacobi) est la méthode itérative
xi+1 = (I −D−1M)xi +D−1b (3.33)
oùD est la partie diagonale de M . Soit τ > 0 un paramètre de relaxation. L’itération de Jacobi généralisée
est
xi+1 =
(
I − τD−1M)xi + τD−1b (3.34)
soit en terme d’erreur itérative
ei+1 = (I − τD−1M)ei. (3.35)
En outre, on suppose sans perte de généralité que le problème a été préconditionné au préalable par
l’inverse de la diagonale de M de telle sorte que D = I (procédé de « mise à l’échelle »). Alors la matrice
d’amplification d’une itération de Jacobi est
Gτ = I − τM. (3.36)
Plus généralement, après k itérations de Jacobi pour les coefficients de relaxation τj , j = 1 . . . k, la
matrice d’amplification s’écrit
Gk = (I − τkM) · · · (I − τ1M). (3.37)
Les coefficients τj peuvent être choisis de manière optimale afin de réduire au mieux l’erreur dans la
direction des modes correspondant à un sous-ensemble du spectre. Cette méthode est connue comme la
méthode de Richardson ou encore comme la méthode d’accélération de Tchebychev.
3.3.3 Accélération de Tchebychev, méthode de Richardson
Soit λ une valeur propre de M (on rappelle que λ > 0) ; si le paramètre de relaxation de (3.34) est tel
que τ = 1λ alors la composante de l’erreur dans la direction du mode correspondant à cette valeur propre
est annihilée en une itération. Par conséquent, si on prend τ = λi, i = 1 . . . n successivement alors la
solution est atteinte en n itérations.
En pratique le spectre de M n’est pas connu (sinon le problème est résolu !). De manière alternative,
supposons qu’un sous-ensemble de σ(M) est inclus dans l’intervalle [a b], 0 < a < b. On considère k
itérations de relaxation (k < n), soit
ei+k = (I − τkM) · · · (I − τ1M)ei. (3.38)
Les paramètres de relaxation optimaux pour l’intervalle [a b] sont ceux qui minimisent le rayon spectral
de G = Πki=1(I − τiM). Cela revient à trouver les τi qui minimisent la norme infinie du polynôme
P (λ) = Πki=1(1− τiλ) où λ ∈ [a b].
Soit Tk le ke polynôme de Chebychev et ξi, i = 1 . . . k, ses racines. On peut montrer que le polynôme
optimal a pour racines µi = b+a2 +
b−a
2 ξi et que les paramètres optimaux sont leurs inverses τi =
1
µi
.
Une preuve est donnée dans [29].
3.3.4 Méthode de plus grande descente
Le gradient de la fonction (3.26) est
∇ J(x) = Mx− b. (3.39)
L’application de la méthode de plus grande descente pour la minimisation de J donne l’itération
linéaire suivante
xi+1 = xi − τ ∇ J(xi)
= xi − τ(Mxi − b)
= (I − τM)xi + τb
(3.40)
68 CHAPITRE 3. ALGORITHME BIGRILLE IDÉAL POUR L’OPTIMISATION DE FORME
où le pas de recherche linéaire τ est soit fixé soit donné par une procédure de minimisation le long de la
direction de descente Mxi − b.
Ainsi, une itération de la méthode de plus grande descente peut être vue comme une itération de
Jacobi avec paramètre de relaxation τ si le problème a été mis à l’échelle au préalable (c-à-d la diagonale
de M est l’identité). Par conséquent la matrice d’amplification est équivalente à (3.36) pour une itération
et à (3.37) pour k itérations.
3.3.5 Préconditionnement par une méthode de type quasi-Newton
On a vu qu’une itération de quasi-Newton s’écrit
xi+1 = xi − τ i(Bi)−1∇ J(xi) (3.41)
où Bi est le hessien approché par la formule BFGS par exemple. Il s’agit donc d’une itération de Jacobi
préconditionnée.
On suppose que τ i = 1 (cette condition est nécessaire pour obtenir un taux de convergence superli-
néaire). Appliquée au problème quadratique (3.26), on a
xi+1 = xi − (Bi)−1(Mxi − b)
= (I − (Bi)−1M)xi + (Bi)−1b (3.42)
En terme d’erreur itérative, pour k itérations, cela s’écrit
ei+k = (I − (Bi+k−1)−1M) · · · (I − (Bi)−1M)ei. (3.43)
Autrement dit, une itération de la méthode de Richardson (3.38) peut être vue comme une itéra-
tion de QN où le hessien est approché par la matrice diagonale Bi−1+j = µjI , j = 1 . . . k telle que
(Bi−1+j)−1 = 1µj I = τjI .
3.3.6 Fonction d’amortissement
Revenons aux problèmes modèles initiaux. On a vu l’équivalence d’une itération de Jacobi et d’une
itération de plus grande descente pour lesquelles on aboutit à la même matrice d’amplification. Appliquée
aux problèmes modèles, on en déduit les coefficients d’amortissement 1.
Dans un premier temps on met à l’échelle les systèmes linéaires, c-à-d
D−1A Ahfh = D
−1
A vh (3.44)
D−1B Hhxh = D
−1
B bh (3.45)
On en déduit les matrices d’amplification
GAτ = I − τ2A (3.46)
GBτ = I − τ4B (3.47)
Les deux matrices sont diagonalisables et les coefficients d’amortissement sont
gAk = 1− τ2µk (3.48)
gBk = 1− τ4λk (3.49)
En rappelant que les vecteurs propres sont les modes de Fourier discret, on représente à la Figure 3.5
la fonction d’amortissement, c-à-d les coefficients d’amortissement en fonction des paramètres de fré-
quence, pour plusieurs valeurs de τ (on observe donc les taux de convergence en fonction de la fréquence
du mode). Les fonctions d’amortissement sont des fonctions monotones du paramètre de fréquence : elle
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FIG. 3.5 – Fonction d’amortissement d’une itération de Jacobi (ou de plus grande descente) pour différentes valeurs
du paramètre de relaxation τ et pour n = 255.
est décroissante dans le cas de l’équation de Poisson et croissante dans le cas du problème d’optimisation.
Pourvu que les coefficients soient compris dans l’intervalle ]− 1 1[, le paramètre de relaxation τ peut
modifier le comportement de la convergence. Idéalement il faudrait optimiser τ de telle sorte que le rayon
spectral soit minimisé. Cependant, un problème raide telle que l’équation de Poisson discrète est caracté-
risé par un rayon spectral proche de 1 quelle que soit la valeur de τ . Il est donc plus pertinent d’optimiser
τ sur un sous-ensemble de l’espace plutôt que l’espace tout entier. Par la suite on distingue l’espace d’ap-
proximation (ou espace de recherche) en deux sous-espaces supplémentaires : l’espace généré par les
modes LF et l’espace généré par les modes HF, identifié respectivement par les sous-ensembles d’indices
ILF et IHF (en supposant que n est impair)
ILF =
{
1, · · · , n− 1
2
}
IHF =
{
n+ 1
2
, · · · , n
}
. (3.50)
Dans les sections qui suivent on fournit les valeurs optimales de τ qui minimisent l’un des critères
suivant
ρ = max
k∈ILF∪IHF
|gk| ρLF = max
k∈ILF
|gk| ρHF = max
k∈IHF
|gk| (3.51)
en accord avec le problème considéré.
Paramètre de relaxation optimal pour l’équation de Poisson
Tout d’abord notons que la méthode converge ssi τ est compris dans ]0 1]. On assure ainsi que les
coefficients d’amortissement satisfont
∣∣gAk ∣∣ < 1.
Pour tout τ dans ]0 1], les coefficients LF sont positifs. Puisque la fonction d’amortissement est mo-
notone décroissante par rapport à k, le coefficient de plus grande magnitude est gA1 = 1− τ + τ cosπh =
1 − O(h) qui est minimum pour τ = 1, impliquant ρLF = cosπh. En d’autres termes l’itération ne
peut pas être efficace sur l’espace LF à moins que h soit assez grand (c-à-d une paramétrisation avec peu
de degrés de liberté). Puisque ρ est nécessairement supérieur ou égal à ρLF (ici ρ = ρLF ) il n’est pas
judicieux non plus d’optimiser τ globalement.
En revanche, τ peut être optimisé pour minimiser ρHF . En ce sens la valeur optimale est τ = 23
pour laquelle le plus grand coefficient est obtenu en k = n+12 et égal à
1
3 . Il est important de noter que
cette valeur est indépendante de la taille du maillage h. Dans la terminologie multigrille cet opérateur est
1l’étude de la méthode de Jacobi appliquée à l’équation de Poisson est un problème bien connu ; on rappelle les résultats dans
un souci de comparaison avec le problème d’optimisation.
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appelé lisseur puisque qu’il réduit efficacement (optimalement) les modes HF de l’erreur. Le lisseur est
également appelé solution operator dans la littérature anglophone.
Les coefficients d’amortissement sont alors
gAk =
1
3
(1 + 2 cos(kπh)) (3.52)
Le rayon spectral correspondant à n itérations de Jacobi est donc donné par
ρ(GAn ) =
1
3n
max
k
|(1 + 2 cos(kπh))n|
=
1
3n
(
max
k
|1 + 2 cos(kπh)|
)n
=
1
3n
(1 + 2 cos(πh))
n
(3.53)
Paramètre de relaxation optimal pour le problème inverse d’optimisation de forme
Dans ce cas la convergence de la méthode impose que τ soit compris dans ]0 43 ] (autorisant ainsi τ à
être un paramètre de sur-relaxation). La principale différence avec le problème précédent est que τ peut
être optimisé pour l’un ou l’autre des sous-espaces considérés, LF ou HF. Cette propriété est due au fait
qu’aucune valeur propre de B n’est proche de 0.
D’un point de vue global, le paramètre optimal qui minimise ρ est obtenu pour τ = 1 et donne ρ =
1
2 cos(πh), qui est dépendant du maillage bien que borné supérieurement par
1
2 . Cela définit l’itération
qui a le plus petit taux de convergence linéaire. Sur le sous-espace HF, la valeur optimale est ρHF =
1
3 (2 cos(πh)− 1) et atteint pour τ = 43 , qui est aussi dépendant du maillage et borné supérieurement par
1
3 .
On supposera toutefois qu’aucune de ces configurations n’est envisageable. On justifie ce choix pour
deux raisons : d’une part on cherche à développer une méthode idéale dont le taux de convergence est
indépendant du maillage, ce qui n’est pas possible si notre « lisseur » l’est ; d’autre part, dans d’autres
paramétrisations, telle que celle de Bézier-Bernstein, le problème est raide (la plus petite valeur propre
tend vers 0, voir [30]) et pour lequel aucun paramètre de relaxation ne peut améliorer de manière signifi-
cative la convergence sur l’espace HF. Cela est bien illustré numériquement à la section 3.5.1. Cependant,
puisque nous n’avons pas de forme analytique du spectre, il ne nous est pas possible de conduire une
étude rigoureuse de la convergence des schémas idéaux proposés.
Dans ce contexte on cherche à minimiser ρLF (le solution operator est alors un bon anti-lisseur). La
valeur optimale est ρLF = 15 (qui est bien indépendant du maillage) et obtenue pour τ = 45 . On a alors
gBk =
1
5
(1− 2 cos (kπh)) (3.54)
Ainsi, le rayon spectral de la matrice d’amplification équivalente à n itérations de Jacobi est
ρ(GBn ) =
1
5n
max
k
|(1− 2 cos(kπh))n|
=
1
5n
(
max
k
|1− 2 cos(kπh)|
)n
=
1
5n
(1 + 2 cos(πh))
n
(3.55)
Influence de la taille du maillage sur le rayon spectral
Il est intéressant d’observer le comportement du rayon spectral de la méthode itérative de base lorsque
la taille du maillage diminue afin de comparer ce résultat avec les méthodes hiérarchiques des sections
suivantes.
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Lorsque h → 0 on a cos(πh) → 1. Donc, le rayon spectral de chacun des problèmes a la propriété
suivante
ρ(GAn )→
1
3n
(1 + 2)n = 1 (3.56)
ce qui signifie que la méthode tend vers une méthode qui ne converge pas, alors que
ρ(GBn )→
(
3
5
)n
(3.57)
ce qui signifie que dans le pire des cas la méthode convergera toujours.
À la section suivante notre but est de montrer comment ce résultat peut être amélioré dans le contexte
de l’optimisation de forme en s’appuyant sur les démonstrations du problème de Poisson. Par améliorer
on entend trouver un cycle idéal dont le taux de convergence est plus petit que la valeur limite (3.57)
et indépendant de la taille du maillage h. Les résultats nous permettrons de construire des stratégies
multiniveaux non-linéaire pour l’optimisation d’antenne.
3.4 Algorithmes multigrilles
La popularité des méthodes MG repose sur deux propriétés : (1) le taux de convergence est indé-
pendant du maillage ; (2) la complexité de l’algorithme est optimalement proportionnelle à la taille n du
maillage.
Dressons ici brièvement les concepts de base des MG (voir [29, 101] pour une présentation appro-
fondie). Premièrement admettons que nous sommes pourvus d’un maillage que nous appelons maillage
fin. L’espace d’approximation qui repose sur ce maillage peut être vu comme la somme directe de deux
sous-espaces en somme directe : un espace basse fréquence et un espace haute fréquence. L’efficacité des
MG pour la résolution numérique d’une EDP repose sur la complémentarité de deux méthodes :
1. une méthode itérative simple (Jacobi, Gauss-Seidel, SOR, etc.) réduit efficacement les composantes
HF de l’erreur : le lisseur (voir section 3.3) ;
2. des opérateurs de transfert entre le maillage fin et des maillages grossiers (à définir) sont utilisés
pour représenter ce qu’il reste de l’erreur dans le sous-espace LF ; on cherche alors à réduire ou
annihiler les composantes LF de l’erreur : c’est la correction de grille grossière (ou Coarse Grid
Correction CGC).
Les cycles MG sont composés de phases de relaxation (lissage) et de phases de correction de grille
grossière. Sur le maillage fin on a vu que le rayon spectral du lisseur est dépendant du maillage, à cause
de son inefficacité à réduire les modes LF de l’erreur. En revanche il est indépendant du maillage sur la
partie HF. Dans un second temps les modes LF de l’erreur sont bien représentés sur un maillage grossier.
Relativement à ce maillage grossier les modes de plus hautes fréquences deviennent les modes HF du
nouveau problème. De nouveau, le lisseur peut être appliqué sur ce nouveau maillage afin de réduire
efficacement (c-à-d avec un taux de convergence indépendant du maillage) l’erreur dans la direction des
modes HF nouvellement définis. En outre, le coût de calcul du lissage est plus faible puisque la taille du
maillage est plus petite. Ceci peut être répété récursivement sur des maillages de plus en plus grossiers.
On suppose que le nombre de d.d.l. sur le dernier niveau est assez petit pour que l’on puisse résoudre
exactement le problème (par exemple à l’aide d’une méthode directe). Dans ce cas l’algorithme est dit
idéal.
Un cycle MG peut être vu comme une itération linéaire. Rigoureusement, on étudie l’efficacité du
cycle en analysant le spectre de la matrice d’amplification équivalente au cycle. Un cycle bigrille idéal
est suffisant pour montrer que le taux de convergence est dépendant ou non du maillage. C’est le but de
cette section.
L’équation de Poisson est le problème standard typique des MG linéaires. En effet, la structure spec-
trale du problème discret est telle que le transfert du résidu à une grille grossière est exact (car les modes
propres sont les modes de Fourier discret) ; en 1D, la méthode de Jacobi est un bon lisseur pour la moitié
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supérieure du spectre (HF). Dans le cadre de l’optimisation de forme ces propriétés ne sont pas immé-
diates. Dans le cas particulier du problème de meilleure approximation en norme L2 dans l’espace des
fonctions linéaires par morceaux, le transfert est également exact (les modes propres sont également les
modes de Fourier discret). Malheureusement la méthode de Jacobi (ou de plus grande descente) n’a pas la
propriété requise de lissage. Au contraire on a vu qu’elle a de bonne propriété d’« anti-lissage ». On peut
donc douter de la pertinence d’une méthode MG classique. Intuitivement la restriction du résidu sur une
grille grossière ne semble pas utile puisque le problème aura déjà été bien résolu sur l’espace grossier.
On démontre cette assertion de manière rigoureuse en étudiant le rayon spectral d’un cycle bigrille idéal.
Par la suite on examine deux opérateurs de transfert alternatifs pour pallier ce problème, pour lesquels on
conduit une étude similaire des cycles idéaux nouvellement définis.
3.4.1 Opérateurs de prolongement et de restriction
Soit deux grilles Th et T2h comme définies à la section 3.2.3 avec respectivement n et n′ nœuds
intérieurs (voir Figure 3.6). On les appelle grille fine et grille grossière. Supposons que la dimension du
problème est n = 2p− 1 sur la grille fine et n′ = 2p−1− 1 sur la grille grossière pour p > 1. Dans ce cas
on a la relation 2n′ +1 = n, ce qui revient à dire que la taille de la discrétisation sur la grille grossière h′
est deux fois plus grande h′ = 2h. On cherche à résoudre les systèmes linéaires Ahuh = fh et Hhx = bh
sur la grille fine Th.
τ
τ
R P
2h
t0 tN’+1
t
h
t0 t2(N’+1)
t
2h︷ ︸︸ ︷
h︷ ︸︸ ︷
FIG. 3.6 – Discrétisations fine Th et grossière T2h.
Tout d’abord on définit des opérateurs de transfert entre ces grilles : un opérateur de prolongement
P : T2h → Th et un opérateur de restriction R : Th → T2h. Puisqu’on a considéré des conditions aux
limites de Dirichlet, on ne considère que les nœuds intérieurs. Une fois que ces opérateurs sont définis,
on distingue deux définitions d’un sous-problème sur la grille grossière :
– Approximation de Galerkin (Galerkin Coarse grid Approximation, GCA) : la matrice A′ de la
grille grossière est obtenue par projection de la matrice de la grille fine en utilisant les opérateurs
de transfert, soit A′ = RAhP ;
– Approximation discrète (Discrete Coarse grid Approximation, DCA) : la matrice A′ de la grille
grossière est obtenue par discrétisation sur le maillage T2h du problème original, soit A′ = A2h.
Si les opérateurs sont bien définis, alors ces deux définitions sont équivalentes. Cette propriété est adé-
quate pour les preuves de convergence comme on peut le constater dans l’Annexe A.12.
2On parle de propriétés variationnelles lorsque les opérateurs de transfert vérifient A2h = RAhP et qu’il existe α > 0 tel que
R = αPT .
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Soit P l’opérateur d’interpolation linéaire :
P =


1
2
1
1
2
1
2
1
1
2
. . .
1
2
1
1
2
1
2
1
1
2


. (3.58)
En ce qui concerne l’équation de Poisson, si l’opérateur de restriction est l’opérateur R def.= 12P
T (opé-
rateur de moyenne), alors les définitions GCA et DCA sont équivalentes (A2h = 12PTAhP ). En ce qui
concerne le problème d’optimisation de forme, l’équivalence est obtenue si R def.= PT (H2h = PTHhP ).
Par la suite, dans les schémas, on note ց l’opérateur de restriction, ր ou ↑ l’opérateur de pro-
longement,  une phase de relaxation et  une correction idéale. On note rh = Ahuh − fh (resp.
rh = Hhx − bh) le résidu. Pour tout uh (resp. x) on a l’égalité Aeh = Auh − fh = r (resp.
Hheh = Hhx − bh = rh) où u∗ (resp. x∗) est la solution exacte et eh = uh − u∗ (resp. eh = x − x∗)
l’erreur.
Remarque Dans les sections qui suivent, le contexte sera suffisant pour déterminer si l’on traite du problème de
Poisson ou d’optimisation de forme. On enlève donc les exposants A et B des matrices d’amplification G pour alléger
les notations. Ainsi Gk fait référence à une relaxation de k itérations de Jacobi, dont le paramètre est optimisé selon
le problème.
3.4.2 Enrichissement progressif : Nested Iteration
Supposons que l’on dispose de n + 1 grilles T2kh, k = 0 . . . n (un niveau fin et n niveaux intermé-
diaires et grossier) construites de la même manière que T2h. On note P kk+1 l’opérateur de prolongement
entre deux niveaux successifs.
La stratégie la plus intuitive est la stratégie dite d’enrichissement progressif ou Nested Iteration. Elle
consiste à fournir au niveau fin une valeur initiale u(0)h obtenue par prolongement d’une approximation
du système sur les grilles grossières. Dans un premier temps on considère le problème sur la grille la plus
grossière, soit
A2nhu2nh = f2nh (3.59)
que l’on traite par relaxation. Vu le faible nombre de degrés de liberté, ce problème est supposé simple.
Le prolongement de cette première approximation sert de préconditionneur pour le niveau suivant
u
(0)
2n−1h = P
n−1
n u2nh (3.60)
On résout alors le problème de nouveau par relaxation, ce qui donne, pour ν itérations de Jacobi
u2n−1h = Gνu
(0)
2n−1h + f
′
2n−1h (3.61)
où f ′h est un terme qui dépend de f2n−1h, τ , Gτ , et ν. Ce problème est plus coûteux et plus raide mais
converge plus vite à partir de l’approximation de la grille précédente qu’avec une approximation quel-
conque.
La nouvelle approximation est alors prolongée sur le niveau suivant et constitue de nouveau un pré-
conditionneur pour ce problème plus fin. Ainsi de suite, on répète ces opérations jusqu’au dernier niveau
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pour lequel on effectue autant d’itérations que nécessaire pour atteindre une tolérance numérique donnée.
u
(0)
2k−1h
= P k−1k u2kh
u2k−1h = Gνu
(0)
2k−1h
+ f ′2k−1h
(3.62)
Schématiquement, l’algorithme d’enrichissement progressif est illustré à la Figure 3.7.
Th 
ր
T2h 
ր
... . .
.
ր
T2nh 
FIG. 3.7 – Schéma de l’algorithme d’enrichissement progressif.
On reviendra sur cette stratégie au chapitre suivant. En effet, l’algorithme d’optimisation PSO asso-
cié à une stratégie d’enrichissement progressif s’avère plus robuste que sa version originelle. Ce résultat
concerne l’optimisation globale. En matière d’optimisation locale on s’intéresse à des schémas plus éla-
borés dont l’algorithme de base est l’algorithme bigrille idéal.
3.4.3 Algorithme bigrille idéal
Soit deux grilles Th et T2h. L’approximation initiale est notée u(0)h . Un algorithme bigrille idéal met
en jeu trois phases :
1. une phase de pré-relaxation sur la grille fine : lissage de l’erreur grâce à quelques itérations de
Jacobi ; on obtient une première approximation u(1)h :
u
(1)
h = Gku
(0)
h + f
′
h (3.63)
2. une phase de correction de grille grossière : le résidu
r = Ahu
(1)
h − fh (3.64)
vérifie sur la grille grossière l’équation
RAhPe2h = Rr (3.65)
résolue exactement. On en déduit une deuxième approximation de la solution sur la grille fine par
prolongement de l’erreur e2h sous la forme d’une correction
u
(2)
h = u
(1)
h − Pe2h = u(1)h − P (RAhP )−1Rr (3.66)
3. une phase de post-relaxation : une dernière approximation est donnée par relaxation de u(2)h , soit
u
(3)
h = Gku
(2)
h + f
′
h (3.67)
Ces trois phases sont illustrées à la Figure 3.8.
Pour l’étude de la convergence d’un tel algorithme on considérera sans perte de généralité une seule
itération de Jacobi en guise de relaxation, comme indiqué dans l’Algorithme 3. On en déduit la matrice
d’amplification équivalente à un cycle idéal :
G = Gτ
[
I − P (RAhP )−1RAh
]
Gτ . (3.68)
On montre l’efficacité de l’algorithme en étudiant le rayon spectral de G.
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Th  
ց ր
T2h 
FIG. 3.8 – Schéma de l’algorithme bigrille idéal.
Algorithme 3 : Algorithme bigrille idéal.
// Relaxation
u
(1)
h = Gτu
(0)
h + τfh
// Correction de Grille Grossière
r = Ahu
(1)
h − fh
RAhPe2h = Rr
u
(2)
h = u
(1)
h − Pe2h = u(1)h − P (RAhP )−1Rr
// Relaxation
u
(3)
h = Gτu
(2)
h + τfh
Rayon spectral du cycle idéal
La preuve de la convergence est donnée dans l’Annexe A.1 à des fins de comparaison avec le problème
d’optimisation. La trame de la preuve consiste dans un premier temps à montrer que G est similaire à une
matrice de la forme ΣD2 (voir). On en déduit alors le spectre de G d’après celui de ΣD2 :
– n′ valeurs propres sont nulles ;
– n′ + 1 valeurs propres sont égales à 19 ;
On a donc ρ(G) = 19 . D’une part la méthode est convergente (ρ < 1), d’autre part elle est indépendante
du maillage. La convergence est donc efficace quelle que soit la taille de la grille fine.
Pour donner un ordre d’idée, sur une grille fine de n = 31, soit h = 132 , on peut donner le nombre
d’itérations de Jacobi qu’il faut pour atteindre le même taux de convergence. On cherche donc n tel que
ρ(Gn) ≤ 1
9
(3.69)
Soit
n ≥ log(9)
log(3)− log(1 + 2 cosπh) ≈ 684 (3.70)
Sachant qu’on a considéré 2 itérations de Jacobi pour les phases de pré- et post-relaxation, il faut
donc que le travail effectué pour la CGC soit inférieur à 682 itérations. Pour les résultats de complexité
on renvoie par exemple à [29, 101].
3.4.4 MG, FMG, FAS
Dans l’Algorithme 3, la phase de correction est supposée résolue exactement. En considérant d’autres
grilles plus grossières on peut appliquer récursivement l’algorithme idéal pour résoudre cette phase. Un
cycle bigrille devient un cycle multigrille. Sur le niveau le plus bas on suppose également que le problème
est résolu exactement. Plus la grille est grossière, moins la relaxation est coûteuse et plus il est facile de
résoudre complètement le problème puisque la raideur diminue avec la dimension.
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Un cycle symétrique composé de phases de pré- et post-relaxation est appelé cycle en V ; un cycle
composé d’une phase de pré-relaxation uniquement est dit cycle en dent de scie. ces schéma MG sont
illustrés à la Figure 3.9.
Th  
ց ր
T2h  
ց ր
T4h 
(a) cycle en V
Th  
ց
T2h  ↑
ց
T4h 
(b) cycle en « dent de scie » (saw-tooth)
FIG. 3.9 – Schémas de cycles MG sur trois niveaux
Enfin, le schéma le plus élaboré est le schéma dit Full Multigrid (FMG) : il rassemble dans un même
processus la technique d’enrichissement progressif et les cycles MG. Plus précisément, il s’agit d’une
stratégie d’enrichissement où chaque niveau est résolu par un ou plusieurs cycles MG (le nombre de cycles
peut être déterminé par une condition sur le résidu). Brièvement, sur trois niveaux (grossier-moyen-fin),
il se décompose de la manière suivante :
1. Le problème est résolu complètement sur la grille grossière.
2. La solution est prolongée sur la grille suivante.
3. Un cycle à deux niveaux est utilisé pour résoudre le problème sur le niveau moyen.
4. La solution est prolongée sur la grille fine.
5. Un cycle à trois niveaux est utilisé pour résoudre le problème.
Ce schéma est illustré à la Figure 3.10. Pour plusieurs grilles intermédiaires on répète les étapes 2 et 3
autant de fois que nécessaire. On montre que la complexité de cet algorithme est optimalement propor-
tionnelle au nombre de nœuds de la grille fine.
Th  
ր ց ր
T2h    
ր ց ր ց ր
T4h   
FIG. 3.10 – Schéma de l’algorithme FMG sur trois niveaux : nested + MGV.
Enfin, ces schémas sont valides pour les problèmes linéaires mais ne sont pas adaptés à la résolution
d’un système non linéaire du type
A(u) = f (3.71)
En effet, dans ce cas le résidu non linéaire r = A(u) − f ne vérifie pas la relation A(e) = r. Dans
ce cas la consistance du problème sur les grilles grossières n’est pas évidente. L’algorithme FAS prend
en compte un terme de correction qui assure cette consistance. On verra par la suite, dans l’extension
des méthodes MG à l’optimisation de forme d’antenne où le gradient de la fonctionnelle est non-linéaire
par rapport aux paramètres de conception, qu’une formulation de correction est suffisante pour traiter la
non-linéarité (sachant que les contraintes, elles, restent linéaires).
3.4.5 Application des algorithmes classiques pour l’optimisation de forme
On s’intéresse désormais au problème d’optimisation. Dans un premier temps on applique le schéma
bigrille idéal tel qu’il est décrit à la section 3.4.3. On considère toujours les paramétrisations P1 sur Th et
T2h ainsi que l’opérateur d’interpolation linéaire P comme opérateur de prolongement.
Soit x(0) l’approximation initiale des paramètres de conception. On décrit les phases de l’algorithme
idéal en terme d’optimisation :
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– Les phases de relaxation sont regardées comme une itération de plus grande descente avec pas τ .
– La CGC est regardé comme la minimisation exacte sur la paramétrisation grossière du problème de
correction
min
y∈T2h
J(x+ Py) (3.72)
pour x donné par une phase de relaxation. La fonction objectif sur la grille grossière est toujours
quadratique et le domaine est convexe, le minimum global est donc caractérisé uniquement par les
conditions de stationnarité.
Avec une phase de pré-relaxation et une phase de post-relaxation on a l’Algorithme 4.
Algorithme 4 : Algorithme bigrille idéal en optimisation.
// Relaxation
x(1) = Gτx
(0) + τbh
// Correction de Grille Grossière
∆y = argminy∈T2h j(y) = J(x
(1) + Py)
x(2) = x(1) + P∆y
// Relaxation
x(3) = Gτx
(2) + τbh
Explicitons la condition de stationnarité sur la grille grossière. Puisque le gradient est linéaire par
rapport à x on a
g(y) = PT ∇ J(x(1) + Py)
= PT (Hh(x
(1) + Py)− bh)
= PTHhPy + P
T (Hhx
(1) − bh)
= PTHhPy + P
T r
où r = Hhx(1) − bh est le résidu linéaire. La condition de stationnarité s’écrit alors g(∆y) = 0, soit
∆y = − (PTHhP )−1 PT r (3.73)
donc
x(2) = x(1) − P (PTHhP )−1 PT r. (3.74)
Similairement à l’Algorithme 3 on en déduit la matrice d’amplification équivalente au cycle
G = Gτ
[
I − P (PTHhP )−1 PTHh]Gτ (3.75)
qui a exactement la même structure que celle de (3.68). Notons toutefois qu’ici, l’opérateur de restriction
doit être le transposé de l’opérateur de prolongement :
R
def.
= PT . (3.76)
Rayon spectral du cycle idéal
On donne le détail du calcul du rayon spectral en annexe à la section A.1.3. Comme pour le pro-
blème de Poisson on commence par effectuer des transformations similaires (toujours en annexe, à la
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section A.1.1). On montre que G est également similaire à une matrice de la forme ΣD2 où D est diago-
nale et Σ a la structure particulière illustrée à la Figure A.1.
Les valeurs propres sont cependant plus délicates à obtenir. En effet, si la structure de Σ est la même,
il est difficile d’en simplifier les valeurs. On adopte alors la stratégie suivante :
a) une hypothèse sur la structure des vecteurs propres est effectuée ;
b) des systèmes linéaires sont déduits de cette hypothèse ;
c) les systèmes sont résolus en utilisant le logiciel de calcul symbolique Maple ;
d) les solutions sont vérifiées ainsi que l’indépendance linéaire des vecteurs propres.
On obtient le résultat suivant :
– n′ valeurs propres αk sont nulles.
– αn′+1 =
1
25 est une valeur propre évidente.
– les n′ autres valeurs propres données par Maple sont
αn′+1+k =
1
25
27− 144 cos2 ( θk2 )+ 304 cos4 ( θk2 )− 320 cos6 ( θk2 )+ 160 cos8 ( θk2 )
3− 8 cos2 ( θk2 )+ 8 cos4 ( θk2 ) .
Le rayon spectral du cycle idéal s’écrit donc
ρ(ΣD2) = max
k=1..n
|αk|
= max
k=n′+1..n
|αk|
On peut montrer que αn′+1+k > 125 pour k = 1 . . . n
′ et que α est une fonction monotone décrois-
sante sur θ ∈]0 π2 [. Alors le maximum est atteint en θ = θ1, c-à-d ρ(ΣD2) = αn′+2 qui est dépendant
du maillage. Lorsque l’on fait tendre la taille du maillage vers 0 (h → 0) on a αn′+2 → 925 = (35 )2.
C’est exactement le comportement de 2 itérations de Jacobi (voir la section 3.3.6). En d’autres termes la
correction de grille grossière est inutile.
3.4.6 Redéfinition des opérateurs de transfert
On a bien vu que la stratégie classique est inefficace pour le problème d’optimisation de forme. En
effet, il nous manque la complémentarité entre le lisseur et la correction de grille grossière : la phase
de relaxation agissant comme un anti-lisseur et la restriction du résidu sur la grille grossière comme un
filtre passe-bas, seuls les modes déjà bien atténués (LF) sont représentés. Les valeurs propres nulles de la
matrice d’amplification du cycle idéal correspondent aux modes annihilés : les modes de basse fréquence.
Dans cette section on s’attache à la définition de nouveaux opérateurs de transfert pour le problème
d’optimisation. Dans ce cadre, les notions de prolongement et de restriction sont étendues à d’autres
paramétrisations, bien que l’étude de la convergence se fasse toujours sur la base des fonctions P1. On
garantit toutefois que la nouvelle définition est cohérente avec la formulation classique.
Soit F l’espace de recherche de référence (la paramétrisation fine) et V un sous-espace de F (la
paramétrisation grossière). F est isomorphe à Rn et V à Rn′ (n′ < n). Comme on l’a vu à la section 3.2.3,
l’espace fin repose sur la paramétrisation {uk}nk=1. En tant qu’élément de F , tout élément v de V ⊂ F
s’écrit dans cette base de manière unique. Dans une formulation générale, un sous-espace V est défini par
V ≡
{
v =
n∑
k=1
xkuk ∈ F
∣∣∣∣ x = Qy, ∀y ∈ Rn′
}
(3.77)
où Q est la matrice de l’application linéaire de Rn′ dans Rn qui exprime tout v de V dans la base de
paramétrisation de F (les colonnes de Q constituent une base de V exprimée dans F ) : Q peut être vu
comme un opérateur de prolongement.
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Selon le type de transfert, la notion de « grille », fine ou grossière, n’a plus lieu d’être. Puisqu’il
s’agit d’un problème d’optimisation, on parle encore d’espace de recherche de grande et petite dimen-
sion. Par ailleurs, par « grossier » on entend peu de degrés de liberté mais pas nécessairement un espace
d’approximation plus lisse (basse fréquence).
Trois cas sont considérés :
1. les sous-espaces sont des espaces de paramétrisations emboîtées ; cette formulation équivaut à la
formulation classique étendue à d’autres paramétrisations.
2. les sous-espaces sont des espaces de paramétrisations emboîtées préconditionnés par une matrice
anti-diagonale de permutation (matrice d’échange) afin de définir un filtre passe-haut ; c’est la mé-
thode proposée dans [30].
3. les sous-espaces sont des sous-espaces propres ; dans cette dernière formulation on s’affranchit des
espaces de paramétrisations emboîtées et on adopte une stratégie de type algébrique. Sur la base de
l’analyse de Fourier des vecteurs propres on est en mesure de définir n’importe quel type de filtre
comme opérateur de restriction.
Pour chacune de ces formulations on examine le rayon spectral du cycle idéal lorsque la paramétrisation
est celle des éléments P1.
Paramétrisations emboîtées
Soit n espaces de paramétrisations emboîtées V1 ⊂ V2 ⊂ · · · ⊂ Vn. Chaque espace est muni d’une
base {u}n′k=1 (par ex. les espaces polynômiaux de degré croissant dans la base de Bernstein, les fonctions
B-splines de degré constant avec insertion de nœuds, etc.). Soit F = Vn l’espace fin. On suppose que
pour tous ces espaces il existe une application linéaire de Rn′ dans Rn notée Enn′ telle que
∀y ∈ Rn′ , x = Enn′y ⇒ v =
n′∑
k=1
yku
n′
k =
n∑
k=1
xku
n
k ∈ Vn′ . (3.78)
Autrement dit Enn′ est l’application qui transforme les composantes de v dans Vn′ dans la base de F . Pour
les espaces polynômiaux Pn′ et Pn (de dimension n′ + 1 et n+ 1 resp.) dans la base de Bernstein, cette
application est l’élévation du degré (cf. section 2.2.4). Formellement les sous-espaces sont
Vn′ ≡ span{un′k } ≡
{
v =
n∑
k=1
xku
n
k ∈ F
∣∣∣∣ x = Enn′y, ∀y ∈ Rn′
}
⇐⇒ Q = Enn′ . (3.79)
Remarque L’opérateur de prolongement Q = Enn′ exhibe une structure triviale lorsque la base des sous-espaces
V ′n est composée d’un sous-ensemble de la base de l’espace fin F . C’est le cas de la base canonique et des polynômes
orthogonaux pour les espaces polynômiaux. Précisément cette opérateur devient
E
n
n′ =
„
In′×n′
0(n−n′)×n
«
.
où In′×n′ est la matrice identité et 0(n−n′)×n une matrice nulle.
Si l’espace de paramétrisation est défini avec les éléments P1, alors Q est l’opérateur classique d’in-
terpolation linéaire Q = P . On a déjà montré que dans ce cas, l’Algorithme 4 n’est pas efficace. Pour
d’autres paramétrisations telles que la paramétrisation de Bézier-Bernstein, des expériences numériques
corroborent ce résultat [102, 20].
Réorganisation de la structure spectrale par permutation du spectre
Dans cette deuxième section on examine la méthode proposée dans [30]. On garde l’hypothèse selon
laquelle on est muni d’espaces de paramétrisations emboîtées et de leurs bases ainsi que d’opérateurs
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d’élévation du degré Enn′ (prolongement classique). Un nouvel opérateur de transfert est défini de telle
sorte qu’il agisse comme un filtre passe-haut. Les modes de haute fréquence sont projetés dans un espace
« grossier ».
Soit H la matrice hessienne. Comme elle est réelle s.p.d., alors elle est diagonalisable, ses vecteurs
propres constituent une base orthonormée de Rn, et ses valeurs propres sont strictement positives : H =
ΩΛΩT , ΩTΩ = ΩΩT = In. On suppose (sans perte de généralité) que les valeurs propres λk sont triées
par ordre croissant. Soit les sous-espaces suivants :
Vn′ ≡
{
v =
n∑
k=1
xkuk ∈ F
∣∣∣∣ x = ΩPΩTEnn′y, ∀y ∈ Rn′
}
⇐⇒ Q = ΩPΩTEnn′ (3.80)
où P est la matrice anti-diagonale de permutation
P =

 1. . .
1

 . (3.81)
Le rôle d’un tel opérateur est de réorganiser les couples de vecteurs et valeurs propres de sorte que les
modes de haute fréquence soient associés aux valeurs propres les plus grandes.
Stratégie algébrique : sous-espaces propres
Enfin, dans cette dernière formulation on s’affranchit des espaces de paramétrisations emboîtées. Elle
peut être vue comme une version algébrique du transfert. On ne se préoccupe plus de l’analyse de Fourier
des modes propres, seule la relation entre la grandeur des valeurs propres et la vitesse de convergence
nous intéresse.
Soit l’espace de recherche fin F muni de la base {uk}. Les sous-espaces sont directement déduits
de la diagonalisation du hessien : le sous-espace de dimension n′ est généré par les n′ derniers vecteurs
propres (on a supposé au préalable que les vecteurs propres sont ordonnés par ordre décroissant, de
manière consistante avec la section 3.2.3), c-à-d
H = ΩΛΩT =
(
Ω1 Ω2
)(Λ1 0
0 Λ2
)(
ΩT1
ΩT2
)
(3.82)
où
Ω1 =

ω1 . . . ωn−n′

 , Ω2 =

ωn+1−n′ . . . ωn

 (3.83)
et
Vn′ ≡ span{Ω2} ≡
{
v =
n∑
k=1
xkuk ∈ F
∣∣∣∣ x = Ω2y, ∀y ∈ Rn′
}
⇐⇒ Q = Ω2. (3.84)
Remarque Ce formalisme prend en compte simplement les contraintes linéaires d’égalité. Dans ce cas H est pris
comme le hessien projeté sur l’espace admissible. Alors, les vecteurs propres Ω appartiennent également à l’espace
admissible. Une correction grossière est prolongée sur la paramétrisation fine en utilisant une base orthonormée Z
du noyau de la jacobienne des contraintes : x = ZΩ2y et Q = ZΩ2. Ainsi, les espaces de recherche grossiers ne
sont pas soumis à ces contraintes d’égalité.
3.4.7 Révision de l’algorithme bigrille idéal
Les sous-espaces V sont considérés comme des espaces de correction. En d’autres termes, pour x∗ ∈
F donné, le problème grossier consiste en un problème de minimisation sur l’espace affine x∗ + V , soit
x = x∗ +∆x où ∆x = Qy quel que soit y ∈ Rn′ . La fonction objectif du problème grossier est
j(y) = J(x∗ +Qy). (3.85)
3.4. ALGORITHMES MULTIGRILLES 81
Donc le gradient de j est donné par
g(y) = QTG(x∗ +Qy) (3.86)
et la matrice hessienne
h(y) = QTH(x∗ +Qy)Q. (3.87)
La phase CGC de l’Algorithme 4 peut être réécrite comme
∆y = argminy∈V j(y) = J(x
(1) +Qy)
x(2) = x(1) +Q∆y
Et la matrice d’amplification équivalent à un cycle est donné par
G = Gτ
[
I −Q (QTHhQ)−1QTHh]Gτ . (3.88)
La formulation est sensiblement la même si ce n’est que les sous-espaces V sont généralisés à une
définition plus large des espaces de paramétrisations et Q est un des opérateurs de prolongement proposés
à la section précédente.
Notons que l’opérateur de restriction est automatiquement le transposé de l’opérateur de prolonge-
ment. Par ailleurs on ne sait rien a priori de la matrice du problème grossier QTHhQ. C’est pourquoi les
sous-problèmes sont définis au sens d’une approximation GCA. Autrement dit le choix de l’opérateur Q
définit le sens de la paramétrisation grossière.
Rayon spectral du cycle idéal avec réorganisation des valeurs propres
On considère toujours la paramétrisation P1 sur chacun des niveau et Enn′ = P . On conduit une
analyse spectrale de la matrice d’amplification (3.88) avec Q = ΩPΩTP . Comme pour le calcul du
rayon de la méthode classique on adopte la méthodologie suivante :
a) L’expression du problème grossier H ′ = QTHhQ est simplifié.
b) On en déduit une forme plus simple de I −QH ′−1QTHh et des transformations de similarité sont
appliquées à G ; Il s’ensuit que G est similaire à une matrice de la forme ΣD2 où D est diagonale.
c) Le calcul des entrées de Σ exhibe une structure illustrée à la Figure A.1.
d) On propose une hypothèse sur la structure des vecteurs propres de ΣD2 et le système linéaire
résultant est résolu avec l’aide de Maple. On en déduit une formule analytique des vecteurs propres
et par conséquent le rayon spectral.
La démonstration est faite en annexe (voir la section A.1.4). On trouve ρ(G) = 125 .
Rayon spectral du cycle idéal algébrique
La preuve est beaucoup plus simple que pour la méthode précédente étant donné que la base est consti-
tuée des vecteurs propres. Comme ces derniers sont orthonormaux alors G est simplifiée trivialement. On
trouve également ρ(G) = 125 (voir la section A.1.5).
Comparaison des algorithmes idéaux avec plusieurs pas d’une méthode de gradient
D’après l’étude du rayon spectral des algorithmes idéaux étendus à l’optimisation de forme, le rayon
spectral du cycle est indépendant du maillage. Avec deux itérations de Jacobi/gradient (pré- et/ou post-
relaxation) avec pas τ = 45 le rayon spectral est
ρMG =
1
25
. (3.89)
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Avec n itérations de plus grande descente on a (voir 3.3.6)
ρJ <
(
3
5
)n
(3.90)
quelle que soit la taille de maille. Il faudrait donc seulement n ≥ log(25)log(5)−log(3) ≈ 6.30 itérations pour
atteindre le même taux de convergence (c-à-d n ≥ 7).
En d’autre termes, le travail effectué pour résoudre le problème grossier ne doit pas excéder le travail
équivalent à 5 itérations de Jacobi pour que la stratégie MG soit plus efficace. Encore une fois, on rappelle
que cela est dû au fait que le problème d’optimisation dans la base P1 est bien conditionné. Le condition-
nement peut devenir sévèrement mauvais dans d’autres paramétrisations et/ou lorsque la physique entre
en jeu.
3.4.8 Expériences numériques
Afin d’illustrer et de confirmer les résultats théoriques obtenus précédemment, on conduit quelques
expériences numériques d’un algorithme multigrille sur un problème de reconstruction de forme avec les
différents opérateurs de prolongement proposés.
La paramétrisation est linéaire par morceaux sur les grilles T2ph où p = 0, 1, 2, . . . et h = 1n+1 est
la taille de maille de la paramétrisation fine. Le membre de droite est donné par le vecteur illustré à la
Figure 3.11. On réalise l’expérience pour les maillages fins n = 127 et n = 512.
On représente la convergence en terme de norme L2 discrète du résidu r(x)
def.
= ‖Hhx− bh‖L2 . Le
seuil de convergence est fixé à ε = 10−14r0 où r0 = r(x(0)) est le résidu de l’approximation initiale
x(0) = 0.
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FIG. 3.11 – Cas-test : membre de droite.
Paramétrisation n = 127
– niveaux : p = 0, . . . , 6
– paramètre de relaxation : τ = 45
– pré-relaxation : ν1 = 1 itération de Jacobi
– post-relaxation : ν2 = 1 itération de Jacobi
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Les résultats obtenus sont illustrés sur les Figures 3.12 (Jacobi), 3.13 (MGV classique), et 3.14 (MGV
optimisation). Comme prévu, le taux de convergence de la méthode de Jacobi tend vers 35 = 0.6. Le seuil
de convergence est atteint en un peu plus de 40 itérations. Le résidu est alors de haute fréquence. Le taux
de convergence de la méthode MGV classique tend vers ( 35 )
2 = 0.36, soit l’équivalent de deux itérations
de Jacobi (pré- et post-relaxation). Le seuil est atteint en une vingtaine de cycles, soit une quarantaine
d’itérations de Jacobi. Le résidu est également de haute fréquence. Enfin, le taux de convergence de la
méthode MGV modifié est de 125 = 0.04 comme prédit. La convergence est atteinte en une dizaine de
cycles, soit 20 itérations de Jacobi sur la grille fine. Le résidu est de basse fréquence.
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FIG. 3.12 – Méthode de Jacobi, n = 127.
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FIG. 3.13 – Méthode MGV classique, n = 127.
3.4. ALGORITHMES MULTIGRILLES 85
0 0.2 0.4 0.6 0.8 1
−1.5
−1
−0.5
0
0.5
1
1.5
Approximation
0 0.2 0.4 0.6 0.8 1
−3
−2
−1
0
1
2
3
x 10−14 Residual
(a) Approximation et résidu
0 2 4 6 8 10 12
10−15
10−10
10−5
100
L2-norm of residual
number of cycles - v
r
(v
)
0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
convergence rate
number of cycles - v
r
(v
+
1
)
/
r
(v
)
(b) Convergence
FIG. 3.14 – Méthode MGV optimisation, n = 127.
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Paramétrisation n = 511
– niveaux : p = 0, . . . , 8
– paramètre de relaxation : τ = 45
– pré-relaxation : ν1 = 1 itération de Jacobi
– post-relaxation : ν2 = 1 itération de Jacobi
Les résultats obtenus sont illustrés sur les Figures 3.15 (Jacobi), 3.16 (MGV classique), et 3.17 (MGV
optimisation). Pour les trois méthodes, des taux de convergence identiques à ceux de la paramétrisation
n = 127 sont obtenus. Il faut donc un même nombre de cycles pour atteindre le seuil de convergence fixé.
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FIG. 3.15 – Méthode de Jacobi, n = 511.
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FIG. 3.16 – Méthode MGV classique, n = 511.
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FIG. 3.17 – Méthode MGV optimisation, n = 511.
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3.5 Influence de la paramétrisation sur la raideur
La raideur se traduit par un mauvais conditionnement de la matrice hessienne. La norme matricielle
induite par la norme vectorielle ‖·‖p est définie par
‖A‖p = sup
x6=0
‖Ax‖p
‖x‖p
. (3.91)
Le nombre de conditionnement κp d’une matrice inversible A est
κp(A) = ‖A‖p
∥∥A−1∥∥
p
. (3.92)
En particulier, pour p = 2 on a
κ2(A) =
λn
λ1
. (3.93)
3.5.1 Paramétrisation de Bézier
On reformule le problème de meilleure approximation dans un espace polynômial. Dans la base de
Bernstein cela revient à considérer une représentation de Bézier du graphe de u. En comparaison avec la
paramétrisation P1, une forme plus régulière avec peu de paramètres est obtenue.
On définit n+ 2 fonctions de bases uk par uk = Bkn+1 (voir la section 2.2.4). Seul B0n+1 est non nul
en t = 0 et Bn+1n+1 non nul en t = 1, les conditions de Dirichlet s’écrivent alors simplement
x0 = 0, xn+1 = 0.
Le hessien projeté sur l’espace admissible est immédiatement obtenu en supprimant les premières et
dernières lignes et colonnes du hessien. Les éléments de la matrice hessienne sont donnés par [39] :
hkj =
∫ 1
0
uk(t)uj(t)dt =
Ckn+1C
j
n+1
Ck+j2(n+1)
1
2(n+ 1) + 1
. (3.94)
On ne connaît pas de forme analytique des vecteurs et valeurs propres d’une telle matrice. On les approche
numériquement.
Pour être consistent avec l’analyse conduite avec les éléments linéaires par morceaux, on suppose
que le problème a été mis à l’échelle (c-à-d, préconditionné par l’inverse de la diagonale). Les facteurs
d’amplification sont donc obtenus par le calcul des paires de vecteurs et valeurs propres de D−1H H où
DH est la diagonale de H , le hessien projeté. Les Figures 3.18 et 3.19 illustrent les vecteurs propres et
valeurs propres respectivement.
On observe une structure spectrale similaire à ceux des éléments P1 : les vecteurs propres ressemblent
à des modes de Fourier dans le mesure où chaque mode est caractérisé par un nombre d’alternances de
signe ; les modes LF sont associés aux plus grandes valeurs propres et les modes HF aux plus petites.
La matrice est cependant très mal conditionnée : pour n = 16 on a κ2(D−1H H) ≈ 109. Il en résulte une
matrice d’amplification de l’erreur telle qu’aucun paramètre de relaxation τ ne peut définir un lisseur.
Pour illustrer que H amplifie les modes LF, on représente les vecteurs de Krylov qi pour x0 quelconque
et n = 32 à la Figure 3.20
À la Figure 3.21 on montre les facteurs d’amplification d’une itération de Jacobi dont la matrice est
Gτ = I − τD−1H H.
La convergence est obtenue ssi τ ∈]0 2λmax [ où λmax ≈ 6. Dans cet intervalle, le taux de convergence des
modes HF reste proche de 1. Ici, si on se réfère à la définition des ensembles LF et HF de la section 3.3.6,
même ρLF est proche de 1. Autrement dit, aucune des méthodes de bases considérées n’est capable de
réduire efficacement l’erreur sur la partie LF du spectre. Par conséquent, la paramétrisation grossière d’un
cycle idéal doit être redéfinie en tant qu’espace de dimension supérieure à la moitié de la dimension de
la paramétrisation fine. Pour un algorithme à plusieurs niveaux, cela revient à considérer beaucoup de
niveaux intermédiaires.
90 CHAPITRE 3. ALGORITHME BIGRILLE IDÉAL POUR L’OPTIMISATION DE FORME
1 8 16
−0.5
0
0.5
Ω1
1 8 16
−0.5
0
0.5
Ω2
1 8 16
−0.5
0
0.5
Ω3
1 8 16
−0.5
0
0.5
Ω4
1 8 16
−0.5
0
0.5
Ω5
1 8 16
−0.5
0
0.5
Ω6
1 8 16
−0.5
0
0.5
Ω7
1 8 16
−0.5
0
0.5
Ω8
1 8 16
−0.5
0
0.5
Ω9
1 8 16
−0.5
0
0.5
Ω10
1 8 16
−0.5
0
0.5
Ω11
1 8 16
−0.5
0
0.5
Ω12
1 8 16
−0.5
0
0.5
Ω13
1 8 16
−0.5
0
0.5
Ω14
1 8 16
−0.5
0
0.5
Ω15
1 8 16
−0.5
0
0.5
Ω16
FIG. 3.18 – Bernstein - vecteurs propres - n = 16
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FIG. 3.19 – Bernstein - valeurs propres - n = 16
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FIG. 3.20 – Vecteurs de Krylov pour la paramétrisation de Bernstein - n = 32
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FIG. 3.21 – Coefficients d’amortissement pour le problème d’optimisation dans la base de Bernstein - n = 16.
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3.5.2 Paramétrisation B-splines
À notre connaissance on ne connaît pas de forme analytique pour l’intégrale du produit de deux
fonctions B-splines de degré d. Cependant, comme ce produit de fonctions est un polynôme de degré 2d,
pour calculer un hessien numérique exact, on peut utiliser la quadrature de Gauss avec 2d+ 1 points.
Comme pour la paramétrisation de Bézier, les contraintes sur les paramètres de contrôle s’écrivent
x0 = 0 et xn = 0 (3.95)
On suppose toujours que le problème a été mis à l’échelle (c-à-d, préconditionné par l’inverse de
la diagonale). Les facteurs d’amplification sont obtenus par le calcul des pairs de vecteurs et valeurs
propres de D−1H H où DH est la diagonale de H , le hessien projeté. Les Figures 3.22 et 3.23 illustrent les
vecteurs propres et valeurs propres respectivement. Les résultats s’apparentent à ceux de la représentation
de Bernstein.
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FIG. 3.22 – B-spline - vecteurs propres - n = 16
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FIG. 3.23 – B-spline - valeurs propres - n = 16
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FIG. 3.24 – Vecteurs de Krylov pour la paramétrisation de B-spline - n = 32
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FIG. 3.25 – Coefficients d’amortissement pour le problème d’optimisation dans la base de B-spline - n = 16.
3.5.3 Polynômes orthogonaux
On rappelle un résultat de meilleure approximation d’une fonction u˜ de H0 dans l’espace des poly-
nômes de degré n sur [0 1] noté Pn. Tout d’abord on note que Pn est bien un sous-espace de H0 puisque
[0 1] est borné et fermé (et dont les fonctions sont donc sommables).
Une base orthogonale de Pn est donnée par les polynômes de Legendre Pk pour le produit sca-
laire (3.1). On a ∫ 1
−1
Pk(t)Pj(t)dt = akδkj (3.96)
où δkj est le symbole de Kronecker et ak = 22k+1 .
Le problème de meilleure approximation devient trivial puisque la matrice hessienne à inverser H est
diagonale avec hkk = ak. Les coefficients du second membre bk = (u˜, pk) sont la projection orthogonale
de u˜ sur la base Pk et l’inversion correspond à la normalisation par ak = ‖Pk‖2 de chacun des coefficients
de la projection.
Le spectre et le conditionnement de ce système est évident puisque qu’il est diagonal. Les vecteurs
propres (en terme de paramètres de conception) sont les vecteurs de la base canonique de Rn+1 (consti-
tuant l’identité), les fonctions propres sont les fonctions pk, et les valeurs propres sont les éléments dia-
gonaux ak. Le conditionnement de ce système est alors κ2(H) = a0an = 2n+ 1.
Les conditions au bord u(0) = u(1) = 0 s’écrivent
n∑
k=0
xk = 0 et
n∑
k=0
(−1)kxk = 0. (3.97)
3.5.4 Influence de la dimension sur la raideur
L’inverse du nombre de conditionnement donne une distance à la matrice non inversible la plus
proche [28]. En ce sens, plus le nombre de conditionnement est élevé, plus la matrice s’apparente à
une matrice non inversible, ce qui conduit à un problème raide. En arithmétique flottante, si cette distance
est de l’ordre de la précision machine, la matrice est numériquement non inversible.
On représente à la Figure 3.26 une estimation du nombre de conditionnement des matrices hessiennes
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pour plusieurs paramétrisations (Bernstein, B-spline, Legendre, Tchebychev) en fonction du nombre de
ddl.
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FIG. 3.26 – Comparaison du conditionnement de la matrice hessienne du problème géométrique pour différentes
paramétrisations.
3.5.5 Expériences numériques
On cherche à approcher le graphe de la fonction cible décrite à la Figure 3.27 par une courbe de Bézier
de degré n. La fonction cible est une somme de fonctions gaussiennes (exponentielles), elle n’appartient
donc pas à un espace polynômial. La valeur optimale J∗ de la fonction objectif est calculée à partir de
la forme obtenue par projection orthogonale de la fonction cible dans l’espace des polynômes de degré
n (dans la base des polynômes de Legendre). On est donc en mesure de représenter la convergence des
méthodes numériques en terme d’erreur sur la fonction objectif e = J − J∗.
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FIG. 3.27 – Description du cas-test de meilleure approximation de forme par une courbe de Bézier. La fonction cible
est une somme de gaussiennes. L’approximation initiale est nulle.
La paramétrisation fine est de degré n = 24. On réalise dans un premier temps une optimisation
numérique classique sur le seul niveau fin. Les résultats sont illustrés à la Figure 3.28. Ce problème est
effectivement très raide : la convergence est linéaire dont le taux de convergence est proche de 1.
Les stratégies multiniveaux sont testées avec deux types de cycles : un cycle en « dent de scie » et
un cycle en V. Par ailleurs, on se place désormais dans le contexte d’un problème d’optimisation, on
ne supposera pas que le problème a été préconditionné par l’inverse de la diagonale du hessien. Une
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FIG. 3.28 – Méthode du Gradient Conjugué de Polak-Ribière sur le niveau fin.
approximation du pas optimal est obtenue par une procédure de recherche linéaire à chaque itération. On
fait en sorte que le nombre d’évaluations de la fonction objectif soit environ égal à 1000.
Les paramètres des schémas multiniveaux sont :
– degrés des paramétrisations : n = 3, 6, 9, 12, 15, 18, 21, 24
– pré-relaxation : ν1 = 2 itérations de Gradient Conjugué (Polak-Ribière)
– post-relaxation : ν2 = 2 itérations de Gradient Conjugué (Polak-Ribière) (V-cycle uniquement)
Cycle en « dent de scie »
Les résultats sont présentés sur les Figures 3.29, 3.30 et 3.31 pour les transferts : a) classique, b) avec
permutation du spectre, c) algébrique. On constate que la stratégie classique est inefficace : l’erreur reste
du même ordre de grandeur qu’avec la stratégie à un seul niveau et le taux de convergence tend vers 1
également. En revanche les autres stratégies semblent plus efficaces : la fonction coût descend plus bas
avec un taux de convergence linéaire plus petit (≈ 0.70). L’erreur uniforme est environ 25 fois plus petite.
La méthode algébrique (J − J∗ ≈ 10−8) semble cependant meilleure que la méthode de réorganisation
du spectre (J − J∗ ≈ 10−6). Pour cette dernière le taux de convergence tend vers 0.9 sur les derniers
cycles. On résume à la Figure 3.32 la convergence de l’ensemble des méthodes en terme d’évolution de
la fonction objectif.
Cycle en V
Les résultats sont présentés sur les Figures 3.33, 3.34 et 3.35 pour les transferts : a) classique, b)
avec permutation du spectre, c) algébrique. On constate les mêmes résultats qu’avec les cycles en dent de
scie. On résume à la Figure 3.36 la convergence de l’ensemble des méthodes en terme d’évolution de la
fonction objectif.
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FIG. 3.29 – Transfert classique.
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FIG. 3.30 – Transfert avec permutation du spectre.
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FIG. 3.31 – Transfert algébrique.
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FIG. 3.32 – Convergence de la fonction objectif pour l’ensemble des stratégies multiniveaux. Cycle en dent de scie.
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FIG. 3.33 – Transfert classique.
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FIG. 3.34 – Transfert avec permutation du spectre.
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FIG. 3.35 – Transfert algébrique.
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FIG. 3.36 – Convergence de la fonction objectif pour l’ensemble des stratégies multiniveaux. Cycle en V.
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Conclusion
Dans ce chapitre on a formalisé un ensemble de stratégies multiniveaux pour l’optimisation de forme
dans le cadre modèle d’une fonction objectif quadratique. Dans la mesure du possible on s’est efforcé
de rattacher les concepts liés à l’optimisation aux concepts liés aux méthodes multigrilles linéaires. Cela
nous a conduit à la formulation d’un algorithme bigrille idéal dont on a explicité la matrice d’amplification
équivalente.
D’après l’analyse de Fourier des applications linéaires correspondant aux méthodes itératives de base
(gradient, Jacobi), les opérateurs classiques de transfert ont été revus. Il en découle plusieurs stratégies
hiérarchiques. Pour chaque stratégie, on a étudié le rayon spectral de la matrice d’amplification afin de
montrer la convergence d’un cycle idéal. Ce faisant, on a mis en évidence les stratégies susceptibles
d’améliorer la vitesse de convergence. En particulier, les stratégies efficaces sont celles dont les niveaux
« grossiers » correspondent à des sous-espaces de haute fréquence pour lesquels l’erreur itérative est la
plus grande. Les résultats théoriques on été confirmés par des expériences numériques.
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Ce chapitre est dédié à l’expérimentation numérique d’algorithmes hiérarchiques pour la conception
optimale d’antenne. On distingue les stratégies globales (robustes) des stratégies locales (descente). Dans
un premier temps on conduit une étude spectrale du hessien paramétrique pour mettre en évidence le
comportement de la convergence itérative au voisinage d’un minimum.
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4.1 Étude du hessien paramétrique pour un problème inverse
On considère le problème de minimisation
min
S
J (S) = 1
2
∫
S2
(
‖u(S, f)‖2 − ∥∥u(St, f)∥∥2)2dS2. (4.1)
où St est une forme connue qui appartient à l’espace admissible de la déformation d’une forme donnée
S0. En particulier, en choisissant S0 = St, une (la) solution est donnée par le vecteur de conception
Free-Form x = 0.
Cet exercice nous permet d’étudier le hessien en un point de conception qui est par construction une
solution de (4.1). Pour une paramétrisation donnée, on vérifie que les conditions suffisantes d’optimalité
sont satisfaites, c-à-d que le hessien paramétrique est strictement défini positif (le minimum est alors un
minimum strict). Soumis à des contraintes d’égalité, dans un voisinage du minimum, les variations sont
dominées par les termes du second ordre dans les directions admissibles. Ces termes sont donnés par le
hessien projeté (voir chapitre 2) dont on étudie le spectre par analogie avec le problème géométrique du
chapitre 3.
4.1.1 Modèle approché d’Optique Physique
Soit la géométrie cible St représentée à la Figure 4.1 dont le rayonnement est calculé par le modèle
approché d’Optique Physique.
-200
-100
 0
 100
 200
-100  0  100  200  300
(a) Géométrie
-80
-70
-60
-50
-40
-30
-20
-10
 0
-180 -120 -60  0  60  120  180
n
o
r
m
a
li
ze
d 
po
we
r 
(d
b)
theta (degree)
E plane
H plane
(b) Diagramme
FIG. 4.1 – Configuration de l’antenne cible : paraboloïde alimenté par un dipôle situé à la distance focale en (0, 0).
Le champ incident est donné par un dipôle. Le champ EM diffracté, et donc le champ total rayonné,
est une fonction explicite de la géométrie. Étant donnée une surface métallique dont la méridienne est
discrétisée en segments, on connaît les dérivées partielles exactes du champ par rapport à la position
des nœuds des segments. On dispose également du hessien numérique exact obtenu par différentiation
automatique du code de calcul des dérivées [19]. On en déduit le gradient et le hessien de la fonctionnelle
par rapport aux variables de conception paramétriques (voir section 1.4.1).
La décomposition spectrale est calculée numériquement1 pour des espaces de recherche de dimension
6 et 10 avec conditions aux limites de Dirichlet (soit des espaces admissibles de dimension 4 et 8 resp.)
dans les paramétrisations de Bézier-Bernstein et B-spline.
1Le calcul des spectres est réalisé à l’aide de la librairie d’algèbre linéaire LAPACK disponible à l’adresse
www.netlib.org/lapack.
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Paramétrisation de Bézier-Bernstein
Dans la paramétrisation de Bernstein on représente les vecteurs propres à la Figure 4.2 et les valeurs
propres à la Figure 4.3. Les modes propres présentent une structure spectrale similaire aux modes de
Fourier discrets et sont proches des modes propres du problème géométrique (voir la Figure 3.18) ; les
modes de basse fréquence sont associés aux valeurs propres les plus grandes et ceux de haute fréquence
aux valeurs propres les plus petites.
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FIG. 4.2 – Vecteurs propres du hessien paramétrique (Bézier-Bernstein) de la fonctionnelle (4.1) au point x = 0 tels
que x0 = xn+1 = 0 pour les degrés n = 4 (a) et n = 8 (b). Les modes propres pour la paramétrisation de degré
n = 4 correspondent aux modes de basse fréquence de la paramétrisation de degré n = 8.
Paramétrisation B-spline
Dans la paramétrisation B-spline d’ordre 4 on représente les vecteurs propres à la Figure 4.4 et les
valeurs propres à la Figure 4.5. Comme pour la base de Bernstein, les modes propres sont proches des
modes du problème géométrique (voir Figure 3.22) et ont donc une structure spectrale similaire aux
modes de Fourier discrets. Les modes de basse fréquence sont associés aux valeurs propres les plus
grandes et inversement ceux de haute fréquence aux valeurs propres les plus petites.
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FIG. 4.3 – Valeurs propres du hessien paramétrique (Bézier-Bernstein) de la fonctionnelle (4.1) au point x = 0 ; les
valeurs propres sont toutes positives (le minimum est bien un minimum strict) et monotones décroissantes en fonction
du mode k ; on distingue le spectre en deux sous-ensembles correspondant aux modes LF et HF.
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FIG. 4.4 – Vecteurs propres du hessien paramétrique (B-splines d’ordre 4) de la fonctionnelle (4.1) au point x = 0.
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FIG. 4.5 – Valeurs propres du hessien paramétrique (B-splines d’ordre 4) de la fonctionnelle (4.1) au point x = 0.
4.1.2 Modèle électromagnétique
Soit la géométrie cible St représentée à la Figure 4.6 dont le rayonnement est donné par le système
de Helmholtz et résolu par SRSR.
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FIG. 4.6 – Configuration de l’antenne cible : réflecteur conformé à un diagramme et alimenté par un guide d’onde.
Comme nous n’avons pas de formule exacte (discrète ou continue) du hessien, on en calcul une
approximation à l’aide du schéma centré de différences finies (4.2). Le pas h est choisi expérimentalement
pour assurer la stabilité du calcul.
∂J
∂xj∂xk
(x) ≈
J(x+ h(ej + ek)) + J(x− h(ej + ek))− J(x+ h(ej − ek))− J(x+ h(−ej + ek))
4h2
(4.2)
Comme pour le modèle d’Optique Physique, on conduit une analyse spectrale numérique dans les
deux bases de paramétrisation : Bézier-Bernstein et B-spline d’ordre 4.
Remarque Les résultats présentés dans les sections qui suivent sont doublement soumis à des erreurs numériques,
d’une part dues au calcul du hessien par différences finies et d’autre part au calcul du spectre. Cela peut expliquer
quelques anomalies dans la structure des vecteurs propres (nombre d’oscillations, etc.). À ces variations près, ces
résultats semblent globalement pertinents.
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Paramétrisation de Bézier-Bernstein
On représente les vecteurs propres à la Figure 4.7 et les valeurs propres à la Figure 4.8. Hormis
le vecteur propre unimodal qui est absent, la structure spectrale semble conservée : lorsque les valeurs
propres sont triées par ordre décroissant, la fréquence des modes associés augmente.
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FIG. 4.7 – Vecteurs propres du hessien paramétrique approché (Bézier-Bernstein) de la fonctionnelle (4.1) au point
x = 0.
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FIG. 4.8 – Valeurs propres du hessien paramétrique approché (Bézier-Bernstein) de la fonctionnelle (4.1) au point
x = 0.
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Paramétrisation B-splines
On représente les vecteurs propres à la Figure 4.9 et les valeurs propres à la Figure 4.10. Comme pour
la paramétrisation de Bernstein, le premier mode est absent mais le reste de la structure est conservée.
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FIG. 4.9 – Vecteurs propres du hessien paramétrique approché (B-spline) de la fonctionnelle (4.1) au point x = 0.
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FIG. 4.10 – Valeurs propres du hessien paramétrique approché (B-spline) de la fonctionnelle (4.1) au point x = 0.
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4.1.3 Conclusion sur l’étude des hessiens paramétriques
D’après l’étude spectrale réalisée dans cette section, on remarque que le hessien du problème phy-
sique ressemble au hessien du problème géométrique du chapitre précédent : d’une part on peut associer
à chaque vecteur propre un paramètre de fréquence lié au nombre d’alternances de signe de ses compo-
santes, d’autre part, une fois cette structure établie, on remarque que les valeurs propres sont une fonction
décroissante de ce paramètre.
Dans la mesure où le hessien représente un modèle quadratique local de la fonctionnelle au voisinage
de la solution, on s’attend à ce que les méthodes de descente appliquées à des problèmes de conception
optimale d’antenne se comportent comme pour le problème géométrique, en particulier si le problème
devient de plus en plus raide avec la dimension du problème.
4.2 Hiérarchisation des paramètres de conception
Désormais on s’attache à formuler et expérimenter des stratégies multiniveaux appliquées à l’op-
timisation de la géométrie d’antennes à réflecteurs. Pour cela on a vu que l’on disposait de plusieurs
hiérarchies de paramétrisation. Selon le contexte, qu’il s’agisse d’une optimisation globale ou locale,
l’utilisation d’une hiérarchie plutôt qu’une autre s’avèrera plus adéquate. On revient sur l’ensemble des
stratégies dont nous disposons.
4.2.1 Prolongement classique : élévation du degré
Cette stratégie correspond à la généralisation de la technique d’élévation du degré. Typiquement, les
espaces de recherche sont des espaces polynomiaux dont on utilise la propriété d’inclusion (tout polynôme
de degré m est également un polynôme de degré n)
∀m < n, Pm ⊂ Pn (4.3)
pour établir une hiérarchie de paramétrisations. Plus le degré est élevé, plus la représentation de la méri-
dienne est fine et plus l’espace de recherche est grand.
Considérons deux espaces polynomiaux de degré m et n tels que m < n (paramétrisation grossière et
fine respectivement). Chaque espace est muni d’une base {um+1k } et {un+1k }. Soit x ∈ Rm+1 un vecteur
de déformation dans Pm, alors il existe toujours un vecteur y ∈ Rn+1 qui définit la même déformation
dans Pn. On note P ∈ R(n+1)×(m+1) la matrice de prolongement entre les espaces de recherche grossier
et fin, par analogie aux méthodes multigrilles (voir la section 3.4.1). Ainsi les vecteurs x et y tels que
y = Px (4.4)
définissent la même déformation de la méridienne
∆C(t) =
m+1∑
k=1
xku
m+1
k (t) =
n+1∑
k=1
yku
n+1
k (t). (4.5)
On réfère l’opérateur P comme l’opérateur d’élévation du degré.
4.2.2 Prolongement basé sur le hessien paramétrique
On se rapporte ici aux opérateurs de la section 3.4.6. On considère une paramétrisation fine de dimen-
sion n et des paramétrisations grossières munies d’opérateurs d’élévation du degré P correspondants.
Soit x ∈ Rn un vecteur de conception de la paramétrisation fine et H = ZTH(x)Z le hessien projeté sur
l’espace admissible en x. L’opérateur de prolongement Q est issu de l’alternative suivante :
1. Q = P : prolongement classique
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2. Q = ΩPΩTP : réorganisation du spectre
3. Q = Ω2 : sous-espace modal
L’opérateur de restriction est simplement le transposé de Q (cf. chapitre 3). Notons que les opérateurs 2 et
3 de l’alternative peuvent changer au cours des cycles puisqu’ils dépendent de la décomposition spectrale
du hessien en un point x donné. Le problème n’étant pas quadratique, on peut mettre à jour l’opérateur Q
au cours de la convergence de x. Cependant, ce calcul est à la fois coûteux et imprécis. En se basant sur
l’étude de la section 4.1, on propose de remplacer H par une approximation purement géométrique.
4.2.3 Approximation par le modèle géométrique : filtre passe-haut
Soit Hg la matrice hessienne donnée par (3.10), le hessien du problème géométrique de meilleure
approximation. Puisque ce problème est quadratique, ce hessien ne dépend pas du vecteur de conception.
On modélise en quelque sorte le comportement quadratique de la fonctionnelle par son comportement
géométrique. L’avantage de cette approche est que les opérateurs de transfert sont obtenus sans coût
significatif supplémentaire. Sachant que Hg = ΩgΛgΩTg on a :
2. Q = ΩgPΩTg P : réorganisation du spectre géométrique
3. Q = Ωg,2 : sous-espace modal géométrique
L’enjeu des expériences numériques qui vont suivre est de vérifier que cette approche améliore toutefois
le taux de convergence bien que les espaces grossiers ne correspondent pas exactement aux modes dans
les directions desquelles les algorithmes convergent le plus lentement.
Remarque On pourrait également approcher H par le hessien exact d’un métamodèle de J , issu par exemple
d’une base de données pourvue par les évaluations réalisées au cours d’une procédure d’optimisation par PSO. Cette
approche est utilisée par exemple dans [22, 21, 35, 36, 38].
4.3 Algorithmes hiérarchiques en optimisation globale
Les algorithmes hiérarchiques sont étudiés en deux phases : d’abord dans le contexte de l’optimisation
globale, puis dans le contexte de l’optimisation locale (section 4.4), afin de respecter l’ordre de la stratégie
hybride d’optimisation successive (globale+locale) utilisée par la suite.
4.3.1 Extension de l’algorithme PSO
En s’inspirant de l’algorithme d’enrichissement progressif (voir section 3.4.2) on construit un algo-
rithme hiérarchique où chaque niveau est résolu (entièrement ou par relaxation) sur la base d’un algo-
rithme PSO. On utilise la mémoire globale pour transmettre la connaissance d’un bon candidat d’un
niveau à un autre au moyen de l’élévation du degré. Cette stratégie est également décrite dans [37].
En partant d’une paramétrisation grossière, par exemple de degré n = 2, vu la faible dimension
du problème, on est en mesure de converger rapidement vers un bon candidat que l’on note x∗2. En
utilisant la propriété d’élévation du degré de la paramétrisation choisie (voir la section 4.2) cette même
déformation est exprimée dans un espace de dimension supérieure, par exemple n = 4, et on note x∗4
le vecteur de conception correspondant. On utilise alors x∗4 comme initialisation de la mémoire globale
dans le voisinage de laquelle les particules sont distribuées aléatoirement selon une loi uniforme. On
conduit alors quelques itérations de PSO. Ce nouveau problème est a priori plus difficile car les risques
de convergence vers un minimum local augmentent avec la dimension. Cependant, en partant d’un point
« intelligent », on espère accroître la robustesse. En outre, le diamètre du domaine d’initialisation est
réduit. Plus précisément, si on note ∀ρ > 0 B∞(x∗, ρ) = {x ∈ Rn ; ||x− x∗||∞ ≤ ρ} la boule fermée
centrée en x∗ pour la norme infinie, alors l’initialisation du domaine est définie par D0 = B(x0, ρ0) sur
le premier niveau. Puis ρ est réduit à chaque changement de niveau de paramétrisation par un coefficient
de contraction β. L’ensemble de la procédure est décrite dans l’Algorithme 5.
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Algorithme 5 : Optimisation Multiniveau par Essaim de Particules (MPSO)
Données : PSO – N , c1, c2, w0, wc, imax
Données : MPSO – k1 < k2 < · · · < kn : degrés des paramétrisations
Données : MPSO – ρ0, β : paramètres d’initialisation
Entrées : x0
PSO : Algorithme 2, PSO classique
elevation : routine d’élévation du degré pour la paramétrisation considérée
// Géométrie initiale sur le niveau grossier
calcul initial de la fonction coût : J∗ ← J(x0) (x0 ∈ Rk1 )
initialisation de la meilleure particule : x∗k1 ← x0
domaine d’initialisation centré en x0 : D0 ← B∞(x0, ρ0)
// Enrichissement progressif
pour i← 1 à n− 1 faire
PSO classique : x∗ki ← PSO(N, c1, c2, w0, wc, imaxi, x∗ki)
transfert de la mémoire globale : x∗ki+1 ← elevation(x∗ki)
réduction du domaine d’initialisation : ρi+1 ← βρi
nouveau domaine : Di+1 ← B∞(x∗ki+1 , ρi+1)
fin
// Paramétrisation fine
PSO classique : x∗kn ← PSO(N, c1, c2, w0, wc, imaxn, x∗kn)
solution approchée : x∗ ← x∗kn
fonction coût : J∗ ← J(x∗)
Sorties : x∗, J∗
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4.3.2 Expériences numériques de validation en Optique Physique
Validation de la méthode par un problème de conception inverse
On commence par un cas-test modèle de reconstruction de forme. Le champ électrique rayonné est
approché par le modèle d’Optique Physique. Ce cas-test a deux avantages pour valider la méthode : (1)
le problème inverse ainsi défini a une solution exacte connue ; (2) le temps de calcul d’une évaluation de
la fonction objectif est très court, on peut donc se permettre de réaliser un grand nombre d’expériences.
En faisant varier le paramètre aléatoire de l’algorithme PSO on peut analyser les résultats par rapport à
l’échantillon statistique obtenu. Le cas-test est décrit à la Figure 4.11.
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FIG. 4.11 – Description d’un cas-test de reconstruction de forme. Le champ électrique est calculé par le modèle
approché d’Optique Physique.
On utilise trois niveaux qui sont 5 → 10 → 15. Le nombre de particules est fixé à N = 40 et le
nombre maximal d’itérations à 300. Le coefficient de contraction est fixé à β = 0.25 et on considère un
critère de convergence sur la diversité de l’essaim pour le passage à un niveau supérieur : si la variance
des positions est réduite de moitié, on change de niveau. Sur le dernier niveau on réalise 300 itérations.
Les paramètres de l’algorithme PSO sont ceux fixés dans le Tableau 2.1. Enfin, on réalise 50 expériences
indépendantes par rapport aux séquences aléatoires r1 et r2. Les résultats globaux de l’échantillon sont
représentés à la Figure 4.12.
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FIG. 4.12 – Représentation des résultats de l’échantillon sous forme de « boîtes à moustache ».
Algorithme moyenne médiane écart type
PSO 0.238 6.9 · 10−3 0.434
MPSO 0.081 1.7 · 10−3 0.124
TAB. 4.1 – Indicateurs statistiques sur la convergence des approximations du minimum.
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D’après les résultats obtenus il apparaît que l’algorithme MPSO est environ 3.5 fois moins dispersif
que l’algorithme classique. Il est moins sensible aux variations de la séquence aléatoire. En ce sens il est
plus robuste.
Remarque Le terme de robustesse apparaît dans le domaine de l’optimisation à plusieurs titres. Ici on parle de
robustesse lorsque qu’un algorithme est peu sensible aux minima locaux. Il s’agit de la robustesse par rapport à une
configuration initiale. Dans le cadre d’un problème d’optimisation multipoint on parle également de robustesse par
rapport à un paramètre de fonctionnement.
Optimisation d’un diagramme en directivité
Désormais, toujours dans le cadre du modèle d’Optique Physique, on cherche à uniformiser le dia-
gramme de rayonnement sur l’intervalle [−10◦ 10◦] à partir d’un paraboloïde alimenté par un dipôle.
Comme le dipôle est placé à la distance focale du paraboloïde, le diagramme est directif (la puissance
rayonnée est concentrée dans une direction), il s’agit donc d’un mauvais point de départ (cf. Figure 4.13).
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FIG. 4.13 – Description du cas-test d’optimisation d’un diagramme en directivité par la méthode MPSO.
Ce problème est très multimodal comme le montre la Figure 4.14 où on a représenté la fonction
objectif en fonction de la déformation par rapport à deux paramètres de conception. Le point x = 0
correspond à une déformation nulle, c’est-à-dire au paraboloïde.
Dans un premier temps on compare les algorithmes PSO et MPSO en terme de convergence de la
fonction objectif pour un nombre de particules donné, à savoir N = 30. Les niveaux sont 5 → 10 → 15
(Figure 4.15a). Puis on augmente le nombre de particules de l’algorithme PSO jusqu’à atteindre une
(a) courbes de niveaux de la fonction coût (b) localisation de minima locaux
FIG. 4.14 – Valeur de la fonction objectif pour 2 degrés de liberté dans un voisinage de la forme initiale (paraboloïde).
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FIG. 4.15 – Illustration de la convergence de la fonction coût en fonction des itérations. À gauche (a) on compare
la convergence de l’algorithme MPSO pour la hiérarchie de degrés n = 5 → 10 → 15 avec l’algorithme PSO
pour les degrés 5, 10, et 15 indépendamment ; plus la dimension augmente, moins l’algorithme PSO est robuste ;
la convergence sur le seul niveau fin est très mauvaise : la valeur de la fonction coût est 6 fois supérieure à celle
obtenue avec l’algorithme MPSO au bout de 200 itérations. À la Figure (b) on augmente progressivement le nombre
de particules de la méthode PSO : il faut 60 particules pour atteindre la performance de l’algorithme MPSO.
(a) PSO, 15 d.d.l., 60 particules (b) MPSO, 5->10->15 d.d.l., 30 particules
FIG. 4.16 – Diagrammes de rayonnement des formes convergées de l’algorithme PSO avec 60 particules (a) et MPSO
avec 30 particules (b) : les deux résultats sont satisfaisants du point de vue du cahier des charges mais la méthode à
un seul niveau est deux fois plus coûteuse en temps de calcul.
précision (en terme de valeur de la fonction objectif) de l’ordre de celle obtenue avec l’algorithme MPSO
(Figure 4.15b). À nombre égal de particules, l’algorithme MPSO est plus robuste. Il faut 60 particules à
l’algorithme PSO pour atteindre la même performance, soit 2 fois plus d’évaluations de fonction coût.
Si on compare les diagrammes des formes obtenues à convergence des algorithmes PSO et MPSO
(avec 60 et 30 particules resp.) on s’aperçoit que dans les deux cas la cible est atteinte de manière sa-
tisfaisante (cf. Figure 4.16). Cependant, si on compare la géométrie des réflecteurs (Figure 4.17), celle
obtenue à convergence de la stratégie multiniveau est plus lisse. Ce résultat est confirmé par l’expérience
suivante.
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(a) PSO, 15 d.d.l., 60 particules (b) MPSO, 5->10->15 d.d.l., 30 particules
FIG. 4.17 – Formes convergées : la géométrie obtenue avec la méthode multiniveau est plus régulière.
4.3.3 Application à l’optimisation d’un diagramme en directivité d’une antenne
Considérons désormais le modèle de Maxwell. On cherche à optimiser un réflecteur alimenté par un
guide d’onde pour que la puissance rayonnée soit uniforme sur l’intervalle [−40◦ 40◦] et la plus faible
possible ailleurs. Les paramètres du cas-test sont indiqués dans le Tableau 4.2 et la géométrie initiale à la
Figure 4.18.
Fréquence f = 7.13333GHz
Paramétrisation Bernstein
Hiérarchie n = 5→ 10→ 15→ 20→ 25→ 30
Nombre d’itérations (MPSO) imax = 20→ 30→ 40→ 60→ 80→ 170
Nombre d’itérations (PSO) imax = 400
Nombre de particules N = 100
TAB. 4.2 – Paramètres du cas-test.
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FIG. 4.18 – Description du cas-test d’optimisation de la géométrie d’un réflecteur.
La Figure 4.19 montre la convergence des algorithmes en terme d’évolution de la performance au
cours des itérations. Les Figures 4.20 et 4.21 illustrent les diagrammes et les formes convergées respec-
tivement. La performance en terme de fonction coût est meilleure avec la stratégie multiniveau : la plus
petite valeur atteinte est de 34% plus petite que celle obtenue avec la stratégie classique. À la vue des
diagrammes de rayonnement dans la zone [−40◦ 40◦], la cible est atteinte par les deux stratégies. La
directivité maximale est alors de 9.75 dbi et 9.87 dbi respectivement. Le diagramme de l’antenne obtenue
avec la stratégie multiniveau est toutefois meilleur dans la zone complémentaire où le maximum de la
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directivité est de -18 db (par rapport à -12 db avec l’algorithme classique). La différence la plus évidente
réside dans la géométrie des réflecteurs : la forme obtenue avec la stratégie multiniveau est beaucoup plus
régulière.
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FIG. 4.19 – Convergence de la fonction coût.
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FIG. 4.20 – Diagrammes de rayonnement des formes convergées.
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FIG. 4.21 – Géométrie des antennes à convergence des algorithmes.
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4.4 Algorithmes hiérarchiques en optimisation locale
4.4.1 Algorithme multiniveau non-linéaire
On cherche à étendre les stratégies multiniveaux du chapitre 3 à l’optimisation de forme des réflec-
teurs. Clairement, les fonctions objectifs ne sont pas quadratiques par rapport aux paramètres de concep-
tion. La recherche d’un point stationnaire est donc un problème non-linéaire.
Comme pour tout algorithme de descente on dispose d’un vecteur de conception initial x0. Les sous-
espaces de recherche, y compris le niveau fin F , sont considérés comme des espaces de correction. Plus
précisément, pour x ∈ F donné, on cherche à résoudre le problème de minimisation
min
y∈Rm
j(y) = J(x+Qy) (4.6)
pour la correction de x sur un sous-espace V de dimension m (3.77) où Q est un des opérateurs de
prolongement proposés à la section 4.2. Il est fondamental de remarquer que pour tout niveau (c-à-d
quelle que soit la dimension du sous-espace), la fonction coût est toujours évaluée sur l’espace fin F . Les
sous-problèmes (4.6) sont donc consistants avec le problème initial : la minimisation de J .
Supposons que x soit un vecteur de conception du niveau fin obtenu au bout d’un certain temps du
processus de minimisation et posons y0 = 0 comme vecteur initial de correction. On a
j(y0) = J(x) (4.7)
∇yj(y0) = QT∇xJ(x) (4.8)
de telle sorte que si x est stationnaire
∇xJ(x) = 0 ⇒ ∇yj(y0) = 0 (4.9)
quel que soit Q, et sinon
−Q∇yj(y0) · ∇xJ(x) = −∇xJ(x)TQQT∇xJ(x) = −
∥∥QT∇xJ(x)∥∥2 < 0 (4.10)
où Q∇yj(y0) est le prolongement sur le niveau fin du gradient de j en y0. En d’autres termes, d’une
part il y a continuité de la fonction coût entre deux niveaux (4.7), et d’autre part le prolongement de
−∇yj(y0), qui est la direction de plus grande descente pour j en y0, est une direction de descente pour
J en x (4.10).
Au même titre que l’Algorithme 4 pour la résolution du problème modèle linéaire, les sous-
problèmes (4.6) sont soumis à une phase de relaxation équivalente à quelques itérations d’une méthode
de descente (SD, CG). Il s’agit alors d’un « anti-lisseur » si l’on se réfère à l’analyse spectrale de la sec-
tion 3.5.1. Par analogie avec les méthodes idéales, on considérera une convergence complète sur le niveau
de plus faible dimension, soit à l’aide d’une méthode de Newton-Raphson (c-à-d par inversion du hessien
exact, pourvu qu’il soit défini positif) soit avec une méthode de quasi-Newton (jusqu’à satisfaction d’un
critère de convergence).
On appelle cycle une séquence de sous-espaces de recherche pour la correction successive des para-
mètres de conception. Un tel cycle est entièrement défini par la dimension des sous-espaces : m1, m2,
m3, etc. et le choix de l’opérateur de prolongement. Ce cycle est répété autant de fois que nécessaire pour
atteindre une tolérance numérique donnée. Si les sous-espaces reposent sur la décomposition spectrale
du hessien en un point x donné, alors ils ne sont pas définis de manière unique. La stratégie non-linéaire
consiste à mettre à jour les sous-espaces à l’issue de chaque cycle. Un exemple typique de cycle en « dent
de scie » à K niveaux (mK = n) est illustré à la Figure 4.22 où on a noté ⊞ une phase de relaxation sur
le niveau fin précédée par un calcul des sous-espaces propres du hessien en x(v), approximation obtenue
après le cycle v. L’algorithme 6 résume l’ensemble de la procédure.
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Algorithme 6 : Algorithme d’optimisation multiniveau
Données : paramétrisation fine F (dim(F ) = n), K sous-espaces Vmk (F = VmK = Vn)
Données : tolérance ε, nombre d’itérations de relaxation ν
Entrées : x(0) ∈ F
descente : routine de calcul d’une direction de descente
spec : routine de calcul de la décomposition spectrale
update : routine de calcul de l’opérateur de prolongement
critere : routine de calcul d’un critère de convergence (norme du gradient, résidu, etc.)
v ← 0
// Tant que le critère de convergence n’est pas satisfait
tant que r(v) > ε faire
// Mise à jour des sous-espaces propres
H ← ∇2J(x(v))
ΩΛΩT ← spec(H)
// Sur chaque sous-espace du cycle
pour chaque Vm faire
// Opérateur de prolongement
Q← update(Ω,m)
// Initialisation de la correction
y0 ← 0 ∈ Rm
// Résolution complète OU Relaxation
si m = m1 alors
x(v+1) ← x(v) +Q argminy J(x(v) +Qy)
sinon
pour j ← 1 à ν faire
dj−1 ← descente(yj−1)
yj ← yj−1 + τ j−1dj−1
x(v+1) ← x(v) +Qyj
fin
fin
fin
v ← v + 1
r(v) ← critere(∇J(x(v)), J(x(v)), J(x(v−1)))
fin
Sorties : v, x(v), J(x(v))
F = Vn ⊞ ⊞ ⊞
ց ց ց
VmK−1  ↑
. . . ↑ . . .
ց
...
. . .
ց . . .
Vm1  
(fin)
(grossier)
FIG. 4.22 – Schéma de cycles en dents de scie avec mise à jour des sous-espaces de correction ; =relaxation,
⊞=mise à jour des sous-espaces et relaxation, =correction idéale.
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4.4.2 Expériences numériques
Cas-test modèle Optique Physique
On considère un réflecteur alimenté par un dipôle. On cherche à uniformiser le diagramme sur l’in-
tervalle [−60◦ 60◦]. La forme initiale représentée à la Figure 4.23 est obtenue avec l’algorithme MPSO
dans la paramétrisation de Bézier de degré 15 sur le niveau fin. À partir de cette solution on cherche à
raffiner la forme obtenue avec une méthode de descente.
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FIG. 4.23 – Configuration initiale du cas-test d’optimisation multiniveau.
L’intérêt de réaliser un cas-test avec une analyse par le modèle d’Optique Physique vient du fait
que l’on dispose à la fois du gradient exact et du hessien numérique exact obtenu par différentiation
automatique. On peut donc comparer les stratégies multiniveaux lorsque le transfert est basé sur le hessien
exact (section 4.2.2) ou lorsqu’il est basé sur le hessien géométrique (section 4.2.3).
Dans les expérimentations qui suivent on adopte les notations suivantes pour identifier les méthodes :
– simple niveau : SL
– multiniveau avec transfert « élévation du degré » : MLY
– multiniveau avec transfert « réorganisation du spectre » : MLZ
– multiniveau avec transfert « algébrique » : MLO
Pour les stratégies MLZ et MLO on précisera si le hessien est exact (Optique Physique, noté H) ou
géométrique (noté Hg). Les paramètres sont donnés dans le Tableau 4.3.
Fréquence f = 7.0GHz
Paramétrisation Bernstein
Hiérarchie n = 4− 7− 10− 13− 16− 19− 21− 22− 25
Cycle dents de scie (Figure 4.22)
Relaxation CG, ν = 2
Nombre maximal de cycles 100
TAB. 4.3 – Paramètres de l’algorithme multiniveau.
Les résultats en terme de convergence de la fonction coût sont représentés à la Figure 4.24 : à gauche
(a) les sous-espaces de correction sont mis à jour par le calcul des vecteurs propres du hessien exact ; à
droite (b) les sous-espaces de correction sont donnés par les vecteurs propres du problème géométrique.
On donne également dans le Tableau 4.4 les valeurs de la fonction coût normalisée obtenus au bout de
100 cycles, ce qui correspond environ à 2000 évaluations de la fonction coût pour la stratégie à un seul
niveau.
Globalement il apparaît que les stratégies multiniveaux Z et O sont plus efficaces que la stratégie à
un seul niveau ou que la stratégie multiniveau Y. Ces résultats sont en accord avec ceux obtenus pour
le problème modèle géométrique. Par ailleurs, lorsque les sous-espaces de correction sont définis par les
espaces propres du hessien exact, les stratégies Z et O sont les plus performantes en terme de convergence
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itérative. Cependant on n’a pas représenté le coût du calcul du hessien. En ce sens, si la version géomé-
trique des stratégies Z et O est moins efficace en terme de taux de convergence, elle est moins coûteuse
en temps de calcul. On garde toutefois en tête que si le temps de calcul est un facteur important, c’est
bien la convergence qui nous intéresse,
SL ML Y ML Z ML O
H Hg H Hg
0.92919 0.93672 0.84471 0.86765 0.85038 0.86959
TAB. 4.4 – Performance au bout de 100 cycles, soit environ 2000 évaluations de la fonction coût.
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FIG. 4.24 – Évolution de la performance en fonction du nombre d’évaluations de la fonction coût. La relaxation est
réalisée par une méthode de CG.
On modifie désormais la méthode de relaxation (voir Tableau 4.5) : on utilise une méthode de quasi-
Newton (QN) BFGS. On compare la stratégie SL avec la stratégie ML Z. D’après la convergence de la
fonction coût (cf. Figure 4.25a), les stratégies SL et ML Z basée sur le hessien exact semblent aboutir à la
même valeur optimale au bout de 500 évaluations de fonction coût (J∗ ≈ 0.70). La version géométrique
de la stratégie multiniveau est moins performante. En d’autres termes la stratégie multiniveau n’apporte
pas d’amélioration supplémentaire au préconditionnement BFGS (on ne représente pas de résultats avec
la méthode MLO, les résultats étant sensiblement les mêmes).
Enfin, si on change la paramétrisation de Bernstein par celle de Legendre, la convergence est encore
plus rapide (convergence en moins de 300 itérations) et plus précise (J∗ ≈ 0.63, cf. Figure 4.25b).
On rappelle que la base de Legendre est mieux conditionnée du point de vue du problème purement
géométrique (voir la Figure 3.26).
Fréquence f = 7.0GHz
Paramétrisation Bernstein / Legendre
Hiérarchie n = 4− 7− 10− 13− 16− 19− 21− 22− 25
Cycle dents de scie (Figure 4.22)
Relaxation QN, ν = 2
Nombre maximal de cycles 100
TAB. 4.5 – Paramètres de l’algorithme multiniveau.
En résumé, on compare à la Figure 4.26 la convergence des principales stratégies : simple niveau avec
la méthode du Gradient Conjugué dans la paramétrisation de Bernstein, multiniveau avec relaxation par
Gradient Conjugué, et simple niveau avec la méthode de quasi-Newton BFGS dans les paramétrisations
de Bernstein et Legendre. Il apparaît que dans le contexte d’une stratégie itérative du Gradient Conjugué,
les méthodes multiniveaux améliorent le taux de convergence pourvu que les sous-espaces soient correc-
tement choisis (MLZ ou MLO). Cependant, la méthode de quasi-Newton est un bon préconditionneur
pour lequel les stratégies multiniveaux n’ont pas d’influence supplémentaire.
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FIG. 4.25 – Évolution de la performance en fonction du nombre d’évaluations de la fonction coût. La relaxation est
réalisée par la méthode de QN BFGS.
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FIG. 4.26 – Convergence des principales stratégies.
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On représente les diagrammes et les formes obtenus à convergence des méthodes simple niveau QN
pour chaque paramétrisation sur les Figures 4.27 et 4.28 respectivement. La différence maximale de la
puissance rayonnée dans la zone [−60◦ 60◦] par la forme initiale est de -4.5 db (cf. Figure 4.23b). Après
optimisation de la forme du réflecteur elle est de -3 db (Bernstein) et de -2.5 db (Legendre). Ce résultat
est cependant à relativiser du point de vue de la physique étant donné que les formes, très irrégulières, ne
satisfont plus les hypothèses d’approximation du champ par le modèle d’Optique Physique. Les résultats
pertinents de cette expérience se rapportent essentiellement à la convergence numérique des stratégies
multiniveaux proposées dans le contexte d’un problème modèle complexe non-linéaire.
On cherche désormais à confirmer ces résultats dans le cadre physique d’une analyse par le modèle
de Maxwell. Seule la stratégie « géométrique » est considérée puisque nous n’avons pas d’autre approxi-
mation que celle fournie par un calcul de différences finies et qui serait trop coûteuse en temps de calcul.
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FIG. 4.27 – Diagrammes à convergence des algorithmes SL QN dans les paramétrisations de Bernstein et Legendre.
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FIG. 4.28 – Formes convergées des algorithmes SL QN dans les paramétrisations de Bernstein et Legendre.
Optimisation d’une d’antenne en directivité
On reprend le problème d’optimisation de la section 4.3.3. Le forme initiale est donnée par l’algo-
rithme MPSO dans la paramétrisation de Bézier de degré 15 sur le niveau fin. La forme est régulière et le
diagramme proche de la cible mais pas encore satisfaisant (cf. Figure 4.29). On conduit une expérimen-
tation numérique de l’ensemble des stratégies multiniveaux locales.
Trois paramétrisations sont considérées : Bézier-Bernstein et B-spline d’ordre 4 dans une formulation
FFD classique (cf. section 2.2.5), et B-spline d’ordre 4 dans une formulation de déformation normale (cf.
section 2.2.6).
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FIG. 4.29 – Configuration initiale de l’antenne en vue de l’optimisation du diagramme par une méthode multiniveau.
Dans la base des fonctions B-splines, ni l’opérateur d’élévation du degré ni celui d’insertion de nœuds
n’a été considéré. Ainsi, seule la stratégie multiniveau de type « algébrique » (MLO) est expérimentée.
L’avantage de cette méthode est de créer une hiérarchie de paramétrisations emboîtées à partir d’une
paramétrisation quelconque. Toutefois, le terme « algébrique » peut paraître inapproprié puisqu’on ne
dispose pas du hessien exact. Les sous-espaces de correction sont les sous-espaces propres du problème
géométrique, utilisant de ce fait l’argument géométrique de la stratégie, à savoir que ce sont les modes de
haute fréquence dont la convergence est la plus lente.
On considère un cycle en dents de scie comme illustré sur la Figure 4.22, sans mise à jour du hessien
ni convergence complète sur le niveau le plus bas. Les dimensions des sous-espaces sont données dans le
Tableau 4.6. En général, la relaxation est réalisée par la méthode du Gradient Conjugué. Cependant, dans
la paramétrisation de déformation normale, seule une relaxation par la méthode de plus grande descente
a un sens (cf. section 2.2.6). Le nombre d’itérations de relaxation est fixé à ν = 2. Enfin, lorsque cela
sera possible, on comparera les résultats des stratégies multiniveaux avec celui d’une stratégie à un seul
niveau et la méthode de quasi-Newton (c-à-d dans le cas des paramétrisations classiques).
Hiérarchie de la dimension des sous-espaces
Bernstein 6→ 9→ 12→ 15→ 16→ 18→ 21→ 24
B-spline 3→ 6→ 9→ 12→ 15→ 16→ 18→ 21→ 24→ 27→ 30
TAB. 4.6 – Dimensions des hiérarchies de paramétrisations.
En résumé, on trouve dans le Tableau 4.7 l’ensemble des stratégies expérimentées selon la paramétri-
sation et les méthodes de relaxation correspondantes.
SL ML Y ML Z ML O
Bernstein CG QN CG CG CG
B-spline CG QN CG
B-spline, normal SD SD
TAB. 4.7 – Résumé des expériences numériques réalisées.
Paramétrisation classique – Bernstein La convergence de la fonction objectif est représentée à la
Figure 4.30. L’allure des courbes de convergence est conforme aux résultats précédents : les stratégies
multiniveaux O et Z améliorent le taux de convergence par rapport à la stratégie sur le seul niveau fin
(au bout de 400 évaluations de la fonction coût, la performance est meilleure) ; la stratégie multiniveau Y
converge plus lentement. Enfin, la stratégie QN est la plus efficace.
Les améliorations relatives sont toutefois assez faibles : par rapport à la forme initiale, le critère est ré-
duit de 2.0% par la méthode simple niveau, de 1.5% par la méthode Y, et d’environ 2.5% par les méthodes
Z et O. Ce résultat se retrouve dans les diagrammes (cf. Figure 4.31) et les formes (cf. Figure 4.32) : les
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FIG. 4.30 – Évolution de la fonction coût – Bernstein
diagrammes ne sont pas discernables entre eux, ni avec le diagramme initial ; les déformations de la stra-
tégie à un seul niveau et de la méthode Y sont identiques, celles des méthodes Z et O comportent plus de
modes de haute fréquence.
Le problème est rendu extrêmement raide par une paramétrisation mal conditionnée. Même la mé-
thode QN semble peu efficace, qui, à convergence au bout de 75 itérations, améliore de moins de 4%
le critère initial. Il est probable que la solution obtenue soit un minimum local ou que le gradient ne
soit pas assez précis dans cette paramétrisation. Pour le vérifier, on réalise la même expérience avec la
paramétrisation B-spline d’ordre 4, mieux conditionnée d’un point de vue géométrique.
Paramétrisation classique – B-spline La convergence de la fonction objectif est représentée sur la
Figure 4.33, les diagrammes sur la Figure 4.34 et les formes sur la Figure 4.35. Au bout de 400 évaluations
la stratégie à un seul niveau améliore de 30.0% le critère initial avec la méthode du Gradient Conjugué.
Encore une fois, la stratégie multiniveau ML O est plus efficace : elle atteint la même performance en
200 évaluations (soit deux fois moins d’effort de calcul) et elle améliore de 37.5% le critère initial en 400
évaluations. Enfin, la méthode de quasi-Newton est la plus efficace : elle converge en 200 évaluations et
améliore le critère initial de 50.0%.
Même avec une paramétrisation bien conditionnée la méthode multiniveau s’avère avantageuse dans
le contexte d’un optimiseur de type CG. Dans l’expérience suivante où la déformation est normale à la
méridienne, la méthode de quasi-Newton ou du Gradient Conjugué n’a pas de sens. La relaxation est
effectuée par une méthode de plus grande descente.
Paramétrisation normale – B-spline La convergence de la fonction objectif est représentée sur la Fi-
gure 4.36, les diagrammes sur la Figure 4.37 et les formes sur la Figure 4.38. Des courbes de convergence
similaires à celle de la paramétrisation classique sont obtenues. Au bout de 400 évaluations la stratégie à
un seul niveau améliore de 31.5% le critère initial. La stratégie multiniveau ML O est également efficace :
elle permet d’atteindre cette performance en 160 évaluations et elle améliore de 38.0% le critère initial
en 400 évaluations.
4.4. ALGORITHMES HIÉRARCHIQUES EN OPTIMISATION LOCALE 127
-60
-50
-40
-30
-20
-10
 0
-180 -120 -60  0  60  120  180
n
o
r
m
a
li
ze
d 
po
we
r 
(d
b)
theta (degree)
E plane
H plane
(a) SL CG
-60
-50
-40
-30
-20
-10
 0
-180 -120 -60  0  60  120  180
n
o
r
m
a
li
ze
d 
po
we
r 
(d
b)
theta (degree)
E plane
H plane
(b) ML Y
-60
-50
-40
-30
-20
-10
 0
-180 -120 -60  0  60  120  180
n
o
r
m
a
li
ze
d 
po
we
r 
(d
b)
theta (degree)
E plane
H plane
(c) ML O
-60
-50
-40
-30
-20
-10
 0
-180 -120 -60  0  60  120  180
n
o
r
m
a
li
ze
d 
po
we
r 
(d
b)
theta (degree)
E plane
H plane
(d) ML Z
-60
-50
-40
-30
-20
-10
 0
-180 -120 -60  0  60  120  180
n
o
r
m
a
li
ze
d 
po
we
r 
(d
b)
theta (degree)
E plane
H plane
(e) SL QN
FIG. 4.31 – Diagrammes obtenus à convergence ou au bout de 400 évaluations de la fonction coût – Bernstein
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FIG. 4.32 – Formes convergées : représentation de la déformation du réflecteur initial – Bernstein
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FIG. 4.33 – Évolution de la fonction coût – B-spline
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FIG. 4.34 – Diagrammes obtenus à convergence ou au bout de 400 évaluations de la fonction coût – B-spline
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FIG. 4.35 – Formes convergées : représentation de l’antenne (a-c-e) et de la déformation du réflecteur initial (b-d-f)
– B-spline
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FIG. 4.36 – Évolution de la fonction coût – B-spline, FFD normale
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FIG. 4.37 – Diagrammes obtenus au bout de 400 évaluations de la fonction coût – B-spline, FFD normale
-300
-200
-100
 0
 100
 200
 300
-200 -100  0  100  200  300  400  500
(a) SL SD
-300
-200
-100
 0
 100
 200
 300
-200 -100  0  100  200  300  400  500
(b) ML O
FIG. 4.38 – Formes convergées : représentation de l’antenne – B-spline, FFD normale
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Conclusion
Dans le chapitre précédent on a développé des stratégies multiniveaux pour traiter un problème mo-
dèle d’optimisation de forme. Dans cette section on a étendu ces stratégies pour le traitement de problèmes
complexes. Des applications à la conception optimale d’antenne ont été réalisées. On a motivé nos choix
algorithmiques en mettant en relation le problème modèle géométrique et le problème physique. Cela
nous a permis de proposer une simplification des opérateurs de transfert basée sur une notion purement
géométrique et non plus algébrique. Plus précisément, on a exploité le fait que les modes de haute fré-
quence convergent lentement. Puis on a abordé la résolution du problème en deux étapes : l’approche
globale suivie de l’approche locale.
Dans la première phase on a vu qu’une stratégie d’enrichissement progressif de la paramétrisation
permettait d’accroître la robustesse de l’algorithme semi-stochastique PSO et que les formes convergées
étaient plus régulières. La spécificité de l’algorithme PSO dans cette stratégie vient du fait que l’infor-
mation transmise par élévation du degré de la mémoire globale (c’est-à-dire du meilleur candidat sur un
espace donné) est conservée et reste intacte sur le niveau supérieur ; au contraire, dans le cadre d’un al-
gorithme génétique, il semble que l’information transmise par élévation du degré du meilleur individu est
altérée ou « diluée » au cours des itérations (générations) par croisement et mutation (voir par exemple
les tests effectués dans [3]).
Dans la deuxième phase on a vu qu’une stratégie s’inspirant des méthodes multigrilles et prenant
en compte la non-linéarité du gradient de la fonction objectif permettait d’accélérer la convergence de
méthodes de descente, pourvu qu’un transfert adéquat soit utilisé. Toutefois, l’intérêt de l’approche mul-
tiniveau locale ne paraît pas significatif devant l’efficacité du préconditionnement par une méthode de
quasi-Newton.
Cela étant dit, les remarques suivantes peuvent être faites :
– dans les cas traités, la dimension de l’espace de recherche n’excède pas 30 d.d.l., ce qui reste rai-
sonnable pour une stratégie quasi-Newton ; or, lorsque le nombre de d.d.l. augmente, les stratégies
quasi-Newton s’avèrent coûteuses en mémoire et en temps (la matrice quasi-hessienne doit être
gardée en mémoire et un système linéaire par itération doit être résolu) ; alternativement il existe
des versions à mémoire limitée (LM-BFGS) [73, 71]. Il faudrait donc comparer ces méthodes aux
stratégies multiniveaux sur des problèmes où la géométrie est complexe (3D).
– dans la mesure où la géométrie est déformée par un champ normal, les stratégies multiniveaux res-
tent pertinentes puisque les méthodes de quasi-Newton ou du Gradient Conjugué n’ont pas de sens ;
par analogie aux méthodes quasi-Newton on peut également envisager de formuler un précondition-
nement du gradient en prenant en compte les variations des champs de vitesse de déformation entre
deux itérations.
– si on ne connaît pas le gradient, ce qui est souvent le cas dans le cadre de la conception optimale
de systèmes gouvernés par des EDP puisque son calcul n’est pas trivial, alors les stratégies multi-
niveaux pourraient améliorer les algorithmes de type simplexe qui s’apparentent à des méthodes de
descente sans gradient.
Par ailleurs, on rappelle que l’on a traité les problèmes de multimodalité et de conditionnement dans
deux contextes séparés. Il serait judicieux de traiter ces deux problèmes dans un même processus, hybride,
tout en exploitant les différentes représentations hiérarchiques de la géométrie. À la vue des résultats
précédents, on propose un schéma multiniveau de type FMG pour l’optimisation de forme paramétrique
où l’on combinerait les techniques développées précédemment dans un même algorithme :
– en utilisant l’élévation du degré classique pour la robustesse dans un schéma d’enrichissement
progressif ;
– en utilisant les opérateurs de transfert comme filtre passe-haut et un schéma en V ou en dent de scie
pour la vitesse de convergence.
Dans un premier temps on résout complètement le problème sur le niveau grossier. Puis l’espace de re-
cherche est enrichi pour raffiner l’approximation obtenue. Pour améliorer la convergence sur ce niveau on
applique un schéma de correction de telle sorte que la grille grossière soit un espace « haute fréquence »
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(méthode MLZ ou MLO). De nouveau l’espace de recherche est enrichi (au moyen d’un opérateur clas-
sique de prolongement). Enfin, un schéma de correction haute fréquence est appliqué. On illustre cet
algorithme à la Figure 4.39 où on note [ր] l’opérateur d’élévation classique et [ ], [  ] les opérateurs
de restriction et de prolongement haute fréquence respectivement.
fin  
ր   
moyen   # #
ր     
grossier    
FIG. 4.39 – schéma FMG à trois niveaux de paramétrisation pour l’optimisation : les symboles pleins ( et  )
correspondent à des phases de correction complète, les symboles vides ( et #) à des phases de relaxation. Les (
et ) sont des espaces d’enrichissement et les (# et  ) des sous-espaces « haute fréquence ».
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À une fréquence donnée correspond un canal de transmission. Le canal ou régime de fonctionnement
d’une antenne est imposé par le contexte d’utilisation (télévision, radio, application militaire, etc.). En
général une antenne n’est pas conçue pour transmettre des informations à un régime unique ; au contraire
on cherche à la rendre efficace pour un ensemble de fréquences. On cherche alors à résoudre un problème
d’optimisation dit multipoint qui est un cas particulier de l’optimisation multicritère. On propose dans
ce chapitre une méthode hiérarchique sur les fréquences de fonctionnement pour l’optimisation d’une
antenne sur une bande de fréquence.
135

5.1. GÉNÉRALITÉS SUR L’OPTIMISATION MULTICRITÈRE 137
5.1 Généralités sur l’optimisation multicritère
Dans cette section on rappelle les concepts fondamentaux de l’optimisation multicritère ou multiob-
jectif (MOP pour Multiobjective Optimization Problem dans la littérature anglophone) ainsi que les prin-
cipales stratégies de résolution. Pour une étude rigoureuse de la formulation et des résultats de caracté-
risation dans le cas différentiable on renvoie à l’ouvrage [67]. On se concentre ici sur les méthodes qui
se rapportent à la notion d’optimalité au sens de Pareto. Dans le chapitre suivant on abordera une autre
manière de traiter un problème multicritère en faisant appel aux stratégies de jeux.
5.1.1 Formulation d’un problème d’optimisation multicritère
Soit N fonctions objectifs Ji : F ⊂ Rn → R. On considère le problème
min
x
{
J1(x), J2(x), . . . , JN (x)
}
t.q. x ∈ F
(5.1)
où x est le vecteur de conception et F ⊂ Rn désigne l’espace admissible (éventuellement défini par un
ensemble de contraintes d’égalité et/ou d’inégalité). Le sens du problème (5.1) est de minimiser simulta-
nément tous les critères. Lorsque cela n’est pas possible, c’est qu’il existe un conflit entre au moins deux
critères, on cherche alors à réaliser un « bon » compromis. Pour formaliser ce compromis, on introduit les
concepts de Pareto qui reposent sur la relation d’ordre multicritère de dominance.
5.1.2 Optimalité au sens de Pareto
On désigne par x et y deux points de l’espace admissible de conception. On note J(x) =
(J1, . . . , JN )
T le vecteur de performance.
Définition 5.1. On dit que J(x) domine J(y) (noté J(x) 4 J(y)) si x est au moins aussi performant
que y pour tous les critères et strictement plus performant pour au moins un critère, c-à-d si
∀j ∈ {1, . . . , N} Jj(x) ≤ Jj(y)
et
∃i ∈ {1, . . . , N} Ji(x) < Ji(y)
(5.2)
Définition 5.2. L’ensemble de Pareto est formé des vecteurs de conception x tels que J(x) est non-
dominé. Autrement dit, x appartient à l’ensemble de Pareto si pour tout y ∈ F on a J(y) 64 J(x),
c-à-d
∃i ∈ {1, . . . , N} Ji(x) < Ji(y)
ou
∀j ∈ {1, . . . , N} Jj(x) ≤ Jj(y)
(5.3)
On dit alors que x est Pareto-optimal.
Définition 5.3. Le front de Pareto est l’ensemble des vecteurs J(x) donné pour tout x de l’ensemble de
Pareto (l’image par J de l’ensemble de Pareto).
On illustre à la Figure 5.1 la notion de dominance et d’ensemble non dominé pour un problème
bicritère. À la Figure 5.2 on illustre le fait que le front de Pareto est borné par les minima de chacun des
critères lorsqu’ils existent.
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(a) zone de dominance de la performance •
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(b) performance • des vecteurs de l’ensemble non dominé
FIG. 5.1 – Dominance : on considère un ensemble de vecteurs de conception x pour lesquels on évalue les fonctions
objectifs J1 et J2. Chaque vecteur de performance (J1(x), J2(x))T est représenté par un point dans l’« espace
objectif » (R2). À la Figure (a) on se place du point de vue de la performance • : elle domine toutes les performances
•, les points • sont plus performants par rapport au critère J2 et les points • par rapport au critère J1. À la Figure
(b) on a identifié toutes les performances • non dominées.
J1
J2
J(x∗1) =
(
J∗1
J2(x
∗
1)
)
J(x∗2) =
(
J1(x
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J∗2
)
FIG. 5.2 – Exemple de front de Pareto pour deux critères : les minimums globaux J∗1 et J∗2 sont atteints en x∗1 et x∗2
respectivement (supposés uniques). Les performances J(x∗1) et J(x∗2) ne peuvent pas être dominées et forment donc
les extrémités du front.
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5.2 Méthodologies d’optimisation multicritère
Avec la notion d’optimalité de Pareto on a défini un critère mathématique de compromis. Sans critère
supplémentaire, on est incapable de distinguer la qualité des points du front puisqu’ils sont tous mutuel-
lement plus performants pour au moins un critère. La décision du choix d’un concept parmi l’ensemble
non dominé reste en suspens. Si on prend en compte le problème compromis+décision, [97] propose une
classification (d’après Fonseca et Fleming) des techniques de résolution d’un problème MO selon que la
décision précède, interagit, ou suit la procédure d’optimisation.
Parmi les techniques où la décision précède l’optimisation, on considère classiquement des techniques
d’agrégation comme une combinaison linéaire des fonctions objectifs (en particulier une combinaison
convexe) ou une formulation minmax. La décision précède l’optimisation dans la mesure où le choix
a priori des coefficients ou de la forme minmax détermine un critère dont on recherche le minimum
global supposé unique. D’autres méthodes font appel explicitement à un cahier des charges en terme de
valeurs cibles. On cherche alors à minimiser la fonction qui mesure l’écart à la cible dans l’espace des
objectifs (par exemple goal programming [23] ou goal attainment [24]). En ce qui concerne les méthodes
interactives, que l’on n’abordera pas ici, on réfère le lecteur à [15]. Enfin, la dernière classe de méthodes
(et la plus populaire) consiste à rechercher en premier lieu une estimation du front de Pareto et de laisser
le problème de décision à une procédure ultérieure.
5.2.1 Optimisation d’une combinaison convexe des objectifs
Soit le critère
Jc(x)
def.
=
N∑
i=1
wiJi(x) tel que
N∑
i=1
wi = 1 et ∀i wi ≥ 0 (5.4)
où la valeur des coefficients reflète l’importance relative que l’on attribue à chaque critère Ji. La réso-
lution du problème multiobjectif consiste alors à minimiser (5.4) à l’aide d’une méthode d’optimisation
classique.
Pour une combinaison donnée, le point optimal de Jc est nécessairement Pareto-optimal. Cependant,
l’ensemble des points Pareto-optimaux obtenus par minimisation de toutes les combinaisons convexes
ne décrit pas l’ensemble de Pareto dans le cas général. En particulier, on montre que si le front n’est
pas convexe alors certains points du front ne sont pas atteignables. Il est donc difficile de choisir le jeu
de coefficients wi qui assure que la performance obtenue à convergence d’un algorithme d’optimisation
satisfasse le cahier des charges préalablement établi. Toutefois, on verra que cette formulation a un sens
particulier dans le contexte d’un problème d’optimisation multipoint.
5.2.2 Minimisation du pire des cas
Une autre stratégie d’optimisation multicritère consiste à minimiser le maximum des performances
individuelles :
J∞(x) = max
i=1,...,N
Ji(x) (5.5)
On assure ainsi que toutes les performances sont bornées par la performance obtenue à convergence de
l’algorithme. L’inconvénient majeur de cette méthode vient du fait que ce critère n’est pas différentiable
et qu’il ne se prête donc pas aux méthodes de descente.
5.2.3 Recherche de front de Pareto
La majorité des algorithmes de recherche de front de Pareto fait appel aux Algorithmes Évolution-
naires (Multiobjective Evolutionary Algorithms, MOEA1). Le processus général consiste à guider la re-
1Une liste bibliographique régulièrement mise à jour concernant les algorithmes de type MOEA est tenue par Coello à l’adresse
suivante : http://www.lania.com.mx/~ccoello/EMOO/EMOObib.html.
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cherche vers le front de Pareto tout en assurant la diversité des individus et une répartition uniforme
des performances sur le front. Pour cela on dispose d’un système de notation ou d’affection d’un rang
(ranking) en relation avec le front de Pareto. La manière la plus simple revient à affecter le rang 0 aux
individus dont la performance n’est pas dominée et 1 aux autres. Des systèmes de notation plus élaborés
sont souvent utilisés. Par exemple, Goldberg propose de considérer une succession de fronts en incré-
mentant le rang que l’on affecte aux points non dominés de la population à laquelle on a supprimé les
éléments de rang inférieur. Fonseca et Fleming proposent un rang affecté à chaque élément de la popula-
tion qui correspond au nombre de points dont la performance domine l’élément considéré (les points non
dominés sont alors de rang 0).
Parmi les algorithmes les plus répandus on trouve les suivants (par ordre chronologique) :
– Niched Pareto Genetic Algorithm (NPGA) [51]
– Nondominated Sorting in Genetic Algorithm (NSGA) [92]
– Multiobjective Genetic Algorithm (MOGA) [44]
– Strength Pareto Evolutionary Algorithm (SPEA) [103]
Remarque On réfère généralement le premier MOEA au Vector Evaluated Genetic Algorithm (VEGA) [83]. Cette
méthode ne fait toutefois pas appel aux notions de Pareto. Elle consiste dans un premier temps à diviser la population
en autant de groupes qu’il y a d’objectifs. Les individus sont alors notés selon l’objectif attribué au groupe auquel
ils appartiennent. Les meilleurs individus de chaque groupe sont sélectionnés puis croisés pour former une nouvelle
génération, formant ainsi un brassage des objectifs.
5.2.4 Cas particulier de l’optimisation multipoint
Jusqu’à présent on s’est intéressé à l’optimisation d’une antenne dont le régime harmonique a été fixé
à une fréquence donnée f∗. On a cherché à minimiser une fonction coût du type
J (S, f∗) = F (u(S, f∗)) (5.6)
où u(S, f∗) est le champ rayonné par S à la fréquence f∗ et F une fonctionnelle champ rayonné (direc-
tivité, écart quadratique de la puissance, coefficient de réflexion, etc.).
Soit désormais la bande de fréquence If = [f∗ − 12∆f ; f∗ + 12∆f ]. Si l’application J est différen-
tiable par rapport à f sur If , on peut naturellement chercher à minimiser
min
S
J (S, f∗) + α |∂fJ (S, f∗)| (5.7)
où α est un coefficient de normalisation, c-à-d, on cherche à minimiser à la fois la fonctionnelle J à
une fréquence donnée ainsi que les variations de J du premier ordre par rapport à ce paramètre. Tou-
tefois, ce formalisme correspond davantage à l’optimisation robuste et reste valide tant que l’intervalle
If est « petit » (la notion de « petit » étant liée à l’ordre de grandeur des variations du second ordre).
Dans notre cas on sera amené à considérer de grands intervalles de fonctionnement. Alternativement, on
adopte des stratégies dites multipoints où l’intervalle If est échantillonné en N points de fonctionnement
f1, f2, . . . , fN et à partir desquels on définit N critères Ji(S) def.= Ji(S, fi) à minimiser simultanément.
En ce sens l’optimisation multipoint est un cas particulier de l’optimisation multicritère.
Minimisation en moyenne
Classiquement, on cherche à ce que la performance moyenne sur If soit minimisée, soit
J¯ (S) = 1
∆f
∫
If
J (S, f)df ≈ 1
∆f
∑
i
wiJ (S, fi) (5.8)
où les wi sont les poids de quadrature affectés aux fréquences fi. Cette approche revient donc à minimiser
une combinaison convexe (5.4) des performances individuelles puisque les poids wi sur If satisfont
nécessairement
∑
i wi = ∆f .
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Remarque On peut également se baser sur une formulation en norme Lp en augmentant progressivement p pour
se rapprocher de la norme max tout en gardant la différentiabilité de la fonction coût
J (S) =
X
i
wiJ (S, fi)
p
p ≥ 2 (5.9)
Cette méthode a été utilisée dans [10].
5.3 Méthode hiérarchique sur les points de fonctionnement
Dans cette section on propose une stratégie d’optimisation multipoint dans laquelle une hiérarchie des
points de fonctionnement est utilisée. On cherche à résoudre le problème multicritère au sens d’une mini-
misation en moyenne. La stratégie hiérarchique consiste à raffiner progressivement le calcul de quadrature
de la fonctionnelle (5.8).
5.3.1 Description du cas-test
On considère un problème inverse en directivité où D˜ est une directivité idéale constante sur l’inter-
valle θ ∈ [−60◦; 60◦] et nulle ailleurs (voir Figure 5.3). On cherche à minimiser l’écart quadratique entre
la directivité réelle et la directivité idéale
J(x) =
1
2
∫
S2
(
D(x, xˆ)− D˜(xˆ)
)2
dS2 (5.10)
sur la bande de fréquence If = [f∗ − 12∆f ; f∗ + 12∆f ] où f∗ = 7.133333 GHz et ∆f = 1.0 GHz.
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(a) géométrie initiale : guide d’onde et réflecteur.
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FIG. 5.3 – Configuration initiale de l’antenne à optimiser : le guide d’onde est de section uniforme et le réflecteur
est un paraboloïde défocalisé ; le diagramme est évalué à la fréquence f∗ = 7.133333 GHz.
La cible est une distribution idéale de la directivité qui en réalité n’est pas atteignable : ce problème
est mal posé. En pratique, on considère qu’un diagramme est satisfaisant si la différence entre la puissance
rayonnée dans la zone où l’on cherche à uniformiser le diagramme et la puissance maximale atteinte en
θmax n’excède pas 3 db (c-à-d une division de la puissance par 2). L’angle θ3db correspond à l’angle à
partir duquel la puissance est inférieure à 3 db. On cherche donc à obtenir un diagramme tel que θ3db =
60◦. En plus de mesurer l’angle à 3 db pour les plans E et H on considère le plan de polarisation normale
(ou plan N) d’après la 3e définition de Ludwig [60]. En cherchant à uniformiser le diagramme on cherche
à minimiser l’amplitude des oscillations (la fonctionnelle (5.10) pénalise les variations du diagramme).
On mesure donc l’amplitude maximale ∆P en db de ces oscillations sur le plan N.
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5.3.2 Diagramme initial sur une bande de fréquence
En anticipant sur la suite, évaluons les diagrammes de rayonnement de la forme initiale en quatre
fréquences de If . Ces diagrammes sont représentés à la Figure 5.4. D’un point de vue qualitatif, le dia-
gramme cible est très éloigné des diagrammes de la forme initiale : la puissance entre 40◦ et 60◦ est
d’environ -20 db par rapport à la puissance maximale.
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FIG. 5.4 – Diagrammes de rayonnement de l’antenne initiale évalués en quatre fréquences de fonctionnement uni-
formément réparties sur If .
5.3.3 Conception optimale à une fréquence
Dans un premier temps on conduit une expérimentation numérique d’optimisation à une fréquence
donnée. Une première phase d’optimisation est réalisée par la méthode MPSO. L’approximation obtenue
est améliorée par une phase d’optimisation de descente de type quasi-Newton BFGS. On impose comme
contrainte la continuité du réflecteur au niveau de l’axe de symétrie. La fréquence de fonctionnement est
fixée à f∗.
Phase d’optimisation robuste – MPSO
Les paramètres sont donnés dans le Tableau 5.1. La convergence de l’algorithme est illustrée à la
Figure 5.5 et la configuration de l’antenne à convergence est donnée à la Figure 5.6
À première vue, le diagramme de rayonnement des plans E et H semble satisfaisant : la différence
maximale de puissance dans l’intervalle [−60◦; 60◦] est de l’ordre de 3 db. Sauf pour le plan E, l’angle
θ3db est proche de 60◦ (voir Tableau 5.2). La directivité est de 7.93 dbi.
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Fréquence f = 7.133333GHz
Paramétrisation Bernstein
Hiérarchie n = 3→ 6→ 9→ 12→ 15
Nombre d’itérations imax = 20→ 30→ 40→ 50→ 60
Nombre de particules 64
TAB. 5.1 – Paramètres de la méthode MPSO.
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FIG. 5.5 – Convergence de l’algorithme MPSO.
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FIG. 5.6 – Forme et diagramme à convergence de l’algorithme MPSO.
plan θmax (◦) θ3db (◦) ∆P (db)
E 20.0 32.0 3.12
H 0.0 58.5 1.37
N 20.5 57.5 1.51
TAB. 5.2 – Caractéristiques du rayonnement à l’issue de la phase d’optimisation robuste.
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Phase d’optimisation locale – QN-BFGS
On cherche à améliorer la performance obtenue sur la paramétrisation fine à l’aide d’un algorithme
de quasi-Newton BFGS. La convergence en terme de réduction de la fonction coût et de la norme du
gradient est illustrée à la Figure 5.7. En 50 itérations la fonctionnelle est diminuée de 14% et la norme
du gradient de 90%. La forme convergée et son diagramme de rayonnement sont illustrés à la Figure 5.8.
D’après les caractéristiques du diagramme obtenu à convergence de la procédure d’optimisation locale
(voir Tableau 5.3) l’antenne est satisfaisante. La directivité est de 7.32 dbi.
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FIG. 5.7 – Convergence de l’algorithme QN/BFGS.
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FIG. 5.8 – Forme optimisée à la fréquence f∗ et diagramme de rayonnement.
plan θmax (◦) θ3db (◦) ∆P (db)
E 50.0 56.5 1.75
H 0.0 58.5 1.68
N 50.0 58.0 0.91
TAB. 5.3 – Caractéristiques du rayonnement à l’issue de la phase d’optimisation locale.
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Qualité de la forme convergée sur la bande de fréquence
On vient de réaliser une optimisation numérique de la forme du réflecteur à une fréquence donnée.
Cela nous a permis d’obtenir une antenne qui satisfait la contrainte de qualité que l’on s’est fixée. On
évalue la performance de cette configuration sur la bande de fréquence If : pour cela on calcule les
valeurs de la fonction coût sur tout l’intervalle, puis on observe les diagrammes de rayonnement de la
forme optimisée en certains points.
On a déjà constaté à la Figure 5.4 que l’antenne initiale était mauvaise en quatre points de If . L’éva-
luation de la fonction coût sur toute la bande de fréquence confirme la mauvaise performance de cette
configuration (cf. Figure 5.9a). La Figure 5.9b montre que l’optimisation de l’antenne à une fréquence
améliore significativement la performance sur tout l’intervalle : la performance la plus mauvaise est 25
fois plus petite que la plus mauvaise des performances de l’antenne initiale. En outre, les performances
les plus mauvaises sont obtenues pour les fréquences les plus éloignées de la fréquence d’optimisation.
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FIG. 5.9 – Valeur de la fonction coût au voisinage de la fréquence d’optimisation.
Les diagrammes de la Figure 5.10 confirment ce résultat : globalement les diagrammes sont plus
proches de la cible que les diagrammes initiaux. Ceux obtenus pour des fréquences proches de la fré-
quence d’optimisation semblent satisfaisant (Figures 5.10b et 5.10c), contrairement à ceux les plus éloi-
gnés (Figures 5.10a et 5.10d). On trouve dans le Tableau 5.4 un résumé des caractéristiques du rayon-
nement. La procédure d’optimisation pour la seule fréquence f∗ peut fournir un point de départ pour
l’optimisation sur un voisinage de f∗.
fréquence (GHz) ∆P (db) plan N directivité (dbi)
6.758333 5.45 8.88
7.008333 2.01 7.36
7.258333 2.51 7.54
7.508333 5.08 10.05
TAB. 5.4 – Caractéristiques du rayonnement sur l’intervalle If à l’issue de la phase d’optimisation à une fréquence.
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FIG. 5.10 – Diagrammes de rayonnement de l’antenne optimisée à la fréquence f∗ évalués en quatre fréquences
uniformément réparties sur If .
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5.3.4 Conception optimale sur une bande de fréquence
Dans les expériences qui suivent on considère la formulation en moyenne (5.8) avec une quadrature
de Gauss-Legendre à N = 9 points. L’algorithme MPSO est appliqué à partir de la forme optimisée à
la fréquence f∗ (cf. Figure 5.8). La convergence et la forme obtenue sont illustrées à la Figure 5.11. On
évalue a posteriori les performances individuelles de la forme convergée sur un échantillon de If beau-
coup plus fin que celui de la quadrature. Elles sont comparées sur la Figure 5.12 avec les performances
individuelles de la forme optimisée à la fréquence f∗.
Il n’est pas surprenant de constater que la performance est dégradée dans un voisinage de f∗ alors
qu’elle est améliorée ailleurs. Plus précisément, la meilleure performance est dégradée d’un facteur 1.57
(à la fréquence f = f∗), alors que le pire des cas est amélioré d’un facteur 3.70 (à la fréquence f =
7.633333GHz).
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FIG. 5.11 – Convergence de l’algorithme MPSO : évolution de la fonction multicritère et forme convergée.
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FIG. 5.12 – Performance monofréquence sur If après optimisation multipoint par la méthode MPSO de la forme
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5.3.5 Méthode hiérarchique sur les fréquences
Dans la section précédente, une phase d’optimisation classique à une fréquence a été réalisée afin de
pourvoir un bon point de départ pour une optimisation multifréquence. On se demande s’il ne serait pas
plus efficace, en terme de robustesse et de temps de calcul, d’étendre cette stratégie à plusieurs niveaux
de quadrature : en s’inspirant de l’algorithme d’enrichissement progressif on propose de raffiner le calcul
de la fonction objectif multifréquence (5.8) à l’aide d’une hiérarchie de points de fonctionnement.
Dans un premier temps, sur le niveau grossier de la paramétrisation, on compare les résultats d’optimi-
sation pour plusieurs finesses de quadrature. Puis on réalise une optimisation hiérarchique en fréquence
sur ce même niveau de paramétrisation. Enfin on propose un algorithme hiérarchique à la fois sur les
points de fonctionnement et sur la paramétrisation.
Optimisations indépendantes pour plusieurs niveaux de quadrature
Soit w = maxNi=1 wi la taille (ou poids) caractéristique d’une quadrature quelconque à N points pour
l’approximation de l’intégrale d’une fonction de la variable réelle sur un intervalle. À chaque quadrature
correspond la fonction coût multicritère
J¯w(S) def.=
N∑
i=1
wiJ (S, fi) (5.11)
dont la précision d’approximation de J¯ (5.8) augmente avec le nombre de points. Lorsque N →∞ on a
w → 0 et donc J¯w → J¯ . On espère alors que le minimum approché de J¯w tende vers le minimum de J¯ .
Dans cet exercice préliminaire on réalise une série d’optimisations numériques indépendantes pour
les quadratures de Gauss à 1, 3, 5 et 9 points et sur le seul niveau grossier de la paramétrisation (n =
3). On réalise 20 itérations de PSO. Par la suite, on comparera le résultat obtenu sur le niveau fin de
la quadrature avec une méthode hiérarchique sur les fréquences. On représente sur la Figure 5.14 la
convergence de l’algorithme et sur la Figure 5.13 la performance des formes optimisées en terme de
performance individuelle sur If .
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FIG. 5.13 – Performance de la forme optimisée par une méthode PSO sur le niveau grossier de la paramétrisation.
Au bout de 20 itérations, quelle que soit la quadrature, l’algorithme PSO peine à améliorer signi-
ficativement le meilleur candidat. L’essentiel de la décroissance est réalisé en une dizaine d’itérations.
Autrement dit, avec peu de degrés de liberté (3 d.d.l.), le problème est simple à résoudre.
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FIG. 5.14 – Convergence de l’algorithme PSO pour chaque niveau de quadrature : 20 itérations suffisent pour que
l’algorithme converge sur le niveau grossier de la paramétrisation.
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Les performances des formes convergées pour 3, 5 et 9 points de quadrature semblent identiques. La
performance à un seul point de quadrature est plus mauvaise de 7.2 GHZ à 7.6 GHz mais meilleure de
6.6 GHz à 7.2 GHz. Sachant qu’une évaluation de la fonction (5.11) est d’autant plus coûteuse qu’il y a
de points, on se demande si la forme convergée à une fréquence, compte tenu de l’erreur commise sur le
calcul de l’intégrale, peut tout de même fournir une bonne approximation (de coût négligeable) pour une
optimisation à 3 points, puis 5 points et ainsi de suite.
Hiérarchie de points de fonctionnement sur le niveau grossier de la paramétrisation
On établit désormais une hiérarchie de quadrature de précision croissante à K + 1 niveaux (cf. Fi-
gure 5.15). Soit Nk le nombre de points sur le niveau k :
Nk = 2
k + 1 k = 0 . . . K (5.12)
et on note wk la taille caractéristique de la quadrature sur le niveau k. Le niveau 0 est une quadrature à
un point : le point milieu f∗.
f*
f+
f−
iterations
frequency
k = 0 1 2 3 = K
FIG. 5.15 – Illustration d’une hiérarchie de points de fonctionnement à K + 1 = 4 niveaux (1 → 3 → 5 → 9) sur
la bande de fréquence [f− f+] avec f∗ = f−+f+
2
. Les points de quadrature sont les points de Gauss.
On considère une paramétrisation de degré n fixé et les fonctionnelles paramétriques J¯wk(x) as-
sociées. La stratégie hiérarchique consiste en une suite de phases de relaxation pour la minimisation
successive des fonctionnelles paramétriques (cf. Algorithme 7).
Algorithme 7 : Optimisation multipoint avec stratégie d’enrichissement progressif
Entrées : degré fin K, concept initial x ∈ Rn
∆x
(0)
0 ← 0
pour k ← 0 à K faire
∆x(k) ← relaxation de argmin∆x J¯wk(x+∆x) à partir de ∆x(k)0
∆x
(k+1)
0 ← ∆x(k)
fin
Sorties : ∆x(K), JwK (x+∆x(K))
En guise de relaxation on réalise 10 itérations de l’algorithme PSO, ce qui revient à 10 × Nk ×
Npart évaluations de la fonction coût où Npart est le nombre de particules constituant l’essaim. On
représente à la Figure 5.16a la performance obtenue à chaque niveau de quadrature. À la Figure 5.16b
on compare la performance obtenue avec la méthode hiérarchique et celle obtenue avec directement 9
points de quadrature. Il est clair que la méthode hiérarchique est plus efficace : toutes les performances
individuelles sont améliorées.
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FIG. 5.16 – Performance globale de la méthode d’enrichissement progressif en fréquence sur le niveau grossier de
paramétrisation.
On représente à la Figure 5.17 la convergence en terme d’évolution de la fonction coût. On remarque
que :
– le nombre d’itérations de relaxation est plus grand pour la méthode hiérarchique (Figure 5.17a) ;
cependant les itérations sur les niveaux grossiers de quadrature sont peu coûteuses relativement
au niveau fin ; à nombre égal d’évaluations de fonction coût, la méthode hiérarchique est plus
performante (Figure 5.17b) ;
– en général il n’y a pas continuité des performances lorsque l’on passe d’un niveau de quadrature à
un autre (sinon cela voudrait dire qu’une quadrature de degré k est aussi précise qu’une quadrature
de degré k + 1) ; en ce sens les problèmes grossiers ne sont pas consistants avec le problème
fin ; toutefois, le saut de la performance entre deux niveaux diminue lorsque le nombre de points
augmente (l’erreur commise dans le calcul de l’intégrale diminue).
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FIG. 5.17 – Évolution de la fonction coût des méthodes classique et d’enrichissement progressif en fréquence sur le
niveau grossier de paramétrisation.
Stratégie d’enrichissement progressif de la paramétrisation et de la quadrature
Sur le niveau grossier de paramétrisation, une méthode de raffinement du calcul de la fonction coût
à l’aide d’une hiérarchie de points de fonctionnement nous a fourni une géométrie plus performante
qu’avec une stratégie à un seul niveau de quadrature. En comparaison avec la performance obtenue sur
le niveau fin de paramétrisation et de quadrature (cf. Figure 5.12) la performance globale est toutefois
encore loin d’être satisfaisante. Il nous faut donc raffiner la déformation du réflecteur : la forme obtenue
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sur le niveau grossier est choisie comme point de départ pour l’optimisation sur un niveau intermédiaire
de paramétrisation.
Comme pour la paramétrisation grossière, on propose d’appliquer le même processus hiérarchique en
fréquence sur ce niveau de paramétrisation dans le but de fournir une forme initiale performante pour le
niveau suivant, et ainsi de suite jusqu’au niveau fin. L’ensemble de cette procédure hiérarchique d’enri-
chissement progressif en fréquence et en paramétrisation conduit à l’Algorithme 8 illustré à la Figure 5.18.
Algorithme 8 : Stratégie d’enrichissement progressif : paramétrisation et quadrature
Entrées : degré fin de quadrature K, hiérarchie de paramétrisations n1 < n2 < · · · < nM
elevation : routine d’élévation du degré pour la paramétrisation considérée
mfreq : routine de relaxations successives sur une hiérarchie de quadrature (Algorithme 7)
imax : nombre d’itérations de relaxation
// Initialisation sur le niveau grossier
x(1) ← 0 ∈ Rn1
// Enrichissement de la paramétrisation
pour i = 1 à M faire
// Enrichissement de la quadrature
∆x(i) ← mfreq(K,x(i), imax)
// Correction et élévation du degré
x(i) ← x(i) +∆x(i)
si i < M alors x(i+1) ← elevation(x(i), ni → ni+1)
fin
Sorties : x(M), J¯wK (x(M))
Application numérique
Soit les degrés de paramétrisation 3→ 6→ 9→ 12→ 15. À la Figure 5.19a-e, pour chaque niveau
de paramétrisation, on représente la performance obtenue à chaque étape de la hiérarchie de quadrature.
Sur la Figure 5.19f on représente la performance obtenue à l’issue de la hiérarchie de quadrature pour
chaque degré de paramétrisation. Si la phase d’optimisation à une fréquence a tendance à dégrader la
performance aux bornes de l’intervalle If , elle est cependant uniformément améliorée sur le niveau fin
(K points de quadrature) pour chaque niveau de paramétrisation.
En comparaison avec la stratégie simple niveau de quadrature, pour une quantité équivalente d’éva-
luations de la fonction coût, la méthode multiniveau est plus performante (cf. Figure 5.20).
Diagrammes et formes convergées
Enfin, on compare les formes (cf. Figure 5.21) et les diagrammes (cf. Figures 5.22 et 5.23) des an-
tennes obtenues à convergence des méthodes hiérarchiques et simple niveau pour 4 fréquences données.
Les caractéristiques du rayonnement (voir Tableau 5.5 et 5.6) confirment la différence de performance
des deux stratégies : d’après la différence maximale de puissance sur le plan de polarisation normale et
dans la zone optimisée, le rayonnement de la forme obtenue par la méthode hiérarchique est plus petite.
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FIG. 5.18 – Schéma de l’algorithme d’enrichissement progressif en fréquence et en paramétrisation.
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FIG. 5.19 – Performances individuelles à chaque étape de la stratégie hiérarchique en fréquence et en paramétrisa-
tion.
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FIG. 5.20 – Comparaison de la performance finale de la méthode hiérarchique avec la méthode sur le seul niveau fin
de quadrature.
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FIG. 5.21 – Formes convergées des deux stratégies.
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FIG. 5.22 – Diagrammes à convergence de l’algorithme MPSO à un niveau de quadrature évalués en quatre fré-
quences uniformément réparties sur If .
fréquence (GHz) ∆P (db) plan N directivité (dbi)
6.758333 2.48 8.19
7.008333 2.25 8.22
7.258333 2.81 8.11
7.508333 2.60 7.62
TAB. 5.5 – Caractéristiques du rayonnement sur l’intervalle If à l’issue de la phase d’optimisation multifréquence
à un niveau de quadrature.
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FIG. 5.23 – Diagrammes à convergence de l’algorithme MPSO avec hiérarchie du calcul de quadrature évalués en
quatre fréquences uniformément réparties sur If .
fréquence (GHz) ∆P (db) plan N directivité (dbi)
6.758333 1.21 7.44
7.008333 1.95 7.19
7.258333 1.65 7.21
7.508333 2.20 7.70
TAB. 5.6 – Caractéristiques du rayonnement sur l’intervalle If à l’issue de la phase d’optimisation multifréquence
avec hiérarchie de quadrature.
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Conclusion
Dans ce chapitre on a considéré un problème de conception optimale d’une antenne sur une bande de
fréquence. Étant donné un critère classique à une fréquence, on a adopté une formulation d’optimisation
en moyenne de ce critère. La moyenne est évaluée à l’aide d’une formule de quadrature.
Toujours dans le souci d’exploiter des structures hiérarchiques d’approximation, on a développé une
méthode d’optimisation multipoint à plusieurs niveaux de quadrature pour l’approximation du critère
continu (la moyenne). Un « niveau » est défini par le nombre de points de quadrature, constituant un
« maillage » de la bande de fréquence. Le problème d’optimisation revient à minimiser la quadrature la
plus fine. Sachant que le calcul de la quadrature est d’autant plus coûteux qu’il y a de points de fonction-
nement, on s’est demandé si la minimisation de quadratures grossières (donc peu coûteuses) permettait
de pourvoir un concept plus performant agissant comme préconditionneur pour le problème fin. Combi-
née avec une stratégie d’enrichissement progressif (MPSO), nos expériences numériques montrent que
la stratégie hiérarchique de raffinement en fréquence est plus performante que la stratégie MPSO seule à
coût égal en terme de nombre de simulations.
Les niveaux fins, pour la quadrature comme pour la paramétrisation, ont été fixés a priori. En pratique,
le nombre de points de fonctionnement et la richesse de l’espace de recherche nécessaires pour atteindre
une précision uniforme donnée ne sont pas connus. Le processus hiérarchique associé à un critère de
convergence, par exemple basé sur le gain relatif obtenu à chaque changement de niveau, permettrait de
s’arrêter automatiquement sur le niveau le plus fin utile.
On a vu que la stratégie d’enrichissement progressif de la quadrature était similaire à une méthode de
résolution d’un problème non-linéaire où les espaces d’approximation grossiers ne sont pas consistants
avec le niveau fin. Il serait donc judicieux d’envisager une stratégie multiniveau plus élaborée de type
FAS comme celle suggérée dans [70].
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Dans les chapitres précédents on s’est intéressé à des problèmes d’optimisation à un seul critère
physique, l’optimisation du diagramme de rayonnement, parfois en régime multifréquence. On cherche
désormais à résoudre un problème couplé où les deux objectifs doivent être traités simultanément. Plutôt
que l’approche multicritère exposé au chapitre précédent on adopte une méthodologie basée sur la théorie
des jeux où l’espace de recherche alloué à un critère est de moindre influence pour le second critère.
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6.1 Approche d’optimisation bicritère par stratégie de jeux
6.1.1 Généralités
La tendance générale de l’optimisation multicritère, basée sur les concepts de Pareto, a été brièvement
exposée au chapitre précédent. On a vu que la méthodologie reposait sur la recherche de vecteurs de
conception appartenant à l’espace admissible F qui réalisent un compromis défini soit par agrégation des
objectifs, soit par une relation d’ordre entre les vecteurs de performance (dominance).
Une autre approche, récente et peu utilisée à notre connaissance, fait appel à la théorie des jeux [99].
Il s’agit de mettre en compétition des joueurs pour la minimisation simultanée de chacun des critères.
L’espace de décision (ou espace de recherche) alloué à un joueur est un sous-ensemble de l’espace ad-
missible. L’ensemble des espaces de décision forment une partition de F (les espaces de décision sont
disjoints deux à deux et leur union est un recouvrement de F). Le vecteur de conception global résulte
alors de la contribution des décisions de chaque joueur. Autrement dit, un joueur adapte sa stratégie dans
l’espace qui lui est propre en fonction des stratégies des autres joueurs. On espère ainsi atteindre un équi-
libre pour lequel aucun des joueurs ne souhaite modifier sa stratégie. Une des difficultés d’interprétation
de cet équilibre, si il existe, vient du fait qu’à notre connaissance il n’y a pas de résultat qui établisse un
lien avec l’optimalité de Pareto.
La manière dont les joueurs échangent leur décision pour assembler le vecteur de conception donne
naissance à de nombreuses catégories de jeux. On n’aborde ici que les jeux non coopératifs et en parti-
culier les jeux de Nash non coopératifs [69] qui sont symétriques par rapport aux joueurs. Dans le cadre
de l’optimisation multicritère on trouve également l’application de jeux de Stackelberg, qui sont asymé-
triques de type meneur-suiveur. Comme exemples d’application de jeux dynamiques à des problèmes de
conception optimale multicritère/multidisciplinaire de systèmes gouvernés par des EDP on a [58, 100, 95]
(aérodynamique) ou encore [48, 47] (structure, biologie).
6.1.2 Introduction aux jeux de Nash
Soit deux critères JA et JB définis sur F . Pour la simplicité du discours considérons le cas sans
contraintes F = Rn. On pose F = FA ⊕ FB (c-à-d FA et FB sont deux sous-espaces en somme
directe). FA (resp. FB) est l’espace de décision du joueur A (resp. B) pour minimiser le critère JA (resp.
JB). Formellement le jeu de Nash consiste à résoudre le problème (6.1) :

min
x∈FA
JA(x+ y)
min
y∈FB
JB(x+ y)
. (6.1)
Supposons que dim(FA) = n − m et dim(FB) = m tel que 0 < m < n, c-à-d tel qu’aucun
sous-espace ne soit vide (on a bien dim(FA) + dim(FB) = dim(F)). On munit FA et FB des bases
SA ∈ Rn×(n−m) et SB ∈ Rn×m respectivement. Les sous-espaces étant supplémentaires, la matrice
S = (SA SB) ∈ Rn×n est donc une base de Rn. On appelle S la matrice de partage du territoire F (S
pour split). Tout vecteur de conception x s’écrit donc
x(u, v) = xA(u) + xB(v) = SAu+ SBv = S
(
u
v
)
(6.2)
pour u ∈ R(n−m) et v ∈ Rm. En fonction de ces nouvelles variables, les critères s’écrivent
JA(u, v)
def.
= JA(x(u, v)) et JB(u, v)
def.
= JB(x(u, v)) . (6.3)
Un équilibre de Nash est un couple (u∗, v∗) tel que ni A ni B n’a intérêt à changer de stratégie étant
donné la décision de l’autre joueur :
u∗ = argminu JA(u, v
∗)
v∗ = argminv JB(u
∗, v)
. (6.4)
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En optimisation différentiable, une condition nécessaire est caractérisé par
∇uJA(u∗, v∗) = 0
∇vJB(u∗, v∗) = 0
(6.5)
où l’opérateur∇u (resp.∇v) désigne le gradient partiel dans le sous-espace auquel u (resp. v) appartient.
Tel que le problème est posé, le choix des sous-espaces FA et FB , c-à-d le choix de la matrice de
partage S, est arbitraire. Pourtant il détermine le déroulement du jeu. On montre qu’il existe une manière
optimale de choisir ce partage [31, 1].
6.1.3 Résultat de partage optimal de territoire
On se base sur la méthodologie proposée dans [31] pour élaborer une stratégie d’optimisation bicri-
tère. On montre qu’il faut mesurer dans un certain sens l’importance de l’antagonisme et déterminer dans
quel(s) sous-espace(s) le conflit est le plus critique.
Dans un premier temps on suppose que les deux critères ont été hiérarchisés par le concepteur en tant
que critère principal et critère secondaire. On pose arbitrairement JA comme critère principal. Supposons
qu’un processus d’optimisation pour la minimisation de ce critère a été réalisé. On aboutit alors au point
stationnaire x∗A (∇ JA(x∗A) = 0) pour lequel on note J∗A = J(x∗A). Le développement de Taylor d’ordre
2 du critère JA en x∗A et dans la direction ∆x ∈ Rn tel que ‖∆x‖2 = 1 est
∀h > 0 JA(x∗ + h∆x) = J∗A +
1
2
h2∆xTH(x∗A)∆x+O(h
3) (6.6)
À partir de ce point on cherche alors à résoudre le problème bicritère au moyen du jeu de Nash (6.7) :

min
u∈Rn−m
J˜A(u, v)
min
v∈Rm
J˜B(u, v)
(6.7)
où
J˜A(u, v)
def.
= JA
(
x∗A + S
(
u
v
))
et J˜B(u, v)
def.
= JB
(
x∗A + S
(
u
v
))
. (6.8)
Si x∗A est un minimum local, alors JA ne peut être que dégradé dans un voisinage de x∗A. On utilise
le théorème de Courant-Fisher 6.1 pour trouver le sous-espace parmi tous les sous-espaces de dimension
m qui minimise les perturbations de JA au second ordre. Pour cela on introduit le quotient de Rayleigh :
Définition 6.1. Soit H une matrice symétrique de dimension n et x un vecteur non nul de Rn. Le quotient
de Rayleigh ρ(x,H) est défini par
ρ(x,H) =
xTHx
xTx
(6.9)
On peut restreindre le quotient de Rayleigh aux vecteurs x normalisés tels que ‖x‖2 = 1 puisque
ρ(αx,H) = ρ(x,H) pour tout α 6= 0.
On a le théorème suivant dont on trouvera une preuve dans [28] par exemple :
Théorème 6.1. (Courant-Fisher minimax) Soit H une matrice réelle symétrique. On pose H = ΩΛΩT
et on suppose que les valeurs propres sont ordonnées par ordre croissant λ1 ≤ λ2 ≤ · · · ≤ λn, associées
aux vecteurs propres ω1, ω2, . . . , ωn, qui sont orthogonaux en vertu de la symétrie de H . Alors on a
min
FB⊂R
n
dim(FB)=m
max
∆x∈FB
‖∆x‖=1
ρ(∆x,H) = λm = max
FA⊂R
n
dim(FA)=n−m+1
min
∆y∈FA
‖∆y‖=1
ρ(∆y,H) (6.10)
et l’optimum est atteint pour
FB = vect {ω1, . . . , ωm} FA = vect {ωm, . . . , ωn} . (6.11)
Un vecteur maximisant ∆x et minimisant ∆y est ωm.
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Sachant que le développement de Taylor (6.6) s’écrit aussi à l’aide du quotient de Rayleigh
∀h > 0 JA(x∗ + h∆x) = J∗A +
1
2
h2ρ(∆x,H(x∗A)) +O(h
3) (6.12)
les territoires affectés aux joueurs A et B peuvent être déterminés à l’aide du théorème 6.1 : trouver le
sous-espace FB de dimension m qui minimise le maximum potentiel de perturbation locale de JA au
second ordre revient à minimiser le maximum du coefficient de Rayleigh parmi tous les sous-espaces de
dimension m. En effet, en utilisant la partie gauche de (6.10), un tel sous-espace est donné en terme des
vecteurs propres ωk de H . Ainsi, pour définir la matrice de partage, on utilise la décomposition spectrale
de la matrice hessienne de JA au point x∗A
H(x∗A) = ΩHΛHΩ
T
H (6.13)
où les valeurs propres sont ordonnées par ordre décroissant. Alors le partage optimal est donné par la
matrice
S = ΩH . (6.14)
Cet espace est alors alloué au joueur B pour la minimisation de JB . En pratique, il reste à déterminer
la dimension m de l’espace. Ceci peut être décidé a posteriori d’après la décomposition spectrale du
hessien et sur la base de l’ordre de grandeur relatif des valeurs propres.
6.1.4 Méthodologie pour l’optimisation d’une antenne
Dans la méthodologie précédente on a supposé qu’un des critères était prépondérant et qu’une opti-
misation numérique de ce critère avait été conduite. Dans le cas de l’optimisation bicritère d’une antenne,
on ne sait pas a priori quel critère est prépondérant. On tente de le déterminer sur la base de l’étude spec-
trale du hessien : pour cela on réalise deux optimisations numériques indépendantes pour la minimisation
de JA et JB . En chacun des points optimaux convergés, notés x∗A et x∗B respectivement, on calcule une
approximation du hessien, H∗A = HA(x∗A) et H∗B = HB(x∗B). On détermine alors les sous-espaces de
moindre influence mutuelle d’après la décomposition spectrale des matrices hessiennes. En ce sens on
mesure l’antagonisme des deux critères en deux points particuliers du front de Pareto, à savoir les points
extrêmes du front (cf. Figure 5.2). On en déduit le critère prépondérant sur la base des valeurs propres.
6.2 Optimisation d’une antenne compacte à une fréquence
Dans cette section on traite un cas-test d’optimisation bicritère d’une antenne compacte. On cherche à
la fois à satisfaire un critère en directivité et à minimiser le coefficient de réflexion dans la source guidée.
Les objectifs (cahier des charges) sont donnés dans le Tableau 6.1. Dans un premier temps on considère
un régime de fonctionnement fixé à la fréquence f=25 GHz.
(1) maximisation de la directivité en θ = 0◦
(2) lobe secondaire inférieur à -20 db par rapport à la puissance maximale (en θ = 0◦)
(3) ROS inférieur à 1.05
TAB. 6.1 – Cahier des charges de l’optimisation d’une antenne compacte.
On réalise dans un premier temps une optimisation numérique de chacun des critères dans l’espace de
recherche tout entier. Puis on étudie la décomposition spectrale du hessien pour déterminer le sous-espace
de « moindre influence » pour les deux critères. On pourra déterminer a posteriori la dimension m de FB
en fonction des valeurs propres.
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6.2.1 Description du cas-test
Soit l’antenne de la Figure 6.1. Elle est composée d’un guide d’onde et de deux réflecteurs : un sous-
réflecteur et un réflecteur principal. Le contrôle est formé d’une portion en amont du guide d’onde et de
la portion du sous-réflecteur qui fait face à l’ouverture du guide. Le réflecteur principal est fixe.
La paramétrisation des portions à optimiser est la suivante :
– portion du guide : B-splines d’ordre 1, d.d.l. = 7
– sous-réflecteur : B-splines d’ordre 4, d.d.l. = 7
– contraintes : x0 = 0 et x6 = 0 (pour chaque portion)
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(a) géométrie : guide d’onde (noir) sous-réflecteur (vert) et ré-
flecteur (bleu)
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(b) contrôle : portion amont du guide d’onde et sous-réflecteur
FIG. 6.1 – Illustration des composants de l’antenne et du contrôle. Un sous-réflecteur est situé juste devant l’ouver-
ture du guide.
Les caractéristiques de rayonnement de la géométrie initiale sont données dans le Tableau 6.2.
(1) directivité en θ = 0◦ : 38.90 dbi
(2) diagramme : voir Figure 6.2
(3) ROS : 1.448
TAB. 6.2 – Caractéristiques de l’antenne initiale.
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(b) diagramme : zoom sur −30◦ ≤ θ ≤ 30◦
FIG. 6.2 – Rayonnement de l’antenne initiale. Le diagramme est très directif : l’angle à -3 db est de 1◦.
Pour atteindre les objectifs 1 et 2 énoncés dans le Tableau 6.1, on choisit de minimiser la fonctionnelle
JA(x) =
1
2
∫
S2
(
D(u(x))− D˜
)2
dS2 (6.15)
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où D˜ est un profil uniforme sur l’intervalle [−0.5◦ 0.5◦]. En ce sens on cherche à maximiser la puissance
sur [−0.5◦ 0.5◦] tout en la minimisant ailleurs. Pour atteindre l’objectif 3, on cherche simplement à
minimiser le coefficient de réflexion
JB(x) =
1
2
|Γ(u(x))|2 . (6.16)
6.2.2 Optimisation du coefficient de réflexion
À l’issue de la phase d’optimisation numérique du critère JB , on obtient l’antenne illustrée sur la
Figure 6.3 et dont les caractéristiques du rayonnement sont données dans le Tableau 6.3. La convergence
est illustrée sur la Figure 6.4.
(1) directivité en θ = 0◦ : 38.86 dbi
(2) diagramme : voir Figure 6.3
(3) ROS : 1.000
TAB. 6.3 – Caractéristiques de l’antenne optimisée pour JB .
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FIG. 6.3 – Configuration de l’antenne après optimisation du coefficient de réflexion seul.
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FIG. 6.4 – Convergence de l’algorithme QN-BFGS.
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6.2.3 Optimisation du diagramme
À l’issue de la phase d’optimisation numérique du critère JA, on obtient l’antenne illustrée sur la
Figure 6.5 et dont les caractéristiques du rayonnement sont données dans le Tableau 6.4. La convergence
est illustrée sur la Figure 6.6.
(1) directivité en θ = 0◦ : 40.44 dbi
(2) diagramme : voir Figure 6.5
(3) ROS : 56.610
TAB. 6.4 – Caractéristiques de l’antenne optimisée pour JA.
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FIG. 6.5 – Configuration de l’antenne après optimisation du diagramme seul.
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FIG. 6.6 – Convergence de l’algorithme QN-BFGS.
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6.2.4 Étude numérique de la sensibilité des fonctionnelles au second ordre
On étudie les spectres des fonctionnelles normalisées
JA(x) =
JA(x)
J∗A
et JB(x) =
JB(x)
J∗B
(6.17)
où J∗A et J∗B sont les valeurs de fonctionnelles obtenues à la convergence des algorithmes de descente
pour les objectifs du diagramme et du coefficient de réflexion respectivement.
Il est clair, d’après les Figures 6.7, 6.8 et 6.9, que l’espace de dimension m = 5 de moindre influence
sur la fonctionnelle JA en x∗A est l’espace de déformation de la portion amont du guide d’onde. En outre,
l’ordre de grandeur des plus petites valeurs propres relativement aux plus grandes (en valeur absolue)
sont telles que les déformations du guide d’onde n’ont aucune influence significative sur la fonctionnelle
JA (c-à-d sur le diagramme).
Parallèlement, d’après les Figures 6.10, 6.11 et 6.12, l’espace de dimension m = 5 de moindre
influence sur la fonctionnelle JB en x∗B est donné par une base de fonctions propres composée de défor-
mations du guide et du sous-réflecteur (les déformations du guide semblent moins influant, cf. les trois
premiers vecteurs propres de la Figure 6.11). D’après l’ordre de grandeur des plus petites valeurs propres,
si les déformations ont le moins d’influence, elles ne sont pas pour autant négligeables. On remarque par
ailleurs que parmi les modes propres qui ont le plus d’influence sur JB (cf. Figure 6.12) figurent princi-
palement des modes de déformations du sous-réflecteur.
En guise de synthèse on remarque que d’une part, à partir de x∗A, le sous-espace de déformation du
guide n’a pas d’influence au second ordre sur le diagramme optimisé. On peut donc chercher à optimiser
le coefficient de réflexion (JB) sans se soucier de dégrader la performance obtenue pour le diagramme
(JA). D’autre part, l’approche symétrique n’est pas vraie : à partir de x∗B la déformation dans le sous-
espace de moindre influence de JB est potentiellement néfaste à la performance obtenue. En ce sens, on
confirme la hiérarchie des fonctions coût, JA étant le critère principal devant JB .
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FIG. 6.7 – Valeurs propres du hessien projeté de la fonction objectif JA évalué au point x∗A. Le point stationnaire
n’est pas un minimum local : il existe deux valeurs propres négatives. À la précision numérique du gradient près,
x∗A est donc un point selle ; l’algorithme échoue cependant à diminuer la fonction coût dans les directions propres
correspondantes en raison d’un « crash » de la simulation provenant d’un problème de maillage ; autrement dit,
ces directions peuvent être considérées comme des directions non admissibles. L’espace propre de dimension 5
correspondant à l’espace de moindre sensibilité par rapport à JA correspond aux modes dont les valeurs propres
sont les plus petites : elles sont encadrées en rouge.
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FIG. 6.8 – Vecteurs propres du hessien projeté de la fonction objectif JA correspondant aux valeurs propres de
plus petite valeur absolue. Chaque colonne représente un mode propre divisé en deux parties : la ligne supérieure
correspond aux déformations du guide d’onde, la ligne inférieure aux déformations du sous-réflecteur. Ils sont triés
de gauche à droite par ordre croissant des valeurs propres associées.
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FIG. 6.9 – Vecteurs propres du hessien projeté de la fonction objectif JA correspondant aux valeurs propres de
plus grande valeur absolue. Chaque colonne représente un mode propre divisé en deux parties : la ligne supérieure
correspond aux déformations du guide d’onde, la ligne inférieure aux déformations du sous-réflecteur. Ils sont triés
de gauche à droite par ordre croissant des valeurs propres associées.
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FIG. 6.10 – Valeurs propres du hessien projeté de la fonction objectif JB évalué au point x∗B . Le point stationnaire
est un minimum local : toutes les valeurs propres sont positives. L’espace propre de dimension 5 correspondant à
l’espace de moindre sensibilité par rapport à JB correspond aux modes dont les valeurs propres sont les plus petites :
elles sont encadrées en rouge.
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
0 5
−1
−0.5
0
0.5
1
(guide d’onde)
(sous-réflecteur)
︸ ︷︷ ︸
λ1
︸ ︷︷ ︸
λ2
︸ ︷︷ ︸
λ3
︸ ︷︷ ︸
λ4
︸ ︷︷ ︸
λ5
FIG. 6.11 – Vecteurs propres du hessien projeté de la fonction objectif JB correspondant aux valeurs propres de plus
petite valeur absolue.
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FIG. 6.12 – Vecteurs propres du hessien projeté de la fonction objectif JB correspondant aux valeurs propres de plus
grande valeur absolue.
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6.2.5 Optimisation dans le sous-espace de moindre sensibilité
On cherche désormais à optimiser le coefficient de réflexion à partir de x∗A et dans le sous-espace de
déformation du guide d’onde. À l’issue de la phase d’optimisation numérique du critère JB , on obtient
l’antenne illustrée sur la Figure 6.13 et dont les caractéristiques du rayonnement sont données dans le
Tableau 6.5. La convergence est illustrée sur la Figure 6.14.
Effectivement, la directivité a très peu baissé (-0.06 db) et la forme du diagramme reste la même (le
lobe secondaire est bien inférieur à −20 db), alors que le ROS a la valeur optimale de 1.0.
(1) directivité en θ = 0◦ : 40.38 dbi
(2) diagramme : voir Figure 6.13
(3) ROS : 1.000
TAB. 6.5 – Caractéristiques de l’antenne optimisée pour JA puis JB .
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FIG. 6.13 – Configuration de l’antenne après optimisation du diagramme puis du coefficient de réflexion dans le
sous-espace de moindre sensibilité de JA.
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FIG. 6.14 – Convergence de l’algorithme QN-BFGS.
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6.3 Application pour l’optimisation d’une antenne sur une bande
de fréquence
Dans une configuration plus réaliste, on cherche à optimiser cette même antenne (Figure 6.1) sur la
bande de fréquence If = [20 21] GHz. On cherche à minimiser en moyenne les critères (6.15) et (6.16),
au sens multicritère. Pour cela on adopte la même méthodologie qu’à la section précédente en choisissant
comme critère principal alternativement celui qui porte sur le coefficient de réflexion d’une part (JB) et
celui qui porte sur le diagramme de rayonnement d’autre part (JA).
6.3.1 Coefficient de réflexion comme critère principal
Le critère JB est choisi comme critère principal, que l’on minimise classiquement dans un premier
temps. Puis on étudie le spectre du hessien numérique de la forme convergée afin d’en déduire le partage
optimal. Enfin, on réalise un jeu de Nash dans le sous-espace de moindre sensibilité.
Optimisation du coefficient de réflexion
L’optimisation numérique de JB en moyenne sur If est illustrée sur la Figure 6.15. On représente la
forme convergée définie par x∗B , la convergence de la fonction de coût, et les performances obtenues sur
If .
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FIG. 6.15 – Optimisation numérique du coefficient de réflexion (JB) sur la bande de fréquence If . La convergence
numérique est obtenue au bout de 110 évaluations de fonctionnelle. Sur les figures (c) et (d) on représente les
performances de la forme initiale (rouge) et de la forme optimisée (bleu) sur If . On constate que le ROS a été
uniformément diminué, alors que la directivité a été dégradée.
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Étude numérique de la sensibilité
Une étude numérique du hessien de JB en x∗B est réalisée. Sur la Figure 6.16 on représente les valeurs
propres, et sur les Figures 6.17 et 6.18 les vecteurs propres. Les modes sont effectivement couplés : les
vecteurs propres sont constitués de déformation à la fois du guide et du sous-réflecteur. L’espace engendré
par les vecteurs propres associés aux 5 valeurs propres les plus petites (cf. Figure 6.17) constitue le
territoire du joueur A pour améliorer la directivité tout en dégradant le moins possible JB (déjà optimisé).
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FIG. 6.16 – Valeurs propres du hessien projeté de la fonction objectif JB évalué au point x∗B . Le point stationnaire
est un minimum local : toutes les valeurs propres sont positives. L’espace propre de dimension 5 correspondant à
l’espace de moindre sensibilité par rapport à JB correspond aux modes dont les valeurs propres sont les plus petites :
elles sont encadrées en rouge.
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FIG. 6.17 – Vecteurs propres du hessien projeté de la fonction objectif JB correspondant aux valeurs propres de plus
petite valeur absolue.
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FIG. 6.18 – Vecteurs propres du hessien projeté de la fonction objectif JB correspondant aux valeurs propres de plus
grande valeur absolue.
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Jeu de Nash
Enfin, on réalise un jeu de Nash avec le partage optimal précédemment décrit. La convergence du jeu
et les résultats obtenus à l’équilibre sont représentés sur la Figure 6.19. Globalement, les résultats sont
peu satisfaisants, notamment à cause du caractère local de l’optimalité du partage qui semble perdue au
cours de la réalisation du jeu.
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FIG. 6.19 – Résultats de la réalisation d’un jeu de Nash avec partage optimal du territoire tel que JB soit le critère
principal. Un équilibre est obtenu en 35 cycles environ. Cependant, l’optimalité du partage, qui est un résultat local,
ne semble plus pertinent : en effet, dès les premières itérations du jeu, les deux critères sont dégradés. La performance
de l’équilibre est représentée en vert. Si la performance en terme de directivité est améliorée par rapport à la forme
précédemment optimisée pour JB , elle est toutefois moins bonne que celle de la forme initiale. Comme prévu, le ROS
est dégradé ; il reste meilleur par rapport à la forme initiale pour f > 20.3 GHz et moins bon ailleurs.
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6.3.2 Diagramme de rayonnement comme critère principal
Le critère JA est désormais choisi comme critère principal. De la même manière, on étudie le spectre
du hessien numérique de la forme convergée (par rapport à la minimisation classique de ce critère) afin
d’en déduire le partage optimal. Comme pour le problème à une fréquence, on observe un sous-espace
de sensibilité locale du second ordre nulle. On réalise alors une optimisation classique du coefficient
de réflexion dans ce sous-espace, puis un jeu de Nash dans un sous-espace enrichi (le sous-espace de
sensibilité nulle ne suffisant pas, comme on le verra).
Optimisation du diagramme
L’optimisation numérique de JA en moyenne sur If est illustrée sur la Figure 6.20. On représente la
forme convergée définie par x∗A, la convergence de la fonction de coût, et les performances obtenues sur
If .
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FIG. 6.20 – Optimisation numérique du diagramme de rayonnement (JA) sur la bande de fréquence If . La conver-
gence numérique est obtenue au bout de 250 évaluations de fonctionnelle. Sur les figures (c) et (d) on représente les
performances de la forme initiale (rouge) et de la forme optimisée (bleu) sur If . On constate que la directivité a été
uniformément augmentée, alors que le ROS a été très fortement dégradé.
Étude numérique de la sensibilité
Une étude numérique du hessien de JA en x∗A est réalisée. Sur la Figure 6.21 on représente les valeurs
propres, et sur les Figures 6.22 et 6.23 les vecteurs propres. On observe sur la Figure 6.22 qu’il existe
un sous-espace de sensibilité nulle qui correspond à des déformations du guide d’onde uniquement. Ce
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sous-espace est utilisé dans une méthodologie d’optimisation successive à la manière de la section 6.2.5.
Puis on réalise un jeu de Nash en ajoutant à ce sous-espace une dimension supplémentaire (considérant
alors des déformations du sous-réflecteur également).
1 2 3 4 5 6 7 8 9 10
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
x 107
direction pathologique
FIG. 6.21 – Valeurs propres du hessien projeté de la fonction objectif JA évalué au point x∗A. Le point stationnaire
n’est pas un minimum local : il existe une valeur propre négative. À la précision numérique du gradient près, x∗A
est donc un point selle ; l’algorithme échoue cependant à diminuer la fonction coût le long de cette direction en
raison d’un « crash » de la simulation provenant d’un problème de maillage ; autrement dit, cette direction peut
être considérée comme une direction non admissible. L’espace propre de dimension 5 correspondant à l’espace de
moindre sensibilité par rapport à JA correspond aux modes dont les valeurs propres sont les plus petites : elles sont
encadrées en rouge.
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FIG. 6.22 – Vecteurs propres du hessien projeté de la fonction objectif JA correspondant aux valeurs propres de plus
petite valeur absolue : ils ne correspondent qu’à des déformations du guide uniquement.
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FIG. 6.23 – Vecteurs propres du hessien projeté de la fonction objectif JA correspondant aux valeurs propres de plus
grande valeur absolue : ils ne correspondent qu’à des déformations du réflecteur uniquement.
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Optimisation dans le sous-espace de moindre sensibilité
Dans un premier temps on adopte la stratégie d’optimisation successive dont les résultats sont illustrés
sur la Figure 6.24. Si la directivité est effectivement très peu dégradée et que le ROS est significativement
amélioré par rapport à la performance obtenue après optimisation de JA, cela n’est pas suffisant (en ce
qui concerne le ROS, la forme initiale est globalement toujours plus performante).
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FIG. 6.24 – Optimisation numérique du ROS dans le sous-espace de moindre sensibilité (de dimension 5). Le résultat
de sensibilité nulle (locale du second ordre) est vérifiée : la directivité est très peu dégradée. Le ROS est bien amélioré
mais toujours moins performant que la forme initiale : le sous-espace n’est pas assez riche pour atteindre un résultat
acceptable pour le concepteur d’antenne.
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Jeu de Nash
Enfin, on réalise un jeu de Nash avec le partage optimal précédemment décrit de telle sorte que le
joueur B ait un territoire de dimension 6 (un mode de déformation du sous-réflecteur est donc considéré
pour minimiser le ROS). La convergence du jeu et les résultats obtenus à l’équilibre sont représentés
sur la Figure 6.25. Les résultats sont très satisfaisants : la directivité est très légèrement dégradée, restant
supérieure à la performance de la forme initiale, tandis qu’en terme du ROS, la forme obtenue à l’équilibre
est également plus performante que la forme initiale.
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FIG. 6.25 – Résultats de la réalisation d’un jeu de Nash avec partage optimal du territoire tel que JA soit le critère
principal. Un équilibre local est obtenu en moins de 30 cycles. La performance de l’équilibre est représentée en vert.
La performance en terme de directivité est très légèrement dégradée par rapport à la forme précédemment optimisée
pour JA. Le ROS est bien amélioré : le pire des cas est inférieur à 1.10 alors que celui de la forme initiale est de
1.15.
6.3.3 Synthèse
D’après les expériences numériques réalisées, on observe d’une part que l’étude numérique de la
sensibilité des critères apporte des informations utiles pour le traitement de la compétition au moyen
d’un jeu de Nash. D’autre part si le critère principal est bien choisi, alors, sur la base de cette analyse
de sensibilité, le partage optimal du territoire permet effectivement d’obtenir un équilibre local dont les
performances sont satisfaisantes.
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Conclusion
Dans ce chapitre on a cherché à motiver une méthodologie d’optimisation bicritère basé sur une
mesure de l’antagonisme. Cette méthodologie conduit naturellement à une approche du traitement de
l’optimisation multicritère par des jeux dynamiques.
Dans une approche classique basée sur les concepts de Pareto, on cherche à améliorer tous les critères
à la fois « tant que cela est possible », c-à-d jusqu’à ce qu’un conflit entre deux critères apparaisse, auquel
cas le concept trouvé est dit Pareto-optimal. Cependant, lorsque l’objectif est exprimé au moyen d’un
cahier des charges, ce concept peut ne pas être satisfaisant. En outre, chercher tous les concepts Pareto-
optimaux est un processus coûteux.
Dans cette nouvelle approche, on suppose que l’on part d’un point de Pareto particulier : un optimum
global d’un des critères. En tant que point de Pareto, il n’est plus possible d’améliorer les deux critères à
la fois. On cherche alors dans un premier temps à déterminer l’importance de l’antagonisme en ce point.
Puis, pour traiter ce conflit, on propose de faire appel au formalisme des jeux non coopératifs où chaque
joueur cherche à améliorer un critère dans l’espoir qu’un équilibre satisfasse le cahier des charges, sur la
base d’un résultat de partage optimal de territoire. Il se trouve que dans notre cas, l’étude de l’antagonisme
a mis en évidence un sous-espace de « non sensibilité », rendant le problème plus simple à résoudre, sans
recourir à la réalisation du jeu.
La question reste de savoir si avec cette approche on est capable de rester sur le front de Pareto. Dans
des cas plus complexes, il serait également peut-être plus pertinent de partir d’un autre point de Pareto
que l’une des extrémités du front comme le suggère [32].
CONCLUSION ET PERSPECTIVES
Cette thèse s’est articulée autour du thème central de la conception optimale d’antennes à réflecteur.
Comme bon nombre de systèmes complexes en ingénierie, la géométrie est un paramètre dont la mise au
point est déterminante pour le bon fonctionnement du dispositif considéré. Sur la base de la simulation de
la propagation d’ondes électromagnétiques en espace libre et en régime harmonique à l’aide du logiciel
SRSR développé par France Télécom R&D, on a cherché à développer et expérimenter des méthodes
efficaces pour l’optimisation numérique de la forme des réflecteurs dans des configurations à symétrie de
révolution.
Dans un premier temps, après avoir établi des fonctions objectifs caractéristiques pour l’optimisation
d’une antenne, on a exposé nos choix sur la représentation du contrôle. Si l’optimisation de forme est in-
trinsèquement un problème d’optimisation en dimension infinie, l’approche paramétrique nous a semblé
pertinente pour deux raisons principales : d’une part elle permet une représentation exacte du contrôle,
indépendante des représentations discrètes liées à la simulation (typiquement un maillage), d’autre part
elle possède une propriété régularisante (le nombre de degrés de liberté de la paramétrisation étant lar-
gement inférieur au nombre de degrés de liberté du maillage). Ce dernier point est essentiel lorsque l’on
s’attache à assurer la faisabilité des concepts recherchés. En particulier on a adopté des stratégies de pa-
ramétrisation de la déformation par la technique FFD, ce qui permet un traitement assez général de la
géométrie en partant de concepts existants sans se soucier d’approximations préliminaires.
La physique de la diffraction électromagnétique conduit à des problèmes difficiles d’optimisation. En
particulier, on s’est rapidement aperçu que les fonctions objectifs étaient fortement multimodales. Il nous
est donc apparu impératif de considérer les deux points de vue classiquement distingués au niveau du
traitement numérique de l’optimisation : le point de vue global pour la robustesse et le point de vue local
pour la précision. L’originalité de ce travail a consisté à aborder ces deux problèmes à l’aide de stratégies
multiniveaux. Autrement dit, on a examiné les contributions potentielles de représentations hiérarchiques
de la géométrie dans des contextes méthodologiques variés d’optimisation numérique. Dressons un bilan
des stratégies élaborées et des résultats expérimentaux obtenus.
– Dans le contexte de l’optimisation globale, afin d’explorer l’espace de recherche, il est d’usage
de faire appel aux algorithmes de population. Par ailleurs, on a vu que l’algorithme PSO était
bien adapté aux stratégies multiniveaux dans la mesure où les mémoires, éléments centraux de
la dynamique d’exploration de l’espace de recherche, permettent le transfert d’information entre
les niveaux de paramétrisation. Une première hiérarchie de paramétrisations emboîtées a alors été
considérée. Les expériences numériques réalisées semblent montrer que la robustesse de l’algo-
rithme PSO est accrue grâce à un schéma d’enrichissement progressif. En outre, les relaxations sur
les niveaux grossiers semblent avoir un effet régularisant sur les formes convergées.
– Dans le contexte de l’optimisation locale, l’élaboration d’algorithmes hiérarchiques a été motivée
en deux étapes : premièrement, sur la base d’un problème modèle d’optimisation de forme, des
algorithmes bigrilles idéaux directement inspirés des algorithmes multigrilles ont été décrits. Ils
mettent en jeu des méthodes de descente qui jouent le rôle de relaxation. Les différentes stratégies
proposées diffèrent par la nature des opérateurs de transfert entre les niveaux de paramétrisation.
Le cadre du problème modèle nous a permis de conduire une étude théorique du taux de conver-
gence et d’en déduire ainsi les stratégies efficaces. Deuxièmement, une étude numérique du hes-
sien d’un problème de conception optimale d’antenne a été conduite afin de justifier la pertinence
du problème modèle. Des expériences numériques d’optimisation d’une antenne montrent que les
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stratégies susceptibles d’améliorer le taux de convergence sont effectivement en accord avec les
résultats du problème modèle. Le résultat principal repose sur la nature géométrique de la paramé-
trisation grossière : contrairement aux multigrilles classiques, elle est composée ici de modes de
haute fréquence.
– Enfin, une dernière approche hiérarchique a été abordée dans le cadre de l’optimisation en moyenne
d’un critère dépendant continûment d’un paramètre. Ici, le calcul de la fonction objectif est appro-
ché par quadrature dont la précision et le coût sont liés au nombre de points. Une distribution de
points est ainsi regardée comme une « grille » d’approximation. Une stratégie d’enrichissement
progressif a été formulée et utilisée pour l’optimisation d’une antenne sur une bande de fréquence.
D’après les résultats expérimentaux, cette stratégie est plus performante pour un coût de calcul
donné. En outre, cette approche est prometteuse pour déterminer progressivement la dimension
utile du niveau fin.
Avant tout, indépendamment des stratégies hiérarchiques, il apparaît que le choix de la paramétrisa-
tion est primordial. Pour une classe de formes donnée, plusieurs bases de paramétrisation sont possibles.
Il s’agit donc d’un choix laissé au concepteur qui ne modifie pas nécessairement la nature du problème.
Or, d’un point de vue purement géométrique, à nombre égal de degrés de liberté, le conditionnement est
fortement lié au choix de la paramétrisation. La raideur induite peut donc être un facteur artificiellement
pénalisant. D’après l’étude du problème modèle géométrique, on préconise l’utilisation de fonctions à
support local, en particulier les courbes et surfaces B-splines : en effet, le conditionnement semble borné
par une valeur indépendante du nombre de degrés de liberté ; par ailleurs, on conserve une certaine régu-
larité de la forme tout en gardant une structure hiérarchique.
Cela étant dit, un certain nombre de critiques peuvent être formulées. Tout d’abord, il est naturel
de se poser la question de l’extension des applications. Si on a considéré ici des géométries axisymé-
triques, on souhaite optimiser par la suite des géométries complexes 3D. Également, toujours en ce qui
concerne les antennes, une plus large classe de problèmes pourra être traitée en considérant des matériaux
quelconques et non plus des obstacles métalliques uniquement. On pense par exemple à l’optimisation
de lentilles multicouches dont les propriétés diélectriques varient d’un milieu à l’autre. Dans ces deux
configurations, la représentation des formes demande un plus grand nombre de variables et donc plus
de degrés de liberté pour l’optimisation comme pour la simulation. Face à ce problème, si l’algorithme
MPSO s’avère efficace, il reste néanmoins très coûteux car le nombre de particules nécessaires pour l’ex-
ploration de l’espace de recherche est lié au nombre de degrés de liberté du niveau fin. À cette critique on
peut répondre que la robustesse de l’algorithme MPSO permet l’utilisation d’un plus petit nombre de par-
ticules sur les niveaux les plus grossiers, limitant ainsi le coût de la relaxation. Par ailleurs, l’algorithme
PSO est bien adapté aux architectures de calcul parallèle. Pour réduire encore les coûts liés à la simula-
tion de configurations réalistes et complexes, on peut envisager l’utilisation d’un préconditionnement par
métamodèle (réseau de neurones artificiel, kriging, etc.) comme cela est proposé dans [88, 59].
Considérons le point de vue algorithmique désormais. On a montré dans des contextes indépendants
que les stratégies hiérarchiques permettaient d’élargir les performances d’algorithmes classiques, soit
pour la robustesse, soit pour la raideur. Il semble cependant indispensable de traiter ces deux aspects
à l’aide d’un unique processus. Si on a vu que l’algorithme MPSO était robuste, rien n’a été conçu a
priori pour la raideur numérique. En effet, une particule représente un vecteur de conception dont les
éléments sont les composantes dans la base canonique d’une représentation paramétrique. Initialement,
les particules sont distribuées dans des hypercubes. On se pose alors la question de la diversité d’une telle
distribution de l’essaim. Comme évoqué précédemment, la raideur est liée en partie au conditionnement
de la base de paramétrisation. La distance euclidienne entre les particules dans cette base ne représente
donc pas nécessairement une « bonne » métrique : la diversité de l’essaim est amoindrie dans le sens
où des particules « éloignées » selon cette métrique risquent d’être attirées rapidement vers le même
minimum local. Intuitivement, on réalise qu’il faudrait prendre en compte une métrique qui exploite le
conditionnement du problème. Pour établir cette métrique, une piste serait d’utiliser un précondition-
neur basé sur l’information des évaluations de la fonctionnelle par toutes les particules. Par exemple, ce
préconditionneur peut être construit à l’aide d’une régression quadratique, d’un métamodèle, ou encore
d’une Analyse en Composantes Principales (ACP) comme l’algorithme CMA-ES [94] le produit dans le
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cadre d’un algorithme génétique. En ce sens, tout l’essaim participe à la dynamique de recherche sur la
base des meilleures performances (mémoires) et de la raideur (préconditionneur).
Dans le même ordre d’idée, si les résultats des algorithmes multiniveaux dans un contexte local (uni-
modal) semblent prometteurs, il arrive que la présence de minima locaux court-circuite la relaxation sur
les niveaux grossiers et dirige le candidat vers un mauvais bassin d’attraction. Dans le chapitre 4 on a
proposé une stratégie de type FMG pour rassembler les techniques multiniveaux qui nous ont permis
d’élargir les algorithmes de base. Par ailleurs, on a déjà évoqué l’utilisation de métamodèles pour la ré-
duction du coût de calcul. Ce même métamodèle peut également fournir une approximation du hessien
pour la définition des sous-espaces de correction (cette approximation se situe comme intermédiaire entre
le hessien exact, précis mais coûteux, et le hessien du problème géométrique, qui repose uniquement
sur une hypothèse). Enfin, les problèmes traités n’ont été soumis qu’à des contraintes linéaires d’égalité.
Dans ce cas l’espace admissible est trivial et s’étend sur chaque niveau de manière exacte. Pour traiter
les non-linéarités des contraintes, il faudrait examiner des techniques plus élaborées afin de rendre les
problèmes grossiers consistants par rapport aux contraintes (on pense à généraliser l’algorithme FAS par
exemple).
Pour finir, on attire l’attention sur le potentiel des jeux dynamiques pour la résolution de problèmes
multicritères. En particulier, à la vue des résultats de l’exercice préliminaire traité au chapitre 6, il semble
qu’il faille bien distinguer dans ce domaine l’optimisation collaborative de l’optimisation compétitive. La
stratégie de partage optimale de territoire a pour but de traiter « au mieux » un conflit. Or il n’y a conflit
que lorsqu’un concept est Pareto-optimal. Au contraire, s’il n’y a pas de conflit, autant essayer avant tout
de minimiser l’ensemble des critères. Si la Pareto-optimalité apparaît souvent comme un aboutissement
du traitement d’un problème multicritère, confronté à un décideur (ou à un cahier des charges), il se peut
que cette propriété ne soit pas pleinement satisfaisante. Le traitement du conflit par les jeux semble être
alors une alternative à la procédure coûteuse de la recherche d’un front de Pareto. En outre, des questions
théoriques en relation avec les notions de Pareto sont toujours ouvertes.
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A.1 Rayon spectral des algorithmes bigrille idéaux
A.1.1 Transformation de similarité des matrices d’amplification
Définitions et propriétés
On rappelle les propriétés de similarité de deux matrices carrées.
Définition A.1. Soit A et B deux matrices carrés de même dimension. A et B sont similaires si il existe
une matrice inversible S telle que A = S−1BS. On note A ∼ B.
Théorème A.1. Si A ∼ B alors A et B ont les mêmes valeurs propres.
Théorème A.2. Soit A et B deux matrices carrées. Alors AB ∼ BA.
Transformations
Au chapitre 4 on a obtenu les matrices d’amplification G, d’un algorithme bigrille idéal pour le pro-
blème de Poisson et d’optimisation de forme. On a vu que G est de la forme
G = Gτ
[
I − P (RAhP )−1RAh
]
Gτ (A.1)
où
αR = PT (A.2)
pour α > 0 et
Gτ = I − τ
γ
Ah. (A.3)
En outre on a les égalités Ah = βhA = βhΩΛΩ et A2h = β2hA′ = β2hΩ′Λ′Ω′ avec β = βhβ2h
indépendants de h.
Pour étudier le rayon spectral de G de chacun des problèmes on dresse une relation de similarité en
utilisant les théorèmes de la section précédente :
G ∼ ΩGΩ
ΩGτΩΩ
[
I − P (RAhP )−1RAh
]
ΩΩGτΩ
(I − τ
γ
ΩAΩ)
[
I − βΩP (A′)−1RΩΩAΩ] (I − τ
γ
ΩAΩ)
(I − τ
γ
Λ)
[
I − αβΩRTΩ′Λ′−1Ω′RΩΛ
]
(I − τ
γ
Λ)
(I − τ
γ
Λ)
[
Λ−1 − αβΩRTΩ′Λ′−1Ω′RΩ
]
Λ(I − τ
γ
Λ)
∼
[
Λ−1 − αβΩRTΩ′Λ′−1Ω′RΩ
]
Λ(I − τ
γ
Λ)2
SoitD la matrice diagonale telle que Dkk = dk =
√
λk(1− τγλk), c-à-dD = Λ
1
2 (I− τγΛ) = (I− τγΛ)Λ
1
2
et soit σ = Ω′RΩ. On peut réécrire
G ∼
[
Λ−1 − αβσTΛ′−1σ
]
D2 = ΣD2
Structure de la matrice Sigma
On simplifie l’écriture de Σ. On rappelle que l’on considère deux grilles Th et T2h telles que h =
1
2p =
1
N+1 et 2h =
1
2p−1 =
1
N ′+1 , c-à-d N = 2N
′ + 1. De plus, on a la propriété suivante : soit λk,
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k = 1, . . . , N les valeurs propres sur Th et λ′j , j = 1, . . . , N ′ les valeurs propres sur T2h. Alors, pour
tout j = 1, . . . , N ′ on a λ′j = λ2j .
Premièrement on évalue σ. On rappelle de (3.24) que Sik =
√
2
N+1 sin(ikπh) =
√
2hsik.
σ = S′RS = 2
√
2hs′Rs (A.4)
avec s′ik = sin(ikπ2h) = s2i,k = si,2k. Donc un élément de s′Rs s’écrit
(s′Rs)jk =
1
2α
N ′∑
i=1
s2j,i [s2i−1,k + 2s2i,k + s2i+1,k] =
1
2α
σ˜jk. (A.5)
Donc
σ =
h
√
2
α
σ˜. (A.6)
Après quelques transformations trigonométriques (voir [29] par exemple) on a
σ˜jk =


1
h cos
2
(
θk
2
)
1 ≤ j = k ≤ N ′
− 1h cos2
(
θk
2
)
1 ≤ j = N + 1− k ≤ N ′
0 sinon
(A.7)
Maintenant que nous avons une forme simplifiée de σ on peut réécrire Σ
Σ = Λ−1 − β2h
2
α
σ˜TΛ′
−1
σ˜ =
β2h2
α
C. (A.8)
où
Cjk =
N ′∑
i=1
σ˜i,j σ˜i,k
λ2i
, j, k = 1 . . . N. (A.9)
On distingue les différents cas possibles (voir Figure A.1) :
(A) j = k
(A1) 1 ≤ j = k ≤ N ′
(A2) N ′ + 1 = j = k = N ′ + 1
(A3) N ′ + 2 ≤ j = k ≤ N
(B) j = N + 1− k
(C) j 6= k and j 6= N + 1− k
On déduit de (A.7) les valeurs de Cjk :
Cjk =


cos4
(
θk
2
)
λ2kh2
A1
0 A2
cos4
(
θk
2
)
λ2(N+1−k)h2
A3
−
cos2
(
θj
2
)
cos2
(
θk
2
)
λ2jh2
B
0 C
(A.10)
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Finalement, on donne une forme générale de Σ :
Σjk =


1
λk
− 2β
α
cos4
(
θk
2
)
λ2k
A1
1
λk
A2
1
λk
− 2β
α
cos4
(
θk
2
)
λ2(N+1−k)
A3
2β
α
cos2
(
θj
2
)
cos2
(
θk
2
)
λ2j
B
0 C
(A.11)
Il apparaît que Σ est non nulle sur la diagonale et l’« anti-diagonale » seulement.
A1 B
B
C C
A2
C
C
A3
1 . . . . . .N’ N’+1 N’+2 N
FIG. A.1 – Structure de la matrice Σ.
Application au problème de Poisson
– α = 2
– β = 4
– λk = 2− 2 cos(θk) = 4 sin2( θk2 )
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A1 : 1 ≤ k ≤ N ′
Σkk =
1
4 sin2( θk2 )
− 4 cos
4( θk2 )
4 sin2(θk)
=
1
4 sin2( θk2 )
− cos
4( θk2 )
4 sin2( θk2 ) cos
2( θk2 )
=
1
4
cos2( θk2 )(1− cos2( θk2 ))
sin2( θk2 ) cos
2( θk2 )
=
1
4
A2 : k = N ′ + 1 = 12h
Σkk =
1
4 sin2( θk2 )
=
1
4 sin2(π4 )
=
1
2
A3 : N ′ + 2 ≤ k ≤ N
Σkk =
1
4 sin2( θk2 )
− 4 cos
4( θk2 )
4 sin2((N + 1− k)πh)
=
1
4 sin2( θk2 )
− 4 cos
4( θk2 )
4 sin2(θk)
=
1
4
B : 1 ≤ j = N + 1− k = 1h − k ≤ N ′
Σjk = 4
cos2
(
θj
2
)
cos2
(
θk
2
)
4 sin2(θj)
=
cos2
(
θj
2
)
cos2
(
θk
2
)
4 sin2(
θj
2 ) cos
2(
θj
2 )
=
1
4
cos2
(
θk
2
)
sin2(π2 − θk2 )
=
1
4
Σkj = Σjk
Application au problème d’optimisation
– α = 1
– β = 12
– λk = 4 + 2 cos(θk)
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A1 : 1 ≤ k ≤ N ′
Σkk =
1
λk
− cos
4( θk2 )
λ2k
A2 : k = N ′ + 1 = 12h
Σkk =
1
4 + 2 cos(θk)
=
1
4 + 2 cos(π2 )
=
1
4
A3 : N ′ + 2 ≤ k ≤ N
Σkk =
1
λk
− cos
4( θk2 )
4 + 2 cos(2(N + 1− k)πh)
=
1
λk
− cos
4( θk2 )
λ2k
B : 1 ≤ k = N + 1− j ≤ N ′
Σjk =
sin2
(
θk
2
)
cos2
(
θk
2
)
λ2k
Σkj = Σjk
A.1.2 Rayon spectral du cycle idéal classique
On rappelle que Ah = 1h2A =
1
h2ΩΠΩ et A2h =
1
4h2A
′ = 14h2Ω
′Π′Ω′. Soit R l’opérateur de
restriction « moyenne » R = 12P
T de telle sorte que RAhP = A2h. D’après A.1.1 et A.1.1 on a la
propriété de similarité suivante
G ∼
[
Π−1 − 8σTΠ′−1σ
]
D2 = ΣD2
avec D = Π
1
2 (I − τ2Π), σ = Ω′RΩ, et
Σ =


1
4
1
4
1
4
1
4
. . . . .
.
1
4
1
4
1
2
1
4
1
4
. .
. . . .
1
4
1
4
1
4
1
4


. (A.12)
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C’est pourquoi G est similaire à
ΣD2 =
1
4


d21 d
2
N
d22 d
2
N−1
. . . . .
.
dN ′ d
2
N ′+2
2d2N ′+1
d2N ′ d
2
N ′+2
. .
. . . .
d22 d
2
N−1
d21 d
2
N


. (A.13)
On donne désormais les couples de valeurs et vecteurs propres (wk, αk) de ΣD2. Soit ek les vecteurs
de la base canonique, ejk = δjk. On distingue trois cas :
i) Soit k ≤ N ′ et wk = ek + eN+1−k. Il est immédiat de vérifier que wk est un vecteur propre avec
valeur propre αk = 14 (d
2
k + d
2
N+1−k).
ii) De même il est clair quewN ′+1 = eN ′+1 est un vecteur propre associé à la valeur propre αN ′+1 =
1
2d
2
N ′+1.
iii) Enfin soit k ≥ N ′ + 2 et wk = d2N+1−kek − d2keN+1−k. On vérifie que les wk sont des vecteurs
non nuls qui appartiennent au noyau de ΣD2. Ce sont donc des vecteurs propres associés à la valeur
propre αk = 0.
Puisque tous les N vecteurs wk ainsi définis sont linéairement indépendants, touts les couples sont trou-
vés. Donc le rayon spectral du cycle MG est donné par
ρ(ΣD2) = max
k=1..N
|αk|
= 14 maxk=1..N ′+1
d2k + d
2
N+1−k
Soit τ = 23 tel qu’on l’a défini pour que Gτ soit le lisseur optimal (voir la section 3.3.6). Puisque
d2k = µk
(
1− τ2µk
)2
= 2 (1− cos θk)
(
1− 23 (1− cos θk)
)2
= 29 (1− cos θk) (1 + 2 cos θk)2
alors
9
2
(
d2k + d
2
N+1−k
)
= (1− cos θk) (1 + 2 cos θk)2 + (1 + cos θk) (1− 2 cos θk)2
= (1 + 2 cos θk)
2
+ (1− 2 cos θk)2
+cos θk
(
(1 + 2 cos θk)
2 − (1− 2 cos θk)2
)
= 2
(
1 + 4 cos2 θk
)− 8 cos2 θk
= 2
Donc
ρ(ΣD2) =
1
4
4
9
=
1
9
. (A.14)
Le rayon spectral d’un cycle idéal est indépendant du maillage (et plus petit que 1). Quelle que soit le
taille de la grille fine, cette méthode a une convergence rapide.
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A.1.3 Rayon spectral du cycle idéal en optimisation
On rappelle que Hh = h6B =
h
6ΩΛΩ et H2h =
2h
6 B
′ = 2h6 Ω
′Λ′Ω′. Pour un souci de consistance
avec les notations précédentes, on écrit les transferts en terme de l’opérateur de restriction. D’après la
section A.1.1 on a la relation de similarité
G ∼
[
Λ−1 − 1
2
σTΛ′
−1
σ
]
D2 = ΣD2
avec D = Λ
1
2 (I − τ4Λ), σ = Ω′RΩ, et
Σjk =


1
λk
− cos
4
(
θk
2
)
λ2k
j = k 6= N ′ + 1
1
4
j = k = N ′ + 1
cos2
(
θk
2
)
sin2
(
θk
2
)
λ2k
j + k = N + 1
0 sinon
. (A.15)
Σ, et par conséquent ΣD2, a la structure décrite à la Figure A.1. Soit τ = 45 le paramètre de relaxation
optimal obtenu à la section 3.2.3. Les valeurs de la matrice diagonale D2 sont
d2k = λk
(
1− τ4λk
)2
= λk
(
1− 15 (4 + 2 cos θk)
)2
= 125λk (1− 2 cos θk)2 .
Ainsi, les entrées non nulles de ΣD2 sont
i) j = k 6= N ′ + 1
(ΣD2)kk =
1
25
(
1
λk
− cos
4
(
θk
2
)
λ2k
)
λk (1− 2 cos θk)2
=
1
25
λ2k − λk cos4
(
θk
2
)
λ2k
(1− 2 cos θk)2
ii) j = k = N ′ + 1
(ΣD2)N ′+1,N ′+1 =
1
25
1
4
λN ′+1
(
1− 2 cos π2
)2
=
1
25
1
4
4
=
1
25
iii) j + k = N + 1
(ΣD2)jk =
1
25
cos2
(
θk
2
)
sin2
(
θk
2
)
λ2k
λk (1− 2 cos θk)2
On cherche les couples de valeurs et vecteurs propres de ΣD2. Un couple est évident : pour k =
N ′ + 1, il est facile de vérifier que wk = ek est un vecteur propre associé à la valeur propre αk = 125 .
L’expression des N − 1 = 2N ′ autres couples n’est pas aussi simple que pour l’équation de Poisson.
Pour les obtenir on adopte la stratégie suivante : dans un premier temps on effectue une hypothèse sur les
entrées non nulles des vecteurs propres wk ; on en déduit un système linéaire à résoudre ; ces systèmes
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sont résolus en utilisant le logiciel de calcul symbolique Maple c© ; enfin on vérifie l’indépendance linéaire
des vecteurs propres.
Pour tout k ≤ N ′ supposons que wk est tel que wk = xkek + xN+1−keN+1−k :
wk =


xk
xN+1−k

 .
On suppose sans perte de généralité que xN+1−k = 1 puisque les vecteurs propres sont définis à
une constante multiplicative près (de manière équivalente on peut supposer que les vecteurs propres sont
normalisés, x2k + x2N+1−k = 1, et on choisit xk ≥ 0). Pour tout wk le système linéaire suivant doit être
résolu :
(ΣD2)wk = αkwk. (A.16)
En injectant l’hypothèse sur wk dans (A.16) on a{
xk(ΣD
2)k,k + (ΣD
2)k,N+1−k = αkxk
xk(ΣD
2)N+1−k,k + (ΣD
2)N+1−k,N+1−k = αk
où les inconnues sont xk et αk. On définit ainsi N ′ systèmes linéaires pour k = 1, . . . , N ′. Chaque
système peut être réécrit comme une équation du second ordre en xk et une équation linéaire en αk. Il
s’ensuit, si elles existent, deux paires de solutions pour chaque système : les 2N ′ couples restant.
D’après Maple on obtient les résultats suivant :
i) les N ′ vecteurs linéairement indépendant
wk = cos
2
(
θk
2
) (
1− 8 cos2 ( θk2 )+ 16 cos4 ( θk2 )) ek
− sin2 ( θk2 ) (1− 8 sin2 ( θk2 )+ 16 sin4 ( θk2 )) eN+1−k
appartiennent au noyau de G. Ce sont des vecteurs propres de valeur propre αk = 0.
ii) Les N ′ vecteurs linéairement indépendants
wN ′+1+k = sin
2
(
θk
2
) (
1 + 2 sin2
(
θk
2
))
ek
+cos2
(
θk
2
) (
1 + 2 cos2
(
θk
2
))
eN+1−k
sont des vecteurs propres associés aux valeurs propres
αN ′+1+k =
1
25
27− 144 cos2 ( θk2 )+ 304 cos4 ( θk2 )− 320 cos6 ( θk2 )+ 160 cos8 ( θk2 )
3− 8 cos2 ( θk2 )+ 8 cos4 ( θk2 ) .
Le rayon spectral du cycle idéal s’écrit donc
ρ(ΣD2) = max
k=1..N
|αk|
= max
k=N ′+1..N
|αk|
On peut montrer que αk > 125 pour k = 1 . . . N
′ et que α est une fonction monotone décroissante sur
θ ∈]0 π2 [. Alors le maximum est atteint en θ = θ1, c-à-d ρ(ΣD2) = αN ′+2 qui est dépendant du maillage.
Lorsque on fait tendre la taille du maillage vers 0 (h→ 0) on a αN ′+2 → 925 = (35 )2. C’est exactement le
comportement de 2 itérations de Jacobi (voir la section 3.3.6). En d’autres termes la correction de grille
grossière est inutile.
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A.1.4 Rayon spectral du cycle idéal avec réorganisation des valeurs propres
On considère toujours la paramétrisation P1 sur chacun des niveau et ENN ′ = P . On conduit une
analyse spectrale de la matrice d’amplification (3.88) avec Q = ΩPΩTP . Comme pour le calcul du
rayon de la méthode classique on adopte la méthodologie suivante :
a) L’expression du problème grossier H ′ = QTHhQ est simplifié.
b) On en déduit une forme plus simple de I −QH ′−1QTHh et des transformations de similarité sont
appliquées à G ; Il s’ensuit que G est similaire à une matrice de la forme ΣD2 où D est diagonale.
c) Le calcul des entrées de Σ exhibe une structure illustrée à la Figure A.1.
d) On propose une hypothèse sur la structure des vecteurs propres de ΣD2 et le système linéaire
résultant est résolu avec l’aide de Maple. On en déduit une formule analytique des vecteurs propres
et par conséquent le rayon spectral.
On rappelle que Hh = βhB = βhΩΛΩT et Gτ = I − τ4B.
a La matrice du sous-problème est
QTHhQ = βhP
TΩPΩTΩΛΩTΩPΩTP
= βhP
TΩPΛPΩTP
= βhP
TCP
où on a noté C = ΩPΛPΩT . Le produit ΩP permute les colonnes tandis que le produit PΩ permute les
lignes. Les vecteurs propres Sk ont les propriétés de symétrie suivantes : si k est impair, alors Sk est pair
par rapport à la valeur du milieu et inversement si k est pair, alors Sk est impair par rapport à la valeur du
milieu (voir la section 3.2.3). Formellement cela s’écrit
S(N+1−j)k =
{
Sjk k impair
−Sjk k pair
Alors on a
ΩP =

SN · · · S1

 et PΩ =

S1 −S2 S3 · · · −SN−1 SN

 .
En outre comme (PΩ)T = ΩP, alors
C = ΩPΛPΩT =


ST1
−ST2
...
−STN−1
STN



λ1 . . .
λN



S1 −S2 · · · −SN−1 SN

 .
Cjk =
N∑
i=1
λi (−1)j+k sijsik
= 2h (−1)j+k
N∑
i=1
(4 + 2 cos θi) sin(iθj) sin(iθk)
L’orthogonalité des vecteurs propres donne
N∑
i=1
4 sin(iθj) sin(iθk) =
4
2h
δjk
N∑
i=1
2 cos(θi) sin(iθj) sin(iθk) =
1
2h
(δj,k−1 + δj,k+1)
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Donc
C =


4 −1
−1 4 −1
. . .
−1 4 −1
−1 4

 .
Finalement, de simples multiplications avec l’opérateur d’interpolation linéaire P donne
QTHhQ = βhP
TCP = 4βhI (A.17)
b D’après (A.17) on a
I −Q(QTHhQ)−1QTHh = I − 1
4βh
QQTβhΩΛΩ
= I − 1
4
ΩPΩPPTΩPΛΩ
On applique des transformations de similarité sur G en utilisant le fait que Ω est symétrique et orthogonal :
G = Gτ
[
I −Q (QTHhQ)−1QTHh]Gτ
= GτΩΩ
[
I − 1
4
ΩPΩPPTΩPΛΩ
]
ΩΩGτ
= GτΩ
[
I − 1
4
PΩPPTΩPΛ
]
Λ−1ΛΩGτ
∼ ΩGτΩ
[
Λ−1 − 1
4
PΩPPTΩP
]
ΛΩGτΩ
∼
[
Λ−1 − 1
4
PΩPPTΩP
]
Λ(I − τ
4
Λ)2 = ΣD2
où on a noté
Σ =
[
Λ−1 − 1
4
PΩPPTΩP
]
et D2 = Λ(I − τ
4
Λ)2. (A.18)
De plus, puisque P est orthogonal, on a G ∼ (PΣP)(PD2P) avec
PΣP =
[
PΛ−1P− 1
4
ΩPPTΩ
]
et PD2P = PΛP(I − τ
4
PΛP)2. (A.19)
c Pour évaluer PΣP on doit calculer ΩPPTΩ. Pour i = 1 . . . N ′ et k = 1 . . . N on a
(PTΩ)ik =
1
2
(S2i−1,k + 2S2i,k + S2i+1,k)
Donc, puisque ΩPPTΩ = (PTΩ)TPTΩ, alors
(ΩPPTΩ)jk =
1
4
N ′∑
i=1
(S2i−1,j + 2S2i,j + S2i+1,j) (S2i−1,k + 2S2i,k + S2i+1,k)
=
2h
4
N ′∑
i=1
s2i−1,j (s2i−1,k + s2i,k + s2i+1,k)
+ 2s2i,j (s2i−1,k + s2i,k + s2i+1,k)
+ s2i+1,j (s2i−1,k + s2i,k + s2i+1,k)
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où on a posé Sjk =
√
2hsjk =
√
2h sin(jθk). En utilisant la formule
sin(a− b) + sin(a+ b) = 2 sin(a) cos(b) (A.20)
on obtient
s2i−1,j + s2i+1,j = sin(2iθj − θj) + sin(2iθj + θj)
= 2 sin(2iθj) cos(θj)
= 2sij cos(θj)
donc
(ΩPPTΩ)jk = h(1 + cos θj)
N ′∑
i=1
s2i,j (s2i−1,k + s2i,k + s2i+1,k) .
D’après la définition de σ˜jk en (A.5) et puisque ΩPPTΩ est symétrique, on a
(ΩPPTΩ)jk = 2h cos
2
(
θj
2
)

σ˜jk 1 ≤ j ≤ N ′, ∀k
σ˜kj 1 ≤ k ≤ N ′, ∀j
1
h cos
2
(
θk
2
)
N ′ + 2 ≤ j = k ≤ N
0 sinon
D’après (A.7) qui donne les valeurs de σ˜jk pour j = 1 . . . N ′ et k = 1 . . . N alors
(ΩPPTΩ)jk =


2 cos4
(
θk
2
)
1 ≤ j = k ≤ N, j, k 6= N ′ + 1
−2 cos2
(
θj
2
)
cos2
(
θk
2
)
j + k = N + 1, j, k 6= N ′ + 1
0 sinon
et
(PΣP)jk =
δjk
λN+1−k
− 1
4
(ΩPPTΩ)jk (A.21)
Avec
λN+1−k = 4 + 2 cos(θN+1−k) = 4− 2 cos θk
on obtient finalement
i) j = k et j, k 6= N ′ + 1
(PΣP)jk =
1− cos4( θk2 )(2− cos θk)
4− 2 cos θk
ii) j = k = N ′ + 1
(PΣP)jk =
1
λN ′+1
=
1
4
iii) j + k = N + 1 et j, k 6= N ′ + 1
(PΣP)jk =
1
2
cos2( θk2 ) sin
2( θk2 )
iv) sinon
(PΣP)jk = 0
Il s’ensuit que la structure des éléments non nuls de (PΣP) est la même que celle décrite à la Figure A.1.
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d On calcule désormais les valeurs et vecteurs propres de (PΣP)(PD2P). D’après (A.18) la matrice
diagonale PD2P est telle que
PD2P = PΛP(I − τ
4
PΛP)2
dont les entrées d2k sont
d2k = λN+1−k
(
I − τ
4
λN+1−k
)2
Avec τ = 45 en particulier on a
d2k =
1
25
λN+1−k(1 + 2 cos θk)
2
Du fait de la structure de (PΣP)(PD2P), il est évident que le vecteur wN ′+1 = eN ′+1 est un vecteur
propre associé à la valeur propre αN ′+1 = 14d
2
N ′+1 =
1
25 . Pour les autres couples on adopte la même
stratégie qu’à la section 3.4.5.
Soit k ≤ N ′ et considérons l’hypothèse suivante sur la structure des vecteurs propres wk de
PΣPPD2P : supposons que wk est tel que wk = xkek + xN+1−keN+1−k. Par ailleurs, sans perte
de généralité, soit xN+1−k = 1, soit wk est normalisé (c-à-d x2k + x2N+1−k) et xk ≥ 0. Pour chaque wk
on doit résoudre le système linéaire
(PΣPPD2P)wk = αkwk.
En injectant l’hypothèse on obtient{
xk(PΣPPD
2
P)k,k + (PΣPPD
2
P)k,N+1−k = αkxk
xk(PΣPPD
2
P)N+1−k,k + (PΣPPD
2
P)N+1−k,N+1−k = αk
où les inconnues sont xk et αk. On a donc défini N ′ systèmes linéaires. Chaque système peut être séparé
en une équation du second degré en xk et une équation linéaire en αk. On a ainsi deux couples (xk, αk)
de solutions par système : les 2N ′ couples restant.
D’après Maple on a le résultat suivant :
i) Les N ′ vecteurs non nuls et linéairement indépendants
wk =
(
(4 sin2( θk2 )− 3)2 sin2( θk2 )− 1
)
ek
+(4 sin2( θk2 )− 3)2 sin2( θk2 )eN+1−k
appartiennent au noyau de G. Ce sont des vecteurs propres associés à la valeur propre αk = 0.
ii) Les N ′ vecteurs non nuls et linéairement indépendants
wN ′+1+k = sin
2( θk2 )(2 sin
2( θk2 )− 3)ek
(2 sin2( θk2 ) + 1)(sin
2( θk2 )− 1)eN+1−k
sont des vecteurs propres associés aux valeurs propres
αN ′+1+k =
1
25
(
1− 8 cos2( θk2 ) sin2( θk2 ) cos2(θk)
)
Le rayon spectral du cycle idéal est donc
ρ(PΣPPD2P) = max
k=1..N
|αk|
= max
k=N ′+1..N
αk
Si on étudie la fonction f : θ 7→ 1− 8 cos2(θ) sin2(θ) cos2(2θ) et sa dérivée sur l’intervalle ]0 π4 [ on peut
montrer que f est positive et bornée supérieurement par 1. Alors, pour tout k > N ′ + 1, αk est plus petit
que 125 . Puisque αN ′+1 =
1
25 alors le rayon spectral est donné par
ρ(PΣPPD2P) = αN ′+1 =
1
25
. (A.22)
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A.1.5 Rayon spectral du cycle idéal algébrique
On rappelle qu’on a Q = Ω2, Gτ = I − τ4B et Hh = βhB où βh = h6 . On examine la matrice GCA
QTHhQ du problème grossier :
QTHhQ = βhΩ
T
2
[
Ω1 Ω2
](Λ1 0
0 Λ2
)[
ΩT1
ΩT2
]
Ω2
= βh
[
0 I
](Λ1 0
0 Λ2
)[
0
I
]
= βhΛ2.
Il est donc facile d’inverser le problème grossier, ce qui donne
Σ = I −Q (QTHhQ)−1QTHh
= I − β−1h Ω2Λ−12 ΩT2 βhB
= I − Ω2Λ−12 ΩT2
[
Ω1 Ω2
](Λ1 0
0 Λ2
)[
ΩT1
ΩT2
]
= I − Ω2Λ−12 Λ2ΩT2
= I − Ω2ΩT2
En appliquant des transformations de similarité sur G on obtient
G = GτΣGτ
= GτΩΩ
TΣΩΩTGτ
∼ (ΩTΣΩ)(ΩTGτΩ)2
où
ΩTΣΩ = I − ΩTΩ2ΩT2 Ω
= I −
(
0 0
0 I
)
=
(
I 0
0 0
)
et
ΩTGτΩ = I − τ
4
Λ
Donc G est similaire à
G ∼
(
I 0
0 0
)(
I − τ
4
Λ
)2
=
((
I − τ4Λ1
)2
0
0 0
)
de telle sorte que le rayon spectral est donné par
ρ(G) =
(
1− τ
4
minΛ1
)2
=
(
1− τ
4
λN ′+1
)2
.
En particulier, avec τ = 45 et sachant que λN ′+1 = 4 on a
ρ(G) =
(
1
5
)2
=
1
25
.
Le rayon spectral est identique à la méthode de réorganisation des paires de vecteurs et valeurs propres.
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A.2 Développement logiciel : plate-forme d’optimisation
les travaux de cette thèse ont abouti au développement d’une plate-forme d’optimisation de forme
pour la conception optimale d’antenne à réflecteur. Cette plate-forme intègre :
– des outils de manipulation géométrique de type CAO, éventuellement en formulation Free-Form ;
– des outils d’optimisation numérique robuste (PSO) et locale (méthodes de descente : plus grande
descente, gradient Conjugué, Quasi-Newton BFGS) ;
– une interface avec le logiciel de simulation numérique des équations de Maxwell en régime har-
monique pour les Structures Rayonnantes à Symétrie de Révolution (SRSR) développé à France
Télécom R&D La Turbie ;
– des algorithmes avancés utilisant des techniques hiérarchiques inspirées des Multigrilles et visant à
améliorer la robustesse et/ou la vitesse de convergence (tels qu’ils ont été exposés dans la présente
thèse) ;
– des techniques de parallélisation pour accélérer le code d’optimisation en réalisant des simulations
simultanées dans le cadre d’une optimisation robuste, multipoint, ou encore pour le calcul du gra-
dient par différences finies ;
– des outils pratiques de compilation du code, notamment avec GNU/Make.
A.2.1 Structure logique des composants de la plate-forme
Le processus d’optimisation numérique de la forme d’une antenne respecte le schéma classique
géométrie → maillage → analyse → optimisation (évaluation/sélection) → déformation → géométrie
→ · · · . Chacune de ces tâches correspond à un compartiment logiciel. La plate-forme est l’assemblage
de ces compartiments dont une illustration est donnée sur la Figure A.2.
Concrètement, ces compartiments correspondent à des routines de calcul dont le domaine d’applica-
tion est plus ou moins étendu :
– Le compartiment déformation comprend des outils très généraux de CAO [39] (Bézier, B-splines,
etc.) ainsi que des outils de FFD [86].
– Le compartiment géométrie assure l’interface entre les outils de CAO et le format de description
des géométries de SRSR.
– Les compartiments maillage et analyse sont assurés par des routines internes de SRSR.
– Le compartiment optimisation comprend des algorithmes classiques d’optimisation numérique pa-
ramétrique (méthodes de descente, PSO, [45, 54, 77]), réutilisable dans d’autres contextes et voué
à être enrichi.
– Le cœur de la plate-forme assemble ces outils dans un processus d’optimisation qui met en jeu
des algorithmes élaborés, hiérarchiques, et dont le but est d’améliorer la robustesse et la vitesse de
convergence.
La plate-forme comprend également deux dossiers de dépôt : un dépôt de géométries au format SRSR
et un dépôt de fichiers cibles pour les problèmes inverses.
A.2.2 Librairies externes
L’ensemble de la plate-forme est codé en FORTRAN 77, excepté les routines C de lecture des fichiers
de géométrie SRSR. Les flottants sont en double précision. Elle dépend des librairies externes BLAS1 et
LAPACK2. Par ailleurs, il existe deux versions du code : une version séquentielle et une version parallèle
basée sur les instructions MPI. Les routines parallèles sont utilisées pour les évaluations simultanées de
la fonctionnelle dans le contexte de l’algorithme PSO et/ou dans le contexte d’une optimisation multifré-
1http ://www.netlib.org/blas
2http ://www.netlib.org/lapack
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quence ou encore pour le calcul d’un gradient par différences finies. Le code nécessite alors une librairie
qui intègre les routines de communication MPI comme par exemple Open MPI3 ou MPICH24.
A.2.3 Extension de la plate-forme
Chaque composant est prévu pour être enrichi ou remplacé, et ce de manière indépendante (moyen-
nant parfois quelques routines d’interfaces) :
– les techniques de paramétrisation et de déformation bidimensionnelle s’étendent très simplement
aux problèmes tridimensionnels. En particulier, la technique FFD s’applique pour tout objet inclus
dans une boîte 3D. Si cet objet est défini par un maillage, chacun des points du maillage est déformé
selon le même principe, c’est-à-dire grâce au déplacements de points de contrôle qui agissent sur
des produits tensoriels de fonctions de base (Bernstein, B-spline, etc.). Les outils de déformation
inclus dans les librairies sont déjà prêts pour leur utilisation dans des configurations 3D ;
– la librairie des algorithmes classiques d’optimisation peut être facilement enrichie par d’autres
algorithmes (recuit simulé, algorithmes génétiques, simplexe, etc.) ; ces algorithmes sont ainsi in-
tégrée de manière transparente dans les processus hiérarchiques ; également, au sein d’une même
hiérarchie, plusieurs algorithmes peuvent être utilisés ; cela est prévu dans le but d’expérimenter
des techniques multiniveaux d’hybridation ;
– enfin, il est prévu que le calcul du gradient soit remplacé ultérieurement par un code adjoint.
3http ://www.open-mpi.org
4http ://www.mcs.anl.gov/research/projects/mpich2
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géométrie initiale
paramétrisation
. . .
SRSRDOPT
symétrie de révolution
SRSR
Maxwell harmonique
M(u,S) = 0
u(S)
Code principal
minS J (u(S))
Algorithmes
Multiniveaux
Librairies
optimisation
(GRAD, PSO)
minx J(u(x))
déformation
(CAO, FFD)
S = S(x)SInterface
.ge
fichier
géométrie
SRSR
géométrie finale
convergence
. . .
FIG. A.2 – Illustration des unités logiques de la plate-forme d’optimisation de structures rayonnantes à symétrie de
révolution.
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Titre Méthodes hiérarchiques pour l’optimisation géométrique de structures rayonnantes
Résumé Une antenne à réflecteur est une dispositif encore largement utilisé pour la communication sa-
tellite. La durée de vie d’un tel dispositif est étroitement liée à la fatigue due à la consommation d’énergie
pour émettre le signal. Un des enjeux de la conception optimale d’une antenne revient donc à produire
des systèmes dont le rendement est le meilleur possible par rapport à une tâche donnée. La particularité
d’une antenne à réflecteur se traduit par la présence de surfaces rayonnantes dont la géométrie constitue
le paramètre principal pour assumer cette tâche. Sur la base de la simulation de la propagation d’une onde
électromagnétique en espace libre et en régime harmonique, on est capable de développer des méthodes
d’optimisation numérique de la forme de surfaces rayonnantes. On cherche à minimiser un critère qui
traduit en terme mathématique la tâche à effectuer d’un point de vue énergétique. Cependant, les mé-
thodes utilisées sont souvent soumis à des difficultés liées au fait que ces problèmes sont mal posés et
numériquement raides. Le contrôle étant géométrique, on a examiné dans cette thèse les contributions
potentielles de représentations hiérarchiques afin d’étendre les performances d’algorithmes classiques
d’optimisation. Ces extensions empruntent ses fondements aux méthodes multigrilles pour la résolution
d’EDP. Un exemple théorique d’optimisation de forme permet d’asseoir les stratégies appliquées à l’op-
timisation d’antennes. Puis des expériences numériques d’optimisation montrent que les algorithmes de
bases sont améliorés en terme de robustesse comme en terme de vitesse de convergence.
Mots-clés électromagnétisme, antenne à réflecteur, optimisation de forme paramétrique, méthodes de
descente, Optimisation par Essaim de Particules, méthodes multiniveaux, optimisation multipoint
Title Hierarchical methods for optimal shape design of radiating structures
Abstract A reflector antenna is a device that is widely use for satellite communication. The life length
of such a device depends highly on the fatigue due to the energy consumption for the signal emission.
Thus, one of the goals of the optimal design of an antenna is to improve the productivity of systems de-
signed for a given task, for a fixed input power. A reflector antenna is characterized by radiating surfaces
whose geometry is the main parameter that can be controled to fulfill the task. Based on the time-harmonic
wave propagation simulation in free space, numerical procedures for the optimal design of the shape of
radiating structures are examined. Namely, we aim at minimizing a criterion that represents the task in
mathematical terms. In this framework, classical optimization methods are often submitted to challenging
difficulties related to the fact that the problems are ill-posed because multimodal and numerically stiff.
Since the control is the geometry of the reflectors, we have investigated in this thesis the potential enhan-
cements of basic algorithms using hierarchical parametric representations. The theoretical foundations of
the proposed algorithms rely on the Multigrid methods for solving PDE. A theoretical example for shape
optimization is considered in order to derive different multilevel strategies. These strategies are then ap-
plied to real-case problems for the optimal design of reflector antennas. Numerical experiences show that
basic algorithms are effectively enhanced in terms of robustness and convergence rate.
Keywords electromagnetics, reflector antenna, parametric shape optimization, descent methods, Par-
ticle Swarm Optimization, multilevel methods, multipoint optimization
