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Abstract:  Acoustic emission (AE) is the phenomenon where high frequency stress waves are 
generated by rapid release of energy within a material by sources such as crack initiation or growth. 
AE technique involves recording these stress waves by means of sensors placed on the surface and 
subsequent analysis of the recorded signals to gather information such as the nature and location of 
the source. It is one of the several diagnostic techniques currently used for structural health monitoring 
(SHM) of civil infrastructure such as bridges. Some of its advantages include ability to provide 
continuous in-situ monitoring and high sensitivity to crack activity. But several challenges still exist. 
Due to high sampling rate required for data capture, large amount of data is generated during AE 
testing. This is further complicated by the presence of a number of spurious sources that can produce 
AE signals which can then mask desired signals. Hence, an effective data analysis strategy is needed 
to achieve source discrimination. This also becomes important for long term monitoring applications in 
order to avoid massive date overload. Analysis of frequency contents of recorded AE signals together 
with the use of pattern recognition algorithms are some of the advanced and promising data analysis 
approaches for source discrimination. This paper explores the use of various signal processing tools 
for analysis of experimental data, with an overall aim of finding an improved method for source 
identification and discrimination, with particular focus on monitoring of steel bridges.  
Keywords:  Structural health monitoring, acoustic emissions, signal processing, frequency analysis, 
source discrimination. 
1 Introduction  
Civil infrastructure such as bridges needs an effective monitoring tool to ensure their safety and 
reliability. Acoustic emission (AE) technique is one of the several diagnostic techniques used for 
structural health monitoring (SHM) applications. AE is the phenomenon where high frequency stress 
waves are generated by rapid release of energy within a material. Common sources of AE in materials 
include initiation/growth of cracks, material dislocations, yielding and in case of composites, failure of 
bonds and fibre failure. AE technique involves recording the stress waves by means of sensors placed 
on the surface of the structure and subsequent analysis of the recorded signals to locate and gather 
information about the nature of the source of emission [1]. AE is generally used as a local technique 
for monitoring specific areas of a structure, for example regions with visible presence of cracks or 
crack prone areas such as welded regions and joints with bolted connection. Some of its advantages 
include ability to provide continuous in-situ monitoring and high sensitivity to crack activity. Figure 1a 
presents diagrammatic representation of AE phenomenon. 
          
   (a)       (b) 
Figure 1: (a) AE phenomenon, (b) Typical AE signal with commonly used parameters [2] 
  
Despite the advantages, successful use of AE technique for structural health monitoring applications 
has several challenges. Due to high sampling rate needed for data capture, large amount of data is 
usually generated during AE testing. Hence an effective data analysis strategy is necessary, 
especially for real time long term monitoring uses as data storage and transmission becomes 
important. It is also useful to have a parameter that can be used to decide which data is important and 
needs to be transmitted. The issue of data volume is further complicated as a number of spurious 
sources can also produce AE signals which can mask genuine damage related signals. In bridge 
monitoring applications large amount of signals have been found to come from erroneous sources 
(sources other than cracks) [3, 4]. Hence, it is important to accurately and automatically sort 
extraneous acoustic emission from crack based acoustic emission [4].  
The use of AE signal parameters such as amplitude, duration, rise time and energy content (see 
Figure 1b) is the simplest data analysis approach. Several previous studies have attempted to use 
parameters based approach in order to distinguish signals from various sources. For example, in 
study of crack growth in steel bridge hanger, mechanical and fretting noises were found have longer 
duration and longer rise times compared to crack signals [5]. Parameter based approach is simple but 
has several drawbacks. For example, use of parameters alone is unable to distinguish between the 
actual sound wave produced by a fracture event and the reflections of that wave from the edges of 
propagating medium [6] and also can misclassify acoustic emission events [4].  
But with the availability of advanced computing resources and data storage and transmission 
capability, recording and analysis of the complete signal waveforms is becoming the preferred 
analysis approach. Though the signals captured by sensors are affected by the medium of 
propagation (shape, size and material property) and the sensor characteristics (its type and the way it 
is coupled to the structure), the signals still contain information about the nature of the source [7]. 
Hence, the waveform based analysis approach is believed to be better than traditional parameter 
based approach in source discrimination. 
To analyse the recorded waveforms, frequency analysis of signals by means of Fourier transform is a 
popular tool. But it has drawbacks, such as loss of information about time of occurrence of different 
frequency components and its unsuitability for non-stationary signals like AE [8, 9]. More useful tools 
for simultaneous frequency-time analysis representation include short time Fourier transform (STFT) 
and wavelet analysis. STFT involves multiplying a signal with a short window function and calculating 
the Fourier transform of the product. The window is then moved to a new position and the calculation 
is repeated. This gives both time-frequency information of the whole signal, but the use of constant 
window length gives fixed resolution in both time and frequency domains. Compared to fixed length 
window size of STFT, wavelet analysis uses windowing technique with variable sizes - long time 
interval windows are used where more precise low-frequency information is needed, and shorter 
regions are used where high-frequency information is desired [10]. Wavelet analysis, thus, breaks a 
signal into different levels, where each level is associated with a certain band of frequencies in the 
signals. 
In studies of composites, different damage mechanisms, such as matrix cracking, fibre debonding and  
fibre breaking have been found to emit AE signals in different frequency bands [11]. Similarly, 
frequency spectra analysis of AE signals was found to help in distinguishing different chemical 
systems producing those signals [12]. Hence, energy distribution in different frequency bands can be 
calculated from time-frequency representation of the signal and then be used as source identification 
and discrimination tool. Ratios of energy distribution in different frequency bands from wavelet 
analysis has been used to identify different potential failure modes in composites [13]. 
Search for similarity among signals also helps in source discrimination, as similar source mechanisms 
emit similar signals if effects due the path of propagation and recording sensor characteristics are 
negligible. Cross-correlation coefficients in time domain and magnitude squared coherence (MSC) in 
frequency domain can be used to check if signals are similar or not [7, 14, 15]. Similarity analysis 
provides a simple way to cluster recorded signals into different groups. This approach is popular in 
seismic studies, where similarity in earthquake signals are used to gain further insight into source 
mechanism [16]. 
This paper aims to explore different source discrimination strategies for structural health monitoring. 
Some results from AE testing in laboratory are presented. Various signal based and waveform based 
approaches are used for data analysis. Results from the experiments are expected to help identify and 
  
discriminate sources of AE and thereby increase the effectiveness of AE technique in real life 
monitoring applications.  
2 Experimentation 
A 4 m long steel C-shaped beam was used as the test specimen, see Figure 2. Two sources of AE 
signals were generated: breaking 0.5 mm pencil leads and dropping steel balls (6 mm diameter) from 
a height of 15 cm. Pencil lead break test, also known as Hsu-Nielsen source is a standard method for 
simulating acoustic emission signals as it provides a fast rise time or step function like transient force 
similar to real AE sources, and the resulting waveform is easily reproducible [17].  Ten sets of each 
test were carried out. A µ-disp PAC (Physical Acoustics Corporation) system was used for data 
acquisition. To record AE signals, an R15α sensor (PAC, resonant at 150 KHz) was placed at a 
distance of 1.5 m from the source and was coupled to the specimen using vacuum grease and 
magnetic holder. Preamplifier with filter frequency range of 20 to 1200 KHz and a gain set at 40 dB 
was used in the test. The signals were bandpass filtered between 20-400 KHz using the software 
control of the data acquisition system, as most signals were expected in this range. While pencil lead 
breaks were used to simulate crack like signals, ball impacts were done to represent impacts of two 
components, which is another common source in real life applications. 
 
       
          (a)           (b) 
Figure 2: (a) Experimental set up, (b) Pencil lead break source 
Data was acquired at a sampling rate of 1 MHz (one sample per 1 μs) for duration of 15 ms. A 
threshold value of 60 dB was set for initiation of the recording process. (Note: AE dB is calculated as: 
dB=20 log (V/Vref) – (preamplifier gain), where reference voltage Vref =1 µV; 60 dB corresponding to an 
amplitude of 0.1 V). Though experimental conditions were relatively noise free, the higher value of 
threshold was used as in real life testing significant noises could be present, thereby requiring higher 
threshold value. Acquisition of data by the system was triggered as the signals exceeded this 
threshold amplitude voltage. 
First, some parameters of the signals were studied. Signals recorded were then analysed to explore if 
a combination of several signal processing tools could be used to accurately identify the sources of 
emission and thereby distinguish different sources. Fast Fourier transform (FFT), STFT and wavelet 
analyses were performed. Next, analysis was done to study similarity among the signals. Using data 
from STFT analysis, energy distribution in different frequency bands was calculated compared to the 
total energy. Two parameters: cross-correlation coefficient and magnitude squared coherence were 
calculated using Matlab commands ‘xcorr’ and ‘mscohere’ to check signal similarity in time and 
frequency domains respectively. The command ‘xcorr’ gives the value of 1 for two identical signals. 
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Similarly, ‘mscohere’ gives values lying between 0 and 1 which indicate how well two signals 
correspond to each other at each frequency; with the value of 1 indicating exact match [10]. 
3 Results 
3.1 Parameter based analysis 
Some common parameters of the AE signals obtained from the two set of experiments are given in 
Table 1. 
Table 1: Parameters of signals 
PENCIL LEAD BREAKS 
Rise time Counts Duration Amplitude RMS 
(µs) (µs) (dB) 
1 228 1212 24859 84 0.038 
2 330 988 21124 84 0.030 
3 329 997 20468 82 0.026 
4 330 1135 24735 83 0.034 
5 368 940 17932 81 0.026 
6 329 994 21432 82 0.028 
7 369 1176 24735 84 0.036 
8 360 1110 24062 83 0.032 
9 367 899 18012 82 0.026 
10 224 1096 24735 83 0.032 
Average 323 1055 22209 83 0.031 
BALL DROPS 
Rise time Counts Duration Amplitude RMS 
(µs) (µs) (dB) 
1 403 2894 72618 110 0.646 
2 404 2818 76477 109 0.688 
3 444 2562 74551 109 0.604 
4 442 2317 69891 108 0.452 
5 403 2588 69892 109 0.550 
6 405 2684 76456 108 0.622 
7 413 3384 84035 110 0.966 
8 403 2692 74065 110 0.602 
9 402 2505 69873 109 0.570 
10 404 3038 76477 109 0.758 
Average 412 2748 74434 109 0.646 
 
3.2 Frequency analysis by Fourier transform 
Frequency spectra of a typical pencil lead break (PLB) and a ball drop (BD) signal are shown in 
Figures 3 and 4. Only initial 2 ms of data were used for analysis purposes and are shown. 
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Figure 3: PLB signal (upper) along with its FFT representation (below) 
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Figure 4: Ball drop signal (upper) along with its FFT representation (below) 
  
3.3 Time-frequency analysis by STFT and wavelet 
The same PLB and BD signals (in Figures 3 and 4) were analysed using STFT [18] and resulting 
energy distributions in time-frequency domains are shown in Figures 5 and 6. 
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Figure 5: STFT analysis of PLB signal 
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Figure 6: STFT analysis of BD signal 
 
Wavelet analysis on the signals was performed using Vallen software [19] and the results are shown 
in Figures 7 and 8. 
 
 
  
 
Figure 7: Wavelet transform of PLB signal 
 
 
Figure 8: Wavelet transform of BD signal 
 
3.4 Energy distribution analysis 
From STFT analysis, frequencies between 0 till 500 KHz were divided into eight equally spaced bands 
and energy distribution in these bands was calculated as the ratios of the total energy. The ratios in 
different frequency bands for pencil lead break and ball drop signals are given in Table 2. 
 
Table 2: Energy distribution in different bands 
0-62.5 
KHz 
62.5-125 
KHz 
125-187.5 
KHz 
187.5-250
KHz 
250-312.5 
KHz 
312.5-375 
KHz 
375-437.5 
KHz 
437.5-500 
KHz 
For PLB signal 
0.2562 0.3331 0.3695 0.0064 0.0304 0.0038 0.0005 0.0000 
For BD signal 
0.7121 0.2804 0.0070 0.0004 0.0001 0.0000 0.0000 0.0000 
  
Average for all ten PLB signals 
0.2686 0.3516 0.3367 0.0068 0.0330 0.0029 0.0003 0.0000 
Average for all ten BD signals 
0.7932 0.2010 0.0055 0.0002 0.0001 0.0000 0.0000 0.0000 
 
Results from Table 2 can be used to quantify information obtained from STFT and wavelet plots. For 
ball drop signals most energy (around 80%) lie in frequencies less than 62.5 KHz while almost no 
energy lies above 125 KHz. For pencil lead breaks signals, energies are distributed pretty equally 
between then bands 0-62.5 KHz, 62.5-125 KHz and 125-187.5 KHz. It is also noted that between 250 
KHz till 375 KHz, PLB signals contain larger amount of energy compared to BD signals; as indicated 
by the frequency spectra in Figures 3 and 4. 
 
3.5 Cross-correlation analysis 
Cross-correlation analysis was first performed between two pencil lead breaks signals and then 
between a pencil lead break and a ball drop signal. Results are shown in Figure 9. 
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Figure 9: (a) Cross-correlation between two PLB signals (b) Cross-correlation of PLB and BD signals 
High cross-correlation (maximum value 0.8560) is seen for two PLB signals (Figure 9a) while for 
signals from different sources maximum value is about 0.5 only (Figure 9b). Cross-correlation of the 
first PLB signal with remaining nine PLB tests gave an average maximum value was 0.8704 (in the 
range between 0.8020 and 0.9062) while that for cross-correlation between the PLB with 10 BD 
signals was 0.4792 (in the range between 0.3773 and 0.5385). 
 
3.6 Coherence analysis 
A typical plot of MSC values versus frequencies between two pencil lead break signals is shown in 
Figure 10a and a similar plot between pencil lead break and ball drop signals is shown in Figure 10b. 
Figure 10a indicates close match of frequencies between the signals in the range 20 - 400 KHz 
(bandpass range), with an average value of 0.7301. On the other hand, Figure 10b indicates less 
coherence in that range, with average MSC value of 0.2681. Calculating MSC values of first PLB 
signal with the rest PLB signals mean MSC values lie in the range 0.7082 – 0.7492, while mean MSC 
values of the PLB signal with other ten ball drop signals lie in the much smaller range of 0.2201 – 
0.3214. 
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Figure 10: MSC values versus frequencies for (a) two PLB signals and (b) one PLB and one BD 
signal 
 
4 Discussion 
The aim of the study was to address an important issue in AE monitoring technique - source 
identification/differentiation by simulating two common sources of AE – crack and mechanical noises. 
Different methods were applied to check their viability in identifying and differentiating sources. 
Traditional method of AE analysis is based on parameters of signals such as rise-time, counts to peak, 
counts, amplitude, rms etc. From Table 1, it can be seen that rise time can be used as distinguishing 
parameter but other parameters don’t provide much information other than that ball drops imparted 
higher energy in the beam compared to pencil lead breaks. 
Use of Fourier transform show that ball drop signals have lower frequency contents compared to the 
pencil lead break signals. One likely reason for this is that ball drop force acts perpendicular to the 
surface, thereby primarily exciting flexural waves. Pencil lead breaks acts at an angle to the surface 
and it can be believed some extensional waves arise in addition. But more research is needed to 
validate this claim. Similar information is obtained from STFT and wavelet plots too, but in addition 
they show how frequency contents change with time. This can be valuable in visualising reflected 
signals and understanding AE wave modes. To quantify information from frequency and time-
frequency plots, ratio of energies in different frequency bands to total energy can be used as a 
convenient tool, as demonstrated by results in Section 3.4. 
 
Analysis using cross-correlation coefficient and magnitude squared coherence of AE signals provides 
a simple way of judging signal similarity, as verified by the experimental results. Signal similarity can 
be an effective tool for signal classification and thus for source identification and discrimination, which 
are some of the important aspects of monitoring. A crack waveform obtained from a laboratory 
experiment can act as a template for distinguishing a similar signal obtained in field testing from other 
noise sources. The differences in maximum cross-correlation values and mean MSC values are 
significant for similar and dissimilar sources. This shows the possibility of using these parameters for 
signal classification purposes. 
5 Conclusion and future work 
This paper has investigated detailed waveform analysis and similarity analysis as the ways to 
differentiate signals from different AE sources. The basis for waveform based analysis is that signals 
recorded contain information about the nature of the source; hence study of the signals, especially its 
frequency contents, will help identify and differentiate different sources of AE.  
Another area explored in this study is the measure of signal similarity. Signal similarity can be an 
effective tool for signal classification and thus for source identification and assessment, which are 
some of the important aspects of monitoring. One potential use of signal similarity is for real time 
  
monitoring application where signals obtained during monitoring can be compared to a template signal 
(signal from known source, e.g. cracking), thereby allowing only useful data to be filtered and 
transmitted. 
But it is also believed that source type, path of transmission and sensor characteristics (including how 
sensors are coupled to the structure) all affect AE sensor signatures. This study used the same 
sensor, but it may not be practical to use same sensor every time. Hence reproducibility of signal 
signature by different sensors is worth investigating and so is the effect of the path of propagation. 
These will be part of future investigation. 
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