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Zusammenfassung. Um bei der Implementierung von digi-
talen Signalverarbeitungsalgorithmen den Hardwareaufwand
zu minimieren, kann die Wortbreite der einzelnen Berech-
nungen optimiert werden. Dabei m¨ ussen die entstehenden
Quantisierungsfehler ber¨ ucksichtigt werden. In linear zeitin-
varianten Systemen (LTI) k¨ onnen die Quantisierungfehler in
Abh¨ angigkeit der statistischen Werte der Eingangssignale er-
mittelt werden. In vielen Algorithmen der digitalen Signal-
verarbeitungwerdenzus¨ atzlichzulinearenFunktionennicht-
lineare Funktionen verwendet. Dieser Beitrag befasst sich
mit den Besonderheiten der Quantisierung bei Verwendung
von nichtlinearen Funktionen. Dabei wird erl¨ autert, welche
Eigenschaften der Quantisierungsfehler am Eingang einer
nichtlinearen Funktion haben sollte, um durch die Funktion
die Verschlechterung des Signal-zu-Rauschleistungsverh¨ alt-
nis (SNR) zu minimieren. Weiter wird der Fehler, der durch
die Quantisierung nach einer nichtlinearen Funktion entsteht,
am Beispiel der Multiplikation untersucht.
1 Einleitung
Hardwareimplementierungen auf FPGAs und ASICs erlau-
ben es, die Wortbreite f¨ ur die Berechnungen und Zwi-
schenergebnisse frei zu w¨ ahlen. Um die Verlustleistung
und die ben¨ otigte Fl¨ ache zu minimieren und zugleich die
Rechengenauigkeit zu maximieren, sind Modelle notwen-
dig, die die Beziehung zwischen Wortbreite und Quan-
tisierungsfehler darstellen. Viele der Untersuchungen zu
Quantisierungseffekten befassen sich mit linear zeitinvari-
anten (LTI) Systemen (Taylor, 1983) und (Diniz et al.,
2002). In Oppenheim and Schafer (1999) ist ein Quantisie-
rungsmodell dargestellt, welches eine wertekontinuierliche
Gleichverteilung f¨ ur den Quantisierungsfehler annimmt. In
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Abbildung 1. Quantisierungsmodell
Constantinides et al. (1999) wurde das Modell mit einer wer-
tediskreten Gleichverteilung f¨ ur den Quantisierungsfehler
verfeinert und es wurde gezeigt, dass dieses Modell f¨ ur das
Abschneiden weniger Stellen eines bereits quantisierten Si-
gnals genauer ist. In vielen Algorithmen der Nachrichten-
technik z.B. Teich et al. (2000) werden nichtlineare Funktio-
nen wie die Multiplikation zweier Signale immer wichtiger.
Constantinides (2003) und Constantinides et al. (2004) zei-
gen eine Methode, um die Eingangsfehler von nichtlinearen
Funktionen anhand eines Kleinsignalmodells abzusch¨ atzen.
In diesem Bericht wollen wir auf die Besonderheiten bei
nichtlinearen Funktionen und Unterschiede zu LTI-Systemen
am Beispiel der Multiplikation eingehen. Weiter werden wir
speziell die Auswirkung eines Eingangsmittelwerts auf den
Ausgang bei LTI und nichtlinearen Systemen vergleichen.
2 Grundlagen zur Quantisierung
Im Weiteren werden die zwei g¨ angigsten Methoden der
Quantisierung von Zweierkomplementzahlen betrachtet: Ab-
schneiden und Runden. Es soll auf n Nachkommastellen
quantisiert werden, die Schrittweite des Quantisierers ist
dann 2−n. Das in Oppenheim and Schafer (1999) verwende-
te Quantisierungsmodell ersetzt die Quantisierung durch die
Addition des Quantisierungsfehlers e=y −x (Abb. 1). Da-
bei ist x das wertekontinuierliche Eingangssignal und y das
Signal nach der Quantisierung. F¨ ur den Quantisierungsfehler
werden dabei folgende statistische Annahmen getroffen:
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Abbildung2.FIRFiltermitQuantisierungdesEingangssignalsund
Fehlermittelwertkompensation am Ausgang
– Der Fehler e[k] ist die Abtastfolge eines station¨ aren Zu-
fallsprozesses.
– Der Fehler e[k] ist unkorreliert mit dem Signal x[k].
– Der Fehlerprozess l¨ asst sich als weißes Rauschen be-
schreiben, d.h. die Zufallsvariablen des Fehlerprozesses
sind unkorreliert.
– Die Wahrscheinlichkeitsdichtefunktion des Fehlers ist
gleichverteilt ¨ uber den Bereich des Quantisierungsfeh-
lers.
F¨ ur “gen¨ ugend komplexe” Signale, d.h. dass das Signal
von Abtastwert zu Abtastwert mehrere Quantisierungsstufen
¨ uberstreicht, sind diese Annahmen realistisch (Oppenheim
and Schafer, 1999).
Ausgehend von dieser vereinfachten Modellannahme, der
Gleichverteilung des Quantisierungsfehlers, kann nun die
Fehlerfortpﬂanzung bei einfachen Rechenoperationen n¨ aher
betrachtet werden. Der Mittelwert ist µe =−1
22−n f¨ ur Ab-
schneiden und µe =0 f¨ ur Runden und die Varianz ist
σ2
e = 1
122−2n f¨ ur Abschneiden und f¨ ur Runden.
Werden nur wenige Stellen einer bereits wertediskreten
Zahl quantisiert, so ist dieses Fehlermodell ungenau. F¨ ur ge-
nauere statistische Werte des Fehlers werden alle M¨ oglich-
keiten (in diesem Fall endlich viele) gleichwahrscheinlich
angenommen. Der Mittelwert berechnet sich aus der Sum-
me aller m¨ oglichen abgeschnittenen Werte, dividiert durch
die Anzahl der M¨ oglichkeiten (Constantinides et al., 1999).
F¨ ur eine Quantisierung eines Signals mit n1 Nachkomma-
stellen auf n2 Nachkommastellen mit n1 >n2 wird der Mit-
telwert des Quantisierungsfehlers wie folgt berechnet. F¨ ur
Abschneiden:
µe =
1
2n1−n2
2n1−n2 X
i=0
−i2−n1 = −
1
2
(2−n2 − 2−n1)
f¨ ur Runden:
µe =
1
2n1−n2
2n1−n2 X
i=0
(2−n2−1 − i2−n1) =
1
2
2−n1.
Die Varianz wird analog dazu f¨ ur Abschneiden und Runden
bestimmt:
σ2
e =
1
12
(2−2n2 − 2−2n1).
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Abbildung 3. FIR Filter mit Quantisierung des Eingangssignals,
Quantisierung der Skalierungsergebnisse und Kompensation des
Fehlermittelwertes am Ausgang
Mit Hilfe dieser statistischen Werte kann das Signal-
zu-Rauschleistungsverh¨ altnis (SNR) des Quantisierungsrau-
schens berechnet werden. Das SNR ergibt sich aus dem
Verh¨ altnis von quadratischen Mittelwert des Signals zu dem
quadratischen Mittelwert des Quantisierungsfehlers (Shan-
mugan and Breipohl, 1990):
SNR =
µSig2
µe2
=
µ2
Sig + σ2
Sig
µ2
e + σ2
e
(1)
3 Quantisierung in LTI-Systemen
In diesem Abschnitt betrachten wir die Quantisierung in LTI-
Systemen am Beispiel eines Finite Impulse Response (FIR)
Filters. Zun¨ achst gehen wir von einem FIR-Filter aus, des-
sen Eingangssignal x(k) quantisiert wird (Abb. 2). Das Aus-
gangssignal y(k) berechnet sich folgendermaßen:
y(k) =
N X
i=0
aix(k − i) (2)
Damit l¨ asst sich der Mittelwert des Quantisierungsfehlers ey
am Ausgang folgendermaßen berechnen:
µey = µex
N X
i=0
ai. (3)
Wird das wertekontinuierliche Eingangssignal x(k) auf n
Nachkommastellen abgeschnitten, ist der Fehlermittelwert
am Ausgang
µey = −
1
2
2−n
N X
i=0
ai (4)
und f¨ ur Runden
µey = 0. (5)
Die Varianz des Fehlers am Ausgang ist f¨ ur Runden und Ab-
schneiden
σ2
ey = σ2
ex
N X
i=0
a2
i =
1
12
2−2n
N X
i=0
a2
i (6)
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Dies bedeutet, dass sich Runden und Abschneiden im Fehler
nurdurchdenFehlermittelwertunterscheiden.BeiAbschnei-
den am Eingang und Subtraktion des vorhersagbaren Fehler-
mittelwerts (4) am Ausgang wird derselbe Fehlermittelwert
wie bei Runden am Eingang erreicht. In diesem Fall bringt
dies aber keine Hardwareeinsparung, da Runden (eine Addi-
tion) am Eingang durch eine Addition am Ausgang ersetzt
wird. Betrachten wir nun ein FIR-Filter, bei dem nach den
einzelnen Skalierungen ebenfalls quantisiert wird (Abb. 3).
Mit der Annahme, dass die quantisierten Stellen gleichver-
teilt sind und viele Stellen quantisiert werden, so dass der
Fehler mit einer kontinuierlichen Gleichverteilung gen¨ ahert
werden kann, ist der Mittelwert des Ausgangssignals f¨ ur
Abschneiden:
µey = −
1
2
2−n
 
N + 1 +
N X
i=0
ai
!
. (7)
Wird gerundet, so ist µey =0. Die Varianz des Fehlers am
Ausgang ist f¨ ur Runden und Abschneiden gleich:
σ2
ey =
1
12
2−2n
 
N + 1 +
N X
i=0
a2
i
!
. (8)
Auch hier kann der Mittelwert kompensiert werden, so
dass mit Abschneiden das gleiche SNR wie bei Runden er-
reicht wird. Haben die Skalierungsfaktoren ai nur wenige
Nachkommastellenna,i,sogiltdieAnnahme,dassderFehler
kontinuierlich ist, nicht mehr. Der Fehlermittelwert am Aus-
gang berechnet sich f¨ ur Abschneiden dann folgendermaßen:
µey = −
1
2
2−n
N X
i=0
ai −
1
2
N X
i=0
(2−n − 2−n−na,i)
= −
1
2
2−n
N X
i=0
(ai + 1 − 2−na,i).
F¨ ur Runden ist der Fehlermittelwert dann
µey =
1
2
N X
i=0
(2−n−na,i).
Die Varianz ist f¨ ur Runden und Abschneiden:
σ2
ey =
1
12
2−2n
N X
i=0
a2
i +
1
12
N X
i=0
(2−2n − 2−2n−2na,i)
=
1
12
2−2n
N X
i=0
(a2
i + 1 − 2−2na,i).
Abbildung 4 zeigt das simulierte SNR aufgetragen ¨ uber
die Anzahl der Nachkommastellen f¨ ur Runden, f¨ ur Ab-
schneiden und f¨ ur Abschneiden mit Mittelwertkompensati-
on. F¨ ur die Simulation wurde von Eingangswerten x(k) aus-
gegangen, die im Intervall [−1;1] gleichverteilt sind. Wie
man erkennt, erreicht man f¨ ur Abschneiden mit Mittelwert-
kompensation das gleiche SNR wie f¨ ur Runden. Allgemein
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Abbildung 4. SNR des FIR-Filters (Abb. 3) mit Quantisierung am
Eingang f¨ ur Runden, Abschneiden und Abschneiden mit Kompen-
sation des Ausgangssignals
kanngesagtwerden,dassRundeninLTI-Systemennichtnot-
wendig ist, solange die quantisierten Stellen gleichverteilt
sind, da die Varianz des Fehlers σ2
e in beiden F¨ allen gleich
ist. Der Unterschied macht sich nur in dem Fehlermittelwert
µe bemerkbar und kann durch nur eine Addition bzw. Sub-
traktion eliminiert werden.
Dabei stellt sich die Frage, wann die Bedingung, dass die
quantisierten Stellen diskret gleichverteilt sind, erf¨ ullt ist.
Sind die letzten m Stellen des quantisierten Eingangssignals
gleichverteilt, so sind auch die letzten m Stellen aller Skalie-
rungsergebnisse und Additionsergebnisse gleichverteilt. Da-
bei d¨ urfen nur Stellen, die ungleich Null werden k¨ onnen,
ber¨ ucksichtigt werden. Dies kann folgendermaßen gezeigt
werden:
u sei eine 1 Bit-Zahl, die diskret gleichverteilt ist, mit den
Wahrscheinlichkeiten P(u=1)=P(u=0)=0,5, v sei eben-
falls eine 1 Bit-Zahl mit P(v=1)=γ, P(v=0)=1−γ.
Werden die Zahlen u, v zu einer 1 Bit-Zahl w addiert
(w=u+v), so ist die Wahrscheinlichkeit:
P(w = 1) = P(u = 1) · P(v = 0) + P(u = 0) · P(v = 1)
= P(u = 1) · γ + P(u = 0) · (1 − γ)
= 0,5
Da die Addition von mehreren Stellen auf 1 Bit-Additionen
zur¨ uckgef¨ uhrt werden kann, gilt f¨ ur das Additionsergebnis
zweier Zahlen, dass die letzten m Stellen unabh¨ angig vonein-
ander und mit Wahrscheinlichkeit 0,5 Eins sind, also gleich-
verteilt, wenn die letzten m Stellen eines Summanden un-
abh¨ angig voneinander und mit der Wahrscheinlichkeit 0,5
Eins sind.
Die Skalierung wiederum kann auf einzelne Additionen
zur¨ uckgef¨ uhrt werden. Sind die letzten m Bit von x gleich-
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Abbildung 5. Multiplikation mit Quantisierung der Eingangs-
signale
verteilt, so sind die letzten m Bit des Summanden, der durch
die Multiplikation von x mit ai,0 =1 entsteht, gleichverteilt
und damit auch die letzten m Bit des Skalierungsergebnisses.
4 Quantisierung in nichtlinearen Systemen am Beispiel
der Multiplikation
Nun betrachten wir ein nichtlineares System am Beispiel
der Multiplikation. Im Gegensatz zu den Skalierungen im
vorherigen Abschnitt bilden wir das Produkt von zwei un-
abh¨ angigen Zufallszahlen. Zun¨ achst betrachten wir die Aus-
wirkungderQuantisierungderEingangssignaleaufnx Nach-
kommastellen auf das Ausgangssignal y(k) der Multipli-
kation (Abb. 5).
y = (x1 + e1) · (x2 + e2)
= x1 · x2 + x1 · e2 + x2 · e1 + e1 · e2
mit dem Quantisierungsfehler
emult = x1 · e2 + x2 · e1 + e1 · e2
Sind die Eingangssignale statistisch unabh¨ angig, so ist der
Mittelwert des Quantisierungsfehlers:
µe,mult = µx1 · µe2 + µx2 · µe1 + µe1 · µe2
Die Varianz betr¨ agt:
σ2
e,mult = µx12µe22 − (µx1µe2)2 + µx22µe12 − (µx2µe1)2
+ µe12µe22 − (µe1µe2)2
Mit der Annahme, dass die Eingangssignale mittelwertfrei
sind (µx1 =µx2 =0), berechnen sich Mittelwert und Varianz
zu
µe,mult = µe1 · µe2
σ2
e,mult = σ2
x1σ2
e2 + σ2
x2σ2
e1 + σ2
e1σ2
e2
+σ2
x1µe2
2 + σ2
x2µe1
2 + σ2
e1µe2
2 + σ2
e2µe1
2.
Das bedeutet, dass die Fehlermittelwerte (µe1, µe2) die Va-
rianz des Fehlers am Ausgang erh¨ ohen. Daraus folgt, dass
2 4 6 8 10 12 14
0
10
20
30
40
50
60
70
80
90
100
Anzahl der Nachkommastellen n
x1=n
x2
S
N
R
 
/
 
d
B
Runden
Abschneiden
Kompensiert
Abbildung 6. SNR am Ausgang der Multiplikation f¨ ur Runden,
Abschneiden und Abschneiden mit Kompensation des Fehlermit-
telwertes am Ausgang
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Abbildung 7. Quantisierung des Ausgangssignals der Multiplikati-
on mit nx1 + nx2 Nachkommastellen auf ny Nachkommastellen
der Fehlermittelwert der z.B. beim Abschneiden entsteht
nicht wie bei LTI-Systemen am Ausgang kompensiert wer-
den kann. Abbildung 6 zeigt das simulierte SNR des Aus-
gangssignals der Multiplikation aufgetragen ¨ uber die An-
zahl der Nachkommastellen der Eingangssignale f¨ ur Runden
bzw. Abschneiden am Eingang und f¨ ur Abschneiden am Ein-
gang mit Kompensation des Mittelwertes am Ausgang. F¨ ur
die Eingangssignale wurde eine Gleichverteilung im Inter-
vall [−1;1] angenommen. Man erkennt, dass das SNR f¨ ur
Abschneiden trotz der Kompensation des Fehlermittelwertes
am Ausgang 6 dB schlechter ist. Allgemein kann gesagt wer-
den, dass ein Fehlermittelwert am Eingang einer nichtline-
aren Funktion zu einer Vergr¨ oßerung der Fehlervarianz am
Ausgang f¨ uhren kann. Deshalb sollte der Fehlermittelwert
der Eingangssignale Null sein. Liegt ein wertekontinuier-
liches Signal vor, kann dies durch Runden erreicht werden.
Wird das Eingangssignal mit einem LTI-System berechnet,
so sollte der Fehlermittelwert wie im vorherigen Abschnitt
beschrieben kompensiert werden.
Betrachten wir nun die Quantisierung des Ausgangssi-
gnals der Multiplikation y(k) mit nx1 +nx2 Nachkomma-
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Abbildung 8. Wahrscheinlichkeitsfunktion des Quantisierungsfehlers eq (a) beim Abschneiden (b) beim Runden
stellen auf ny Nachkommastellen (Abb. 7). Dieser Fehler ist
im Gegensatz zu dem Quantisierungsfehler in LTI-Systemen
nicht mehr gleichverteilt. Bei gleichverteilten Eingangssi-
gnalen ist z.B. die Wahrscheinlichkeit P, dass das Least Si-
gniﬁcant Bit (LSB) des Ausgangssignals Eins ist:
P(LSBOUT = 1) = P(LSBIN = 1) · P(LSBIN = 1)
= 0,5 · 0,5 = 0,25
In Abb. 8 sind die Wahrscheinlichkeiten f¨ ur die Quanti-
sierungsfehler eq aufgetragen unter der Annahme, dass die
Anzahl der quantisierten Stellen des Ausgangssignals bei
den Eingangssignalen diskret gleichverteilt sind. Z.B. ist
nx1+nx2−ny = 3, so wird angenommen, dass die drei letz-
ten Bits beider Eingangssignale diskret gleichverteilt sind.
Diese von einer diskreten Gleichverteilung stark abweichen-
den Wahrscheinlichkeiten f¨ uhren dazu, dass der Mittelwert
und der quadratische Mittelwert des Fehlers eq deutlich von
Mittelwert und quadratischem Mittelwert eines gleichverteil-
ten Fehlers abweichen.
F¨ ur Runden gilt:
µeq =
1
4
(nx1 + nx2 − ny)2−nx1−nx2
µeq2 =
1
12
2−2ny −
1
12
2−2nx1−2nx2.
F¨ ur Abschneiden gilt:
µeq =
1
2
2−nx1−nx2
+
1
4
(nx1 + nx2 − ny)2−nx1−nx2 −
1
2
2−ny (9)
µeq2 = −
1
4
2−nx1−nx2−ny
−
1
4
(nx1 + nx2 − ny)2−nx1−nx2−ny
+
1
3
2−2ny −
1
12
2−2nx1−2nx2.
In Abb. 9 sind die theoretischen Mittelwerte und quadrati-
schen Mittelwerte f¨ ur eq und diskreter Gleichverteilung auf-
getragen. Werden nur wenige Stellen quantisiert, so weichen
die Mittelwerte von eq und diskreter Gleichverteilung stark
voneinander ab. Werden viele Stellen abgeschnitten, so sind
Abweichungen vernachl¨ assigbar.
5 Zusammenfassung
In dem vorliegenden Beitrag wurden die Auswirkungen von
Quantisierung in LTI-Systemen und vor und nach der Mul-
tiplikation von zwei Zufallszahlen untersucht. Dabei wurde
festgestellt, dass in LTI-Systemen Abschneiden im Vergleich
zu Runden lediglich zu einer Vergr¨ oßerung des Fehlermit-
telwertes am Ausgang f¨ uhrt, der vorhersagbar ist. Dies er-
laubt es, den Fehlermittelwert zu kompensieren und damit
das gleiche SNR wie f¨ ur Runden zu erreichen. Bei der Mul-
tiplikation einer nichtlinearen Funktion haben wir gesehen,
dass der Fehlermittelwert am Eingang zu einer Vergr¨ oßerung
derFehlervarianzundzueinerVerschlechterungdesSNRam
Ausgang f¨ uhrt. Diese Verschlechterung kann durch Kompen-
sation des Mittelwertes am Ausgang nicht mehr r¨ uckg¨ angig
gemacht werden. Allgemein kann gesagt werden, dass ein
Fehlermittelwert am Eingang von nichtlinearen Funktionen
zu einer Verschlechterung des SNR f¨ uhren kann und deshalb
der Fehlermittelwert am Eingang kompensiert werden sollte.
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Abbildung 9. Vergleich des (a) Mittelwert und (b) quadratischer Mittelwert von eq und gleichverteiltem Fehler
Weiterwurdegezeigt,dassderQuantisierungsfehleramAus-
gang der Multiplikation trotz der gleichverteilten Eingangs-
signale stark von der diskreten Gleichverteilung abweicht.
Dies f¨ uhrt zu Mittelwerten und einer Varianz, die bei der
Quantisierung von wenigen Stellen stark von den Mittelwer-
ten der diskreten Gleichverteilung abweichen.
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