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Introduction. Handwritten character recognition approach in image processing remains 
attractive as a fast as storing and communicating information. Character recognition has an 
importance role in various fields such as traffic tracing, valuable script discrimination and 
others which has been extremely studied [1-4]. Character recognition is the area where 
artificial neural network (ANN) techniques made their first significant contribution to 
computer science application and proved to be reliable alternatives to classical methods. The 
multilayer feed forward networks consist of a set of sensory units that constitute the input 
layer, one or more hidden layers of computation nodes, and an output layer of computation 
nodes. The input signal propagates through the network in a forward direction, on a layer by-
layer basis. Error back-propagation algorithm is the error-correction learning rule. However, 
of large data considered, it is computationally expensive and also a lot of computing time [5] 
and iteration computing for good performance [6] and less accuracy and accepted error rate in 
training still in remaining problem [1, 2, 6, 7].  
 
The practical solution to the problem is to parallelize the basic idea of concurrency in the 
ANN can efficiently exploited. Calculations are distributed over set of computers for 
computational purpose exploitation [8]. The distributed and parallel learning algorithms have 
gained importance because dataset sizes appear to be growing considerably faster than 
computational capabilities [9]. Most of the work have focused on special purpose hardware 
implementations that facilitates high degree parallelism, according to the architecture of 
visual share memory [10], cluster system [11] and on networks of stations [12]. Several 
approaches are on the algorithm where mostly they use Message Passing Interface (MPI) in 
providing parallelism over processors as in [13], [14] and [15]. This paper will describe the 
handwritten character recognition using ANN cluster to improve the generalization ability 
and accuracy. 
Learning Methods for Character Recognition. Learning methods have benefited character 
recognition tremendously and make the workload easier especially in improving accuracies 
from large sample data learning. Some excellent results as in [1],[16], and [10]. However, the 
solution is still far from being solved due to recognition inaccuracies of either machine 
printed character or degraded image or freely handwritten are insufficient. The current 
methods do not stable on large data set [17] where, the sample itself mostly solved by its 
feature recognition and not to image pixel as a whole. The solution of these remaining 
problems should rely on better learning utilizing to the samples. The character recognition 
methods can be divided into two categories: a) feature-based vector and b) structural 
methods. Feature vector can be easily extracted from character image with simple 
implementation especially for off-line recognition. On the other hand, structural methods, the 
extraction of component is quite difficult. This paper will mainly discuss on the statistical 
methods which is focusing in the supervised ANN.  
The most basic way of recognizing patterns is the probabilistic methods. This has been done 
by using the Bayesian decision theory as mentioned in [7]. The popular statistical as well as 
structural approaches technique is back propagation neural network [1, 16-18]. The character 
recognition also best discussed in Support Vector Machine [19, 20] and also in Convolutional 
Network [21, 22]. There are others ANN technique such as RProp training [23], QuickProp 
[24], conjugate gradient [25], recurrent network [26], Hopfield network [27], and Self 
Organizing-Map [28]. 
 
Back Propagation Artificial Neural Network (BPNN). The back propagation (BP) algorithm 
is a gradient descent method minimizing the error signal between actual and target output of 
multilayer perceptron [29]. BPNN solves compounding errors between interacting modules 
by back propagating error information throughout a network [30]. The BP contains a feed 
forward phase, error backward phase and weight update phase. The using of BPNN is 
because it permits an end to end optimization with respecting to a global measure of error and 
suitable for learning for recognition. Their main characteristics are that they have the ability 
to learn complex nonlinear input-output relationships, use sequential training procedures, and 
adapt themselves to the data [10, 31-33]. The feed forward phase can be formulated based on 
Werbos’s (1974) as follows: 
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where N is the number of neurons in the hidden layer, wj3 are the weight of node j of the 
hidden layer the output node, wij is are weights from the input node to node j in hidden layer, 
xi are the input values, Tj are the threshold of the output neuron. The activation function used 
for the hidden node and output node is sigmoid,                  .                                                                     
The error phase is based on [12] and [34]  as : 
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The weight update phase is based on [35] as follows: 
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The back propagation sometime leads to sensitive network optimization to specific parameter 
chosen. They also require long training time just to “memorize” all possible input vectors that 
are fed into the network. However, there is always a possibility that the network will give 
false results due to poor generalization capability. This is where the distributed learning takes 
place where the inherent parallelism allows for a distributed learning of neural network. 
 
BPNN Learning Strategies. Back-propagation learning may be implemented in one of two 
essential strategies as follows:  
i. Sequential mode (also known as the on-line mode, pattern update, revision by revision, 
sample by sample or stochastic mode). Weight adjustments are made to the free 
parameters after each training pattern been presented the network on an example-by 
example basis. The sequential mode is best suited for pattern classification[16] 
ii. Batch mode: In this second mode of BP learning, weight adjustments are made to the free 
parameters of the network on an epoch-by-epoch basis, where each epoch consists of the 
entire set of training examples. The batch mode is best suited for nonlinear regression 
[16]. 
There are several strategies proposed for parallelizing the back propagation algorithm of a 
multilayer perceptron (MLP).  They are (1)Training session parallelism: Each processor run 
with different initial training parameter where it can determine which training parameter is 
suitable most [36], (2)Network partitioning: Each processor has a number of units from each 
layer. Every processor has to deal with a small piece of neural network[15], (3) Pattern 
Partitioning: Each processor run the same program with its own partition which is sub 
partition from the whole training set locally and sum weight changes for the given training 
patterns[14, 37], and (4) Combination of network partitioning and pattern partitioning .  In 
this research, the batch strategy training set parallelism is adopted because it is well suited 
for distributing network n due to weight adjustments that can be calculated independently. 
The training set is partitioned into several subsets, while the whole NN is duplicated on each 
processor[40]. Each processor works with a subset of the training set as shown in Fig. 1. 
 
 
Fig 1: Parallelizing of BPNN training in clusters 
 
Distributed Back Propagation (DBP). The batch processing used in DBP is believed to has 
several advantages as in [38] where batch learning converged faster to the globally optimal 
weight than online training. The research tested the learning rate should less than 2 in order to 
make sure convergence to the optimal weight. DBP involves a process of partitioning the 
pattern which is straight forward based on sequential back propagation algorithm [40]. Each 
processor connected has the identical copies identical copies of entire network. In each 
learning cycle, each processor q presents to the network the patterns in its part Bq of the 
current batch B of training patterns as a component gradient as in equation 4. Component 
gradient is the result of individual processor that represents some part of the batch of the 
training pattern as summarized by [40] in equation 4 and 5. Once all pattern in the batch 
presented, then the resulting component gradient will be combined at master processor. 
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where   denotes the set of all weights. The weight change      to the respective patterns in 
batch B can be expressed as a sum of component gradient       : 
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The necessary modification base on Eq. 5, that is only once in performing the collection and 
summation of all component gradient of       instead of each pattern in sequential algorithm. 
The component gradient in batch B communicated using neighbour configuration of P 
processors. Each P processor will send its component gradient and will receive p-1 
processor’s component gradient. Generally, all processor will receive temporary component 
gradient. Each processor sends the received component gradient to the predecessor and 
receives a new component gradient. After p-1 steps, each processor will have received the 
entire component gradient from all other processors. Each of the processor will hold the new 
sum of all component gradients and it will able to update the weights.  
 
Implementation. The MNIST dataset is tested on both the parallel and the non parallel 
BPNN. The test was run in 10000 set data. The environment was Intel Core 2 with 3.5 GB 
memory. One processor is used as master and others as slaves. MNIST dataset consist 60000 
images for training and 10000 images for testing used for classifier algorithm. Pixel 
intensities of the original fray scales images range from 0 (background) to 255(maximum 
foreground intensity), An 28 X 28 pixels (256 bit-depth) per image get mapped to real value 
0.0 and 1.0 are fed into BPNN input layer. The network structure is initially set to 784 of 
input nodes, 50 of hidden nodes and 10 output nodes. The cluster is set up to 8 nodes and 
using Intel Dual Core Machines. The algorithm is developed using C while the MPI [39] is 
implemented using MPICH 2[40] and were compiled in Visual Studio 2005. 
 
Results and Discussion. DBP successfully developed and run in sequential and parallel 
algorithm. There are a little bit increased due to global summation of parallelization. Each 
processor running exactly as sequential of a single processor and are independently from each 
other except for the exchange of delta of weights. The exchange of delta of weight is an extra 
work for parallel processor, thus it need an extra time. There were several expectations for 
parallel BPNN. First, the parallel implementation should always return the same result as the 
single processor implementation. Secondly, the performance of the parallel DBP compared to 
sequential ANN should vary based on the number of inputs in a given network and the 
number of test data number have the larger number of entries of input resulting in better 
performance in parallel DBP. As expected, the parallel BPNN produced the correct output for 
the given input. While some performance degradation was expected due to MPI overhead, it 
was theorized that a sufficient large number of inputs in test data would decrease this effect, 
resulting in a performance gain. Although such success experiment success for small system 
[41], further test on larger distributes systems would help to accurately measure the systems’ 
performance in more diverse environments. 
Analysis of the code in a variety of environments might allow for improvements in the 
distributed learning. A few questions arise regarding to parallelism of clusters of learning. 
Will more complex multi-layer neural networks show similar results as this single layer 
single neuron network? Will employing mini batch increase the distributed DPBP? Will 
message passing overhead cause significant performance degradation? Utilizing BP methods 
will result in even more message passing however; these types of networks are some of the 
most powerful. Could methods be found to reduce passing overhead? Currently the parallel 
learning functions are actually slower than serial implementation to file I/O. Utilizing file I/O 
might help improve the message passing overhead possibly resulting in performance benefit. 
Final question is in applying this code to real character recognition itself. The current code is 
not sufficiently general to handle a wide variety of problem, further modification and 
utilization of more advanced technique would be required. 
Some said that the batch training more efficient than online learning since it calculates the 
direction of true gradient for each update in [38], whereas the gradient direction used for each 
parameter in online learning leads to slow convergence [42]. Batch training slows down when 
it uses the average of the weight changes over each training epoch while the online training 
converges to the optimal weight faster. Thus, these training algorithms can apply mini batch 
training, which combines online and batch training by dividing the training data into small 
batches and train on these batches instead of only one large batch. 
 
Conclusion. An experimental shows the potential of parallel approach in learning to help the 
performance of ANN. A lot of efforts have been made to get higher accuracy and speed up 
but still there are tremendous scope in improving recognition accuracy and global 
optimization where focuses on generalization ability, where they require all of the training 
data is available at the time of training. There is some problem in distributing pattern evenly 
between computer nodes due to randomness of pattern that resulted bad training time 
consuming, the better solution is to use pattern strategies of multi neural network. Recently 
solution to maintain generalization ability and accuracy is to employ neural network 
ensemble or ensemble learning where it works the same problem respectively. Each of 
ensemble members is trained under different training conditions. Finally an algorithm is 
applied to the results of training of each member to make a clear decision of recognition.  
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