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Chapter 1 
 
 
Introduction 
 
For every country it is important to know the real conditions of its economy so that economic trends 
and development can be followed over time. 
In this study, the labour market data coming from the Italian Labour Force Survey are analysed in 
order to discover how transitions between labour market conditions change over time. The official 
labour market state definition will be used: employed, unemployed and not in the labour force. 
The  Italian  Labour  Force  Survey  is  the  most  important  statistical  source  for  studying  the labour 
market, allowing the estimation of several labour market indicators in Italy. Moreover, ISTAT as well 
(Italian National Statistical Institute) usually utilizes these data to gain its official estimates about the 
number of employed persons and job-seekers, as a way for obtaining information about the main 
labour supply aggregates, such as occupation, economic activity area, worked hours, contract types 
and duration or training. Since the survey started in 1959, it played a primary role in the statistical 
documentation and analysis of the employment situation in Italy and proved to be an indispensable 
instrument  of  knowledge  for  public  decision-makers,  media  and  citizens  alike.  The  survey  was 
updated over the years to consider the continuous transformations in the labour market and the 
growing information requirements of users regarding the social and economic reality of our nation. 
The most recent change in survey design started at the beginning of 2004 in accordance with the 
European Union regulation (n.577/98). First, the survey name changed to reflect the innovations:  
before  2004  it  was  called  Rilevazione  Trimestrale  sulle  Forze  di  Lavoro  (Quarterly  Labour  Force 
Survey) while now its name is Rilevazione Continua sulle Forze di Lavoro (Continuous Labour Force 
Survey). The current survey is continuously updated since information is collected during every week 
of the year instead of in just one specific week of each quarter as done during the previous survey. 
Other improvements are the redesign of the questionnaire, the new way of data collection and the 
new sampling design.  
In this study I will consequently consider the data coming from the Rilevazione Continua sulle Forze di 
Lavoro, for the period of time between the first quarter in 2004 to the fourth quarter in 2007. I will 
give a more detailed description of the data and how they were collected. Then the first explorative 
analyses  for  understanding  how  the  data  represent  the  working  condition  during  the  time. 4 
 
Subsequently I will present the main aim of this study. It is to investigate whether  Latent Class 
Markov models can be used to correct gross flows in the labour market from possible classification 
error. Since multiple indicators for the labour market state are available, latent class analysis would 
not need impractical assumptions in order to achieve model identification (Bound et al, 2001). By 
means of these analyses I expect to obtain estimates of the true transition probabilities by correcting 
the observed data for different types of measurement errors. Although classification errors for the 
successive occasions cannot be correlated, with retrospective surveys classification errors are usually 
of a systematic nature and they often lead to underestimate the turnover, since the  respondents 
tend to be consistent in their answers and to forget about past changes in their labour market status. 
Consequently, the independent classification error (ICE) assumption is often broken and this work 
intends  to  study  how  gross  flows  estimates  can  be  corrected  when  the  data  are  subjected  to 
correlated classification errors. These strategies are based on a reformulation of the latent class 
model as a log-linear model with latent variables, more specifically as a causal directed log-linear 
model with latent variables (Kuha & Skinner,1997).  Therefore in chapter 2 I will describe previous 
studies of latent class models and in chapter 3 I will study how they have evolved to reach the 
specification of latent class Markov models, which will be analysed for my aim.  
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Chapter 2 
 
In this chapter, I describe the basic logic of latent variables. Indeed I speak about a latent class 
analysis but above all I will explain latent class models. 
Latent variables burnt because in many concepts in the social sciences many phenomena cannot be 
observed  directly.  We  cannot,  for  example,  directly  observe  economic  development,  radical 
prejudice, feelings and so on. Indeed, there are hundreds of other theoretically interesting concepts 
for which the available measures are assumed to be imperfect indicators. For example, while we 
cannot directly observe customer satisfaction, we are likely to believe that there are some people 
that use a lot a product because it is cheaper or because it functions well or there are other people 
who do not use a lot a product, and so forth. Since we believe that each of the observed indicators is 
caused by an unobserved, or latent, variable of interest, we expect covariation among the observed 
measures,  and  we  study  the  patterns  of  interrelationships  among  the  observed  indicators  to 
understand  and  characterize  the  underlying  latent  variable.  A  number  of  recent  methodological 
advances enable researchers to systematically analyse these relationships, thus permitting better 
characterization of the latent variable of interest. The basic premise of the study of latent variables is 
that  the  covariation  actually  observed  among  the  manifest  variables  is  due  to  each  manifest 
variable’s  relationship  whit  the  latent  variable  that  explains  the  relationship  between  observed 
variables. If a variable exists, and can be characterized, controlling for this latent variable will result in 
diminishing the covariation between all of the observed variables to the level of chance covariation. 
Consequently, the latent variable is said to be the true source of the originally observed covariations. 
Much  of the early work on the study of latent variables used factor analysis, a technique which 
focuses  on  characterizing  continuous  latent  variables  by  analyzing  sets  of  continuous  (or 
dichotomous) observed indicators.(Allan L.Mccutcheon, 1987) 
 
2.1  Some notes on the history of latent class analysis 
 
I  noted  that  in  contrast  to  the  problem  of  measuring  the  relationship  (the  nonindependence) 
between two (or more) observed dichotomous or polytomous variables, which many researchers 
have considered at various times throughout the twentieth century and also at times during the 
nineteenth century (e.g., Goodman and Kruskal, 1979,Stigler, 1986 and Goodman, 2000), the main 6 
 
development of latent class models took place only during the last half of the twentieth century. The 
literature  on  this  topic  that  appeared  in  the  1950s  and  the  1960s  was  primarily  limited  to  the 
situation  in  which  all  of  the  observed  (manifest)  variables  were  dichotomous  (not  polytomous). 
Lazarsfeld (1950) first introduced the term latent structure models in 1950; and the various models 
that he considered as latent structure models (including the latent class model) were concerned 
mainly with “dichotomous systems” of observed variables. 
During the 1950s and 1960s, there were essentially five different methods that were proposed for 
estimating the parameters in the latent class model: (1) a method suggested by Green (1951) that 
resembled in some respects a traditional factor analysis; (2) a method suggested by Gibson (1951) 
that was quite different from the method suggested by Green (1951) but that also resembled factor 
analysis in some respects; (3) a method that was based on the calculation of the solution of certain 
determinant  equations  that  was  suggested  by  the  work  of  Lazarsfeld  and  Dudman  (1951)  and 
Koopmans (1951) and that was developed by Anderson (1954a) and extended by Gibson (1955) and 
Madansky  (1960);  (4)  a  scoring  method  described  by  McHugh  (1956)  for  obtaining  maximum-
likelihood estimates of the parameters in the model; and (5) a partitioning method developed by 
Madansky  (1959)  that  is  based  on  an  examination  of  each  of  the  possible  assignments  of  the 
observations in the cross-classification table to the different latent classes. 
It turned out that (1) the first method (Green’s method), or a version of this method, can provide 
estimators of the parameters in the latent class model that are not consistent (see, e.g., Madansky, 
1968); (2) the second method (Gibson’s 1951 method) also can provide estimators of the parameters 
in the latent class model that are not consistent; (3) the third method (the determinantal equations 
method) does provide (under certain conditions) consistent estimators, but these estimators are not 
efficient, and some of the estimates that are actually obtained by using this method are often not 
permissible (i.e., not admissible) as estimates of the corresponding parameters in the latent class 
model (see, e.g., Anderson,1959; Anderson and Carleton, 1957); (4) the fourth method (the scoring 
method)  can  provide  (under  certain  conditions)  efficient  estimators,  but  the  estimates  that  are 
actually obtained with this method, as described in McHugh (1956, 1958), can have a similar kind of 
permissibility  problem  associated  with  it,  as  did  the  determinantal  equations  method,  and  an 
implementation of this procedure in the early 1960s was judged too costly for practical use (see, e.g., 
Madansky, 1968; Henry, 1983); and (5) the fifth method (the partitioning method) has certain merits 
(e.g.,  one  version  of  this  method  can  provide  efficient  estimators),  but  the  shortcoming  of  this 
method is that it is too time consuming, even with fast computers and samples that are not very 
large, to enumerate and assess each of the possible assignments of the observations in the cross-
classification table to the different latent classes (Madansky, 1968). 7 
 
In assessing what the state of affairs was near the end of the 1960s with respect to the estimation of 
the parameters in the latent class model, Lazarsfeld and Henry (1968) comment as follows: “A great 
deal  of  imaginative  thinking  and  sophisticated  programming  is  still  needed  before  latent  class 
analysis can be routinely applied to a set of data.” This state of affairs changed in the middle of the 
1970s. 
With the introduction of more general latent class models and the introduction of a relatively simple 
method for obtaining the maximum-likelihood estimates of the parameters in these models, the 
practical application of these models by researchers in various fields of inquiry became a realistic 
possibility (see Goodman, 1974a, 1974b). In contrast to the earlier latent class models that were 
limited to the analysis of only dichotomous(not polytomous) manifest variables and that included 
only one latent variable in the model, the new more general latent class models have the following 
advantages:  (1)  they  can  be  applied  to  both  dichotomous  and  polytomous  observed  (manifest) 
variables; (2) they can include one or more than one unobserved (latent) variable or variables in the 
model; and (3) they can include a wide range of possible constraints that can be imposed (if desired) 
on the parameters in the model. With the wide range of possible constraints that can be imposed (if 
desired) on the parameters in the more general latent class model, we can obtain a wide range of 
useful models. Models that can include properly specified constraints can enable the researcher to 
test a wide range of hypotheses about the structure of the data. With the more general latent class 
model  and  with  the  many  possible  models  that  can  be  obtained when  different  constraints  are 
specified, we obtain models that can be applied in many different contexts. For example, the more 
general latent class model can be used to obtain various models for analyzing the scalability of 
response patterns (i.e., the scaling models; see, e.g., Goodman, 1975; Clogg and Sawyer, 1981), 
various  models  that  can  include  error-rate  parameters  (measurement  error,  response  error,  or 
classification error parameters) to describe how each of the different latent classes (or some of these 
latent  classes)  in  the  model  may  respond  (with  error)  in  the  corresponding  observed  manifest 
variables  (i.e.,  the  measurement  models;  see,  e.g.,  Goodman,  1974a;  Clogg  and  Sawyer,  1981), 
various models that allow for the special treatment of the entries in specified cells of the cross-
classification table (i.e., the quasi-latent-structure models; see, e.g., Goodman, 1974a; Clogg, 1981a), 
various  models  that  include  both  multiple  observed  indicator  variables  and  multiple  observed 
antecedent (exogenous or causal) variables (i.e., the multiple-indicator/multiple-cause, or MIMIC, 
models; see, e.g., Goodman, 1974a, Section 5.4; Clogg, 1981b), and various models that can be used 
for  the  simultaneous  analysis  and  comparison  of  the  latent  structures  pertaining  to  the  cross-
classified data in two or more multi way tables (i.e., the simultaneous latent structure models; see, 
e.g., Clogg and Goodman, 1984, 1985, 1986; Birkelund et al., 1996). 8 
 
With the estimation method introduced by Goodman (1974a, 1974b) to obtain maximum-likelihood 
estimates for the more general latent class models, a method of estimation was obtained that is 
quite different from the five estimation methods (considered earlier in this section) that had been 
developed earlier specifically for latent class models. The relatively simple method introduced by 
Goodman (1974a, 1974b) can be viewed simply as a direct extension of (1) the iterative proportional 
fitting method (fitting one-way margins) used with the quasi-independence model in the analysis of a 
two-way table (or a multi way table) in which the usual independence model is of interest but some 
of the entries in the table are missing and/or there is a need for special treatment for some of the 
cells in the table (see, e.g., Goodman, 1968), and (2) the iterative proportional fitting method (e.g., 
fitting specified one-way marginals, specified two-way marginals) used with the usual hierarchical log 
linear models in the analysis of a multi way table pertaining to the joint distribution of a set of 
manifest variables (see, e.g., Goodman, 1970). The iterative proportional fitting method for a quasi-
independence model can be used to take into account the fact that there are missing (unobserved) 
entries in the two-way table (or the multi way table) pertaining to the joint distribution of two (or 
more)  manifest  variables;  and  the  iterative  proportional  fitting method  introduced  by  Goodman 
(1974a,  1974b)  can  be  used  to  take  into  account  the  fact  that  there  are  missing  (unobserved) 
variables (i.e., the latent variables) in the multi way table pertaining to the joint distribution of the 
manifest variables and the latent variables. With the iterative proportional fitting method for the 
analysis of a multi way table pertaining to the joint distribution of a set of manifest variables directly 
extended to obtain the iterative proportional fitting method for the analysis of a multi way table 
pertaining to the joint distribution of a set of manifest variables and latent variables, we obtained an 
estimation method that can be applied in many contexts in which a set of manifest variables and a 
related set of latent variables are of interest and also in many contexts in which a set of latent 
variables and a related set of manifest variables are of interest. 
The analysis of a multiway table pertaining to the joint distribution of a set of manifest variables was 
extended earlier in order to obtain models for the simultaneous analysis and comparison of two or 
more such multi way tables (see, e.g., Goodman, 1973a), and it was also extended earlier in order to 
obtain models for the situation in which some of the manifest variables in the multi way table are 
posterior to other manifest variables in the table, where the manifest variables can be viewed as 
ordered from first to last, or where the set of manifest variables can be partitioned into mutually 
exclusive and exhaustive subsets that can then be viewed as ordered from first to last (see, e.g., 
Goodman, 1973b, 1973c, and the corresponding path diagrams presented in these articles). It may 
also be worth noting here that the analysis of the multi way table in Goodman (1970) listed all 
possible elementary log linear models (for the m-way table, with m = 2, 3, 4) that can be described in 
terms of the concepts of independence and conditional independence; these models would include, 9 
 
for example, the Markov-type models. The models referred to in the present paragraph for the 
analysis of a multi way table pertaining to the joint distribution of a set of manifest variables (or for 
the analysis of two or more such multi way tables) can now be extended to the analysis of the 
relationship  between  a  set  of  manifest  variables  and  a  corresponding  set  of  latent 
variables.(Goodman (1974a, Section 5.4), Hagenaars (1988, 1990, 1993), van de Pol and Langeheine 
(1990), and Vermunt (1997)). Many other contributions to this field could also be cited; however, this 
would be beyond the scope of this exposition on latent class analysis and these brief notes on its 
history.  
 
2.2 Latent class analysis 
 
Latent  class  analysis  is  a  techinique  for  analyzing  relationships  among  categorical  data;  that  is, 
relationships among variables scored at either the nominal or odinal level of measurement. I begin 
by considering this subject in its simplest context; that is, in the analysis of the cross classification of 
two dichotomous variables, say, variables A and B. In this context, we have the simple two-way 2 × 2 
cross-classification table {A, B}, where the two rows of the 2 × 2 table correspond to the two classes 
of the dichotomous variable A, and the two columns of the 2 × 2 table correspond to the two classes 
of the dichotomous variable B. I let Pij denote the probability that an observation will fall in the ith 
row (i = 1, 2) and jth column ( j = 1, 2) of this 2 × 2 table. In other words, Pij is the probability that an 
observation will be in the ith class (i = 1, 2) on variable A and in the jth class ( j = 1, 2) on variable B. 
When variables A and B are statistically independent of each other, I have the simple relationship 
ܲ௜௝ ൌ ܲ௜
஺ܲ ௝
஻ሺͳሻ 
where ܲ௜
஺ is the probability that an observation will fall in the ith row of the 2 × 2 table, and ܲ ௝
஻ is the 
probability that an observation will fall in the jth column of the 2 × 2 table. In other words, ܲ௜
஺is the 
probability that an observation will be in the ith class on variable A, and ܲ ௝
஻ is the probability that an 
observation will be in the jth class on variable B; with 
ܲ௜
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௜
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when variables A and B are not statistically independent, that is, when formula (1) does not hold, 
which is often the case in many areas of empirical research (when both variables A and B are of 
substantive interest), the researcher analyzing the data in the 2 × 2 table will usually be interested in 
measuring  the  association  between  the  two  variables  (A  and  B);  and  there  are  many  different 
measures of this association. (Even for the simple 2 × 2  table, there are many such measures.) 10 
 
However, all of these measures (or almost all of them) are week in an important respect. Although 
these measures may help the researcher to determine the magnitude of association between the 
two variables (A and B), they cannot help the researcher in determining whether this association is 
spurious. In  other  words,  none  (or  almost  none)  of  the  usual  measures  of  association  between 
variables A and B can help the researcher to determine whether the observed relationship (the 
nonindependence) between variables A and B can be explained by some other variable, say, variable 
X, where this variable X may be unobserved or unobservable, or latent. Is there a latent variable X 
that can explain the observed (manifest) relationship between variables A and B, when it takes into 
account the (unobserved) relationship that this latent variable X may have with variable A and the 
(unobserved) relationship that the latent variable may have with variable B? The use of latent class 
models  can  help  the  researcher  to  consider  such  questions.  The  latent  variable  X  introduced 
previously can be viewed as a possible explanatory variable. It can be used at times to explain the 
observed relationship between variables A and B even when this observed relationship between the 
two observed variables (A and B) is statistically significant. At other times, the explanatory latent 
variable  X  can  be  used  to  help  the  researcher  to  explain  more  fully  the  observed  relationship 
between the two observed variables. With some sets of data, an appropriate latent class model 
might include several latent variables as explanatory variables; and these latent variables might be 
useful in helping the researcher to explain more fully (or to explain away) the observed relationships 
among the set of observed variables under consideration. Use of such latent class models can help 
the researcher in many ways. The problem of measuring the relationship (the nonindependence) 
between two (or more) observed dichotomous (or polytomous) variables has a long history. 
Thus far in this introductory section on latent class analysis I have  focused the attention on the 
possible use of a latent dichotomous or polytomous variable (or a set of such latent dichotomous or 
polytomous variables) as an explanatory variable (or as explanatory variables) in the study of the 
relationships among a set of observed (or manifest) dichotomous or polytomous variables. In this 
case, the primary focus is on  the set of observed variables and on possible explanations of the 
observed relationships among these variables. The latent class models can be also used in those 
situations in which the observed dichotomous or polytomous variables may be viewed as indicators 
or markers for an unobserved latent variable X, where the unobserved variable is, in some sense, 
being measured (in an indirect way and with measurement error) by the observed variables. In this 
case, our primary focus is on the unobserved latent variable; and the observed variables are, in some 
sense, ascriptive or attributive variables pertaining to the latent variable. I can also use models of this 
kind  in  the  study  of  the  relationships  among  a  set  of  unobserved  (or  latent)  dichotomous  or 
polytomous  variables  in  the  situation  in  which  there  are  observed  dichotomous  or  polytomous 
variables that can be viewed as indicators or markers for the unobserved (or latent) variables. In this 11 
 
case,  our  primary  focus  is  on  the  set  of  unobserved  latentvariables  and  on  the  unobserved 
relationships among these variables. 
2.3 The latent class model 
 
It is important underline that  in latent class analysis there is an important assumption  of “local 
independence” (Lazarsfeld and Henry, 1968); that is, when the relationship observed among a set of 
variables are found to be zero within the categories of some other variable, this set of variables is 
said  to  be  locally  indipendent  with  respect  to  this  explanatory  variable.  The  criterion  of  local 
indipendence, then, provides a method for determing whether relationships among a set of observed 
measures are due to some unmeasures are due to some unmeasured explanatory variable. When a 
set of interrelated variables are found to be locally indipendent within categories of some additional 
variable, it says that the additional variable “explanis” the observed relationships, that the additional 
variable  represents  the  true  variable  of  interest,  and  that  once  it  is  considered  all  of  the  other 
measures  are  unrelated.  So  the  object  of  latent  class  analysis  is  to  define  a  latent  variable, 
specifically, a set of classes within which the manifest variables are locally indipendent. If such a 
variable  can  be  defined,  then  its  classes  are  taken  to  represent  either  the  latent  types  or  the 
categorical scale locations of the variable as they are defined by the measured variables within the 
sampled popolation. 
Now, for example, let consider the latent class model in the situation in which variable  A is an 
observed (or manifest) dichotomous or polytomous variable having I classes (i = 1, 2, . . . , I), variable 
B is an observed (or manifest) dichotomous or polytomous variable having J classes ( j = 1, 2, . . . , J ), 
and variable X is an unobserved (or latent) dichotomous or polytomous variable having T classes (t = 
1, 2, . . . , T). Let  ߨ௜௝௧
஺஻௑ denote the joint probability that an observation is in class i on variable A, in 
class j on variable B, and in class t on variable X; let ߨ௜௧
஺ҧ௑ denote the conditional probability that an 
observation is in class i on variable A, given that the observation is in class t on variable X; let ߨ௝௧
஻ ത௑ 
denote the conditional probability that an observation is in class  j on variable B, given that the 
observation is in class t on variable X; and let ߨ௧
஺ҧ௑ denote the probability that an observation is in 
class t on variable X. The latent class model in this situation can be expressed simply as follows: 
ߨ௜௝௧
஺஻௑ ൌ ߨ௧
௑ߨ௜௧
஺ҧ௑ߨ௝௧
஻ ത௑ǡ݂݋ݎ݅ ൌ ͳǡǥǡܫǢ݆ ൌ ͳǡǥǡܬǢݐ ൌ ͳǡǥǡܶሺ͵ሻ 
This model states that variables A and B are conditionally independent of each other, given the class 
level on variable X. That is, 
ߨ௜௝௧
஺ҧ஻ ത௑ ൌ
ߨ௜௝௧
஺஻௑
ߨ௧
௑ ൌ ߨ௜௧
஺ҧ௑ߨ௝௧
஻ ത௑ሺͶሻ 12 
 
where ߨ௜௝௧
஺ҧ஻ ത௑ ൌ
గ೔ೕ೟
ಲಳ೉
గ೟
೉  is the conditional probability that an observation is in class i on variable A and in 
class j on variable B, given that the observation is in class t on variable X. 
The latent class probabilities and conditional probabilities are the two fundamental quantities of 
latent  class  analysis.  A  method  for  obtaining  estimates  of  the  conditional  and  latent  class 
probabilities is maximum likelihood presented by Goodaman (1974a, 1974b). In general, the latent 
class probabilities (ߨ௧
௑) describe the distribution of classes (levels) of the latent variable within which 
the observed measures are (locally)  independent of one another. Thus  there are two important 
aspects of the latent class probabilities: the number of classes and the relative sizes of these classes. 
The number of classes (T) in the latent variable (X) represents the number of latent types defined by 
the latent class model for the observed cross tabulation; in scale analysis each class represents a 
separate, identificable location on the scale. The relative size of each of the T classes also provides 
significant information for the interpretation of the latent class probabilities. The relative size of the 
latent class probabilities indicate whether the population is relatively evenly distributed among the T 
classes, or whether some of the latent classes represent relatively large segments of the population 
while other classes represent relatively small segments. The sum of the latent class probabilities (ߨ௧
௑) 
over T latent classes of the latent variable (X) must equal one: σ ߨ௧
௑
௧ ൌ ͳ. 
The second essential type of latent class parameter, the conditional probability, is comparable to the 
factor loading in factor analysis. These parameters represent the probabilities of an individual in class 
t of the latent variable (X) being at a particular level of the observed variables. For each of the T 
classes of the latent variable there is a set of conditional probabilities for each observed variable. For 
example, if two observed variables have been used to define the latent classes, each of the classes 
will have two sets of conditional probabilities (ߨ௜௧
஺ҧ௑ߨ௝௧
஻ ത௑). Since each of the observed variables can be 
either dichotomous or polytomous, the number of distinct conditional probabilities for each of the 
observed variables is equal to the number of levels measured for that variable. That is, if an observed 
variable has two levels, there will be two associated probabilities. It should note that within each of 
the T latent classes the conditional probabilities for each of the observed variables sum to one: 
σ ߨ௜௧
஺ҧ௑
௜ ൌ σ ߨ௝௧
஻ ത௑
௝ ൌ ͳ. 
I presented the latent class model above for the situation in which there are only two observed 
(manifest) variables (say, A and B). This I do for expository purposes in order to consider this subject 
in its simplest context. However, it should be noted that some special problems arise when latent 
class models are considered in the situation in which there are only two observed variables that do 
not arise in the situation in which there are more than two observed variables. 
After the latent class analysis, I need to introduce the theory about latent class Markov model for 
emplaning my study. 13 
 
 
 
 
Chapter 3 
 
 3.1 Latent Markov models 
         introduction 
 
This chapter deals with longitudinal categorical data. Such data may be of two types, in general. Type 
I refers to the situation in which a few subjects are measured repeatedly at many occasions. The 
models and methods relevant in this case are those of time series analysis. Type II refers to the 
reverse situation in which many subjects are measured repeatedly at a few (typically three to five) 
occasions, resulting in so-called panel data (and this one it is the type of data). If such data are 
categorical, one approach of analysis is by means of Markov chain models. These are the kind of 
models this chapter focuses on. 
The goal then is to make statements about what happens from one point in time to the next, for 
example, whether consumers stay with a given brand (are brand loyal) or switch to some other 
brand.  Apart  from  consumer  behavior,  Markov  chain  models  have  been  applied  in  many  other 
settings, such as attitude change; income, geographic, and industrial labor mobility; interpersonal 
relationships; voting behavior; animal behavior; learning; cognitive development; meteorology; and 
epidemiology. (Langeheine and van de Pol, 1991). 
It seems to be unanimous that the term Markov chain refers to discrete variables (i.e., categorical 
variables,  items,  or,  more  generally,  indicators  with  response  categories  such  as  Yes/No; 
Agree/Disagree;  Pass/Fail;  Employed/Unemployed/Not  in  the  labor  force;  Democrat/Republican/ 
Don’t Know) measured repeatedly over time with the same sample of subjects (panel data) and that 
the  dynamics  across  time  is  modeled  by  assuming  a  discrete  time  process  in  order  to  make 
statements about change, stability, or both. 
Whereas the first models considered refer to repeated measurements of a single indicator from N 
subjects at  T points in  time, recent developments mentioned in the final section show that the 
methodology can be extended to cope with the situation of multiple indicators that are considered 
as manifest indicators of some latent categorical variable (construct). That is, both the manifest and 
the latent variables considered in this study are categorical (discrete). However, models assuming 
ordered categorical latent variables may be conceived of for multiple indicator models. 14 
 
In addition to the assumption of a discrete space, Markov chain models make the assumption of a 
process operating in discrete time. That is, Markov chain models make statements about transitions 
from one point in time to the next. They do not describe the process of change between occasions in 
the  way  that  continuous  time  models  do.  Pros  and  cons  of  discrete  and  continuous  time 
representations of dynamic models are dealt with by Singer and Spilerman (1974, 1976), Beck (1975), 
Bartholomew (1981), Kohfeld and Salert (1982), Kalbfleisch and Lawless (1985), Plewis (1985), and 
Hagenaars (1990), among others. 
As the title of this chapter indicates, the focus will be on latent Markov chains. Figure 1 gives a 
hierarchy of models that all operate on the latent level in one way or the other, with the exception of 
the simple Markov model at the bottom of Figure 3.1. In the next section, I will start off with the 
most general model (latent mixed Markov for several groups) because this offers a reference point 
for all following models. I will then proceed with the simplest of all sub models and work bottom-up 
through the more comprehensive models, thus following the historical development of these models 
and the efforts made by various researchers to overcome the shortcomings at each stage of the 
hierarchy. 
 
Latent Mixed Markov for several groups 
(LMMs) 
 
 
Latent Mixed Markov 
(LMM) 
 
                Mixed Markov (MM)                                                                                                                                   Latent Markov (LM) 
 
 
 
               Latent Class (LC) 
 
       Simple Markov (M) 
 
Figure 3.1: A hierarchy of Markov chain models (adapted from Langeheine,1994) 
 
Next  I  will  introduce  the  models  briefly.  The  first-order  simple  Markov  model  assumes  that  the 
probability to be in a specific state only depends on one’s state at the previous time point. The 
process ignores what happened before that. However, in nearly all instances it will turn out that this 
restrictive assumption is an oversimplification of the dynamics across time; that is, the model almost 
never turns out to be in agreement with a given set of data. There may be several reasons for this. 
One reason is that the model assumes population homogeneity; in other words, the dynamics across 
time tapped by the model is assumed to hold for all subjects. 15 
 
This assumption is relaxed by extending the simple Markov model to a mixture of several chains 
(mixed Markov), thus allowing each chain to follow its own dynamics. Another drawback of the 
simple Markov model is that it assumes the data to be free of measurement error, which renders this 
model unrealistic especially for social science researchers. This flaw may be coped with by extending 
the  simple  Markov  model  to  a  so-called  latent  Markov  model  that  allows  one  to  correct  for 
measurement error. At this stage it is interesting to note that the simple latent class model can be 
shown to be a special case of both the mixed and the latent Markov models. 
Just as the simple Markov model, the latent Markov model is a single chain model, thus sharing the 
same assumption with the former with respect to population homogeneity. The latent mixed Markov 
model therefore extends the latent Markov model to a mixture of several latent chains, thus allowing 
for unobserved population heterogeneity on the latent level. As we will see later, this model reduces 
to the mixed Markov if measurement is assumed to be perfect. On top, finally, we have the latent 
mixed Markov model for several groups, which extends the latent mixed Markov model to cope with 
the situation of having data from several groups defined by additional external discrete variables 
(such as Male/Female; Low/High socioeconomic status; Experimental/Control group). The feature of 
this model is that it allows for a simultaneous analysis of all groups in which the researcher is free, of 
course, to choose from all of the models considered so far. 
In the following sections, the models in Figure 3.1 will be treated in detail. 
 
3.2 The latent mixed Markov model for several groups 
 
Here it is presented the most general longitudinal latent class model known at the moment, the 
latent mixed Markov model for several groups by Van de Pol and Langeheine (1990), and it is showed 
how more simple (more restrictive) models are related to this general model.  
Consider the case in which some categorical variable having J categories is repeatedly measured at T 
= 3 occasions. This gives a J
3 table. Such a table may not only be available for a single group of 
subjects but for several, says H, groups that are defined by some additional external categorical 
variable such as gender, region, or experimental versus control group, in which the assumption is 
that the H groups so defined differ in their dynamics across time in the characteristic of interest. The 
latent mixed Markov model for several populations or groups is then given by: 
ܲ௛௜௝௞ ൌ ߛ௛ ෍ ෍ ෍ ෍ߨ௦ȁ௛ߜ௔ȁ௦௛
ଵ ߩ௜ȁ௔௦௛
ଵ ߬௕ȁ௔௦௛
ଶଵ ߩ௝ȁ௕௦௛
ଶ ߬௖ȁ௕௦௛
ଷଶ ߩ௞ȁ௖௦௛
ଷ
஼
௖ୀଵ
஻
௕ୀଵ
஺
௔ୀଵ
ௌ
௦ୀଵ
ሺͳሻ 
 16 
 
The quantities in Equation (1) are that ܲ௛௜௝௞is the model expected proportion in the population in             
cell (h, i , j , k), where h denotes group  and i , j , and k refer to the categories that some subject may 
belong to in the variables of interest at time points 1, 2, and 3 (superscripts denote time points). The 
proportion of subpopulation h is denoted γh. It is assumed that each subject belongs to one of the H 
subpopulations and that membership in subpopulation h remains unchanged at all T occasions. All 
other parameters are considered conditional on subpopulation h. Each member of subpopulation h 
belongs to one of one or several (S) Markov chains. We write ߨ௦ȁ௛ for the proportion of subjects who 
belong to chain s(s =1, . . . , S), given membership in subpopulation h. At time point 1 a member of 
subpopulation h and class s can belong to one of latent classes, with ߜ௔ȁ௦௛
ଵ denoting the proportion of 
class a(a = 1, . . . , A). The vector  ߜ௦௛
ଵ thus gives the initial (marginal) latent distribution for members 
in  chain  s  and  subpopulation  h.  The  latent  classes  are  characterized  by  conditional  response 
probabilities, whereߩ௜ȁ௔௦௛
ଵ  is the probability that some subject belongs to category i of the manifest 
variable at time point 1, given membership in class a, chain s, and group h. 
Transitions are denoted by ߬௕ȁ௔௦௛
ଶଵ , the probability of belonging to class b(b = 1, . . . , B) at time point 
2, given membership in class a at time point 1, chain s, and group h. These τ , which are called 
transition probabilities, play an important role in Markov chain theory because they allow one to 
quantify the proportion of subjects who stay with their class (b=a) and the proportion of those who 
switch to another class across time (b≠ a). As at occasion 1, the B latent classes at time point 2 are 
characterized  by  conditional  response  probabilities,  ߩ௝ȁ௕௦௛
ଶ .  The  process  is  further  modeled  with 
transition probabilities for a change from latent class b at occasion 2 to latent class c at occasion 3 
(߬௖ȁ௕௦௛
ଷଶ ) as well as conditional response probabilities at time point 3 (ߩ௞ȁ௖௦௛
ଷ ). Extension to more 
occasions is straightforward. This is why we will give equations for T = 3 in general only. Note that in 
order to be uniquely defined, some identifiability conditions must be met for the parameters. A 
necessary, although not sufficient, condition is that all sets of parameters sum to unity, given any 
combination  of  variables  that  is  conditioned  on,  for  example, 
σ ߛ௛ ൌ σ ߨ௦ȁ௛ ௦ σ ߜ௔ȁ௦௛
ଵ
௔ σ ߩ௜ȁ௔௦௛
ଵ
௜ σ ߬௕ȁ௔௦௛
ଶଵ
௕ ൌ ͳ ௛ . 
Additional conditions of identifiability will be referred to later. 
In the following, I will give a cursory overview on how the more simple models presented in the 
hierarchy of Figure 3.1 derive from the general model. If there is one group only (H=1), I obtain the 
latent mixed Markov model, a model that assumes S latent Markov chains. This model reduces to the 
Latent Markov model if a single latent Markov chain (S = 1) is postulated. The mixed Markov model, 
in contrast, is obtained from the latent mixed Markov model by assuming a mixture of S manifest 
Markov chains, that is, Markov chains that are obtained when the data are assumed to be free of 
measurement error. Put differently, the mixed Markov model is equal to a latent mixed Markov 17 
 
model in which all latent distributions are assumed to be measured without error. The mixed Markov 
model thus is equal to a latent mixed Markov model in which all matrices of response probabilities 
(to be denoted by R in the sequel) are equal to the identity matrix, I. The classic latent class model 
turns out to be a special case of both the latent and the mixed Markov model. It is derived from the 
latent Markov model by assuming no latent change at all, that is, by equating all transition matrices T 
with the identity matrix, I. It is obtained from the mixed Markov model by assuming that transition 
probabilities to a state at time point t do not depend on the state at the previous time point. That is, 
instead  of  assuming  dependence  between  consecutive  points  in  time,  local  independence  (the 
defining property of classic latent class model) is assumed to hold. Finally, the simple Markov chain 
model turns out to be a special case of both the mixed Markov and the latent Markov model. It is 
equal to a mixed Markov model with a single chain only (S=1) or equal to a latent Markov model 
without provision for measurement error (cf. the derivation of the mixed Markov model from the 
latent mixed Markov model). 
 
3.3 The simple Markov model 
   
In this section, there is a basical explanation of the simple Markov model. The Markov chain model, 
for T=3 points in time, is given by 
ܲ௜௝௞ ൌ ߜ௜
ଵ߬௝ȁ௜
ଶଵ߬௞ȁ௝
ଷଶሺʹሻ 
where  all  parameters  are  manifest  quantities:  δ
1  is  the  observed  initial  marginal  distribution  at 
occasion 1 and ߬௝ȁ௜
ଶଵ and ߬௞ȁ௝
ଷଶ are observed transition probabilities from time point 1 to time point 2 
and from time point 2 to time point 3, respectively. Model (2) is derived from Model (1) by dropping 
several  sets  of  parameters  from  the  latent  mixed  Markov  model  for  several  populations:  the  γ 
because H=1; the π because S=1; and the ρ because the chain is assumed to be a manifest one. As a 
consequence,  the  latent  classes,  that  is,  a,  b,  and  c  in  Equation  (1),  coincide  with  the  manifest 
categories, i , j , and k in equation (2). 
The classic Markov chain model with time homogeneous transitions thus turns out to be a very 
parsimonious model. Irrespective of the number of time points under consideration, the number of 
nonredundant  estimated  parameters  is  the  number  of  categories  minus  one.  It  should  be 
emphasized, however, that the model makes a number of 
restrictive assumptions. 
·  As the path diagram in Figure 3.2 shows, the model makes the assumption of a first-order 
process. That is, the state someone is in at time point t depends on the state he or she was in 18 
 
at the most recent time point t − 1 only but not on earlier points in time, for example, t − 2. 
This is also called a process without memory.  
·  The classic version of the model assumes transition probabilities to be time homogeneous. 
The adequacy of this assumption may be evaluated by comparing the fit of this model with 
the one of a model allowing for time heterogeneous transitions. 
·  The model assumes population homogeneity, that is, all subjects are characterized by the 
same  one  set  of  parameters  describing  the  process  across  time.  As  a  consequence, 
unobserved heterogeneity is not an issue.  
·  Although measurement error is a crucial issue in nearly all instances in social science studies, 
the model considers the data to be free of measurement error. It will therefore consider the 
latent Markov model, a model that allows one to correct for measurement error. 
                                           T                                       T
ߜଵ      ߜଶ      ߜଷ           
      
Figure 3.2 Apath diagram for the simple Markov chain Model. (Note: the ߜ௧are the marginal distributions at time point t. T, without 
superscripts, is the matrix of time homogeneous transition probabilities.) 
 
 
3.4 The mixed Markov model 
 
The simple Markov model makes the rather unrealistic assumption that the dynamics across time 
mirrored by this model are valid for all individuals. One may easily imagine, however, that several 
subgroups exist, each of which is characterized by a specific process across time. The goal then would 
be  to  identify  such  groups  that  are  characterized  by  intergroup  homogeneity  and  intergroup 
differences.  Historically,  there  have  been  three  attacks  to  the  heterogeneity  problem.  Several 
authors (e.g., Anderson, 1954; Goodman,1962) proposed splitting the sample according to one or 
more discrete exogenous variables and to fit the simple Markov model to each of these strata. The 
results may then be compared either informally or by a formal test on (the equality of) the transition 
matrices. Although  such  a  stratification  may  be  advisable  on  theoretical  grounds,  the  stratifying 
variable may nevertheless turn out not to be the relevant variable accounting for heterogeneity. 
Whereas stratification by a manifest variable may  reveal observed heterogeneity, the other two 
attacks approach the problem by postulating unobserved heterogeneity. The basic idea here is that 
there  is  an  unobserved,  latent  discrete  variable  that  splits  the  total  group  of  subjects  into  a 
(preferably small) number of subgroups to be identified by maximizing intergroup homogeneity and 
intergroup heterogeneity. In fact, this is exactly what latent class models (Lazarsfeld, 1950; see also 
Lazarsfeld and Henry, 1968; Goodman, 1974a, 1974b) do, and we will see later that latent class 
models are one of the constituting elements of the mixed (as well as the latent) Markov model. The 19 
 
first attack to the problem of unobserved heterogeneity in categorical panel data is from Blumen et 
al. (1955).These authors presented the Mover–Stayer model, which is defined by two Markov chains: 
Movers  follow  an  ordinary  Markov  chain,  whereas  Stayers  stay  in  their  initial  category  with 
probability 1 across time (i.e., their transition matrix is equal to the identity matrix, I).The goal then is 
to unfix the observed frequency distribution into two subsets by using some algorithm that allows 
one to estimate the proportions of the two subsets as well as the parameters within these subsets. 
Although parameter estimation was a problem that the Mover–Stayer model was plagued with over 
many years (cf. Langeheine and Van de Pol, 1990), Poulsen (1982) conceives of this model as a 
special case of the mixed Markov model that attacks the problem of unobserved heterogeneity in a 
general way (assuming a mixture of a finite number of Markov chains and using efficient maximum 
likelihood estimation methods). There is no doubt that several authors (e.g., Anderson, 1954; Blumen 
et al., 1955; Spilerman, 1972; Singer and Spilerman, 1974) imagined a general mixed Markov model. 
However, an exact formulation of the model was first presented by Poulsen (1982). He also mentions 
several authors who attempted to incorporate unobserved heterogeneity into a Markov model, and 
he notes that all of these attempts are limited in one way or the other. His mixed Markov model is 
given by  
ܲ௜௝௞ ൌ ෍ߨ௦
ௌ
௦ୀଵ
ߜ௜ȁ௦
ଵ ߬௝ȁ௜௦
ଶଵ߬௞ȁ௝௦
ଷଶ ሺ͵ሻ 
where – in comparison with the simple Markov model (2) – it is now assumes S chains. It therefore 
has one additional set of parameters, the π, which are the chain proportions, with all other sets of 
parameters  considered  conditional  on  chain  membership.  This  model  is  derived  from  our  most 
general model (1) in a way similar to that of the Simple Markov model (2), except that we now have S 
chains. Because these chains are assumed to be free of measurement error, they may be called 
manifest chains. It should be noted, however, that the mixed Markov model operates on the latent 
level with a latent S-categorical variable that unmixes the observed frequency distribution into  S 
chains. Model (3) is the version allowing for time heterogeneous transition probabilities. Of course, 
stationarity of transition probabilities may be assumed, as has been done for the simple Markov 
model. In the present context this means 
߬௝ȁ௜௦
ଶଵ ൌ ߬௞ȁ௝௦
ଷଶ ൌ ڮ ൌ ߬௝ȁ௜௦ 
Note that the general mixed Markov model contains a number of special cases well known in the 
literature as submodels: 
·  If S=1, the Simple Markov model is obtained. 20 
 
·  If S=2 and appropriate restrictions are imposed on the transition probabilities and the initial 
probabilities models such as the Mover–Stayer (Blumen et al., 1955), strict Black and White 
(Converse, 1964, 1970) or biased coin Black and White (Converse, 1974) are obtained. 
·  The  Mixed  Markov model  contains  the  classic  latent  class  model  of  Lazarsfeld  (1950). If 
conditioning on a previous point in time is dropped from model (3), we obtain 
ܲ௜௝௞ ൌ ෍ߨ௦
ௌ
௦ୀଵ
ߜ௜ȁ௦
ଵ ߬௝ȁ௦
ଶ ߬௞ȁ௦
ଷ ሺͶሻ 
        That is, instead of a model assuming local dependence between consecutive points in time       
(or a first-order Markov process) within chain s as in model (3), we have local independence (or a   
zero-order   process) within classes in model (4). Note that, formally, model (4) refers to the 
situation of a single item measured repeadly at three points in time. However, time points may      
be substituted by any set of categorical indicators. 
·  Of course, concepts such as movers, stayers, independence, and random response may be 
combined in a variety of ways resulting, for example, in two-chain models like Mover–Stayer, 
Mover–Independence, Independence–Stayer, Mover–Random Response, and the like (Van 
de Pol and Langeheine, 1990). Flexibility in defining models is even higher if three or more 
chains can be assumed. 
The distinct feature of this model is that it allows one to model unobserved heterogeneity. This is 
obtained by extending the simple Markov model into the latent class framework, that is, by assuming 
a mixture of a finite number of Markov chains. Latent classes and Markov chains are thus the basic 
constituents  of  mixed  Markov  models.  Although  items  (or  time  points)  are  assumed  to  be 
(conditionally) independent within classes of a latent class model, mixed Markov models allow for 
dependence between consecutive points in time within chains. Mixed Markov models may therefore 
also be called a special kind of local dependence latent class models. 
 
3.5 The latent Markov model 
 
In this last section, a combination between the mixed Markov model, the class Markov chain and 
certain features of the latent class model are presented. This mixture is called latent Markov model. 
This type of model will be use for the analysis of my study.  
The latent class Markov model, introduced in dissertation by Wiggins (1955), published later in book 
form (Wiggins, 1973). The fulcrum of Wiggins’ model is to consider manifest responses at each point 
in time as fallible indicators of some unobservable latent state, with statements about change now 
being made on the latent level. For three points in time, Wiggins’ model is given by 21 
 
ܲ௜௝௞ ൌ ෍ ෍ ෍ߜ௔
ଵߩ௜ȁ௔
ଵ ߬௕ȁ௔
ଶଵߩ௝ȁ௛
ଶ ߬௖ȁ௕
ଷଶߩ௞ȁ௖
ଷ 
஼
௖ୀଵ


஻
௕ୀଵ
஺
௔ୀଵ
ሺͷሻ 
According to this model, the process thus starts at time point 1 with a latent distribution, δ
1, having A 
latent states (or classes) to which subjects manifest responses are probabilistically related by means 
of response probabilitiesߩ௜ȁ௔
ଵ  . As a consequence, change from time point 1 to time point 2 is now 
modeled on the latent level by means of ߬௕ȁ௔
ଶଵ. The latent distribution at t = 2, δ
2 = δ
1T
2  1 is again 
characterized by response probabilities, ߩ௝ȁ௛
ଶ , and so on. 
A schematic representation of this model is given in the Figure 3.3, 
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Figure 3.3 Path diagram for the latent class Markov model 
Where u
t refers to the manifest marginal distribution at occasion t, which is related to the latent 
distribution δ
t by response probabilities (matrices R
t). Because, at least in most cases, it will be 
assumed that the number of latent states equals the number of manifest categories.  R
t =I would 
mean  that  the  latent  variable  is  perfectly  measured  by  the  manifest indicator.  This  is  what  the 
manifest Markov model assumes at all points in time. It could thus drop the R
t from the path diagram 
of Figure 3.3. 
Departure of R from I thus points to the amount of measurement error. Because measurement error 
is ubiquitous in the social sciences and may have disastrous effects, especially in the case of repeated 
categorical data (Beck, 1975; Schwartz, 1985; Bye and Schechter, 1986), the latent Markov model 
appears to be a favorite model in the analysis of categorical panel data because of its capacity to 
correct manifest data for measurement error. The notion of measurement error as well as the path 
diagram  in  Figure  3.3  also  makes  it  evident  that  the  latent  class  Markov  model  is  a  categorical 
variable analog of linear structural equation models for continuous data. The measurement part, the 
R, relate the latent variables to the manifest ones, whereas the structural part is given by the δ and 
T. A closer inspection of the model as given in Equation (5) will reveal that it is not identified unless 
some additional restrictions are imposed on the parameters. Wiggins therefore assumed that both 
the response probabilities and the transition probabilities are time homogeneous, that is 
                            R
1 = R
2 = R
3 = R                                         (6) 
                            T
2 1 = T
3 2 = T                                              (7) 
Model (6) with restrictions (6) and (7) thus is the latent analog of the simple manifest Markov model. 
According to this model, the whole population changes according to a single Markov chain, but 22 
 
measurement error causes the observed cross-table to diverge from what would be observed if 
reliability  were  perfect.  Note  that  restriction  (7)  is  not  a  necessary  restriction  because  of 
identifiability,  whereas  restriction  (6)  is  in  case  of  three  points  in  time  only.  For  four  or  more 
occasions, one need only assume time homogeneous response probabilities for the first and last time 
points. However, this assumption is nevertheless a reasonable one, saying that the measurement 
model does not change across time. A model allowing for change in both subjects and indicators may 
be difficult to interpret, given that it is identified (for five waves, e.g., a model allowing for both time 
heterogeneous response and transition probabilities is not identified). Although some authors (e.g., 
Beck, 1975; Duncan, 1975) were right in criticizing Wiggins because of a lack of discussion concerning 
model identifiability, the application of this model was prevented because of an even more serious 
problem: Wiggins made use of one of the older, 
unefficient  methods  of  parameter  estimation  with  the  risk  of  obtaining  estimated  probabilities 
outside the 0–1 range. In fact, it took nearly 30 years until problems of parameter estimation were 
solved for the latent Markov model. Poulsen (1982) as well as Van de Pol and de Leeuw (1986) 
showed how to use the EM algorithm of Dempster et al. (1977) in order to estimate the parameters 
of  the  latent  Markov  model;  Bye  and  Schechter  (1986)  used  another  algorithm  that  forced  the 
parameters within the 0–1 range by use of a transformation. It has already mentioned that the latent 
class  Markov  (LCM)  model  contains  the  simple  Markov  model  as  a  special  case,  assuming  LCM 
without measurement error (i.e.,R = I). As Figure 3.1 shows, the classic latent class model turns out 
to be a special case of the latent class Markov model as well. This is easily seen from Figure 3.3. If all 
T in Figure 3.3 are replaced by the identity matrix, I, the δ
t of the latent class Markov models coincide 
in a single δ, that is, a single latent distribution that is unreliably measured by the same item at three 
occasions or, more generally, by three indicators. This is exactly what a latent class model is defined 
like. The latent class model thus may be considered being latent class Markov (figure3.1) without 
latent change (T = I), giving 
ܲ௜௝௞ ൌ ෍ߜ௔ߩ௜ȁ௔
ଵ ߩ௝ȁ௔
ଶ ߩ௞ȁ௔
ଷ
஺
௔ୀଵ
ሺͺሻ 
instead of Equation (5). Likewise, the latent Markov model may be called latent class model with 
latent change. The distinctive feature of this model is that it allows one to correct manifest responses 
for measurement error. As a consequence, it no longer makes statements about change on the 
manifest, but on the latent level. This change may be called true change because it implies switching 
from one latent class to a different one, whereas subjects class membership is constant throughout 
the period of investigation by definition in mixed Markov models. However, before arguing in favor 
of  latent  change,  we  should  confront  this  model  with  the  rival model  postulating  no  change.  If 23 
 
measurement  error  plays  a  significant  role  in  a  given  set  of  data,  a  comparison  of  the  results 
obtained from fitting the simple and the latent class Markov model will reveal a considerable part of 
change  as  per  the  simple  Markov  model  to  be  simply  spurious  change  (or  change  caused  by 
unreliability). In sum, the latent class Markov model thus appears to have attractive properties. Note, 
however, that whereas population heterogeneity enters into the model by means of the response 
probabilities defining the classes, latent transitions are assumed to hold for all individuals. That is, 
the model is a one-chain model with a single chain of latent transition probabilities. 
After this part of the theory, therefore I am ready to work on my data. In particular, I will work with 
this type of model, the latent class Markov model. 
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Chapter 4 
 
4.1 Data 
 
For this survey the popolation consists of all the Italian know-institutioned numbers of households. 
The  sample  is  collected  in  two  stages:  the  first  one  consists  of  a  random  selection  among 
municipalities, the second one consists of a random selection of families. 
In  addition  the  survey  is  cross-sectional  showing  a 2-2-2  rotating  design  which  yields  two-wave 
panels  one  quarter,  three  quarters  and  one  year  apart:  each  family  is  interviewed  for  two 
subsequent quarters and it is excluded from the survey for the following two quarters and it is then 
interviewed  again  at  two  successive  quarters.    After  the  fourth  interview  the  family  leaves  the 
sample. This design allows the family to stay for a period according to different reasons.  First, 
because it requires a considerable amount of time answering the survey questions for every family. 
Second, by means of this design it is possible to obtain information from the same family over a 
longer period of time. The quarterly information was collected for almost 77,000 families, for each 
quarter, by interviewing 175,000 individual members of those families.  In this way information was 
collected for 300,000 families over the time span 2004-2007. 
Information collected with the CLFS (Continuous Labour Force Survey) covers a long period and it is 
still in use. We have a limited section time, from January 2004 to October 2007. It is important to 
remember that the families are a random sample and all the family members must answer the 
questions. The technique of data collection is called CAPI (Computer Assisted Personal Interviewing), 
because the first interview is done in the family’s house by a qualified operator with a personal 
computer, whereas the following interviews are done through telephone contact; this interview is 
called  CATI  (Computer  Assisted  Telephone  Interviewing).  In  a  more  clear  way,  during  the  first 
interview the family has a face-to-face contact with the interviewer. An interviewer comes inside a 
singular house, so he/she is able to ask the questions to the family components. Instead during the 
following interviews, there is only one contact over the telephone, when possible. Probably in this 
way it is less demanding to answer to the questions. Moreover, this system allows to check and to do 
a continuous monitoring on the field work quality, for example, the operators’ job or  the families’ 
willingness.  26 
 
There is an aspect that has not been discussed yet: what happens when a family does not want to 
participate  to  the  survey?  This  family  is  replaced  by  another  family;  in  fact  every  drawing  is 
composed by four families in case of someone does not want to participate to the survey.  
The CLSF panel of respondents is divided into  four different rotation groups, for the analysis we 
consider  only  those  families  that  are  interviewed  for  all  four  times  as  required  by  the  survey. 
Moreover, it is important to consider the rotating design when trying to understand transitions in the 
labour  market,  specifically  gross  flows  estimation  and  eventual  measurement  error.  The 
questionnaire consists of several sections and every section has an important role in the assessment 
of the family condition. Furthermore there are some essential descriptive evidences: incoherence of 
indicators, observed transitions and a comparison between the rotation groups (both for transitions 
and for incoherence). The questionnaire which is proposed to the families is articulated and  divided 
into  several  sections.  They  operate  a  complete  analysis  about  the  person.  For  example  I  obtain 
private data information, which is their first working activity, how much time they spend in working 
activities, if they have a second job, previous working experiences, which is their educational level 
and job training. However, for this study the most important sections for the analysis are: Section B 
and Section I. (See Questionnaire in Appendix). 
In Section B each respondent is classified as employed (E), unemployed (U) or not in the labour force 
(N) according to the definition of the International Labour Office (ILO) on the bases of answers given 
to a set of questions. On the other hand, in Section I, each respondent is asked to classify himself as 
employed, unemployed or out of  the labour market; this question represents the so-called self-
perceived condition. Finally, in Section I, a retrospective question is included about condition in the 
labour market one year before the interview. For ILO, employed is a person (over 15) who worked at 
least  one  hour  in  the  previous  week  and  was  remunerated  in  whichever  activity.  Instead  one 
unemployed (with age from 15 to 74 years) is a person who is not working, even if available for work 
in the next two weeks and looking for work in the past four weeks. Instead people under 15 and over 
74 belong to the not labour force class, which is the residual category.  
In addition we could define wave each rotation group that starts to participate to the questionnaire 
at a certain quarter with the first interview. Each family is interviewed four times and then the family 
is out of the survey.    
4.2 Design 
 
Before starting to work on the data I need to discuss about the components that I have to use for 
building the model. I have data about four years, from 2004 to 2007; in each year there are four 
surveys, one every quarter.  Each family is interviewed four times: the first two interviews are held in 27 
 
two consecutive quarters of a particular year, the last two (third and fourth) are held exactly one 
year later. For this reason there are different moments in which people can start the interview. 
Families with the same history of interviewing are called waves or rotation groups. With the data I 
could find that every quarter a new rotation group enters in the group sample and that there is one 
leaving it. It is important to understand how many analyses we could do with the data.  
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Figure 4.1: The table of the rotation design 
 
The columns in Figure 4.1 indicate the four quarters of every year, the rows indicate waves and when 
(in which quarter) a wave starts. These longitudinal data on labour market provide much richer 
information than cross-sectional data since by following the same respondents over time they allow 
us to investigate labour state changes at the individual level. From Figure 4.1 it is clear that in each 
rotation  group  families  are  first  interviewed  at  two  consecutive  quarters,  then  again  at 
corresponding quarters one year later. It is important to define that for this study analyses will be 28 
 
taken only on rotation groups that have undergone all four interviews. Therefore if we observe 
carefully Figure 4.1 we can see that, in the sample at our disposal, eleven rotation groups can be 
considered as a whole. Since every column represents a single data set which is at my disposal, for 
having all the information about one rotation group it is necessary to merge the data sets each other. 
This implied a long work in preparing the complete data set. 
First, I selected all the variables which I am interested in for the analyses and then I removed those 
which were not fundamental for the analysis. 
Moreover, a person that had not the qualities to belong to the survey (employed, unemployed and 
not in the labour force) was removed (for example children or over 74 years). 
Coming to this point, I exactly have  sixteen data sets separated but containing information regarding 
the same persons that answered the interview at different times. 
Therefore for having the eleven rotation groups I had to unify the different data sets to obtain one 
data set for each rotation group and so I could tie together all the information I needed. In fact, 
during the processing of data, it was necessary to merge some surveys and the consolidation was 
possible since each person had its own identification number, which actually permitted to recover 
information in the different data set. 
  
4.3 Indicators 
 
If I consider that I need to study the mobility of the labour market, the indicators which will be 
necessary  for  the  following  analyses  are  those  concerning  the  job  condition  of  the  population. 
Consequently it is important to describe which the useful indicators for my analyses are. Before I 
discuss three different indicators measuring the situation under some different aspects: according to 
the interviewee point of view, following the definition offered by the International Labour Force and 
according to the previous year memory. 
We could see a scheme of the three different indicators of labour market state, that will be analysed:  
·  ILO definition of labour condition 
 
·  Self perception  about labour condition (S.P.) 
 
·  Retrospective question about labour condition one year before (R.Q.) 
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This following scheme can help us in understanding what kind and how many indicators I  have 
Figure 4.2: 
   
Figure 4.2:  The scheme of indicators. 
 
It is important to underline that there is a different space-time between the first and the second 
interview and between the second and third interview. In fact while the first and second interview 
like the third and the fourth ones are posed in two adjacent quarters, on the contrary between the 
second and the third interview there is a spread of time of 9 months. 
To start I consider data from the first rotation group of 2004. In this group the first interview took 
place during the first quarter of 2004 and the last one during the second quarter of 2005. As a result, 
ten different indicators of labour market status are available: for each of the four quarters I have the 
ILO indicator and the self perception. For the first two quarters I also have the indicator derived from 
the retrospective information given during the third and fourth interviews. Other information that is 
available and can be used in the analyses pertains to age, gender, educational qualification of the 
respondents, etc.  
With this data I can investigate bias in retrospective reports of employment biographies. I use an 
algorithmic approach to compare, pair-wise, the two reconstructions, which permits to arrive to a 
metric measure of their dissimilarity. Also because retrospective surveys may suffer from memory 
bias, since information is based on the respondents’ autobiographical remembering, in the time 
something might be forgotten or distorted, affecting reliability. Retrospective questions might turn 
out unreliable due to involuntary memory lapses but also to a voluntary modification of the reporting 
of events. In fact respondents’ lack of memory may produce, voluntarily or involuntarily, an artificial 
situation different from the real condition.( Manzoni, 2010).  Because of the structure of data, I could 
use a latent Markov model approach. We introduce measurement error at all responses in order to 
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arrive to a sound definition of the true latent condition, which also informs us about error at each 
response.  
 
4.4 Explorative analyses 
 
In this part, I present some analysis done to understand the observed transition rates of the different 
variables  and  the  measure  of  inconsistencies.  I  operate  an  analysis  about  the  way  data  are 
distributed, about how the labour condition is changing and evolving during time. The same analyses 
were done for eleven rotation groups and, as seen later, all the rotation groups behave according the 
same manner. 
4.4.1 Contingency tables 
First, I make an analysis of the observed transition rates for each indicator. Let me focus on quarterly 
transition rates that permit to understand how high labour market mobility is.  
Table 4.1 presents the observed transition rates for the ILO indicator of the first rotation group. The 
covered time span starting from the first quarter of 2004 (January 2004) to the second quarter of 
2005 (April 2005).  
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan04-Apr04  94.9  1.3  3.8  24.0  41.3  34.8  2.8  2.4  94.8 
Jan05-Apr05  96.2  1.1  2.7  22.2  42.5  35.2  2.6  2.3  95.2 
                   
Apr04-
Apr05 
92.1  1.9  6.0  28.7  31.8  39.5  3.8  2.3  93.9 
Table 4.1 ILO observed transition rates – rotation group 1 
 
In Table 4.1 the first two rows are referring to the two consecutive quarters, that is there are only 
three months between one measurement and the other, while the last row shows the mobility at a 
distance of one year. This fact is due to the time period could imply a more intense labour market 
mobility. In fact the first two rows present quite similar values between them. These data show a 
high observed stability for the employed and not in labour force condition (94.9 or 96.2 and 94.8 or 
95.2). That means that people in these two conditions keep on being in the same state for the two 
measurements. Instead, Unemployed condition is subject to a larger mobility, because less than half 
of people (41.3 or 42.5) remains in this same situation. Instead, I observe a portion of people who 
enter the labour market (UE, 24.0 and 22.2) and another portion of people who is considered, by ILO 31 
 
definition, to leave the labour market (UN, 34.8 and 35.2). The last row presents the same transition 
rates mobility of previous rows but over a lower time span-one year. More stability for Employed and 
Not in labour force condition is observed; however lower than in the three-months transition rates. 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan04-Apr04  95.0  2.0  3.0  20.5  62.8  16.7  2.5  2.2  95.2 
Jan05-Apr05  96.2  1.8  2.0  20.4  64.3  15.3  1.8  2.1  96.1 
                   
Apr04-
Apr05 
92.5  3.2  4.3  27.0  52.3  20.7  3.1  2.8  94.1 
Table 4.2: Self-Perception observed transition rates – rototation group 1 
 
Table 4.2 considers the Self-Perception observed transition rates, that are similar to those in Table 
4.1. People that perceiv themselves as Employed tend to answer in the same way even during the 
following interview, as well for the Not in labour force condition (95.0, 96.2 and 95.2, 96.1). Even in 
this case, I notice a larger mobility for the Unemployed condition. In fact, there is still distribution 
among the state. This time, however, I find out that more than a half of respondents perceive till as 
Employed (64.3 or 62.8) during the following interview. Instead I observe a lower portion of people 
who perceive themselves into Not in labour force condition (16.7 or 15.3 or 20.7). This one is a little 
difference from ILO condition, maybe this difference in percentage is due to the fact that more 
people regard themselves still looking for a job, while ILO condition considers them passed into Not 
in  labour  force  condition.  The  ILO  indicator  imposes  strict  conditions  to  be  considered  as 
Unemployed. The last row is quite similar to that of Table 4.1 even if the pick of people who exit from 
labour market is less evident. 
Table  4.3  regards  observed  transition  rates  of  answers  to  the  retrospective  question.  This 
information is taken during the last two quarters of the survey but it asks about the condition one 
year before. 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan05-Apr05  94.9  2.6  2.5  22.3  61.1  16.5  1.7  2.4  95.9 
Table 4.3: Retrospective Question observed transition rates- rotation group 1 
 
The data in Table 4.3 reflects the same course of those Table 4.2. This observation could indicate an 
inclination to answer in the same way both for Self-Perception and for Retrospective Question, since 
Retrospective-Question is done after Self-Perception question.  32 
 
However the results of transition rates for these indicators confirm an evidence of mobility in the 
labour market. In particular, when  interviewers answer to be in Unemployement condition at the 
first  time,  they  have  the  same  status  with  probability  of  50%,  in  mean,  after  three  months. 
Summarizing, the ILO indicators describe a much more dynamic labour market than the other two. 
 
I report the same tables (Table 4.4 - Table 4.34) for the other 10 rotation groups. Reading the results, 
I notice that the assumptions taken for the first rotation group reflect the others. Thus the labour 
mobility seems to move similarly for all the rotation groups. 
Since each rotation group started the interview in different quarters, I could expect more mobility 
due to seasonal effects, in particular, for the third, seventh and eleventh rotation group, because 
they did the first interview in July and the second one in October, so there could be a change in 
labour condition (EN) because of the presence of several seasonal jobs (summer period). Even for the 
fourth and the eighth rotation group, I could expect similar behaviour, with the first interview in 
October and the second one in January, revealing another seasonal, but winter, effect.  (see Table 
4.7, 4.8, 4.9 or 4.10, 4.11, 4.12 or 4.19, 4.20, 4.21 or 4.22,4.23,4.24 or 4.32, 4.33, 4.34). 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr04-Jul04  94.1  1.2  4.8  22.7  39.2  38.1  2.9  2.3  94.7 
Apr05-Jul05  94.9  1.3  3.8  21.5  37.2  41.4  2.6  2.1  95.3 
                   
Jul04-Jul05  91.9  1.5  6.7  28.4  29.1  42.5  4.0  2.3  93.7 
Table 4.4: ILO observed transition rates- rotation group 2 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr04-Jul04  93.0  2.7  4.3  17.3  62.8  19.9  2.5  2.8  94.7 
Apr05-Jul05  94.7  3.0  2.3  19.0  63.6  17.5  1.7  2.8  95.6 
                   
Jul04-Jul05  92.3  3.3  4.4  27.3  51.3  21.4  3.6  3.3  93.0 
Table 4.5: Self-Perception observed transition rates- rotation group 2 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr04-Jul04  93.4  4.1  2.5  22.3  59.0  18.7  1.6  2.7  95.7 
Table 4.6: Retrospective Question observed transition rates- rotation group 2 
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  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul04-Oct04  93.9  1.4  4.7  23.6  42.9  33.5  2.8  2.5  94.7 
Jul05-Oct05  94.8  1.4  3.8  20.9  42.6  36.6  3.1  2.9  94.0 
                   
Oct04-Oct05  92.3  1.8  5.9  29.9  34.0  36.1  3.6  2.8  93.5 
Table 4.7: ILO observed transition rates- rotation group 3 
 
Table 4.7 shows a seasonal effect, like I have already anticipated. In fact, 4.7% of people that answer 
Employed in the first interview (July 2004) answered Not in labour force in the second one (October 
2005). The same trend appears also for the following year, 3.8% ( July 2005-October 2005). 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul04-Oct04  94.0  2.4  3.6  20.1  60.1  19.7  2.0  2.2  95.8 
Jul05-Oct05  95.1  2.6  2.3  19.2  64.3  16.4  1.7  2.2  96.1 
                   
Oct04-Oct05  92.7  3.3  4.0  26.6  54.6  18.9  2.9  3.3  93.9 
Table 4.8: Self-Perception observed transition rates- rotation group 3 
 
Table 4.8 shows, instead, Self-Perception indicator measures less seasonal effects than ILO indicator, 
(3.6% and 2.3%, Table 4.8). 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul04-Oct04  94.9  2.8  2.3  22.7  61.7  15.6  1.8  2.3  95.9 
Table 4.9: Retrospective Question observed transition rates- rotation group 3 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Oct04-Jan05  93.8  1.4  4.8  17.5  45.4  37.0  2.0  2.4  95.6 
Oct05-Jan06  94.5  1.4  4.1  21.3  40.8  37.9  3.0  2.7  94.4 
                   
Jan05-Jan06  92.9  1.7  5.4  29.6  32.1  38.3  4.7  2.8  92.5 
Table 4.10: ILO observed transition rates- rotation group 4 
 
Table 4.10 presents a peak of exit rates (4.8% from October 2004 to January 2004 and 4.1% from 
October  2005  to  January  2005)  from  Employment  condition  to  Not  in  labour  force  condition. 34 
 
Actually,  it  could  be  due  to  seasonal  pattern.  Some  people  seem  to  find  new  jobs  during  the 
Christmas period.  
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Oct04-Jan05  94.2  2.7  3.1  17.0  63.9  19.1  2.0  2.2  95.8 
Oct05-Jan06  94.2  3.0  2.8  17.2  63.4  19.4  2.1  2.3  95.5 
                   
Jan05-Jan06  92.5  3.5  4.0  26.0  53.5  20.5  3.3  3.3  93.5 
Table 4.11: Self-Perception observed transition rates- rotation group 4 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Oct04-Jan05  94.5  2.8  2.7  18.4  62.4  19.2  1.8  2.3  95.9 
Table 4.12: Retrospective Question observed transition rates- rotation group 4 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan05-Apr05  95.0  1.1  3.9  21.8  40.6  37.5  2.1  2.3  95.6 
Jan06-Apr06  95.2  1.0  3.8  22.6  36.2  41.1  3.3  2.0  94.8 
                   
Apr05-Apr06  92.9  1.3  5.7  35.4  28.5  36.1  4.8  2.2  93.0 
Table 4.13: ILO observed transition rates- rotation group 5 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan05-Apr05  95.9  1.7  2.5  18.8  61.3  19.8  1.9  2.0  96.1 
Jan06-Apr06  95.3  2.2  2.5  24.0  55.7  20.3  2.4  2.2  95.4 
                   
Apr05-Apr06  93.0  2.9  4.1  29.8  51.8  18.4  3.3  2.8  93.9 
Table 4.14: Self-Perception observed transition rates- rotation group 5 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan05-Apr05  95.4  2.1  2.5  21.2  59.5  19.4  2.0  2.2  95.8 
Table 4.15: Retrospective Question observed transition rates- rotation group 5 
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  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr05-Jul05  94.4  1.1  4.4  21.4  35.0  43.6  2.1  2.0  95.8 
Apr06-Jul06  94.5  1.1  4.4  20.2  32.7  47.1  2.8  1.8  95.5 
                   
Jul05-Jul05  92.1  1.4  6.5  30.7  23.6  45.7  4.3  2.0  93.7 
Table 4.16: ILO observed transition rates- rotation group 6 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr05-Jul05  94.6  2.5  2.9  16.5  64.1  19.4  1.8  2.6  95.6 
Apr06-Jul06  94.5  2.8  2.8  19.1  62.1  18.8  2.2  2.6  95.2 
                   
Jul05-Jul05  92.5  3.0  4.5  28.6  53.8  17.5  2.9  2.7  94.3 
Table 4.17: Self-Perception observed transition rates- rotation group 6 
 
In Table 4.16 I observed a portion of people who leave labour market 4.4 %( EN) (April 2005(2006)-
July 2005(2006)), for ILO indicator. In Table 4.7, I do not see the same change of state for R-Q 
indicator (2.9% April 2005-Luly 2005 and 2.8% April 2006-July 2006). Because of this difference I can 
suppose that the two indicators have different criteria of measurement.   
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr05-Jul05  94.2  2.6  3.2  18.2  63.4  18.4  2.1  2.4  95.5 
Table 4.18: Retrospective Question observed transition rates- rotation group 6 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul05-Oct05  94.5  1.1  4.4  23.5  41.5  35.0  2.8  2.5  94.7 
Jul06-Oct06  94.9  1.1  4.1  26.2  37.3  36.6  3.3  2.3  94.4 
                   
Oct05-Oct06  92.7  1.3  6.0  35.0  26.9  38.1  4.2  2.2  93.6 
Table 4.19: ILO observed transition rates- rotation group 7 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul05-Oct05  94.9  2.4  2.8  19.4  64.7  16.0  2.1  1.8  96.1 
Jul06-Oct06  94.8  2.4  2.9  23.1  56.4  20.4  2.2  2.2  95.6 
                   
Oct05-Oct06  91.6  3.1  5.3  31.7  47.6  20.8  3.7  5.0  91.3 
Table 4.20: Self-Perception observed transition rates- rotation group 7 36 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul05-Oct05  94.5  2.3  3.2  19.4  63.1  17.4  2.2  2.0  95.9 
Table 4.21: Retrospective Question observed transition rates- rotation group 7 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Oct05-Jan06  94.8  1.2  4.1  21.6  41.7  36.7  2.5  2.2  95.3 
Oct06-Jan07  94.8  0.9  4.3  18.4  33.2  48.4  2.3  1.7  96.1 
                   
Jan06-Jan07  92.0  1.2  6.8  32.0  23.0  45.0  3.9  1.8  94.2 
Table 4.22: ILO observed transition rates- rotation group 8 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Oct05-Jan06  94.6  2.4  2.9  18.6  61.9  19.5  2.2  2.3  95.5 
Oct06-Jan07  94.6  2.6  2.8  17.3  60.9  21.8  1.6  2.3  96.1 
                   
Jan06-Jan07  92.3  2.9  4.8  27.2  54.1  18.7  2.9  2.6  94.5 
Table 4.23: Self-Perception observed transition rates- rotation group 8 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Oct05-Jan06  94.5  2.1  3.4  17.8  63.7  18.5  1.9  2.1  96.0 
Table 4.24: Retrospective Question observed transition rates- rotation group 8 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan06-Apr06  95.7  0.7  3.6  19.9  45.0  35.1  2.7  1.8  95.5 
Jan07-Apr07  96.1  0.6  3.2  22.4  33.5  44.1  2.4  1.7  95.9 
                   
Apr06-Apr07  92.7  1.0  6.2  26.6  30.1  43.3  3.9  1.4  94.7 
Table 4.26: ILO observed transition rates- rotation group 9 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan06-Apr06  95.7  1.7  2.6  19.6  63.2  17.2  2.4  1.9  95.8 
Jan07-Apr07  95.9  1.8  2.2  19.1  64.0  16.9  1.8  2.1  96.1 
                   
Apr06-Apr07  92.9  2.9  4.2  25.5  56.9  17.6  3.0  2.2  94.9 
Table 4.27: Self-Perception observed transition rates-rotation group 9 37 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jan06-Apr06  95.6  1.7  2.7  18.3  66.2  15.6  2.0  1.7  96.2 
Table 4.28: Retrospective question observed transition rates- rotation group 9 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr06-Jul06  94.3  1.0  4.7  20.9  35.3  43.8  2.2  1.7  96.1 
Apr07-Jul07  95.7  0.7  3.6  20.4  34.0  45.6  2.8  1.8  95.5 
                   
Jul06-Jul07  92.8  1.0  6.2  33.6  24.8  41.6  4.3  1.7  94.0 
Table 4.29: ILO observed transition rates- rotation group 10 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr06-Jul06  94.3  2.5  3.2  16.6  63.2  20.1  2.2  2.2  95.6 
Apr07-Jul07  95.2  2.2  2.6  18.7  60.5  20.9  1.9  2.2  96.0 
                   
Jul06-Jul07  92.7  2.6  4.7  28.8  53.3  17.9  3.0  2.3  94.7 
Table 4.30: Self-Perception observed transition rates- rotation group 10 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Apr06-Jul06  94.7  2.4  2.9  17.5  63.9  18.6  2.0  1.8  96.2 
Table 4.31: Retrospective Question observed transition rates- rotation group 10 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul06-Oct06  94.5  1.2  4.3  23.8  40.2  36.0  3.0  1.9  95.0 
Jul07-Oct07  95.2  1.0  3.8  23.3  37.1  39.6  2.6  2.3  95.1 
                   
Oct06-Oct07  92.7  1.4  5.9  32.5  28.6  39.0  3.9  2.0  94.1 
Table 4.32: ILO observed transition rates- rotation group 11 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul06-Oct06  94.6  2.2  3.2  20.3  62.1  17.6  2.3  2.1  95.6 
Jul07-Oct07  94.9  2.3  2.8  20.0  60.6  19.4  1.9  1.9  96.2 
                   
Oct06-Oct07  92.8  2.7  4.5  28.0  54.5  17.4  2.9  2.4  94.8 
Table 4.33: Self-Perception observed transition rates- rotation group 11 
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  EE  EU  EN  UE  UU  UN  NE  NU  NN 
Jul06-Oct06  94.4  2.3  3.3  19.9  62.3  17.8  1.9  2.0  96.1 
Table 4.34: Retrospective Question observed transition rates- rotation group 11 
 
Summarizing, seasonal effects are documented in Tables 4.19, 4.22, 4.33. These effects are better 
detected by ILO than by Retrospective Question indicator. This fact underlines a different perception 
of the true state for this two indicators. Moreover, observed transition rates, measured for a longer 
time span, show a very high mobility in the labour market. Surely I found more mobility in the 
Unemplyrement condition, as it could be expected. 
In fact, when people answer Unemployed in the first interview (time t), they have less probability to 
stay in the same state during the second interview.  
 
4.4.2 Inconsistencies 
 
After the previous first analyses, now I try to find out if there are clear inconsistencies among the 
data.  Thus  I  develop  the  analyses,  always  for  every  rotation  group.  I  want  to  analyse  how  two 
different indicators are measuring the same condition. I fill in a table for each rotation group. Each 
table  will  be  divided  among  the  different  four  time  periods.  I  want  to  discover  if  there  are 
inconsistencies among the indicators. 
First Rotation group: 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
January 2004 
ILO-SP  95.0  1.6  3.4  0.2  82.4  17.4  0.2  5.4  94.3 
ILO-RQ  91.9  3.1  5.0  13.4  59.9  26.7  1.7  4.9  93.4 
SP-RQ  94.3  2.2  3.5  15.4  59.9  24.7  2.3  2.4  95.3 
April 2004 
ILO-SP  96.3  1.3  2.4  0.8  84.3  14.9  0.1  5.2  95.3 
ILO-RQ  91.9  3.5  4.7  14.1  60.7  25.3  1.8  4.8  93.4 
SP-RQ  93.6  2.9  3.4  16.8  59.7  23.5  2.0  2.3  95.7 
January 2005 
ILO-SP  97.1  1.1  1.8  0.5  88.3  11.2  0.2  5.6  94.3 
April 2005 
ILO-SP  97.7  0.9  1.4  0.3  87.5  12.1  0.1  5.3  94.6 
Table 4.35: First rotation group inconsistencies rates 
 
I can do some considerations about Table 4.35, for each quarter there are inconsistencies between 
the ILO indicator and Self-Perception one. This measurement fits a high coherence between the 39 
 
indicators because the percentages of being in the same state are elevated  ( (EE) 95.0%, 96.3%, 
97.1%,  97.7%,  (UU)  82.4%,  84.3%,  88.3%,  87.5%,  (NN)  94.3%,95.3%,  94.3%,94.6%).  Actually, 
consistencies concerning UU state is a little lower than the other two ones. This means that there is a 
different between the self-perception of Unemployment condition and the Unemployment definition 
given by ILO. The different judgement is underlined by UN rate, which shows that 17.4%, 14.9%, 
11.2%,  12,1%  of  respondents  feel  themselves  Not  in  labour  force,  while  they  are  considered 
unemployed by ILO; instead, there is a different interpretation for comparison between ILO and 
Retrospective  Question  indicators  and  between  Self-Perception  and  Retrospective  Question 
indicators.  I  have  this  comparison  only  for  two  quarters  because  the  Retrospective  Question  
indicator  is  collected  twice  and  it  is  referred  to  a  situation  one  year  before.  Thus,  the  most 
inconsistencies occur for the Unemployment status, in the case the first indicator is ILO or Self-
Perception and the second one is Retrospective Question (UE, UU, and UN).  This could be implied by 
the fact that the respondents tend to forget past events and/or to place them wrongly along the time 
axis (Sudman &Bradburn, 1973), so memory decay is the main source of response error.  
In Table 4.35 I notice that the consistencies rates for January 2005 and for April 2005 are higher than 
the same rates calculated in the previous two quartes, that is there is more consistency between the 
two  indicators  (ILO  and  Self-Perception).  People  probably  know  better  the  structure  of  the 
questionnaire in the last two interviewes, after having already done the questionnaire,  so they could 
answer in the same way  to the two indicators. This happens also in the other rotation groups.(Table 
4.36-4.45)    
 
In the next tables (Table 4.36-Table 4.45) I have the same results for all the rotation groups. 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
April 2004 
ILO-SP  96.0  1.2  2.8  0.2  81.4  18.4  0.2  5.2  94.6 
ILO-RQ  91.9  3.1  5.0  12.4  61.5  26.1  1.7  4.8  93.4 
SP-RQ  93.8  2.6  3.7  15.0  58.9  26.1  2.2  2.7  95.1 
July 2004 
ILO-SP  95.3  1.5  3.2  0.3  84.2  15.4  0.1  2.7  94.0 
ILO-RQ  91.1  4.3  4.6  11.3  63.7  25.0  1.9  5.3  92.8 
SP-RQ  93.1  3.6  3.4  15.1  60.4  24.4  2.6  2.5  94.9 
April 2005 
ILO-SP  97.8  0.9  1.3  0.5  88.3  11.3  0.1  5.2  94.7 
July 2005 
ILO-SP  97.5  1.1  1.5  0.3  86.4  13.3  0.2  6.5  93.4 
Table 4.36: Second rotation group inconsistencies rates- rotation group 2 
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  EE  EU  EN  UE  UU  UN  NE  NU  NN 
July 2004 
ILO-SP  95.8  1.6  2.7  0.6  83.0  16.4  0.2  5.8  94.0 
ILO-RQ  91.6  3.4  5.0  13.2  64.4  22.4  1.8  5.0  93.2 
SP-RQ  93.6  2.8  3.6  15.5  60.1  24.5  2.2  2.3  95.6 
October 2004 
ILO-SP  96.3  1.3  2.4  0.3  84.9  14.8  0.1  4.9  94.9 
ILO-RQ  93.1  3.0  3.9  11.0  67.0  21.9  1.9  5.1  93.1 
SP-RQ  94.9  2.4  2.7  15.3  64.3  20.4  2.0  2.6  95.4 
July 2005 
ILO-SP  97.3  0.9  1.8  0.2  86.6  13.1  0.1  6.4  93.5 
October 2005 
ILO-SP  97.4  1.1  1.5  0.1  87.4  12.5  0.1  5.4  94.5 
Table 4.37: Third rotation group inconsistencies rates- rotation group 3 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
July 2004 
ILO-SP  95.8  1.4  2.8  0.2  84.5  15.3  0.2  5.6  94.2 
ILO-RQ  92.7  2.9  4.5  13.4  63.1  23.5  1.7  5.3  93.0 
SP-RQ  94.8  2.1  3.1  15.6  61.8  22.5  2.1  2.6  95.3 
October 2004 
ILO-SP  97.5  1.0  1.6  0.6  86.8  12.6  0.1  5.7  94.2 
ILO-RQ  95.0  2.1  2.9  8.6  72.5  18.9  1.4  5.4  93.2 
SP-RQ  96.7  1.4  1.9  9.6  76.4  14.0  1.3  1.5  97.2 
July 2005 
ILO-SP  97.2  1.3  1.5  0.2  87.5  12.3  0.2  5.9  93.9 
October 2005 
ILO-SP  96.9  1.3  1.8  0.3  86.4  13.3  0.2  5.9  93.9 
Table 4.38: Fourh rotation group inconsistencies rates- rotation group 4 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
January 2005 
ILO-SP  95.9  1.6  2.6  0.3  85.1  14.6  0.1  5.9  93.9 
ILO-RQ  93.4  2.6  4.0  7.9  71.5  20.7  1.1  5.5  93.4 
SP-RQ  96.2  1.5  2.3  9.2  74.8  16.0  1.3  1.6  97.1 
April 2005 
ILO-SP  97.7  0.8  1.4  0.2  85.7  14.1  0.2  5.3  94.5 
ILO-RQ  95.8  1.5  2.7  4.1  78.7  17.2  0.9  5.2  93.9 
SP-RQ  97.6  0.9  1.5  5.1  85.6  9.3  0.8  0.9  98.3 
January 2006 
ILO-SP  96.5  1.5  2.1  0.0  85.2  14.8  0.2  5.9  94.0 
April 2006 
ILO-SP  97.5  1.0  1.6  0.3  84.6  15.1  0.2  5.7  94.1 
Table 4.39: Fifth rotation group inconsistencies rates- rotation group 5 
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  EE  EU  EN  UE  UU  UN  NE  NU  NN 
April 2005 
ILO-SP  96.5  1.1  2.3  0.5  79.5  20.0  0.2  5.1  94.8 
ILO-RQ  94.3  1.7  4.0  3.5  73.9  22.6  0.8  5.0  94.2 
SP-RQ  96.9  0.8  2.3  4.8  87.8  7.4  0.9  0.8  98.3 
July 2005 
ILO-SP  97.1  1.0  1.9  0.3  86.4  13.4  0.1  6.2  93.8 
ILO-RQ  94.8  1.7  3.6  4.3  79.3  16.4  0.9  5.8  93.8 
SP-RQ  97.1  0.9  2.0  5.5  86.0  8.5  0.8  0.8  98.4 
April 2006 
ILO-SP  97.5  0.8  1.7  0.4  85.0  14.6  0.1  5.2  94.7 
July 2006 
ILO-SP  97.9  0.7  1.4  0.5  87.8  11.7  0.1  6.6  93.3 
Table 4.40: Sixth rotation group inconsistencies rates- rotation group 6 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
July 2005 
ILO-SP  96.6  1.0  2.4  0.9  82.9  16.2  0.3  6.3  93.5 
ILO-RQ  95.0  1.5  3.6  4.1  76.5  19.4  0.9  5.9  93.2 
SP-RQ  97.6  0.7  0.1  5.3  87.3  7.4  0.8  0.6  98.6 
October 2005 
ILO-SP  97.4  1.0  1.6  0.4  87.1  12.6  0.2  5.3  94.5 
ILO-RQ  95.3  1.5  3.2  4.9  79.2  15.9  1.0  5.0  94.0 
SP-RQ  97.4  0.8  1.8  5.8  86.5  7.7  0.7  0.6  98.7 
July 2006 
ILO-SP  97.5  0.9  1.5  0.7  86.5  12.8  0.1  6.4  93.5 
October 2006 
ILO-SP  97.9  0.8  1.3  0.0  85.2  14.8  0.1  5.4  94.5 
Table 4.41: Seventh rotation group inconsistencies rates- rotation group 7 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
October 2005 
ILO-SP  96.5  1.1  2.4  0.1  86.6  13.3  0.2  5.2  94.6 
ILO-RQ  95.1  1.6  3.3  3.2  81.1  15.7  0.8  5.1  94.1 
SP-RQ  97.8  0.7  1.5  4.6  88.3  7.1  0.9  0.8  98.3 
January 2006 
ILO-SP  97.1  1.2  1.7  0.6  88.0  11.3  0.2  5.3  94.6 
ILO-RQ  95.2  1.7  3.2  3.9  82.7  13.4  0.7  4.9  94.3 
SP-RQ  97.5  0.7  1.8  4.8  88.4  6.8  0.6  0.6  98.8 
October 2006 
ILO-SP  97.6  0.8  1.6  0.0  87.3  12.7  0.2  5.7  94.2 
January 2007 
ILO-SP  97.8  0.9  1.4  0.2  86.4  13.4  0.1  6.4  93.5 
Table 4.42: Eight rotation group inconsistencies rates- rotation group 8 
 
 42 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
January 2006 
ILO-SP  96.5  1.1  2.4  0.1  83.7  16.2  0.2  5.3  94.6 
ILO-RQ  94.6  1.8  3.6  6.5  73.3  20.2  1.0  5.1  93.8 
SP-RQ  97.0  1.1  2.0  7.6  82.0  10.4  1.3  1.1  97.7 
April 2006 
ILO-SP  97.4  1.1  1.5  0.2  84.9  15.0  0.1  5.0  94.8 
ILO-RQ  95.2  1.9  2.9  4.4  77.6  18.0  0.9  4.8  94.8 
SP-RQ  97.3  1.0  1.8  5.5  86.6  7.8  0.8  0.7  98.5 
January 2007 
ILO-SP  97.8  0.7  1.6  0.0  87.5  12.5  0.1  5.8  94.0 
April 2007 
ILO-SP  98.0  0.7  1.3  0.2  88.7  11.1  0.1  6.1  93.7 
Table 4.43: Ninth rotation group inconsistencies rates- rotation group 9 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
April 2006 
ILO-SP  96.4  1.2  2.3  0.2  85.4  14.1  0.1  5.0  94.9 
ILO-RQ  94.8  1.7  3.4  4.2  78.5  17.3  0.7  4.9  94.3 
SP-RQ  97.5  0.8  1.7  6.0  87.3  6.7  0.9  0.7  98.5 
July 2006 
ILO-SP  97.3  1.0  1.7  0.5  85.6  13.9  0.1  6.0  93.9 
ILO-RQ  95.7  1.3  2.9  3.5  78.8  17.7  1.0  5.6  93.4 
SP-RQ  97.7  0.6  1.7  5.9  86.4  7.7  1.0  0.6  98.4 
April 2007 
ILO-SP  98.0  0.8  1.2  0.0  87.8  12.2  0.1  5.8  94.1 
July 2007 
ILO-SP  97.7  0.9  1.4  0.4  80.7  18.9  0.1  6.0  93.8 
Table 4.44: Tenth rotation group inconsistencies rates- rotation group 10 
 
 
  EE  EU  EN  UE  UU  UN  NE  NU  NN 
July 2006 
ILO-SP  96.6  1.2  2.2  0.3  83.9  15.8  0.2  6.0  93.8 
ILO-RQ  95.0  1.7  3.3  6.1  75.9  18.1  1.1  6.0  93.0 
SP-RQ  97.6  0.7  1.7  6.0  87.5  6.4  1.1  0.8  98.1 
October 2006 
ILO-SP  97.2  1.1  1.7  0.0  87.3  12.7  0.1  5.6  94.3 
ILO-RQ  95.1  1.6  3.3  3.6  83.1  13.4  0.9  5.3  93.8 
SP-RQ  97.4  0.7  1.9  4.9  87.9  7.1  0.8  0.7  98.5 
July 2007 
ILO-SP  97.2  1.1  1.7  0.6  86.0  13.4  0.1  6.5  93.3 
October 2007 
ILO-SP  97.7  0.7  1.6  0.2  86.3  13.5  0.1  5.6  94.2 
Table 4.45: Eleventh rotation group inconsistencies rates- rotation group 11 
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Also for these tables there seems to be a regular trend in the data, since for every rotation group I 
find out almost the same evidences of inconsistencies. Nevertheless, the Unemployment consistency 
rates grows during time. In fact, while the Unemployed consistencies rate is around 60% for the first 
four rotation groups, it is around 70% for the fifth rotation group and more than 80% for the other 
rotation groups. Why does this change happen? Maybe the questionnaire have been changed over 
the years, so people are able to understand better the questions and give the same answers to the 
different indicators. 
From this analysis, I found out that the answers given in the Self-Perception section are nearer to 
those one referred to the ILO section than to those given in the Retrospective Question section. I will 
use information from inconsistencies and observed transition rates to specify the latent class Markov 
models presented in the next chapter. 
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Chapter 5 
 
5.1 A model for estimating labour market mobility 
 
At this point I want to focus on the principal aim of this study. After the descriptive analyses in 
chapter 4, I try to get an idea about the situation in labour market mobility in Italy. As anticipated in 
the  first  chapters,  for  developing  the  study  I  make use  of  latent  class  models  since  latent  class 
analysis  has  been  applied  in  a  number  of  studies  on  panel  data  to  separate  true  changes  from 
observed ones due to unreliable measurements. In our study the true labour force state is treated as 
a latent variable and the observed one as its indicators. The model consists of two parts:  
·  structural, which describes true dynamics among latent variables; 
·  measurement, which links each latent variable to its indicators. 
 However, in this case we want to use the latent class Markov model. As in all standard latent class 
model  specification,  local  independence  among  the  indicators  is  assumed,  that  is  indicators  are 
conditionally independent on latent variables.  The term Markov refers to discrete variables (as my 
case), measured repeatedly over time on the same sample of subjects (panel data) and the dynamics 
across time is  
modelled by assuming a discrete time process in order to make statements about change, stability, 
or  both.  For  these  analyses  I  will  use  LEM  software.  The  whole  chapter  is  devoted  to  present 
different models which are built following some indications suggested by the explorative analyses 
seen in the previous chapter. 
I work with data from January 2004 to December 2007. During this period I have eleven rotation 
groups available, each starting in a different quarter.  Each rotation group has been interviewed for 
two consecutive quarters for two years in a row. 
In this way I get four different dat set for each rotation group, hence I have to work with four latent 
variables, which I call Yt and Yt+1,Yt+2,Yt+3, referred to the four findings.  
Now it is important to underline that I decide to work only with first-order Markov models, because 
it looks more logical to assume a single-timed dependence, that is that the answer given during the 46 
 
interview depends just on the answer of the previous interview rather than on all the answers given 
before. 
 In addition, the model assumes population homogeneity. I make a further assumption referred to as 
“local  independence”  or  “independent  classification  errors”  (ICE).  This  implies  that  classification 
errors referring to two different occasions are independent of each other conditionally on the true 
state,  and  those  errors  only  depend  on  the  present  true  state.  According  to  this  assumption, 
classification  errors  produce  spurious  transitions  and  consequently  induce  overestimation  of 
changes. Therefore, once established the presence of four latent variables, I remind that the data set 
of each rotation group is made of ten observed variables, as it is showed in the Figure 4.2. I have four 
ILO  indicators,  one  for  each  interview  which  provide  the  information  collected  during  the  four 
interviews, then four Self-Perception indicators and only two retrospective questions collected at 
times t+2,t+3, actually referring  back to the previous year condition. Each one of these indicators 
represents the labour condition which the single person is in. 
 
5.2 The different models 
 
In Figure 5.1 - Figure 5.2, I indicate the different model schemes I estimated.  The various path 
diagrams help me to discover how the models have been thought and the differences and similarities 
between the models. 
The circles indicate the latent variables, the squares represent the indicators and the arrows show 
the possible dependences imposed between the indicators and the latent variable, and among latent 
variables.  
    
  
 
 
 
Figure 5.1: Model 1 
Model 1 (figure 5.1), which will serve as a kind of reference in my analyses, is a latent class Markov 
model. It may be considered the simplest model that can be built using my data. 
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In this model, a latent variable with three response categories is defined for each of the four time 
points. These three categories are “Employed”, “Unemployed” and “Not in the labour force”. These 
remain the same for any indicator variable. 
This model is a first-order Markov model since the conditional probability of being in a particular 
state at a particular moment only depends on the state at the preceding time point. For the first two 
time points three indicators are available: ILO (International Labour Office) , SP (Self- Perception) and 
RQ (Retrospective Question). For the last two time points only two indicators are available: ILO and 
SP. 
This model is based on the assumption of Independent Classification Errors (ICE): it is assumed that 
the  responses  to  indicators  are  independent  of  each  other  given  the  true  state.  This  is  the 
assumption of local independence in latent class models. 
In  addition  the  model  is  not  measurement  invariant:  it  allows  different  conditional  response 
probabilities for each indicator at different time points. I have: 
 
·  conditional independence of responses at time point; 
·  conditional independence of responses across time points. 
 
Hoping to improve my estimates, I tried to add a constraint to this first model, as show in Figure 5.2: 
 
  
 
 
   
Figure 5.2: Model 2 
 
 
Model 2 is a modification of model 1 with an additional assumption on measurement invariance: for 
each indicator in fact its conditional response probabilities given the true state are assumed constant 
over time.   
Reflecting on possible relations among different indicators I decided to introduce a third model in 
which the first Markov order is preserved. 
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Figure 5.3: Model 3 
Model 3(Figure 5.3) is a modification of model 1 by remodelling the response mechanism for the two 
Retrospective Questions (RQ). Each of these two retrospective questions refers to the labour state at 
either the first or the second time point, but each was asked two time points later. 
·  The response to the first retrospective question is assumed to depend on the true state at 
time point t (the first quarter) but also on the true state at time point t+2 (the third quarter) 
(which is the moment the retrospective question is asked). 
·  The response to the second retrospective question is assumed to depend on the true state at 
time point t+1 (the second quarter) but also on the true state at time point t+3 (the fourth 
quarter) (which is the moment the retrospective question is asked). 
 
Considering a finer assumption suggested by the Model 3, I study a further model, that is basically 
the same as Model 3 but with the added assumption of measurement invariance over time. 
   
  
 
 
 
Figure 5.4: Model 4 
 
In  this  model  (Figure  5.4) I  impose  conditional  probabilities  to  be  equal  over  time  and  a  direct 
relation between two latent variables and the retrospective questions. 
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Model 4 cannot be further improved by adding more relations between the indicators and latent 
variables  so  I  define  another  model,  which  works  like  Model  1  (Figure  5.1),  but  it  has  a  direct 
dependence among some exogenous variables. These new conditions are deduced from the analysis 
provided by Model 1. The result is Model 5: 
 
 
  
 
 
    
   
Figure 5.5: Model 5 
Model 5 (Figure 5.5) remodels in a sense the response mechanism for the retrospective questions. In 
fact the answers to the retrospective questions are now assumed to partially reflect the concurrent 
response given at the SP question, in other words I am claiming that the recollection of the past is 
partly coloured by the perception of the present situation. At the same time I continue assuming that 
the response to the retrospective question Ri depends on the true state at time point i, for i= t, t+1.  
 
I now add to Model 5 the assumption of measurement invariance over time, thus obtaining Model 6 
(Figure 5.6):  
 
  
 
 
    
Figure 5.6: Model 6 
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In the next model, on the other hand, instead of equalising the conditioned probabilities I assume 
there exist some other relations among the indicators. In fact Model 7 (Figure 5.7) is a modification 
of Model 5. I impose that the ILO definition could influence the Self-Perception answer during each 
quarter.  
 
  
 
 
    
Figure 5.7: Model 7 
 
This further relation may be also due to the structure of the questionnaire itself: in fact people 
interviewed are supposed to answer first to the questions for the ILO definition and then to the Self-
perception one, so there is a possible inclination to answer in the same way. 
Ideally this last model fits my data but when I run it using LEM, besides taking too much time, it 
produces some errors since some covariance matrix terms are very close to zero. So I impose the 
condition  of  measurement  invariance.  Inserting  this  condition  I  can  streamline  the  number  of 
parameters for the model to estimate. The result is Model 8 (Figure 5.8): 
 
  
 
 
    
Figure 5.8: Model 8 
 
In my study I estimate these eight models for each rotation group. Surely others models could be 
develop  but  I  tried  to  create  only  models  which  follow  the  logical  assumptions  suggested  by 
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explorative analyses previously done. In fact these eight models take into account plausible relations 
among  the  indicators  such  as  the  dependence  between  ILO  indicator  and  Self-Perception,  Self-
Perception and Retrospective Question and the time invariance of the conditional probabilities.  
 
 
5.3 The results of the estimate models 
 
As I said I estimate these eight different models for every rotation group. At this point, after these 
analyses I try to make a comparison of the different models for seeing which model fits better. It is 
well known that the goodness of fit is expressed in terms of either the likelihood ratio statistics L
 2 or 
Pearson’s χ
2. But for models involving very large and often sparse data there are problems with both 
of these goodness-of-fit statistics, because under these conditions they are not reliably distributed as 
a χ
2. Hence, with respect to these criteria, all models considered are equally valid. I need to use the 
Akaike's information criterion (AIC)  and Bayesian information criterion (BIC). The AIC is a measure of 
the goodness of fit of an estimated statistical model. It is grounded in the concept of entropy, in 
effect offering a relative measure of the information lost when a given model is used to describe 
reality and can be said to describe the trade-off between bias and variance in model construction, or 
loosely speaking that of accuracy and complexity of the model. The AIC is not a test of the model in 
the sense of hypothesis testing; it is rather a test among models, that is a tool for model selection. 
Given a data set, several competing models, like in this case, may be ranked according to their AIC, 
with the one having the lowest AIC being the best. In general the formula is: 
ܣܫܥ ൌ ʹ݌ െ ʹሺሻ 
where p is the number of parameters inside the statistical model, and L is the maximized value of 
the likelihood function for the estimated model. Instead the BIC is a further development of this last 
criterion. In general the formula is:  
ܤܫܥ ൌ ݌݈݋݃ሺ݊ሻ െ ʹሺሻ 
where n is the number of observations and L is the maximized value of the likelihood function for the 
estimated model, as before. Sometimes the two criteria do not give the same results but in this 
analysis they almost agree about the choice of the model in most of the cases. However, I decide to 
follow the BIC criterion because for a large sample size of data it works better.  In addition BIC 
criterion is a more parsimonious. 
  
Table 5.1- Table 5.11 show the values of L
2, number of degrees of freedom (Df) and the values of AIC 
and BIC for each of the eleven rotation groups and for each model. 52 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  21106,0508  58968  147678,0815  148338,5256 
2  21967,9349  59010  148455,9656  148769,6766 
3  11474,1824  58944  138094,2131  138952,7905 
4  11981,3522  58998  138493,3829  138906,1605 
5  10134,2867  58944  136754,3174  137612,8948 
6  10493,4928  58998  137005,5235  137418,3011 
7  7805,1840  58896  134521,2147  135776,0585 
8  8284,4656  58986  134820  135332,3405 
Table 5.1: Measure of fit- First Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  20981,1217  58968  150091,4390  150751,4176 
2  21951,7452  59010  150978,0625  151291,5523 
3  10992,3155  58944  140150,6328  141008,6051 
4  11585,1356  58998  140635,4529  141047,9396 
5  9896,8719  58944  139055,1892  139913,1615 
6  10299,7225  58998  139350,0398  139762,5264 
7  7287,2488  58896  136541,5661  137795,5255 
8  7791,5242  58986  136865,8415  137377,3250 
Table 5.2: Measure of fit- Second Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  2177,8890  58968  152474,3446  153136,9615 
2  22552,9357  59010  153164,3906  153479,1336 
3  11990,7744  58944  142734,2292  143595,6312 
4  12516,7225  58998  143152,1774  143566,3129 
5  10667,1775  58944  141410,6323  142272,0343 
6  10978,1305  58998  141613,5854  142027,7209 
7  8101,0587  58896  138940,5135  140199,4856 
8  8439,8453  58986  139099,3001  139612,8282 
Table 5.3: Measure of fit- Third Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  19473,8029  58968  148173,6490  148834,6230 
2  19985,9583  59010  148601,8044  148915,7670 
3  11369,1410  58944  140116,9871  140976,2533 
4  11904,8298  58998  140544,6760  140957,7847 
5  10180,4533  58944  138928,2994  139787,5656 
6  10667,7165  58998  139307,5626  139720,6714 
7  8262,1934  58896  137106,0395  138361,8902 
8  8798,3365  58986  137974,4375  137974,4375 
Table 5.4: Measure of fit- Fourth Rotation Group 
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Model  L2  Df  AIC(LL)  BIC(LL) 
1  16588,0681  58968  138996,6993  139655,6385 
2  16914,6705  59010  139239,3017  139552,2979 
3  11336,3490  58944  133792,9801  134649,6011 
4  11653,6391  58998  134002,2703  134414,1073 
5  10291,1893  58944  132747,8205  133604,4415 
6  10640,1427  58998  132988,7739  133400,6109 
7  8755,0648  58896  131307,6960  132559,6805 
8  9307,0746  58986  131679,7057  132190,3836 
Table 5.5: Measure of fit- Fifth Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  14745,9056  58968  127299,9571  127955,1076 
2  15164,3035  59010  127634,3550  127945,5514 
3  10296,2052  58944  122898,2567  123749,9523 
4  10747,0670  58998  123241,1185  123650,5875 
5  9684,8049  58944  122286,8564  123138,5519 
6  10209,1783  58998  122703,2298  123112,6988 
7  8054,4121  58896  120752,4636  121997,2495 
8  8870,5664  58986  121388,6179  121896,3595 
Table 5.6: Measure of fit- Sixth Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  13582,9208  58968  120465,8027  121117,3699 
2  13995,9663  59010  120794,8482  121104,3426 
3  9552,2181  58944  116483,1000  117330,1373 
4  9974,5730  58998  116797,4549  117204,6844 
5  9159,7071  58944  116090,5890  116937,6262 
6  9668,3951  58998  116491,2770  116898,5064 
7  7862,6248  58896  114889,5067  116127,4842 
8  8563,6033  58986  115410,4852  115915,4497 
Table 5.7: Measure of fit- Seventh Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  13351,8928  58968  119989,1912  120640,9122 
2  13782,6783  59010  120335,9766  120645,5441 
3  9821,2345  58944  116506,5329  117353,7701 
4  10206,9450  58998  116784,2433  117191,5690 
5  9375,6405  58944  116060,9389  116908,1761 
6  9814,6644  58998  116391,9627  116799,2883 
7  8012,6129  58896  114793,9113  116032,1811 
8  8631,3182  58986  115737,7004  115737,7004 
Table 5.8: Measure of fit- Eighth Rotation Group 54 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  13264,1846  58968  107548,0850  108193,3607 
2  13599,1358  59010  107799,0362  108105,5421 
3  9034,0227  58944  103365,9231  104204,7815 
4  9325,2198  58998  103549,1202  103952,4176 
5  8384,2350  58944  102716,1354  103554,9939 
6  8715,6848  58998  102939,5852  103342,8826 
7  7336,9154  58896  101764,8158  102990,8397 
8  7657,7198  58986  101905,6202  102405,7088 
Table 5.9: Measure of fit- Ninth Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  12274,3867  58968  108075,7072  108722,3584 
2  12564,7101  59010  108282,0307  108589,1900 
3  8967,4232  58944  104816,7438  105657,3902 
4  9292,3966  58998  105033,7171  105437,8741 
5  8533,0346  58944  104382,3552  105223,0016 
6  8873,2011  58998  104614,5217  105018,6786 
7  7303,6828  58896  103249,0034  104477,6405 
8  7756,0604  58986  103521,3810  104022,5356 
Table 5.10: Measure of fit- Tenth Rotation Group 
 
 
Model  L2  Df  AIC(LL)  BIC(LL) 
1  13885,6399  58968  114382,1474  115030,5310 
2  14212,4589  59010  114624,9664  114932,9486 
3  10083,0196  58944  110627,5271  111470,4258 
4  10350,2196  58998  110786,7271  111191,9668 
5  9447,8294  58944  109992,3369  110835,2355 
6  9761,3448  58998  110197,8523  110603,0920 
7  8038,1927  58896  108678,7002  109910,6290 
8  8542,0571  58986  109002,5647  109505,0619 
Table 5.11: Measure of fit- Eleventh Rotation Group 
 
Looking at these results, in particular at the value of BIC, it is possible to deduce that, for every 
rotation  group,  the  best  model  is  model  8.  Summing  up  I  can  conclude  that  my  data  are  well 
estimated by a model with measurement invariance over the time, with the Self-perception state 
influenced by the ILO state and also with the Retrospective response assumed depending on the true 
state at the same reference time and on the response of Self-Perception given at the same time 
point of the interview. Since every rotation group has the same best model, I am also led to conclude 
that the data of each rotation group follow the same trend. 55 
 
 
 
Chapter 6 
 
6.1 Analysis of Results 
As seen in the previous chapter, I chose a model which looked like usable for all the eleven rotation 
groups. So, in this chapter I will present the results which were picked up from the model estimation 
to the data. As I said before, I used the Lem software (Vermunt, 1997), for processing my data. In 
fact, LEM is an excellent program, since it handles both unconstrained and constrained latent class 
analysis (including ordinal variable, local dependence, and discrete latent trait models), as well as 
log-linear, latent trait, and other categorical data modeling methods. It checks model identification, 
and provides asymptotic standard errors for parameter estimates.  Local dependence latent class 
analysis models are easily handled.  
The following section will consequently be the presentation of the results obtained for every rotation 
group. We will see different tables representing the conditioned probabilities which were calculated 
by the program according to the constraints imposed by the chosen model (model 8). 
 
6.2 Description of results 
 
Estimated  conditional  probabilities  are  reported  in the  following  tables,  for  every  of  the  eleven 
rotation groups. 
Table 6.1 shows the estimated probabilities of the first latent variable, that is to say labour condition 
for rotation group one at time t. 
 
  E  U  N 
P(Yt)  0.4044 
(0.0030) 
0.0815 
(0.0020) 
0.5141 
(0.0031) 
Table 6.1: Estimated probability of first latent variable, rotation group 1 56 
 
Table  6.2,  6.3  and  6.4  list  estimated  transitions  probabilities  between  the  three  labour  force 
conditions from t to t+1 (January to April 2004), from t+1 to t+2 (April 2004 to January 2005) and 
from t+2 to t+3 (January to April 2005) respectively, for rotation group 1. 
 
P(Yt+1|Yt)  E  U  N 
E  0.9872 
(0.0017) 
0.0711 
(0.0078) 
0.0017 
(0.0005) 
U  0.0063 
(0.0012) 
0.8981 
(0.0106) 
0.0058 
(0.0012) 
N  0.0064 
(0.0012) 
0.0308 
(0.0079) 
0.9925 
(0.0013) 
Table 6.2: Estimated conditional probabilities t to t+1, rotation group 1 
 
In Table 6.2 I observe that the probability of staying in the same working condition estimated by the 
model is high: for employed (0.99) and not in labour force people (0.99), that means that in these 
states there is no mobility in the labour market. Also for unemployed people this probability is quite 
high  (0.90),  but  I  observe  a  small  significant  probability  of  transition  from  unemployment  to 
employment  condition  (0.07).  If  I  compare  observed  transition  rates  and  estimated  conditional 
probabilities,  I  notice  more  stability  of  labour  market  for  the  true  state  (estimated  conditional 
probabilities). 
 
P(Yt+2|Yt+1)  E  U  N 
E  0.9577 
(0.0022) 
0.1396 
(0.0086) 
0.0090 
(0.0009) 
U  0.0221 
(0.0018) 
0.7751 
(0.0108) 
0.0153 
(0.0013) 
N  0.0202 
(0.0014) 
0.0852 
(0.0077) 
0.9757 
(0.0015) 
Table 6.3: Estimated conditional probabilities t+1 to t+2, rotation group 1 
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P(Yt+3|Yt+2)  E  U  N 
E  0.9929 
(0.0017) 
0.0943 
(0.0111) 
0.0015 
(0.0008) 
U  0.0030 
(0.0014) 
0.8774 
(0.0151) 
0.0047 
(0.0012) 
N  0.0042 
(0.0011) 
0.0283 
(0.0099) 
0.9938 
(0.0013) 
Table 6.4: Estimated conditional probabilities t+2 to t+3, rotation group 1 
 
Comparing Table 6.3 and Table 6.4 with Table 6.2 I observe similar results, therefore I can make the 
same comments about labour market. By the way in Table 6.3 the probability of transition from a 
condition to another one is a little higher because the temporal time span is bigger (6 months instead 
of 3 months). In fact, I expected more mobility in a longer time span, also because observed data 
suggest the same. 
 
Table 6.5, 6.6 and 6.7 report estimated measurement errors on rotation group 1. Table 6.5 refers to 
the ILO indicator, Table 6.6 and 6.7 to the Self-Perception and Retrospective Question, respectively. 
I report only three tables because I decide to constrains these probabilities to be constant during 
time ( see Model 8 ); therefore my output produced the same probabilities for all the four time 
instants (t+i with i=0,1,2,3). 
 
P(It+i| Yt+i)  E  U  N 
E  0.9882 
(0.0008) 
0.1698 
(0.0061) 
0.0081 
(0.0005) 
U  0.0036 
(0.0004) 
0.3938 
(0.0063) 
0.0043 
(0.0004) 
N  0.0082 
(0.0006) 
0.4364 
(0.0064) 
0.9877 
(0.0007) 
Table 6.5: Estimated measurement errors for ILO indicators, rotation group 1 
 
Table 6.5 shows that 98.82% of interviewee answered Employed for ILO definition when the true 
state is Employed. Same percentuage of answer is found when the true state is Not labour force 58 
 
(98.77%). Unmployed condition for the true state, instead, shows more disagreement with ILO 
indicator (UE 16.98%, UU 39.38% and UN 43.64%). 
The model assumes that Self-Perception may be conditioned by the ILO and by the true state. 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9857 
(0.0007) 
0.0516 
(0.0191) 
0.1753 
(0.0223) 
0.5355 
(0.0179) 
0.0027 
(0.0010) 
0.0032 
(0.0013) 
0.3557 
(0.0340) 
0.0000 
(0.0000) 
0.0003 
(0.0001) 
U  0.0040 
(0.0003) 
0.8214 
(0.0367) 
0.2156 
(0.0332) 
0.2663 
(0.0144) 
0.9109 
(0.0055) 
0.7670 
(0.0112) 
0.0000 
(0.0000) 
0.1007 
(0.0441) 
0.0051 
(0.0004) 
N  0.103 
(0.0006) 
0.1270 
(0.0325) 
0.6091 
(0.0350) 
0.1982 
(0.0159) 
0.0864 
(0.0054) 
0.2298 
(0.0111) 
0.6443 
(0.0340) 
0.8993 
(0.0441) 
0.9946 
(0.0004) 
Table 6.6: Estimated measurement errors for Self-Perception indicators, rotation group 1 
 
Table 6.6 shows significant values of measurement errors. For example the measurement errors EEU 
(people who feel themselves Employed when they answered Employed in the ILO section but they 
are Unmployed in the true state) is 53.55%. Then, NNE (60.91%) , UUE (82.14%) , UNU (76.70%), NEN 
(64.43%) and NUN (89.93%). Thus results show, thus, correlated errors inside the same survey wave 
for  different  indicators  but  also  correlated  errors  over  the  time  because  the  model  assumes 
condition of measurement invariance. 
 
The model assumes that the answer given in the Retrospective Question may be influenced by the 
Self-Perception declared in the same interview and by the true state in the time of reference. 
 
P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9894 
(0.0008) 
0.7188 
(0.0210) 
0.3727 
(0.0172) 
0.3764 
(0.0176) 
0.0499 
(0.0051) 
0.0352 
(0.0068) 
0.3229 
(0.0249) 
0.0072 
(0.0048) 
0.0005 
(0.0001) 
U  0.0086 
(0.0007) 
0.2521 
(0.0202) 
0.0027 
(0.0021) 
0.5330 
(0.0175) 
0.8826 
(0.0072) 
0.0726 
(0.0087) 
0.1532 
(0.0196) 
0.4994 
(0.0236) 
0.0005 
(0.0001) 
N  0.0020 
(0.0003) 
0.0292 
(0.0078) 
0.6245 
(0.0172) 
0.0906 
(0.0095) 
0.0675 
(0.0056) 
0.8922 
(0.0108) 
0.5239 
(0.0261) 
0.4934 
(0.0237) 
0.9990 
(0.0002) 
Table 6.7: Estimated measurement errors for Retrospective Question indicators, rotation group 1 59 
 
 
Table 6.7 reports the same results of Table 6.6. Then I get the same conclusion for Retrospective 
Question indicator. 
I report the same tables for all the rotation groups. 
 
  E  U  N 
P(Yt)  0.4158 
(0.0031) 
0.0718 
(0.0021) 
0.5061 
(0.0032) 
Table 6. 3: Estimated probability of first latent variable, rotation group 2 
 
 
P(Yt+1|Yt)  E  U  N 
E  0.9804 
(0.0020) 
0.0634 
(0.0077) 
0.0014 
(0.0005) 
U  0.0128 
(0.0016) 
0.8892 
(0.0116) 
0.0099 
(0.0015) 
N  0.0068 
(0.0014) 
0.0474 
(0.0094) 
0.9887 
(0.0015) 
Table 6.4: Estimated conditional probabilities t to t+1, rotation group 2 
 
 
P(Yt+2|Yt+1)  E  U  N 
E  0.9649 
(0.0020) 
0.1550 
(0.0091) 
0.0070 
(0.0008) 
U  0.0170 
(0.0016) 
0.7576 
(0.0112) 
0.0129 
(0.0012) 
N  0.0181 
(0.0013) 
0.0874 
(0.0078) 
0.9801 
(0.0014) 
Table 6.5: Estimated conditional probabilities t+1 to t+2, rotation group 2 
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P(Yt+3|Yt+2)  E  U  N 
E  0.9858 
(0.0019) 
0.0616 
(0.0115) 
0.0000 
(0.0006) 
U  0.0088 
(0.0017) 
0.9235 
(0.0163) 
0.0100 
(0.0016) 
N  0.0054 
(0.0012) 
0.0149 
(0.0110) 
0.9900 
(0.0016) 
Table 6.6: Estimated conditional probabilities t+2 to t+3, rotation group 2 
 
P(It+i|Yt+i)  E  U  N 
E  0.9879 
(0.0008) 
0.1769 
(0.0063) 
0.0100 
(0.0006) 
U  0.0026 
(0.0004) 
0.3601 
(0.0063) 
0.0046 
(0.0004) 
N  0.0095 
(0.0006) 
0.4630 
(0.0067) 
0.9854 
(0.0007) 
Table 6.12: Estimated measurement errors for ILO indicators, rotation group 2 
 
P(St+i|It+iYt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9857 
(0.0006) 
0.0565 
(0.0226) 
0.1208 
(0.0172) 
0.5865 
(0.0173) 
0.0011 
(0.0007) 
0.0047 
(0.0013) 
0.4413 
(0.0287) 
0.0028 
(0.0038) 
0.0003 
(0.0001) 
U  0.0039 
(0.0003) 
0.7371 
(0.0509) 
0.2378 
(0.0294) 
0.2520 
(0.0139) 
0.9107 
(0.0059) 
0.7494 
(0.0115) 
0.0000 
(0.0000) 
0.1703 
(0.0409) 
0.0060 
(0.0005) 
N  0.0104 
(0.0005) 
0.2064 
(0.0467) 
0.6414 
(0.0312) 
0.1614 
(0.0141) 
0.0882 
(0.0058) 
0.2458 
(0.0114) 
0.5587 
(0.0287) 
0.8269 
(0.0409) 
0.9937 
(0.0005) 
Table 6.13: Estimated measurement errors for Self-Perception indicators, rotation group 2 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9829 
(0.0009) 
0.7014 
(0.0219) 
0.4085 
(0.0181) 
0.3838 
(0.0175) 
0.0368 
(0.0045) 
0.0150 
(0.0048) 
0.3123 
(0.0265) 
0.0037 
(0.0040) 
0.0006 
(0.0002) 
U  0.0151 
(0.0009) 
0.2824 
(0.0216) 
0.0039 
(0.0022) 
0.5008 
(0.0172) 
0.9167 
(0.0064) 
0.0747 
(0.0089) 
0.1147 
(0.0184) 
0.4914 
(0.0234) 
0.0004 
(0.0001) 
N  0.0019 
(0.0003) 
0.0163 
(0.0063) 
0.5876 
(0.0181) 
0.1154 
(0.0107) 
0.0465 
(0.0048) 
0.9104 
(0.0099) 
0.5730 
(0.0276) 
0.4049 
(0.0234) 
0.9990 
(0.0002) 
Table 6.14: Estimated measurement errors for Retrospective Question indicators, rotation group 2 
 
  E  U  N 
P(Yt)  0.4107 
(0.0030) 
0.0796 
(0.0020) 
0.5096 
(0.0031) 
Table 6.15: Estimated probability of first latent variable, rotation group 3 
 
P(Yt+1 |Yt)  E  U  N 
E  0.9796 
(0.0020) 
0.0767 
(0.0080) 
0.0000 
(0.0000) 
U  0.0105 
(0.0015) 
0.8999 
(0.0111) 
0.0053 
(0.0011) 
N  0.0099 
(0.0014) 
0.0234 
(0.0084) 
0.9947 
(0.0011) 
Table 6.16: Estimated conditional probabilities t to t+1, rotation group 3 
 
P(Yt+2 |Yt+1) 
 
E 
 
U 
 
N 
E  0.9622 
(0.0021) 
0.1419 
(0.0088) 
0.0059 
(0.0007) 
U  0.0199 
(0.0017) 
0.7913 
(0.0106) 
0.0183 
(0.0014) 
N  0.0179 
(0.0013) 
0.0668 
(0.0070) 
0.9758 
(0.0015) 
Table 6.17: Estimated conditional probabilitie t+1 to t+2, rotation group 3 
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P(Yt+3 |Yt+2)  E  U  N 
E  0.9874 
(0.0018) 
0.0697 
(0.0112) 
0.0008 
(0.0008) 
U  0.0078 
(0.0016) 
0.9206 
(0.0156) 
0.0066 
(0.0013) 
N  0.0048 
(0.0012) 
0.0097 
(0.0103) 
0.9926 
(0.0014) 
Table 6.18: Estimated conditional probabilities t+2 to t+3, rotation group 3 
 
P(It+i |Yt+i)  E  U  N 
E  0.9885 
(0.0008) 
0.1805 
(0.0065) 
0.0104 
(0.0006) 
U  0.0021 
(0.0004) 
0.3726 
(0.0063) 
0.0045 
(0.0004) 
N  0.0095 
(0.0007) 
0.4469 
(0.0063) 
0.9851 
(0.0008) 
Table 6.19: Estimated measurement errors for ILO indicators, rotation group 3 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9884 
(0.0006) 
0.0433 
(0.0226) 
0.1217 
(0.0179) 
0.5909 
(0.0174) 
0.0022 
(0.0008) 
0.0061 
(0.0017) 
0.3357 
(0.0297) 
0.0000 
(0.0000) 
0.0002 
(0.0001) 
U  0.0039 
(0.0003) 
0.8629 
(0.0474) 
0.2445 
(0.0301) 
0.2463 
(0.0136) 
0.9091 
(0.0055) 
0.7435 
(0.0111) 
0.0082 
(0.0059) 
0.1541 
(0.0424) 
0.0059 
(0.0004) 
N  0.0077 
(0.0005) 
0.0938 
(0.0424) 
0.6338 
(0.0316) 
0.1627 
(0.0153) 
0.0887 
(0.0055) 
0.2504 
(0.0110) 
0.6561 
(0.0298) 
0.8459 
(0.0424) 
0.9939 
(0.0004) 
Table 6.20: Estimated measurement errors for Self-Perception indicators, rotation group 3 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9911 
(0.0007) 
0.6759 
(0.0219) 
0.4229 
(0.0180) 
0.3926 
(0.0175) 
0.0431 
(0.0046) 
0.0424 
(0.0078) 
0.3613 
(0.0281) 
0.0145 
(0.0052) 
0.0008 
(0.0002) 
U  0.0076 
(0.0007) 
0.3098 
(0.0214) 
0.0044 
(0.0025) 
0.5109 
(0.0172) 
0.9167 
(0.0063) 
0.0828 
(0.0097) 
0.0990 
(0.0197) 
0.4148 
(0.0215) 
0.0007 
(0.0002) 
N  0.0013 
(0.0003) 
0.0143 
(0.0060) 
0.5727 
(0.0180) 
0.0965 
(0.0095) 
0.0403 
(0.0044) 
0.8748 
(0.0122) 
0.5397 
(0.0290) 
0.5707 
(0.0215) 
0.9985 
(0.0003) 
Table 6.21: Estimated measurement errors for Retrospective Question indicator, rotation group 3 
 
  E  U  N 
P(Yt)  0.4237 
(0.0030) 
0.0803 
(0.0020) 
0.4960 
(0.0031) 
Table 6.22: Estimated probability of first latent variable, rotation group 4 
 
P(Yt+1 |Yt)  E  U  N 
E  0.9713 
(0.0020) 
0.0776 
(0.0077) 
0.0009 
(0.0004) 
U  0.0179 
(0.0016) 
0.8623 
(0.0113) 
0.0064 
(0.0011) 
N  0.0108 
(0.0014) 
0.0600 
(0.0090) 
0.9927 
(0.0012) 
Table 6.23: Estimated conditional probabilities t to t+1, rotation group 4 
 
P(Yt+2 |Yt+1)   E  U  N 
E  0.9638 
(0.0020) 
0.1540 
(0.0088) 
0.0117 
(0.0010) 
U  0.0224 
(0.0017) 
0.7796 
(0.0105) 
0.0210 
(0.0015) 
N  0.0138 
(0.0012) 
0.0664 
(0.0066) 
0.9673 
(0.0017) 
Table 6.24: Estimated conditional probabilities t+1 to t+2, rotation group 4 
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P(Yt+3 |Yt+2)   E  U  N 
E  0.9792 
(0.0019) 
0.0706 
(0.0103) 
0.0050 
(0.0009) 
U  0.0125 
(0.0017) 
0.8693 
(0.0145) 
0.0078 
(0.0014) 
N  0.0083 
(0.0012) 
0.0601 
(0.0103) 
0.9872 
(0.0015) 
Table 6.25: Estimated conditional probabilities t+2 to t+3, rotation group 4 
 
 
P(It+i|Yt+i)  E  U  N 
E  0.9901 
(0.0007) 
0.1689 
(0.0059) 
0.0076 
(0.0005) 
U  0.0019 
(0.0003) 
0.3907 
(0.0061) 
0.0043 
(0.0004) 
N  0.0080 
(0.0006) 
0.4404 
(0.0062) 
0.9881 
(0.0007) 
Table 6.26: Estimated measurement errors for ILO indicators, rotation group 4 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9885 
(0.0006) 
0.0269 
(0.0220) 
0.2209 
(0.0246) 
0.5364 
(0.0176) 
0.0023 
(0.0009) 
0.0011 
(0.0009) 
0.3043 
(0.0357) 
0.0088 
(0.0070) 
0.0004 
(0.0001) 
U  0.0033 
(0.0003) 
0.8503 
(0.0530) 
0.2106 
(0.0335) 
0.2895 
(0.0148) 
0.9138 
(0.0052) 
0.7795 
(0.0106) 
0.0000 
(0.0000) 
0.1143 
(0.0459) 
0.0047 
(0.0004) 
N  0.0082 
(0.0005) 
0.1228 
(0.0491) 
0.5685 
(0.0349) 
0.1741 
(0.0144) 
0.0839 
(0.0051) 
0.2194 
(0.0106) 
0.6957 
(0.0357) 
0.8769 
(0.0460) 
0.9950 
(0.0004) 
Table 6.27: Estimated measurement errors for Self-Perception indicators, rotation group 4 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9943 
(0.0006) 
0.7607 
(0.0186) 
0.5159 
(0.0182) 
0.3206 
(0.0168) 
0.0453 
(0.0050) 
0.0331 
(0.0069) 
0.2391 
(0.0200) 
0.0146 
(0.0055) 
0.0005 
(0.0002) 
U  0.0036 
(0.0005) 
0.2214 
(0.0181) 
0.0015 
(0.0016) 
0.6030 
(0.0175) 
0.9063 
(0.0068) 
0.1996 
(0.0139) 
0.0637 
(0.0118) 
0.3479 
(0.0203) 
0.0003 
(0.0001) 
N  0.0020 
(0.0003) 
0.0179 
(0.0060) 
0.4825 
(0.0182) 
0.0764 
(0.0099) 
0.0484 
(0.0049) 
0.7674 
(0.0149) 
0.6972 
(0.0216) 
0.6375 
(0.0205) 
0.9992 
(0.0002) 
Table 6.28: Estimated measurement errors for Retrospective Question indicators, rotation group 4 
 
  E  U  N 
P(Yt)  0.4157 
(0.0030) 
0.0810 
(0.0019) 
0.5032 
(0.0031) 
Table 6.29: Estimated probability of first latent variable, rotation group 5 
 
P(Yt+1 |Yt )  E  U  N 
E  0.9759 
(0.0017) 
0.1421 
(0.0089) 
0.0046 
(0.0007) 
U  0.0154 
(0.0014) 
0.7858 
(0.0112) 
0.0087 
(0.0011) 
N  0.0087 
(0.0012) 
0.0722 
(0.0079) 
0.9867 
(0.0013) 
Table 6.30: Estimated conditional probabilities t to t+1, rotation group 5 
 
P(Yt+2 |Yt+1)   E  U  N 
E  0.9500 
(0.0024) 
0.1765 
(0.0096) 
0.0127 
(0.0011) 
U  0.0318 
(0.0021) 
0.7637 
(0.0110) 
0.0225 
(0.0016) 
N  0.0183 
(0.0013) 
0.0595 
(0.0065) 
0.9648 
(0.0019) 
Table 6.31: Estimated conditional probabilities t+1 to t+2, rotation group 5 
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P(Yt+3 |Yt+2)    E  U  N 
E  0.9829 
(0.0017) 
0.1613 
(0.0112) 
0.0039 
(0.0009) 
U  0.0087 
(0.0014) 
0.7585 
(0.0145) 
0.0054 
(0.0012) 
N  0.0085 
(0.0012) 
0.0804 
(0.0103) 
0.9906 
(0.0014) 
Table 6.32: Estimated conditional probabilities t+2 to t+3, rotation group 5 
 
P(It+i| Yt+i)  E  U  N 
E  0.9932 
(0.0007) 
0.1504 
(0.0060) 
0.0087 
(0.0006) 
U  0.0013 
(0.0003) 
0.3863 
(0.0063) 
0.0049 
(0.0004) 
N  0.0054 
(0.0006) 
0.4632 
(0.0064) 
0.9864 
(0.0007) 
Table 6.33: Estimated measurement errors for ILO indicators, rotation group 5 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9903 
(0.0006) 
0.0198 
(0.0216) 
0.2949 
(0.0375) 
0.4327 
(0.0203) 
0.0018 
(0.0008) 
0.0045 
(0.0015) 
0.3297 
(0.0308) 
0.0000 
(0.0000) 
0.0003 
(0.0001) 
U  0.0030 
(0.0003) 
0.8105 
(0.0790) 
0.1537 
(0.0499) 
0.3491 
(0.0183) 
0.9161 
(0.0055) 
0.7950 
(0.0102) 
0.0000 
(0.0000) 
0.0894 
(0.0337) 
0.0039 
(0.0004) 
N  0.0067 
(0.0005) 
0.1698 
(0.0765) 
0.5514 
(0.0482) 
0.2182 
(0.0191) 
0.0821 
(0.0055) 
0.2005 
(0.0101) 
0.6703 
(0.0308) 
0.9106 
(0.0337) 
0.9959 
(0.0004) 
Table 6.3: Estimated measurement errors for Self-Perception indicators, rotation group 5 
 
 
 
 
 
 67 
 
P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9969 
(0.0005) 
0.8069 
(0.0171) 
0.6426 
(0.0170) 
0.1949 
(0.0145) 
0.0166 
(0.0033) 
0.0132 
(0.0049) 
0.1512 
(0.0161) 
0.0075 
(0.0043) 
0.0008 
(0.0002) 
U  0.0017 
(0.0004) 
0.1709 
(0.0164) 
0.0015 
(0.0016) 
0.6908 
(0.0171) 
0.9437 
(0.0059) 
0.3295 
(0.0173) 
0.0266 
(0.0072) 
0.2321 
(0.0190) 
0.0002 
(0.0001) 
N  0.0014 
(0.0004) 
0.0222 
(0.0061) 
0.3559 
(0.0170) 
0.1143 
(0.0124) 
0.0397 
(0.0050) 
0.6572 
(0.0176) 
0.8221 
(0.0172) 
0.7605 
(0.0193) 
0.9991 
(0.0002) 
Table 6.35: Estimated measurement errors for Retrospective Question indicators, rotation group 5 
 
  E  U  N 
P(Yt)  0.4189 
(0.0031) 
0.0673 
(0.0017) 
0.5137 
(0.0031) 
Table 6.36 P(Yt): Estimated probability of first latent variable, rotation group 6 
 
P(Yt+1 |Yt)   E  U  N 
E  0.9590 
(0.0021) 
0.1414 
(0.0095) 
0.0072 
(0.0009) 
U  0.0287 
(0.0018) 
0.7793 
(0.0118) 
0.0191 
(0.0014) 
N  0.0123 
(0.0013) 
0.0793 
(0.0082) 
0.9737 
(0.0016) 
Table 6.37: Estimated conditional probabilities t to t+1, rotation group 6 
 
P(Yt+2 |Yt+1)   E  U  N 
E  0.9515 
(0.0023) 
0.2040 
(0.0103) 
0.0099 
(0.0010) 
U  0.0258 
(0.0019) 
0.7316 
(0.0117) 
0.0145 
(0.0014) 
N  0.0228 
(0.0015) 
0.0644 
(0.0067) 
0.9756 
(0.0017) 
Table 6.38: Estimated conditional probabilities t+1 to t+2, rotation group 6 
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P(Yt+3 |Yt+2)   E  U  N 
E  0.9774 
(0.0019) 
0.1126 
(0.0111) 
0.0042 
(0.0009) 
U  0.0125 
(0.0015) 
0.8274 
(0.0151) 
0.0106 
(0.0014) 
N  0.0101 
(0.0013) 
0.0600 
(0.0108) 
0.9852 
(0.0016) 
Table 6.39: Estimated conditional probabilities t+2 to t+3, rotation group 6 
 
P(It+i| Yt+i)  E  U  N 
E  0.9935 
(0.0006) 
0.1464 
(0.0059) 
0.0094 
(0.0006) 
U  0.0009 
(0.0003) 
0.3530 
(0.0062) 
0.0049 
(0.0004) 
N  0.0056 
(0.0005) 
0.5006 
(0.0066) 
0.9857 
(0.0007) 
Table 6.40: Estimated measurement errors for ILO indicators, rotation group 6 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9935 
(0.0005) 
0.1362 
(0.0702) 
0.2240 
(0.0307) 
0.4496 
(0.0210) 
0.0026 
(0.0011) 
0.0025 
(0.0011) 
0.3065 
(0.0292) 
0.0000 
(0.0000) 
0.0002 
(0.0001) 
U  0.0017 
(0.0002) 
0.7382 
(0.1108) 
0.1429 
(0.0391) 
0.3048 
(0.0173) 
0.9202 
(0.0063) 
0.8244 
(0.0094) 
0.0015 
(0.0045) 
0.0937 
(0.0306) 
0.0029 
(0.0003) 
N  0.0048 
(0.0004) 
0.1256 
(0.0867) 
0.6331 
(0.0423) 
0.2456 
(0.0195) 
0.0762 
(0.0062) 
0.1731 
(0.0094) 
0.6920 
(0.0293) 
0.9063 
(0.0306) 
0.9969 
(0.0004) 
Table 6.41: Estimated measurement errors for Self-Perception indicators, rotation group 6 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9988 
(0.0003) 
0.8611 
(0.0162) 
0.5958 
(0.0163) 
0.1120 
(0.0120) 
0.0129 
(0.0031) 
0.0250 
(0.0074) 
0.1663 
(0.0170) 
0.0072 
(0.0040) 
0.0005 
(0.0002) 
U  0.0008 
(0.0003) 
0.1300 
(0.0156) 
0.0011 
(0.0014) 
0.7398 
(0.0165) 
0.9454 
(0.0065) 
0.5069 
(0.0219) 
0.0133 
(0.0057) 
0.1141 
(0.0163) 
0.0000 
(0.0000) 
N  0.0004 
(0.0002) 
0.0089 
(0.0052) 
0.4030 
(0.0163) 
0.1482 
(0.0135) 
0.0417 
(0.0058) 
0.4681 
(0.0220) 
0.8205 
(0.0178) 
0.8787 
(0.0167) 
0.9995 
(0.0002) 
Table 6.42: Estimated measurement errors for Retrospective Question indicators, rotation group 6 
 
  E  U  N 
P(Yt)  0.4172 
(0.0031) 
0.0700 
(0.0018) 
0.5129 
(0.0032) 
Table 6.15: Estimated probability of first latent variable, rotation group 7 
 
P(Yt+1 |Yt)   E  U  N 
E  0.9616 
(0.0021) 
0.1622 
(0.0103) 
0.0100 
(0.0011) 
U  0.0246 
(0.0018) 
0.7602 
(0.0121) 
0.0132 
(0.0012) 
N  0.0138 
(0.0014) 
0.0776 
(0.0081) 
0.9768 
(0.0016) 
Table 6.43: Estimated conditional probabilities t to t+1, rotation group 7 
 
P(Yt+2 |Yt+1)   E  U  N 
E  0.9538 
(0.0023) 
0.1830 
(0.0106) 
0.0114 
(0.0011) 
U  0.0233 
(0.0019) 
0.7347 
(0.0123) 
0.0209 
(0.0016) 
N  0.0229 
(0.0015) 
0.0823 
(0.0076) 
0.9677 
(0.0019) 
Table 6.44: Estimated conditional probabilities t+1 to t+2, rotation group 7 
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P(Yt+3 |Yt+2)    E  U  N 
E  0.9781 
(0.0019) 
0.1640 
(0.0118) 
0.0052 
(0.0010) 
U  0.0123 
(0.0015) 
0.7370 
(0.0152) 
0.0101 
(0.0012) 
N  0.0096 
(0.0013) 
0.0990 
(0.0112) 
0.9847 
(0.0015) 
Table 6.45: Estimated conditional probabilities t+2 to t+3, rotation group 7 
 
P(It+i|Yt+i)  E  U  N 
E  0.9926 
(0.0007) 
0.1318 
(0.0069) 
0.0098 
(0.0007) 
U  0.0013 
(0.0003) 
0.3545 
(0.0067) 
0.0045 
(0.0004) 
N  0.0061 
(0.0006) 
0.5138 
(0.0070) 
0.9857 
(0.0009) 
Table 6.46: Estimated measurement errors for ILO indicators, rotation group 7 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9934 
(0.0005) 
0.1950 
(0.0643) 
0.2757 
(0.0342) 
0.4149 
(0.0258) 
0.0014 
(0.0008) 
0.0033 
(0.0013) 
0.3258 
(0.0313) 
0.0000 
(0.0000) 
0.0001 
(0.0001) 
U  0.0017 
(0.0002) 
0.5769 
(0.0981) 
0.1644 
(0.0440) 
0.3694 
(0.0245) 
0.9390 
(0.0061) 
0.8541 
(0.0096) 
0.0000 
(0.0000) 
0.0127 
(0.0292) 
0.0022 
(0.0003) 
N  0.0048 
(0.0004) 
0.2280 
(0.0798) 
0.5599 
(0.0449) 
0.2157 
(0.0318) 
0.0596 
(0.0061) 
0.1426 
(0.0095) 
0.6742 
(0.0313) 
0.9873 
(0.0292) 
0.9976 
(0.0003) 
Table 6.47: Estimated measurement errors for Self-Perception indicators, rotation group 7 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9987 
(0.0004) 
0.8925 
(0.0162) 
0.6614 
(0.0164) 
0.1354 
(0.0133) 
0.0073 
(0.0024) 
0.0209 
(0.0062) 
0.1437 
(0.0159) 
0.0016 
(0.0018) 
0.0004 
(0.0001) 
U  0.0005 
(0.0002) 
0.0950 
(0.0153) 
0.0022 
(0.0018) 
0.7537 
(0.0205) 
0.9600 
(0.0060) 
0.5264 
(0.0226) 
0.0028 
(0.0034) 
0.1201 
(0.0155) 
0.0001 
(0.0001) 
N  0.0009 
(0.0003) 
0.0124 
(0.0059) 
0.3365 
(0.0164) 
0.1109 
(0.0179) 
0.0327 
(0.0056) 
0.4527 
(0.0227) 
0.8535 
(0.0163) 
0.8783 
(0.0156) 
0.9995 
(0.0002) 
Table 6.48: Estimated measurement errors for Retrospective Question indicators, rotation group 7 
 
  E  U  N 
P(Yt)  0.4152 
(0.0031) 
0.0726 
(0.0018) 
0.5123 
(0.0032) 
Table 6.49 Estimated probability of first latent variable, rotation group 8 
 
P(Yt+1 |Yt)   E  U  N 
E  0.9594 
(0.0021) 
0.1645 
(0.0096) 
0.0085 
(0.0009) 
U  0.0269 
(0.0018) 
0.7591 
(0.0121) 
0.0154 
(0.0013) 
N  0.0136 
(0.0014) 
0.0764 
(0.0086) 
0.9761 
(0.0016) 
Table 6.50: Estimated conditional probabilities t to t+1, rotation group 8 
 
P(Yt+2 |Yt+1)    E  U  N 
E  0.9553 
(0.0023) 
0.2077 
(0.0105) 
0.0121 
(0.0011) 
U  0.0228 
(0.0018) 
0.7198 
(0.0119) 
0.0195 
(0.0016) 
N  0.0220 
(0.0015) 
0.0724 
(0.0072) 
0.9684 
(0.0019) 
Table 6.51: Estimated conditional probabilities t+1 to t+2, rotation group 8 
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P(Yt+3 |Yt+2)   E  U  N 
E  0.9751 
(0.0020) 
0.0914 
(0.0107) 
0.0015 
(0.0008) 
U  0.0130 
(0.0016) 
0.8129 
(0.0154) 
0.0070 
(0.0012) 
N  0.0119 
(0.0013) 
0.0958 
(0.0118) 
0.9915 
(0.0014) 
Table 6.52: Estimated conditional probabilities t+2 to t+3, totation group 8 
 
P(It+i|Yt+i)  E  U  N 
E  0.9936 
(0.0006) 
0.1475 
(0.0058) 
0.0076 
(0.0006) 
U  0.0012 
(0.0003) 
0.3674 
(0.0064) 
0.0037 
(0.0003) 
N  0.0052 
(0.0005) 
0.4851 
(0.0067) 
0.9887 
(0.0007) 
Table 6.53: Estimated measurement errors for ILO indicators, rotation group 8 
 
P(St+i|It+i Yt+i) 
 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9931 
(0.0005) 
0.0636 
(0.0377) 
0.2922 
(0.0369) 
0.3886 
(0.0204) 
0.0014 
(0.0007) 
0.0030 
(0.0011) 
0.3689 
(0.0331) 
0.0000 
(0.0000) 
0.0002 
(0.0001) 
U  0.0019 
(0.0002) 
0.8209 
(0.0742) 
0.2605 
(0.0460) 
0.3297 
(0.0179) 
0.9313 
(0.0057) 
0.8162 
(0.0101) 
0.0000 
(0.0000) 
0.0489 
(0.0393) 
0.0032 
(0.0004) 
N  0.0050 
(0.0004) 
0.1154 
(0.0656) 
0.4473 
(0.0464) 
0.2818 
(0.0184) 
0.0673 
(0.0057) 
0.1808 
(0.0100) 
0.6311 
(0.0331) 
0.9511 
(0.0393) 
0.9966 
(0.0004) 
Table 6.54: Estimated measurement errors for Self-Perception indicators, rotation group 8 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9995 
(0.0003) 
0.9209 
(0.0155) 
0.6963 
(0.0165) 
0.0932 
(0.0115) 
0.0110 
(0.0028) 
0.0011 
(0.0042) 
0.1314 
(0.0162) 
0.0012 
(0.0020) 
0.0009 
(0.0002) 
U  0.0003 
(0.0002) 
0.0745 
(0.0142) 
0.0018 
(0.0019) 
0.7554 
(0.0163) 
0.9547 
(0.0063) 
0.4939 
(0.0216) 
0.0059 
(0.0044) 
0.0927 
(0.0148) 
0.0000 
(0.0000) 
N  0.0002 
(0.0002) 
0.0046 
(0.0060) 
0.3019 
(0.0164) 
0.1514 
(0.0131) 
0.0343 
(0.0057) 
0.5049 
(0.0215) 
0.8627 
(0.0166) 
0.9061 
(0.0149) 
0.9991 
(0.0002) 
Table 6.55: Estimated measurement errors for Retrospective Question indicators, rotation group 8 
 
  E  U  N 
P(Yt)  0.4197 
(0.0033) 
0.0709 
(0.0019) 
0.5095 
(0.0033) 
Table 6.56: Estimated probability of first latent variablerotation group 9 
 
P(Yt+1 |Yt )   E  U  N 
E  0.9715 
(0.0019) 
0.1574 
(0.0105) 
0.0065 
(0.0009) 
U  0.0169 
(0.0015) 
0.7701 
(0.0127) 
0.0108 
(0.0012) 
N  0.0116 
(0.0013) 
0.0725 
(0.0085) 
0.9827 
(0.0015) 
Table 6.57: Estimated conditional probabilities t to t+1, rotation group 9 
 
P(Yt+2 |Yt+1)  E  U  N 
E  0.9547 
(0.0024) 
0.1740 
(0.0106) 
0.0111 
(0.0011) 
U  0.0238 
(0.0019) 
0.7638 
(0.0122) 
0.0140 
(0.0013) 
N  0.0215 
(0.0015) 
0.0622 
(0.0073) 
0.9749 
(0.0016) 
Table 6.58: Estimated conditional probabilities t+1 to t+2, rotation group 9 
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P(Yt+3 |Yt+2)    E  U  N 
E  0.9825 
(0.0019) 
0.1272 
(0.0121) 
0.0030 
(0.0008) 
U  0.0104 
(0.0015) 
0.7959 
(0.0159) 
0.0087 
(0.0013) 
N  0.0071 
(0.0013) 
0.0769 
(0.0113) 
0.9883 
(0.0015) 
Table 6.59: Estimated conditional probabilities t+2 to t+3, rotation group 9 
 
 
P(It+i|Yt+i)  E  U  N 
E  0.9924 
(0.0007) 
0.1493 
(0.0064) 
0.0057 
(0.0005) 
U  0.0012 
(0.0003) 
0.3487 
(0.0068) 
0.0040 
(0.0004) 
N  0.0064 
(0.0006) 
0.5020 
(0.0073) 
0.9903 
(0.0006) 
Table 6.60: Estimated measurement errors for ILO indicators, rotation group 9 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9930 
(0.0005) 
0.0644 
(0.0385) 
0.1462 
(0.0258) 
0.3811 
(0.0235) 
0.0000 
(0.0000) 
0.0079 
(0.0020) 
0.3473 
(0.0420) 
0.0000 
(0.0000) 
0.0001 
(0.0001) 
U  0.0014 
(0.0002) 
0.8529 
(0.0793) 
0.1568 
(0.0447) 
0.3226 
(0.0193) 
0.9280 
(0.0066) 
0.8391 
(0.0101) 
0.0000 
(0.0000) 
0.0564 
(0.0355) 
0.0028 
(0.0004) 
N  0.0056 
(0.0005) 
0.0827 
(0.0721) 
0.6970 
(0.0454) 
0.2963 
(0.0202) 
0.0720 
(0.0066) 
0.1529 
(0.0100) 
0.6527 
(0.0420) 
0.9436 
(0.0355) 
0.9971 
(0.0004) 
Table 6.61: Estimated measurement errors for Self-Perception indicators, rotation group 9 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9986 
(0.0004) 
0.8220 
(0.0209) 
0.6340 
(0.0178) 
0.1911 
(0.0175) 
0.0110 
(0.0030) 
0.0102 
(0.0053) 
0.1517 
(0.0196) 
0.0125 
(0.0059) 
0.0004 
(0.0001) 
U  0.0010 
(0.0003) 
0.1642 
(0.0204) 
0.0036 
(0.0023) 
0.6494 
(0.0195) 
0.9606 
(0.0057) 
0.3990 
(0.0230) 
0.0271 
(0.0085) 
0.1735 
(0.0216) 
0.0000 
(0.0000) 
N  0.0004 
(0.0002) 
0.0137 
(0.0060) 
0.3624 
(0.0178) 
0.1595 
(0.0143) 
0.0284 
(0.0049) 
0.5908 
(0.0232) 
0.8211 
(0.0207) 
0.8140 
(0.0221) 
0.9996 
(0.0001) 
Table 6.62: Estimated measurement errors for Retrospective Question indicators, rotation group 9 
 
  E  U  N 
P(Yt)  0.4130 
(0.0032) 
0.0650 
(0.0018) 
0.5220 
(0.0033) 
Table 6.63: Estimated probability of first latent variable, rotation group 10 
 
P(Yt+1 |Yt )   E  U  N 
E  0.9575 
(0.0022) 
0.1598 
(0.0107) 
0.0071 
(0.0009) 
U  0.0297 
(0.0019) 
0.7664 
(0.0129) 
0.0144 
(0.0013) 
N  0.0128 
(0.0014) 
0.0738 
(0.0086) 
0.9785 
(0.0015) 
Table 6.64: Estimated conditional probabilities t to t+1, rotation group 10 
 
P(Yt+2 |Yt+1 )   E  U  N 
E  0.9542 
(0.0024) 
0.2096 
(0.0112) 
0.0078 
(0.0009) 
U  0.0237 
(0.0019) 
0.7308 
(0.0126) 
0.0116 
(0.0013) 
N  0.0220 
(0.0016) 
0.0596 
(0.0072) 
0.9806 
(0.0015) 
Table 6.65: Estimated conditional probabilities t+1 to t+2, rotation group 10 76 
 
P(Yt+3 |Yt+2 )   E  U  N 
E  0.9803 
(0.0019) 
0.1206 
(0.0121) 
0.0052 
(0.0009) 
U  0.0109 
(0.0016) 
0.8107 
(0.0165) 
0.0097 
(0.0014) 
N  0.0088 
(0.0014) 
0.0687 
(0.0120) 
0.9850 
(0.0016) 
Table 6.66: Estimated conditional probabilities t+2 to t+3, rotation group 10 
 
P(It+i|Yt+i)  E  U  N 
E  0.9927 
(0.0007) 
0.1516 
(0.0064) 
0.0061 
(0.0005) 
U  0.0005 
(0.0002) 
0.3078 
(0.0064) 
0.0035 
(0.0003) 
N  0.0068 
(0.0006) 
0.5407 
(0.0072) 
0.9904 
(0.0006) 
Table 6.67: Estimated measurement errors for ILO indicators, rotation group 10 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9929 
(0.0005) 
0.1564 
(0.1057) 
0.2020 
(0.0286) 
0.3856 
(0.0225) 
0.0014 
(0.0009) 
0.0007 
(0.0007) 
0.3681 
(0.0380) 
0.0000 
(0.0000) 
0.0002 
(0.0001) 
U  0.0018 
(0.0003) 
0.5762 
(0.2048) 
0.1715 
(0.0408) 
0.3379 
(0.0192) 
0.9191 
(0.0074) 
0.8284 
(0.0099) 
0.0000 
(0.0000) 
0.1176 
(0.0403) 
0.0031 
(0.0004) 
N  0.053 
(0.0004) 
0.2674 
(0.1663) 
0.6265 
(0.0427) 
0.2765 
(0.0193) 
0.0795 
(0.0074) 
0.1709 
(0.0099) 
0.6319 
(0.0380) 
0.8824 
(0.0403) 
0.9968 
(0.0004) 
Table 6.68: Estimated measurement errors for Self-Perception indicators, rotation group 10 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9994 
(0.0003) 
0.8787 
(0.0182) 
0.6816 
(0.0172) 
0.1369 
(0.0145) 
0.0103 
(0.0029) 
0.0232 
(0.0075) 
0.1220 
(0.0189) 
0.0022 
(0.0023) 
0.0005 
(0.0002) 
U  0.0003 
(0.0002) 
0.1005 
(0.0168) 
0.0000 
(0.0000) 
0.7037 
(0.0178) 
0.9542 
(0.0065) 
0.4717 
(0.0237) 
0.0092 
(0.0056) 
0.0988 
(0.0171) 
0.0001 
(0.0001) 
N  0.0002 
(0.0003) 
0.0208 
(0.0080) 
0.3184 
(0.0172) 
0.1593 
(0.0139) 
0.0355 
(0.0059) 
0.5051 
(0.0239) 
0.8688 
(0.0195) 
0.8990 
(0.0173) 
0.9994 
(0.0002) 
Table 6.69: Estimated measurement errors for Retrospective Question indicators, rotation group 10 
 
  E  U  N 
P(Yt)  0.4175 
(0.0032) 
0.0688 
(0.0018) 
0.5136 
(0.0033) 
Table 6.70: Estimated probability of first latent variable, rotation group 11 
  
P(Yt+1|Yt)  E  U  N 
E  0.9604 
(0.0021) 
0.0711 
(0.0078) 
0.0017 
(0.0005) 
U  0.0063 
(0.0012) 
0.8981 
(0.0106) 
0.0058 
(0.0012) 
N  0.0064 
(0.0012) 
0.0308 
(0.0079) 
0.9925 
(0.0013) 
Table 6.71: Estimated conditional probabilities t to t+1, rotation group 11 
 
P(Yt+2|Yt+1)  E  U  N 
E  0.9577 
(0.0022) 
0.1396 
(0.0086) 
0.0090 
(0.0009) 
U  0.0221 
(0.0018) 
0.7751 
(0.0108) 
0.0153 
(0.0013) 
N  0.0202 
(0.0014) 
0.0852 
(0.0077) 
0.9757 
(0.0015) 
Table 6.72: Estimated conditional probabilities t+1 to t+2, rotation group 11 
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P(Yt+3|Yt+2)  E  U  N 
E  0.9929 
(0.0017) 
0.0943 
(0.0111) 
0.0015 
(0.0008) 
U  0.0030 
(0.0014) 
0.8774 
(0.0151) 
0.0047 
(0.0012) 
N  0.0042 
(0.0011) 
0.0283 
(0.0099) 
0.9938 
(0.0013) 
Table 6.73: Estimated conditional probabilities t+2 to t+3, rotation group 11 
 
P(It+i|Yt+i)  E  U  N 
E  0.9882 
(0.0008) 
0.1698 
(0.0061) 
0.0081 
(0.0005) 
U  0.0036 
(0.0004) 
0.3938 
(0.0063) 
0.0043 
(0.0004) 
N  0.0082 
(0.0006) 
0.4364 
(0.0064) 
0.9877 
(0.0007) 
Table 6.74: Estimated measurement errors for ILO indicators, rotation group 11 
 
P(St+i|It+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9857 
(0.0007) 
0.0516 
(0.0191) 
0.1753 
(0.0223) 
0.5355 
(0.0179) 
0.0027 
(0.0010) 
0.0032 
(0.0013) 
0.3557 
(0.0340) 
0.0000 
(0.0000) 
0.0003 
(0.0001) 
U  0.0040 
(0.0003) 
0.8214 
(0.0367) 
0.2156 
(0.0332) 
0.2663 
(0.0144) 
0.9109 
(0.0055) 
0.7670 
(0.0112) 
0.0000 
(0.0000) 
0.1007 
(0.0441) 
0.0051 
(0.0004) 
N  0.103 
(0.0006) 
0.1270 
(0.0325) 
0.6091 
(0.0350) 
0.1982 
(0.0159) 
0.0864 
(0.0054) 
0.2298 
(0.0111) 
0.6443 
(0.0340) 
0.8993 
(0.0441) 
0.9946 
(0.0004) 
Table 6.75: Estimated measurement errors for Self-Perception indicators, rotation group 11 
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P(Rt+i|St+1+i Yt+i) 
    E      U      N   
  E  U  N  E  U  N  E  U  N 
E  0.9894 
(0.0008) 
0.7188 
(0.0210) 
0.3727 
(0.0172) 
0.3764 
(0.0176) 
0.0499 
(0.0051) 
0.0352 
(0.0068) 
0.3229 
(0.0249) 
0.0072 
(0.0048) 
0.0005 
(0.0001) 
U  0.0086 
(0.0007) 
0.2521 
(0.0202) 
0.0027 
(0.0021) 
0.5330 
(0.0175) 
0.8826 
(0.0072) 
0.0726 
(0.0087) 
0.1532 
(0.0196) 
0.4994 
(0.0236) 
0.0005 
(0.0001) 
N  0.0020 
(0.0003) 
0.0292 
(0.0078) 
0.6245 
(0.0172) 
0.0906 
(0.0095) 
0.0675 
(0.0056) 
0.8922 
(0.0108) 
0.5239 
(0.0261) 
0.4934 
(0.0237) 
0.9990 
(0.0002) 
Table 6.76: Estimated measurement errors for Retrospective Question indicators, rotation group 11 
 
Comparing the entire table for each rotation group I observe similar results. There is no difference 
among the groups, therefore I can make the same comments about labour market. 
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6.3 Final considerations 
 
The  study  presents  a  latent  class  Markov  approach  to  correct  gross  flows  from  correlated 
classification  errors.  A  model  has  been  formulated  and  estimated,  in  order  to  adjust  observed 
quarterly labour force gross flows of Italian people.  
Emphasis is put on the capacity to account for correlated classification errors across panel data, 
without heavy dependence on multiple indicators paying attention and specifying a parsimonious 
model with sufficient identificability conditions.  
Data are taken from the CLFS, which collects information on labour force condition. My data covers a 
period of time from January 2004 to December 2007. Each family who participated to all the survey 
waves filled in four questionnaires in four difference quarters. Then 11 rotation groups are observed, 
each containing four interviews. My datasets were composed by several indicators, from which I 
extracted three indicators, useful for my study. The indicators are: ILO condition, Self-Perception and 
Retrospective Question. Afterwards, I did  some explorative analysis that reflect  high mobility in the 
labour market and the presence of inconsistencies among indicators. This inconsistency could be due 
to the particular structure of the questionnaire and almost surely to measurement error.  
I practically obtained the same results for all the rotation groups, so the data could be considered 
homogeneous. I also received relevant information from this first analysis, so I then tried to find a 
latent class Markov model that could correct the data from measurement errors. I built different 
models and I choose the same model for every rotation group, the best fitting one. The chosen 
model has some constraints: the Markov first-order at latent level, the condition of measurement 
invariance, the dependence between ILO and S-P indicators from the true condition at the same time 
point and the dependence between S-P and RQ indicators. Estimated parameters with this model 
show  less  mobility  in  the  labour  market  than  in  the  observed  market.  The  model  shows  more 
mobility for the unemployment condition, as it usually happens.  
Finally, the model does not find the presence of seasonal effects. By the way, the results show the 
presence of classification errors, and specifically errors correlated over time and inside the same 
survey wave for different indicators. The indicators are correlated among each other, so I could 
hypothesize that answers given by people may be influenced by several factors, like memory bias, 
the structure of the questionnaire or even the way of  that collection data, and how questions were 
formulated and so on.  
For future research I firstly suggest to improve the structure of questionnaire and pay more attention 
on collection of data.  81 
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Appendix 