Abstract In [14] we proposed a method to detect outliers in multivariate data based on clustering and robust estimators. To implement this method in practice it is necessary to choose a clustering method, a pair of location and scatter estimators, and the number of clusters, k. After several simulation experiments it was possible to give a number of guidelines regarding the first two choices. However the choice of the number of clusters depends entirely on the structure of the particular data set under study. Our suggestion is to try several values of k (e.g. from 1 to a maximum reasonable k which depends on the number of observations and on the number of variables) and select k minimizing an adapted AIC. In this paper we analyze this AIC based criterion for choosing the number of clusters k (and also the clustering method and the location and scatter estimators) by applying it to several simulated data sets with and without outliers.
Methodology
The procedure most commonly used to detect outliers in multivariate data sets is based on the Mahalanobis distances, (x i −μ) TΣ −1 (x i −μ), i = 1, . . . , n. To avoid the masking effect it is recommended to use robust estimates,μ andΣ , instead of the classical estimates, i.e. the sample mean vector and the sample covariance matrix (see e.g. [12, 5] ). However the performance of that procedure is still highly dependent of multivariate normality of the bulk of the data [2] , or on the data being elliptically contoured. To avoid this dependency, a method to detect outliers in multivariate data based on clustering and robust estimators was introduced in [14] . A somehow similar method designed to work with non-overlapping clusters was proposed later in [4] . Both [14] and [4] have been referenced recently in relation to robust clustering [8, 3] .
Consider a multivariate data set with n observations in p variables. The basic ideas of the method proposed in [14] are described in the following steps.
1. Segment the n points cloud (of perhaps complicated shape) in k smaller subclouds using a partitioning clustering method with the hope that each subcloud (cluster) looks "more normal" than the original cloud. 2. Then apply a simultaneous multivariate outlier detection rule to each cluster by computing Mahalanobis-type distances from all the observations to all the clusters. An observation is considered an outlier if it is an outlier for every cluster. All the observations in a cluster may also be considered outliers if the size of that cluster is small taking into account the number of variables (our proposal is less than 2p + 2, since in that case the covariance matrix estimates are very unreliable). 3. Remove the observations detected in 2 and repeat 1 and 2 until no more observations are detected. 4. The final decision on whether all the observations belonging to a given cluster (not previously removed, that is with size at least 2p + 2) are outliers is based on a table of between clusters Mahalanobis-type distances.
In [14] we presented results from a simulation study with several distributional situations, three clustering methods (k-means, pam and mclust) and three pairs of location and scatter estimators (classical and two robust), from which it was possible to conclude that for normal data all the methods behave well, whereas for non-normal data the best performance is usually achieved by mclust, without large differences between the classical and the robust estimators of location and scatter. A general conclusion from [14] is that the exploratory method proposed for outlier detection works well both under elliptical and non-elliptical data configurations. The aim of this paper is to propose a criterion for selecting an appropriate number of clusters, k, to use in the above algorithm, and to assess the robustness of that criterion. In the next section we introduce the new criterion, in Section 3 we present the results of a simulation study and in Section 4 we state some conclusions.
AIC based criterion
One of the difficulties encountered in the implementation of the method, was the choice of the number of clusters, k, as well as the clustering method and the location and scatter estimators. In [14] it is suggested to try several values of k (e.g. from 1 to a maximum possible k which depends on the number of observations and on the number of variables) and decide after a careful analysis of the results. A less subjective way for choosing k (and also the clustering method and the location and scatter estimators) is to minimize an adapted AIC (see [13] ):
The full specification of AIC needsf . This can be either a nonparametric estimate or the density from a parametric model with estimated parameters. The model we consider in this paper is a finite mixture of multivariate normal densities:
where
The number of components of the mixture (i.e., the number of clusters), k, is limited in practice (K max ). As a generic guidance we can take the advise given in [6] , that one should have at least 5 to 10 observations per variable. This means to choose k max somewhere between 0.1n/p and 0.2n/p. In this paper we assess the robustness of the AIC based criterion (1) for choosing the number of clusters, k. Thisis done by comparing results of simulations with and without outliers, for some non-normal distributional situations described in [14] .
Simulation Study
In order to evaluate the robustness of this AIC based criterion (1) for choosing the number of clusters, k, we conducted a simulation study with:
• Three clustering methods, k-means, pam (partitioning around medoids [7] ) and mclust (model based clustering for gaussian distributions [1] ), each of them with k = 2, 3, 4, 5, 6. The case k=1, for which the clustering method is irrelevant was also considered.
• Three pairs of location and scatter estimators: classical (x, S) with asymptotic detection limits; RMCD25 [11] and OGK (2) (0.9) [9] with detection limits determined previously by simulation with 10000 normal data sets.
• Four distributional situations: 
4.
Non-normal (p = 2) with outliers, 150 observations as in the previous case plus 20 outlying observations from N 2 (10, 0.1I).
We have not considered normal data in this simulation study because we have concluded in [14] that in that case the choice of k is not critical. For each distributional situation one hundred data sets were generated.
In each distributional situation we recorded (in each simulation) the chosen k for each clustering × estimator combination (that is, the value of k minimizing AIC), and also the overall minimizing combination (that is, the specific values of (clustering, estimator, k) which minimizes AIC, at each simulation). Tables 1 to 4 give, for the four distributional situations, respectively, the proportion of simulations for which each k was chosen (within each clustering × estimator combination). The overall minimizing combination was always the mclust × classical, which agrees with the simulations in [14] and shows that this choice can be recommended irrespective of the characteristics of the data sets. This conclusion, which may look unexpected can be justified as follows: the algorithm either isolates or removes the outliers, leaving almost exclusively "good" observations, and it is well known that in this case the classical estimators are more efficient.
For the mclust cases, the value of k chosen more often is the expected according to the distributional situation (see Fig. 1 and Fig. 2) . Note that k must be increased by 1 when the outliers are introduced and this is captured by the AIC criterion. 
Conclusions
The results of the limited simulation study presented in Section 3 show that the adapted AIC criterion (1) for selecting k and the clustering method is a useful tool. Moreover, we can also conclude that this criterion is, in association with the present algorithm, robust, since it works well both with and without outliers. An explanation for this robust behavior is that the outliers are either deleted or isolated in their own clusters, before computing the AIC. We this conclude that in this setup there is no need to consider other more complicated criteria such as the adapted AIC with Mestimators, introduced in [10] . In spite of the good results of this promising technique, one shall not forget that outlier detection in multivariate data is a very difficult task and will always remain an open problem. 
