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                       ABSTRACT 
        The computational methods in optimization problems  are, 
   discussed in this thesis. 
        A generalized variable-metric algorithm is presented. 
   It is shown that this algorithm attains the minimum of a 
  positive definite, quadratic function in a finite number of 
   steps and that the "variable-metric matrix" tends to the 
   inverse of the Hessian matrix. Most known variable-metric 
   methods can be derived from this generalized algorithm, and 
   some new methods are also obtained. This generalized algo-
   rithm produces a unique search-direction independently of 
   paraters in the recurrent formulas of variable-metric matrices. 
   And they generate a unique sequence of minimizing points for 
   the given initial conditions if the objective function is 
   quadratic. 
        These methods are applied to the several simple problems . 
   and the computed results are compared with each other. 
        In the latter part of the thesis an extension of Davidon's 
   method to Hilbert space is presented. The stability and 
convergence of the method are shown in the case when the 
   functionals to be minimized are quadratic. Similar discussions 
   are made for Fletcher-Reeves's conjugate gradient methods and 
   for one of its variants. 
        These methods are applied to optimal control problems and 
   two numerical examples are shown. These examples show the 
   superiority of Davidon's method compared with the steepest 
'descent method or the conjugate gradient meth
ods. 
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                  CHAPTER I INTRODUCTION 
 1:1. Review of Computing Methods in Optimal Control Problems  
        One of the distinguishable features of the modern control 
   theory is that the concept of optimality plays an important 
   role in it. Unified mathematical approaches for optimal 
   control problems were presented by L. S. Pontryagin (Ref. 1) 
   or by R. Bellman (Ref. 2). Since then, great advances are made 
   in the theory. And now it seems that fundamental properties 
   of optimal control law are clarified, at least so far as 
   deterministic systems are concerned. But it is impossible 
   to obtain optimal control laws or optimal trajectories 
   analytically for the problems of practical interests, except 
   for some particular ones. So that, numerical methods for 
   optimization problems have been studied from the begining of 
   the histry of optimal control. Moreover, more complicated 
   and larger systems are now to be treated in control engineering. 
, And the recent development in large scaled digital computers 
  '
makes it possible to deal with a large quantity of information 
in'high speed. By these reasons computational method in opti-
   mization of control systems becomes of great importance today. 
        There are two general numerical approaches for the 
   optimal control problems. These are called direct methods 
   and indirect methods. The direct methods improve an initial 
   estimate of the solution sucessively until optimality condi-
   tions are satisfied. The indirect methods solve numerically 
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  the equations which are obtained from necessary conditions for 
  optimality. That is, two-points boundary value problems must 
  be solved numerically in indirect methods. Various techniques 
  pertaining to indirect methods are known (Ref. 3-5). In these 
  techniques two-points boundary value problems are transformed 
  to the minimizing problems of functions of finite variables and 
  the transformed problems are solved numerically. 
       The first direct numerical approach to optimal control 
  problems is an application of the steepest descent method by 
  A. E. Bryson et. al. (Ref. 6) and H. J. Kelly (Ref. 7). 
  Natural extensions of the steepest descent method are the methods 
  which make use of the second order variations of the performance 
  functionals. These methods are called second variation method 
  (Ref.  8-11)  . 
       During the last decade, other numerous computational 
techniques, which belong to direct method, for optimal control 
  problems with various constraints have been presented. 
  A large part of these methods may be regarded as attempts to 
  adapt mathematical programming techniques to optimal control 
  problems. Linear programming is applied to some restricted 
  types of control problems (Ref. 12, 13). Other various well-
  known nonlinear programming techniques such as Rosen's 
  gradient projection method (Ref. 14) and SUIT of Fiacco and 
  McCormic (Ref. 15) are applied to optimal control problems 
(Ref.: 16-4). 
In recent years efficient algorithms for unconstrained 
  minimization problems in the finite dimensional space are 
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developed. These methods are called conjugate directions 
methods or variable metric method (Ref.  25-26). By these 
efficient methods, penalty function methods such as SUMT of 
Fiacco and McCormic, which transform a given constrained 
optimization problems to the sequence of unconstrained 
problems, are becoming practical tools for constrained 
problems, and said to be most promising method for general 
constrained problems (Ref. 27). These efficient algorithms 
in finite dimensional space are extended to the function 
space and attempted to apply to control problems by several 
researchers (Ref. 28-30). 
1.2. Outline of the Dissertation  
     Recently remarkable progress in computing methods for 
unconstrained optimization problems are made. The reasons 
for this progress are not only an increasing requirement for 
the solution of large-scale decision problems, but also 
development of new techniques for constrained optimization 
problems. These new techniques permit unconstrained optimiza-
tion procedures to be applied to solve general constrained 
problems. Numerous new algorithms for unconstrained problems 
are presented. Most popular ones, among them are Fletcher-
Reeves's conjugate gradient method and Davidon's method. 
Most of these new procedures were developed. heuristically 
and relations among them are not clear. In chapter II, 
a unified approach to unconstrained minimization problems of 
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 functions of several variables are presented. A large part 
 of recently presented algorithms are derived from this 
 general approach. And general properties of these algorithms 
 are discussed. Several particular algorithms are compared with 
 each other by some numerical examples. 
      In order to apply these algorithms in finite dimensional 
 space to control problems it is necessary to extend these 
 numerical procedures to function spaces. In chapter III 
 Davidon's method and conjugate gradient  method, which are 
 most popular among the new algorithms, are extended to a 
unction space. Several important properties of the methods 
 are obtained. 
      In chapter IV the algorithms discussed in the preceeding 
 chapters are applied to optimal control problems and some 
 numerical examples are shown. Finally some problems concern-
 ing the computing method for optimal control problems are 
 discussed. 
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 CHAPTER II 
            VARIABLE-METRIC METHODFOR FUNCTION 
            MINIMIZATION PROBLEMS 
 2.1. Introduction  
      There are a large number of algorithms for unconstrained 
 optimization problems. One of the oldest and the simplest 
 methods is that of steepest descent, which is said to have 
 been proposed originally by Cauchy in 1874. Another well-
 known method is Newton's method. Most new algorithms are 
 variants of these two method or are developed on the basis 
 of them. In recent years, a new family of optimization 
 techniques has been proposed, and increasing attentions are 
 being paid to these methods. These methods are called 
variable-metric (Ref. 31), conjugate-gradient (Ref. 32), or 
 quasi-Newton methods (Ref. 33). Newton's method has an 
 excellent rate of convergence, but theconvergence is not always 
guar' steed, and it requires the second derivatives of 
 the function to be minimized. On the other hand, the steepest-
 descend method is superior to Newton's method in stability and 
 requires only the first derivatives of the function, but the 
 convergence is often very slow-
      From'the point of practical computation, the use of 
 second derivatives is undesirable. Therefore, methods which 
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  retain the good characteristics of the previous two methods 
 and  use only first derivatives were developed and are being 
   developed. There are two main ideas for this purpose. One 
   is to use conjugacy properties of the search directions, 
   and the another is to approximate the second derivatives of 
   the function by some means. Hence, these methods are called 
   conjugate-gradient methods or quasi-Newton method. Most of 
   the conjugate-gradient methods and quasi-Newton methods are 
   often considered as variable-metric methods from another 
   point of view_ Hestens and Stiefel's conjugate-gradient 
  method (Ref. 32) was applied to minimization problems of 
   non-quadratic functions by Fletcher and Reeves (Ref. 25), 
   and projection method (Ref. 34), Davidon's method (Ref. 26, 
   31) and the rank; one method (Ref. 35) all make use of conju-
   gate properties of the search directions. Davidon's method, 
   proposed by W. C. Davidon and reformulated by R. Fletcher and 
  M. Powell, is one of the most efficient methods and is also 
   called Davidon-Fletcher-Powell (DFP) method (Ref. 35). 
   Several additional algorithms belonging to this family are 
   also available (Ref.. 36-40)_ And unified approaches'to this 
   class of algorithms are also attempted (Ref. 38, 39, 41).
  Since there are a lot of algorithms belonging to this class 
  of algorithms it is important to clarify what is different 
   among these algorithms. From this point of view a result 
by H. Y. Huang (Ref. 39) is interesting. He has shown that 
   various known algorithms produce a unique sequence of search 
                             6
directions for a given initial estimate and an initial 
searching direction if the function to be  minimized is 
quadratic. 
      In this chapter, a general form of the variable-metric 
method is presented, and various known algorithms are derived 
from this general approach. General discussions regarding 
the convergence of the method for quadratic function are 
also given. 
2..2._ Variable-Metric Method  
     The problem to be considered is to find a local minimum 
of a function of n variables x=(xl, x2,..., x
n)T, where T 
denotes the transpose of a matrix. The function f(x) is 
assumed twice differentiable. The gradient of f(x) is 
denoted by g(x), that is; 
          gCx) _ (ax1 'ax2axnT 
and the Hessian matrix of f(x) is denoted by G(x), that is; 
a2f  G(x) = C 
ax.ax.),i,j=l,2,..., n. 
                                 1 
     The iterative method for this problem is to find a 
sequence 9f vectors (x0, x1,..., x
n,.._) such that 
xi+1 = xi + aipi(2.1) 
7
 and 
lim g (xi) = 0.(2.2) 
i->oo 
   The vectors pi, i=0, 1, 2,... are called search directions. 
   Hereafter xi, pi etc. denote vectors at i-th iteration if 
   any comment is not made. In the steepest-descent method, 
pi = -g(xi)(2.3) 
   and in Newton's method, 
pi = -G-1(xi)g(xi).(2.4) 
   In general, if pi is defined as 
pi = -G.-1g(x1) 
   with some matrix Gi then the iterative method is called a 
variable-metric method, where the nxn matrix Gi is positive 
definite. A positive-definite matrix Gi defines a metric. 
   Consider the problem of minimizing the directional derivative 
of f(x) at xi in the direction p under the constraint that 
   the norm of p is constant, that is, 
1p12 = (p, Gip) = const. 
   The solution of this problem is clearly 
                          1          p° _ -aGig Cx
i) = api ,; 
   where a is a suitable scalar. In the steepest-descent 
   method, Gi=ln,where In is a unit matrix; and, in 
                            8
 Newton's method,Gk=G(xk). As in Newton's method, the metric 
 is variable; hence, the iteration method is called the 
 variable-metric method. In (2.1) the i-th step size  ai is 
 determined so that 
                 f(x. + aipi) = min f(x. + ap.).(2.6)11
a1 
 In the following, the vectors si and yi denote 'x1+1-xi and 
 gi+1 gk respectively, that is, 
si = xi+1-xk,i=0, 1, 2,...,(2.7) 
yi = gi+l-gi, i=0, 1, 2,...,(2.8) 
 where g-1denotes g(xk). 
 Consider the case of a quadratic function, that is, 
f(x) = %(x, Ax) — (g, x) , (2.9) 
 where the nxn matrix A is symmetric and (x, y) denotes the 
 inner product of x and y. In this case, by definition, 
            g(x) = Ax — g,• (2.10) 
ak = (pi, g.)/(p.,  Api) , (2.11) 
yi = Ask,(2.12) 
           or gk+1= yi + a1Api ;(2.13) 
and, from the choice of ak, it is clear that 
(Pi, g1+1) = 0(2 .14) 
 A set of nonzero vectors (p0, p1,..., pn-1) is said to be 
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A-conjugate if 
 (pi, Apj) = 0, ij, i,j=0, 1,..., n-1.(2.15) 
 If A is positive definite, it is clear that n vectors (p0, 
p1,..., pn-1) which are A-conjugate are also linearly inde-
 pendent. From (2.13), we have 
A-1 
                g=g .+1+EaiApi;(2.16)-            n
i=j+1 
 then, (gn, pj)=0, j=0,..., n-lousing the relations (2.14) and 
 (2.15). Since the vectors p, j=0,..., n-1, are linearly 
 independent, 
gn = 0. 
In other words, for a positive-definite quadratic form, the 
 minimum is attained at most in n-steps if the search direc 
 tions are A-conjugate. This is an important property of 
 conjugate vectors; methods using this property are called 
 conjugate-gradient or conjugate-directions methods. 
      Define nxi matrices Y. and Si as follows:
                     Y-1yi,..., Yi -1), 
                                                (2.1!7)                      S
i- (s0,s1,...,si-1)' 
 Then, the A-conjugate property of the vectors pi, (i=0,..., 
i-1), is equivalent to the relations 
            ~Tsj= 0, j=1,..., i-1,(2.18) 
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 orSJTyj = 0, j=1,..., i-1,(2.19) 
and, from (2 .12) , 
          Y. = ASi •(2.20) . 
Now, denote the matrix Gi-1 in (2.5) byI-I.T; then, the 
problem is to construct the nxn matrix Hi so that pi=-HiTgi, 
i=0, 1, 2,..., are a set of A-conjugate vectors. Moreover, 
it is desirable that II1tends to A-1. Then, it is expected 
that in the vicinity of the extremum point, the properties 
of the algorithm applied to non-quadratic functions are similar 
to those of Newton's method. 
2.3., Projection Algorithm  
     If YTs=O, j=1, 2,..., i-1, then the set of vectors   
• j=0 ,..., i-1, are A-conjugate. Suppose that the sj 
vectors sj; j=0,..., i-1 are A-conjugate; then, the i-th 
variable metric matrix H
iis defined so that vectors (s0,..., 
si) are A-conjugate; 
                     Y.Tsi= -a.Y. H. g.=0. 
                  1
A simple idea is to construct Hi such that 
         II1Y1= 0,(2.21) 
that is, HiTgiis orthogonal to the subspace spanned by 
vectors (y0, yi,..., yi -1)' The algorithm thus derived is • 
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 called the projection algorithm (Ref. 34). 
      Under the assumption that  Yi is of rank i, the algorithm 
 becomes as follows: 
Hi = R-RYi(YiTRYi)-1YiTR, H0=R,(2.22) 
  or in recursive form, 
             Hi+1 = Hi-Hiyiy.TH./y.THiyi,H0=R,(2.23) 
 where R is an arbitrarily given positive-definite, symmetric 
  matrix. For this algorithm, the following result is known 
  (Ref. 36): if the matrix A in (2.9) is positive definite and 
  symmetric, the algorithm (2.22) minimize the quadratic form 
  (2.9) in n or fewer steps. 
The P artan method (Ref. 42) and the conjugate-gradient 
 method due to Powell (Ref- 43) belong to this class of projec-
  tion algorithm (Ref. 44). 
      The general form of algorithm (2.23) will be discussed 
  later. 
  2.4. Generalized Variable-Metric Algorithm  
       In the projection algorithm (2.23) the matrices Hi, (i=0, 
  1,... ) tend to zero matrix; Hn=O. This property is not what 
 we wanted, as stated in Section 2.1. From (2.20) A-lYi=Si; 
therefore, consider the matrix equation' 
H.Y. = S 
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where  Hi is an unknown (nxn) matrix. If the variable-metric 
matrix Ii i=0, 1, 2, ... , n, satisfy the above equation at 
each step, then the A-conjugacy condition of se,..., 
is the following: 
YJTsj = 0, j=1,..., i-1,(2.25) 
           or a.YjTHTg= ajSjTgj= 0, j=1,.. , 
To obtain a general solution of Eq.(2.24), the following 
lemma (Ref. 45) is useful. 
Lemmt^•2. 1 
     A necessary. and sufficient condition for the solvability 
of the matrix equation 
                     CXD = E 
is thatCC+EDD = E. 
In this case, the general solution of the equation is 
                X = C+ED+ + Y-C+CYDD+, 
where Y is an arbitrary matrix of the same size as X, and 
where C+, D+ are any matrices which satisfy the relations. 
                    CC+C = C, DD+D = D. 
     Applying this lemma, we can write the general solution 
of Eq.(2.24) as follows: 
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                    H.=  S.Y.  + R. (In-YiYi) , 
orHi= S.Y1+ + Ri(In-YiYi),(2.26) 
k where the matrix Ri is nxn and the matrices Yi+,Yiare ixn. 
* These matrices satisfy the relations YiYi+Yi=Yi, YiYi Yi=Yi. 
The condition that the equation be solvable is that 
S.Y.+Y. = Si.. 
• 
             1 1 1 
Since Si=A 1Yi,this condition is always satisfied. Next, 
we shall develop a recurrent formula for Hi in (2.26). Let us 
define the ixn matrices Ei and the lxn matrices eiT as follows: 
            Ei= -Yi*yici(In-YiYi)/cil(In-Y.Y.*)yip(2.27) 
    TT*T*           ei= di(In-Y1Y1)/di(In11)y1,(2.28) 
where the vectors c. and d. are such that • 
  1 1• 
            c:T(In-YiYi*)y. 0, 
                                     1e 
            d1T(In--YiYi)yi0. 
If Y.Yi=In,we define Eiand eias Ei=(0),eiT=(0). 
Lemma 2.2  
The.ixn matrices Yi , i>l, defined recursively by 
         Y.* EidlT 
       •Yi= (         +1.~0)+(T)Y1 = --------T(2.29) 
               eid1 y0
satisfy the relations 
 •Y
iYi*Yi = Yi,i=1, 2,... 
• The Lemma 2.2 can be proved by direct calculations. 
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     Suppose that Yi+and Y.1 (2.26) are defined by the 
following recursion formulas: 
      +Y1+Eli*                                     Y.+E2i     Y
i+1=  (T)Yi+1=  (T) (2.30)      e
1ie21 
where 
       Eli = -Yi+yiciiT(In-YiYi+)/c1iT(In-YiYi+)yi' 
e1iT= diiT(In-YiYi+)/d1iT(In-YiYi+)yi, 
        Eli = -Yi*y.c2.(In-YiYi)/c2iT(In-YiYi*)yi, 
        e21T= d21T(In-Y.y.*)/d2.T(InYiYi*)y.. 
At first we consider the case when Ri=R (1=1, 2,.._) in the 
formula (2.26). Then, the following recurrent formula for 
H.1 (2.26) is obtained: 
               sidliT(In-YiYi+)S1Yiyicl1T(I.n-YiYi 
     Hi+1= Hi+
d1iT(In-YiYi+)yic1iT(In-YiYi+)yi 
       -R{y1d21T(In-YiYl*)Y11 1C21T(In-Y.1                                                      (2 .32) 
   d2.T2.32(In-Yiyi*)yi2i 
* 
     Let us denote the matrices In-YiYi+ and In-YiYibyJ. 
and Ki, respectively. Then, the recursion formula (2.32) 
can be written as, 
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                   sidl.iTJi  (H1-RK1).Y111TJi 
      II1+1=H.+  T  —  T 
                dliJiy1cli JiYi 
            yi
Td2iTKi(In-ICi)Yic2iTIC.      -R{-------------—T} 10=R,(2.33)            d
2iKiyic2iKiyi 
  where 
                     (.Ji.n)Yi.cl.TJiyidliTJ.  
    J.JiT-{+T} JO=In,(2-34) 
cliJiYidliJiyi 
and 
                    
.(K..Iri)yi.c2iTK...yid2iTK.1K
i+1=K.-{T+ TJy
i}9K0=In.(2.35)                c2iKiyi2ii 
        The algorithm with matrices Iii, , i=0, 1, 2,..., defined. 
  by the formulas (2.33)—(2.35) is a most general form of the 
   variable-metric method. 
        If cii=dli=ciand c2i=d2i=di,i=1, 2,..., in (2.33)—(2.35), 
  then 
                 TJ .TK.                               1' RK.iyid.1H
i+1= Hi+  — TI-1O=R,(2.36) 
              ciJiyidiKiyi 
where 
                                       J.y.c.TJ. 
            Ji+1=Ji— T
J               cJO=In,                   1iyi
IC.y.d.TK. 
                 a.=K.=ICi— 
d.TIC.y. i                                   'K0=In                                        a.a. 
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 If ,Ji=Ki in (2.33), that is c1i=c2i=ci, di =d2i=di, i=1, 2,..., 
then 
                  (.si.-Ryi).diTJi.(.Hi-R).yiciTJi 
   Hi+1•=Hi- T- T,H•=R, 
               diJiyici Jiyi . 
(2.'37)                                 T
J 
     J. =J.—{(J.i•In)yiciTJiyidii}. 1+1 1
ciTJiyi d1Jiyi 
If c.=d. in (2.36) or (2.37), then 
                        (.s-Hy.).icTiJ H. =Hi+ iTi H =R, 
                      ciJiyi 
                                                     (2.38) 
                          Jiy.ic.TJ. 
        Ji+1=Ji 
c TJ                       i 11 
where the vectors ci, 1=1,2~,...,are chosen so that 
ciTJiyi#o'. It is natural to choosecifrom an orthonormal 
basis {ej } of Rn; then, 
                                               i 
                                (s.-Hiyi)e.TJi 
           Hi+1= H. + iJ
                          e j iJiyi
                                                     (2.39) 
                 J.y.e.1
+l. J.                 J.=J1— eJ1TJlyl 
where ej1 is chosen from the set'{e,:j=1, 2,..., n} so that 
ejiTJiyio at the i-th step. This algorithm is similar to 
that of Murtagh and Sargent (Ref. 46), but there is some 
differenceintherecursionformulaforJi.In (2.38), if 
a 'vector yi is taken as ci at' the i-th step, clearly the 
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   recursion formula for Jiis identical with that of the 
   projection algorithm stated in section 2.2. Therefore, if 
  the symbols  Hi and Ji in (2.38) are interchanged and if ci 
   is set as yi, another algorithm, known as the projected 
   Newton's method. (Ref. 36), is obtained: 
                                        .y.TH
l        Hi+1 = Hi--H1yT1(2.40) 
                         Y1H1Y1 
                                 T
                J. = Ji—(s1_T1 11H1.   1+1
YiH1Y1 
   when i is a multiple of n, Hi is reset as Ji, that is, Hi=Ji; 
    i=jn, j=0, 1,... . 
        Now, we state a generalization of Projection Algorithm 
   (2.23). From the preceeeding discussions a general solution' 
   of the equation (2.21) considered Hi as a unknown matrix is 
   written as 
               H.1 Rj(In-YjYj).(2.41) 
   Following the same procedure as stated above, the following 
   resursion formula for Hiin (2.41) is obtained, 
   TT 
    Hi+1=Hi-R{yid------------2iK1—(In-I~1TY121ki}HO=R~ 
              d2iKiyic2iKiyi 
                                                        (2.42) 
                      (H..-R)y.c.T.H.Ry.d.TH. 
  or H. =H.—{ i1 1'l+i1 1} , 1+1
c. H.y.d. H.y.111 
   whererl-1c2i and R-1d2i are denoted by ci and di respectively for. 
simplicity and chosen so that 
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                       c.TH.yiO,d.THiy1O. 
This algorithm is a generalization of Algorithm (2.23). Clearly 
(2.23) is obtained if  yi is substituted for ci and di in (2.42). 
2.5. Greenstadt's Method  
     Unified approaches to the variable-metric method are 
presented by few authors. H. Y. Huang solved essentially the 
matrix equation with a parameter p, that is, 
                               H.Y. = pS., 
in a restricted form. Various particular algorithms are 
obtained from this approach (Ref. 39). Another general 
approach to variable-metric algorithm is presented by 
J. Greenstadt (Ref. 37). 
     In this section, we consider Greenstadt's algorithm 
• from the point of the preceeding discussions. He solved the 
problem of minimizing the norm of a matrix E, 
N (E) = Tr (WEWET) 
subject to the constraints 
                   ET = E, (E+H )yi = Si, 
where E=FJi+l-Hi. Here, W is a positive-definite, symmetric. 
matrix and Tr means the trace of a matrix. He derived the 
following formula: 
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        Hi+1=Hi+ T1{siyiTM+My..siT-Hiyiy±TM 
                   Yi MY-
           -MyiyiTlli — TM(YiTsi-yiTHyi)MyiyiTM}, (2.43) 
                      YlYi 
  where  M=W-1. 
  By special choices of the matrix M, several variable-metric 
algorithm can be derived (Ref. 37-38). Here, we shall show 
  that Greenstadt's algorithm (2.43) can be obtained from the 
  same approach as in the preceeding section. In Section 2.3, 
ther-'atrix equation (2.24) is solved and the general solution 
  is expressed as in (2.26): 
                   H.
1 S.Y.+ R. (In-YiYi) ,                                 1
where the ixn matrix Yiis such that 
                    Y.Y. Y. Y.. 1 1 1 1 
  Now, rewrite the above formula in the following form: 
H. = S.Y.* + (S.Y.*)T— (S•Y•*)T+R•CI -Y-Y-)3inii 
  and choose Ri so that the corresponding variable-metric 
  matrix Hibecomes symmetric. A simple choice of Ri is to 
  take (SiYi )T as Ri. Then 
Hi= (SiYi) + (SiYi) T—(SiYi) T (YiYi) .(2.44) 
                                     • 
  Since 
           (.S.Y.*)T(Y.Y.                           a.*) = Y.*TS.TY.Y.*=Y.*TY.TA1Y.Y.*, 
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 matrix IIibecomes symmetric. 
      Using the recursion formula for  Yi in Lemma 2.2 with 
ci=di .and assuming that the vectors s0,..., si are A-
 conjugate to each other, we see that IIi in (2.43) is re-
 written recursively as 
                    (s.i-IIiyi)c,TJ. J.Tci(si-Hiyi)T  •H
i+1 = Hi+ T+ T                c
1Jiy1c1Jiyi 
               JiTc(sTyi-yiTH)ciTJi
                      11y)2 
                                     1 
                                                     (2.45) 
   (cTJ 
 where Ji.In-YiY. and where ciis any vector such that 
  ciTJiyiio. This formula is analogous to that in Greenstadt's 
  algorithm; his first particular formula is obtained by sub- 
 stituting H.Tyiin place of ci in (2.45) (Ref. 37). 
      We note that Greenstadt's general algorithm can be 
  obtained directly from another approach. In the above 
  discussion, we solved the equation with unknown matrix Hi, 
                          H.Y. = Si . 
 Here, we shall solve the equation 
Hi+lyi = si ,(2.46) 
 where the unknown is the matrix Hz+1.This equation is 
equivalent to 
• 
                  (H.—H.)—Hi)Y1= siHiyi. 
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    Then, by Lemma 2.1, 
          Hi+1-Hi= (s.-Hiyi)y. +Rj(In-Yiyi),(2.47) 
   where lxn matrix  yi is such that 
                              * Yiyi Yi = Yi. 
    In general, yi is of the form 
                    Yi                      * =y1TM/ylTMyl
    where the matrix M is nxn. Substituting this expression of 
yi in (2.47) yields 
                  y.TMy.y.TM                                       1 
                                                            Hi+1 = Hi+(si-Il
iyi) T+R. (I1T1) .                     y
iMyi yi r~yi 
    If R. is defined as 
          1 
                     Myi(si-Hiy)T                             i 
      D.= T------------------ 
yi Myi 
    then 
         Hi+1=H.+
yTMyCsi111TM+r~Y1(si-H1Y1)T 
                 TMyi(siTYi-yiTHiyi)yiTM} .(2.48) 
               yiMyi 
    This formula is identical with that of Greenstadt. 
         In Closing, we note that, if Hi is
; defined by (2.45), 
    the relation Hiyj=sj,j=0, 1, 2,..., i-1, are ensured; .but 
    if Hiis defined by(2.48), onlythe relationHiyi -lrsi-1 
    is valid in general. 
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2.6. One-Parameter Family of Variable- Metric Method  
 Let  nxn  matrix  H.  be the i-th variable-metric matrix 1 
such that IIiY1=Si. Then, a necessary and sufficient 
condition for Hi+1=Hi+AH. to be an (i+l)-th variable-metric 
matrix of the same property is that AHiYi=O and AHiyi_si-Hiy1. 
Suppose that H.1 an i-th variable matrix and thatHi+11= 
Hi+AHi1andIIi+10= H.+iHi0are (i+1)-th variable-metric 
matrices. Then, it is clear that 
              F._~Hi+11+(1-A)Hi+10
                    = Hi+XAHi1+(1-X)AH
1.0 
is also a variable-metric matrix at the (i+l)-th step such 
that Hi+1XYi+1Si+1, where Xis any scalar-From this 
relation, a family of variable-metric algorithms, which 
depend on one parameter X, is generated. 
     The first one-parameter family of variable-metric 
algorithms was obtained by C. G. Broyden (Ref. 33); D. Goldfarb 
has shown that all known symmetric, variable-metric matrices are 
generated by those of the DFP method (Ref. 35) and rank-one 
method (Ref. 33) for special choices of a parameter (Ref. 38). 
     By the same procedure a one-parameter family of algorithms 
can be generated from two variable-metric algorithms in which 
relation H.Yi=O (i=1, 2,...) are satisfied. 
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   2.7. General Convergence Properties  
        In the preceding sections, several general  variable-
  'metric algorithms were presented. Here, we shall show 
   some properties of those methods. Let us define the most 
   general variable-metric algorithm as follows: 
     x. = x.+si(2.49)       1+11
s = aipi(2.50) 
      pi= I3. Tpi(2.51) 
               H.1iS.Y.++R.(In-Y.Yi),H0=R,(2.52) 
  where Y.Yi+Y.Y.,Y.Y. YiY.. 
   Here R, Ri, i=1, 2,..., are nxn matrices and u is a scalar 
   parameter, and ai is a scalar such that 
f (xi+aipi) = min f (xi+api) .(2.53) 
a 
   Clearly, this formulation includes all of the algorithms 
   presented in Section 2.3 and 2.4. Therefore, we shall 
  present properties for the algorithm defined by (2.49)-
   (2.52), applied to the quadratic form (2.9). 
Theorem 2.1  
       The following relations hold: 
(i) SiTgi= 0, i=1, 2,...;. 
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           (ii) vectors  so,s1,..., are A-conjugate, that is, 
siTAsj = 0 if 
proof  
     At first, we shall note that HiYi=µSi (i=1, 2,.._) in 
the algorithm (2.49)-(2.52). It is clear that s0Tg1=0, 
because of the choice of the step-size a0; also, 
S1Tg1 = 0. 
Let us assume that SiTgi = 0. Then, SiTgi+1=0., since 
SiTgi+1. = SiT (gi+yi) = SiTyi = (AS)Ts i = —uaiS iTgi = 0. 
Hence 
T 
           TSi gi+1 S
i+1 gi+1 = ( T)= 0. 
                             sig. 
This proves the first part of the theorem. Then it is 
sufficient to prove that YiTsi=O, i=1, 2,... _ And this 
is clear from the first part of the theorem, since 
                      YiTsi= —ua.SiTgi. 
                                1
If p=0 we see, from the above proof that the conjugate 
property of vectors s0, s1,..., hold even if ai (i=0, 1,...) 
are taken arbitrarily. This is an important property of the 
algorithms derived from the relation; HiYi=0. 
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 Theorem 2.2  
      If (1) A is a positive-definite matrix and (2)  s0 for 
 non-zero gi, then g;=0 (j<n-1) or gn=0 and Hn=1.1A-1; that is, 
 the minimum of a positive-definite quadratic function is 
 attained at most with n iterations. 
 proof  
        Suppose that s0, s1,..., sn_i are all non-zero vectors. 
  Since A is positive definite s0, s1,..., sn _1 are linearly 
  independent. Hence, gn=0, since SnTgn=0 from Theorem 2.1. 
 Moreover, HnY
n=PSn, and the matrix Yn is of rank n, so that 
  H=uA-1. This completes the theorem. 
       From Theorem 2.2 if sn does not vanish at non-extremum 
 point, the convergence of the general iteration scheme (2.49)— 
  (2.52) is ensured for positive definite quadratic forms. But 
  the above condition dose not seem to.hold in general. We shall 
  discuss the condition later again. 
  2.8. 'Particular Variable-Metric Algorithms  
       In this Section, various algorithms, most of which 
  are known already, are derived from the generalized variable-
 metric algorithms presented in the preceding sections. 
  In the Section 2.3-2.4 we have obtained three fundamental 
 algorithms, which are denoted by Algorithm (A), Algorithm 
(B) and Algorithm (C) : 
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Algorithm (A)  
                    sidliTJ. (Hi-R.Ki)yic1iTJ. 
       Hi          +lI.i+
dliTJiyi c1iTJiyi 
 r-:'TT. 
             R{yid2iIiian-Ki)Tic2iKi}IIO=R,(2.54) 
              d2iI~iyi2icKiyi 
        TT 
        J_ J —{(Ji-In)Yic11                         J.+yidliJi}~J =I(2.55)   1+1  1 TTO 
n              c
li TTdli Jiyi 
             .TK. 
        K. = K.—{(Ki-In)Yic2i K.+y12iKit, K=I(2.56)                                                     O
n'       1+1 1 c
2iTKiyi d2iTKiyi 
wherecji(j=1,2,) and d.. .(j=1, 2, ) are any n-dimensional
ji 
vectors such that c1iTJiyih0, c2iTJiyi0, d1iTJiyilO and 
d2iTKiyi#0 and In is. an (nxn) unit matrix. 
Algorithm (B)  
                  (s.1------------------------Hiyi)c.TJ. J.Tc.(S.-H yi)T 
  Hi+1= Hi+ T+T1  
                 c1JiyiC.Jiyi
       TTTLT         J
ici(s1yi-yi`Iiyi) ciJi  
           THO=R. (2.57)                      (c
iJiyi)2 
                              J.y.c.TJ. 
     Ji+l= J.— 1T11J0=I n ,(2.58) 
                   ciJiyi 
where c.1 any vector such that 
                     c.TJ.y. 01                            11
2.7.
  Algorithm (C)  
                         (Hi-R)yic.TH. Ry.d.TH.                    11
Hi+1 = Hi-T— T HO=R, (2.59) 
                    ciHiyidiHiyi 
 where ci and diare chosen so that ciTHiyiO and d.THiv O. 
. In the above algorithms R is an arbitrary (nxn) matrix 
  and assumed to be symmetric. 
       Various algorithms are derived from the above generalized 
  algorithms by particular choices of parameters: 
Algorithm I (Pearson)  
       Substituting HiTyi for ci in (2.38), or HiTyi for cli, 
c2i, dli and d2i in (2.55)-(2.51), leads to 
                               (s.-H.yi)YiTHiJi 
       Hi+1= Hi+ --------------------------,14-=R. 
                                yiTH.Jiyi
  Since 
                y.TH.J.yiy                                        =y.THi.
  we have an algorithm, 
(s?H.---------------------iTH. 
       Hi+l= Hi+(2.60) 
 •Y
iTHi                                                                                      a.
  Algorithm II (McCormic)
*S
et si=ciin (2.38).Since c1TJi-siTg
n-Y.Y.)=siT 
                                  (s1-H.yi)5Ta .                       H
i+1=H.+1(2.61)• s
iyi 
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 Algorithm III (Rank-One Method)  
      Set ci=H1Ty.-s.3.in (2.38). In this  case, 
c.TJ. = —(s.-H.Ty.)T(I -Y.Y. ) = —(s--H.TT 
                                                                   T 
      1113.1n 1 111yi 
 Hence, 
                   (s. -H.yi) (si-H.y. )T11
H.= H.+ T • 
                        (si-Hiyi) yi 
 If R is symmetric, the matrices Hi, i>l, are symmetric, so 
 that 
                              (s.-H.y.) (s.-H.y.)T 
     H1+1=H.+ 1 1 1 1(2.62)                            (s. -Hiyi)T1 1yi 
 This method is known as the rank-one method. 
 Algorithm IV (DFP method)  
      Consider the more general algorithm define by (2.36) 
 which is derived from Algorithm (A) by setting c11=dli=ci 
 and c2i=d2i=di. Replace si and HiTyi for ci and di in the 
 formula (2.36), respectively. Then, a particular algorithm 
 is derived. In this case, it is easily proved that the matrices 
S.Y. i>l, are symmetric. Using this property, we obtain 
                                        s.s-TH.y..y.TH. 
I~i+1= Hi + 1T1 — 1lr11.(2.63) 
siyiyi Hiyi 
This is well-known Davidon-Fletcher-Powell algorithm. 
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   Algorithm V  
        Let us substitute si and IIiTyi for ci and di in the formula 
   (2.37), respectively; then, 
                         (s.-Ry.)y.TH. (H.-R)y.s.T 
 H. = H.+Tia.i_ iT i  i(2.64)• 
                 YiHiyisiyi 
  Algorithm VI  
        Set =H.di=s . in the formula (2.37) , that is, 
   c1..c2i=IIiTyiand dli=d2i=s. in.Algorithm (A). In this case, 
   we obtain the following algorithm: 
                             (s.-Ry.)s.T (H.-R)y.y.TH. 
     H. = H.11 1 1+ 1T1 1 _ 1(2.65) 
• 
                           siy.1 Hiyi 
 
  Algorithm VII  
        In Algorithm V and VI, an initial matrix R is present, 
   that is not desirable. From these two algorithms, another 
   algorithm which does not contain the matrix R can be derived. 
   From the discussion in Section 2.5, we see that 
                          (s.-Ryi)s1T(Hi-R)yiy.iTHi
       H. = Hi+a{ T_ T} 
                    siyiyiHiyi 
                            (s.i-Ry)y1TH.(Hi-R)yis.T 
+(1-x) {T1 — T } 
                       YiIiiyisiY Y.                                     1
   is a one-parameter family of variable-metric algorithms. 
   If X=1/2, we obtain, the following algorithm: 
30.
        H. = H.+ 1{(si-Hiyi)s1+(s)yiTHi                 1+11------------------ --- 
s. y1 y.----------------------H.y.} . (2.66) 
This result can be obtained from Algorithm I and Algorithm II 
by the same approach. 
Algorithm VIII (Greenstadt)  
     If HiTyi is substituted for ciinAlgorithm (B), we 
obtain Greenstadt's first algorithm, that is, 
H. = Hi+ T1{siyiTHi+HiyisiT 
                 yiI~iyi
T                                    y . S. 
                  (1+         11 )HiyiyiTHi} .(2-67) 
                     yi Hiyi 
Algorithm IX (Goldfarb)  
     If c-i=siin Algorithm (B) we have 
H. = H. + -------yTH.y.     1+11yT s{siyiTHi-HiyisiT+(1+1Ts1)sisiT}-(2.68)     11y11 
This slgorithm was obtained by GoldFarb (Ref. 38). 
Algorithm X (Projection Method)  
     If ci=di=R-1H.Tyi in Algorithm (C), 
                    c1TH.= y.TH.R-1H. = y.TH.
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 Then+-: 
                                   Hiy.y.TH. 
                   IIi+l :=•(2.69)
                             yiTIi. yi 
  Algorithm XI (Huang)  
       Ifc=di=R-Isi in Algorithm (C) 
                         H y s T 
        Hi+1 = H.1 a.(2.70) 
                            siyi
'Al
gorithm XII (Huang)  
If ci=di=R-1(si-H1Tyi) in Algorithm (C) 
• 
                     H.y.(s.-H.Ty.)T1111
Hi+1 = Hi- TT(2.71) 
                            (si-HiYi)Yi
   In the above, Algorithm I-VII are pertaining to the first 
   class of the generalized algorithms and Algorithm VIII and IX 
  to the class of Algorithm (B) and Algorithm X-XII to the class 
  of Algorithm (C) 
2.9- Uniqueness of Search" Direction  
      2.9.1 
     : In this section we shall show that all of the algorithms 
   in the preceeding section produce the same search directions 
   at each steps for the same initial point x0 and initial 
   matrix II0=R. Discussions are restricted to the quadratic 
   function (2.9). 
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Theorem 2.3  
     Let's a~i,R~i1?=1, 2', 3),oand Ribe scalor 
parameters. If 
                  chi=a.j.H.Tyi+Sjisi,  (7=1, 2)                             a.1
(2_72) 
                 d2i= a31H1Tyi+a3isi 
in Algorithm (A) , 
ci =aiHiTyi+ aisi 
                                                     (2.73) and
Ii. T = H.         1 1 
in Algorithm (B) and if 
ci =RaliHiTyi.4.S1isi) 
                                                     (2.74) 
                 di =R-1(a2iH±Tyi + p2is1) 
in Algorithm (C), then for all of these slgorithms 
                          T p
i+1 = Hi+1 gi+1 = yi+lqi+l,(2.75) 
                                  siyi 
Qi+1 = (In—T )IIiTgi+1,(2.76) 
si yi 
where yi+i is determined for Algorithm (A), (B) and (C) 
respectively, and depends on parameters in (2.72) - (2.74) . 
proof (see Appendix of this chapter)  
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 . 
        From this theorem if a symmetric matrix  I-Ii is given, 
then (i+1)-th search direction generated by Algorithm (A), 
   (B) and (C) is uniquely determined independently of the
   Algorithms and parameters included. 
   Theorem 2.4  
        If vectors (so, s1,..., si) are defined and all of 
   them are non-zero vectors, then 
                                 T            s
iyiT 
qi+1 = (In T)Hi gi+1 
                              siyi 
i s.y.                                    T
                        = (I —E J
TJ ) RTgi+ls(2.77) y. 
   under the same choices of parameters as in Theorem 1. 
   proof  
        At first it is noted that H. y.is a linear combination 
   of \,. ctors si and si+1, since 
      TTT              H
1y1= H1g1+1-I1gi 
s•y•             T11 
                           Higi+1— T HiTgi 
                                    siyi 
        TT 
= (I—slyl---------)H.Tg.y1H1y1s. 
               nT 11+11               s
iyisiyi 
                                 y TII y                             = OC s
i+~+ 1Tl1si,                                    s
iyi 
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where  a is a suitable scalar. Then for Algorithm (A) (C) 
with parameters defined by (2.72) (2.74) , 
T                                  s .yiT 
               Qi+1 = (InT)Hi gi+1 
si yi 
                        T                        =Hi-1 gi
+1 +.nisi + ni-1si 1 ' 
 if we take appropriate scalars ni and ni 1. Since (s0, 
si) are conjugate 
         T T                    y
i ai+l_yi-1 ai+1= 0. 
Therefore yiTH.1Tgi+1+ nis.Tyi = 0, 
yi-1THi-1Tgi+1 + ni-lsi-1Tyi 1 = 0' 
 that is, 
                                                                              T __yi Hi-1 gi+l__yi-1Ili-1 gi+l    n
iT' ni 1T• S
i yisi-1 yi-1 
Hence,T T 
=si lyi-1 _siyiT ai
+1(InTT)~Ii-1gi+1' 
si 1 yi -1 si yi 
 Repeating the same procedures, 
                                 i s.y
jT                                    Ta
i+1(InE --------T)Rgi+i. j=0 s
7 yj 
• 
                                                                       Q.E.D. 
 Clearly we have the following result from the above theorem. 
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   Corollary  
        Under the same condition of Theorem 2 
 g1Tg. = g.THi-1Tg1 = ... = giTRgi 
        It is clear from Theorem 2.4. that for a given initial 
   point x0 and initial matrix R all particular algorithms, derived 
   from Algorithm (A), (B) and (C) by choosing parameters as in 
Theorem 2.3, generate a unique sequence of the search 
   directions (q0, q1,...) and the corresponding unique sequence 
   of minimizing points (x0, x1,...). If the initial matrix R 
   is positive or negative definite, the above Corollary ensures 
   that the algorithms are stable for quadratic functions, 
   that is; 
f(xi+1). < f(xi) , (i=0, 1,...) . 
   Theorem 2.3 and Theorem 2.4 are generalizations of results 
   obtained by H. Y. Huang (Ref. 39). 
        Suppose that Hi is an i=th variable-metric matrix and 
   thatHi+10=FIi+E.0andIIi+11=Hi+Ei1are (i+l) -th variable 
metric matrices. Then, from the discussions of Section 2.5, 
   a family of variable-metric algorithms, which depends on
one parameter A, is generated; 
          Hi+la=Hi             X+XEil+(1-X)Ei0 
                      HOa= R. 
• 
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Theorem 2.5  
     If the minimizing algorithms with variable-metric matrix 
H.and Hithave the properties represented by the formulas 
 (2.75)-(2.77), then the sequence of the search directions 
and the corresponding Sequence of the minimizing points 
generated by the algorithms with IIiX does not depend on the 
parameter X. 
proof  
      From Theorem 2.4, 
                 T X p
i+l=—IIi+l gi+1 
                  =—aHi+Ilgi+1—(1-X)I-Ii+10gi+1 
i s y T 
                (Xyi+11+(1-X)yi+10)(In—  EyTY-------)RTg                                                          i+l, 
                                           yD s.Yyy 
where yi+11 andyi+10 are suitable scalars.Hence, searching 
directions does not depend on X and the sequence of search 
directions depend only on an initial estimate x0 and an 
initial matrix R. Cosequently, the sequence of minimizing 
points is also independent of A. 
Theorem 2.6  
     Suppose that the extremum point x of the given quadratic 
function (2.9) is obtained by the Algorithm I-XII after n-times 
iterations for a given initial point x0 and an initial matrix R. 
Then, the generated sequences of the searching point (x0, x1,..., 
xn-1, x ) is the same for all the algorithms. 
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 proof  
       Let's substitute the parameters given in the formulas 
(2.72) - (2.73) for Algorithm (A)-(C) respectively. Then it 
 can be easily proved that Algorithm I-VI and VIII-XII are 
 derived from the general algorithm by particular choices of 
parameters; aji, ai and f3i. Algorithm VII 
 is obtained from the one parameter family of variable 
 metric algorithms generated from Algorithm V and VI. Hence, 
  Theorem 2.6 follows from Theorem 2.3-Theorem 2.5. 
     2.9.2. Non-quadratic Functions  
       The algorithms presented in Section 2.7 are defined also 
  for nonquadratic functions. But the proofs of Theorems in
  the preceeding paragraph do not hold in general since 
  quadratic properties of the function are used to prove the 
 Theorems. At first we shall note that relations (i) in 
  Theorem 2.1 do not hold for nonquadratic function in general, 
  so that conjugate relations of vectors (s0, sl,.. ) do not 
 hold for Algorithm (A) and (B). But relations YiTsi=0 (i=1, 
  2,...) are valid when Algorithm (C) is applied to nonquadratic 
  functions as remarked in Section 2.7. Using this results 
 it is also proved for Algorithm (C) that 
               yiTHiRII.=y.TH. 
 and that 
• 
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                      siTR lII• = si  . 
 Therefore the results in the preceeding paragraph are valid 
also when Algorithm (C) is applied to nonquadratic functions. 
That is, 
Theorem 2.7  
     If c.1 R-1(a11.H.Tyi+S1isi) and 
               di= R-1(a2.H.Tyi+Zisi) in Algorithm (C), 
and if vectors (so, s1,..., si) are defined and non-zero, 
then 
               p-=—Ii.Tg.              i+1i+1i+1
                      = Yi
+lqi+l, 
                                      T ,  s
iyi T q
i+1 = {In—T}IIigi+1                           s
iyi 
                               T             s
iyi  T = II (I
n —  T)Rgi+1. j= 0 S
iyi 
Corollary  
     Assume that. Algorithm X-XII are applied to nonquadratic 
functions and that sequences of minimizing points (x0, x1,..., 
xi) are generated then they are identical if the initial point 
and the initial matrix R is the same for all algorithms. 
    Instead of Algorithm (A) and (B) we shall consider the 
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/ 
follmving two algori thms ; 
Algori thm (A t ) 
,.,here 
H. 1 = II. + 1+ 1 
T 
s. d l · 1 1 
T dl · y. 1 1 
(II. - RK . ) y. C l . T 1 111 
T C1 · y. 1 1 
T y. d 2 · 
-R{ 1 1 
T d2 · y. 1 1 
(I-I. - RK. ) Y . C 1 . T 
1 1 II} 
T ' 
K. 1 = K. 1+ 1 
c .. = J1 
d .. = 
J1 
Cli Yi 
T (K.-1 )y.cZ ' { 1 n 1 1 
- T 
T y.d2 · + 1 1} 
T ' dZ' y . 
a. .. II. 
J1 1 
CZ' y. 1 1 
T 
+ y. 
1 
T 
a. .. H. y. + 
J1 1 1 
1 1 
S· . s . , 
J1 1 
(j=1,"2) 
S .. s. , 
J1 1 
(j=1,2) . 
Algorithm (B') 
lvhere 
H. 1 = H . + 1+ . 1 
T (s.-H.y.)c. 
111 1 
T c. y. 
1 1 
+ 
c. (s.-H.y.)T 
1 1 1 1 
T c. y. 
. 1 1 
c . (s.Ty . _y.TH.y.)c.T 
1 1 1 1 111 
T Z ,HO=R, (Co y.) 
1 1 
T c. = a..H. y. + S.S . • 111 1 1 1 
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(2.78) 
(Z.79) 
(2.80) 
. (2.81) 
(2.8Z) 
 These algorithms are obtained from Algorithm (A) and (B) 
 respectively under the assumption of quadraticity of 
 objective functions. For the methods defined above the 
 same proposition as in Theorem 2.3 holds. 
 Theorem 2.8  
      There exist scalars yi+1 and yi+1' such that 
                  p.=II-Tg.                 i+li+1i+1
Yi+lai+1 
for Algorithm (A'), and 
T 
pi+1 = I'i+l gi+1 
                           = yi
+l~n1T1 
  for Algorithm (B') if Hi is symmetric, where 
T                               s
iyiT                   Q
i+1 = (In—T )Hi gi+1 S
i yi 
 proof  
       In the proof of Theorem 2.3 quadraticity of objective 
  functions are used only to show that 
    TTT                 c
li                    TTaliyiH                         =i • alisi ' 
      TyT 
                     i = a2iyiH           c2i1 + S2iSiT' 
                 d2iTK.= a3iy.TH.+8T .si' 
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 (IIi-RKi)Tgi+1 = 0, 
  for Algorithm (A) and that 
c.TJ.= aiy.TH. +Ris.T                    11
II.T H.          1 1
  for Algorithm (B). 
  Then the same calculation as in the proof of Theorem 2.3 
  are valid in this case, and we have for Algorithm (AT)
                T 
pi+1 = —Hi+l gi+1 
                a2iyiTHiTgi+1(siTY.)(YiTRgi+l)(a203i-a3. 2i) 
_ —{1- ------------------- 
              c2iYi(c2iTYi)(d2iTY1) 
            +yiT(II1-RK1)Tg1+ls1Ty1(a211i-~2ia11) } 
                      (c2iTYi)(cliTyi) 
                  siy. T 
x(In—T)Higi+1 
                      siyi
  and for Algorithm 0') , 
                  T pi+1 =Hi+1 gi+1 
                   TII
—{1- (y11 1+1)(ai2(yiTH.Yi+i/
1"iiiyi. (c
i Yi) 
                                    s.y.                  i.1T              'x(I
nT )IIi gi+1                    s
1yi 
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Corollary  
     If a symmetric matrix  Hi is given, then (i+l)th search 
direction pi+1 generated by Algorithm I-IX are scalar 
multiplications of the vectors 
                               T
—slylH.T qi
+1 - (In T)igi+1' 
                                      S.y.
proof  
     It is easily proved that Algorithm I IX except VII are 
deriv—d from Algorithm (A') and (B') by particular choices 
of parameters and the assumption that RKiyi=Hiyi. Then the -
above Corollary 3 follows from Theorem 2.8 and Theorem 2.5, 
which is valid also for nonquadratic case. 
     One of well known rapidly convergent algorithms is 
Fletcher-Reeve's conjugate gradient method (Ref. 25). At 
the end of this section a comment concerning this algorithm 
will be given, according to Huang (Ref. 39) From Theorem 
2.4, searching directions qi of algorithms presented are 
expressed by formula (2.77), which can be rewritten in the 
form 
                               _ 
                   q0_R g0 
                              T 1 s •y•TRTT 
qi+1 = —{R— E,T~----------} gi+1 
                          j=0 y~ sj 
This algorithm is characteraized by the following updating 
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   formula for matrices  IIi (i=1, 2, .. _) : 
RyisiT 
I3i + 1 = I-I 0 -  T 
                                    S.y1
   If initial matrix R=I and the function to be minimized is 
   quadratic, then the above formula is symplified to 
0 
                q0 -g0 
                               T                  g
igi  q
i=-gi + qi_1 • 
gi -1 gi-1 
   This is Fletcher-Reeves's conjugate gradient algorithm. 
   From the derivation of this algorithm, it is clear that all 
   algorithms presented in Section 2.8, including Fletcher and 
   Reeve's Conjugate Gradient Method, produce the same searching 
   directions for quadratic function if initial matrix R=I. 
   2.10. 'Exactness of Algorithms  
• In a variable-metric algorithm , if the minimum of a 
   positive definite quadratic form is attained. at most n step, 
   then we shall call the algorithm to be exact (Ref. 33, 38). 
'.From this definition and Theorem 2.2, any particular 
   algorithms presented in Section 2.7 are exact If the vectors 
   si do not vanish at the steps there g. 0. By definitions 
                (pi'gi)  
   si=aipi,a--and and pi=yigi. From the Corollary of 
(pi,Api) 
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Theorem 2.4,q1gi=g1Rgi,so that  Qi  O if R is positive 
definite and gi 0. Moreoverp.Tgi=yiaiTgoif yi 0 and R 
is positive definite. Theorefore, given an algorithm, if 
the recursive formula for matrices Il of the algorithm is 
well defined and yi0 at the step where gip:), and if initial 
matrix R is of definite sign, then the algorithm is exact. 
Parameter yi's which determine the length of searching vectors 
pi can be calculated from general formulas in the Appendix 
of this chapter And they are summarized in the following 
table: 
  No. of Algorithms—yi+1 
                         T T 
    I, IV, X1— y. H.. g.  
                          yiTHi yi
   II, IX, XI1 
III, XII1+                                yiTHiTgi+1  
                              (si-hiTyi)Tyi
                               T 
   V1+ YlRg1+1 
yiTHiyi 
                           T(H
iT                           yi-R) g. VI1— ----------- 
                             YiTH Yi 
                              TiT (HiT-2R) gi.+1    VII1 — 
                         2(y1THiyi ) 
                           (yiTHiTgi+1)(y1THiyi+s-1Tyi) 
  VIII1 
                                 (Y1TIIiyi) 
                                  4S
 For  Algorithm  II,  IX,  XI,  yi+i  is constant and yiTHiyi=y.TRy., 
   so that these Algorithms are exact if R is positive definite. 
  For Algorithm I IV X, assume yip), then 
T T T g
i Hi gi yigi qi .                    - y 
1+ 1= 
                      yi Hiyi yi Hiyi 
Hence yi+1/0 if yiTHiyi0 and R is positive definite. It is 
known that matrices Hi (i=1,2,...) in AlgorithmlV are always 
  posi;ii.ve definite if R 'is positive definite, so that yiTHiyi#0 
   and Algorithm IV is exact. For other algorithms, detailed 
   considerations are not made. In concluding this section some 
   discussions concering stability of the algorithms are given. 
   If a symmetric i-th variable-metric matric matrix is given, the 
   algorithms I-XII are equivalent with respect to search directions 
atti+l)-th step from Theorem 2.7 and 2.8 . But from the 
   computational point of view some differences are exist. At first 
   singularity of matrices Hi(i=1,2,._) is.to be avoided. And 
symmetricity of matrix Hi is desirable. Hence, we shall discuss 
  Algorithm III,IV,VIII, and IX which belong to Algorithm (A) 
   and (B) and generate symmetric variable-metric matrices if
   initial matrix R is symmetric. Let us write these recursive 
formulas of Hi as the following forms for symplicity; 
Hi+1j= Hi+E J(j=3,4,8,9; i=1,2,.. _). 
   For these symmetric variable-metric matrices the following 
   results are obtained.
Theorem 2.9  
     Suppose that searching points  xi and xi +1 and an (i-th) 
variable metric matrix IIiare given. If 
                                Ts .                      Yi i  
> 0,                    Yi= 
y.TIl.y.                                                           a.
then 
(1) for yi>1, 
                8<H.43< 9                   IIi+l+l<Hi+1Hi+1
         (2) for Yi<1
                  fIi+13<Iii+18<IIi+14<Hi+19 , 
         (3) for yi=1 
            8<H.49                   Hi+1+1<Hi+l . 
proof  
     It is known that Ei9>E.4,and that Ei8=y.Ei4+(1-y4)Ei3, 
and E19= lEi4+(1-1)Ei3 for y.l (Ref. 38). Therefore 
    Yiy. 
when Yi# 1 we have the relations; 
               Ei9-Ei4 = (-1— 1)(E.4— Ei3) 
• 
                       Yi 
                 E•8-E•9 = (Y• —1)(E.4— E.3), 1-> Yi 1> 
              Ei8-Ei4 = (Yi1) (Ei4— E.3)
               Ei8-Ei3 =Yi(E.43 .Ei3) . 
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   And when  yi=1 we have; 
E.4 = 1/2(E.9+Ei8). 
   From these relations and the property that Ei9>Ei4 the 
   propositions in Theorem 2.9 are easily obtained. 
                                                                           Q.E.D.
        It is known that Algorithm IV(DFP Method) is stable (i.e. 
Hi>0) if initial matrix is positive definite. Then from 
   Theorem 2.9, Algorithm XI is also stable and may be expected to be 
.superior to DFP Method in the stability point of view.. 
. 2.11. Numerical Examples  
         In this section some results of numerical experiments 
are presented. 
       2.11.1 Test Problems  
        (i) Quadratic Function: 
f(xl, x2) = x12-2x1x2+2x72 E 1/2xTAx 
   For this function 
                A =(-2 -2)and A-1 = (1 Z).     2 42 
         (ii) Rosenbrock's Function: 
f (xl, x2) = 100 (x2-x12) 2+ (1-x1) 2 
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This function is one of the most popular test functions  and 
has a minimum of 0 at (xl, x2)=(1, 1). This function has a 
steep valley along the curve x2=x12. 
     (iii) Enzyme Function (Ref. 47) 
11 xl (Yi3+x2Yi) 2 
f(xl,x2,x3,x4) = E IVi — ---------------------2
+I . i=1 yix3yi+x4 
The parameters yi, Vi are given below in table 2.1. This 
function attains its minimum f=3.075x10-4 at the point 
x=(0.1928, 0.1916, 0.1234, 0.1362) 
                        Table 2.1 
iV.y .y.1          1
1.19544 
   2.19472 
   3.17351 
   4.1600.5 
    5.0844.25 
    6.0627.167 
    7.0456.125 
    8.0342 ,.1 
    9.0323.0833 
    10.0235.0714 
    11.0246.0625 
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• 
        (iV) A  Constrained Problem (Beale's Problem): 
          Minimize the function, 
             f(x,x,x)=9-8x-6x-4x+2x2+2x2+x2+2xx                                                           +2xx3        1231231231213
   subject to 
x1>0, x2>0, x3>0 and x1+x2+2x3<3. 
  The solution is f=-at x=(3'6'~).This problem is transformed 
   by SUMT (Ref.15) to the minimization of a function T(x, y) with 
   parameter y: 
T(x,Y) = f (x1,x2,x3) +Y(1+1+1+ -----------------1) 
xl x2 x3 3-x
1-x2-2x3 
   And it is expected that minimum points of T(x, y) tend to that 
   of the original problem if the parameter y tends to zero. 
      2.11.2 Minimization of a Function on a Line  
         In every steps of minimization algorithms step-sizes 
ai (i=0, 1,...) are to be determined so that 
                f (xi+aipi) = Min f (xi+api) 
a 
   This problem is called "minimization problem of a function on 
   a line" or "Linear search problem". Several techniques such 
   as interpolation method, method using Fibbonachi Numbers, 
   or Golden-Cut method,are known for this problem. In the 
'
computations of the examples, Golden-Cut method with some 
• 
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modifications is used (Ref.  48  ). Linear search problem is to 
determine ai such that y'(a.)=0, where y(a)=f(xi+api) and y' 
denotes dy/da. At first an interval which contains ai is 
to be estimated. This is done following R. Fletcher (Ref. 25). 
That is, a tentative step length h is determined as' follows; 
             h=k, if 0<k<(p.Tpi) 
                =(10-T-1/2Z,otherwise, 
where 
k=2(est-fi)p1Tgi 
and est is an estimation of the minimum of f(x). Then, 
T x .+a is examined at the points a=0 h, 2h, 4h,..., 
a, b, with a doubled at each time, and b is the first of these 
value where either y' becomes nonnegative or y does not decrease. 
Then ai is supposed to be in the interval a<a<b. 
At the next step Golden-Cut method is used to determine ai: 
     The method is summarized as follows 
 (1) At each step interval (x*, x**) is considered. 
 (2) At k-th step, xk=x*+2(x**-x*) and thevalue f(xk) is 
                               T 
      computed. 
 (3) If f (x*)<f (x1c),x1~->x**, k+l}k and return to (2) _ 
 (4) If f (x*)>f (x1`),k+1}k and go to the next step. 
(5)x1=x*+-(x**_x*) 
.x2=x*+ T(x**_x*), 
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And if f  (x1)  >f  (x2)  , then x1+x*, 
   if f(x1)<f(x2) x2--x** 
'and k+hk return to the step (2) . In the steps 2 and 5 T is 
 a positive root of. the equation 
t2-t-1 = 0. 
The iteration is stopped if 
Ix*_x** «1 '• 
where g1 is a given small value. 
'2.11.3 Resetting and Stopping Conditions  
      In every algorithms if denominators in the recursive 
--formui-ts of,matrices Hi become too small the algorithms are 
 resetted, that is if ly.THiyi1<o2or (s.-H.y.)Ty<e2. Then 
Hil .1 is resetted as H0 and the algorithms are repeated again. 
 Iterations are stopped when 
T g
i gi < E3' 
 where c3is a prescribed small value. In the following 
 computations initial matrix II0 is always .set as a unit matrix. 
    2.11.4 Computed Results  
      (i) Quadratic Function: 
      This problem is chosen to show the exactness of the 
algorithms: The Algorithms I-X are applied to the function. 
Almost the same results are obtained by the methods I-IX. 
 For example, results after two iterations are shown in Table 
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 2.2. In the second column of the table only the figures 
 which are independent of the choices of the methods are 
 written. In the fourth column the elements of the variable-
 metric matrices  H=(h..) after two iterations are written. 
 From this table we can see that all algorithms except 
 Algorithm X give almost the same results and that the 
corresponding variable-metric matrices Hi tend to A-1. 
 The results by Algorithm X is different from those by the 
other methods and II. tends to zero matrix. Theoretically, 
 the identical sequences of vectors and values of the function 
 are expected from all of these methods, so the differences 
 in the table are owing to inexactness in the linear-searchings 
 or round-off errors in computations. Experiments by Algorithms 
 XI and XII are not made, but it seems that they show behaviors 
 similar to that by Algorithm X. 
                  Table 2.2 Quadratic Function 
                                          xa=(3.0,9.0),fm=117,e, =10_4,est=0.1 
 Methodxf(x)H2 
-5h11=1.0000 
x1=4x10
-9h21=0.5000 
I — IX
__1x10_53x10h12=0.5000                 x     2
h22=0.5000 
               5h11=2.47x10-8 
           x1=-3.3316x10 -g h=1 .86x10-8 X3.5128x1021 
x2=1.1482x10-4h12=1.86x10-8 
h22=-5.58x10-9 
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         (ii) Rosenbrock's Function:  
            In Table 2.3 and 2.4 the computed results are shown 
  for the three different  initial  points. The applied methods 
  are denoted in the first column, where CG-1 and CG-2 mean 
  respectively Fletcher-Reeves's conjugate gradient method 
  with resettings after each three iterations and the conjugate 
  gradient method without resetting, and ST means the steepest 
  descent method. From the third to fifth column the numbers 
  of itterations required to reach the values of functions in 
  the second column are shown. From these table we can see 
  that by all of the algorithms presented in the preceeding 
  sections the extremum point is obtained and the rates of the 
  convergence are almost the same for Algorithms I-IX. Algorithm 
           r. 
X.givesa little slow convergence compared with the other 
  methods, but the rate of convergence is comparable with Fletcher.-
  Reeves's conjugate gradient method with resettings. The much 
  improvement concerning the rate of convergence is made by 
  resetting in the conjugate-gradient method. It is remarked 
  that p1Tgi >0 at some steps in Algorithms I, III, V, VI, 
  VIII and X. In such cases the linear searchings are made in
  the direction of -pi in these computations. Number of steps 
  required in linear searchings are about 25 for Algorithms
  I IX and 30 for Algorithm X. It is interesting and important 
  to see the effect of the accuracy in linear searchings to the 
  rates of convergence of the methods An example of the 
  computations with another value of 61 is presented in Table 
  2.5. The comparison of this table with Table 2.4 and 2.5 
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shows that the accuracy in linear searchings has not much 
effect on the rate of convergence for Algorithms I-X. 
It is also noted that in the computations for Table 2.6 
unstable steps, that is steps, where  pjTgi>0, appeared in 
Algorithms I, III, V, VI, VIII and X. 
      It is shown theoretically and experimentally that matrices 
Hi,     (i=0,1,...) tend to the inverse matrix of the Hessian 
matrix when the objective function is a positive definite 
quadratic form. But for nonquadratic functions the behaviour 
of Hi for i large are not known theoretically. In Table 2.6 
the values of elements of matrices IIi at the converged steps 
 are shown. 
      For Rosenbrock's function, 
       A = (af/axiaxj) = (8400,200) 
                    (1,1) 
              -10 .51.0          and A =( 1.0, 2 .005) .
 From Table 2.7 we can see that the variable-metric matrices 
Hiin Algorithms I-IX give good approximations of the inverse 
 of Hessian matrix at the extremum point; x=(1,1). This result 
 is very important and to be investigated theoretically.. 
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               Table 2.3 Rosenbrock's Function 
 est=0.1, ci=10-6, 62=10-10, 63=10-8 
                               Initial Point 
Method f(x) x10=3.0 x10-1.2X10-0.0 
                          x20=9.0                              x= 1.0x=1.0                     f~0=4.0fo0=24.2 f20=101 
 1.068 1 
I1.0x10_61416 9 
1.0x10 1819 13 
    1.0x10-10 1920 14 
 1.058 1 
   1.0x10-21614 9 II 
1.0x106 1816 13 
    1.0x10-10 1918 14 
  1.0 _288 1 
1.0x10 1717 9 III 
1.0x106 1920 14 
    1.0x10-10 2122 15 
  1.0 _288 1 
IV1.0x10_6 1716 9 1.0x10 102018 13 
1.0x10 2119 14 
  1.0 _298 1 
   1.0x10 -1517 • 9 V 1.0x10_601719 13 
   1.0x10 1721 14 
  1.0 _288 1 
1.0x10 1617 9 VI 
1.0x10-6 2019 13 
    1.0x10-10 2121 14 
  1.0 268 1 
   1.0x10 -1414 9 VII 1.0x10_601717 13 
1.0x10 1918 14 
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             Table 2.4 Rosenbrock's Function 
           est=0.1,  61=10-6, s2=10-109 E3=10-8 
                                 Initial Point
Method f(x) x10=3.0 x10=-1.2 x10=0.0 
                    x20=9.0 x20= 1.0x20=1.0
                   f0=4.0f0=24.2f0=101 
  1.0 277 1 
VIII1.0x10_61617 10 1.0x102022 13 
    1.0x10102123 15 
  1.0 _288 1 
IX1.0x10-61614 9     1.0x10102016 13 
1.0x102117 14 
   1.02 I77 1 
   1.0x102119 14 X1 .0x10_602724 20 
1.0x102828 22 
   1.0 _21311 1 
   1.0x10 -2521 11 CG-1 1.0x10603024 15 
1.0x10>3228 >20 
   1.0 _230441    1
.0x10 -725911 CG-2 1.0x10_6076103 .16 
    1.0x10>82106 >22 
   1.0 21437 
ST1.0x10_654>80 1
.0x10 _1064 
           1.0x10 
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             Table 2.5 Rosenbrock's Function 
                           x0=(3.0, 9.0),f0=4.0
              est=0.1, c1=10-4, c2=10-10,  c3=10-8 
f (x) 
Method 
            1.0 1.0x1021.0x10-61.0x10-10 
I6 1417 18 
II6 1519 20 
III5 1417 18 
IV6 1418 19 
V9 1720 21 
VI8 1922 24 
VII6 1519 20, 
VIII7 1721 22 
IX6 1519 20 
X7 1518 19 
CG-128 4548 >50 
CG-263 8997 102 
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           Table 2.6  Approximations of A-1 
           x0=(3.0, 9.0) 
est=0.1, £1=10-6, e2=1010 e3='.0-8 
                                                       H.                                              1
Method 
      h11h12 h21h22 
I0.4990.999 1.0002.006 
II0.5121.022 1.0222.047 
III0.4350.871 0.8711.749 
IV0.4980.996 0.9961.995 
V0.4980.997 0.9941.996 
VI0.4990.998 0.9901.984 
VII0.4960.991 0.9921.987 
VIII0.4010.807 0.8071.628 
IX0.5000.999 0.9992.00.3 
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     (iii) Enzyme Function  
       Computed results are presented in Table 2.7. In the 
table the numbers in the colum of Iter. are those of required 
iterations until the stopping condition is satisfied, and the 
values of x and f(x) in the table are those at the converged 
points. All of presented algorithms succeeded to reach the 
extremumum point and the required numbers of iterations are 
less than those by Fletcher and Reeves's conjugate gradient 
method with resetting. In this example Algorithm I required 
more iterations compared with the other methods.This fact 
is seen in the computations with other initial points 
In this example unstable steps, that is, steps where  p.Tg.>0, 
appeared in Algorithms I, III, V, VI, VII, VIII and X. For 
this test function it is also verified experimentally that the 
rate of the convergence of presented algorithms is not sensitive 
to the accuracy in linear searchings. 
     In the computations of the examples (i)-(iii) resettings 
did not occur in all of the algorithms except in Algorithm X. 
     In the table CG-1 denote the conjugate gradient method
with resetting after each 5 iterations. 
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 . 
                                       Table 2.7 Enzyme Function 
 x0=(0.5, 1.0, -1.0, 0.5), f0=6.7635 
                                                             est=0.1, e1=10-4, e2=10-10, E3=10-8
x 
Method Iter.f(x) 
       x1 x2x3 x4(10-4) 
     I 37 0.19264 0.195720.12449 0.137993.0754 
     II 19 0.19275 0.191870.12297 0.136313.0751 
     III 19 0.19279 0.191520.12313 0.136163.0751 
     IV 25 0.19281 0.191260.12303 0.136053.0751 
     V 21 0.19280 0.191300.12305 0.136073.0751 
0.VI 20 0.19279 0.191520.12306 0.136173.0751 
     VII 19 0.19280 0.191320.12305 0.136083.0751 
     VIII 19 0.19280 0.191360.12307 0.136093.0751 
     IX 19 0.19280 0.191320.12304 0.136073.0751 
     X 15 0.19280 0.191460.12319 0.136133.0751 
CG-1 38 0.19190 0.215970.13046 0.146863.0853 
       CG-2 150 0.20217 0.24133x10-10.10508 0 54018x10-14.3841
        (iv) A  Constrained Problem 
          Algorithms I-X and Fletcher and Reeves's conjugate 
   gradient method are applied. All of the Algorithms succeeded 
to,attain the extremum point; 
x* _ (3,L,~)= (1.333..., 0.777..., 0.444.._). 
Algorithm I-IX.showed almost the same behaviours and the 
'
computations are stopped for these methods after about 30 
   iterations. In this example iterations are stopped when 
   the !!tequality, ITi — Ti+1I<6 is satisfied, where.6 is a 
   given small number. The results for an initial point are 
,presented in Table 2.8. The prescribed parameters are the 
   followings; 
c1=10-6, 62=10-10, 6=10-8, est=10-8 
   In the table results by Algorithms IX, X and the conjugate 
   gradient 'method without resetting are shown. The numbers 
   in the colmun of Iter. are the total numbers of the ittera-
   tions required to reach the corresponding values of x. or 
f(x) . 
        In this example resettings of the search-directions 
   appeared in the methods II and III. 
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                 Table 2.8 A Constrained Problem 
                       x0=(0.1, 0.1, 0.1),  f0=7.29, TO=37.67 
`Al
gorithm IX 
xl x2 x3 T(x,y) f(x)Iter. 
 1 0.8952 0.7053 0.4286 7.4158 0.7039 8 
 10-2 1.3796 0.7375 0.3515 0.2598 0.1549 16 
10-4 1.3400 0.7731 0.4330 0.1202 0.1158 22 
10-6 1.3341 0.7773 0.4432 0.1121 0.1116 29 
Algorithm X  
 1 0.8952 0.7052 0.4286 7.4158 0.703913 
10-2 1.3795 0.7374 0.3517 0.2598 0.154927 
10-4 1.3402 0.7732 0.4328 0.1210 0.115837 
10-6 1.3342 0.7772 0.4432 0.1121 0.115846 
C-G Method  
 1 0.8952 0.7053 0.4286 7.4158 0.733811 
10-2 1.3793 0.7374 0.3518 0.2598 0.154923 
10-4 1.3402 0.7731 0.4328 0.1210 0.115834 
10-6 1.3338 0.7773 0.4433 0-1121 0.1158 56. 
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   2.12  r  Conclusions  
        There are many algorithms which belong to so-called 
   "variable Metric Method" These algorithms can be derived 
   from three generalized algorithms. An important property 
   of these method is that they minimize a positive-definite, 
   quadratic function of n variables in n steps if n iterations 
   are excuted. And the n-th variable-metric matrices are 
   equal to the inverse of the I-Iessian matrix of the quadratic 
   form in Algorithms (A) and (B) and to a zero matrix in 
  Algorithm (C) It is shown that the minimizing sequence by 
   these algorithms is unique for quadratic functions. That is, 
   given an initial estimate x0 of an extremum point and a 
   matrix R which determines an initial search direction from 
x0, a sequence of minimizing points (x0, xi,...) is unique, 
   if it is defined in fact, independently of particular algorithms. 
   But it is another problem whether an extremism point of the 
   given quadratic function is reached by all of these algorithms 
   at most after n-times iterations from any estimation. Some 
   algorithms may stop at non-extremum point or may not be defined 
   at certain steps. The same uniqueness property hold for 
  particular algorithms derived from Algorithm (C) also in the 
   case of non-quadratic functions. Although the uniqueness of 
. the minimizing sequence for a given initial point and initial 
  matrix in Algorithms (A) and (B) may be expected also for 
   non-quadratic functions from numerical experiments in the 
   section 2.11 or form other examples (Ref. 40), the property 
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cannot be proved. If  i-.th and (i+l)-th points and i-th 
variable-metric matrix IIi are given (i+1)-th searching 
direction is uniquely determined independently of particular 
choices of algorithms in this paper. But from computational 
point of view positive definiteness of matrix Hi+i is 
desirable to generate searching directions. In the section 
2.10 positivity of matrices Hi in the various methods is 
discussed. 
     The particular algorithms presented are applied to four 
typical problems. From the numerical results the following 
observations are made: 
(i) Algorithms I-X are all successful in solving the 
problems. 
   (ii) Algorithms I-X yield faster convergence than 
Fletcher and Reeves's conjugate gradient method with 
resetting. Algorithms I-IX are almost equivalent with 
respect to the rate of convergence and superior to Algorithm 
X in convergence. 
   (iii) The rate of convergence is not sensitive to the 
accuracy in the linear-searchings. 
   (iv) Directions pi are not always descent-directions in 
Algorithms I, III, V, VI, VIII and X. 
    From the practical point of view it is desirable that 
matrix Hi (i=0, 1,...) are symmetric and that inequalities; 
2iTgi<0 (i=0, 1,...), are always valid. From the above 
Dbservations Algorithm IV (DFP Method) and Algorithm IX 
(GoldFarb's Method) seems to be most promising. 
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 Appendix (Proof of Theorem 2.3) 
(1) Algorithm (A)  
     At first, using the conjugate property of vectors sj (j>0) 
we can prove that 
           TJ
ialiYiTFIi+alisiT  cli'(A-1) 
     c2iTKia2.y.TH+f3.s.T'(A-2) 
and d21TK1a3 1.y.H. +is.s.T.(A-3)31 1 
   H. TQ =H.TQ.+J1Td11s1Tg1+1—J1Tc11y~T(H1-RK1)Tg1+1   1+1'i+l1°1+1T1                d
li JiyicliJiyi 
      {I<1d21,1Ty1IC1c21y1T(In-K1T) }RTg.  TT1+1        dIC
lyic21,Ciyi 
         T             K.c2iyiTIIiTgi--------------------------+1    _ {H.gl +1—}          1T 
                    c21IClyi 
     TT 
     +(YTRTg){ I~1c21—K1d21 } 
        11+1c
2iTKiyid2iTKiyi 
       TT 
   T,T                        K.c2i _J.cli      +Y1 (I"1 —RK1) gi
+1{
c2iTKiyi c1iTJiyi}. 
 Now we shall calculate each terms in the above formula, 
 substituting parameters in (A-1)—(A-3). Then we get the 
 following results; 
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        TTT 
      TI<1c2iy1II1g1+1 A = {II
igi+1— cTv                       }
                   21iYi 
   TT T 
 = (1—a2iyiIIi~i+1)(I—siyi)IITg (A-4) 
     TnT1i+1        (c
2i Kiyi)s. yi                            1
I<. TcK. Td 
B = (yiTRgi+1){ IT2i _ IT2i } 
               c2iK.y.d2iI(iyi 
    (5iTYi)(YiTRgi+1)Ca2i3ia3i2i)(
I_siyiT)HTg(A-5)      TTn
T1°1+1          (c
2i        TyTyS.yi 
      TT 
C=y.T(H.—RK.)Tg1+1{KiTc2i _ JiTc1i } 
                  c2iKiyic11Jiyi
• 
    yiT(Hi-RKi)Tgi+lsiTYi(a2iali-R2iali)
(Isiy1T)H..Tg.(A-6) 
          (c2i TKiyi)(cliTJIy1)nS.y111+1 
Since for quadratic functions (IIi—RKi)Tgi+1=0, 
      T      H 
         i+11+1= A+B 
{(1_ 21YITHITg1+1)                          TK                        c
2iiyi 
        (siTY1)CYiTRgi+i)(a2i~3i--------------------------------------------------a31 2i)    .+}q ., 
                 (c2iTKiyi)(d2iTKiyi)1+1 
                                    s•y. T        1 
whereqi+1 = (In—T?)IIiTgi+1. 
si yi 
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  (ii)  Algorithm (B)  
        In this case c. TJiaivT11i isT                                                    i'
,Then 
                     .II.Tg- 
   HT=II+(s-                          iiyi)c1Ji1+1         i+lgi+1igi+1
c TJ                             i iyi
  TTTTTT 
     _JisiyiHigi+l_Jici(siyi-yiHiyi)ciJigi+l  
            T 
       ciJiyi(ciTJiyi)2 
J. ciy. H.gill 
IIig1+1 —  
c TJ                         s.iyi 
          (s.H.y.)c.TJigi+lJ.Tci(s.Tyi-yiTH.yi)c.TJ. 
+ -----------------------------_     { 
c. J.v.(c.TJ.y.)2 
            1 
        H.+al(YiTIIlg1+1)H. m.8isiy1THigi+1   g'{b        1 i+1(
c1TJiyi)ii (c.TJ.y.) 
     ai (y1T``igi+1)ai(ai+ai)TT 
           T IIigi+1} + T2{ (YiHiyi) SiyiHigi+1        (c
iJiyi)(ciJiyi) 
       (yiTlIigi+1)siTyilligi+1+(yiTlIigi+1)siTyiHigi} 
T                  S
iyi      = {Higi
+1— T Hig1+1} 
                 siyi 
 TTT      S
iyiRis.y.ai(ai+i)(YIHiyi)T      + { 
T IIigi+1— T IIigi+1+T2siyiHigi.+1      S
i YiciJiyi.(ciJiyi) 
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 {a1(Y1T`I1----------------------1+1)H. g. +aa.1.C                        .1YiTil1)                 1+l-------------------------------- s.Ty.H.g. } 
   (C1TJ.y.)1 1(C1TJ1y1)21 1 1 1 
  ai(yiTIIigi+1)(YiT1ig1±1)T 
 —{ 
C~TJ Y )IIigi+1 + ai (ai+Ri)(c-TJ Y )21y1IIigi+i}   1 1 1111 
                     s.y.  T
  {Higi+1— 11,r Iligi+1} + A + B + C 
           Siyi 
 iRiai(ai+Ri) (YiTIIiY. )T A -{
s-T-c------TJ+CTJ2 } siyiI~igi+1    1y11 1y1(1 1 1 
    CY1TI~11)----------------------------- 
{a.2(YTH.y.+)}                                             s.Ty.)+2a.(s-T.-yTHg+
   (C.Jiyi)2(siTyi) 1 1 1 1 1111111111 
B - { ai(Y1THigi+1)+aiCai+Ri)(YiTHigi+i)s .T}H.                       Yg 
     (ciTJiYi) (ciTJ1y1)21 1 1 1 
T 
       1                                                                                                             s- 
   (CTJy)2{ai2CYiTHiYi+siTyi)+2aiRisiTyi}(yiTHigi)s1TyHigi+1 
 1 1 11 1 
  __{ Cy.THigi+1)+ai(ai+Ri) (YiTHigi+i)sTy} H                                                                                g•
(c1TJiyi) Cc.TJ.y1)2 
     (yTI-I.g       l,r11+2){aiYiII1iiiii                  2CTHY+ s.TY)+2aRsTy}Hgi+1 
    (c1JiYi) 
Therefore 
                Cy.TH•g• ) H. g. = { 1— 1T11j1 (ail (y1TIIiyi+s . Tyi) 2a. . s . Tyi}gi+1 
             (C                   1J1yi
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                       T 
                          _siy     li +1  - (In 1,1 )Iligi+1 
                     siyi 
 (iii) Algorithm (C) 
    HT.=II.T—ITiTciyiT(IIiT-R)gi+l_I~iTdiyiTRiTg1+1 
  1+lgi+1igi+1 T,T                        (c
illiYi)(diIIii) 
 In this ease by the definition of Hi and conjugate property 
 of si(j>0) , 
                ciTIii= aliyiTlii+aT                                   lisi
                    dITlH. = a2iy.TIi.+a2is.T. 
 By the same procedure as in the proof (i), 
                                  T 
    TTI,1rciyi,Iigi+1      H (II
i g1+1 (c
1TIIly1)) 
        TH.c.H.Tdi          + (y
i Rgi+1) { T1T }                         (c .H.y.) diHiyi 
       =(1ali (YiTIIiTgi+l)) (I—s1Y1T)IITg 
           (cTHY)ns                             Tii+1        iiiii 
   +(s1TY;) (Y1TRgi+1) (ali2i-a2ili) (IsiyiT)TITg 
          (c.TH.y.)(d.THiyi)ns.y.i i+1 
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                m 
    a1i(y1H.Tai~l) (s1Ty1) (y1TRg1fl) (ali-------------------------------------------(32i-a2iali)  
 = 1— ------------------------q.~ 
        (c1TlII1y1)+(c11H1y1) (di ..Hiyi)1 ,l . 
 T               S
iyiT 
       qi+1= (InsT)II1g1+1 
                   1y1 
                                                                        Q.E.D. 
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                  CHAPTER III 
        EXTENSIONS OF VARIABLE-METRIC  METHOD 
        TO A FUNCTION SPACE 
3.1. Introduction  
     As presented in the preceeding chapter, several rapidly 
convergent methods of function minimization problems have 
been proposed in recent years. Among these the Fletcher 
and Reeves's conjugate gradient method (Ref. 25) and Davidon's 
method, which is also called DFP method sometimes (Ref. 26, 
31), are most popular. The conjugate gradient method is 
very simple. DFP method is more complex, but it is known by 
experience that its convergence is superior to that of the 
conjugate gradient method. The steepest descent method and 
Newte„i's method have been extended to function spates and 
applied to control problems by researches such as H. J. Kelley 
(Ref. 7), A. E. Bryson and W. F. Denham (Ref. 6), R. McGill 
and R. E. Kopp (Ref. 9) . L. S. Lasdon, 'S. K. Titter and 
A. D. Waren (Ref. 28), or J. F. Sinnot Jr. (Ref. 30) tried 
to apply the conjugate gradient method to optimal control 
problems, 
     In this chapter, extensions of Davidon's method and the 
Fletcher-Reeves's conjugate gradient method to Hilbert space 
are presented. The stability and convergence of the methods 
are shown in the case when the functionals to be minimized 
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are quadratic. The methods are applied to optimal control 
problems and numerical examples are given. 
 3.2 Formulation of the Problem  
     Let H be a (real) separable Hilbert space with inner 
product (f, g) , f, gcII. The norm of an element fEH is 
defined as Ifl=(f,f) 2 Let A be a linear self-adjoint 
operator on H such that 
mlfl2<(f,Af)<Mlfl2,(3.1) 
where 
               M = Sup (f,Af) in = Inf(f,Af)(3.2) 
Ifl0 lfl2 lfl0 Ifl2 
and 0<m<M. Then the norm of A is equal to M: 
 c.lAl = M.(3.3) 
Since M is finite, A is a continuous operator From the 
condition (3.1), an inequality 
lAfl>mlfl(3.4) 
holds. The inequality is a necessary and sufficient 
condition for the inverse operator A-1 of the self-adjoint 
operator A to be defined. The inverse A-1 satisfies the 
inequalities 
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 IA-1gI mlgl,                                                           (
3.5) 
                            1 
                  
IA1gI>Igi, 
  Using Schwartz's inequality, 
           MIgi2 (g,A-1g)< mIgI2 •(3.6) 
   Since A is self-adjoint, A-1 is also a self-adjoint operator. 
  Let S(f) be a Frechet differentiable function on H. We call 
  the operator F, which is defined by the formula; 
            lim 1{S(f+th)-S(f)}=(F(f),h)(3.7) 
t-}0. t 
  for any h-H, the gradient of the functional S: 
                        F = grad S 
   Problem 
        Let S(u)=i(u,Au)-(u,g) be a quadratic form on H, where 
  A is a linear self-adjoint operator satisfying the condition 
   (3.1). Find the u* which minimizes the functional S(u). 
       By the definition of the gradient of functionals, grad 
S(u) exists and is defined by 
            grad S(u) = Au-g.(3.8) 
  The gradient of S(u) is denoted by g(u): 
         g(u) = Au-g.(3.9)
  Then the solution of the above problem is given by 
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 u* = u-A-lg(u) ,(3.10) 
and 
S(u*) = — 2 1(g, A1g) 
In other words, u* is obtained directly if we can make use 
of the gradients g(u) and the inverse operator A-1. But, 
in this problem, we assume that A-1 cannot be evaluted 
directly. 
     We shall give some comments about the more general case 
of quadratic functionals: Suppose that functionals are 
only non-negative, that is, m>0 in the condition (3.1). 
In this case there exists an element u* H such that 
^Au* = g 
if 
                  inf S(u)>-oo. 
u And 
               inf S(u) = - 1u* 12, (Ref. 50) . 
In the above VA is the root operator of A, which is uniquely 
determined for anon-negative self-adjoins operator 
3.3 Algorithm of Davidon's Method.  
          In this section we distinguich steps of iterations 
of algorithms by super-scripts of the letters Let i-th 
approximation of the solution of the problem be ui; then the 
(i+1)st approximation is determined as follows using the 
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  gradient at  u1: 
      Define p1F FI as 
                       pi = —Kigi, 
 where g1 is the gradient at u1; 
                       g = Au 1—g
  and Ki is an operator from H to II such that 
(f,Kif)>0 fFH and f#0. 
 Then u1+1 is given by 
                       ui+1 =ui+aipi 
  where a1 is a constatn which minimizes a function of a; 
                                  2 
S(ul+apt) = S(u1)+a(p1,gi)+ 2(pi,Apl) 
 By this definition, 
ai =—(Pi,gl)(3.11) 
(p1,Api) • 
  The operator Ki is modified at each step so that pl becomes 
  an eigen-element of K1+1A.The algorithm of the computation 
  is given as follows: 
(i) Choose an initial estimation u0 and identify K0 
 with an positive operator such that 
aifl2<(f, K0f)<WI2, fEH (f0), 0<a<a. 
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    (ii) Evaluate the gradient  gi at ui 
    (iii) Set pi = —Kig1. 
    (iv) Set ui+1 = ui+aipi, 
where ai is a constant such that 
            S(ui+alp?) = min S(ui+api). 
                               a 
    (v) Set yi = (gl+l—gl)/al. 
    (vi) Set qi = Kiyi. 
   (vii) Set 
pi i  qi 
R           pN
(pi,yl)NV(aly1) 
    (viii) Define an operator Ki+1 as follows: 
K1+lf = Kif+(f,pNi)pNi.—(f 9aNi)aNi, 
 where f is an arbitrary element of H. 
    (iX) Set i=i+1 and repeat (ii) (viii). 
      By the definition of gi, 
                gl+1= Au1+1—g 
                                     b = A(ui+aipi)—g 
                    = gi+aiApi 
 Hence, from the above definition (v), 
yi = Api.(3.12) 
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• 
  Substituting (3.12) into  (p1,y1), and considering positivity 
  of A, we show that (p1,y1)>0. In the following section we 
  shall show that (gi,yi)=(Kiyi, yi)>0. Therefore the vectors 
pN1, qN1 are well-defined, so that the operator K1+1 is also 
•defined. 
       Now, suppose that S(u) is not necessarily quadratic. 
  By the definition of a1, 
         (pl, g1+1) = 0.(3.13) 
  Then 
               (p1,Y1)=1{(p1gi+1)—(p1, g1)1 
                        =i(Kig.i, gi) .
                                 a 
  On assuming the positivity of K1, we have 
          (Pi~gi) _ —(K1g1~g1)<0 for g1 0, 
  so that a1>0 and (p1, y1)>0 if g 0- Hence, if K1 is 
   positive also for non-quadratic functionals, vectors pNi 
  and qN1 are defined as well. The positivity of Ki in the 
   case of the non-quadratic form is noted in the Remark.1 in the 
   following section. 
3.4. Stability and Convergence of the Scheme  
        In this section, we shall show that the value of the 
   functional to be minimized decreases at each step and 
   searching points converge to the extremum point with this 
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method. The following two lemmas (Lemma 3.1-3.2) are direct 
extensions of the results in Ref. 26,  and the proofs formally 
follow proofs in the reference. 
Lemma 3.1  
Ki is a linear self-adjoint, positive operator and 
• (f, Kif)=.0 only if f=0 .(i=1, 2, ...) . 
,proof  
     We shall prove the lemma by induction. Since K0 is 
positive, the assertion is trivial for i=0. Assume the lemma 
is valid for i=1, 2,... n; we shall now prove that the 
statement holds for i=n+1. From (viii) it is clear that Kn+1 
is a linear self-adjoins operator. Hence, it is. sufficient 
to show positivity of Kn+1. From the relation (vi)-_(viii), 
(f,Kn+lf) = (f,Knf)+(f,pNn) 2 — (f,gNn12• 
(f , Kn f) (Yn , Knn) - (f , il) 2 
                                (Yn,KnYn) 
+(f,pNn)2. 
Since Kn is a positive operator, inequality 
(f,Knf) (Yn,Knyn)> (f,Knyn)2 
holdsby Schwarz's inequality. Therefore the first term of 
the right-hand side of the above equality is nonnegative, 
and the second term is clearly nonnegative. The first term 
• 
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  becomes zero only if  f is a scalar multiple of  yn: 
                           f = Ryn 
a (on+l —gn) 
                                 11b a 
   where a is an arbitrary constat. From this fact and the 
  relation (3,13), (f,Kn+lf) vanishes if and only if (gn,pn) 
   =0. But this contradicts the positiveness of Kn. Hence, 
• Cn+1 is.a positive operator and the lemma is proved. 
   Remark 1. In the above proof the quadratic property.of 
   the functional S(u) is not used. Therefore the assertion 
   of Lemma 1 is valid also in nonquadratic functionals. 
   Lemma 3.2  
        The relations 
• (pNi, ApN3) = Sid, i<k, j<k,(3.14) 
KkApNi = pNi, i<k, i=1,2,..., (3.15) 
. hold, where Sid is Kronecker's symbol. 
  proof  
       From (vi) and (viii) 
i+l ii iiiii           Ky =Ky+(y 'pN)pN(y'qN)q.N 
K'yi + pi — Kiyi 
= p i 
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 Hence 
Ki+lApl = pi(3.16) 
 by (3.12). The statement of the Lemma is satisfied for k=1 
 by (3.16) . As'sume that the relation (3.14) and (3.15) are 
 satisfied for k=n. From (3.8) 
n-1 
gn = gi+l + E aJApj 0<i<n. (3.17) 
j=i+1 
From relations (3:13) 
               ii+1        (p
,g)=0, i=0,1,2,..., n. 
 Hence, from (3.17), (3.12) and (3.14) with k=n. 
(pi,gn) = (pl,gl+l)=0.(3.18) 
 Therefore 
             (KnApi,gn) = (Api,Kngn)=0, 
 since (3.15) holds for k=n. Substituting pi=-Kigi, we 
 obtain a formula 
(Api,pn) = 0, 0<i<n.(3.19) 
Now, by the self-adjointness of Kn and A , 
            (Knyn ,Api) = (yn , KnApi) 
                        = (Apn,pi) , 0<i<n, 
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   taking into consideration relations (3.12), (3.15) and (3.19). 
   By using this result it is simple to prove  the equalities 
I(n+lAp1 = KnAp1 0<i <n, 
= p1,(3.20) 
   by the definition of Kn+l. The relations (3.16), (3.19) and 
   (3.20) show that the statement in the lemma hold for k=n+1. 
   Lemma 3.3  
Let.yiF H, (i=0,1,2,.._) be a complete system in H, 
   which satisfies conditions 
   (1) ,(ii,Ap.) = di.l,• 
   (2) mlf12<(f,Af)<Mlf12, m, M>0. 
   Then, for any element fFI--I, the following equalities hold: 
0 f= E (f,pi)Api 
                        i=0 
00 
                  = E (f,Api)lpi . 
                       i=0 
   proof  
        Denote (f,Aipi) by di; then, we have the inequalities 
                                   n 
                Mlfl2>(f,Af)> Ed
1it 
   since 
nnn 
            (f-Ediii, A(f-Edi~U1)) = (f,Af) -Ed. >0. 
0 
                               82
 Define  fn as 
n 
                      fn = Edii' 
                       0
 then 
              fm    0<2<,Af2           —Is-ft~(fs-ft(s-ft)) =ti-1dis>t. 
 The right-hand side of the equality tends to zero as t and 
 s tend to infinity- Therefore, there exists an element 
W EH such that fri÷ip as The element is expressed as 
                   = E
                 0 
 By the condition of the lemma, 
(f-t, Ali) = di-di = 0, i=0,1,... 
Since{ti} is a complete system, the equalities mean that 
i.is identical with f. Using A-1 in place of A in the 
above discussions, the last part of the lemma can be proved. 
      This lemma asserts that if {vi} is a complete system, 
 then {Alpil is also a complete system. We introduce a well 
known _property with respect to an increasing sequence of 
self-adjoint operators. 
 Lemma 3.4 (Ref. 49) 
Let•{ui} be an increasing sequence of positive self-
 adjoint operators such that 
                  suplUn~<A<+oo. 
                   n 
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   Then, there is a linear  operator U such that Uf=limUhf 
n+00 
   for any f e H, and l Un I <A .
        In the above lemma an increasing sequence of operators 
   means a system of operators {U
n:n=O, 1,2,...} such that 
(f, Unf) (f , Un+lf) 
   for an arbitrary f E H and for n=0, 1,... 
   Theorem 3.1  
        The sequence of operators {K1} is uniformly bounded 
   and converges on H to a linear operator K. 
proof  
         Denote by An, n=0,1,2,..., an operator such that 
Anf = E (f, PN)PN1 for f FH. 
                        i=0 
   The elements pN1, i=0,1,2,.. , n, satisfy the conditions 
   of Lemma 3.3. Add a sequence r1, i=-1,12,..., to phi. so 
   that a system of elements {r1, pN1:i=-1,..., -n..., j=0,1, 
2,..., n,.._} becomes a complete system satisfying the 
   conditions of Lemma 3.3. Then for any f EH, 
-1 
A-1f = E (f, pNi)pNi + E (f, ri)r1, 
i=0i=-. 
   by Lemma 3.3, so that 
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fir.
        1 n 
 (f, A lf) = E (f, PNi) 2 + E (f, r)2> E (f, pN) 2 
i=0i=-coi=0 
The right-hand side of this inequality is equal to Cf, Anf). 
Therefore 
                 M' Ifl2 > (f, Anf); 
in other words, IAnI<M' where M'=m. {An} is an increasing 
sequence of positive self-adjoint operators by the definition 
 of A. Therefore, by Lemma 3.4, there exists a linear 
 operator A such that 
                       Af = lim Anf' f E .H, 
n-,.o, 
 and IAI<M'. 
       Now, define operators Bn, n=0,1,..., as 
                     B
nf = E (f,qNJ ci.• i=0 
 Then the operator Kn+l is expressed as 
Kn+1 I+An-Bn. 
 Hence, for an arbitrary f F II, 
(f9 Kn+1f) = If'2+(f, Anf)-(f, Brif)• 
 Since Kn+? is a positive operator, 
             (f, Bnf) <If'2+(f, Anf)<(M'+1)IfI2, 
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 IIence Bn is bounded. 
                          IBnI_(M'+1), n=0,1,2,.... 
  Since Bn is also an increasing sequence, by Lemma s.4 there 
  exists an operator B such that 
                      Bf = lim B
nf for f F H n+oo 
  and 
IBI(M'+1). 
  Let us define an operator K by 
                            K=I+A-B. 
  Then, it is clear from the above discussions that K is a 
  linear bounded operator such that 
                    Kf = lim Knf
n-4-00 
   and 
IKI<2(M'+1). 
Hence, the theorem is proved. 
       We shall show that the values of the given functional 
   decrease with each step. 
  Theorem 3.2  
       With the scheme defined in Section 3.3, 
F.., 
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 S(Ui+1)<S(Ui) for gl#0, i=0,1,2,.... 
 proof  
      We shall show that the inner product of the direction 
 of search pi and the gradient gi is negative and the step 
 size ai is positive for every i, i=0,1,2, .. . Since 
 pi=_Kigi and Ki is positive from Lemma 3.1, 
(pi,gi) = _(Kigi, gi)<0 for gl#0, i=0,1,2,... 
 By the definition of al, 
                ai=(Kigi,gi)
(pi,Api) 
.so t,lat ai>0 for g1 0. From these considerations the 
 statement of the theorem is valid. 
      Next, it will be shown that ui converge to the extremum 
 point u* as i}+oo and that there is a subspace of H on which 
 the sequence of operators Ki converges to A-1. 
 Lemma 3.5  
KiyiE H is expressed as a linear combination of K0Apj, 
j=0,1,2,..., i. 
 proof  
      For i=0, the assertion of the lemma is valid since 
KOy0=K0Ap0. It is assumed that the lemma holds for Kjyj 
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   (j=0,1,...,  i). Then from (viii) in the algorithm defined in 
   the section 3.3. 
           I:1+1y1+1= KOyi+1— 1(y1+1,KJyJ) KJyj. 
j=0 (y3 ,KJyJ ) 
  Since yi+1=Ap1+1 from (3.12), the right-hand side of the 
   above equality is a linear combination of K0ApJ, j=0,1,2,..., 
i+l. 
  Theorem 3.3  
        Let u1, i=0,1,2,..., be a sequence of element in H as 
   defined in the section 3.3; then, the sequence converges to 
   u* as 
proof  
       From (3.11) 
                                 (K1g1,gi)2 
S (u1+1) = S(u1) — --------------ii 
                               (p,Ap)
                        = S(u') —  (g1,K1g1)2 
(K1g1,AK1gi) • 
  Since S(u1) is bounded and monotone decreasing by Theorem 3.2, 
                (g1,K1g1)2 } 0 as i}+oo.(3.21) 
(K1g1,AK1g1) 
  By Schwartz's inequality, 
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 (Kigi, Kigi)2 < (Kigi, gi)(Ki(Kigi),Kigi) 
                   < (Kigi, gi)1Ki1.1Kigil2 
                    < 2(Mt+1)lKigi12(Kigi,gi) 
Hence, 
                (Kigi, gi)2 > lKigil4 
4(P4t}1)2 • 
From the condition (3.1) for A, 
               MIKigi12 > (Kigi, AKigi). 
Combining the above two inequalities, we have 
            (gi,Kigi)2  >  1  lKigi12 . 
           (Kigi,AKigi) 4M(M!+1)2 
Since the left-hand side .of this inequality tends to zero 
from (3.21),               
1Kigi1-4-0 as i4-00 .(3.22) 
From (3.6) and the condition for K0, 
    mtiKO-lKigil2<(K0-1Kigi,A-1K0-1Kigi)<P4t1K0-lKigil2 
and 
            13 alKigil. 
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 Hence 
         ;1121Kii20-1ii10-1iig<(KKg, AICICg)  a2 I IC , 
L where 
M' =and m' =1. 
mM 
-Therefore 
(KO-1Kigi,A 1K0-lKigi)+0 as i++.03.(3.23) 
   From (3.11) , (3.12) and (3.14) , • 
i-1 
g1 g0 + E ajApj 
j=0 
                     0 1-1      = gE(g~
,PN~ )APN~ 
j=0 
0 1-1 0 j-1 k k                      = g — E (g+E a Ap ,PNJ) APNJ 
j=0k=0 
0i-10                   = g—E(g,PNJ )APNJ ,'(3.24) 
j=0 
   so that 
                    (g1, PNi) = 0 j<i. 
   On the other hand by (viii) of the Algorithm and (3.14), 
Kigi = K0gi — iEl (g1,Kig3) Kjyj 
                              j=0 (y3,ICJyJ) 
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The second term of the right-hand side of this equality is 
a linear combination of  ICOApk, k=0,1,..., i-1. Hence, 
                         i 1 
          ICO-1Kigi= gi--E ajlApNJ,(3.25)                              j =0 
where B j=0,1,..., i 1, are appropriate constants. 
By Lemma 3.2, 
(KO-lI(1gi A-h0-1ICigi) 
i-1Ai-1 
(g1—ER:1ApN3,A-1(giERlAp))) 
j=0j=0 j 
i-1 
                 = (g' , A lg') + E (B i)2. 
j=0 7 
A-1 is a positive operator, and by (3.23) 
                  (giA- lgi) }0 as i±w. 
Therefore, taking into consideration the inequalities 
                m'lgil2<(gi,A-lgi), 
we see that the gradient of S(ui) tends to zero as i-00: 
                 gi +0 as 
By definition of g1, this means that the sequence u1, i=0, 
1,2,. ., converges to u , 
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   Theorem 3.4  
        There is a subspace  M of H such that 
KlfA-lf as i-Yco, 
   for any element f E 1~4. 
  proof  
       For simplicity we shall assume that K° is an identity 
   operator. 
        By Theorem 3.1, Ki converge to an operator K on H. 
   Operate A on the formula (3.15) from the right-hand side; 
   then 
AKApNi = ApNi.(3.26) 
   Let M be a subset of H which consits of linear combinations 
   of ApN1, i=0,1,2,..., n.... Then the closure of M is clearly 
   a subspace of H. The subspace is denoted by M. We shall 
   show that gi and p', i=1,2,..., is an element of M. From 
(3.24) , 
g0 = E (g0, pNj)ApNj .(3.27) 
                          j=0 
   Hence, 
gi = E (g0, PNJ)ApNi . 
  Substituting this into (3.25), we have 
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 p1 = —Kigi 
       +00i-1 
                = —E (g0, PNJ)Ap
nJ E R.ApNJ • (3.28) j=ij=0 
 This expression of pi means that pi is an element of M. 
 By Lemma 3.2 an element fE M has the expression 
f = E (f, pN1)ApN1.(3.29) 
i=0 
 From (3.29) we see that if an element f F M is orthogonal to 
 every pNi, i=0,..., then f=0. Hence pNi, i=0,1,..., is a
 complete system on M. Then, 
f = E (f, ApN1)pNi(3.30) 
                       i=0 
 by Lemma 3.3. Substitute (3.29) and (3.30) into (3.15) 
 and (3.26); then 
              KAf = f, f E M, (3.31) 
            AKf = f fEM.(3.32) 
 Let KM and A- be operators on M such that 
KMf = Kf , 
AMf = Af for feM. 
 Then (3.31) and (3.32) show that 
           KM= AM-1•(3.33) 
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H. In other  words, 
lim Kif = A-lf for f E Pq.(3.34) 
i-OO 
   This completes the proof. 
         Let V be a sphere on M, i.e., 
                 V = {f: fk , IfL<1}-
   If the convergence of (3.34) is uniform on V, the direction 
   of the search in this method converges to that of Newton's 
   method; 
                 Pi _i Qi_q-1 i                  —Kg-> g  . 
              IgilIgil Igil 
   3.5 Conjugate Gradient Method  
Fletcher and Reeves's conjugate gradient method (Ref. 25) 
   can be extended formally to Hilbert space H. The procedures
   of the method are the following; 
         00         p = —g 
                                                        (3.35)
                    pi = -gi}Ri-1pi l~ 
   where 
i-1 =  IgI2(3 .36) 
I gi.-1I 2 • 
   By the formulas (3.35) and (3.36) 
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                                 k 
                pl=—I gl12 E -- (3.37) 
 k=0  g  I 
 On the other hand, it is known that search directions 
 of Davidon's method for quadratic functionals are 
 expressed as follows (Ref. 29); 
pl = —IKig1I2K0 E --------------kgk0 k (3.38) 
                                  k=0(g ,K g ) 
s. If K0=I in Davidon's method, the search directions p in 
 both methods are identical. So that, .both algorithms 
 generate a unique sequence (u0, u1,...) if an identical 
 initial estimate u0 is given. Now, we generalize the algorithm 
• defined by (3.35) and (3.36); 
.pO = —KOg0 
                                                    (3.39)
                p1+1 = —K0g1+1+131pl 
               i =IKOgi+112                                                     (3.40)             
I KOg1I 
  Then, 
          p1+1 = —K0g1+1+a pl 
= {—KOgi+1+(K0g1+1,g1+1)  } 
(K0g,g) 
             x{—KOgi+1+ (KOgl,g1) p1 l} 
(K0gi-1,gi-1) 
95 
.x.
               = —(I(Ogi+l' gi+1)IC0lEl  {k}              g  
                                k=0 (KOgk,gk)
  that is, 
                          i 
 pi =-~ICO gi 2KOE{-------------Ogk                 kk(3.41)
k=0 (ICg, g) 
  From (3.41) we can see that Davidon's method and (generalized) 
  conjugate gradient method applied to quadratic functionals 
  produce the same searching direction for the same initial 
estimate and the initial operator KO. Thus, properties of 
  Davidon's method presented in the preceeding section hold 
  also for the conjugate gradient method defined by (3.39) and 
   (3.40). For general nonquadratic functionals, the following 
  algorithm which is a version of the conjugate gradient method 
  is defined; 
        00 
              p = —g
i+1= 
yi+1(_gi+l+Q1pi)(3.42) 
                  i = gi+l2R(3 .43) 
IgiI2 
    Yi 1(3.44) 
    J 
                      1+(3                         l 
  For this algorithm if I gij =I pi! , 
I pi+li 2 = (yi+1) 2 ( I gi+l 12+Qi2 I.pi 12) 
                = (Yi+l)21gi+112(1+Q1) 
                              96
                      i+l2                  =1gI , 
   i.e. Ipl+lI = Igl+lI,(3.45) 
 and 
              (pl,°1) =-ylIgz2                                                     (3.46)
 Concerning the convergence of this method next results are 
 obtained. Let's S(u) be a functional bounded from below 
 and define the domain D: DE{u: S(u)<S(u0)}. It is supposed 
 that S(u) have the first and second Freshet derivatives 
 denoted by S'(u, h) and S"(u, x, y)=(x, P(u)y). 
 Theorem 3.5  
       If D is bounded and convex and if there exist. constants 
m>0 and M>0 such that 
m1h12<(h, P(u)h)<M1h12(3.47) 
  for any h -?, u ED. Then, 
Ig1H-> 0 as(3 48) 
lim S(u) = inf S(u)(3.49) 
uED 
           r 
 proof  
S (uk) — S (uk+apk) 
                = aylcIgkI2—1a2(pk ,P(I~)p) 
                       2 
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                      >ayklgkl2— —mu                                   1plcl2. 
                              2 
  where 
 k =  ulc+0apk,I 0 I <1. 
  Let ak*=M,then 
      kkkkkkk k2(yk) 2       S(u) —S(u+ap)>S(u)—S(u +a
k*p )>IgI(-----------2A). 
  Suppose that there exists a constant N such that 
                      (1k)2 = 
1+13k-1 > N, (k=0,1, ..). 
  Then S (u1) ±-oo (k++a) if I gk does not converge to zero. 
But this contradicts to the assumption.on S(u). Hence we 
• 
  shall show that there exists a constant N, that is; Sk<+oo. 
  Since D is boundedlakpkI is bounded uniformly with respect 
  to k. So that, we may assume that I alc I is also uniformly 
  bounded. For, if not so IpkI=Ig1cI,+0. On the other hand 
(gk+l, h) = (glc, h)+ak(pk, Pk(nk)h) 
  where 
nlc = uk+akOpk,(I 0 I <1) . 
° If l"'-=gk+1/ I g`c+1 I in the above formula, 
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I gk+1 I= (gk, ---)+ak(pk,P (nk) gk+1/ I gk+l I )                  i
g 
               <Igl`I+Ial`I IP(nk) I ipkI . 
 Hence  JRk<(1+Iak1M). Therefore Iakl is bounded uniformly 
 with respect to k. 
       Next we shall show the second part of the theorem. 
  By the assumption that S(u)>-oo and the. above discussions 
    klc+ 1   S(u)>S(u) . So that, there exists a constant L such that 
  lim S(uk)=L. Suppose that LInf S(u) Then there exist a 
                                uED 
 point z E D such that S(z)<L.  And, 0>S (z) -S (ulc) > (gk, z-uk) . 
  Since {uk; k=0,1,...} is bounded and IgkI- O, 0>S(z)-L>0. 
  This is a contradiction. Hence L=Inf S(u) 
uED 
  Theorem 3.6  
       Assume that the conditions in Theorem 3.5 are satisfied. 
  (1) If m>0 then there exists z E D such that uk÷z as k-.., 
  and z is uniquely determined. 
  (2) If m>0 there is a subsequence {u0, u1,...} of the sequence 
  {u0,u1,...} such that .k weakly converge to a point zFD such 
  that S(z)=Inf S(u) and g(z)=0. 
uED 
  proof  
  (1) At first we shall show that {uk} is a Cachey sequence. 
  If it is not, for given c>0 there exists a constant K such 
  that 
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 Ius  ukI>e for s>k>K. 
  Then 
0>S (us) — S(uk) 
                      = (g ,us-uk)+ 2--(uk — us,P(E) (uk — us)) 
EED. 
Sinc. D is bounded there is a constant S such that 
Ius — uk I <S , (s>k>K) 
  If we take K so that Igk'<me2/46, 
(gk,us — uk)>—I gk1Ius— uk I 
                                      -— IgkIS> —4met.
  Hence, from the above relations, 
S(u5) —S(uk)>me 2 - 4 
  This contradicts to the convergence of S(uk). Therefore 
{uk} is a Cauchey sequence. So that there is a element 
zD to which {uk} converges. Moreover 
S(u) — S(z) > 2I u- z 12m 
  for u E D, so that z is uniquely determined. 
  (2) Since D is weakly compact by assumptions, there is a 
subsequence{uk}of the sequence {uk} and {uk}converges 
 weakly to a. element z ED. Since S"(u,h,h)>O, S(u) is 
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weakly lower semi-continuous (Ref.  49  ). Therefore 
S (z) < urn S (ul~) = L. 
On the other hand S(z)>L.  Hence S(z)=L  and clearly g(z ~0 . 
     At the end of this chapter, we shall give some comments 
'on recent results concerning the convergence of Fletcher-
Reeves's conjugate..-gradient method and Davidon's method in 
Rn (Ref. 51). A convergence proof of the algorithm, which is 
a modification of Fletcher and Reeves's conjugate-gradient 
method, is presented by E. Polak. That is, if the objective 
function in Rn is strictly convex and twice continuously 
differentiable, then the sequence generated by the algorithm 
converges to the extremum point. The same convergence 
properties are proved by M. J. D. Powell for Davidon's method 
under the same assumptions. Also the rates of convergence 
of both methods are obtained; the infinite sequences constructed 
by these methods converge "superlinearly" when applied to 
strictly convex functions in Rn under some additional conditions. 
However, so far convergence of these methods is not known when 
applied to the minimization of a non-convex function in Rn. 
And also nothing is known concerning to the convergence of 
these method applied to non-quadratic functionals in function 
spaces. 
      r. 
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  3.6 Conclusions  
       Minimization problems in  Hilbert space are discussed. 
  Davidon's method and the conjugate gradient method in finite 
  dimensional spaces are extended to the problems in Hilbert 
  space. The stability and the convergency of the methods 
  are studied for the case of quadratic functionals. And it 
  is proved that the methods are stable from any initial 
  approximation and that the sequences of the points of itera-
  tions converge to the true solution of.the problem. It is 
  also shown that the directions of the search converge to that 
  of the Newton's method. Hence the schemes have the analogous 
  property with Newton's method in the neighborhood of the 
  extremal point. Stability of Davidon's method is also assured 
  for nonquadratic problems, and so this method can be applied 
to such problems. A variant of Fletcher-Reeves's conjugate 
  gradient method is presented. And the convergency for convex 
  nonquadratic functionals is proved. 
        From the discussions for quadratic problems, we can say 
  that Davidon's method has stability properties like those 
o'f the steepest descent method and that the convergence 
  property in the vicinity of the extremum point is expected 
  to be similar to that of the Newton's method. 
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                     CHAPTER IV 
       APPLICATIONS TO OPTIMAL CONTROL PROBLEMS 
4.1. Unconstrained Continuous Optimal Control  Problems  
     A control system is described by a system of ordinary 
differential equations; 
x = f(x, t, u)(4.1) 
where xE Rn is a state vector u F Rr is a control vector. 
Then, the problem is to find a control function u=ux (t) 
which minimizes the value of the function; 
P(x(tf)),(4.2). 
subject to (4.1) with an initial condition x(t0)=x0. 
The following conditions are assumed. 
(i) f (x,u, t) and P(x) have continuous partial derivatives 
of at least third order in all variables. 
   (ii) Optimal control u=u* (t) exists and is unique_ 
   (iii) There are no constraints for x and u. 
     Let H be a space of r-dimensional control vector functions 
such that 
           ffEu.(T) dT<co ,(4.3)       • t
0i=11 
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  Then the space H is a  Hilbert space with innerproduct 
                          tf r 
               (u, v) = I E ul(T)V. (T)dz.(4.4) 
                                               1 to 1 
  Now, introduce an auxililary vector ib=(i1,..., Wn) and a 
Hamiltonian& (x, ,V, u, t) defined as follows; 
6ke(x, V, u, t) = E vifi(x, u, t)(4.5) 
                           n af.(x,u,t) 
E ------------------v. (i=1,2, ... , .) (4.6) 
j=1 ax. 
P(x(tf)) 
Vi (tf) =  ax. (t f) (i=1,2,...,n). (4.7) 
  The equations (4.1) and (4.6) can be written with Hamiltonian 
  in canonical form. 
            • =ad-e(x,V,u,t)xtx04.8              (0)=() 
DV 
V -_a11(xa(tf)=aX(4.9) 
  Let x(t) and W(t) be a solution of the equations (4.8) and 
  (4.9) corresponding to a certain control u(t). Since terminal 
  state x(tLf) is determined by the given control u(t), the 
  performance index P (x f) is a functional of u(•) (- H. We denote 
  this functional by J(u) 
             J(u) = P(x(tf))(4.10) 
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Therefore the optimal control problem is reduced to the 
minimization problem of a functional. Hence, the  methods 
of the preceding sections are applicable. The gradient g(t) 
of the functional J(u) is determined by the definition; 
            lim J(u+ h)-j(u) = ffgT(T)h(T)dT.(4.11) 
c+0 Et0 
Then (Ref. 9 ), 
            g(t) = af(x(t) ,i (t) ,u(t) ,t) •(4.12) 
                                au 
4.2. Unconstrained Discrete Optimal Control Problems  
     A control system is described by a system of difference 
equations 
x(i+l)—x(i) = fi (x(i ),u(i)),(4.13) 
where x(i) F Rn, u(i) F Rr and i=1,2, .., N. Then, the 
problem is to find a set of control (u(0) , u(1) , ... , u(N-1) ) 
which minimizes the function 
P (x (N))(4.14) 
subject to (4.13) with an initial condition x(0 x0. Thus 
discrete optimal control problems can be viewed as nonlinear 
programming problems if we define a function J of Nxr variables 
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  such that 
 J(u(0)  ,  ... u(N-1) - P (x(N)) .(4.15) 
  And the gradient of J(u(0) , ... , u(N-1)) , denoted by g(Z) 
With z=(u(0), .., u(N-1)), can be computed by the following 
  procedures (Ref. 52). 
       At first solve the following equations 
                      af. (x(i),u(i)) T 
      4)(i) —(i+1)=(---------------------------)14)(i+1),(4.16) 
ax(i ) 
(i=0,1,.. , N-1) , 
 with• 4)(N) _ — (aP(x(N)))T(4.17) 
ax (N) 
  Then          
(-------_(afi(x(i),u(i)))T     aJ(Z))T i+1 ,(4.18 ) 
3u(i)au(i) 
(i=0,1, .., N-1). 
  4.3. Constrained Optimal Control Problems  
       Consider the following constrained problem. Minimize 
           P(xf, tf)(4.19) 
  subject to 
x=f(x, u, t)(4.20) 
x(t0)=x0(4.21) 
             h(xf, tf)=0(4.22) 
               g(x, u, t)>0 ,(4.23) 
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  where x is an n-dimensional vector ,xf=x(tf),u is an 
   r-dimensional vector, h is an  m-vector, and g is a s-
  vector of functions, where m<n. The final time tf is 
  determined by the condition (4.22). This constrained problem 
   is transformed to problems without inequality constraints 
  by adding a penalty function to the initial performance function 
(4.1;). The problem becomes to minimize functional; 
s tf 
          J (u,r) = P(xf,tf)+y E f  dt(4 .24)                                       i =1t                                      0
gi(x,u,t) 
   where y is a positive scalar. The computing procedures 
  become as following. Choose yl>0 and initial control u0 
   such that gi (x(t) , u0 (t) , t >0, t0<t<t f, i=1,... , s, and 
  h(x(t), u° (t))/0't0<t<tf,where x(t) is a solution of (4.26 ) 
  corresponding to u0 (t) . And consider the problem of minimizing 
  J(u, yi), starting from u°, subject to the equation (4.20) 
   and the terminal constraint (4.22). The same procedures are 
   repeated with y1>y2>..>yk>0. Several theoretical results 
   are known concerning to this penalty methods (Ref. 21, 53, 
  and 54) 
        For example, under some assumptions (Ref. 21), 
  (1) lim (min J Cu, yk )) = Inf P (x f, tf) ,(4.25) 
yk-}0 uESueS 
  (2) lim P(uk, tf) = Inf P(xf, tf), and(4.26) 
yk+0uFS 
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              s t„.„ 
 (3)  lim ykE fk)—_1-----------t= 0,(4.27) 
        Yk-4.0i=0 t0gi(u,xk,t) 
  were S is a set of control which satisfies the given 
   constraints and uI( is a solution of the transformed problem 
with y=yk. 
   4.4 Examples  
      Example 1. 
        Consider a control system 
X1 = x2, 
x2 = —x1 + (1-xl)x2 + u, x1(0) = x10, x2(0) = 20, 
   with a performance index 
5                      J = f(x1+ x2 + u2)dt. 
0 
   The control time is fixed as t0=0, tf=5. We introduce the 
third coordinate x3 such that 
                  x3 = xl+ x2 + u2, x3(0) = O. 
   The canonical equation then becomes: 
X1 = x2,x1(0) = x10
' 
x2 = —x1 + (1—xl) x2 + u, x2(0) = x20 , 
                2 
            x3 = x1+ x22 u2 x3(0) = 0, 
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       V'1 = (1 +  2x1x2)11,2 — 2x1V3, V1(5) = 0, 
        =--11)1—(1—x1)V2 — 2x23,V,2(5) = 0,
= 0,4)3(5) = 1. 
      The computed results for x10=3.0, x20=0.0 are shown in 
 Fig. 1 and Fig. 2. The results obtained by the steepest 
 descent method and Fletcher and Reeves's conjugate gradient 
 method are also shown. 
    Example 2. 
X1 = X2' 
x2 = —0.2x2 + 2.0,x3 — 0.2x2x3. 
x3 = —5x2 + u, 
5 
                    J = f (al 
. + x2 + x3 + u2) dt . 0 
 The numerical results are shown in Fig. 3 and Fig . 4 with 
 x10=0.25,x20=0.25,x30=0.1. 
      From these examples we can say that Davidon's method 
 proposed here is applicable to nonlinear control problems 
 and the rapid convergence is assured for these examples. 
These results also show that the conjugate gradient method 
is also a very useful scheme. 
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 4.5 Conclusions  
      Optimal control problems are reduced to minimization 
 problems of functionals in finite or infinite dimensional 
 spaces. Therefore numerical methods developed in the preceed-
 ing chapter can be applied to the problems. Two numerical 
examples are shown. These examples show the superiority of 
 Davidon's method, compared with the steepest descent method 
 or the conjugate gradient method. But the convergency of the 
 method for general nonquadratic functional is not proved. 
 The disadvantage of Davidon's method is that the information 
 to be stored in the computer increases with the number of 
 iterations. So, if convergence is slow, computing will be 
 difficult. The conjugatb gradient method is inferior to
Davidon's method with respect to the rate of convergence, 
 but it has great advantages that the algorithm is very 
 simple and that a small amount of the storage of the 
 information is required. Continuous control problems are 
 approximated by discrete problems in the computations of the 
examples, but the computations of the transformed problems 
 by Davidon's method will be difficult for large control 
 systems by the limitation of the capacity of the storage. 
 Therefore other approaches, such as functional approximations 
  of controls, are to be developed. 
       There is a theoretical problem, which is not discussed 
  in this paper, in numerically solving the continuous optimal 
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control problems. That is, the original continuous problem 
is replaced by a discrete problem and there arises the question 
of the convergence of the solution of the  "difference" problem 
to the solution of the "differential" problem. If the answer 
of the above question is affirmative the original problem is 
said "well-posed"- Some resonable conditions for well-
posedness are obtained .,(Ref. 53, 54) But more researches for 
this problem are required. 
                           113
                            REFERENCES 
 (1) L. S. Pontrayagin, V. G. Boltyanskii, R. V- Gamkrelize, 
        and E. F.  Mischchenko, "The Mathematical Theory of 
        Optimal Processes". Wilely, New York, 1962. 
   (2) R. Bellman, "Dynamic Programming", Princeton Univ-
         Press, Princeton, New Jersey, 1957. 
   (3) P- Kennth and R. McGill, Two Point Boundary-Value-
        Problem Technique, in "Advances in Control Systems", 
         Vol. 3, (C.T. Leondes ed.), Academic Press, New York, 
        1966. 
   (4) D. K. Scharmack, An Initial Value. Method for Trajectory 
        Optimization Problems, in "Advances in Control Systems", 
         Vol. 5, (C.T. Leondes ed.), Academic Press, New York,
        1967. 
   (5) D. Issacs, Algorithms for Sequential Optimization of 
         Control Systems, in "Advances in Control Systems",'Vol. 4, 
         (C.T. Leondes ed.), Academic Press, New York, 1967. 
   (6) A. E. Bryson and W. F. Denham, A Steepest Ascent Method 
         for Solving Optimal Programming Problems, J. Appl. Mech., 
        Vol. 29, No. 2, pp. 247-257, 1962. 
   (7) H. J. Kelley, Method of Gradients, in "Optimization 
        Techniques" (G. Leitman, ed.), Academic Press, New York, 
        1962. 
   (8) J. V. Breakwell, J. L. Speyer and A. E. Bryson, Optimiza-
        tion and Control of Nonlinear Systems Using the Second 
         Variation, J. SIAM-Control, Vol. 1, No. 2, pp. 193-223, 
        1963. 
                              114
 (9,) R. E. Kopp and R. McGill, Several Trajectory Optimiza-
       tion Techniques, in "Computing Methods in Optimization 
        Problems" (A. V. Balakrishnam, ed.), Academic Press, 
       New York, 1964. 
 (10) C. W. Merrian, "Optimization Theory and the Design of 
       Feedback Control", McGraw Hill, 1964. 
 (11) S. K. Mitter, Sucessive Approximation Method for the 
       Solution of Optimal Control Problems, Automatica, 
       Vol. 3, pp. 135-149, 1966. 
 (12) L. A. Zadeh, On Optimal Control and Linear Programming, 
        Correspondence to IRE Trans. on AC, Vol. AC-7, No. 4, 
       pp. 45-46, 1962. 
 (13) G. B. Danzing, Linear Control Processes and Mathematical 
       Programming, J. SIAM Control, Vol. 4, No. 1, 1966. 
 (14) J. B. Rosen, The Gradient Projection Method for Non-
        linear Programming, SIAM J. on Appl. Math., Vol. 8,
        No. 1, pp. 181-217, 1960. 
 (15) A. V. Fiacco and G. P- McCormic, "Nonlinear Programming; 
        Sequential Unconstrained Minimization Techniques", John 
       Wiley and Sons, Inc., 1968. 
(16) J. B. Rosen, Optimal Control and Convex Programming, 
        in "Nonlinear Programming" (J. Abadie, ed.), North-
       Holland, 1967. 
(17)• D. Tabak, Application of Mathematical Programming in 
        the Design of Optimal Control Systems, Int. J. on Control, 
       Vol. 10, No. 5, pp. 545-552, 1969. 
                              115
(18) D.  Tabak, Optimal Control of Nonlinear Discrete. Time 
      System by Mathematical Programming, J. of the Franklin 
      Institute, Vol. 289, No. 2, pp. 111-119, 1970.
(19) E. S. Levitin and B. T. Polyak, Constrained Minimiza-. 
      tion Methods, Zh. Vychisl. Mat. & Mat. Fiz., Vol. 6, 
      No. 5, pp. 787-823, 1966. 
(20) J. Gera, Branched Trajectory Optimization by the 
      Projected Gradient Technique, AIAA Journal Vol. 8, 
      No. 6, pp. 1121-1126, 1970. 
(21) L. S. Lasdon, A. D. Waren, and R. K.. Rice, An Interror 
      Penalty Method for Inequality Constrained Optimal
      Control Problems, IEEE Transaction on AC., Vol. AC-12, 
      No. 4, pp. 388-395, 1967. 
(22) A. V. Balakrishnan, On a New Computing Method in 
      Optimal Control, SIAM J. on Control, Vol. 6, No. 2, 
      pp. 149-173, 1968. 
(23) A. P. Jones and G. P. McCormik, A Generalization 
      of the Method of Balakrishnan: Inequality Constraints 
      and Initial Conditions, SIAM J. Control Vol. 8, No. 2, 
      pp. 218-224, 1970. 
(24) R. G. Brusch and R. H. Schappele, Solution of Highly 
      Constrained Optimal Control Problems Using Nonlinear 
      Programming, AIAA paper No. 70-964, Presented at AIAA 
      Guidance, Control and Flight Mechanics Conference 
Santa Barbara, 1970. 
                           116
(25) R. Fletcher and  G. M. Reeves, Functional Minimization 
      by Conjugate Gradients, Compt. J. Vol. 7, pp. 149-154, 
      1964. 
(26) R. Fletcher and M. J. D. Powell, A Rapidly Convergent 
      Descent Method for Minimization, Compt. J. Vol. 6, 
     pp. 163-168, 1963. 
(27) J..H. Westcott, Computational Methods of Optimization 
      in Control, Survay Paper in 4-th IFAC Congress, 1969. 
(28) L. S. Lasdon, S. K. Mitter and A. D. Waren, The Conjugate 
''Gradient Method for Optimal Control Problems
, IEEE Trans. 
      on AC, Vol. AC-12, pp. 132-138, 1967. 
(29) L. B. Horowitz and P. E. Sarachir, Davidon's Method in 
Hilbert Space, SIAM J. Appl. Math. Vol. 16, No. 4, 
      pp. 677-694, 1968. 
(30) J. F- Sinnot, Jr-, Solution of Optimal Control Problems 
     by the Method of Conjugate Gradients, Preprint of JACC, 
      1967. 
(31) W. C. Davidon, Variable-Metric Method for Minimization, 
      Argonne National Laboratory, Report No. ANL-5990, 1959'. 
(32) M. R. Hestens and E. Stiefel, Methods of Conjugate 
      Gradients for Solving Linear Systems, Journal of 
      Research of the National Bureau of Standards, Vol. 49, 
      No. 6, pp. 409-436, 1952. 
(33) C. Broyden, Quasi-Newton Methods and Their Applica-
      tion to Function Minimization, Mathematics of Computation,. 
      Vol. 21, No. 99, pp. 368-381, 1967. 
                         117
  (34) G. P. McCormik and J. D. Pearson, Variable Metric Methods 
         and Unconstrained Optimization, in  "Optimization" (R.
         Fletcher, ed.), Academic Press, New York, 1969. 
  (35) D. Goldfarb, Sufficient Conditions for the Convergence 
         of Variable-Metric Algorithm, in"Optimization" 
         (R. Fletcher, ed.), Academic Press, New York, 1969. 
  (36) J. D. Pearson, On Variable-Metric Methods of Minimiza-
         tion, Computer Journal, Vol. 12, No. 2, pp. 171-178, 
1969-
 , (37),-- J Greenstadt, Variations on the Variable-Metric Method, 
         Mathematics of Computation, Vol. 24, No. 109, pp. 1-21, 
         1970. 
(38) D. GoldFarb, A Family of Variable-Metric Methods 
         Derived by Variational Means, Mathematics of Computation, 
         Vol. 24, No. 109, pp. 23-26, 1970. 
(39) H. Y. Huang, Unified Approach to Quadratically Convergent 
        Algorithms for Function Minimization, Journal of Optimiza-
         tion Theory and Applications, Vol. 5, No. 6, pp. 405-423, 
1970-
   (40) H. Y. Huang and A. V. Levy, Numerical Experiments on 
        Quadratically Convergent Algorithms for Function 
        Minimization, Journal of Optimization Theory and Applica-
         tions, Vol. 6, No. 3, pp. 269-282, 1970. 
   (41) R. P. Tewarson and S. Brook, On the Use of Generalized 
         Inverse in Function Minimization, Computing, Vol. 6, 
         pp. 241-248, 1970. 
                              118
(42) B. V. Sha, R. T. Bueher and 0. Kempthorne, Some Algorithms 
      for Minimizing a Function of Several Variables , SIAM J. on 
 Appl. Math. Vol. 12, No. 1, pp. 74-92, 1962. 
(43) M. J. D. Powell, An Iterative Method for Finding Stationary 
      Values of a Function of Several Variables, Compt. J. Vol. 
      5, No. 2, pp. 147-151, 1962. 
(44). R. Fletcher, A Review of Methods for Unconstrained 
      Optimization, 'Optimization" (R. Fletcher, ed.), Academic 
      Press, New York, 1969. 
(45) R. Penrose, A Generalized Inverse for Matrices, 
      Proceeding of the Cambridge Philosophical Society, 
      Vol. 51, Part 3, pp. 406-419, 1954. 
(46) B. A. Murtagh and R. W- H. Sargent, A Constrained 
Minimization Methods with Quadratic Convergence, 
"Optimization" (R. Fletcher, ed.), Academic Press, 
      New York, 1969. 
(47) J. Kowalik and M. R. Osborn, "Method for Unconstrained 
      Optimization Problems" American Elsevier Published 
      Company Inc., New York, 1968. 
(48) B. Takamatsu, S. Sayama and K. Oh-i, Some Consideration 
      on One Dimensional Search in Gradient Method, J. of the 
      Japan Association of Automatic Control Engineers, (in
      Japanese), Vol. 13, No. 9, pp. 24-32, 1969. 
(49) M. M. Vainberg, "Variational Methods for the Study of 
      Nonlinear Operators, Holden-Day, Inc., San Fransisco, 
      1964. 
                           119
  (50) A. V Balakrishnan, A General Theory of Nonlinear 
        Estimation Problems in Control Systems, Journal of 
        Mathematical Analysis and Applications Vol. 8, 
         pp. 4-30, 1964. 
  (51)  E. Polak, Computational Methods in Optimization; a. 
        Unified Approach, Academic Press, New York and 
         London, 1971. 
  (52) B. M. Budak, E. M. Berkovich and E. N. Solov'eva, 
        Difference Approximations in Optimal Control Problems, 
         SIAM J. Control, Vol. 7, No. 1, pp. 18-30, 1969. 
  (53) J Cullum, Discrete Approximations to Continuous 
         Optimal Control Problems, SIAM J. Control, Vol. 7, 
         No. 1, pp. 32-48, 1969. 
120

