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The Cyclotron Resonant Maser (CRM) is a device in which electrons gyrating
in an external magnetic field produce coherent EM radiation. A DC electron beam
current must be converted to an AC beam current to create RF energy. There
are two possible approaches: phase bunching (O-type) and spatial segregation (M-
type). In phase bunching, electrons are either accelerated or decelerated depending
on when the electrons enter the interaction region, causing phase bunching. The
electron bunches are then slowed down by the RF field for energy extraction. Not
all electrons lose energy; some even gain energy. In spatial segregation, electrons
entering the interaction region at different times are deflected in different directions.
With an appropriate spatially varying RF field, all electrons can lose energy leading
to very high conversion efficiency.
A CRM with a smooth walled cylindrical waveguide interaction cavity and an
annular electron beam passing through it can generate very large amount of RF
energy. Depending on the electron beam position a gyrotron (O-type device) and a
gyro-peniotron (M-type device) are possible.
In this work, first, a nonlinear theory to study CRMs with a smooth walled
cylindrical waveguide interaction cavity is presented. The nonlinear set of differential
equations are linearized to study the starting conditions of the device. A gyro-
peniotron operating in the TE0,2 - mode is studied using the theory presented. It
is found that a gyro-peniotron operating in a low order mode can be self excited
without mode competition from gyrotron modes, leading to the possibility of a very
efficient high power RF source. A higher order mode gyro-peniotron experiences
severe mode competition from gyrotron modes. The cavity Q required for gyro-
peniotron operation is very high, which can lead to excessive heat in the cavity
walls due to ohmic losses. Hence, a gyro-peniotron operation seems practical only
in low order modes and in short pulses. Second, an existing linear theory of gyrotrons
is extended to include effects of magnetic field tapering, cavity wall profile, finite
beam thickness, velocity spread and axially dependent beam coupling to the fields
of competing modes. Starting currents are calculated for the operating and the
most dangerous competing mode in a 140 GHz gyrotron, which was developed at
Communications and Power Industries (CPI). Start-up scenario of this device is also
studied using the non-stationary code MAGY, which is a tool for modeling slow and
fast microwave sources.
LINEAR AND NONLINEAR ANALYSIS OF A
GYRO-PENIOTRON OSCILLATOR
AND STUDY OF START-UP SCENARIO
IN A HIGH ORDER MODE GYROTRON
by
Muralidhar Yeddulla
Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
2005
Advisory Committee:
Professor Thomas Antonsen Jr., Chair/Advisor
Dr. Gregory Nusinovich, Co-Advisor
Professor Victor Granatstein
Professor Thomas E. Murphy
Professor James Drake
To my mother for all her love.
If there is such a thing as God’s Love, It cannot be better than
Mother’s Love.
ii
ACKNOWLEDGMENTS
It is with a heart full of gratitude that I thank my adviser Prof. Thomas An-
tonsen Jr. for giving me an opportunity to work in a very challenging and exciting
field and guiding me through it for the past four years. No words will be enough
to thank Dr. Gregory Nusinovich who as my co-adviser has taught me very pa-
tiently through many hours every week, the intricacies of gyro-devices. I am indeed
fortunate for having had an opportunity to work with such wonderful teachers and
researchers.
I thank Prof. Victor Granatstein for encouraging me to come to the University
of Maryland and for being on my dissertation committee. I also thank Prof. James
Drake and Prof. Thomas Murphy for agreeing to be on my dissertation committee.
Many thanks are also due to Dr. Alexander Vlasov who helped me greatly with the
use of the code MAGY.
I also thank my advisers during my Masters at the Banaras Hindu University,
India, Prof. B.N. Basu and Dr. P.K. Jain for introducing me to the field of gyro
devices and for encouraging me in my research pursuits.
I will forever be indebted to my friend Mangipudi Ramesh without whose help
and encouragement at a very critical stage of my life, I could not have taken up
graduate studies. I thank him from the bottom of my heart.
I am indeed very fortunate to have had a wonderful office mate, Paul Cassak.
iii
Paul has been my friend, confidant and a very helpful office-mate always ready to
help or discuss anything whether it be research problems, physics, mathematics,
politics or philosophy! I also had a wonderful time in the company of my other
office-mate Haihong Che who has always enlivened the office with her cheerfulness.
Special mention is also due to Prof. Niranjan Ramachandran, Kaipa Vinod and
Ayush Gupta for all their help and for being my friends.
I also thank my other friends Ashwin, Sreyas, Dr. Prasad, Manoj, Kartik,
Dinesh, Arun, Vikas, Chia Ying Huang, Alexander Sinitsin, Roland, Vamsi, Asitav,
Ajuer and many others because of whom life as a graduate was such a pleasant and
memorable experience. I should also mention my music teacher Raghavendra Batni
who made life a joy with his music. My thanks are also due to the supporting staff
of our institute and especially to Mohini for being always helpful and full of cheer.
Finally, the most important people in my life - my parents, brothers and sister.
My father is physically handicapped, yet, he has shown through his life that there is
no adversity human spirit cannot conquer. My mother has always been full of love
and patience. I can never thank my parents enough for everything they have done
for me. They are the source of the highest inspiration for me. I lovingly thank my
two brothers and sister for always being there for me.
iv
Contents
1 Introduction 1
1.1 Importance of Cyclotron Resonance Masers . . . . . . . . . . . . . . . 1
1.2 Statement of the problems addressed . . . . . . . . . . . . . . . . . . 3
1.3 Basic operation of CRM devices . . . . . . . . . . . . . . . . . . . . . 5
1.4 Some comments on previous works on gyro-peniotron . . . . . . . . . 13
1.5 Mode competition in gyrotron oscillators . . . . . . . . . . . . . . . . 15
1.6 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 Working principle of gyrotrons and gyro-peniotrons 18
2.1 Fundamental harmonic gyrotron . . . . . . . . . . . . . . . . . . . . . 19
2.2 Second harmonic gyrotron . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Gyro-peniotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3 Dispersion relation for a CRM 28
3.1 Regimes of operation of a gyro-device . . . . . . . . . . . . . . . . . . 32
3.1.1 Gyrotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.2 Peniotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1.3 Cyclotron Auto-Resonant Maser (CARM) . . . . . . . . . . . 33
3.1.4 Auto-Resonant Peniotron (ARP) . . . . . . . . . . . . . . . . 34
4 Nonlinear equations governing electron beam-wave interaction 36
4.1 Guiding center formulation . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 Multi-mode analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3 Method of solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 Linearization of equations governing electron beam-wave interac-
tion 52
5.1 Basic equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Linearization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Evaluation of the source terms . . . . . . . . . . . . . . . . . . . . . . 57
5.4 Starting conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6 Studies on a gyro-peniotron working in the TE0,2-mode 64
6.1 Cyclotron harmonics for gyro-peniotron operation . . . . . . . . . . . 65
6.2 Alternate normalization: µ,∆, F . . . . . . . . . . . . . . . . . . . . . 65
v
6.3 Guiding center motion and peniotron effects . . . . . . . . . . . . . . 67
6.4 Efficiency dependence on F , ∆ and µ . . . . . . . . . . . . . . . . . . 73
6.5 Starting conditions for gyro-peniotron . . . . . . . . . . . . . . . . . . 79
6.6 Mode competition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.7 Temporal evolution of a gyro-peniotron mode . . . . . . . . . . . . . 85
7 Start currents in an overmoded gyrotron 88
7.1 Governing equations for start current . . . . . . . . . . . . . . . . . . 89
8 Mode competition in a 140 GHz CPI gyrotron 94
8.1 Initial results of MAGY simulation . . . . . . . . . . . . . . . . . . . 95
8.2 Start current analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
9 Conclusions 117
9.1 Gyro-peniotron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
9.2 Start-up scenario in a 140 GHz CPI gyrotron . . . . . . . . . . . . . . 119
vi
List of Figures
1.1 Interaction in a ring of electrons differing in the initial phase of gyra-
tion with a circularly polarized RF electric field E. (a) Initial modu-
lation of electrons by the RF field. The electron ring is shifted under
the action of crossed fields (E and H0). (b) Inertial phase (orbital)
bunching caused by the difference in the cyclotron frequencies of elec-
trons. (c) Deceleration of the electron bunch in the RF field having
frequency slightly higher than the initial cyclotron frequency of elec-
trons.(Reproduced from [1]) . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 Double pair ridged waveguide structure for a travelling wave pe-
niotron (Reproduced from [2]) . . . . . . . . . . . . . . . . . . . . . . 10
2.1 (a) Cross-section of interaction space of a gyrotron and a gyro-peniotron
operating in the TE0,2 - mode; (b) RF electric field distribution in
the radial direction. (Reproduced from [2]) . . . . . . . . . . . . . . . 19
2.2 Gyration of two test electrons over one period of the gyro-cycle for
fundamental harmonic gyrotron interaction . . . . . . . . . . . . . . . 20
2.3 Gyration of four test electrons over one period of the gyro-cycle for
second harmonic gyrotron interaction . . . . . . . . . . . . . . . . . . 23
2.4 Structure for a gyro-peniotron oscillator operating in the TE0,2,1 cav-
ity mode. (Reproduced from [2]) . . . . . . . . . . . . . . . . . . . . . 25
2.5 Gyration of test electron A, entering in the decelerating phase, over
one period of the gyro-cycle for fundamental harmonic gyro-peniotron
interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Gyration of test electron B, entering in the accelerating phase, over
one period of the gyro-cycle for fundamental harmonic gyro-peniotron
interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
vii
2.7 Gyro-peniotron interaction causing electron segregation accompanied
by guiding center motion . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.1 Projection of the electron orbit on the cross-sectional plane of the
interaction region showing the guiding center ((X,Y) or (Rc, α)), elec-
tron position ((r, ψ) in waveguide frame and (rL, θ) in guiding center
frame) and transverse component of u . . . . . . . . . . . . . . . . . 39
4.2 Projection of the electron orbit on the cross-sectional plane of the
interaction region showing the guiding center ((X,Y) or (Rc, α)), elec-
tron position ((r, ψ) in waveguide frame and (rL, θ) in guiding center
frame), RF electric field in the waveguide frame (Er, Eψ) and guiding
center frame (E˜r, E˜θ) . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
6.1 Change in normalized electron momentum as the electrons pass through
the interaction region due to peniotron action for parameters µ = 10,
∆ = 0.3 and F = 0.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Orbital trajectories for four peniotron electrons starting at different
RF phase positions. The initial and final positions of the electrons
is shown by two small circles, the bigger circle represents the initial
position and the smaller circle represents the final position (the origin
is taken as the unperturbed guiding center of the electrons). . . . . . 70
6.3 Electron segregation in a gyro-peniotron interaction. Projection of
electron positions for seventeen electrons considered at different axial
positions z = 0, z = 0.1L, z = 0.25L, z = 0.5L, z = 0.75L and z = L
(L is the cavity length) for parameters µ = 10, ∆ = 0.3 and F = 0.8
(the origin is taken as the unperturbed guiding center of the electrons). 71
6.4 Bunching process in a gyrotron interaction. Projection of electron
positions for seventeen electrons considered at different axial positions
z = 0, z = 0.1L, z = 0.25L, z = 0.5L, z = 0.75L and z = L (L is the
cavity length) for parameters µ = 10, ∆ = 0.3 and F = 0.15 (the
origin is taken as the unperturbed guiding center of the electrons). . . 72
6.5 Change in normalized electron momentum as the electrons pass through
the interaction region due to gyrotron action for parameters µ = 10,
∆ = 0.3 and F = 0.15. . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.6 Transverse efficiency as a function of normalized mode amplitude F ,
for different magnetic field mismatch ∆0 for (a) µ = 5, (b) µ = 7.5,
(c) µ = 10 and (d) µ = 15 . . . . . . . . . . . . . . . . . . . . . . . . 76
viii
6.7 Contour plot of transverse efficiency η⊥ as a function of normalized
beam current I0 and magnetic field mismatch ∆ for fundamental cy-
clotron interaction for normalized cavity lenghts of (a) µ = 5, (b)
µ = 7.5, (c) µ = 10 and (d) µ = 15 . . . . . . . . . . . . . . . . . . . 77
6.8 Start Q as a function of beam radius for a cavity length µ = 10 and
magnetic detuning ∆ = 0.2. Start Q is minimum when the beam is
positioned for gyrotron interaction (< 10) and maximum when the
beam is positioned for gyro-peniotron interaction (∼ 2000). . . . . . . 79
6.9 Start Q as a function of magnetic field detuning, ∆, for the electron
beam positioned for gyro-peniotron interaction (solid line) and for
gyrotron interaction (dashed line) for a normalized cavity length µ = 10. 80
6.10 Start Q as a function of normalized cavity length µ for the electron
beam positioned for gyro-peniotron interaction (solid line) and for
gyrotron interaction (dashed line) for a magnetic field detuning ∆ = 0.2. 81
6.11 Start Q as a function of normalized cyclotron frequency Ω0, for TE−2,2,
TE0,2 and TE−3,2 modes for an electron beam radius corresponding
to the null of the TE0,2 - mode. . . . . . . . . . . . . . . . . . . . . . 83
6.12 Start Q as a function of normalized cyclotron frequency Ω0, for TE−2,4,
TE0,4 and TE−3,4 modes for an electron beam radius corresponding
to the first null of the TE0,4 - mode. . . . . . . . . . . . . . . . . . . . 84
6.13 Temporal evolution of a TE0,2 - mode starting at a low amplitude, op-
erating in the gyro-peniotron regime with a normalized cavity length
µ = 10 and a cyclotron frequency detuning factor ∆ = 0.2. . . . . . . 86
8.1 Average output power for the TE28,7,1 and TE−25,8,1 modes with rise
in beam voltage for the beam radius used in the experiment with
magnetic field profile B01 . The simulation results for field profile B02
are very similar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
8.2 Variation of interaction impedance for the two modes with radius
normalized to cavity wall radius and the relative position of the beam
in the middle of the cavity (z = 5cm) . . . . . . . . . . . . . . . . . . 99
8.3 Coupling impedance of the electron beam as a function of axial posi-
tion for two modes with beam radius corresponding to (a) the design
value, (b) the peak interaction impedance for TE28,7,1 - mode at the
center of the cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
8.4 Normalized amplitude of cold-cavity RF field profile for TE28,7,1,
TE−25,8,1 modes, and a Gaussian profile . . . . . . . . . . . . . . . . . 101
ix
8.5 Phases of cold-cavity RF field profile for TE28,7,1 and TE−25,8,1 modes 102
8.6 Start currents for TE28,7,1 and TE−25,8,1 modes for a Gaussian RF
field profile for both modes for an interaction length equal to 2L.
Dashed curves indicate the start current for a constant magnetic field
equal to its peak value, constant cavity wall radius, and beam radius
equal to that at the output of the electron gun. Solid curves are for
the actual magnetic field profile and cavity wall radius . . . . . . . . 103
8.7 Start current as a function of beam voltage for the two competing
modes with exit coordinates at (a) z = 6.36 cm (b) z = 6.9 cm (c)
z = 7.35 cm (d) z = 7.75 cm . . . . . . . . . . . . . . . . . . . . . . . 106
8.8 Variation of starting current with the choice of the exit coordinate
for the two competing modes at a constant beam voltage of 60kV . . 107
8.9 Start current as a function of beam voltage for the two competing
modes. The denominator of (7.9) is averaged for exit coordinates
varying between zmax = 6.36cm and zmax = 7.35cm to account for
the variation in start currents with the choice of exit coordinate. . . . 108
8.10 Start currents as functions of the radial spread at a constant beam
voltage of (a) 58.15kV and (b) 70kV. The denominator of (7.9) is
averaged as in Fig.8.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
8.11 Start current as a function of electron velocity spread at a constant
beam voltage of (a) 58.15kV (mean value of α = 0.89) and (b) 70kV
(mean value of α = 1.25). The denominator of (9) is averaged as in
Fig.8.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.12 Variation of start current with the choice of exit coordinate for the
TE28,7,1 - mode at a constant beam voltage of 60kV for an ideal beam
(dashed line) and a beam with 5.5% velocity spread (solid line) . . . 113
8.13 Start current as a function of beam voltage for the two competing
modes for the redesigned cavity. The denominator of (7.9) is averaged
as in Fig.8.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
8.14 Two triplets of modes, Triplet1 (TE−24,6,1, TE−25,6,1, TE−26,6,1) and
Triplet2 (TE27,7,1, TE28,7,1, TE29,7,1), considered in MAGY simula-
tions to study start-up scenario in the new design. TE28,7,1 - mode is
established suppressing all other modes. (Simulations by Oleksandr
Sinitsyn) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
x
Chapter 1
Introduction
1.1 Importance of Cyclotron Resonance Masers
Cyclotron Resonance Masers (CRMs) belong to a class of microwave devices
known as fast wave devices. In these devices, the phase velocity of the electromag-
netic (EM) wave is greater than the speed of light in the interaction region where
the interaction between the EM wave and an intense beam of electrons takes place.
The first publications on the CRM mechanism appeared in 1958-59 [3, 4, 5]. A
CRM was successfully tested in the early 1960’s in the USSR and was reported in
[6] in 1967. This first CRM generated a very modest power of 6W Continuous Wave
(CW) power at 9.1 GHz. The next major development also happened in the USSR
when high average power millimeter wave CRM oscillators (known as gyrotrons)
were developed. The first U.S. gyrotron oscillator was developed at the Naval Re-
search Laboratory in 1980[7]. Since then there has been tremendous progress in
the technology of these devices at many different places throughout the world. In
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recent times, there have been significant advances in microwave tube technology for
generation of megawatt level, long-pulse (approaching CW operation) EM waves in
the millimeter and sub-millimeter wavelength regions [8]. CRMs have proved to be
the most successful devices in this regard.
One of the major research thrusts in the USA today is the development of
controlled fusion reactors. EM radiation is required for plasma formation, heating,
current drive, profile control and diagnostics. The confined plasmas are heated
with microwaves and millimeter waves. Ion Cyclotron Resonance Heating (ICRH)
requires frequencies of ∼ 100 MHz; lower hybrid heating requires 0.5 - 5 GHz; and
Electron Cyclotron Resonance Heating (ECRH) requires > 100 GHz. Depending
on the scale of the reactors, the microwave power required for this heating ranges
from several megawatts to tens or even hundreds of megawatts. While microwave
sources for ICRH and lower hybrid heating were available for a very long time, high
power sources required for ECRH were possible only with the advent of gyrotrons.
Gyrotrons have been reliably used in the ECRH experiments. In the frequency range
and power levels required for ECRH, no other EM source has been as efficient as a
gyrotron. In the past few years gyrotrons delivering > 1 MW power at frequencies >
100 GHz in long pulses (> 1 second) have been developed successfully [8]. This can
be a very important factor for the success of the future fusion reactors. At present,
research in gyrotrons is being focused on how to further improve the output power
levels, efficiencies and pulse duration which can significantly reduce the costs of
fusion experiments.
2
1.2 Statement of the problems addressed
In this work we are mainly concerned with the operation of gyrotrons and
gyro-peniotrons. Both these devices belong to a class of CRMs in which a beam
of electrons gyrate through a metallic cavity in the presence of a strong external
magnetic field. Though several different configurations are possible for these devices,
in this work we study only a configuration where an annular beam of electrons from
a Magnetron type Injection Gun (MIG) pass through a cylindrical cavity while
interacting with EM waves.
Gyro-peniotrons have a potential for very high efficiency operation (> 90%).
However, the gyro-peniotron interaction mechanism is weak compared to that of a
gyrotron. Therefore, modes operating in the strong gyrotron interaction mechanism
are generally more likely to trigger ahead of a gyro-peniotron mode causing the
latter mode to be suppressed. In this work we study the conditions under which a
gyro-peniotron can operate.
We have developed a nonlinear theory for gyrotrons and gyro-peniotrons which
can be used to study the electron motion (including the guiding center motion) and
the evolution of EM modes inside a cylindrical cavity structure. This nonlinear the-
ory can also be used to study mode competition when multiple modes are present.
We have also developed a linear theory using the set of differential equations de-
scribing the electron interaction developed in the nonlinear theory. We have studied
the starting conditions for the excitation of a TE0,2 - gyro-peniotron mode and po-
tential mode competition due to gyrotron modes using the linear theory. Using the
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nonlinear theory we have studied the efficiency of the TE0,2 - mode under various
operating conditions.
We have found that when operated in low order TE modes like the TE0,2
- mode, a gyro-peniotron can be excited with no competition from neighboring
gyrotron modes. Thus, development of a very high power and a highly efficient
gyro-peniotron oscillator seems possible. Within our knowledge, this is the first
time that the possibility of self excitation of a gyro-peniotron oscillator is being
reported.
Another problem that we have addressed in this work is mode competition
in high power (> 1 MW) and high frequency (> 100 GHz) gyrotrons. In order
to operate at these levels of power and frequency, the gyrotron should necessarily
be designed to work at a very high order mode. As the density of modes around
such a high order mode is high, more than one mode can satisfy the self excitation
conditions which can lead to mode competition. It is a very difficult design problem
to ensure that the device operates only at the desired mode while suppressing all
other competing modes.
We have studied a 140 GHz gyrotron developed by Communication and Power
Industries which is capable of delivering ∼ 1 MW in long pulses in the TE28,7,1 -
mode. When the initially designed device was tested it was found that an undesirable
counter rotating TE−25,6,1 - mode dominated. We have studied this problem using
a non-stationary code, MAGY, and also an existing linear theory which we have
extended to account for non-ideal conditions like the tapering in magnetic field and
cavity structure, electron velocity spread and finite thickness of the electron beam.
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Our study indicates that the electron beam was positioned where the coupling with
the undesirable TE−25,8,1 - mode was slightly higher than for the designed TE28,7,1
- mode. CPI has redesigned the device where the electron beam was positioned
for maximum coupling with the desired mode. It was experimentally verified that
in the new design the required mode alone dominates, which we have also verified
using our linear theory and MAGY studies.
1.3 Basic operation of CRM devices
There are many different configurations possible to produce coherent radiation
based on electron cyclotron maser instability. Depending on the beam character-
istics and its position inside the interaction region, various CRMs like gyrotrons,
peniotrons, gyro-peniotrons, cyclotron auto resonant masers and auto resonant pe-
niotrons are possible. In any CRM, before the electrons enter the interaction region,
the electron beam constitutes a DC current. This DC beam current has to be con-
verted into AC current to create RF energy. In general in a CRM, electrons gyrate
in an external magnetic field and move axially through an interaction region. As
the electrons move in helical orbits, the electron energy is distributed between the
transverse (orbital) and axial velocities. As the electrons pass through the inter-
action region, they interact with the EM waves present in the interaction region.
Usually, CRMs operate in transverse electric (TE) EM modes. The transverse ve-
locity components of electrons interact with the transverse electric field of the TE
modes. This interaction between the EM wave and the electrons converts the elec-
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tron beam current from DC to AC. When the electron cyclotron frequency ωc0 (or
its harmonic sωc0) and the Doppler-shifted wave frequency, ω − kzvz, satisfy the
cyclotron resonance condition, ω − kzvz ≈ sωc0, it is possible to generate coherent
EM radiation. Here ω is the angular frequency of the EM wave, kz is the axial wave
number and vz is the axial velocity of the electrons. For the EM wave to grow the
electrons should, on an average, give up more energy than they absorb from the EM
wave.
Electrons can interact with the EM waves in two different ways. If some elec-
trons lose their energy and others gain energy from the EM wave in each cyclotron
period of their interaction with the EM wave, then due to the relativistic depen-
dence of cyclotron frequency on electron energy, the electrons start to gyrate with
slightly different frequencies which results in the orbital or phase bunching. If the
frequency of the interacting mode, ω, slightly exceeds the cyclotron frequency of the
electron (or its harmonic), the phase bunched electrons find themselves in regions
of decelerating electric field of the interacting TE mode, then the bunched electrons
continue to give up their kinetic energy to the growing EM wave. Fig.1.1 shows
how the bunching process happens in a ring of electrons in a gyrotron. This type
of electron wave interaction characterized by electron phase bunching, is similar
to that in linear-beam devices (klystrons, TWT’s, BWO’s) whose operation is also
based on electron bunching. All such devices are known as O-type devices and, cor-
respondingly, the electron-wave interaction in them is usually referred to as O-type
interaction.
On the other hand there is another interaction mechanism where all electrons,
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Figure 1.1: Interaction in a ring of electrons differing in the initial phase of gyration
with a circularly polarized RF electric field E. (a) Initial modulation of electrons
by the RF field. The electron ring is shifted under the action of crossed fields
(E and H0). (b) Inertial phase (orbital) bunching caused by the difference in the
cyclotron frequencies of electrons. (c) Deceleration of the electron bunch in the
RF field having frequency slightly higher than the initial cyclotron frequency of
electrons.(Reproduced from [1])
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irrespective of their phase relation to the RF electric field, give up their kinetic
energy. In this interaction all the electrons encounter both accelerating and deceler-
ating RF fields in every cyclotron period. As electrons enter the interaction region
with different phase relations to the RF field, each electron is spatially deflected in
a different direction. The action of the transversely nonuniform RF fields on the
electrons can be such that the electrons encounter stronger decelerating fields than
accelerating fields. As the RF electric field and the DC magnetic field, B0, are per-
pendicular to each other, there exists a E × B drift of the electrons which causes
the electron guiding centers to drift. The electron orbits drift in different directions,
causing spatial segregation of the electron orbits. This type of interaction charac-
terized by a drift in guiding centers and spatial segregation of the electrons is known
as the M-type interaction. Correspondingly, the devices based on electron motion
in crossed fields (magnetrons and their varieties) are known as M-type devices.
Due to the nature of O-type interaction, not all electrons are gathered in
a bunch to give up their kinetic energy; some actually absorb energy from the
EM wave. On the contrary, as all electrons give up their kinetic energy in M-type
interaction, there are no “bad” electrons. Hence, M-type interaction is more efficient
in energy conversion than O-type interaction. In general, in CRMs both O-type and
M-type interactions take place. However, when O-type interaction is dominant a
CRM is popularly known by the name gyrotron and when M-type interaction is
dominant the device is categorized as a peniotron [9].
O-type interaction dominates when the electron beam is positioned for maxi-
mum coupling with the operating TE mode, which causes phase bunching. As there
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is no special cavity geometry necessary to achieve this, a smooth-wall cylindrical
structure is generally used for the resonant cavity of a gyrotron (which is an O-type
device) to increase the power handling capacity of the device. Though gyrotrons are
capable of delivering large amounts of output power, their overall energy conversion
efficiency is only ∼ 30 − 40% [8]. The reason for this is twofold. (a) Gyrotrons
usually operate at frequencies near cutoff. Near cutoff the RF magnetic fields are
very weak and have very little effect on the electron motion. The transverse RF
electric field that is present can affect only the transverse component of the electron
velocity. So, neither the electric and magnetic RF fields affect the axial component
of the velocity of the electrons. Therefore, a significant amount of energy associated
with electron axial motion does not participate in energy conversion. (b) Not all
electrons find themselves in a favorable phase with respect to the EM wave, to give
up their transverse kinetic energy. So, not all the transverse kinetic energy of the
electrons is converted into useful energy. To enhance the overall efficiency, depressed
collectors can be used to recover part of the unused energy from the spent beam
[10].
In conventional peniotrons, a thin helical beam is placed at the center of a
double-pair ridged waveguide as shown in Fig. 1.2 [2, 11]. As the EM field is
concentrated near the ridges of such a waveguide, there is a transversely nonuniform
interaction between the electrons and the RF wave, meeting the requirements for
M-type interaction. Though a conventional peniotron has higher efficiency than a
gyrotron, from the point of view of high-power operation, it is inferior because (a)
the usable electron beam current is limited to a value much smaller than that of
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Figure 1.2: Double pair ridged waveguide structure for a travelling wave peniotron
(Reproduced from [2])
a gyrotron as only a thin pencil beam of electrons (not an annular beam) can be
used and (b) extremely high RF electric fields arise near the ridges. However, for
the same interaction structure as that of a conventional gyrotron (a smooth-wall
waveguide), it is possible to obtain peniotron operation by positioning the electron
beam such that the center of the electron orbits in each beamlet coincides with a
null of the interaction mode. Such a hybrid device is known as gyro-peniotron and
was first proposed by Ono and others in 1984 [2]. Then, just the field non-uniformity
on electron orbits will cause spatial segregation of electrons due to M-type effects.
Such a device can combine the advantages of high-power operation of a gyrotron
and the high efficiency of a peniotron.
In both O-type and M-type interaction mechanisms, for energy to be extracted
from the electron beam the frequency of the EM wave, ω, and the electron cyclotron
frequency ωc0 have to be related by the following beam-mode dispersion relation
ω ± kzvz ∼= sωc0 (1.1)
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where kz is the axial wave number, vz is the axial velocity of the electron beam,
ωc0 = eB0/γm0c is the cyclotron frequency of an electron in a magnetic field B0, s is
the harmonic number (s = p for gyrotrons, s = 2p for double pair ridged waveguide
peniotrons and s = 2p − 1 for gyro-peniotrons, where p is an integer [2]), e is the
electron charge, c is the velocity of light in free space, m0 is the electron rest mass
and γ is the relativistic factor. The product kzvz represents the Doppler shift in
the cyclotron frequency. The ‘±’ sign in (1.1) corresponds to a wave propagating
backwards or forwards, respectively.
In general, the electrons interact not only with the electric field of the TE
mode, but also with the RF magnetic field (see e.g., [12]). The RF electric field
changes the electron’s energy and consequently the orbital cyclotron frequency ωc0
causing electron bunching (O-type interaction). At the same time the RF electric
field causes a radial drift of the electron orbits (M-type interaction). The transverse
RF magnetic field acting upon gyrating electrons yields the axial component of the
RF Lorentz force, which affects the axial velocity of electrons causing the axial
bunching of electrons. The axial bunching mechanism, which acts on the Doppler
shift term kzvz, was first discussed in [3, 13, 14]. The two mechanisms, orbital and
axial bunching, proceed in such a way as to offset each other’s bunching process.
The orbital bunching dominates in the case of fast waves (ω/kz > c) and the axial
bunching dominates in the case of slow waves (ω/kz < c). There is also a regime
when kz is close to ω/c. When kz = ω/c, these two bunching mechanisms completely
cancel each other [15]. Remarkably, this effect of mutual cancellation of changes in
the cyclotron frequency and axial velocity in the cyclotron resonance condition for
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a wave with kz = ω/c, (1.1) manifests itself even in the case of a single electron.
For such a particle, once the cyclotron resonance condition (1.1) is fulfilled at the
entrance to the interaction space, it is maintained throughout the interaction region.
This effect is known as auto-resonance [16, 17]. The O-type CRM which operates
near the auto-resonance is known as the Cyclotron Auto Resonant Maser (CARM),
first suggested by Petelin in 1974 [18]. As both the transverse as well as axial
component of the electron kinetic energy is converted into useful energy, the CARM
potentially has a very large conversion efficiency [19]. There is an added advantage
of lower magnetic field requirement in a CARM driven by relativistic electron beam,
due to the Doppler frequency up-shift when compared to CRM operation [20, 21].
When operation is close to auto-resonance the O-type interaction is suppressed,
as the azimuthal and axial bunching effects cancel each other, making the M-type
interaction visible. Thus, it is possible to obtain dominant M-type interaction ei-
ther by placing the beam where there is zero coupling with the mode that can be
excited due to O-type bunching, or by operating close to the auto-resonance or a
combination of both. In 1987, Baird and others proposed a new device known as
the Auto Resonant Peniotron (ARP) where a peniotron works in an auto-resonant
regime similar to a CARM [22]. As ARPs combine both the peniotron as well as
auto resonance interactions, the electron kinetic energy can be fully converted into
useful RF energy. Therefore, an ARP has a potential for close to 100% energy
conversion efficiency [22, 23, 24, 25].
Working in the auto-resonant regime requires an electron beam with very
small electron velocity spread. As the relation (1.1) should be tightly balanced
12
throughout the interaction period for auto-resonance to be sustained, there is very
little tolerance to any variation in axial velocity component vz. It has been observed
that even a 1% velocity spread is generally not tolerated for auto-resonance devices
[21]. Thus, an electron gun producing a very high quality, high-energy beam will
be necessary for proper auto-resonance operation. As the current density of the
electron beam increases, the velocity spread due to space charge effects increases
as well, affecting the beam quality. Thus very large beam currents are not possible
for auto-resonance operation, limiting the output power possible. The maximum
efficiency that has been recorded for a CARM is only 26% (see [26]), due to the
limitations of the electron gun.
1.4 Some comments on previous works on gyro-
peniotron
The gyro-peniotron oscillator was first proposed by Ono et al., in 1984[2]. Us-
ing a nonlinear theory they have shown that a gyro-peniotron oscillator can generate
very high power at high efficiencies. However, they had assumed an electron beam
with unrealistically high beam power in their simulations because of which it is
difficult to assess the practical feasibility of a gyro-peniotron from their results.
In 1985 Vitello and Ko published a linear analysis of a gyro-peniotron [27].
According to the theory they developed it seems unlikely that a gyro-peniotron
mode can be self excited when the beam is placed on the waveguide “null” of the
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RF mode to be excited. Therefore, they propose that the electron beam be placed
away from the RF null for self excitation of the gyro-peniotron mode. However, [2]
predicts that the electron beam has to be placed right on the RF null for maximum
efficiency operation. Moreover, Vitello and Ko also conclude that even when the
electron beam is placed away from the null, due to severe mode competition from
gyrotron modes, the gyro-peniotron mode cannot be excited.
There are several research papers available in the literature where gyrotron
amplifiers are studied. Many of these papers develop generalized dispersion equa-
tions that accounts for both O-type as well as M-type effects to study the linear
characteristics of the amplifier. It has been observed that the dispersion equation in
some papers [28, 21, 29] show that a gyro-peniotron mode can have a linear growth
when the electron beam is placed on the RF null while the dispersion equation given
in other literature [27, 30, 9, 31] show that the gyro-peniotron mode cannot have
linear growth for the same beam position.
In [32, 33], Do¨hler shows that it is necessary to include a dipole current term
due to the periodic radial deformations of the electron beamlets when deriving the
dispersion equation. He shows that only when this dipole current term is included
the dispersion equation will show a term responsible for the growth of a gyro-
peniotron mode when the electron beam is placed on the RF null. Therefore, it
seems that if a dispersion equation that predicts no growth when the device is con-
figured as a gyro-peniotron, then it is likely that the dipole current which Do¨hler
discusses in [33] is neglected.
In the present work we have developed a linear theory for a gyro-peniotron
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oscillator where we consider perturbations in transverse momentum, phase and guid-
ing center position of the electron. Our results show that self excitation conditions
can be fulfilled for a gyro-peniotron even when the electron beam is positioned on
the RF null. Also, the non-linear theory we have developed in this work shows the
possibility of excitation of a gyro-peniotron mode in the linear regime.
1.5 Mode competition in gyrotron oscillators
If the output power of the gyrotrons is to be increased, then the size of the
interaction cavity needs to be increased in order to handle the increased levels of
ohmic losses of microwave power in the cavity walls. Then the device needs to
operate at high order modes. As the order of the operating mode increases, the
device needs to operate in an increasingly denser spectrum of competing modes.
This can lead to mode competition from these “parasitic” modes. For efficient
operation the device should operate only at the design mode. If any other mode
is established, then the operation of the device will necessarily be less efficient. As
gyrotrons are constructed for efficient operation in the required mode alone, it is
an extremely difficult problem to ensure that the required mode dominates over all
other modes even for a gyrotron [34, 35, 36]. In order to ensure that only the design
mode is established, it is necessary to understand many factors that contribute to the
excitation of modes in a gyrotron. Generally, it is more likely that the mode whose
self excitation conditions are first satisfied during the voltage and current rise during
the start-up of the device will be established. This is because the mode that starts
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growing first is more likely to suppress any other competing mode. Therefore, it is
a good design idea to ensure the design mode is triggered ahead of other competing
modes. However, sometimes it is not possible to trigger the design mode ahead of
parasitic modes due to the characteristics of the electron gun being used as well as
due to the very high density of competing modes. In such a situation the design
should ensure that though a parasitic mode is first triggered, it should either go out
of resonance or get suppressed while the design mode gets established during start-
up. Therefore, any design of a gyrotron requires a careful study of start current
characteristics as well as the start-up scenario.
We have made an in-depth study of the start-up scenario in a 140 GHz gy-
rotron being developed by Communications and Power Industries (CPI) for electron
cyclotron current drive in a new German stellarator Wendelstein-7X. This gyrotron
operates in the TE28,7,1–mode delivering almost 1 MW-level output power in near
CW operation. The first design of this device generated an undesirable counter-
rotating TE−25,8,1–mode . We have studied the problem by extending an existing
linear theory [37] for start current analysis to include the effects of magnetic field
tapering, cavity profile, finite beam thickness, velocity spread and axially dependent
beam coupling to the fields of competing modes [35]. Our studies suggest that the
radial position of the electron guiding centers is the most critical parameter that
determines which mode survives the mode competition. It was found both theo-
retically and experimentally that the start-up in an improved gyrotron results in
satisfactory operation.
1.6 Thesis outline
In chapter 2, a brief working principle of gyrotrons and gyro-peniotrons is
presented along with the issues of soft and hard excitation of microwave oscillators.
In chapter 3 we discuss the various regimes of operation of a CRM using a disper-
sion relation developed by Li, Park and Hirshfield [28]. In chapter 4 we present
a derivation of nonlinear equations governing electron beam-wave interaction and
multimode analysis of a CRM in a cylindrical cavity. In chapter 5 we develop a
linear theory using the nonlinear equations developed in chapter 4. In chapter 6, we
present extensive analysis of a gyro-peniotron working in the TE02-mode using non-
linear theory. We also present the starting conditions under which a gyro-peniotron
mode can be excited and possible mode competition due to gyrotron modes using
linear theory.
In chapter 7, a theory for the calculation of start current that includes non-
ideal beam characteristics, magnetic field profile and cavity profile is described.
In chapter 8, an in-depth analysis of a CPI 140 GHz gyrotron using the theory
developed as well as using the non-stationary code MAGY is presented.
In chapter 9 we discuss results of this work and possibilities for future work.
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Chapter 2
Working principle of gyrotrons
and gyro-peniotrons
In both gyrotrons and gyro-peniotrons an annular beam of electrons gyrate
through a smooth walled cylindrical cavity interaction region in the presence of a
strong DC magnetic field. As the electrons stream down the interaction cavity,
they interact with EM waves. On an average, the electrons lose energy to the
wave causing the EM wave to grow. The difference between the gyrotron and gyro-
peniotron lies in the way the electrons interact with the EM wave. This depends
on where the beam is positioned with respect to the EM wave. We will examine
both mechanisms in turn. For our analysis, we shall consider a TE0,2 - mode in a
cylindrical waveguide, though the discussion is valid for any other mode.
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Figure 2.1: (a) Cross-section of interaction space of a gyrotron and a gyro-peniotron
operating in the TE0,2 - mode; (b) RF electric field distribution in the radial direc-
tion. (Reproduced from [2])
2.1 Fundamental harmonic gyrotron
In a fundamental harmonic gyrotron, the electron beam is placed in regions
where there is maximum interaction with the mode with which it is interacting.
Fig.2.1 shows a cross section of the interaction region with the annular electron
beam. The beam is represented by a set of circles placed along the annulus as shown.
Each circle represents an electron “beamlet” which is a cross-sectional view of the
path of an electron as it gyrates in the presence of an external DC magnetic field.
The annulus with solid circles represents the electron beam placed for maximum
interaction with the operating TE0,2 - mode which is ideal for fundamental har-
monic gyrotron interaction. The annulus with dashed circles represents an electron
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Figure 2.2: Gyration of two test electrons over one period of the gyro-cycle for
fundamental harmonic gyrotron interaction
beam positioned for gyro-peniotron interaction. We shall take up gyro-peniotron
interaction in the next section.
The gyrotron is generally operated close to the waveguide cutoff when the
axial wave number is very small. The electron beam is assumed to be sufficiently
thin that the RF electric field does not vary much over the thickness of the beam.
For synchronous interaction,
ω ∼= ωc0
where ω is the frequency of the RF field, ωc0 is the electron cyclotron frequency.
Let us consider a beamlet in which all electrons are distributed uniformly at
the entrance of the interaction cavity. To simplify the discussion, let us consider two
“test” electrons which are opposite in phase with each other as shown in Fig.2.2a.
Let us call these electrons “electron A” and “electron B”. For the direction of the RF
electric field shown, electron A is accelerated while electron B is decelerated. After
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half gyro cycle (t = pi/ωc0), the direction of the RF electric field reverses (Fig.2.2b).
Thus electron A which was initially accelerated continues to be accelerated, gaining
kinetic energy from the RF wave, while electron B continues to be decelerated
losing energy to the RF wave. After one complete RF cycle (t = 2pi/ωc0), the phase
relationship between the electrons and the RF electric field will be similar to that
at time t = 0 (Fig.2.2a).
An electron that is accelerated gains energy while an electron that is deceler-
ated loses energy. As the cyclotron frequency is given by
ωc0 =
eB0
γm0c
an electron that gains (loses) energy will have a larger (smaller) relativistic factor
γ and hence smaller (larger) cyclotron frequency. Thus electron A will fall back
in phase while electron B will move forward in phase (as shown by the dotted line
arrows in Fig.2.2) and tend to phase bunch after a few gyro-cycles.
If the electrons and RF wave are in perfect synchronism, i.e., if ω = ωc0,
then those electrons that are initially accelerated will continue to be accelerated
and those electrons initially decelerated will continue to be decelerated throughout
the interaction process. Thus, there will be no net exchange of energy between the
electrons and the EM wave. In order for the EM wave to grow, there should be net
transfer of energy from the electrons to the wave. To achieve this, there should be
a slight mismatch in the synchronism condition such that
ω >∼ ωc0
when those bunched electrons in the accelerating phase move into the decelerating
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phase. Then, as the bunched electrons are all decelerated, a net transfer of energy
from the electrons to the EM wave becomes possible which leads to the growth of
the EM wave. However, it should be remembered that there will always be a few
“bad” electrons that are not gathered in the bunch which find themselves in the
accelerating phase of the RF electric field, and hence absorb energy from the RF
fields. Hence, the efficiency of a gyrotron is limited. It should also be noted that the
interaction process in a gyrotron has very little effect on the guiding center position
of the electrons.
2.2 Second harmonic gyrotron
Let us now consider the case where the electron beam is positioned as shown
by the dotted line circles (beamlets) in Fig. 2.1 such that the guiding centers of the
electron beamlets are located at the RF null of the TE0,2 - mode. For operation
in the second harmonic, the RF frequency is approximately twice the cyclotron
frequency:
ω ∼= 2ωc0.
The RF electric field has opposite phase on either side of the guiding center.
We will consider four test electrons as shown in Fig.2.3a. Electrons A and C are
initially accelerated and fall back in phase while electrons B and D are unaffected
as they move perpendicular to the RF electric field. After a quarter gyro-cycle, the
RF electric field changes phase by 1800 (Fig. 2.2b). Now, electrons B and D are in
decelerating phase and gain in phase while electrons A and C are unaffected. In the
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Figure 2.3: Gyration of four test electrons over one period of the gyro-cycle for
second harmonic gyrotron interaction
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process, electrons A and B tend to phase bunch so also electrons C and D. At half
gyro-cycle, from Fig.2.2c, we see that electrons A and C are once again decelerated
while electrons B and D are unaffected. At three quarters of a gyro-cycle electrons B
and D are accelecrated (Fig.2.2d) while electrons A and C are unaffected. The cycle
is then repeated over many gyro-cycles. Thus, we see that electrons A and C are
always decelerated while electrons B and D are always accelerated if ω = 2ωc0, thus
forming two sets of electron bunches. If ω >∼ 2ωc0, then both bunches find themselves
in decelerating regions of the RF electric field and the EM wave can grow.
2.3 Gyro-peniotron
In the case of a gyro-peniotron, the electron beam is positioned as shown by the
dotted line circles (beamlets) in Fig. 2.1, just as in the case of a second harmonic
gyrotron described in the previous section. However, for a gyro-peniotron, the
operation is in the fundamental (or odd) harmonic. An axial cross-sectional view
of a CRM with the beam positioned for gyro-peniotron interaction is shown in Fig.
2.4. In order to study this case we consider two test electrons A and B entering the
interaction region in the accelerating and decelerating phase as shown in Fig. 2.5
and Fig. 2.6, respectively.
As the orbital velocity of electron A increases due to the RF electric field,
its Larmor radius also increases following the relation ωc0 = v⊥/rL where v⊥ is the
electron orbital velocity and rL is its Larmor radius (see Fig.2.5a). Correspondingly,
the Larmor radius of electron B reduces (see Fig.2.6a). After a half gyro-cycle, the
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Figure 2.4: Structure for a gyro-peniotron oscillator operating in the TE0,2,1 cavity
mode. (Reproduced from [2])
Figure 2.5: Gyration of test electron A, entering in the decelerating phase, over one
period of the gyro-cycle for fundamental harmonic gyro-peniotron interaction
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Figure 2.6: Gyration of test electron B, entering in the accelerating phase, over one
period of the gyro-cycle for fundamental harmonic gyro-peniotron interaction
Figure 2.7: Gyro-peniotron interaction causing electron segregation accompanied by
guiding center motion
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phase of the RF electric field changes by 1800. Electron A will find itself in an
decelerating phase, but in a stronger electric field due to its larger Larmor radius
as can be seen in Fig. 2.5b. In contrast, after a half gyro-cycle, electron B will find
itself in an accelerating field, but in a weaker electric field due to its smaller Larmor
radius as can be seen from Fig. 2.6b. Thus, both electrons A and B encounter
stronger decelerating than accelerating electric fields in each gyro-cycle while their
Larmor radius progressively reduces as shown in Fig. 2.7.
An important consequence of this interaction mechanism is that the guiding
center of the electrons also moves away from its initial position after each gyro-cycle.
As can be observed from Fig. 2.7, the electron guiding centers move in different
directions which leads to electron segregation in contrast to electron bunching that
happens in gyrotron interaction. Another important observation to be made is that
though each electron is both decelerated as well as accelerated while interacting with
the RF electric field, the amount of deceleration is greater than acceleration for all
electrons. Thus, all electrons give up more energy than they take from the RF fields.
This leads to a very high efficiency interaction as there are no “bad” electrons that,
on an average, only absorb energy from the RF fields.
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Chapter 3
Dispersion relation for a CRM
In this chapter we present a dispersion relation developed in [28] for a CRM
amplifier with an annular electron beam in a cylindrical waveguide that includes
the effects of both O-type and M-type interactions discussed earlier. In chapter
4 and chapter 5 we will develop a nonlinear theory and a linear theory from first
principles for a CRM oscillator working close to cutoff. However, the purpose of
studying the dispersion relation presented in this chapter is to identify different
regimes of operation in a CRM depending on the electron beam position and other
beam characteristics. This dispersion relation is completely general and includes
both O-type and M-type interaction effects and is given by
(
ω2
c2
− k2z − k2⊥
)
= Iˆ
{
β2⊥ (ω
2 − k2zc2)
(∆ωs)
2 Os −
(ω − kzvz0)
(∆ωs)
Ms
}
. (3.1)
where ω is the angular frequency of operation, kz and k⊥ are the axial wavenumber
and waveguide cutoff wavenumber respectively. The quantitiy c is the velocity of
light in free space, β = v⊥/c, and v⊥ is the transverse velocity and vz0 is the electron
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axial velocity. The quantity Iˆ is a constant whose value depends on the electron
beam current and geometry of the interaction waveguide. The term ∆ωs is the
electron cyclotron detuning factor given by
∆ωs = ω − kzvz0 − sωc0, (3.2)
where s is the cyclotron harmonic resonance number and ωc0 is the electron cyclotron
frequency. Near resonance, ∆ωs ≃ 0. The terms Os and Ms are given by
Os = [Jm−s(k⊥Rc)J
′
s(k⊥rL)]
2
(3.3)
Ms = 2Os − 2k⊥rLJ2m−s(k⊥Rc)J ′s(k⊥rL)J ′′s (k⊥rL)−
k2⊥r
2
L
2
Ψ. (3.4)
The term Ψ in (3.4) is the factor that is responsible for peniotron interaction which
is given by
Ψ = − 2k
2
⊥
k⊥rL
{[
(m− s)J ′s+1(k⊥rL) +
s+ 1
k⊥rL
Js+1(k⊥rL)
]
Jm−(s+1)(k⊥Rc)
−
[
(m− s)J ′s−1(k⊥rL) +
s− 1
k⊥rL
Js−1(k⊥rL)
]
Jm−(s−1)(k⊥Rc)
−1
2
k⊥rL
[
J ′s+2(k⊥rL)J
2
m−(s+2)(k⊥Rc) + J
′
s−2(k⊥rL)J
2
m−(s−2)(k⊥Rc)
] }
.(3.5)
Here m is the azimuthal mode number, Rc is the electron guiding center radius and
rL is the electron Larmor radius.
The terms Os and Ms in the (3.1) are factors that contribute to the O-type
and M-type interaction respectively. In (3.1), we note that the term Os is divided by
(∆ωs)
2 while Ms is divided by (∆ωs). Thus, when the Os and Ms terms are of the
same order, O-type interaction dominates as ∆ωs is small. This, in general, is the
case for gyrotron operation when the term containing Ms in (3.1) may be neglected.
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There are various ways in which M-type interaction effects may be made visi-
ble:
• by positioning the beam where the interacting EM mode has very small O-
type interaction with the electron beam such that Jm−s(k⊥Rc) is very small.
This may be achieved by placing the electron guiding center on the “null” of
the EM field where the gyrotron coupling becomes zero.
• by operating far from waveguide cutoff when kz ≃ ω/c and
• by reducing the transverse component of the velocity β⊥0 which leads to a
reduced electron velocity pitch factor.
The Ms term contains factors that cause peniotron action associated with
the transverse drift of electron guiding centers. Depending on how the O-type
effects are suppressed, peniotron or auto-resonance or both effects become visible.
When the operation is close to waveguide cutoff (kz → 0) and when Jm−s(k⊥Rc)→
0, peniotron action dominates. When operation is far from cutoff (kz → ω/c),
autoresonance effects become visible.
At this point we wish to make a few comments on the linear theory that
has been published in the literature by various researchers to address the CRM
interaction in the linear regime (for example, see [28, 38, 30, 9, 27, 21, 31, 32, 33]).
In most of these works a linear equation similar to the dispersion relation (3.1) has
been derived to account for all possible interaction mechanisms in a CRM. However,
the emphasis in most papers is to study gyrotron interaction and very few papers
address the peniotron interaction specifically [27, 33].
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We have found that the dispersion relation presented in many papers does not
contain the term Ψ shown in (3.5) [27, 30, 31]. In the absence of the term Ψ, we can
see from (3.3) and (3.4) that both Os and Ms terms in (3.1) will become zero when
the electron beam is placed with its guiding center on the “null” of the operating
mode when Jm−s(k⊥Rc) = 0. Under these conditions the right hand side of (3.1)
becomes zero and one can expect no excitation of the EM mode. This implies that
a gyro-peniotron mode cannot be excited when the electron beam is placed where
Jm−s(k⊥Rc) = 0. Based on this implication, Vitello and Ko in their paper [27]
suggest that in order to excite a gyro-peniotron mode the beam guiding center has
to be positioned away from the null of the EM mode to be excited.
From (3.5) we see that the term Ψ will not become zero when Jm−s(k⊥Rc) = 0.
Thus, the dispersion equation (3.1) derived by Li et al., [28], shows that gyro-
peniotron mode can be excited even when the electron beam is placed where the
electron guiding center coincides with the null of the EM mode to be excited. Thus,
we see that there is a discrepancy in the literature about the possibility of exciting
a gyro-peniotron mode when Jm−s(k⊥Rc) = 0.
Do¨hler addresses this particular issue in [32, 33] where he shows that the term
Ψ in (3.4) is due to a dipole current caused by the periodic radial deformations of
the beamlets in the electron beam. He points out that when the aforementioned
dipole current is neglected as done by Chu et al., in [38], the term Ψ in (3.4) becomes
zero. Then excitation of a gyro-peniotron mode when Jm−s(k⊥Rc) = 0 cannot be
expected.
Therefore, it seems that the dipole current caused by the periodic deformation
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of the beamlets is not accounted for if the dispersion equation indicate that a gyro-
peniotron interaction is not possible when Jm−s(k⊥Rc) = 0. In deriving (3.1) Li et
al., [28], have accounted for the dipole current and we can see from (3.5) that Ψ 6= 0
when Jm−s(k⊥Rc) = 0, leading to the possibility of excitation of a gyro-peniotron
mode.
3.1 Regimes of operation of a gyro-device
The dispersion equation (3.1) is a fourth order equation in kz, with four roots.
Wave growth is possible when there exists a non-zero imaginary part for the roots
of the dispersion equation. Four different regimes of operation can be recognized
under which electron energy in a CRM device can be extracted for wave growth.
3.1.1 Gyrotron
When the device operates close to waveguide cutoff, kz → 0, the axial momen-
tum is constant and the axial bunching is negligible. Also, if the electron guiding
center is positioned for maximum interaction with the EM wave, for the given mode
Jm−s(k⊥Rc) is at its peak, the term Os will have a large value as can be seen from
(3.3). When the device operates in this regime, O-type interaction dominates and
it is known as the gyrotron regime. The electron interaction with the EM wave
depends on the relative phase between the individual electron and the wave. As
each electron is in relatively different phase with the wave, the changes in electron
energy is different for each electron. Thus, their cyclotron frequencies differ and
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electrons tend to bunch. When the cyclotron resonance mismatch between the EM
wave and the electron cyclotron frequency is in a proper range (ω − kzvz > sωc0),
the bunched electrons are decelerated by the EM wave causing growth in the EM
wave.
3.1.2 Peniotron
In a peniotron, as in a gyrotron, the device can operate close to cutoff. How-
ever, the electron guiding center is positioned where Jm−s(k⊥Rc) → 0, causing Os
term to become very small (see equation (3.3)), which suppresses O-type interac-
tion. Under this condition, electrons interact with the EM wave due to the M-type
interaction (the last term in RHS of (3.4)). This interaction causes the electrons to
both accelerate and decelerate in each gyro cycle. The electrons, on average, give up
more of their kinetic energy (decelerate) than absorb RF energy (accelerate) during
every electron gyro-cycle accompanied by a drift in the guiding center. As all elec-
trons interact in such a way as to, on an average over each gyro cycle, give up their
orbital kinetic energy, the maximum orbital conversion efficiency of a peniotron can
be much higher than in a gyrotron.
3.1.3 Cyclotron Auto-Resonant Maser (CARM)
When the electron guiding center is positioned for maximum interaction with
a given mode, but operated far from cutoff, the device is said to operate in the
Cyclotron Auto-Resonant Maser (CARM) regime. Though Jm−s(k⊥Rc) will be large
33
due to the electron beam position, due to operation far from cutoff when kz → ω/c
the coefficient of Os in (3.1) becomes small and O-type effects are suppressed making
M-type effects visible. However, the effect on the electrons will be different from that
of a peniotron. When kz → ω/c, the RF magnetic field interaction with the electrons
which is not visible in gyrotron and peniotron interactions becomes manifest. This
interaction which causes axial bunching of the electrons is also known as the Weibel
interaction. This bunching proceeds in such a way as to offset the orbital bunching
visible in a gyrotron. Thus, in this regime, due to the partial cancellation of the
orbital bunching by the axial bunching, O-type effects are partially suppressed.
However, as both orbital and axial velocity components of the electrons are involved
in the energy conversion process, there is a potential for large energy conversion
efficiency in a CARM.
3.1.4 Auto-Resonant Peniotron (ARP)
When the electron beam is positioned for peniotron operation and the oper-
ation is far from cutoff, Jm−s(k⊥Rc) → 0 and kz → ω/c. As can be seen from
(3.1) and (3.3), the O-type interaction can be more effectively suppressed. When
the device operates in this regime, it is called an auto-resonant peniotron. As in a
peniotron, there is no phase bunching of electrons, which can lead to high orbital
efficiency. In addition, due to the operation far from cutoff, the RF magnetic field
will assist in harnessing the electron energy in the axial velocity component of the
electrons. Thus a theoretical efficiency of 100% is possible in this regime which is
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known as the Auto-Resonant Peniotron (ARP) regime.
As we have seen, each of the four regimes of operation, viz., gyrotron, pe-
niotron, CARM and APR, is capable of converting electron energy into RF energy.
However, each regime has its own advantages and disadvantages. While, gyrotrons
have the least conversion efficiency possible of the four regimes, they can operate in
very high order modes. So, the interaction cavity dimensions can be large making
it possible to generate very high RF power in long pulse or CW operation. CARMs
can operate at higher order modes and have a capacity for high conversion efficiency,
but their operation is severely limited due to high sensitivity to electron velocity
spread. APRs have a very attractive possibility of 100% conversion efficiency. How-
ever, the problem of mode competition and sensitivity to electron velocity spread
limits its usefulness.
Peniotrons have proved to deliver power at high conversion efficiencies. In
order to deliver high powers like in gyrotrons, they have to be configured as gyro-
peniotrons in a smooth walled waveguide cavity [2]. But operation in high order
modes is not possible for a gyro-peniotron due to mode competition from gyrotron
modes. The power level at which a gyro-peniotron can work is limited as at low
order modes the interaction waveguide’s radius is small.
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Chapter 4
Nonlinear equations governing
electron beam-wave interaction
Generally, in a gyrotron interaction the electron “guiding centers” closely fol-
low the magnetic field lines. For an annular beam, all electrons in each beamlet
will gyrate about the same axis of rotation with very little change in the guiding
center radius. To reduce computational complexity, a gyrotron analysis is usually
carried out assuming that the guiding center radius remains constant throughout
the interaction for all electrons in a beamlet, with very little error [9]. Also, for a
gyrotron, the interaction between the beam and the RF wave closely satisfies the
condition ω ∼= sωc0 for many cyclotron orbits, where s is the cyclotron harmonic
number. The electrons have very little interaction with other harmonics and may be
neglected. Thus, we can use simple gyro-averaged equations to solve the equations
of motion in a gyrotron. This further saves computational time.
In contrast, in peniotron interactions the electrons in a beamlet do not follow a
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constant guiding center like in a gyrotron. Therefore, we have to include the guiding
center motion of the electrons also in the analysis of a peniotron. Also, peniotron
interactions involve more than one harmonic interaction [39]. Hence, we cannot
use gyro-averaged equations to solve the equations of motion as in the analysis of
a gyrotron. The number of harmonics that need to be considered depends on the
structure of the interaction region [39].
In this chapter we derive both the equations describing the gyro motion as well
as the guiding center motion of the electrons as the electrons stream down along the
axis of the interaction region while interacting with the RF wave. For completeness
we have included the effects of the RF magnetic field on the electron motion in
our derivation. However, when the device is operated close to the waveguide cutoff
number, as in gyrotrons and peniotrons, the effects of RF magnetic field may be
neglected. When the device operation is far from cutoff, as in Cyclotron Auto
Resonant Masers (CARM) and Auto Resonant Peniotrons (ARP), the effect of RF
magnetic field becomes very important. For successful operation far from cut-off,
the electron beam should have very small velocity spread (< 1%) which is generally
very hard to achieve [21]. In this study we restrict ourselves to studying the device
close to cut-off. Hence, in our analysis we neglect the effects of RF magnetic fields.
For high Q interaction cavities, it may be assumed that the electron transit
time is very small compared to the rise time (Q/ω) of the RF amplitude. Based on
this assumption we present a scheme to study the temporal evolution of EM modes,
which follows from the method given in [9].
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4.1 Guiding center formulation
For a mildly relativistic electron beam (such beams are generally used in gy-
rotrons), the equation describing electron motion may be written as (in Gaussian
units),
du
dt
+
e
m0
(
u
γc
× B0zˆ
)
= a (4.1)
where
a = − e
γm0
(
E1 +
u
c
×B1
)
Subscripts “0” and “1” denote DC and RF terms, respectively. e is the electron
charge, m0 is the electron rest mass, c is the velocity of light in free space, B0 is the
external magnetic field and γ is the relativistic mass factor. u = γv, where v is the
electron velocity. We will be assuming that the nature of the electron trajectories
does not change substantially in the presence of RF fields from the unperturbed
trajectories [39].
r and u can be written as a vector combination of “perpendicular” and “axial”
components.
r = r⊥ + zzˆ
u = u⊥ + uzzˆ
where r⊥ = xxˆ + yyˆ and u⊥ = uxxˆ + uyyˆ. From Fig.4.1 we see that the transverse
position vector may be written as a combination of the guiding center position
(X, Y ), Larmor radius rL and gyro-phase θ.
r⊥ = (X + rL cos θ)xˆ+ (Y + rL sin θ)yˆ. (4.2)
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The amplitude of u⊥ may be written as
|u⊥| = ut = rLΩ0, (4.3)
where Ω0 = eB0/m0c. (Note that ωc = Ω0/γ. For the present analysis it is conve-
nient to show the relativistic factor γ explicitly in the denominator of the cyclotron
frequency).
Figure 4.1: Projection of the electron orbit on the cross-sectional plane of the inter-
action region showing the guiding center ((X,Y) or (Rc, α)), electron position ((r, ψ)
in waveguide frame and (rL, θ) in guiding center frame) and transverse component
of u
From Fig. 4.1 we see that ux = −ut sin θ and uy = ut cos θ. Then,
u⊥ = −ut sin θxˆ+ ut cos θyˆ. (4.4)
In complex notation, we define
r⊥ = x+ iy = X + iY + rLe
iθ (4.5)
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and
u⊥ = γ
dr⊥
dt
= iute
iθ (4.6)
From (4.3), (4.5) and (4.6),
dX
dt
+ i
dY
dt
= −
[
drL
dt
+ irL
(
dθ
dt
− Ω0
γ
)]
eiθ. (4.7)
Separating real and imaginary parts in (4.7), we have
dX
dt
= −drL
dt
cos θ + rL
(
dθ
dt
− Ω0
γ
)
sin θ
dY
dt
= −drL
dt
sin θ − rL
(
dθ
dt
− Ω0
γ
)
cos θ (4.8)
The axial velocity of the electron is given by
dz
dt
=
uz
γ
(4.9)
Separating the “perpendicular” and “axial” components of motion in (4.1), we
have in complex notation
du⊥
dt
− iΩ0
γ
u⊥ = ax + iay (4.10)
duz
dt
= az (4.11)
Combining (4.3) and (4.10) and separating real and imaginary parts, we get
dut
dt
= ay cos θ − ax sin θ (4.12)
dθ
dt
=
Ω0
γ
− 1
ut
(ax cos θ + ay sin θ) (4.13)
and
duz
dt
= az. (4.14)
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Equations (4.8), (4.9), (4.11), (4.12) and (4.13) form a complete set of equa-
tions for the electron motion with the appropriate RF acceleration components:
ax = − e
m0
[
Ex +
uyBz
cγ
− uzBy
cγ
]
ay = − e
m0
[
Ey +
uxBz
cγ
− uzBx
cγ
]
az = − e
m0
[
Ez +
uyBx
cγ
− uxBy
cγ
]
. (4.15)
For a cylindrical waveguide the RF fields may be considered as a sum of many
cylindrical modes which are (we consider only TE modes with the axis of reference
at the center of the waveguide)
Er =
∑
m
iE0m
(
mJm(k⊥mr)
k⊥mr
)
fm(z)e
i(ωmt−mψ+ϕm)
Eψ =
∑
m
E0mfm(z)J
′
m(k⊥mr)e
i(ωmt−mψ+ϕm)
Ez = 0
Bψ = −
∑
m
E0mc
ωm
(
mJm(k⊥mr)
k⊥mr
)
dfm(z)
dz
ei(ωmt−mψ+ϕm)
Br = −
∑
m
i
E0mc
ωm
dfm(z)
dz
J ′m(k⊥mr)e
i(ωmt−mψ+ϕm)
Bz = −
∑
m
i
k⊥mE0mc
ωm
Jm(k⊥mr)fm(z)e
i(ωmt−mψ+ϕm), (4.16)
where m,E0m , ωm, k⊥m, ϕm and fm(z) are the azimuthal mode number, field ampli-
tude, angular frequency, cutoff wave number, phase and axial field profile for a given
mode, respectively.
It is convenient to move the reference from the center of the cylindrical waveguide
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Figure 4.2: Projection of the electron orbit on the cross-sectional plane of the inter-
action region showing the guiding center ((X,Y) or (Rc, α)), electron position ((r, ψ)
in waveguide frame and (rL, θ) in guiding center frame), RF electric field in the
waveguide frame (Er, Eψ) and guiding center frame (E˜r, E˜θ)
to the electron guiding center, we use Graf’s theorem (see for example [40])
E˜r =
∑
m
∞∑
s=−∞
iE0mfm(z)Jm−s(k⊥mRc)
(
sJs(k⊥mrL)
k⊥mrL
)
ei(ωmt−s(θ−α)−mα+ϕm)
E˜θ =
∑
m
∞∑
s=−∞
E0mfm(z)Jm−s(k⊥mRc)J
′
s(k⊥mrL)e
i(ωmt−s(θ−α)−mα+ϕm)
E˜z = 0 (4.17)
B˜θ = −
∑
m
∞∑
s=−∞
E0mc
ωm
Jm−s(k⊥mRc)
(
sJs(k⊥mrL)
k⊥mrL
)
dfm(z)
dz
ei(ωmt−s(θ−α)−mα+ϕm)
B˜r = −
∑
m
∞∑
s=−∞
i
E0mc
ωm
Jm−s(k⊥mRc)
dfm(z)
dz
J ′s(k⊥mrL)e
i(ωmt−s(θ−α)−mα+ϕm)
B˜z = −
∑
m
∞∑
s=−∞
i
k⊥mE0mc
ωm
Jm−s(k⊥mRc)Js(k⊥mrL)fm(z)e
i(ωmt−s(θ−α)−mα+ϕm).
From Fig.4.2
Ax = A˜r cos θ − A˜θ sin θ
Ay = A˜θ cos θ + A˜r sin θ (4.18)
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where A˜ represents either E or B RF fields, in the reference frame of the guiding
center.
Combining (4.12)-(4.14), (4.15) and (4.18), we get
dut
dt
= − e
m0
(
E˜θ +
uzB˜r
cγ
)
dθ
dt
=
Ω0
γ
+
e
m0ut
(
E˜r +
utB˜θ
cγ
)
duz
dt
=
e
m0
utB˜r
cγ
(4.19)
In the next section we will be considering the temporal evolution of EM modes.
For cavities with a large Q-factor, the time evolution of the modes is much slower
than the electron transit time through the cavity. In order to distinguish the two
time scales, for convinience, we change the variable t in (4.8), (4.9) and(4.19) to the
variable z by the following transformation.
d
dt
=
uz
γ
d
dz
.
Using this transformation in (4.19), combining it with (4.17) and taking only the
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real parts, we have
dut
dz
= − e
m0
Re
{∑
m
s=∞∑
s=−∞
E0mJm−s(k⊥mRc)
J ′s(k⊥mrL)
[
|fm(z)|
(
γ
uz
− 1
ωm
dζ(z)
dz
)
− iuzkz
γωm
− i kz
ωm
d|fm(z)|
dz
]
eiχm
}
dθ
dz
=
Ω0
uz
+
e
utm0
Re
{∑
m
s=∞∑
s=−∞
E0mJm−s(k⊥mRc)
(
1
ωm
sJs(k⊥mrL)
k⊥mrL
d|fm(z)|
dz
+i
[
γ
uz
sJs(k⊥mrL)
k⊥mrL
− ut
k ⊥m
uzωmJs(k⊥mrL)
1
ωm
sJs(k⊥mrL)
k⊥mrL
dζ(z)
dz
]
|fm(z)|
)
eiχm
}
duz
dz
= − eutkz
m0uzωm
Re
{∑
m
s=∞∑
s=−∞
iE0mJm−s(k⊥mRc)J
′
s(k⊥mrL)
(
d|fm(z)|
dz
− i|fm(z)|dζ
dz
)
eiχm
}
(4.20)
where χm = ωmt − s(θ − α) −mα + ϕm − ζm and we have assumed a field profile
fm(z) of the form
fm(z) = |fm(z)|e−iζm(z)
Transforming the equations governing the guiding center motion, (4.8), we get,
dX
dz
= −drL
dz
cos θ + rL
(
dθ
dz
− Ω0
uz
)
sin θ
dY
dz
= −drL
dz
sin θ − rL
(
dθ
dz
− Ω0
uz
)
cos θ
dt
dz
=
γ
uz
. (4.21)
(4.20) and (4.21) form a set of equations describing electron motion inside a cylin-
drical cavity in the presence of interacting RF fields. It will be useful to remem-
ber that equations (4.20) and (4.21) are coupled through θ as well as because
dut/dz = Ω0drL/dz.
The axial field profile fm(z) depends on the interaction cavity structure and
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also the interaction process between the electrons and the wave. Therefore, for a self-
consistent analysis of the electron interaction with the EM wave, a wave equation in
fm(z) has to be solved with (4.20) and (4.21) along with the boundary conditions at
the input and output ends of the interaction region. A search procedure is required
to find fm(z) such that the boundary conditions are satisfied.
For multi-mode analysis, the procedure to find the axial field profile for all the
modes self consistently as described above becomes computationally highly intensive
not only because of the difficulty in matching the number of boundary conditions but
also because the total number of electrons to be considered for multimode simulation
is quite large (for example see Chapter 4 in [41]). There are self-consistent efficient
codes like MAGY that can handle multimode analysis for gyrotrons. However, at
the present writing MAGY does not have the capability to study gyro-peniotron
effects.
To circumvent this problem, we make a simplifying assumption. We assume
that the axial field profile fm(z) is fixed and does not change due to the interaction
between the electrons and the wave. Such an assumption is valid when the diffraction
Q-factor is large. Indeed, modern gyrotrons usually have a large diffraction Q.
The diffraction Q becomes large when there are large reflections of the EM modes
from both ends of the interaction cavity. When the diffraction Q is large the axial
structure is fixed and is not changed significantly by the electron beam. In the case
of high Q cavities, the axial field profile does not change significantly from the “cold”
cavity field profile (i.e., field profile when there is no beam) [9]. A cold cavity field
profile is in many cases close to a Gaussian corresponding to a cavity length [35].
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We shall therefore use a Gaussian as the fixed axial field profile in all our studies of
the gyro-peniotron.
4.2 Multi-mode analysis
The complex amplitude of any RF mode Em(t) inside the interaction cavity
is a function of time due to the interaction of the modes with the electron beam.
Though the amplitudes of electric and magnetic fields are usually assumed to be the
same, strictly speaking, they are different. The electric and magnetic fields inside a
resonator cavity when all the modes present are taken into account is of the form:
E =
∑
m
Re
{
CmEm(r)e
iωmt
}
, B =
∑
m
Re
{
DmBm(r)e
iωmt
}
(4.22)
Using (4.22) in Maxwell’s equations
∇×B = 1
c
∑
m
Re
{[
dCm
dts
+ iωmCm
]
Eme
iωmt + 4pijωm
}
∇×E = −1
c
∑
m
Re
{[
dDm
dts
+ iωmDm
]
Bme
iωmt
}
, (4.23)
where ωm is the angular frequency of the mode in the presence of the electron beam.
ts represents the time in “slow” time scale while t (without subscript) represents
time in the “fast” time scale. For a “cold” (no beam present) open resonator
∇×Bm = iωm0
c
Em, ∇× Em = −iωm0
c
Bm. (4.24)
Here ωm0 is the cold cavity eigenfrequency for the resonator. Taking the curl of
(4.22) while using (4.24) and equating it to (4.23), we get
iDmωm0Em =
(
dCm
dts
+ iωmCm
)
Em + 4pijωm (4.25)
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Cm =
1
ωm0
{
ωmDm − idDm
dts
}
(4.26)
Putting (4.26) in (4.25)
iDmωm0Em =
[
1
ωm0
(
ωm
dDm
dts
− id
2Dm
dt2s
)
+ i
ωm
ωm0
(
ωmDm − idDm
dt
)]
Em + 4pijωm
(4.27)
Considering the fact that ωmDm >> |dDm/dt|, ωmdDm/dts >> |d2Dm/dt2s|, we get[
dDm
dts
+ i(ωm − ωm0)Dm
]
Em = −4pijωm . (4.28)
We have assumed that the mode frequency ωm does not vary much from the cold
cavity frequency ωm0 . So, in getting (4.28) we have assumed ωm/ωm0 ≃ 1. Multi-
plying both sides by E∗
m
and integrating over the resonator volume and introducing
the norm of the operating mode
Nm =
1
8pi
∫
V
|Em|2dV = 1
8pi
∫
V
|Bm|2dV
for orthogonal modes we have,
dDm
dts
+ i(ωm − ωm0)Dm = −
1
2Nm
∫
V
jωm · E∗mdV (4.29)
As we are considering only TE modes, the integral in (4.29) becomes:
∫
V
jωm · E∗mdV =
∫
V
jωm
⊥
E∗mdV (4.30)
where
jωm
⊥
=
1
2pi
∫ 2pi
0
j⊥(r, t)e
−iωmtd(ωmt)
and
j⊥ = − I0
uz0
u⊥(r, t)
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The electric field along the perpendicular motion of the electron is
E∗m = f
∗
m(z)
s=∞∑
s=−∞
J ′s(k⊥mrL)Jm−s(k⊥mRc)e
−i[(s−m)α−sθ] (4.31)
Equation (4.30) can be written as
∫
V
jωm · E∗mdV =
1
(2pi)3
∫ 2pi
0
d(ωmts)j⊥(r, t)e
−iωmt
×
∫ 2pi
0
dθ
∫ 2pi
0
dα
∫ L/2
−L/2
dz|Em|ei[s(θ−α)+mα−ϕm]. (4.32)
As the electrons are discretely distributed, we write the integral in (4.32) as a
summation over ωmt, θ and α to account for the distribution of electrons in time
and space.
∫
V
jωm · E∗mdV =
1
NθpNtqNαr
∑
p,q,r
∫ L/2
−L/2
dz
I0
uz0
u⊥|Em|ei[s(θp−αr)+mαr−ωtq−ϕm], (4.33)
where Nθp, Ntq , and Nαr are the number of electrons distributed about the gyro
angle, time and azimuth, respectively. p, q and r subscripts represent the corre-
sponding electrons. For cylindrical cavities, the norm Nm is
Nm =
c2
4ω2m
(ν2m,p −m2)J2m(νm,p)
∫ L/2
−L/2
|fm(z)|2dz (4.34)
The complex frequency for the mth mode inside the cavity may be written as
ωm0 = ω
′
m0
+ i
ω′m0
2Qm
where Qm is the Q-factor for the m
th mode. For a high Q cavity we can, to a good
approximation, assume that the real part of the cold cavity frequency ω′m0 is equal
to ωm. Putting (4.33) and (4.34) in (4.29) and taking the amplitude of the electric
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field for the mth mode as E0m = Dm, we have
dE0m
dts
= − ωm
2Qm
E0m +
2ω2mI0
NθpNtqNαruz0c
2(ν2m,p −m2)J2m(νm,p)
∫ L/2
−L/2
|fm(z)|2dz
·
∑
p,q,r
∫ L/2
−L/2
u⊥f
∗
m(z)
s=∞∑
s=−∞
Jm−s(k⊥Rc)J
′
s(k⊥mrL)e
i[s(θp−αr)+mαr−ωtq−ϕm]
(4.35)
4.3 Method of solution
In this work we are interested only in the operation of a gyrotron and a gyro-
peniotron. As the RF magnetic fields have negligible effect on the working of a
CRM in these regimes of operation, we will neglect their effects. In this section we
rewrite (4.20) in a normalized form where we neglect RF magnetic fields. All our
calculations in the next chapter will be based on the equations presented in this
section.
We make the following normalizations:
rL =
rL
a
, Rc =
Rc
a
, X =
X
a
, Y =
Y
a
, z =
z
a
, u =
u
c
k = ka, t = tω, ω =
aω
c
, E0 =
ea
m0c2
E0, I0 =
2e
m0c3
I0
Using the above normalizations in (4.20), (4.21) and (4.35) and neglecting the
effect of RF magnetic fields, we get the following set of equations that may be used
for multimode studies of gyrotrons or gyro-peniotrons.
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dut
dz
= − γ
uz
Re
{∑
m
s=∞∑
s=−∞
E0mJm−s(k⊥Rc)J
′
s(k⊥rL)|f(z)|eiχm
}
dθ
dz
=
Ω0
uz
− γ
uzut
Re
{∑
m
s=∞∑
s=−∞
iE0mJm−s(k⊥Rc)
sJs(k⊥rL)
k⊥rL
|f(z)|eiχm
}
duz
dz
= 0 (4.36)
dX
dz
= − 1
Ω0
[
dut
dz
cos θ − ut
(
dθ
dz
− Ω0
uz
)
sin θ
]
dY
dz
= − 1
Ω0
[
dut
dz
sin θ + ut
(
dθ
dz
− Ω0
uz
)
cos θ
]
dt
dz
=
γω
uz
, (4.37)
where χm = t−s(θ−α)−mαr+ϕm−ζm. In writing (4.37) we have replaced rL with
ut/ω0. (4.36) and (4.37) are true for any electron. The solution for each electron
in the fast time scale for the equations (4.36) and (4.37) are used in the slow time
scale equation given below. The electrons are assumed to be uniformly distributed
in t, θ and α before they enter the interaction region.
Rewriting (4.35) using the normalized quantities, we get
dE0m
dts
= −E0m
2Qm
+
ωmI0
NθpNtqNαruz0(ν
2
m,p −m2)J2m(νm,p)
∫ L/2
−L/2
|fm(z)|2dz
·
∑
p,q,r
∫ L/2
−L/2
u⊥f
∗
m(z)
s=∞∑
s=−∞
Jm−s(k⊥Rc)J
′
s(k⊥mrL)e
i[s(θp−αr)+mαr−tq−ϕm]dz
(4.38)
Equations (4.36) and (4.37) form a set of ordinary differential equations which
have to be solved simultaneously. It is assumed that the electrons propagate through
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the interaction cavity much faster than the cavity fill time. So, in this time scale, it
is assumed that the amplitude of the RF fields do not change as each set of electrons
traverse through out the interaction region. Therefore, the solution of (4.36) and
(4.37) can be used in (4.38) to estimate the change in the amplitude of the RF
electric field for a given mode for each increment in time step in the slower time
scale (ts).
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Chapter 5
Linearization of equations
governing electron beam-wave
interaction
In the previous chapter we derived a set of non-linear differential equations
describing the electron motion inside an EM field cavity assuming a fixed axial field
profile for the EM field. We have also derived an equation to calculate the time
evolution of a given mode (equation (4.38)). In this chapter we will linearize the
set of equations (4.36) - (4.38) to study the starting conditions for a given mode
for different beam parameters. The linearization process assumes that there is no
interaction between orthogonal EM modes in the linear regime.
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5.1 Basic equations
For convenience we rewrite (4.36) - (4.38) for a single mode in the following
form:
dut
dz
= −F 1Re
{∑
s′
J (s
′)
u f(z)e
iχs′
}
dθ
dz
=
Ω0
uz0
− F 1
ut0
Re
{∑
s′
iJ
(s′)
θ f(z)e
iχs′
}
duz0
dz
= 0 (5.1)
dX
dz
= −F 1
Ω0
Re
{∑
s′
f(z)
[
J (s
′)
u cos θ + iJ
(s′)
θ sin θ
]
eiχs′
}
dY
dz
= −F 1
Ω0
Re
{∑
s′
f(z)
[
J (s
′)
u sin θ − iJ (s
′)
θ cos θ
]
eiχs′
}
dt
dz
=
γω
uz0
(5.2)
dF 1
dts
= −F 1
2Q
+ IˆS, (5.3)
where
F 1 =
γ0E0
uz0
(5.4)
Iˆ =
γ0ωI0
u2z0(ν
2 −m2)J2m(νm,p)
∫ L/2
−L/2
|f(z)|2dz
(5.5)
S =
1
NθpNtq
∑
p,q
∫ L/2
−L/2
utf
∗(z)
∑
s′′
J (s
′′)
u e
−iχs′′dz. (5.6)
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Nθp, Ntq are the total number of electrons initially uniformly distributed in θ and t,
respectively.
χs′ = −γ0ω
uz0
z − s′(θ + θp0) + (s′ −m)α + tq0
χs′′ = −γ0ω
uz0
z − s′′(θ + θp0) + (s′′ −m)α + tq0. (5.7)
We have assumed that the initial phase of the RF field is arbitrarily zero, θp0 and
tq0 represent the initial phase of the pth and qth electrons distributed in θ and t,
respectively.
J (s
′)
u = Jm−s′(k⊥Rc)J
′
s′(k⊥rL) (5.8)
J
(s′)
θ = Jm−s′(k⊥Rc)
s′Js′(k⊥rL)
k⊥rL
(5.9)
F 1 =
γ0E0
uz0
(5.10)
s′ and s′′ represent the cyclotron harmonics considered in the “fast” and “slow” time
scales, respectively.
5.2 Linearization
In the linear regime we can represent the position, phase and momentum of
the electrons as a sum of unperturbed and perturbed quantities. The perturbation
is due to the fields of the EM mode under consideration. We will distinguish the
unperturbed and perturbed quantities with a “0” and “1” in the subscript. Thus,
we write the normalized momentum, phase and normalized guiding center position
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of the electron as follows:
ut = ut0+ut1 , θ = θ0+
Ωp0
uz0
z+θ1, X = X0+X1, Rc1 =
X0X1 + Y 0Y 1
Rc0
= X1 cosα0+Y 1 sinα0,
α = tan−1
[
Y 0
X0
+
Y 1
X0
− Y 0X1
X
2
0
]
. (5.11)
In a cylindrical cavity structure that we are considering, due to cylindrical symmetry
every beamlet in the annular electron beam experiences the same perturbation.
Therefore, we can consider only one beamlet for our analysis. Without loss of
generality, we will assume that the initial guiding center of the beamlet lies on the
X-axis. So, Y 0 = 0 and
Rc1 = X1, α1 = tan
−1 Y 1
X0
≃ Y 1
X0
. (5.12)
Using (5.11) and (5.12) we can write J
(s′′)
u and χs′′ by Taylor expansion as
J (s
′′)
u = Jm−s′′(k⊥Rc0)
{
J ′s′′(k⊥rL0) +
k⊥ut1
Ω0
J ′′s′′(k⊥rL0)
}
+k⊥Rc1J
′
m−s′′(k⊥Rc0)Js′′(k⊥rL0) (5.13)
χs′′ = χs′′0 + χs′′1 (5.14)
where
χs′′0 = ∆ωs′′z − s′′θp0 + tq0 + ζ, χs′′1 =
γ1ω
uz0
z − s′′θ1 + (s′′ −m)α1
∆ωs =
γ0ω
uz0
− sΩ0
uz0
.
As χs′′1 is small we can write
eiχs′′ ≃ eiχs′′0 {1 + iχs′′1} (5.15)
55
The relativistic factor γ can be expressed as
γ = γ0 + γ1 = γ0 +
ut0
γ0
ut1 . (5.16)
The change in gyro angle θ with the axial coordinate can be written as the sum of
unperturbed and perturbed parts as
dθ
dz
=
dθ0
dz
+
dθ1
dz
where the unperturbed part is given by
dθ0
dz
=
Ω0
uz0
and so the perturbed part is then given by (from (5.1))
dθ1
dz
= −F 1
ut0
Re
{∑
s′
iJ
(s′)
θ f(z)e
iχs′
}
. (5.17)
The axial field profile f(z) can be written as a Fourier integral:
f(z) =
∫ ∞
−∞
dk
2pi
f(k)eikz. (5.18)
Using (5.16), (5.17) and (5.18) in (5.1) and (5.2) and integrating with respect to z,
we get
ut1 = −F 1
∑
s′
J (s
′)
u Re
{∫ ∞
−∞
dkf(k)
2pii
ei(kz+χs′)
k +∆ωs′
}
(5.19)
θ1 = −F 1
ut0
∑
s′
J
(s′)
θ Re
{∫ ∞
−∞
dkf(k)
2pi
ei(kz+χs′)
k +∆ωs′
}
(5.20)
X1 =
F 1
2Ω0
∑
s′
Re
{∫ ∞
−∞
dkf(k)
2pii
ei(kz+χs′ )(J (s′)u + J (s′)θ )e−i Ω0uz0 z
k +∆ωs′−1
+
(J
(s′)
u − J (s′)θ )e
i
Ω0
uz0
z
k +∆ωs′+1
} (5.21)
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Y 1 =
F 1
2Ω0
∑
s′
Re
{∫ ∞
−∞
dkf(k)
2pi
ei(kz+χs′)(J (s′)u + J (s′)θ )e−i Ω0uz0 z
k +∆ωs′−1
− (J
(s′)
u − J (s′)θ )e
i
Ω0
uz0
z
k +∆ωs′+1
} (5.22)
t1 = −F 1ωut0
γ0uz0
∑
s′
J (s
′)
u Re
{∫ ∞
−∞
dkf(k)
2pi
ei(kz+χs′ )
(k +∆ωs′)2
}
(5.23)
In (5.21) and (5.22) we have used the identity
eiA cosB =
1
2
{
ei(A−B) + ei(A+B)
}
, eiA sinB =
i
2
{
ei(A−B) − ei(A+B)} (5.24)
5.3 Evaluation of the source terms
The source term S given in (5.6) can be written as
S = Sgyro + Spenio (5.25)
where
Sgyro =
1
NθpNtq
∑
p,q
∫ L/2
−L/2
dzf ∗(z)
∑
s′′
{
ut1J
(s′′)
Su
+ iut0
(
t1 − s′′θ1
)
J (s
′′)
u
}
e−iχs′′
(5.26)
Spenio =
ut0k⊥
NθpNtq
∑
p,q
∫ L/2
−L/2
dzf ∗(z)
∑
s′′
{
X1J
(s′′)
SR
+ iY 1J
(s′′)
Sα
}
e−iχs′′ . (5.27)
Sgyro and Spenio represent the source terms that contribute to the O-type (gyrotron)
and M-type (peniotron) interactions respectively. The terms J
(s′′)
Su
, J
(s′′)
SR
and J
(s′′)
Sα
are given by
J
(s′′)
Su
= Jm−s′′
(
k⊥Rc0
){
J ′m−s′′
(
k⊥rL0
)
+
k⊥ut0
Ω0
J ′′s′′
(
k⊥rL0
)}
J
(s′′)
SR
= J ′m−s′′
(
k⊥Rc0
)
J ′s′′
(
k⊥rL0
)
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J
(s′′)
Sα
=
Jm−s′′−1
(
k⊥Rc0
)
+ Jm−s′′+1
(
k⊥Rc0
)
2
J ′s′′
(
k⊥rL0
)
.
In order to evaluate Sgyro, we put (5.19), (5.20) and (5.23) into (5.26) and using
the identity (5.24), we find that the resulting relation has terms with ei(χs′+χs′′) and
ei(χs′−χs′′ ). The terms in the argument of the exponents are given by
χs′ + χs′′ = (∆ωs′ +∆ωs′′)z − (s′ + s′′)θp0 + 2tq0
χs′ − χs′′ = (∆ωs′ −∆ωs′′)z − (s′ − s′′)θp0 . (5.28)
As the electrons are assumed to be uniformly distributed in t and θ before they
enter the interaction region, we see from (5.28) that the average over initial phases
in (5.26) for all values of s′ and s′′ is zero except when
s = s′ = s′′
where s is the cyclotron harmonic number at which the device operates.
As the next step in evaluating Sgyro, we observe that in (5.26) the integration
over the axial coordinate z is given by
Iz =
∫ L/2
−L/2
f ∗(z)eikz. (5.29)
All other terms are have no z dependence in the linear regime and are not affected
by the integration. CRM oscillators usually consist of open resonator cavities and
so the axial structure of the RF field, f(z), can be approximated by a Gaussian
function:
f(z) = e−(
2z
L
)
2
. (5.30)
58
For a Gaussian function the limits of integration in (5.29) may be extended to −∞
to +∞ with little error. Thus,
Iz =
∫ ∞
−∞
f ∗(z)eikz =
L
2
√
pie−
k2L
2
16 . (5.31)
After performing the procedures given above and noting that the Fourier transform
f(k) in (5.19), (5.20) and (5.23) is given by
f(k) =
L
√
pi
4
e−
k2L
2
16 , (5.32)
we get the following relation for Sgyro:
Sgyro = −F 1L
2
32
Jsu
Re
{
i
[
J
(s)
Su
+ sJ
(s)
θ
] ∫ ∞
−∞
dk
e−
k2L
2
8
k +∆ωs
− ω u
2
t0
J
(s)
u
γ0uz0
∫ ∞
−∞
dk
e−
k2L
2
8
(k +∆ωs)2
}
.(5.33)
When integrated with respect to k, the other terms inside the argument of Re{ } in
(5.33) become imaginary and are therefore neglected. The second integral in (5.33)
has a double pole at k = −∆ωs. So, we integrate by parts to get
∫ ∞
−∞
dk
e−
k2L
2
16
(k +∆ωs)2
= − e
− k
2L
2
16
(k +∆ωs)
∣∣∣∣∣
∞
−∞
− L
2
4
∫ ∞
−∞
dk
ke−
k2L
2
16
k +∆ωs
. (5.34)
The first part of (5.34) is equal to zero at the limits of integration. Thus we have
reduced (5.33) to an equation with a single pole in the denominator.
The integral over k in (5.33) involves a pole in the path of integration. As we
are interested only in the imaginary part of the solution (the real part is multiplied
by an i in the argument of Re{ } in (5.33)), we may simply take half the residue of
the integral evaluated at k = −∆ωs (this will involve a multiplication by a factor of
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pii). Thus we get the following relation for the source due to O-type effects.
Sgyro = −F 1piL
2
32
e−
(∆ωsL)
2
8
{
J (s)u
[
J
(s)
Su
+ sJ
(s)
θ −
L
2
∆ωsω u
2
t0
4γ0uz0
J (s)u
]}
(5.35)
Now we proceed to evaluate the source term due to M-type effects, Spenio.
Putting (5.21) and (5.22) into (5.27) and again using the identity (5.24), we find that
the resulting relation has terms with exp i(χs′ + χs′′) ± i Ω0uz0 and exp i(χs′ − χs′′) ±
i Ω0
uz0
. The terms in the argument of the exponents are given by
χs′ + χs′′ ± Ω0
uz0
z =
(
∆ωs′ +∆ωs′′ ± Ω0
uz0
)
z − (s′ + s′′ ∓ 1)θp0 + 2tq0
χs′ − χs′′ ± Ω0
uz0
z =
(
∆ωs′ −∆ωs′′ ± Ω0
uz0
)
z − (s′ − s′′ ∓ 1)θp0. (5.36)
Assuming an initial uniform distribution of electrons in t and θ, we see from (5.36)
that the average over initial phases in (5.27) for all values of s′ and s′′ is zero except
when
s′′ = s′ ∓ 1.
Then,
∆ωs′ −∆ωs′′ ± Ω0
uz0
= 0.
After performing the same operation that led to (5.31), we get the following relation
for Spenio.
Spenio = −F 1ut0k⊥L
2
64Ω0
∑
s′[
Re
{
i
[(
J
(s′+1)
SR
− J (s′+1)Sα
)(
J (s
′)
u − J (s
′)
θ
)∫ ∞
−∞
dk
e−
k
2
L
2
8
k +∆ωs′ − Ω0uz0
+
(
J
(s′−1)
SR
+ J
(s′−1)
Sα
)(
J (s
′)
u + J
(s′)
θ
)∫ ∞
−∞
dk
e−
k
2
L
2
8
k +∆ωs′ +
Ω0
uz0
]}]
(5.37)
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Other terms inside the argument of Re{ } become imaginary and so are neglected.
In (5.37) there are poles at k = −∆ωs′ + Ω0uz0 and k = −∆ωs′ −
Ω0
uz0
in the path of
integration in the first and second integral, respectively of (5.37). Therefore, using
Cauchy’s path integral formula we get
Spenio =
F 1ut0k⊥L
2
64Ω0
∑
s′[(
J
(s′+1)
SR
− J (s′+1)Sα
)(
J (s
′)
u − J (s
′)
θ
)
e
−

∆ωs′−
Ω0
uz0
2
L
2
8
+
(
J
(s′−1)
SR
+ J
(s′−1)
Sα
)(
J (s
′)
u + J
(s′)
θ
)
e
−

∆ωs′+
Ω0
uz0
2
L
2
8
]
(5.38)
As the device operates at the sth cyclotron harmonic, at resonance s′ = s− 1 and
s′ = s+1 in the first and second part of (5.38), respectively. All other terms become
negligible and we do not consider them. Therefore, we get the following relation for
Spenio:
Spenio =
F 1ut0k⊥L
2
64Ω0
e(∆ωs)
2 L
2
8[(
J
(s)
SR
− J (s)Sα
)(
J (s−1)u − J (s−1)θ
)
+
(
J
(s)
SR
+ J
(s)
Sα
)(
J (s+1)u + J
(s+1)
θ
)]
(5.39)
61
We can now write the complete source term S by combining Sgyro and Spenio
which is given by
S
F 1
= −piL
2
32
exp
{
−(∆ωsL)
2
8
}{
J (s)u
[
J
(s)
Su
+ sJ
(s)
θ −
L
2
∆ωsω u
2
t0
4γ0uz0
J (s)u
]
+
k⊥ut0
2Ω0
[(
J
(s)
SR
− J (s)Sα
)(
J (s−1)u − J (s−1)θ
)
+
(
J
(s)
SR
+ J
(s)
Sα
)(
J (s+1)u + J
(s+1)
θ
)]}
(5.40)
For convenience, below we rewrite all the “J” terms in (5.40) that we have defined
earlier.
J (s)u = Jm−s(k⊥Rc0)J
′
s(k⊥rL0)
J
(s)
θ = Jm−s(k⊥Rc0)
sJs(k⊥rL0)
k⊥rL0
J (s+1)u = Jm−(s+1)(k⊥Rc0)J
′
s+1(k⊥rL0)
J
(s+1)
θ = Jm−(s+1)(k⊥Rc0)
(s+ 1)Js+1(k⊥rL0)
k⊥rL0
J (s−1)u = Jm−(s−1)(k⊥Rc0)J
′
s−1(k⊥rL0)
J
(s−1)
θ = Jm−(s−1)(k⊥Rc0)
(s− 1)Js−1(k⊥rL0)
k⊥rL0
J
(s)
Su
= Jm−s
(
k⊥Rc0
){
J ′m−s
(
k⊥rL0
)
+
k⊥ut0
Ω0
J ′′s
(
k⊥rL0
)}
J
(s)
SR
= J ′m−s
(
k⊥Rc0
)
J ′s
(
k⊥rL0
)
J
(s)
Sα
=
Jm−s−1
(
k⊥Rc0
)
+ Jm−s+1
(
k⊥Rc0
)
2
J ′s
(
k⊥rL0
)
.
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5.4 Starting conditions
The starting conditions for the self excitation of the device are fulfilled when
the combined RF losses in the interaction cavity equal the RF gain due to the
electron beam-wave interaction. Under such conditions the left hand side of (5.3)
becomes zero and we can write the energy balance equation as
2IˆQ S
F 1
= 1 (5.41)
Using (5.41) we can calculate the self excitation conditions for a given mode.
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Chapter 6
Studies on a gyro-peniotron
working in the TE0,2-mode
In this chapter we use the nonlinear and linear theories that we developed
in the last two chapters to study the characteristics of a gyro-peniotron oscillator
working in the TE0,2 - mode. The device is assumed to operate in the fundamental
cyclotron harmonic. We have also analyzed the gyrotron operation for the same
mode to compare the operation mechanism of the two regimes viz., gyrotron and
gyro-peniotron.
The gyro-peniotron regime is studied in considerable depth over different cav-
ity lengths, magnetic field detuning and RF field amplitude using the nonlinear
theory. We have used (4.38) along with (4.36) and (4.37) to study temporal evo-
lution of a gyro-peniotron mode. We have used the linear theory to study the
starting conditions for self excitation of the TE0,2 - mode for both gyrotron as well
as gyro-peniotron operation. As TE−2,2 - mode and TE−3,2 - mode are the closest
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in operating frequency for the TE0,2 - mode, we have studied the starting conditions
for these two modes also to study the possibility of mode competition.
6.1 Cyclotron harmonics for gyro-peniotron op-
eration
In (4.36), we see that the number of harmonics required to calculate the mo-
mentum and phase of the electrons is infinite (from s = −∞ to s = ∞). However,
it is not only impractical but also unnecessary to consider all the harmonics. We
only need to consider those harmonics that are resonant with the RF wave. The
contribution from all other harmonics to the electron-wave interaction is negligible.
As we can see from (5.40), the cyclotron harmonics that are resonant with the RF
wave are s, s − 1 and s + 1 where s is the resonant harmonic number at which
the device operates. For fundamental cyclotron harmonic operation that we will be
studying, we need to consider only s = 0, 1, 2 in (4.36).
6.2 Alternate normalization: µ,∆, F
We will assume that the axial dependence of the field is fixed to be a Gaussian
corresponding to a normalized cavity length L.
f(z) = e−(
2z
L
)
2
which is a fixed gaussian field structure for a normalized cavity length L. We will
use a fixed gaussian axial field structure for all our studies in this chapter.
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The gyrotron community popularly uses the following normalizations for cavity
length, magnetic field detuning and field amplitude defined in terms of the normal-
ized quantities given in Section. 4.3, respectively, as (see for example [9, 42])
µ = pi
(
u2⊥0
γ0uz0
)(
L
λ
)
∆ =
2γ20
u2⊥0
(
1− sΩ0
γ0ω
)
Fg =
E0γ
3
0
Ω0u
3
t0
Jm±1
(
k⊥Rc
)
where we have considered fundamental harmonic operation. Rc, L and λ are the
normalized electron beam guiding center radius, normalized and normalized wave-
length of the RF wave in free space, respectively. Generally for gyrotron operation,
the electron beam is placed where the Bessel function in the equation defining Fg
is maximum. When we include the peniotron effects and place the beam near the
null of the the RF electric field, Fg becomes zero. As Fg is defined only for a gy-
rotron where peniotron effects are neglected, this normalized quantity cannot be
used to study peniotrons. So, we define another normalized field amplitude, F , for
our studies where peniotron effects are not neglected.
F =
E0γ
3
0
Ω0u
3
t0
Jm±1
(
k⊥Rcmax
)
Here Rcmax is the normalized radius corresponding to the maximum value of the
Bessel function in the preceding equation. The Bessel function in F has a fixed
value independent of the beam position. Hence, the results of a peniotron can be
readily compared to the results of a gyrotron available in the literature as Fg is the
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same as F for a gyrotron as the beam is usually placed at the normalized guiding
center radius Rcmax .
The efficiency of a CRM is given by
η =
γ0 − 〈γ〉
γ0 − 1 =
[
u2⊥0
2c2γ0(γ0 − 1)
]
η⊥
where
η⊥ =
u2
⊥0
γ0
−
〈
u2
⊥
γ
〉
u2
⊥0
γ0
. (6.1)
< · · · > implies the average over all the electrons. (6.1) is simply the change in the
average kinetic energy of the electrons with respect to initial kinetic energy.
We will be assuming a fixed gaussian axial structure for any given mode. Also
we assume the following electron beam characteristics: beam current of 40 A, a
beam voltage of 80 kV, velocity pitch factor of 1.5. A cavity Q-factor of 4000 is
assumed when studying the temporal evolution of modes.
6.3 Guiding center motion and peniotron effects
The functioning of a peniotron is fundamentally different from a gyrotron due
to two important effects viz., the motion of the electron guiding center and the
slow and fast peniotron effects. Our simulations show that in the case where the
electron guiding center is fixed and also in the case when the fast and slow peniotron
effects are neglected (by considering s = 1 in in (4.36)), there is very little change
in the electron energy due to interaction with the RF wave when the electron beam
is positioned at the null of the RF electric field. However, when these two effects
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are included in the calculations we see that the energy for all electrons changes as
they move along the axis of the interaction cavity. Fig. 6.1 shows a typical case
of a gyro-peniotron where seventeen electrons experience varying changes in their
momentum, progressively losing their energy to the RF wave leading to the growth of
the wave. Here we have chosen ∆ = 0.3, µ = 10 and F = 0.8. Notice the oscillatory
nature of the changes of the momentum of the electrons as they move along the
axis due to the acceleration and deceleration of the electrons caused by peniotron
action. However, overall deceleration is greater than acceleration and therefore, on
an average, electrons give up energy to the wave leading to wave growth. We also
observe that there are no electrons that have a larger momentum at the end of the
interaction region than at the start. So, there is no net absorption of energy from
the wave by any electron leading to the possibility of a very large efficiency, when
appropriate parameters are chosen.
For the same parameters used in Fig. 6.1, Fig. 6.2 shows the trajectory of
four electrons as seen on a plane moving along the axis of the cavity at a rate of the
axial velocity of the electrons. It can be seen that the electrons spiral into smaller
and smaller orbits whose guiding centers also move away from the initial position. It
can also be observed that the electron motion is such that the guiding centers of the
electrons move in different directions causing electron spacial segregation. Fig. 6.3
shows the position of the seventeen electrons considered in the simulation at different
axial positions as they interact with the EM wave in the gyro-peniotron interaction.
It is clear that the electrons do not form bunches, rather they get segregated from
each other as they move along the axis of the interaction region.
68
−3 −2 −1 0 1 2 3
0.25
0.3
0.35
0.4
0.45
Z
u
⊥
Figure 6.1: Change in normalized electron momentum as the electrons pass through
the interaction region due to peniotron action for parameters µ = 10, ∆ = 0.3 and
F = 0.8
To compare the gyro-peniotron interaction described above with gyrotron ac-
tion, we consider the case of the electron beam placed for maximum interaction
with the RF wave as shown in Fig. 2.1. In Fig. 6.4, we have shown the electron
positions for different planar positions along the axis of the interaction region for
the case of a fundamental harmonic gyrotron working in the TE0,2 - mode. We can
see that the electrons tend to form bunches. These bunched electrons give up their
kinetic energy to the wave. However, we can also see that some of the electrons are
not bunched which absorb energy from the wave. Fig. 6.5 shows the change in the
normalized transverse momentum of the electrons as they move along the axis of
the interaction region for gyrotron interaction. Except for an initial acceleration fol-
lowed by deceleration, most of the electrons are decelerated monotonically unlike in
a gyro-peniotron where the electrons are both accelerated and decelerated in every
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Figure 6.2: Orbital trajectories for four peniotron electrons starting at different RF
phase positions. The initial and final positions of the electrons is shown by two
small circles, the bigger circle represents the initial position and the smaller circle
represents the final position (the origin is taken as the unperturbed guiding center
of the electrons).
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Figure 6.3: Electron segregation in a gyro-peniotron interaction. Projection of
electron positions for seventeen electrons considered at different axial positions
z = 0, z = 0.1L, z = 0.25L, z = 0.5L, z = 0.75L and z = L (L is the cavity
length) for parameters µ = 10, ∆ = 0.3 and F = 0.8 (the origin is taken as the
unperturbed guiding center of the electrons).
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Figure 6.4: Bunching process in a gyrotron interaction. Projection of electron po-
sitions for seventeen electrons considered at different axial positions z = 0, z =
0.1L, z = 0.25L, z = 0.5L, z = 0.75L and z = L (L is the cavity length) for parame-
ters µ = 10, ∆ = 0.3 and F = 0.15 (the origin is taken as the unperturbed guiding
center of the electrons).
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Figure 6.5: Change in normalized electron momentum as the electrons pass through
the interaction region due to gyrotron action for parameters µ = 10, ∆ = 0.3 and
F = 0.15.
gyro-cycle throughout the interaction. In this case where we have considered sev-
enteen electrons, we see that for two electrons the transverse momentum increases
unlike other electrons whose momentum falls. These electrons which are the same as
the unbunched electrons in Fig. 6.4 are in the acceleration phase and absorb energy
from the RF wave, thus limiting the device efficiency. Hence, a gyrotron efficiency
is limited due to the nature of interaction where some electrons absorb energy from
the wave, whereas the gyro-peniotron efficiency can be potentially very high as, on
an average, RF energy is not absorbed by any of the electrons.
6.4 Efficiency dependence on F , ∆ and µ
The perpendicular efficiency defined in (6.1) of a gyro-peniotron (electron
beam radius corresponding to the null of the EM mode) working in the funda-
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mental harmonic is dependent on the cavity length (µ), mode amplitude (F ), and
cyclotron frequency detuning (∆). As the cavity length is fixed for a device, in our
calculations we assume µ as a fixed parameter and calculate the efficiency for various
values of ∆ and F . In Fig. 6.6 we have shown the change in transverse efficiency
with the normalized amplitude F for different magnetic field mismatch ∆. We have
considered four different cavity lengths for our study (µ = 5, 7.5, 10 and 15).
We can see that for short cavity lengths (µ = 5), dependence of efficiency on
the magnetic field mismatch is small compared to long cavity lengths. Therefore, for
short cavity lengths the performance of the device is not affected much by variation
in external magnetic field. Another advantage is that generally gyrotrons have very
large start current requirements for short cavity lengths. So, mode competition for
a gyro-peniotron mode from a gyrotron mode is likely to be less severe for short
cavity lengths. However, as can be seen from Fig. 6.6a high efficiencies are possible
only for large RF amplitudes F for µ = 5. As power handling capacity of a cavity
of short length is limited, it might not be possible to achieve large RF amplitudes
and hence large efficiencies.
For longer cavity lengths, say µ = 15, we see from Fig. 6.6d that the efficiency
grows faster (at low RF amplitudes) with increase in RF amplitude for smaller values
of magnetic field mismatch ∆. However, for larger ∆, the efficiency starts to grow
only at larger RF amplitudes. This indicates that the small signal growth rate is
higher for smaller ∆. However, for small ∆, we see that the efficiency saturates
at a low level, then falls off before it rises again with increase in RF amplitude.
In a free running oscillator, it is unlikely that the RF amplitude will rise beyond
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the first saturation point for a given ∆. An increase in RF amplitude beyond the
first efficiency saturation point will reduce the efficiency which in turn will reduce
the RF power (and RF amplitude) in the cavity. Thus, in order to achieve high
levels of efficiencies from low starting RF amplitudes, the design should incorporate
a start-up scenario where the oscillations are triggered at a low value of ∆ and as
the RF amplitude grows, ∆ may be tuned to larger values (by changing the electron
gun parameters). As can be seen from Fig. (6.6)d, when the RF amplitude is
large enough, the efficiency grows to high levels for a large ∆, which is in the hard
excitation regime. It should also be noted that for a cavity length of µ = 15, an
efficiency > 90% can be achieved for a relatively low RF amplitude compared to a
cavity length of µ = 5.
It should be noted that this kind of start-up scenario for longer cavities might
be difficult because the magnetic field mismatch ∆ has to be increased precisely as
the RF amplitude increases. If ∆ is increased too fast the RF amplitude may not
be large enough to fulfill sustainable oscillatory conditions. Also, for cavity lengths
µ > 15, the mode competition from gyrotron modes can be stronger. Therefore, for
a gyro-peniotron, the cavity length should neither be too short so that the cavity
can handle large enough power and at the same time the cavity length should not
be too long so that the competition from gyrotron modes is not too strong as well
as to reduce the complexity of the start-up scenario. We have shown perpendicular
efficiency curves for different ∆ as a function of normalized RF amplitude for µ = 7.5
and µ = 10 in Fig. 6.6b and Fig. 6.6c, respectively. We can see from these figures
that a cavity length of µ = 10 seems to be a good compromise in terms of power
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handling capacity and small signal growth rate.
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Figure 6.6: Transverse efficiency as a function of normalized mode amplitude F , for
different magnetic field mismatch ∆0 for (a) µ = 5, (b) µ = 7.5, (c) µ = 10 and (d)
µ = 15
It will be convenient to present the results of Fig. 6.6 as a single contour plot
of the efficiency η⊥ in the ∆ - F plane. However, it would be more useful to plot
the contours in terms of a normalized current parameter I0 defined by
I0 = 0.47× 10−3IQ γ
3
0c
4
u3⊥0uz0
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[
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(6.2)
76
0.1
0.1
0.1
0.1
0.3 0.3
0.3
0.5
0.5
0.5
0.6
0.6
0.6
0.7
0.7
0.7
0.7
0.80.8
0.8
0.8
∆
I 0
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
3
3.5
4
4.5
5
5.5
0.1
0.1
0.1
0.1
0.3
0.3
0.3
0.3
0.
3
0.3
0.5
0.5
0.5
0.5
0.5 0.5
0.7
0.7
0.7
0.7
0.7
0.7
0.9
0.9
0.9 0.
9
0.9
∆
I 0
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
1
1.5
2
2.5
3
3.5
4
(a) (b)
0.1 0.1
0.10.3
0.3
0.3
0.5
0.5
0.5
0.5
0.7
0.7
0.7
0.9
0.9
0.9
0.9
∆
I 0
0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.5
1
1.5
2
2.5
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0.5
1
1.5
2
2.5
3
3.5
4
∆
I 0
0.1
0.1
0.1
0.1
0.
3
0.3
0.3
0.5
0.5
0.5
0.5
0.5
0.5
0.7
0.7
0.7
0.7 0.7
0.9
0.9
0.9
0.9
0.9
0.95
(c) (d)
Figure 6.7: Contour plot of transverse efficiency η⊥ as a function of normalized beam
current I0 and magnetic field mismatch ∆ for fundamental cyclotron interaction for
normalized cavity lenghts of (a) µ = 5, (b) µ = 7.5, (c) µ = 10 and (d) µ = 15
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where I is the beam current (in amperes). I0 is related to F through the energy
balance equation
F 2 = η⊥I0 (6.3)
We can see from Fig. 6.7 that for shorter cavity lengths like µ = 5, a very
large I0 is needed in order to achieve high perpendicular efficiencies. From (6.2) we
see that a large I0 implies that either the cavity Q or the beam current I should
be large. A large Q cavity implies that more energy is stored inside the cavity
which may lead to unacceptable levels of cavity wall heating. Though a large beam
current can increase the efficiency, it can lead to large amount of RF power generated
which can also cause wall heating. I0 can also be large when the electron velocity
pitch factor is small. However, when the electron velocity pitch factor is small, the
overall efficiency of the device becomes small as the energy in the axial component
of the electron velocity is not converted into wave energy. All these factors make a
gyro-peniotron working at short cavity lengths not very attractive.
In long cavities (µ > 15), maximum efficiency regions (> 90%) can be achieved
at relatively low cavity Q and beam current I as can be seen from Fig. 6.7d.
However, we see from Fig. 6.6 that a very large RF amplitude is required to attain
high efficiency at large ∆. So, in order to reach the high efficiency regimes, a start-
up scenario should be established such that the device is first triggered at very low
∆ and then as the ampitude of the wave increases the detuning should be increased
to reach high efficiency regions. From these considerations it seems a cavity length
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Figure 6.8: Start Q as a function of beam radius for a cavity length µ = 10 and
magnetic detuning ∆ = 0.2. Start Q is minimum when the beam is positioned for
gyrotron interaction (< 10) and maximum when the beam is positioned for gyro-
peniotron interaction (∼ 2000).
of µ = 10 seems to be a reasonable compromise.
6.5 Starting conditions for gyro-peniotron
The self excitation conditions for a given mode are satisfied when the combined
losses in the interaction cavity are balanced by the RF gain due to the interaction
between the RF wave and the electron beam. We will use equation (5.41) to estimate
the minimum Q that is necessary for self excitation of a mode for various operating
parameters that may be calculated from (5.40) and (5.5).
We have assumed a beam voltage of 80kV, a beam current of 40 A and a
velocity pitch factor of 1.5 in all the results presented in this section.
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Figure 6.9: Start Q as a function of magnetic field detuning, ∆, for the electron beam
positioned for gyro-peniotron interaction (solid line) and for gyrotron interaction
(dashed line) for a normalized cavity length µ = 10.
In Fig. 6.8 we have shown the minimum Q required for self excitation as a
function of beam radius. We can see from Fig. 6.8 that when the electron beam is
positioned for gyrotron interaction (k⊥Rc = 1.84), the start Q is very low (< 10).
It should be noted that usually for optimum operation of a gyrotron, the start Q is
higher when the detuning factor ∆ ∼ 0.5. From Fig. 6.8 we also note that when
the electron beam is positioned at the RF null (k⊥Rc = 3.8317) when the M-type
gyro-peniotron effects dominate, the start Q is very high (∼ 2000). This implies
that for a gyro-peniotron to self excite either a high Q interaction cavity or a high
power electron beam is necessary.
Fig. 6.9 shows start Q as a function of magnetic field detuning, ∆, for a fixed
cavity length of µ = 10. It can be seen that for negative detuning a gyrotron’s
self excitation conditions are not fulfilled as the electrons absorb energy from the
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Figure 6.10: Start Q as a function of normalized cavity length µ for the electron beam
positioned for gyro-peniotron interaction (solid line) and for gyrotron interaction
(dashed line) for a magnetic field detuning ∆ = 0.2.
RF fields. But in the case of gyro-peniotron, we see that self excitation conditions
are fulfilled even for negative detuning. Moreover, the start Q is the least for zero
detuning and increases symmetrically about zero detuning. Such symmetry with
respect to the detuning is a general feature for all M-type devices.
Fig. 6.10 shows start Q as a function of normalized cavity length, µ, for a
magnetic field detuning of ∆ = 0.2. We can see that for the detuning parameter
considered, the gyro-peniotron interaction has the lowest start Q for a cavity length,
µ ≃ 10 while the gyrotron interaction has the lowest start Q for µ ≃ 18.
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6.6 Mode competition
The factor (k⊥Rwall) gives the eigenvalue of a given mode. Here k⊥ is the
transverse wave number inside the interaction region for the mode under considera-
tion and Rwall is the interaction cavity wall radius. The frequency of operation for
a given mode is proportional to its eigenvalue. The eigenvalue spectrum becomes
denser as the order of modes increases. As a gyro-peniotron requires a very large Q
or a high power electron beam, the chances of a gyro-peniotron mode exciting in a
low order mode is greater than in high order modes. The TE0,2 - mode is the lowest
order mode that can operate in the gyro-peniotron regime. As the density of modes
around a low order mode is small, the number of competing modes for this mode
will be relatively less.
The eigenvalue for the TE0,2 - mode is 7.0156. The closest modes to the TE0,2
- mode in the eigenvalue spectrum are the TE−2,2 - mode and the TE−3,2 - mode
with eigenvalues of 6.7062 and 8.0153, respectively. Therefore, we will consider these
two modes as possible candidates for mode competition for the TE0,2 - mode. All
other modes are too far in the eigenvalue spectrum to pose serious mode competition
for the TE0,2 - mode. The ‘-’ sign in the subscript in TE−2,2 and TE−3,2 indicates
that the RF field of those modes rotate in a direction opposite to the electron gyro
motion.
Fig. 6.11 shows the start Q as a function of the normalized cyclotron frequency
for three modes TE−2,2, TE0,2 and TE−3,2 for a cavity length µ = 10 and beam
position corresponding to the null of the TE0,2 - mode. The minimum start Q for
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Figure 6.11: Start Q as a function of normalized cyclotron frequency Ω0, for TE−2,2,
TE0,2 and TE−3,2 modes for an electron beam radius corresponding to the null of
the TE0,2 - mode.
the TE0,2 - mode is ∼ 1250 at Ω0 = 8.35. We can see from Fig. 6.11 that the two
possible competing modes TE−2,2 and TE0,2 have much lower minimum start Q than
that of the gyro-peniotron TE0,2 - mode. However, it can be observed that for the
cyclotron frequency at which the gyro-peniotron mode operates, the two competing
TE−2,2 and TE0,2 modes do not satisfy the requirements for self excitation.
This result shows that the gyro-peniotron mode operating in the TE0,2 - mode
can be excited without mode competition from any gyrotron mode if its self ex-
citation conditions are fulfilled. This shows that it may be possible to develop a
gyro-peniotron that can deliver very high powers at a very high efficiency.
We have also studied the mode competition for a gyro-peniotron working at a
higher order mode viz., TE0,4. The adjacent modes in the eigenvalue spectrum for
this mode are TE−2,4 and TE−3,4 modes. The electron beam radius corresponds to
83
14.5 15 15.5 16 16.5 17 17.5
101
102
103
104
105
106
Normalized cyclotron frequency, aΩ0/c
St
ar
t Q
TE
−2,4
TE0,4
TE
−3,4
Figure 6.12: Start Q as a function of normalized cyclotron frequency Ω0, for TE−2,4,
TE0,4 and TE−3,4 modes for an electron beam radius corresponding to the first null
of the TE0,4 - mode.
the first RF null of the TE0,4 - mode. We see from Fig. 6.12 that the minimum
start Q required for the gyro-peniotron mode is ∼ 2400 which is nearly double that
of the minimum start Q that for the lower order TE0,2 - mode. We also observe that
for a normalized cyclotron frequency range of 15.4 to 15.7 the TE−2,4 - mode has
lower start Q than the TE0,4 - mode and can potentially compete with the gyro-
peniotron mode. However, TE−3,4 - mode is out of range to pose any serious mode
competition to the gyro-peniotron mode. Though the TE−2,4 - mode can suppress
the gyro-peniotron mode, there is still a range of cyclotron frequencies over which
only the TE0,4 - mode can be excited (15.72 < Ω0 < 16.3) and so gyro-peniotron
operation seems possible at even this high order mode.
From these results we see that a gyro-peniotron mode has the possibility of self
excitation without serious mode competition from gyrotron modes. However, when
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operated at higher order modes there are chances of mode competition form gyrotron
modes and at very high order modes gyrotron modes will most likely suppress gyro-
peniotron modes.
6.7 Temporal evolution of a gyro-peniotron mode
We have seen from the linear analysis of the previous section that a gyro-
peniotron operating in the TE0,2 - mode does not experience mode competition
from gyrotron modes that are adjacent in the eigenvalue spectrum. Therefore it is
enough to study the evolution of a gyro-peniotron mode without considering any
other mode.
We have used equations (4.36) and (4.37) to calculate the transverse momen-
tum, gyro-phase and guiding center motion of the electrons as they stream down
the interaction cavity, in the fast time scale. We have assumed a fixed Gaussian
axial field structure in our calculations as done for other simulations in this chapter.
The numerical solution of (4.36) and (4.37) is then used in (4.38) to calculate the
amplitude of the RF wave for the next time step in the temporal evolution of the
RF wave. This procedure is repeated until the mode amplitude “saturates”. We
have assumed a normalized cavity length µ = 10 and a detuning factor ∆ = 0.2 in
this simulation. In Fig. 6.13 we show the temporal evolution of a gyro-peniotron
mode operating in the TE0,2 - mode where the initial amplitude of the RF wave is
very low. We can see from Fig. 6.13 that the gyro-peniotron mode can be excited
at a low amplitude and follows a linear growth at low RF amplitude confirming
85
0 0.2 0.4 0.6 0.8 1 1.2
x 10−6
10−2
10−1
100
101
Normalized time, ω t
N
or
m
al
iz
ed
 a
m
pl
itu
de
, F
Figure 6.13: Temporal evolution of a TE0,2 - mode starting at a low amplitude,
operating in the gyro-peniotron regime with a normalized cavity length µ = 10 and
a cyclotron frequency detuning factor ∆ = 0.2.
the conclusions of the linear theory that a gyro-peniotron can be self excited. The
mode then grows non-linearly to eventually saturate at around a normalized mode
amplitude F ≃ 1.4. From Fig. 6.6, we see that for the cavity length and detuning
factor considered, the device transverse efficiency is around 90%.
This result shows that a high power, highly efficient gyro-peniotron oscillator
that can be self excited seems possible. However, it should be noted that such high
power generation can have severe limitations for CW operation of the device due to
the heat generated in the cavity walls. For example, for a gyro-peniotron operating
in the TE0,2 - mode, at 35GHz, with a cavity length of µ = 10 and a magnetic field
detuning ∆ = 0.2, the ohmic power loss in the cavity wall is about 36kW/cm2. This
ohmic power loss is almost an order higher than what the present cooling systems
for vacuum devices can handle. Therefore, the high efficiency gyro-peniotrons can
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only be operated in short pulses so that the heat generated in the cavity due to
ohmic losses can be within manageable limits.
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Chapter 7
Start currents in an overmoded
gyrotron
The gyrotrons being developed for electron cyclotron resonance plasma heat-
ing and current drive in fusion reactors generate MW-level powers in long pulses
approaching continuous wave (CW) operation [8]. In order to keep the power den-
sity of ohmic losses in the gyrotron cavity within manageable limits, the interaction
space in these gyrotrons should be sufficiently large. This necessitates the opera-
tion in a high order mode in the presence of many competing modes. For optimum
performance, the device should be designed such that the desired mode dominates
and suppresses all other modes during the transition of the device parameters to
the operating point. Such selective excitation of the desired mode is an extremely
difficult problem due to the presence of many competing modes [43, 44, 34, 45].
Therefore, studying the start-up scenario in the design of such a gyrotron operating
at high-order modes is extremely important.
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One of the methods used to study the start-up scenario is to study the start
currents required to trigger each of the competing modes. The mode for which the
self-excitation conditions will be fulfilled first during the voltage and current rise is
likely to dominate the mode competition. In principle, some non-linear effects are
also possible. Other modes can be triggered by the presence of the first mode to
reach large amplitude. So, it is also important to study these effects in order to
make sure that the required mode alone dominates the mode competition. We have
presented an analysis based on the use of the linear theory in [35] and nonlinear
theory in [46].
In this chapter we extend the linear theory developed in [37] to calculate start
currents in a gyrotron. We have included such non-ideal characteristics as finite
beam thickness, electron velocity spread and magnetic field tapering as well as the
effect of magnetic field tapering on beam coupling to the RF fields of a given mode.
7.1 Governing equations for start current
The self-excitation conditions for a gyrotron are fulfilled when the RF power
radiated in a given mode exceeds the combined losses in the device. Neglecting non-
linear effects, the balance equation for the power of losses and the power radiated
by an ideal electron beam with no spread in guiding center radii and velocities can
be given by (cf. [37, 18])
I0χ
′′ = 1. (7.1)
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Here χ′′ is the imaginary part of the linearized dielectric susceptibility of an
electron beam, which will be determined below, and I0 is a normalized beam current
parameter. In accordance with [37], this parameter can be defined as
I0 = 8
eIb
γ0m0c3
Q
β
2(s−3)
⊥0
(pi/λ)
∫ L
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|f(z)|2dz
(
ss
2ss!
)2
G(Rb), (7.2)
where Ib is the beam current, s is the cyclotron resonance harmonic number, Q is the
quality factor accounting for ohmic and diffraction losses, β⊥0 is the initial orbital
electron velocity normalized to the speed of light, Rb is the electron guiding center
radius, the function f(z) describes the axial structure of the resonator field, and k⊥
is the transverse wave number. The last term in (7.2), G(Rb) = J
2
m±s(k⊥Rb)/(ν
2 −
m2)J2m, is usually called the coupling impedance. Here ν = k⊥Rw is the eigenvalue
of the operating TEm,p - mode. In a cylindrical cavity of a wall radius Rw, ν is the
pth root of the equation J ′m(ν) = 0, which is the boundary condition for a given
mode. Use of equations (7.1) and (7.2) also assumes that the axial field profile and
quality factor Q are those of the empty (or cold) cavity. Usually this requires that
the Q-factor be sufficiently large.
In the framework of the linear theory, the imaginary part of χ for an ideal
electron beam propagating in a constant external magnetic field is given by [18]
χ′′ = −
(
s+
∂
∂∆
)∣∣∣∣∫ ζout
0
f(ζ)ei∆ζdζ
∣∣∣∣2 . (7.3)
Here ζ = pi(β2⊥0)(z/λ) is the normalized axial coordinate and ζout is the exit co-
ordinate of the interaction space; the normalized cyclotron resonance mismatch is
∆ = (2/β2⊥0) · ((ω−sωH0)/ω) and ωH0 is the electron cyclotron resonance frequency.
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However, in a “real” situation, the magnetic field is not uniform and the elec-
tron beam has a finite radial thickness and a finite velocity spread. These factors,
when considered, can affect the balance equation (7.2).
The non-uniformity of the magnetic field has two consequences. It causes the
normalized cyclotron resonance mismatch ∆ and the electron guiding center radius
Rb to vary along the axial coordinate. The effect of the axial dependence of ∆(ζ),
has been considered in [37], which changes the relation for χ′′ to
χ′′ = −
(
s+
∂
∂∆
) ∣∣∣∣∫ ζout
0
f(ζ) exp
(
i
(
∆0ζ +
∫ ζ
0
s∆˜dζ ′
))
dζ
∣∣∣∣2 . (7.4)
Here, we represented ∆ as ∆0+∆˜, with ∆0 being the constant part of the cyclotron
resonance mismatch and ∆˜ = (2/β2⊥0) · ((1 − B0(ζ))/B0) describing the effect of
magnetic field tapering.
When the electron beam has a non-zero radial thickness ∆Rb, electrons with
different Rb have different coupling strengths to a mode. In order to take this effect
into consideration, we introduce
ϕ(Rb) =
Jm±s(k⊥Rb)
Jm±s(k⊥Rb)
. (7.5)
Here Rb ≡ Rb(z) is the average radial position of the electron beam. Then, an
additional averaging over the beam distribution in Rb should be made in (7.1).
The average radial position of the beam relative to its position at the entrance to
the interaction region can be determined assuming electron guiding centers follow
magnetic field lines,
Rb(z) = Rb(0)
√
B0(0)
B0(z)
. (7.6)
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This variation in the radial position of the beam affects the coupling impedance
along the axial direction. To take this into account, we introduce
φ[Rb(z)] ≡ Jm±s[k⊥(z)Rb(z)]
Jm±s[k⊥(0)Rb(0)]
. (7.7)
So, while the function ϕ(Rb) given by (7.5) describes the effect of beam thickness, the
function φ[Rb(0)] describes the effect of magnetic field tapering as well as tapering
of the cavity wall radius through k⊥(z) = ν/Rw(z). To include the effect of finite
beam thickness and variation of radial beam position we have taken the weighted
average of the product of χ′′ and G(Rb), over the non-zero beam thickness while
including the factors φ(ζ) and ϕ(Rb) inside the integral in (7.4), which gives
〈χ′′G〉Rb = −G(Rb(0))
(
s+
∂
∂∆0
) ∣∣∣∣∣
∫ ζout
0
fˆ(ζ)
∫ Rb+∆Rb/2
Rb−∆Rb/2
WR(Rb)ϕ(Rb)dRbdζ
∣∣∣∣∣
2
(7.8)
Here 〈· · ·〉 indicates the weighted average of a function, G(Rb(0)) is the interaction
impedance for the average electron beam radius at the entrance of the interaction re-
gion, fˆ(ζ) = f(ζ)φ(ζ)exp(i(∆0ζ+
∫ ζ
0
∆˜dζ ′)) andWR(Rb) is the distribution function
for the radial beam spread defined such that
∫ Rb+∆Rb/2
Rb−∆Rb/2
WR(Rb)dRb = 1.
An electron beam with all electrons having the same total kinetic energy can have a
non-uniform distribution of electron velocities in the axial and perpendicular direc-
tions constituting a “velocity spread”. We shall consider a normalized perpendicular
velocity spread for the electron beam (in monoenergetic beams, the axial velocity
spread ∆β|| can be expressed via ∆β⊥). When the effect of velocity spread is in-
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cluded, the balance equation has to be averaged over this spread. This results in
the following expression for the start current, Istb :
Istb =
2pi(mc3γ0/e) · (1/λ)
∫ L
0
|f(z)|2dz
[ss/(2s−2s!)]2Q
∫ β⊥0+∆β⊥0/2
β⊥0−∆β⊥0/2
Wβ(β⊥0)β
2(s−3)
⊥0
〈χ′′G〉Rb dβ⊥0
. (7.9)
Here Wβ(β⊥0) is the distribution function for the velocity spread defined such that∫ β⊥0+∆β⊥0/2
β⊥0−∆β⊥0/2
Wβ(β⊥0)dβ⊥0 = 1.
This quantity gives the beam current required to start a growing RF wave
for the mode under consideration for a given mean beam energy and electron pitch
angle. The relation (7.9) is quite general because it takes into account external
magnetic field tapering, tapering in the cavity wall radius, finite beam thickness,
beam velocity spread and the cold cavity RF field profile.
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Chapter 8
Mode competition in a 140 GHz
CPI gyrotron
When a gyrotron is turned on, it takes a finite time for the gun voltage and
current to reach the final design value. It is during this rise time that the electro-
magnetic oscillations start and grow in the cavity of the gyrotron. In a high order
mode gyrotron, it is possible that parasitic modes can get excited along with the
desired mode during this period. Therefore, it is very important to choose such a
start-up scenario which will ensure the excitation of the desired mode and suppress
all parasites [47].
The CPI gyrotron under study is a 140GHz, long pulse or CW gyrotron capable
of delivering 1MW power in the TE28,7,1 - mode. This gyrotron is designed to operate
at a beam voltage of 80kV and a beam current of 40A. The initial design has led to
the development of a gyrotron that delivers a maximum output power of only 500kW.
Tuning the solenoid magnetic field to reach a higher efficiency operating point has
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resulted in the generation of an undesired counter-rotating parasitic mode, TE−25,8,1.
As the quasi-optical mode converter is designed to convert only the co-rotating
modes, a power from the contra-rotating mode could not be extracted. In order to
study the cause of the dominance of the undesired mode and the possible remedy,
extensive simulation analysis were performed using the self-consistent non-stationary
code MAGY [48] and start current analysis using the linear theory developed in the
last chapter. Some of the conclusions of this study were incorporated when the
gyrotron was redesigned. Here, we present in brief the results of this study.
8.1 Initial results of MAGY simulation
For our simulations, we have considered two different magnetic field profiles
for which experimental results are available. The difference in magnetic field is
less than two percent at the center of the cavity. However, the higher magnitude
magnetic field (B01) corresponds to the 500kW power output that was observed
while the lower magnitude magnetic field (B02) corresponds to the higher efficiency
design value.
We have assumed that no significant oscillations are triggered below a beam
voltage of 50kV, because at lower voltages the beam power associated with electron
gyration is too small. So, we started our simulations for both magnetic field profiles
from a beam voltage of 50kV. The output data from this simulation was used as
the starting point for the next level of simulation when the beam voltage was 55kV.
This process was repeated for every 5kV increment in the beam voltage with the
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corresponding changes in beam current and orbital to axial electron velocity ratio.
Preliminary investigations involved single mode simulations for the TE28,7,1
and TE−25,8,1 modes. We found that the output power for both modes and for
both axial magnetic field profiles can be of the order of 1 MW. This confirmed our
suspicion that the TE−25,8,1 mode can be highly competitive. In order to verify if any
other modes are involved in the mode competition, the simulations were repeated
with triplets of almost equidistant modes, Triplet1 (TE27,7,1, TE28,7,1, TE29,7,1) and
Triplet2 (TE−24,8,1, TE−25,8,1, TE−26,8,1). The results showed that only the TE28,7,1
- mode is excited in the case of Triplet1 for both magnetic field profiles. In the
case of Triplet2 with magnetic field B01 , TE−26,8,1 was first excited between a beam
voltage of 55kV and 60kV. At higher voltages, TE−25,8,1 - mode was excited which
suppressed the TE−26,8,1 mode. However, for the magnetic field profile B02 , only the
TE−25,8,1 - mode was excited. To verify the effect of the observed TE−26,8,1 mode in
the presence of both Triplet1 and Triplet2 for the field profile B01 , the simulations
were repeated when both the triplets were present for this magnetic field. The
results closely followed those when only Triplet2 is present. Thus, it became clear
that only TE−25,8,1 is the most important parasite as found experimentally.
After figuring out that the only serious competition is posed by TE−25,8,1 -
mode, we confined ourselves to the case when only TE28,7,1 and TE−25,8,1 modes are
present. When simulations were performed for the field profile B01 we found that
only the TE−25,8,1 - mode was excited (Fig.8.1). This is contrary to the experimental
observation where 500 kW of power was observed for the TE28,7,1 - mode. However,
for the case of field profile B02 the simulation results were very similar to those with
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Figure 8.1: Average output power for the TE28,7,1 and TE−25,8,1 modes with rise in
beam voltage for the beam radius used in the experiment with magnetic field profile
B01 . The simulation results for field profile B02 are very similar.
B01 (Fig. 8.1) as expected.
8.2 Start current analysis
We shall consider the 140 GHz, fundamental harmonic (s = 1), long-pulse
gyrotron being developed at CPI for studying the start currents of competing modes
using the formalism developed in the previous chapter. Note that, in principle,
we can use (7.9) to calculate the start current for any mode at any beam voltage
given the pitch factor for the electron beam. From the studies done using the non-
stationary code MAGY we have concluded that the only two modes that are of
importance to this study are the TE28,7,1 and the TE−25,8,1 [46]. The electron beam
characteristics (voltage, current, pitch-ratio) used in this study were obtained from
the simulations of the electron gun using the software EGUN for discrete voltage
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values between 50kV and 80kV with 5kV increments [49]. The intermediate data
points were interpolated between every two data points. In the results involving
start current calculations, where we plot both the electron beam current and the
start current as functions of the beam voltage, the first point of intersection of these
two curves gives the beam voltage and beam current, at which the corresponding
mode is excited. As the cavity fill time Q/ω for the device considered is much shorter
than the voltage and current rise times of the device, it is likely that the mode that
starts first will grow and, as a result, suppress all other modes. (This is also borne
out of nonlinear simulations [46]).
Since we have included many factors in our consideration, it makes sense to
analyze them in a successive manner.
A. Effect of radial position on the electron beam
In our search for the reason the TE−25,8,1 - mode suppressed the design mode
TE28,7,1 in the CPI 140 GHz gyrotron that was initially designed, we have studied
the interaction impedance for the two modes as a function of radial position. In
Fig. 8.2, we have plotted the interaction impedance for the two modes of interest;
the beam radius here is normalized to the cavity wall radius. The solid vertical
line shows the normalized beam position in the middle of the interaction region
(z = 5cm). We can see clearly that the beam position at the center of the cavity is
favorable for interaction with the TE−25,8,1 - mode as it has slightly higher coupling
impedance with this mode than for the TE28,7,1 - mode.
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Figure 8.2: Variation of interaction impedance for the two modes with radius nor-
malized to cavity wall radius and the relative position of the beam in the middle of
the cavity (z = 5cm)
Fig.8.3 shows the interaction impedance for the actual electron beam radial
position for the two modes of interest along the interaction length. We can see that
at the entrance of the interaction region the TE28,7,1 - mode has a larger interaction
impedance than the TE−25,8,1 - mode but it is lower inside the cavity region. As
most of the beam-wave interaction happens in the cavity region, it is likely that the
TE−25,8,1 - mode dominated in accordance with the experimental results.
In order to see whether the radial position of the beam affects mode compe-
tition, we have chosen the radial position of the beam so as to coincide with the
peak interaction impedance for the TE28,7,1 - mode at the center of the cavity, for
interaction impedance studies. In this case, shown in (8.3)b, it is very clear that
now the desired mode has a larger interaction impedance than for the TE−25,8,1 -
mode in the region where most of the beam-wave interaction occurs. From this
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Figure 8.3: Coupling impedance of the electron beam as a function of axial position
for two modes with beam radius corresponding to (a) the design value, (b) the peak
interaction impedance for TE28,7,1 - mode at the center of the cavity
observation, it follows that the radial electron beam position is a very important
factor that determines which mode dominates the mode competition and even a 1%
variation in this position can play a critical role in the mode competition.
B. Difference between Gaussian and actual f(z)
Typically, the axial structure of the RF field f(z) in conventional resonators
of length L, open in the axial direction, is described by a Gaussian function with
a constant phase (see for example [37, 50]). However, in a gyrotron the RF field
profile differs from the ideal Gaussian function. Also, the phase is not constant over
the length of the interaction region. Fig. 8.4 shows the typical Gaussian profile
and cold cavity profile |f(z)| for TE28,7,1 and TE−25,8,1 modes of the CPI gyrotron
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Figure 8.4: Normalized amplitude of cold-cavity RF field profile for TE28,7,1,
TE−25,8,1 modes, and a Gaussian profile
cavity as calculated by MAGY. The cavity length L for the Gaussian function was
chosen to match 1/e times the maximum value of |f(z)| for the TE28,7,1 - mode on
the entrance side of the cavity. It can be seen that the cold cavity |f(z)| follows
closely that of a Gaussian function only over the entrance side of the interaction
region and has higher amplitude towards the exit region. Fig. 8.5 shows the phase
of f(z) for the two modes along the axis of the device. The variation of phase along
the axis for the two modes is almost the same. The cavity wall has a straight section
between z = 4.14 cm and z = 5.52 cm with a down-taper on the entrance side and
a smooth up-taper on the exit side. We will see later how the difference in actual
RF field profile from a Gaussian profile affects start current. Note that, in principle,
this difference is a known issue (see, for example, [51], chapter 3), but in gyrotrons
operating at relatively low-order modes there were some reasons to neglect it.
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Figure 8.5: Phases of cold-cavity RF field profile for TE28,7,1 and TE−25,8,1 modes
C. Effect of inhomogeneity of external magnetic field
We have shown in section 7.1 that the inhomogeneity of the external magnetic
field can affect the imaginary value of the electron beam susceptibility as well as the
coupling impedance.
In order to demonstrate the effect of B0(z) on start currents we calculated
these currents for the simple case of a Gaussian function, f(z), for both modes. In
Fig. 8.6 we have plotted the start currents calculated for an interaction length of
2L for two cases: (a) when the magnetic field is uniform, equal to the peak value
of B0, the cavity wall radius is constant and equal to the value at the center of the
cavity, and the beam radius Rb is equal to its value at the entrance of the interaction
region, and (b) for the actual magnetic field profile B0(z) with the beam radius Rb(z)
dependent on B0(z) (corresponding to the interaction impedance of Fig. 8.3a). A
constant cavity wall radius is considered, as in case (a). In both cases, we have
considered an “ideal” beam with no electron velocity spread and zero radial beam
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thickness.
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Figure 8.6: Start currents for TE28,7,1 and TE−25,8,1 modes for a Gaussian RF field
profile for both modes for an interaction length equal to 2L. Dashed curves indicate
the start current for a constant magnetic field equal to its peak value, constant
cavity wall radius, and beam radius equal to that at the output of the electron gun.
Solid curves are for the actual magnetic field profile and cavity wall radius
From Fig. 8.6, we see that a tapered magnetic field B0(z) has some effect on
the start current for the TE−25,8,1 - mode and hardly any effect on the TE28,7,1 -
mode. Our calculations indicate that for a given tapering of the magnetic field, the
effect of B0(z) on detuning ∆ alone (and hence on I
st
b ), is a minor effect compared to
that due to the variation of the beam coupling (not shown separately in the figure).
The effect of cavity wall tapering Rw(z) is small for a Gaussian RF field profile, as
f(z) is very small where Rw(z) is tapered. We have found that the start currents
in Fig.8.5 experience very little change when variation in Rw(z) is also considered.
But, for a non-Gaussian RF profile, the tapering in Rw(z) can have a considerable
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effect on start currents, as we shall see later. Otherwise, in both cases, viz., B0
constant and B0(z), the electron beam current line crosses the TE28,7,1 - mode start
current curve before crossing the TE−25,8,1 - mode start current curve, contrary to
experimental observation, where TE−25,8,1 - mode was the dominant mode.
D. Effect of axial structure of the RF field f(z), its phase
variation and interaction length
The actual profile f(z) differs from a Gaussian profile as seen from Fig. 8.4.
For all our calculations, we have fixed the entry coordinates of the interaction region
at z = 2.88 cm. For z < 2.88 cm, we see from Fig. 8.4 that |f(z)| has insignificant
value, and so has been neglected in our calculations. However, it is much more
difficult to fix the exit coordinates in our calculations because it is difficult to ac-
curately predict in advance where the resonant interaction between electrons and
outgoing radiation stops. This resonance is disturbed in the output up-taper, first,
by the magnetic field decrease, and second by the fact that the phase of f(z) is not
constant over the length of the interaction region (Fig. 8.5). The latter fact can
lead to some concerns about the validity of our approach, which is based on the use
of gyro-averaged equations. For averaging the equations for electron motion over
fast gyrations, it is necessary to assume that the changes in phase of f(z) over each
cycle of the gyrating electrons are negligibly small. So, this approach is valid only
if the electron pitch length is much smaller than the phase cycle of f(z). As we
see from Fig. 8.5, the phase of f(z) is constant over some length of the interaction
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region near the entrance, then it begins to change with increasing rapidity with z
in the output uptapered waveguide. The phase of f(z) varies by 2pi over a distance
of 8.5 mm around z = 7 cm, and 6.5 mm towards the end of the interaction region.
The pitch length for the electron beam at 60kV (the beam voltage around which
modes of interest get excited), with a pitch factor of 0.9245, is 0.12 mm, which is
very small compared to the phase length of f(z). So, the linear theory used in this
study may be treated as valid over the entire interaction region.
E. Dependence of start current calculations on the choice of
exit coordinate
Though the linear theory is valid over the entire interaction region, consider-
able variation in start currents was observed depending on where the exit coordinate
is fixed. In Fig. 8.7, start currents as a function of beam voltage are plotted for the
TE28,7,1 - mode (solid line) and TE−25,8,1 - mode (dashed line) for four different exit
coordinates, (a) z = 6.36 cm, (b) z = 6.9 cm, (c) z = 7.35 cm, and (d) z = 7.75
cm. The four exit coordinates correspond to a phase shift of pi, 2pi, 3pi and 4pi,
respectively, with respect to the phase at the entrance of the cavity for the TE28,7,1
- mode. Also, the beam current as a function of beam voltage is plotted in each
of the plots of Fig. 8.7 (dash-dotted line). The mode whose start current curve is
first intersected by the beam current line starts to grow first and hence is likely to
dominate. In Fig. 8.7, we see that there is significant variation in start currents
depending on the choice of exit coordinates. Also, we see that for cases (a) and (d),
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the beam current line crosses the TE−25,8,1 - mode curve at a lower beam voltage
than for TE28,7,1 - mode. However, for case (c) and (d), it is the other way around.
Therefore, from these results, it is difficult to predict which mode dominates, though
it clearly suggests the stiff competition between the two modes.
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Figure 8.7: Start current as a function of beam voltage for the two competing modes
with exit coordinates at (a) z = 6.36 cm (b) z = 6.9 cm (c) z = 7.35 cm (d) z = 7.75
cm
Also, it should be noticed that there is a significant difference in the start
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the two competing modes at a constant beam voltage of 60kV
current values depending on the choice of exit coordinates, at all beam voltages.
Fig. 8.8 shows the change in start current, for a fixed beam voltage of 60 kV, with
the change in exit coordinate, for both the competing modes. We see that, for a
fixed beam voltage, the mode with the lower start current depends on the choice of
the exit coordinate. Also, there is a large variation in start current with varying exit
coordinate. Thus, it is very difficult to model the up-taper region for start current
calculations. The reason for this variation in start current can be attributed to the
electrons continuing to exchange energy with the modes in the up-taper region. In
the up-taper region, the axial wave number increases with z, due to the growing
radius of the waveguide wall. This exchange of energy will continue in z until the
combined effects of the increasing axial wave number of the RF fields due to the
up-tapered wall radius and the decreasing cyclotron frequency due to the expanding
magnetic field lines removes the beam from the cyclotron resonance. Both of these
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disturb the cyclotron resonance, although in some specific cases they can compensate
each other. We treat this process heuristically by averaging the energy extracted
from the electron beam over a range of exit coordinates corresponding to a period of
phase variation of f(z) (Fig. 8.5). This corresponds to averaging the denominator
of equation (7.9) for the said range of exit coordinates.
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Figure 8.9: Start current as a function of beam voltage for the two competing
modes. The denominator of (7.9) is averaged for exit coordinates varying between
zmax = 6.36cm and zmax = 7.35cm to account for the variation in start currents
with the choice of exit coordinate.
Such start currents averaged over varying exit coordinates for the two modes
are shown in Fig. 8.9 as functions of the beam voltage. Also shown is the electron
beam current. The minimum and maximum exit coordinates were chosen as zmax =
6.36cm and zmax = 7.35cm, respectively. We can see that the electron beam line
crosses the start current curves of TE28,7,1 and TE−25,8,1 modes at almost the same
beam voltage. The start current for the TE−25,8,1 - mode is slightly lower than that
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of the TE28,7,1 - mode, indicating the possibility for its dominance as observed in the
experiment. However, the results of Fig. 8.9 cannot conclusively establish the fact
due to the very small margin in the difference in start currents for the two modes
and due to the uncertainties in our approximate linear theory.
It should also be noted that for these two modes the start currents shown in
Fig. 8.9, as compared to the currents calculated for the Gaussian RF field profiles
(Fig. 8.6), are much different. Also the fact that a considerable RF power is
outside the cavity region makes the start current greater than for the case of an
ideal Gaussian RF field distribution. Moreover, the difference in start currents for
the two modes and the sequence of their excitation is different when the actual RF
field profile is considered. This indicates that the actual cold-cavity RF field profile
not only affects the start current values but also, as in this case, makes the mode
competition more acute.
F. Effect of radial beam thickness
A real electron beam has a finite radial beam thickness Rb. Let us find how
this thickness affects the start currents and mode competition. In Fig. 8.10, the
start currents are plotted as a functions of an RMS radial beam spread expressed as
percent of the average beam radius, for fixed beam voltages. We have used a unit
rectangular function as the distribution function WR in (7.9). We have chosen two
different voltages, (a) 58.15kV and (b) 70kV, around which the beam current curve
crosses the start current curves of the two modes under study (Fig. 8.9). Also, we
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Figure 8.10: Start currents as functions of the radial spread at a constant beam
voltage of (a) 58.15kV and (b) 70kV. The denominator of (7.9) is averaged as in
Fig.8.9
can observe from Fig. 8.9 that, the margin of difference in start current for the two
modes around 58.15kV is much smaller than about 70kV. It should be remembered
that the beam voltage corresponding to the first point where the beam current
curve crosses the start current curve is the excitation voltage for the corresponding
mode. Hence, only the case (a) is of real interest when the question is to determine
which mode is excited first, while the case (b) only suggests what might happen if
the difference in start currents for the competing modes is large, around the beam
voltage where the modes are excited. We see from Fig. 8.10 that the start currents
for both modes increase with increasing radial beam spread at both beam voltages.
However, in case (a), the TE28,7,1 - mode has a lower rate of increase in the start
current than the TE−25,8,1 - mode and, as the radial spread increases beyond 1.75%,
the TE28,7,1 - mode attains a lower start current than the TE−25,8,1 - mode. The
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RMS radial spread for the electron beam used in the device under study is about
1.2%. We see that the radial spread in the device and the radial spread that can
affect mode competition for this device are of the same order. But, in the case (b),
for all reasonable values of the spread in the beam radii, the TE−25,8,1 - mode has
lower start current than the TE28,7,1 - mode. This implies that the radial spread
can affect the sequence of mode excitation and hence mode competition only if the
margin of difference in start current for the competing modes is very small (case
(a)) and is largely unaffected when the difference is very large (case (b)). For the
particular device being studied, it is clear that the radial spread can be a real issue
in the mode competition. (This issue is analyzed in more detail in [42]).
G. Effect of electron velocity spread
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Figure 8.11: Start current as a function of electron velocity spread at a constant
beam voltage of (a) 58.15kV (mean value of α = 0.89) and (b) 70kV (mean value of
α = 1.25). The denominator of (9) is averaged as in Fig.8.9
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In addition to a finite beam thickness in a real electron beam, there exists
a finite velocity spread. To study the effect of electron velocity spread on start
currents we have chosen the same fixed beam voltages as we did in the study of the
beam spread in radii. The velocity distribution in (7.9) was described by a triangular
function Wβ . Fig.8.11a shows the start currents for the two modes as functions of
the RMS velocity spread for a beam voltage of 58.15 kV, which is the excitation
voltage for both modes (Fig. 8.11). As seen in Fig. 8.11a, as the velocity spread
increases, the start current for both modes decreases, while one might expect an
increase in the start current due to deterioration in the electron beam quality. This
can be explained by the fact that the susceptibility increases due to the presence of
electrons with smaller axial velocities more than it decreases from the appearance
of electrons with larger axial velocities. Indeed, first, the electrons with small axial
velocities interact with the cavity field longer, and second, these particles have higher
transverse velocity, thus further enhancing their contribution to the susceptibility.
Such reduction in start currents was also found in [51]. According to Fig. 8.3
of [51], for large values of beam pitch angle (α > 2) the start currents, in general,
increase with the velocity spread. However, when the pitch angle gets smaller, the
start current first reduces at small velocity spreads, and then increases at larger
spreads. In [51], the results were given for α ≥ 2. Our simulations done for α ≤ 1
(for a beam voltage of 58.15 kV, α = 0.89) show that the reduction in the start
current with the velocity spread shown in Fig. 8.9a takes place for all practical
ranges of the spread in real beams.
Note that the start currents for both modes reduce at almost the same rate
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with the increase in velocity spread. This indicates that electron velocity spread
should have little effect on the mode competition in this case. Fig. 8.11b shows a
plot where the beam voltage considered is 70kV. Here we see that the start currents
increase for both modes with the increase in velocity spread, while not affecting
the sequence of mode excitation. So, we see that the increase or decrease in start
currents with the velocity spread depends on the beam voltage and pitch angle.
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Figure 8.12: Variation of start current with the choice of exit coordinate for the
TE28,7,1 - mode at a constant beam voltage of 60kV for an ideal beam (dashed line)
and a beam with 5.5% velocity spread (solid line)
The interaction of electrons with the outgoing radiation which propagates in
the uptapered waveguide should be affected by an electron velocity spread stronger
than in a regular cavity. This is because the axial wave number of the EM wave in-
creases with the waveguide radius in the uptaper region. Correspondingly, the effect
of the axial velocity spread on the Doppler term, kzvz, in the cyclotron resonance
condition becomes more pronounced. Roughly, one can expect significant smoothing
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of the oscillations in the start currents shown in Fig. 8.8 when at one period of these
oscillations, d (about 0.7 cm, see Fig. 8.8), the velocity spread causes the deviation
in the Doppler term, kzd(∆vz/vz0), on the order of pi. This statement is illustrated
by Fig. 8.12 where we have plotted the start currents for the TE28,7,1 - mode for
the case of an ideal beam (dashed line) and with an electron velocity spread of 5.5%
(solid line). It can be seen from Fig. 8.12 that the velocity spread gradually reduces
the oscillations in the start current with the change in exit coordinates.
H. Studies on new design
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Figure 8.13: Start current as a function of beam voltage for the two competing
modes for the redesigned cavity. The denominator of (7.9) is averaged as in Fig.8.9.
In the new design for the gyrotron that is being built, CPI has redesigned
the interaction cavity, gun position and magnetic field profile so that the beam is
positioned for maximum interaction with the TE28,7,1 - mode inside the cavity. In
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addition, the cavity up-taper in the new design has been made sharper than in the
old cavity to improve mode stability. We have repeated some of the studies that
were performed on the initial design considered until now for the new design also.
In Fig. 8.13, start currents for the two competing modes TE28,7,1 and TE−25,8,1 in
a gyrotron with an ideal electron beam are shown as functions of the electron beam
voltage. This plot corresponds to Fig. 8.9, where the initially designed cavity was
considered. It is clearly evident that now the TE28,7,1 - mode has unambiguously
lower start current than the TE−25,8,1 - mode due to preferred radial positioning
of the electron beam to interact with the TE28,7,1 - mode. As there is a sufficient
margin of difference in start currents for the two modes, it is unlikely that such
effects as the radial spread and electron velocity will cause the TE−25,8,1 - mode to
start before the TE28,7,1 - mode.
We have also performed MAGY simulations to study the start-up scenario
for the new design in the presence of two triplets of modes, Triplet1 (TE−24,6,1,
TE−25,6,1, TE−26,6,1) and Triplet2 (TE27,7,1, TE28,7,1, TE29,7,1). We have started
the simulations at 50 kV beam voltage and after reaching steady state for all the
modes the beam voltage was incremented by 2 kV (along with the corresponding
beam current and pitch factor). Using the steady state conditions of the preceding
simulations at 50 kV as the starting conditions the simulations was repeated. The
process was repeated in 2 kV increment until the final design voltage of 80 kV was
reached. In Fig. 8.14 we show the results of the simulations starting from 64 kV. We
find that there is no significant power in any of the competing modes for voltages
less than 64 kV (the simulation results for those beam voltages are not shown in
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Figure 8.14: Two triplets of modes, Triplet1 (TE−24,6,1, TE−25,6,1, TE−26,6,1) and
Triplet2 (TE27,7,1, TE28,7,1, TE29,7,1), considered in MAGY simulations to study
start-up scenario in the new design. TE28,7,1 - mode is established suppressing
all other modes. (Simulations by Oleksandr Sinitsyn)
the figure). We can see from Fig.8.14 that the design mode TE28,7,1 - mode is the
dominant mode and is established much before the final beam voltage is reached.
No other mode offers any serious competition to the design mode.
From these results we can see that in the new design, TE28,7,1 - mode will
be the dominant mode in the new design of the CPI 140 GHz gyrotron. CPI has
experimentally verified that indeed this mode is dominant.
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Chapter 9
Conclusions
This work may be broadly divided into two parts.
• Theory of gyro-peniotron oscillator and the possibility of its self excitation
• Start-up scenario in a 140 GHz gyrotron developed by Communication and
Power Industries
9.1 Gyro-peniotron
In a Cyclotron Resonance Maser (CRM), two energy exchange mechanisms
viz., O-type interaction and M-type interaction, are recognized. O-type interaction
causes electron bunching while M-type interaction causes electron segregation. Gy-
rotrons whose operation is based on O-type interaction are capable of delivering very
large RF power (> 1 MW) at frequencies greater than 100 GHz, as the interaction
cavity can have a smooth walled cylindrical structure with a high energy annular
electron beam. However, the efficiency of gyrotrons is limited due to the fact that
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all electrons are not gathered in bunches and those electrons outside the bunches
absorb energy from the RF wave. The gyro-peniotron whose operation is based
on M-type interaction also requires a smooth-walled cylindrical waveguide and an
annular beam of electrons. It has been shown that a gyro-peniotron has the poten-
tial to operate at very high efficiencies because in a M-type interaction there are
no “bad” electrons that absorb energy from the RF wave. However, as the M-type
interaction is weaker than O-type interaction, gyrotron modes invariably suppress
gyro-peniotron modes. Due to this mode competition from gyrotron modes, it has
not been possible to build a working gyro-peniotron, to date.
In this work we have developed a non-linear of a CRM device with a smooth-
walled cylindrical interaction cavity and an annular beam of electrons. We have
developed this theory from first principles and showed that a gyro-peniotron mode
has a possibility of self excitation even when the electron guiding center radius is at
the RF null of the operating mode.
Using the linear approximation of the nonlinear theory we have studied the self
excitation conditions for a gyro-peniotron for various device parameters. We have
also considered the self excitation conditions for TE−2,2 and TE−3,2 - modes that are
adjacent to the TE0,2 - mode in the eigenvalue spectrum of the interaction waveguide,
to see the possibility of mode competition. We have found that the minimum cavity
Q required to excite the TE−2,2 and TE−3,2 - modes is much smaller than that of
the TE0,2 - mode operating in the gyro-peniotron regime. However, for the range
of parameters over which the TE0,2 - gyro-peniotron mode can operate, the two
adjacent TE−2,2 and TE−3,2 - modes do not satisfy the self excitation conditions.
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This leads to the exciting possibility of a self excitable gyro-peniotron that can
potentially deliver very high RF energy with very high efficiency.
We have also studied the single mode evolution of a TE0,2 - gyro-peniotron
mode. The results confirm the conclusions of the linear theory that a gyro-peniotron
can be self excited in the linear regime. We have also found that for the design
parameters used in the simulation, a saturation trnasverse efficiency greater than
> 90% is possible for a gyro-peniotron oscillator.
9.2 Start-up scenario in a 140 GHz CPI gyrotron
In the design of gyrotrons operating in high order modes in the presence of a
dense spectrum of competing modes it is extremely important to make a systematic
study of the start-up scenario in order to determine that the desired mode alone
dominates while suppressing all other modes. In this work we have presented a
study of starting currents of competing modes using a linear analysis that includes
the effect of tapering of magnetic field profile, cavity wall tapering, phase variation in
RF field profile and finite beam thickness, as well as electron beam velocity spread.
Also, we have considered a Gaussian RF field profile as well as the RF cold-cavity
field profile obtained from MAGY simulations for an actual device being built at
CPI. It is seen that the start currents differ considerably for the case of a realistic
field profile compared with the case of Gaussian field profile. The effects of the
non-zero beam thickness and velocity spread have also been studied.
In this work we have presented the results of our study for a 140 GHz gyrotron
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operating in the TE28,7,1 - mode. From experimental results, we know that the
TE−25,8,1 - mode, and not the TE28,7,1 - mode, had dominated over all the other
modes. The start current analysis presented in this paper indicates that the TE−25,8,1
- mode has a slightly lower start current than the TE28,7,1 - mode, suggesting the
reason as to why this mode was excited in the experiment. However, the difference
in start current is so small that less than 2% spread in beam radius could change the
sequence in which the two modes excite, though a reasonable electron velocity spread
did not affect mode competition. Moreover, when the difference in the start currents
of competing modes is very small, any non-linear effect can swing the advantage in
favor of any mode, which cannot be accounted for in the framework of the linear
theory. Thus, there is an ambiguity as to which of these two modes TE28,7,1 and
TE−25,8,1 will be excited in the device due to the very severe mode competition.
From these results it is hard to predict which mode dominates. Being a counter
rotating mode, the TE−25,8,1 - mode could have been trapped inside the tube and
reflections back into the cavity may have served to increase the advantage decisively
in its favor. In any case, in order to ensure the dominance of the required mode, the
design should be such that that mode has, unambiguously, the lowest start current
for any interaction length with a sufficiently large start current margin from the
nearest competing mode.
From the studies of the interaction impedance for the competing modes and
the beam position in the cavity, we have found that it is highly critical to position
the beam such that there is maximum interaction with the desired mode. When the
beam radius is adjusted for maximum interaction with the desired mode inside the
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cavity, it is found in our calculations that the start current required for the TE28,7,1
- mode is unambiguously less than that for the TE−25,8,1 - mode.
As was mentioned, CPI has redesigned the device with modifications in the
axial magnetic field profile, gun position and cavity profile. Our studies have shown
that in this new design, the desired mode will dominate during the start up and this
has been demonstrated in the experiments
So, for any design of a high-order mode gyrotron, in order to make sure that
the desired mode dominates, the radial beam position, magnetic field tapering and
cavity profile have to be carefully designed such that the desired mode always has
lower start current than any other mode with as much margin as possible from the
closest competing mode.
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