In vehicle routing problems, time windows are often used to formulate partial order relations between tasks in optimization model and related algorithm. However, time-window and partial order constraints are not equivalent. In the context of stacking operations in container terminals, this study proposed a relaxation method to translate the time-window constraints into the partial order constraints and built a routing optimization model with the partial order constraints. Under the framework of branch and bound (BB) algorithm, this paper studied the relationship between time-window constraints and partial order constraints. The features of the two models are analyzed. The Solomon datasets are used to conduct numerical analysis and examine the differences between the two models in terms of optimization ability and optimality. Revealed by experimental results, the partial-order-based model can be solved with better optimality, while the timewindow-based mode can be solved within a shorter time. Moreover, inspired by the effects of narrowing the time windows, it will be a new research direction to develop improved algorithms for partial-order-based model based on time-window-based decomposition method.
I. INTRODUCTION
In the vehicle routing problem (VRP) constrained by timewindows (VRPTW), customers are serviced in given time windows. In practice, e.g. in automated container terminals, partial order relations are presented among tasks constrained by vessel and yard block [1] , which are usually represented by time windows. Such representation using time-windows reduces the domain of feasible solutions [2] and indicates that the partial order constraints relax the time-window constraints.
Comparing with the partial order constraints, time-window constraints in routing and scheduling are widely studied. To solve the mixed capacitated general routing problem with time windows, Ciancio et al. (2018) built a VRPTW model that was solved by using a branch-price-and-cut algorithm [3] . Hojabri et al. (2018) divided the task s into two groups-regular and special, and routed according to task types to deal with the synchronization constraints in VRPs [4] . Considering the delivery delays, Errico et al.
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(2016) proposed two solutions: first, the vehicle skips the current task to operate the next one and second, the vehicle operates the current one and skip the next [5] . Alvarez and Pedro (2017) introduced factors like deliverymen, resource constraints and tasks' locations to VRPTW and proposed a hybrid algorithm to optimize this combinational problem [6] . Ticha et al. (2017) expanded the space of feasible solutions by formulating VRPTW model based on multi-graph model and proposed a branch and price algorithm to solve it [7] . This work extends the search space of feasible solutions by relaxing the time-window constraints through the partial order constraints.
Originally, this study was activated by the practices of operations research in container terminal operations optimization [1] . Partial orders exist among container handling tasks and increase the modeling and solution difficulties. It pushed us to consider its generality especially in routing, scheduling and transportation problems. From the modeling and application practices, we began to consider extending general VRPTW instances by considering the distinct features in the container terminal scenario. Here, partial order is one of such features. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Container terminal is a typical scenario for applying the solution of VRPTW to schedule terminal operations, where the vehicle refers to operational vehicles (e.g., quay cranes, yard cranes, trucks and automated guided vehicles) and the task refers to use the vehicles to load/unload container. According to the service time required by such vessels, the container tasks always need to be handled in given time periods, typically represented by time windows. Furthermore, the vehicle capacity in container terminal is represented by unit-load cargos (typically one 40-feet container or two 20-feet containers), as well as the demands of transportation and storage. Container terminals can be viewed as temporary storages in the logistics chains. In a container terminal, the main facilities are also storages including yard blocks and berthing vessels. In these storages, the containers are piled regularly, which restrict the container handling sequences. In this study, these constraints are conceptualized as partial orders. Alternative, in the modeling practices, when the container handling sequences are given by considering there stacking constraints as well as the container handling time, these constraints can be interpreted to time windows. In this study, we prove that this interpretation is a kind of relaxation.
In terminal operations, partial order relation refers to the partial precedence relation between tasks. Aiming at optimizing berth and yard allocation problems, Liu et al. (2016) considered the time-window constraints in terminal operations and set up a bi-objective integer program to minimize vessels' delay times and the yard transportation distance [8] . Ku and Arthanari (2016) addressed container relocation problem by considering the partial order relation between container handling tasks, which is formulated as a dynamic program and solved by a tree search-based algorithm [9] . Considering container transportation problem, Shiri and Huynh (2016) added time-window constraints to the multiple traveling salesman problem and proposed an adaptive tabu search algorithm [10] .
Based on the aforementioned papers, this work developed a formulation based on the partial order relations, transforming the precedence relations between tasks into partial order relations; then the partial-order-based relaxation method of timewindow constraints is studied to extend the feasible domain; the effects of time-window constraints and partial order constraints are compared by analyzing the model's mathematical features and computational experiments. The rest of the paper is organized as follows: Section II introduces the partial order problem and model; Section III introduces two routing formulations; Section IV analyzes the mathematical features of the proposed model; Section V conducts numerical simulation and result analysis; Section VI concludes the paper.
II. PARTIAL ORDER
In VRPs considered here, a partial order relation refers to a strict precedence order existed between a pair of tasks. Based on the partial order set theory [11] - [13] , given a task set T , '' '' represents the partial order relation in T . Partial order relation has the following characters: reflexive, for any x ∈ T , x x; antisymmetric, for any x, y ∈ T , if x y, Considering the convex optimization problems, Klein et al. (2016) used the partial order relation to formulate qualitative relations and extended the space of feasible solutions by using it and a belief function [2] . To sequence the twin automated stacking cranes, Hu, et al. (2016) built linear and non-linear models to formulate partial order constraints between container handling tasks [1] . To scheduling the automated guided vehicles (AGVs) in the machine flow shops, Miyamoto and Kensuke (2016) set the start and end times of a task as vertices, used the partial order relation to represent the order relation between vertices and determined operating sequences according to the processing steps [14] .
Partial order relations are common in the scheduling and routing problems in container terminal operations. For example, in one bay of a vessel, a stacked container only can be operated when its upper container in the same row is retrieved, while the operation is unrestricted with the containers in other rows. In other words, the availability of a task is related with a part of tasks. Fig. 1 illustrates the unloading operations in one vessel bay, concerning one quay crane and three AGVs. The upper left dotted square represents the partial order relations of tasks between containers in the same bay (the number in the picture represents the task number), the lower left dotted square lists a feasible solution that fulfils the partial order constraints and the lower right one indicates a feasible operation sequence that can be conducted by the quay crane, referring to the routes of AGVs. Since there exist many feasible operation sequences of quay crane referring to one given AGV transportation route, the representation of partial order relation can extend the feasible domain of the problem [2] .
III. ROUTING MODELS A. NOTATIONS
The notations are summarized in Table 1 before introducing the models.
B. ROUTING CONSTRAINED BY TIME WINDOWS
Considering the model [TW] ((1)-(9)): (1) is the objective function, minimizing the total transportation cost; (2) represents that one task can only be served by one vehicle;
(3) constrains the vehicular capacity; (4)-(6) are flow constraints; (7) represents the time relation of a pair of tasks with the precedence relations; (8) is the time-window constraint of each task; and (9) defines the integrities of variables.
The sets, known data and variables in [TW] are elucidated as follows: vehicle set V = {1, 2, · · · , v}, task set N − = {1, 2, · · · , n}, task and depot set N = {0, 1, · · · , n + 1}, hard partial order set = {(i, j) |B i ≤ A i ; i, j ∈ N } represents that the task i is visited exactly before task j. Overlapped partial order set
represents task i is visited during the period when task j can be visited. Other notations in [TW] are summarized in Table 1 .
Subject to:
FIGURE 2. Illustration of partial order.
C. ROUTING CONSTRAINED BY PARTIAL ORDERS
, denotes the time window of task i. Given TW i , TW j , without loss of generality, there are two partial order relations between task i and j: precedence partial order and overlapped partial order, and the latter can be divided into partial overlapped partial order and inclusive overlapped partial order. In time window relation Figure 2 : for a pair of tasks i and j, if j must be completed before i, there exists a hard-partial order (HPO) between them, see Figure 2 (a). When the time windows of task i and j overlap each other, there exists an overlapped partial order (OPO), see Figure 2 ((b)-(c)). According to the description above, the HPO and OPO constraints are formulated as (10) and (11):
Then the VRP with partial order (VRPPO) can be formulated as [PO] .
[PO] min {(1) | (2) − (7) , (9) − (11)}
IV. MODEL ANALYSIS
Section III analyzes model features in aspects of relaxation relations and complexities. 
A. RELAXATION ANALYSIS
Theorem 1: TW constraints can be transformed into HPO and OPO constraints uniquely. Proof: Without loss of generality, Fig. 3 enumerates the TW relations between any pair of TW i and TW j . For simplification, we categorize these relations into two partial order relations: precedence and overlapped. ''Precedence'' means the end time of TW i precedes the start time of TW j , i.e., B i ≤ A j . Introducing s i and s j as the starting serving time of task i and j, according to the time window constraint (8) 
i.e., s i ≤ s j , which is equivalent to the formation of HPO in (9) . ''Overlapped'' can be divided into two situations: 1) the start time of TW i precedes that of TW j , and the end time of TW i is between the start time and end time of TW j , i.e. A i ≤ A j ≤ B i ≤ B j ; 2) the start time of TW i is later than that of TW i while the end time of TW i precedes that of TW j , i.e. A j ≤ A i ≤ B i ≤ B j . We reformulate the time window constraints (8) as A i ≤ s i ≤ B i and −B j ≤ −s j ≤ −A j , and combine these two expressions therefore we obtain A i − B j ≤ s i − s j ≤ B i − A j , which is equivalent to the formation of OPO in (10) . As a summary, TW can be transformed into HPO and OPO constraints uniquely.
Theorem 2: [PO] relaxes [TW].
Proof: First, we prove that the solutions of [TW] are the solutions of [PO]. In any feasible result of [TW], without loss of generality, the solution s * i and s * j of a precedence task i and its successor task j satisfy the following constraints (12)- (14) ,
According to Theorem 1, the TW constraints of task i and j can be uniquely transformed into HPO as constraint (15) when
Obviously, s * i < s * j satisfies the constraint (15); based on constraints (13) and (14), the lower bound of s [TW] constraints the lower and upper bounds of each task, so the number of constraints is N TWC = 2 · |N |. On the other hand, [PO] constraints the relative time relation of each task to any other tasks, so the maximum number of constraints is max N POC = |N | · (|N | − 1). According to Theorem 1, TW constraints can be transformed into HPO and OPO constraints uniquely. For |N | tasks that have hard partial order relations, each task has only one hard partial order constraint with other tasks, which means that the maximum number of the hard partial order constraints is N HPO = (|N | − 1) + · · · + 1 = |N | · (|N | − 1) /2. For |N | tasks that have overlapped partial order relations, the number of the overlapped partial order constraints is N OPO = |N | · (|N | − 1). Because the number of the constraints in [PO] N POC satisfies: N HPO ≤ N POC ≤ N OPO , we obtain that N TWC < N POC . The branch-and-bound (BB) algorithm is an exact algorithm solving integer programs, which enumerates feasible solutions based on the idea of divide and conquer [17] , [18] . The BB algorithm is shown in Algorithm 1, and Algorithm 2 exhibits the procedure of solving the VRPTW by using the BB algorithm.
The Algorithm 1 is denoted by a function, BB (C, UB), which is recursively invoked in Steps 7 and 8. 
Algorithm 1
The Branch-and-Bound Algorithm Input: C (a set of constraints on s ik ), UB (upper bound) Process:
Step 1 Solve the VRPTW constrained by C, and obtain the objective value denoted as f .
Step 2 If f < UB:
Step 3
If all s ik are integers: Step 4 Set UB ← f and record the solution.
Step 5 Else Step 6
Branch fractional s ik to s ik and s ik .
Step 7
Add constraint s ik ← s ik to C as C 1 , solve BB (C 1 , UB).
Step 8
Add constraint s ik ← s ik to C as C 2 , solve BB (C 2 , UB).
Step 9 Else
Step 10 Output UB and the corresponding solution. Proof: we define a tighten operator as [A i , B i ] ⊗ α in TW constraint, see (17) . α (α > 0) represents the tighten level of time window. The width of the tightened time window is
Referring to the proof of Theorem 4, the total number of branches in [TW] is ki γ ki = ki L i (1 − α) . When the operator is tightened strictly, i.e., 0 < α < 1, ki γ ki is reduced by (1 − α) times, which means with a bigger α, the number of branches is smaller.
V. SIMULATION EXPERIMENTS
Based on the analysis of the model mathematical features in Section IV, a BB algorithm is proposed to solve [TW] and [PO], instances are used to compare the optimization ability of the two models and validate the theorems proposed in Section IV. Although this study is activated by the modeling practices in container terminals, the partial order is formulated as an extension of the typical VRPTW. We can develop instances based on container handling tasks in a yard block or vessel bays. But to study the generality of the models and algorithms, we develop extended datasets from famous VRP benchmark instances Solomon and so we can generate results for comparisons. The datasets for tests were generated by using the Solomon benchmarks for VRPTW (sourced from http://w.cba.neu.edu/ msolomon/problems.htm), which include graphically distributed tasks with deterministic time windows. The datasets are categorized into six types named as C1, C2, R1, R2, RC1 and RC2. In type C dataset, the tasks are clustered, and in type R the tasks are randomly distributed, while type RC dataset mixes the tasks of both type C and R In dataset C1, R1 and RC1, the tasks are assigned with narrow time windows, while in C2, R2 and RC2, the time windows are relatively wider. More detailed information of the Solomon benchmarks is referred to Solomon [15] .
B. EXPERIMENT SETTINGS
Three groups of experiments are designed (see Table 2 ): comparison of TW and PO constraint numbers, solution results and computing times of solving [TW] and [PO], effects of tighten levels of time windows on the solution results.
C. RESULTS AND ANALYSIS
The experimental results are summarized as follows.
(1) In Figure 3 (a)(b)(c), the number of constraints in [TW] are far less than that in [PO] , which validates the Theorem 3. In [PO], the overlapped partial order constraints are more than that in [TW].
(2) The objective value and computing time are used as two metrics in the comparison of the two models. In Figure 3 (3) In Figure 5 (a), for a given data set, a tighter time window leads to a bigger [TW] objective, as proven in Theorem 4 and 5, and the feasible domain shrinks. A tighter time window leads to a smaller branch number and less computing time. Also, with the increase of the tighten level, HPO constraint number increases while OPO's constraints are reduced, as displayed in Fig. 5 ((c), (d) ). When the time window is tightening, the branch number and the computing time of solving [PO] decreases, as well as [TW], as presented in Figure 5 ((b), (f)), while the objective value increases, as shown in Figure 5 ((c), (e)).
(4) To compare the performance of the models quantitatively, we evaluate the gaps between the objective values resulted from the two models in different type datasets by using the method of quantitative comparison [16] , [17] . We compare the solutions of the instances that both models solve out the objective values. 
VI. CONCLUSION
Inspired by optimization problems with stacking constraints in container terminal operations, referring to the VRPTWs, this paper considers partial order in tasks and proposes a formulation for them. Considering two partial orders HPO and OPO deduced from time-window constraints, this paper proposes a relaxation method that can transform TW constraints into PO constraints, which extend the vehicle routing model. By theorems and simulation experiments: TW constraints can be transformed into HPO and OPO constraints uniquely. Considering the partial relations among tasks can enlarge the search space of feasible solutions. Better objectives can be obtained when the PO constraints relax the TW constraints and expand the feasible solution space. However, with the number of branches increases (under the framework of branch and bound algorithm), computing time prolongs and a tighter time window may lead to less computing time but higher objective value (when the objective is to be minimized). In practice, partial order relations are usually represented as the simpler time-window constraints, which lead to possible loss of better solutions because of the shrink of feasible solution space. The findings above also illustrate that, branch and bound algorithm with TW constraints dominants PO constraints in computing time. Therefore, developing timewindow-based solution algorithm for models constrained by partial orders is a new research direction.
In practical routing scenarios, various new features may be formulated by partial orders. For example, the travel timedependent cost sensitivities may impose different orders on customers; the environmental concerns may affect the operations and behaviors of logistics and even supply chains under regulations and thus affect the orders of routing solutions; routing solutions are embedded in the background networks and so ranked by their coverages and impacts on the networks. The partial orders among distribution tasks are basic while they can be used to formulate the complex relations among various entities in routing problems and general decisionmaking problems.
ZHI-HUA HU was born in Changsha, Hunan, China, in 1977. He received the Ph.D. degree in control science and engineering from Donghua University, China, in 2009.
Since 2009, he has been a Researcher with Logistics Research Center, Shanghai Maritime University. Since 2014, he has also been a Professor in management science and engineering. He is the author of more than 150 journal articles. His research interests include logistics operations optimization, big data system and management, artificial intelligence, and algorithms.
WEN-WEN GAO was born in Yangzhou, Jiangsu, China, in 1995. She received the B.S. degree in project management from Nanjing Audit University, in 2017. She is currently pursuing the graduate degree with the Logistics Research Center of Shanghai Maritime University.
Her research interests include logistics operations optimization and algorithms. VOLUME 7, 2019 
