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Abstract 
The primary purpose of the research presented in this thesis is to investigate 
the extent to which amenability in Banach algebras is reliant on amenability in 
locally compact groups. One of the first results proven on amenability in Banach 
algebras was the equivalence of the amenability of a locally compact group G with 
the amenability of its group algebra Ll( G). Other instances of amenability in Banach 
algebras can then be demonstrated by the use of certain constructions which preserve 
amenability. 
It is conceivable that we might be able to obtain a characterization of the 
sort "A Banach algebra 21 is amenable if and only if there is a construction that 
starts with amenable group algebras , and proceeds at each step via a construction 
that preserves amenability to finally arrive at 21." Several such constructions are 
attempted in the first three chapters of the thesis, where it is shown that none of 
them achieve the desired characterization of amenability. 
In the course of this analysis, an incidental result is obtained on the range of 
a homomorphism between two group algebras. This is a complete characterization 
that implies , amongst other things , that the range of a homomorphism between 
commutative group algebras is closed. The fourth chapter deals with possible 
generalizations of this result-concentrating on conditions on Banach algebras 21 and 
~ which ensure that an algebra homomorphism v : 21 --t ~ whose range is dense in 
~ is onto. Several results are obtained , displaying situations in which a dense-ranged 
homomorphism is necessarily onto , and other situations where this is not the case. A 
significant conjecture made here is that if v is a dense-ranged homomorphism from 
an amenable Banach algebra into a commutative group algebra, then v is onto. 
The appendices deal with problems further removed from classifying amenabil-
ity. Appendix A deals with the problem of finding a characterization of the range 
Abstract Vll 
of a homomorp~ism between the measure algebras of two locally compact Abelian 
groups . Some positive results are obtained, similar to the characterization of the 
range of a homomorphism between commutative group algebras, and there are in-
dications that there may be a procedure which applies generally. This problem is 
conjectured to be related to the problem to which a small contribution is made in 
Appendix B-that of finding a Banach space complement to an ideal in a group 
algebra. 
I 
II 
~ ! Ii 
Contents 
Chapter o. Introduction 
0.1 Definitions, Notation and Conventions 
0.2 Amenability and Property (G) . . . 
Chapter 1. Property (G) in Commutative Banach Algebras 
1.1 Reduction to Abelian Groups 
1.2 Homomorphisms Between Commutative Banach Algebras 
1.3 Homomorphisms Between Commutative Group Algebras 
1.4 The Coset Ring and Piecewise Affine Maps 
1 
9 
15 
17 
20 
24 
1.5 The Range of a Homomorphism Between Commutatiye Group Algebras 31 
1.6 Piecewise Affine Sets 
1. 7 Subalgebras of Commutative Group Algebras 
Chapter 2. Property (G) in Unital Banach Algebras 
2.1 Extensions of Homomorphisms . . . . . . . . . 
35 
43 
53 
2.2 A Necessary Condition for Property (G) in Unital Banach Algebras 55 
2.3 The Cuntz Algebras. . . . . . . . . . . . . . . . .. 56 
Chapter 3. Other Constructions Preserving Amenability 
3.1 Amenable Quotients by Amenable Ideals 59 
3.2 Quantifying Amenability 61 
3.3 Property (G OO ) . 67 
3.4 Property (GOO ) in Group Subalgebras 70 
3.5 Property (GOO ) in Unital Banach Algebras 74 
• 
Cont ents IX 
Chapter 4. pense-Ranged Homomorphisms 
4.1 Dense-ranged Homomorphisms into Commutative Group Algebras 77 
4.2 Minimality . . . . . . . . . . . . . . . . . . . . 79 
4.3 Minimality in Finitely-Generated Commutative Banach Algebras 84 
4.4 Some Minimal Algebras 89 
4.5 Conjectures and Questions 91 
Appendix A. Homomorphisms Into Measure Algebras 
A.I Homomorphisms from Group Algebras in to Measure Algebras 93 
A.2 Ext~nsions of Group Algebra Homomorphisms 95 
A.3 The Fourier-Stieltjes Extension Property in a Pair of Subgroups 100 
A.4 Factorization in Ideals of Measure Algebras 104 
A.5 The Gel 'fand Transform 105 
Appendix B. Banach Space Complements of Ideals in Group Algebras 
B.I Background 107 
B.2 Basic Examples 110 
B.3 Building a Hull in 1R3 111 
B.4 Banach Space Complements to Ideals in Ll(JRn ) 113 
B.5 Building a Hull in JR4 119 
References . . . . . . . . . . . . . . . . . . . . . . . 125 
I 
I 
I 
• 
Chapter o. Introd uction 
The development of the theory of Banach algebras has been greatly influenced 
by ideas from harmonic analysis. This is particularly the case for amenability in 
Banach algebras-the term itself originated from the property of amenability in lo-
cally compact groups, due to the equivalence of the amenability of a locally compact 
group G and the amenability of its group algebra L 1 (G). It has been this relationship 
between amenability in locally compact groups and amenability in Banach algebras 
that has provided many of the known examples of amenable Banach algebras-the 
amenability of these algebras can be related to that of certain amenable group alge-
bras via constructions that preserve amenability. In the first three chapters, we will 
consider several such constructions, and determine the extent to which they can be 
used to characterize amenability. In the remainder of this thesis, Chapter 4 and the 
appendices , we investigate generalizations of some incidental results from Chapter 1. 
0.1. Definitions, Notation and Conventions 
The notational conventions and basic definitions used in this thesis are sum-
marized below. 
The notation for sets and functions is standard , with the following possible 
........ 
exceptions. If A and B are sets , we will write A ~ B to signify that A is a subset I 
of B, reserving the notat ion A C B for when A f. B . The relative complement 
of B in A will be denoted A \ B, whilst the symmetric difference of A and B is 
defined to be A 6. B = (A \ B) U (B \ A) . If {AJiEI is a family of sets, then the 1 
disjoint union of these sets is defined to be UiEI{ i} x A ~ n x (UiEI Ai), and will 
be denoted l:JiEI Ai. We will usually consider each Ai to be a subset of l:J iEI Ai. The 
cartesian product of {Ai} will be denoted I1iEI Ai . If f : A -+ Band 9 : A -+ C 
are functions with g(ad = g(a2) ==} f(ad = f(a2), then f 0 g-l will denote 
! 
-
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the function g(A) -+ B given by f 0 g-1 (g(a)) = f(a). If A ~ B, XA : B -+ C 
will denote the characteristic function of B, given by XA(x) = 1, if x E B, and 
XA(x) = 0, if x E A \ B. If A ~ Band f : B -+ C is a function, the restriction of 
f to A is denoted flA : A -+ C. This restriction mapping f I-t flA will be denoted 
PB,A, or PA· An extension of a function 9 : A -+ C is a function 9' : B -+ C such 
that g'lA = g. We denote the cardinality of a set X by IXI. 
Topological concepts and notation are also mostly standard. All topological 
spaces considered are assumed to be Hausdorff. By a neighbourhood of a point x in 
a topological space, we mean a set V ~ X such that there is an open set U with 
x E U ~ V. A clopen set is one that is closed and open. If {Xi}iEI are topological 
spaces, their disjoint union is X = UiEI Xi with the unique topology such that each 
injection Xi <.......+ X is a homeomorphism onto a clopen set. If X and Yare locally 
compact spaces, a map I : X -+ Y is called proper if 1-1 (C) is a compact subset of 
X, whenever C is a compact subset of Y. (cf. [7 , 1.10J.) Note that while n is often 
used to index a net, this does not imply that the net is a sequence. 
The groups, linear spaces and algebras considered herein, generally will have a 
topology (although we may consider the discrete topology on a group) and so by 
a homomorphism, we will mean a continuous homomorphism. Similarly, epimor-
phisms, monomorphisms, isomorphisms and automorphisms will be assumed to be 
continuous. For Banach spaces and Banach algebras, the last two of these auto-
matically have continuous inverse, by Banach's Isomorphism Theorem. For groups, 
a topological isomorphism is one with continuous inverse, and an automorphism 
is assumed to be a topological isomorphism. The relation ~ used between groups, 
normed linear spaces or normed algebras will indicate the existence of a bicontinuous 
isomorphism. If we want to consider morphisms that are not necessarily continuous, 
we refer to algebraic morphisms. Also, when we speak of a quotient of a topological 
group (respectively linear space, algebra), we mean a quotient of that group by a 
closed normal subgroup (respectively closed linear subspace, closed two-sided ideal.) 
Quotient mappings will always be denoted Q x, where X is the subgroup, subspace, 
or ideal by which the quotient is taken. 
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Banach space notation and theory will also be standard. All Banach spaces will 
be vector spaces over the field C. We will use X* for the dual of a Banach space X, 
and consider X ~ Xu in the natural way. If T : X - ~ is a continuous linear map-
ping. then we denote the adjoint of T by T* : ~* - X*. If x E X, f E X*, we may 
use (x,J) or (J, x) for f(x) . If S ~ X, we use S1. for {f EX: (x , f) = 0 (x E S) }, 
and if S ~ X*, we use 1. S for X n S1.. If {Xi};EI is a family of Banach spaces, we 
define the eo-direct sum and the (p direct sum (for 1 :::; p < 00) of these spaces by 
EBo Xi = {{Xi}iEI E II Xi : {iixiiilJiEI E eo(ll)}, 
iEI iEI 
EBp Xi = {{Xi}iEI E II Xi: {iixdix)iEi E ep(ll)} 
iEI iEI 
respectively. With norms ii{x;}iio 
tively, these are Banach spaces. We will usually consider each Xi as a subspace of 
these direct sum spaces in the natural way. When II = {I, 2}, we will use Xl EBo X2 
and Xl EBp X2 for these spaces, respectively. If X is a Banach space with closed 
subspaces Xl and X 2 , the internal direct sum of Xl and X2 is only defined when 
Xl n X2 = {O} and Xl + X2 is closed in X, in which case it is defined to be Xl + X2 , 
and denoted by Xl EB X2• With any of the direct sums, we can consider a direct 
sum of operators. There are two cases we will use-the first where we have linear 
homomorphisms n : Xk - ~k (r = 1 :::; k :::; n), in which case T = TI €I) ••• EB Tn : 
EB~ Xk - E:f1~ ~k is given by T(XI,'" . Tn) = (TI(xd , . .. , Tn(xn)), and the second 
where we have linear homomorphisms Tk : X - ~k (1 :::; k :::; n), in which case 
-
T = Tl ED··· EB Tn : X - EB~ ~k is giyen by T(x) = (TI(x), . .. , Tn(x)). It will be I 
clear from the context which of these is intended. 
We denote the algebraic and projective tensor products of Banach spaces X and 
~ by X ® ~ and X ® ~, respectively. These are as defined in [8, section 42J. In 
particular, X ® ~ is the completion of X ® ~ with respect to the projective norm, 
given by 
II 
. i 
II 
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If Xl, !VI are closed subspaces of X, !V respectively, then the natural injection 
Xl ®!Vl '---t X ® !V has norm 1, but need not be an isometry. If Tr : Xr -. !Vr 
(r = 1, 2) are continuous linear mappings, then we have a continuous linear mapping 
Tl ® T2 : Xl ® X2 -. !VI ®!V2 defined by (TI ® T2) (Xl ® X2) = (TI (xd) ® (T2(X2)) 
and extended by linearity and continuity. Then IITl ® T211 ::; IITtlIIIT211 , and if 
each Tr has range dense in !Vr, then Tl ® T2 has range dense in !VI ® !V2 . If 
(X, A) and (Y, J.L) are measure spaces , then LI(X, A) ® Ll(y, J.L) is isometrically 
isomorphicto Ll (X x Y, A x J.L)' via the natural identification (j®g)(x, y) = f(x )g(y) 
(j E Ll(X, A), 9 E Ll(y, J.L) , X E X, Y E Y). 
The notation for specific normed and Banach spaces is standard, with the 
possible exceptions that if X is a locally compact space, then Coo(X) will denote 
the space of continuous functions X -. C with compact support and Cb(X) will 
denote the space of bounded continuous functions X -. C. When X is discrete, 
these are eoo(X) and F (X) , respectively. 
The following is a summary of the Banach algebra theory and notation we will 
be using in the sequel. Again , we assume that t he underlying field is C. A unital 
Banach algebra 21 is one with a unit , denoted e'3 or e, and if 21 is a non-unital, the 
unitization of 21 is 21 x C with the product (aI , z d·(at, Z2 ) = (ala2+ zla2+ z2al, ZIZ2) . 
This will be denoted 21u. An approximate left identity (respectively approximate right 
identity) for 21 is a net {en }nE6 such that for each a E 21, ena -. a (respectively 
aen -. a) . An approximate identity is a net {en }nE6 that is both an approximate 
left identity and an approximate right identity. We will mostly be concerned with 
bounded approximate identities. If 21 is a Banach algebra, we denote by 21°P the 
algebra 21 with reversed product a X b = ba (Q , b E 21). If {21i}iEI is a family of 
Banach algebras, then EBo 21i and EBp 21i are both Banach algebras, with product 
iEI iEI 
defined pointwise. These are commutative if and only if each 21i is commutative, and 
unital if and only if each 21i is unital and n is finite. If 211, 212 are closed subalgebras 
of a Banach algebra 21, then 211 EB212, the internal direct sum of 211 and 212, is defined 
when 211 EB 212 is defined as a direct sum of Banach spaces, and XIX2 = X2XI = 0 
for all Xl E 21J, X2 E 212 . 
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If 21 is a commutative Banach algebra, we call the space of nonzero homo-
morphisms 21 --+ C the carrier space of 21, and denote this cI>'l' Then cI>'l ~ 21*, 
and with the relative weak* topology, cI>'l is locally compact. If 21 = EBo 21i or 
iEI 
21 = EBp 2li then cI>'l is naturally identified with l:JiEI cI>'li' The Gel'fand trans-
iEI 
lorm of an element a E 2l is denoted a E Co(cI>'l), and is given by a(<.p) = (a , <.p). 
The Gel'fand transform is a homomorphism 2l --+ Co( cI>'l)' We say 21 is semisim-
pie if the Gel'fand transform is a monomorphism. If S ~ cI>'l, the kernel of X is 
I(S) = {a E 2t: a(S) = {On = nIPEsker<.p = .lS. Clearly I(S) is a closed ideal 
of 21. If X ~ 2l, then the hull of.:r is Z(X) = {<p E cI>'l : cp(X) = {On = cI>'l n xl. . 
Since Xl. is weak* closed, Z(,;t) is a closed subset of X. If S ~ cI>'l is the hull of 
some X ~ 2l, then we say that S is a hull in cI>'l, in which case S = ZI(S). The 
hull-kernel topology on cI>'l is the topology whose closed sets are the hulls in cI>'l . In 
this topology, closure is given by E 1--+ ZI(E). A commutative Banach algebra is 
regular if the hull-kernertopology on cI>'l coincides with the relative weak* topology. 
A hull S ~ cI>'l is a set of synthesis (or spectral synthesis) if I( S) is the only closed 
ideal of 21 whose hull is S. 
If 21 is a Banach algebra, a left (respectively right) Banach 2l-module is a Banach 
space X that is also a left (respectively right) 2l-module and such that the bilinear 
form (a, x) 1--+ a . x (respectively (x, a) 1--+ x· a) is continuous. We call this bilinear 
form the left (respectively right) module multiplication. A Banach 21-bimodule is an 
21-bimodule that is both a left and a right Banach 2l-module. If X is a left Banach 
21-module and !V is a right Banach 2l-TT)odule, X* to be a right Banach 2l-module 
and !V* to be a left Banach 2l-module, and .:r ® !V is a Banach 2l-bimodule, where 
we define the module multiplications on these by : 
(x, I . a) = (a . x, J) 
(y,a' g) = (y. a,g) 
and (x ®,y)' a = x ® (y. a), 
(a E 21,x E X,I E X*), 
(a E 21, y E !V, 9 E !V*), 
a· (x ® y) = (a· x) ® y (a E 2l, x E X, Y E !V). 
j 
I! 
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In particular, if X is a Banach 21-bimodule, X· is also a Banach 21-bimodule. Such a 
bimodule we call a dual Banach 21-bimodule. A left 21-module morphism is a linear 
morphism'I/J between left 21-modules X and ~ such that 'I/J( a· x) = a· x. Similarly we 
define right 21-module morphisms and 21-bimodule morphisms. There is a natural 
21-bimodule morphism 7r : 21 ® 21 -+ 21 determined by putting 7r(a ® b) = ab, and 
extending by linearity and continuity. The mapping 7r can also be viewed as a left 
21 ® 21°P-module morphism 21 ® 21°P -+ 21, where we define the left module product 
by (a ® b) . c = abc (a, b, c E 21), extended by linearity and continuity. It follows 
that ker 7r is a closed left ideal of 21 ® 21°P , which we call the diagonal ideal of 21. 
Let G be a group. We will notate the group product on G either additively or 
multiplicatively, depending on whether the groups we are considering are assumed to 
be Abelian or not. It will be stated in the text if additive notation is to be assumed. 
In either case, e will be used for the identity element of G. (Except when we are 
considering specific groups, such as JR, Z, which have unit 0, and '][', which has unit l. 
If x E G, we define the function of left (respectively right) translation by x to be 
the function G -+ G given by xT(Y) = xy (respectively Ty(X) = xy) . If f : G -+ X 
is a function into some set X , we define the left and right translates of f by x to 
be xf = fOx-I T and fx = f 0 Tx, respectively. Suppose X is a set of functions on 
G. We say X is left (respectively right) invariant if xf E X (respectively fx EX), 
for each f E X and each x E G. If X is both left and right invariant, we say that 
X is bilaterally invariant (or invariant). Now, if III is a function from X into any 
set S, and X is left (respectively right) invariant, we say that III is left (respectively 
right) invariant if 1lI(J) = \II(xf) (respectively 1lI(J) = IlI(Fx)), for each f E X 
and each x E G. If X is invariant , an (bilaterally) invariant function on X is one 
that is both left and right invariant. If G is a locally compact group, ).G (or).) will 
denote the left Haar measure on G, that is, the unique (up to multiplication by a 
positive constant) left-invariant positive linear functional on Coo(G), and b.G will 
denote the modular function on G, ~hich is the unique homomorphism G -+ JR+ 
such that AG(XX) = b.G(X)AG(X) for each Borel X ~ G and each x E G. We 
consider Ll(G) ~ M(G) = C;(G) via ('I/J, f) = JG 'I/J(x)f(x) dAG(x) ('I/J E Co(G)). 
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If 1,9 : G -+ C are equal ).a-almost everywhere, then so are each of the pairs xi, 
x9 and Ix, 9x· Hence, for 1 :::; p :::; 00, we can define the left and right translates 
of I E P( G), and we can apply the concepts of left/right/bilaterally invariant sets 
X ~ LP(G) and left/right/bilaterally invariant functions with domain X. 
The spaces of bounded left uniformly continuous functions , right uniformly 
continuous functions and uniformly continuous functions G -+ C we denote UC/(G), 
ULr(G) and UC(G), respectively. 
We consider convolution multiplication on M(G), gIven by (7/;, PI * P2) = 
fa fa 7/;(xy) dPI(x) dp2(y) by which M(G) is a Banach algebra and LI(G) is a closed 
ideal of M(G) . If H is a closed normal subgroup of G, then TH will denote the map 
M(G) -+ M(G/H) given by (7/;,TH (p)) = fa 7/;o QH dp (7/; E Co(G/H)). Note that 
here, 7/; 0 Q H is bounded and continuous, but may not lie in Co( G). However, since 
P is finite and regular, the integral is defined. As discussed in [32], TH is an algebra 
epimorphism with IITHII :::; 1. Also, TH = THI£I(G) maps LI(G) onto LI(G/H). 
If G is a locally compact Abelian group, we have a dual group G = r , the set of 
all continuous homomorphisms G -+ 1', with the topology of uniform com·ergence 
on compact subsets of G. We will use (x , ,) for ,(x) (x E G" E r) , and since 
we can identify t with G, we may also denote this b, x). Throughout , whenever a 
locally compact Abelian group G (or GI , G2 , G' , . .. ) is specified , it is assumed that 
G has dual , which will be denoted r (or rl , r2 , r /, ... ). Conversely, if we specify 
a locally compact Abelian group r it is assumed that r has dual G. The Banach 
algebras LI(G) and M(G) are commutative and semisimple, and LI(G) is regular. 
The map r -+ LOO(G) given by , 1-+ 'f maps homeomorphically onto cI>£I(G), and 
in this sense, we identify r with cI>Ll(a) . The Gel'fand transform on LI(G) is thus 
identified with the Fourier transform I 1-+ j, where jh) = fa I(x)(x, ,) d).a(x). 
Similarly, if we consider Cb( G) as a subspace of fir (G) via (p, F) = fa F dp , then 
we obtain an injection r -+ cI> M(a). If we thus identiry r with a subset of cI>Af(a), then 
the weak* topology from M( Gr, when restricted to r, is certa.inly no weaker than 
the group topology, and since each p E M(G) has {l a continuous function on r, the 
I 
• 
..... 
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8 Chapter O. Introduction 
topologies coincide. The Fourier-Stieltjes transform is then obtained by restricting 
the Gel 'fand transform of a measure fL E M (G) to r. In this case, the notation fJ, will 
denote the Fourier-Stieltjes transform, rather than the Gel 'fand transform, unless 
otherwise stated. Put A(r) = Ll(G)"" and B(r) = M(G)"", each with pointwise 
multiplication and norms given by IliIIA(r) = IlfIILl(G) and 11fJ,IIB(r) = IlfLIIM(G)' We 
call these the Fourier and Fourier-Stieltjes algebras on r, respectively. Then A(r) 
and B(r) are algebras of functions isometrically isomorphic to L 1 (G) and M( G) . 
We have Ll(G) ~ Co(r) and M(G) ~ UC(r), and if we denote r with its discrete 
topology by rd , then B(r) = B(rd) n C(r), and IIFIIB(r) = IIFIB(rdl (F E B(r)). 
Let H be a elosed subgroup of G. Then H is open if and only if H is 
elopen. The index of H in G is [G : H] = IGIHI. The annihilator of H (in r) 
is Annr(H) = {, E r : (x,,) = 1 (x E H)} , a elosed subgroup of r. We 
have that AnnG(Annr(H)) = Hand H is compact if and only if A = Annr(H) 
is elopen. We identify .iJ with riA and consequently (G I H)"" with A. Then the 
epimorphism TH : M(G) -4 M(GIH) corresponds to Ph : B(r) -4 B(A) , so that 
B(A) = Ph(B(r)) , which we denote B(r)k Similarly, TH : Ll(G) -4 L1(GIH) 
is an epimorphism, so A(A) = Ph (A(r)) = A(r)!A. We call a set E ~ G a coset 
in G if E = Tx(H), for some x E G, and some subgroup H of G. A subcoset of a 
coset E is a coset that is a subset of E. Since Tx is a homeomorphism, E is elosed 
(respectively compact, elopen) if and only if H is elosed (respectively compact, 
elopen). A nonempty set E ~ G is a coset if and only if E· E· E-1 ~ E, then with 
x E E and H = E· E-1 , H is a subgroup and E = Hx. If E is a closed coset in a 
locally compact Abelian group r , say E = Tx(A), define the Banach algebras 
A(E) = {f E Co(E) : fOTx E A(A)} and B(E) = {F E C(E) : FOTx E B(A)}, 
with pointwise product, IlfIIA(E) = Ilf OTxIIA(A)' and IIFIB(E) = IIFoTXIIB(A)' Clearly 
these are Banach algebras isometricaliy isomorphic to A(A) and B(A), respectively, 
and we can identify E with <I> A(E). Consequently, we will be able to take any result 
concerning the Banach-algebraic properties of the group and measure algebras, and 
Amenability and Property (G) 9 
apply it to thes~ algebras. In particular, A(r) and B(r) are translation-invariant , 
so that A(E) = A(r)IE and B(E) = B(r)IE' 
If {Gi}iEI is a family of locally compact Abelian groups, their product is the 
group IlEI Gi with the product topology. In the case i = {1,2}, we denote 
this G I x G2 • The direct sum of {Gi}iEI, denoted EiEI Gi, consists of those 
{Xi} E IlEI Gi such that all but finitely many Xi are e. We will only consider 
such a group in the case where each Gi is discrete, in which case 2:iEI Gi is discrete. 
If HI and H2 are closed subgroups of a locally compact Abelian group G, then 
HI ffi H2 is defined to be HI H2 only when HI n H2 = {e} and the isomorphism 
HI X H2 -+ HIH2 given by (x, y) ~ xy is a homeomorphism. 
The numbering in this thesis is on three levels, the first part being a numeral 
indicating a chapter or a letter indicating an appendix. The second number indicates 
the section within the relevant chapter or appendix, and the third number indicates 
the subsection, which will consist of a single theorem, proposition, lemma, definition , 
or example. Subsections are numbered consecutively through a section, so that there 
will not be a Theorem 1 and a Proposition 1 in the same section. All numbers will 
be cited in any cross referencing, whether within a section or between chapters. 
0.2. Amenability and Property (G) 
Suppose G is a locally compact group and X is a subspace of LCXJ (G). A mean 
on X is a linear functional AI on X such that for each f E X with rng f ~ JR , 
ess infxEG f(x) ::; M(J) ::; ess sUPxEG f(x). (If X is a subspace of Cb(G) ~ LCXJ (G), 
we may replace "ess inf" and "ess sup" by "inf" and "sup".) Note that if we give X 
the norm from LCXJ(G), then a mean is continuous with IIMII ::; 1. If 1 E X, then 
M E X· is a mean if and only if IIMII ::; 1 and M(1) = 1. 
We call a group amenable if there exists a left-invariant mean on LCXJ(G). 
Equivalent conditions are the existence of right-invariant means and invariant means 
on any of the spaces Cb(G), UC(G), UGr(G), or UC/(G). (See, for example, [17, 30, 
or 33].) Another useful type of condition equivalent to amenability are the FfiSlner 
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conditions. (See [30, Chapter 4 or 33, Section 2.7].) The particular F!1llner condition 
we will consider here is the existence of a summing net for G, that is, a net {f(n}nEA 
of compact subsets such that UnEA f(n = G and for each compact set U, 
This is shown to be equivalent to the above characterizations of amenability in [30, 
Theorem 4.16]. 
Locally compact Abelian groups are amenable, as are compact groups. An 
example of a non-amenable group is F2 , the free group on two generators. 
We now consider the property of amenability in Banach algebras. Many of 
these basic results originated in the papers [23, 24] of Johnson, and a description 
can be found in Sections 43 and 44 of [8]. Suppose 21 is a Banach algebra and X is 
a Banach Qt-bimodule. A linear homomorphism D : Qt ~ X is called a derivation 
if D(ab) = D(a) . b + a . D(b) . If x E X, the map Dx : Qt ~ X given by 
Dx(a) = a . x - x . a is a derivation. Derivations of this type we call inner. We say 
that 21 is amenable if any derivation into a dual Qt-bimodule is inner. 
This is based on a topological version of the Hochschild cohomology of non-
topological associative algebras. Let X be a Banach Qt-bimodule and let 8 n (2!, X) 
be the space of bounded n-linear mappings 21n ~ X. (We identify 8°(21, X) with X.) 
Now define 8n : 8 n- 1 (Qt, X) ~ 8 n (2! , X) by 
n-l 
8n(T)(al"'" an) = al . T(a2,"" an) + 2:( -l)jT(a}, ... , ajaj+h' .. , an) 
j=l 
where T E 8 n- 1 (Qt, X) and aI, ... ,an E Qt. A standard property of these mappings 
is that 8n+1 0 8n = 0, so that we have the complex 
° ~ X l!... 8(Qt, .X) ~ 8\Qt, X) ~ ... 
The nth cohomology group of this complex is Hn(Qt, X) = ker 8n+1 / rng 8n. In 
particular, if x E X, then 81 (x)(a) = a . x - x . a and if x E 8 1 (Qt,X), then 
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62(T)(aI' a2) = aIT(a2) - T(aIa2) + T(aI)a2, so that 21 is amenable if and only 
if HI (21, X*) = 0 for each dual Banach 21-bimodule X* . It can be shown, using 
standard "dimension-reducing" techniques, that in this case we have Hn(21, X*) = 0, 
for all n. 
The use of the term "amenable" for such algebras originated in the paper [23] 
of B.E. Johnson, and is motivated by the following theorem. 
0.2.1. Theorem. [23, Theorem 2.5} Suppose G is a locally compact group. Then 
G is amenable if and only if L 1 (G) is amenable. 
Again , there are several equivalent characterizations of amenability in Banach 
algebras. For these, we make some further definitions . 
Let 21 be a Banach algebra. An approximate diagonal is a bounded net {dn}nEA 
in 21 ® 21 such that {-r.(dn)}nEA is a bounded approximate left identity for 21 and for 
each a E 21 , a . dn - dn • a -4 o. A vidual diagonal is an element d E (21 ® 21)** 
such that for each a E 21 , 1r**( d) . a = a and d . a = a . d. A diagonal is an 
element d E 21 ® 21 such that 1r(d) = e E 21 and da = ad. (This is called a 
splitting idempotent in [27], in reference to the cohomologica.l implications of the 
existence of such an element.) We now have the following theorem, obtained by 
combining Lemma 1.2 and Theorem 1.3 of the paper [24] of B.E. Johnson with [13, 
Theorem 3.10], a result originally due to A.Ya. Khelemskii. 
0.2.2. Theorem. Suppose 21 is a Banach algebra , then the [0110 wing are equiva-
lent: 
(i) 21 is amena ble, 
(ii) t here is an approximate diagonal [or 21 , 
(iii) there is a virtual diagonal [or 21, a,nd 
(iv) the diagonal ideal [or 21, ker 1r ~ 21®21°P , has a bounded approximate 
identity. 
In the case where 21 is finite-dimensional, the existence of a virtual diagonal is 
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clearly equivalent to the existence of a diagonal. By results of G. Hochschild [21, 
Theorem 4.1], and M.J . Liddell [27, Theorem 1.3], we have the following. 
0.2 .3. Proposition. Suppose 21 is a finite-dimensional complex algebra, then the 
following are equivalent: 
(i) 21 is amenable, 
(ii) there is a diagonal for 21, and 
(iii) 21 is isomorphic to a finite direct sum of matrix algebras Mn(C). 
Examples of amenable Banach algebras other than the group algebras of amen-
able groups are Co(X), for X a locally compact topological space, and K.(H), the 
algebra of compact operators on a Hilbert space H. These are shown to be amenable 
using Theorem 0.2.1 and the following proposition. 
0.2.4. Proposition. [23, 5.3} Suppose Q{ and ~ are amenable Banach algebras 
and v : Q{ -+ ~ is a continuous algebra homomorphism with range dense in ~. If 
21 is amenable, then ~ is amenable. 
Define a Banach algebra Q{ to have property (G) if there exists an amenable 
locally compact group G and a continuous homomorphism v : LI(G) -+ Q{ with 
range dense in 21. Clearly property (G) is sufficient for amenability. It is natural to 
ask whether all amenable Banach algebra have property (G). 
We present some basic results on property (G) which will aid us in later 
sections, when we will characterize property (G) for certain Banach algebras 21. 
0.2.5. Proposition. Suppose Q{ and Q3 are Banach algebras with property (G) , 
then 21 61 Q3 and 21 ® Q3 have property (G). 
Proof. By hypothesis, there exist amenable locally compact groups G1 and G2 
and continuous homomorphisms VI : LI(GI) -+ Q{ and V2 : Ll(G2 ) -+ Q3 with 
rngvl = 21 and rngv2 = Q3. Then VI 61 V2 : Ll(Gt) EB LI(G2 ) -+ Q{ 61 Q3 and 
VI ® V2 : Ll(Gt) ® Ll(G2 ) -4 Q{ ® Q3 are dense-ranged continuous homomorphisms, 
Amenability and Property (G) 13 
so it suffices to sh,ow that L 1 (Gd $ Ll( C2 ) and Ll( Cd ® L 1 (G2 ) have property (G) . 
The groups C 1 X C2 and G1 X G2 X Z2 are amenable with 
Ll(G1 x G2 ) ~ Ll(Ct} ® L 1(C2 ), 
Ll(C1 X G2 x Z2) ~ Ll(C1 x G2 ) ® C2 
~ Ll(C1 x C2 ) $ Ll(G1 x G2 ), 
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Chapter 1. Property (G) in Commutative 
Banach Algebras 
In the present chapter, we will investigate property (G) for certain families of 
commutative amenable Banach algebras. As one may expect, to assess property (G) 
in commutative Banach algebras, it is sufficient to consider only homomorphisms 
Ll(G) --+ 21, for G an Abelian locally compact group. 
The actual Banach algebras 2! we consider are themselves subalgebras of com-
mutative group algebras, enabling the use of a result of P.J . Cohen on homomor-
phisms between commutative group algebras. Results obtained below on such ho-
momorphisms seem to be of independent interest , and suggest several possible gen-
eralizations that will be followed in later chapters. 
1.1. Reduction to Abelian Groups 
The sole result of this section is that to ascertain property (G) for commutative 
group algebras, it is enough to consider Abelian groups. If 2! is a Banach algebra, 
a commutator of 2! is an element of the form ab - ba , for some a. b E 2!. The 
commutator ideal of Q1 is defined to be the closed ideal generated by the commutators 
in 21. It is clear that the commutator ideal is the smallest closed ideal I for which 
the quotient algebra 2!/I is commutative. 
If G is a locally compact group , a commutator of G is an element of the form 
xyx-1y-l, for some x, y E G. The commutator subgroup is the closed subgroup of 
G generated by the commutators in G. The commutator subgroup of G is a closed 
normal subgroup, and it is the smallest closed normal subgroup C for which the 
quotient group G/G is Abelian. (See [20, Theorem 23.8].) 
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1.1.1. Lemma. Suppose G is a locally compact group with commutator sub-
group C and Te is the natural epimorphism LI(G) -+ Ll(GjC), then ker Te is 
the commutator ideal of LI(G). 
Proof. Let.J be the commutator ideal of LI(G). The homomorphism Te has 
range in a commutative Banach algebra, so any commutator of 2L is contained in 
ker Te. Hence.J ~ ker Te. 
Conversely, by [32, 3.6.4], we have ker Te = span {I - xl : x E C, I ELI (G)}. 
Put H = {x E G : I - xl E.J, (J E Ll(G))} , a closed subgroup of G. Let 
{en}nE~ be a bounded approximate identity for LI(G) , and let x, y E G. For n E .6., 
put 9n = yen * xen - xen * yen E .J so that if I E Ll(G), then 9n * I E .J and 
II(yxi - xyJ) - 9n * III ~ Ily(xi - en * xJ)11 + lIyen * x(J - en * J)II 
+ Ilx(yi - en * yJ) II + Ilxen * y(J - en * J) II 
~ Ilx! - en * xIII + IlyI - en * y!11 + 211en 11111 - en * III 
-+ o. 
But.J is closed and translation-invariant , so yxi - Xy! E .J and X-1y-Ixyl - ! E .J. 
Hence x-1y-1xy E H. Hence C ~ Hand ker Te ~ .J. • 
1.1.2. Proposition. Suppose G is a locally compact group and v : LI(G) -+ 21 is 
a continuous algebra homomorphism into a commutative Banach aJgebra, then there 
is a locally compact Abelian group G' and a continuous aJgebra homomorphism 
v' : Ll(G') -+ 2t with rng v = rng v' and Ilv'll = Ilvll. 
Proof. Let C be the commutator subgroup of G, so that G' = GjC is a locally 
compact Abelian group, and by Lemma 1.l.1 , the commutator ideal of Ll(G) is 
.J = ker Te. Clearly.J ~ ker v. Now, by [32, 3.4.4], Te is an epimorphism 
which induces an isometric isomorph~sm Ll(G)j.J -+ LI(GjC). It follows that 
v' = v 0 Tel: LI(GjC) -+ 2t is a well-defined continuous algebra homomorphism, 
with Ilv'll = Ilvll· II 
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Now, since locally compact Abelian groups are amenable, a commutative Ba-
nach algebra 21 has property (G) if and only if there is a locally compact Abelian 
group G and a dense-ranged homomorphism Ll(G) -+ 21. Since the emphasis of the 
rest of this chapter is on property (G) in commutative group algebras , all groups 
considered herein will be Abelian. For this reason, for all locally compact groups in 
the remainder of this chapter, we will use additive notation for the group product. 
1.2. Homomorphisms Between Commutative 
Banach Algebras 
Suppose v ; 21 -+ ~ is a continuous homomorphism between commutative 
Banach algebras . Then for <p E ~~ , <p is a nonzero homomorphism ~ -+ C, so 
<p 0 v = v*(<p) is a homomorphism 2{ -+ C, that is v*(<p) E ~'J U {O}. Putting 
y = { <p E ~~ : v*(<p) =I- 0 } and Q = v*ly, we have 
-- { a 0 a(<p) 
a E 21 ~ v(a)(<p) = 0 if <p E Y; (1) 
otherwise. 
--We will often abbreviate this to v( a) = a 0 a. If ~ is semisimple, (1) serves to 
determine v, and so we will mainly restrict our attention to this case. The following 
proposition brings together some well-known and easily obtained results concerning 
such an analysis of homomorphisms. 
1.2.1. Proposition. Suppose 21 and ~ are commutative Banach algebras and 
v ; 21 -+ ~ is a continuous homomorphism. Defining Y and a as above, Y = 
~~ \ Z(rng v), so that Y is an open subset of ~~ and if 21 is unital, then Y is 
compact. Also, a is a continuous, proper and closed map into Z(ker v), and if ~ 
is semisimple, then Z(ker v) is the hull-kernel closure of a(Y). 
Proof. Clearly <p E Z(rng v) if and only if <p 0 v = 0, so that Y = ~~ \ Z(rng v), 
and Y is an open subset of ~21 . If e is a unit in 21, then v(e) is an idempotent in ~, 
--with v(e) = eo a = Xy E Co(~~), so Y is compact. 
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If we give both ~* and 21* their weak* topology, then v· is clearly continuous, 
and so it follows that a is continuous. To show a to be proper, suppose C ~ ~'J 
is compact. For each <.p E C, there exists a.p E 21 with i<.p(a cp )i > 1, so that 
Kcp = {'P' E 4>'! : iacp (<.p').i 2:: I} is a closed neighbourhood of <.p. Moreover, since 
acp E Co(4)'!), Kcp is compact. Similarly a-I (J{cp ) = {<.p' E 4>~ : iv(a:)(<.p')i 2:: I} 
is compact. Take a finite set <.pb ... , <.pn such that 1('1' ) ' . . . , KCPn cover C, and then 
a-1 (C) ~ a-1(Kcp))U· . . U a-I (KCPn), which is compact, so a-I (C) is compact. Then 
from [7, Section 1.10.10, Prop. 15 & Section 1.10.1, Prop. 7], or by a straightforward 
argument involving filters, we have that a is closed. 
Clearly any a E ker v has a 0 a = 0, so a(Y) ~ Z(a), giving a(Y) ~ Z(rng v) . 
If ~ is semisimple, then v(a) = 0 if and only if a 0 a = 0, and so ker v = I(a(Y)) 
and Z(ker v) = ZI(a(Y)) . • 
It is worth noting at this stage that we are considering a as a map from Y, 
a locally compact space in its own right , into ~'l . It is in this capacity that a is 
closed, for even if Y is not a closed subset of ~~ , Y is a closed subset of Y, and so 
a(Y) is a closed subset of 4>'! . Similarly for any closed subset of V of Y, o(V) is 
closed in ~,! , regardless of whether V is closed in ~~ . 
Equation (1) also gives a necessary condition for an element of ~ to be in rng v, 
in that for any b E rng v , we must have b('P) = 0 when <.p tt. Y and b('Pl) = b('P2) 
w hen 'Pl . 'P2 E Y and a( <.p t} = a( <.p2). 
1.2.2. Definition. Suppose ~ is a commutati\·e Banach algebra and '" is an 
equi valence relation on U, an open subset of ~~ . Define K~( "'), the ",-class 
subalgebra of ~ by 
The equivalence", will usually be given by 'PI '" <.p2 <==> ?jJ (<.pI) = ?jJ('P2), where?jJ 
is a function with domain U. (Of course, every equivalence relation can be expressed 
in this manner.) In such a case, we will use the notation K~(?jJ) or K(?jJ) for K~("'), 
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and k~{'IjJ) (or k('IjJ)) will denote {b : b E 1I:~{'IjJ)}. Such subalgebras are considered 
in the ninth chapter of [37J in the case where 113 is the group algebra of a compact 
Abelian group. 
1.2.3. Lemma. With 113 , U and", as abO\·e, II:~{"') is a closed subalgebra of ~. 
Proof. Clearly II:~( ""') = ncp~u ker <P n nCP1-CP2 ker{ <PI - c.p2), which is a closed 
subspace of 113 . It is also clear that II:~{ "') is closed under multiplication , so that 
-
We now consider the application of these ideas to an analysis of the range of 
an algebra homomorphism. 
1.2.4. Lemma. Suppose 2! ~ ~ are commutative semisimple Banach algebras, 
v : 21 - 113 is a homomorphism, Y = <P~ \ Z(rng v), and a = v*ly : Y - <P<;l . 
For b E 113 , we have b E lI:{a) if and only if b = 0 off Yand b 0 a-I E Co (a(Y)) ; 
whereas b E rng v if and only if b = 0 off Y and boa -1 : a(Y) --+ C is well-defined 
and has an extension in 21. 
Proof. Suppose b E 11:(0'), so that boa -1 is a well-defined function a(Y) - C. 
Let V ~ C be closed, then b-1 {V) n Y is a closed subset of Y, and since a is closed, 
0'0 b-l{V) = (b 0 a-lr1 (V) is closed. Hence b 0 a-I is continuous. If we also have 
o t!. V, then b-1 (V) is compact, and since a is continuous, (hoa-l)-l(V) is compact. 
Thus b 0 a-I E Co(a(Y)). The remaining statements are clear from definitions. _ 
It will be shown in Section 1.5 that if 21 and 113 are commutative group algebras, 
then rng v = 11:(0'). To illustrate the elements needed for a proof of such a result , 
we consider the following much easier result. 
1.2.5. Proposition. Suppose Xl and X 2 are locally compact topological spaces, 
and v : Co(Xd --+ CO(X2 ) is a homomorphism. Let Y = X 2 \ Z(rng v) and 
a = v*ly : Y --+ Xl, then rng v = lI:{a). 
, 
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Proof. We have Y ~ X 2 open and a : Y -- Xl continuous, proper and closed, so 
a(Y) is a closed subset of Xl . Let Xr = Xl U {oo}, the one-point compactification 
of Xl , and define f on a(Y) U {oo} to be the extension of bo a-I obtained by setting 
f(oo) = o. Then a(Y) U {oo} is a closed subset of Xr with f E C(a(Y) U {oo}), 
so by the Tietze Extension Theorem [7, 9.4.2], there is a function g E C(Xf') 
extending f. But then glxl E 21 is an extension of b 0 a-I, as required. 
-
1.2.6. Corollary. Suppose X is a locally compact topological space, 21 IS a 
commutative semisimple Banach algebra and v : Co(X) __ 21 is a homomorphism. 
Let Y = <I><;! \ Z(rng v) and a = v-Iy : Y -- X, then rng v = K<,B(a). 
Proof. Composing v with the Gel'fand transform on 21 gives a homomorphism 
v': Co(X) -- Co(<I><;!). Then with Y' = <I><;! \ Z(rngv') and a' = v'ly, we actually 
have Y = Y' and a = a', so by Proposition 1.2.5, rng v' = KCO(<I>'lI) (a). However, 
rng v' = (rng v)" ~ Qi so ~<;!(a) = Qin~Co(<I>'lI)(a) = (rng v)". By the semisimplicity 
of 21, K<;!(a) = rngv. _ 
1.3. Homomorphisms Between Commutative 
Group Algebras 
In this and the next two sections, we will develop arguments leading to a result 
analogous to Proposition 1.2.5 for homomorphisms between commutative group 
algebras. Central to this development are results of P.J. Cohen on certain algebraic 
properties of the Group and Measure algebras of locally compact Abelian groups . 
These can be found in the original papers [10, 11], or, perhaps more conveniently, 
in the third and fourth Chapters of the book [37] of W. Rudin. 
1.3.1. Definitions. If r is a locally compact Abelian group and E is a closed 
coset in r, the coset ring of E, denoted R(E), is the Boolean ring generated by the 
relatively open cosets in E. A map 1/J : E1 -- E2 between two cosets is called affine 
if 1/; (,1 + /2 - /3) = 1/J(,1) + 1/J(,2) -1/J('3) for any 11, /2, /3 EEl. If U ~ EI and 
1/J is a map U -- E2 such that there exists a coset E in E1 with U ~ E and an 
' ... 
'.10.. 
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affine map 'IjJ' : E -+ E2 extending 'IjJ, then we say that 'IjJ ' is an affine extension of 
'IjJ. A map 'IjJ from X ~ E1 into E2 is called piecewise affine if there exists disjoint 
S1, ... , Sn E R(Ed such that X = U~ Sk and each 'ljJlsk has a continuous affine 
extension. Note that in particular this implies X E R(E1 ) . 
We now state the two vital Theorems of P.J. Cohen. Each is stated in terms 
of group and measure algebras, but it is worth remembering that the Fourier and 
Fourier-Stieltjes algebras on closed cosets are isomorphic to these algebras, and so 
these theorems can easily be restated in terms of these algebras. 
1.3.2. Theorem. [10, Theorem 1] If G is a locally compact Abelian group, then 
a measure J.l E M(G) is an idempotent if and only if jl = Xs for some S E R(r). 
1.3.3. Theorem. [11 , Theorem 1] If v : L1(G1) -t M(G2 ) is a nonzero algebra 
homomorphism , then there exists a set Y E R(r2 ) and a piecewise affine map 
a : Y -t r1 such that for each f E L 1(G1 ) , ;U) = j 0 a on Y and ;(j) = 0 
off Y. Conversely, any such piecewise affine map determines a homomorphism 
Before proceeding further, we should note that the apparent conflict in the 
conclusions of Theorems 1.2.1 and 1.3.3 is easily resolved. If v : L1(Gd -+ M(G2 ) 
is a homomorphism such that rng v ~ L 1 (G2 ), then we seem to have on one hand 
that a is proper, whilst on the other that it is not. The difference in the two 
theorems is in the domain of Q. Indeed, if Y = <I>M(G2) \ Z(rng v) and a = v-If' 
are as in Theorem 1.2.1, and Y, a are as given by Theorem 1.3.3, then Y = Y n r 2 
and a = aly; but since r 2 is not necessarily closed in <I>M(G2) ' a need not be proper 
when a is. Given this, it is not surprising that the two versions of a have different 
topological properties. This can be seen as an illustration of certain differences 
between the Gel'fand and Fourier-Stieltjes transforms on measure algebras. 
Now that we know the nature of a homomorphism Ll(Gd -+ L 1(G2 ), it is 
opportune to consider the steps required to show that K( a) = rng v for such 
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homomorphisms. By Lemma 1.2.4, what is required is to show that for each 
I E K(a), i 0 a-I E Co(a(Y)) has an extension 9 E LI(Gd-- = A(rd. This 
involves determining the nature of the set a(Y), the behaviour of i 0 a-Ion a(Y), 
and the behaviour required of g. For the first two of these, we need to know more 
about the coset ring and piecewise affine maps. We will devote the next section to 
this. The behaviour required of 9 is readily accounted for-much is known of the 
Fourier algebra on a locally compact Abelian group. One vital property enables us 
to attain the desired result for certain a at this stage. 
1.3.4. Lemma. If Y is an open coset in r2 and a : Y -+ rl is affine, proper and 
continuous, then for any I E K(a) , i 0 a-I has an extension in A(rd. 
Proof. Since Y is dopen and a is dosed and affine, a(Y) is a dosed coset. For 
,0 E Y, E = a-1{a{to)} is a compact subcoset of Y , and so A = E - ,0 is a 
compact subgroup of Y - 'D. Clearly i E A(r2) is constant on cosets of A, so 
by [37, Theorem 2.7.1], I is concentrated on the open subgroup H = Anna2(A) 
of G2 • This means that I = 0 off H and II = IIH E LI(H) . Now, by [37, 
Theorem 2.1.2], if ~ r2/ A via (x" + A) = (x,, ) (x E H, , + A E r 2/ A), and so 
ilb + A) = fH II(X)(X" + A)dx = fa I(x)(x,,)dx = ib). Hence if we let QA 
be the quotient map r 2 -+ r2/A , then il 0 QA = j. Putting Yi = QA(Y) ' il is zero 
off Yi , a dopen coset in r2/A , and iIIYI E A(Yi). 
Now, a 0 QAI : Yi -+ a(Y) is a well defin ed affine bijection. Furthermore, 
a 0 QAI is continuous and proper, and hence is an affine homeomorphism onto 
a(Y). Thus I t--+ loa 0 QAI defines an isomorphism from A( a(Y)) onto A(Yi), 
so i 0 a-I = il 0 (a 0 QAlfi E A(a(Y)) . Since a(Y) is a dosed coset III r 2 , 
A(a(Y)) = A(rdlcr(Yb so it follows that i 0 a-I has an extension in A(rI). • 
It may be of interest at this stage to consider the action of v in such a case. 
We will only consider the situation where Y is a subgroup and a is a homomor-
phism. The case where Y is a coset and a is affine is then formulated by noting 
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that translation in the Fourier algebras A(fd and A(f2) corresponds to pointwise 
multiplication by a character in LI(GI) and LI(G2). 
Let HI = AnnGI (a(Y)) , H2 = AnnG2 (Y)' and let A and H be as above. Then 
H ~ G2 and Y ~ f2 are clopen subgroups , H2 ~ G2 and A ~ f2 are compact 
subgroups , and a(Y) ~ fl and HI are closed subgroups. We have A = ker a, so 
"p = a 0 QAl : Y/ A - a(Y) is a topological group isomorphism whose adjoint 
"p. : Gd HI - H/ H2 is also an isomorphism. 
Let THI : Ll(Gt} - LI(GdHd be the natural epimorphism, as discussed by 
Reiter [32, Section 4.3]. Let \11 : LI(Gd Hd - LI(H/ H2) be the isomorphism 
induced by"p, and let IH/H2 : LI(H/H2) - LI(G2) be the natural monomorphism 
given by IH/H2 (J)(x) = f(x + H2 ) if x E Hand IH/H2 (J)(x) = 0 otherwise. 
Then for t : a(Y) '---+ f1 the inclusion mapping, we have a = t 0 1jJ 0 Q A , and 
a corresponding decomposition v = IH/H2 0 \11 0 THI . (Here t corresponds to THI , 
etc.) Hence if 9 E LI(Gt} , v(g) is given by 
x rf- H =} v(g)( x ) = 0 a.e. 
and x E H with , say x' E GI such that 1jJ*( x' + f{d = x + f{2 
=} v(g)(x) = TKI(g)(X' + Ht} 
= i 'l g(x' + t)d>"HI (t) a.e. 
1.3.5. Corollary. Suppose f2 is connected, v : LI(Gd - LI(G2) is a nonzero 
homomorphism, Y = f2 \ Z(rng v) and a = v·ly . Then for some open subgroup 
H of G2 , 
Proof. Since f2 is connected, R(f2) = {0, f 2}. Let Y = f2 \ Z(rng v) and 
a = v· ly. Then by Theorem 1.3.3, 0 =j:. Y E R(f2) and a is a proper piecewise 
. affine map. Thus, by definition, Y = f2 and a is affine and Y = f 2. Let A be the 
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compact subgroup on whose cosets a is contant, and let H = Anne A. Then 
rng v = K(O') = {f E LI(G) : j is contant on each coset of A} 
= {f E LI(G) : f = 0 off H}, 
which is a subalgebra of LI(G) isomorphic to LI(H). • 
In the case where G2 is also connected, this reduces to rng v = LI(G2 ), and 
since the Euclidean groups IR n are the only connected locally compact Abelian groups 
with connected dual , we have the following. 
1.3.6. Corollary. If G2 = IR n for some n > 0, then v is onto. • 
1.4. The Coset Ring and Piecewise Affine Maps 
As a starting point for considering general piecewise affine maps , we have from 
the discussion in [37 , Section 4.3.4] (d. [38]), that any set in the coset ring of a 
locally compact Abelian group r is a finite disjoint union of sets in 
'R.o(f) = { Eo \ (U Ek) : m ~ 0, Eo, ... , Em are open cosets in f 
I and each of E I , ... , Em are of infinite index in EO}. 
If E is a closed coset in a locally compact Abelian group , then we can similarly define 
Ro(E) and decompose elements of R(E) into a finite disjoint union of elements of 
Ro(E) . In what follows, it will be taken as understood that if we introduce a set 
in the manner "Suppose S E Ro(E), say S = Eo \ (U7' Ek), . .. ", then each Ek is 
an open subcoset in E, and each of E I , . .. , Em are open subcosets of infinite index 
in Eo. 
We also define Rd(r), the discrete coset ring to be R(fd), being the Boolean 
ring generated by all cosets in f . Also define R c(f) = {X E Rd(r) : X is a closed 
... 
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subset of f}. This is not a Boolean ring (unless f is discrete ,) but we do have, by 
[38, Theorem 1.7], that Rc(f) = {X : X E Rd(fn and also 
Rc(f) = {U X k : for each 1 ::; k ::; n 
1 there is a closed coset Ek ~ f with X k E R(Ek) }. 
By applying the above decomposition to each Xk, we can assume, without loss, that 
each Xk is a closed element of Ro(f d). As discussed in [28], the sets X E Rc(f) 
are significant when considering Banach-algebraic properties of L 1 (G) , as the closed 
ideals of Ll(G) with bounded approximate identity are precisely those with hull in 
'R.c(f) , and as these hulls are also sets of spectral synthesis, a closed ideal I of L 1 (G) 
has bounded approximate identity if and only if I = I(X) for some X E R c(f) . 
It is clear that by [37, Lemma 4.3.3]' 0 ~ Ro(f). Consider S E Ro(f) , say 
S = Eo \ (U~ Ek), then for all "Y E Eo - Eo , 
5 n (5 + "Y) = Eo \ (0 Ek U U(Ek + "Y)) E Ro(f). 
1 1 
Hence if E is a coset containing S, then E n (E + "Y) i- 0 , so "Y E E - E . Thus 
Eo - Eo ~ E - E and Eo ~ E. Hence Eo is the smallest coset containing S. We 
call Eo the coset generated by 5 and denote this Eo = Eo(5). We now define N(5) 
to be the minimum number n ~ 0 such that there exist open cosets E1, • •• , En of 
infinite index in Eo = Eo(5) such that 5 = Eo \ (U; Ek)' 
The above decomposition of an element of the coset ring of a locally compact 
Abelian group can now be applied to obtain a characterization of piecewise affine 
maps. Let 'ljJ : X --+ fl be a piecewise affine map as in Definition 1.3.1 , then by 
performing a decomposition as above on each Sk , we can suppose that each 5k is an 
element of Ro(f2)' Also, each OISk has a continuous affine extension Ok : Ek --+ fI, 
for some coset Ek . Then 5k ~ Ek, so Eo(5d ~ Ek, and okIEo(Sk) is a continuous 
affine extension of OISk' Thus we can assume Ek = EO(Sk)' This gives us the 
following result. 
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1.4.1. Lemma. If X E R(f2) then tP : X - fl is piecewise affine if and only if 
there are disjoint 51, . .. , 5n E Ro(f2) such that X = 51 U ... u 5n and for each 
k, tPlSk bas a continuous affine extension tPk : Eo(5k) - fl . II 
We now present a pair of lemmas that we will use in Section 1.5 to obtain 
information about the affine maps tPl, . .. ,tPn from tP . Each lemma allows us to 
"smudge" certain 5 E R(r) to cover a slightly larger set. The first lemma applies 
to smudge a set 5 E Ro(f) to cover Eo(5), and the second applies to any 5 E R(f), 
to cover 5 + A, for A a compact subgroup of f. 
1.4.2. Lemma. Let 5 E Ro(r) and put Eo = Eo(5). Then there is a finite 
subset F of Eo - Eo such that Eo = 5 + F. 
Proof. Clearly any F ~ Eo - Eo has 5 + F ~ Eo. We prove that for any 
5 E Ro(f) there is a finite set F ~ Eo - Eo with 5 + F 2 Eo , by induction 
on N (5). If N(5) = 0, then 5 = Eo, so that F = {e} suffices. Now let 
n > 0 and suppose that for any 5' E Ro(r) with N(5') < n , there is a finite 
set F' ~ Eo - Eo with 5' + F' = Eo. Let 5 E Ro(f) have N(5) = n , say 
5 = Eo \ (U~ Ek). Put 5' = Eo \ (U~-l Ek), then /'/(5') ::; n - 1, so there exists 
F' with 5' + F' = Eo(5') = Eo. Then 
Eo = 5' + F' ~ (5 u En) + F' ~ (5 + F') U (En + F') , 
so Eo \ (En + F') ~ 5 + F'. 
Since En is of infinite index in Eo, En+F'-F' C Eo , so thereexists/o E Eo-Eo 
such that En + /0 ~ En + F' - F' . Then En + F' and En + (F' + (0) are disjoint. 
Put F = F' U (F' + (0), then 
5 + F = [5 + F'] U [5 + F' + /0 1 ~ [Eo \ (En + F')] U [Eo \ (En + (F' + (0))] = Eo , 
as required. II 
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1.4.3. Lemma. If S E R(r) and A is a compact subgroup of f , then there is a 
finite subset F of A such that S + A = S + F. 
Proof. Let El , .. . , Em be open cosets such that S is in the Boolean ring generated 
by {El ' . . . , Em}. Let:=: = n~ (Ek - Ek), so that:=: is an open subgroup of f with 
S + :=: = S. Then An:=: is a relatively open subgroup of the compact group A, so 
An:=: is of finite index in A. Thus there is a finite F ~ A with (An:=:) +F = A, and 
since S ~ S + (A n:=:) ~ S +:=: = S, we have S + F = S + (A n:=:) + F = S + A . 
• 
We can now apply these smudging lemmas to an analysis of proper piecewise 
affine maps. 
1.4.4. Lemma. If S E Ro(G) a.nd l/J Eo(S) --+ fl is affine such that l/J is is 
proper, then l/J is proper. 
Proof. Applying Lemma 1.4.2, we have that Eo(S) = ui (S + Ik - 10) , for some 
10' /1" · · "N E Eo(S). If C ~ fl is compact , each I E l/J -l(C) lies in some 
(S + Ik - 10) , so I - Ik + ,0 E S satisfies l/J (f - I k + 10) E C - l/J (fk) + ¢ (fo) , 
giving I E (l/J ls tl(C - l/J (fk) + l/J (fo)) + I k - / 0' Hence 
N 
l/J-l(C) ~ U((l/JIS(l(C -l/Jhk) + l/J ho)) + Ik -/0) 
1 
which is compact , so l/J is proper. • 
1.4.5. Corollary. If S E Ro(f2) and l/J : S --+ fl is proper with an affine 
extension l/J', then l/J'(Eo(S)) is a closed coset in fl and l/J (S) E R(l/J'(Eo(S))) . 
Proof. Without loss, we can assume that l/J ' has domain Eo(S). Then, by Lem-
ma 1.4.4, l/J ' is proper, and so E = l/J ' (Eo( S)) is a closed coset in fl. Now, 
as in Lemma 1.3.4, there is a compact subgroup A of Eo(S) - Eo(S) such that 
l/J' 0 Q A : Eo( S) j A --+ E is an affine homeomorphism. Then by Lemma 1.4.3, 
there is a finite F ~ A with S + A = S + F , giving S + A E R(Eo(S)). Hence 
' QA(S) E R(Eo(S)j A) and l/J(S) = l/J'(S) E R(E). • 
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If we now apply this result to each piece of a proper piecewise affine map, we 
obtain a significant property of the range of such a mapping. 
1.4.6. Corollary. If X E R(f2) and 'IjJ : X - f1 is proper and piecewise affine 
then 'IjJ(X) E Rc(f1)' 
Proof. This follows immediately from Lemma 1.4.1 and the observation that with 
notation as in Corollary 1.4.5, R(E) ~ Rd(ft}. • 
We now present some results on the coset ring that are easy extensions of [37, 
Theorem 4.3.3], which states that the union of a finite number of cosets of infinite 
index in an Abelian group G is a proper subset of G. 
1.4.7. Lemma. Suppose G is an Abelian group and E1"' " En are cosets in G 
such that G = U~ Ek, then G is the union of those of the Ek that are of finite 
index in G. 
Proof. Let.JJ ~ {I , . . . , n} be those k such that Ek is of finite index in G. For 
k E .JJ , let Hk = Ek - Ek a subgroup of finite index in G. Thus H = nJ Hk is a 
subgroup of finite index in G. (1f.JJ = 0, put H = G.) Now, if x E G, then for 
each k r!. .JJ , (H + x) n Ek is empty or a coset of infinite index in H, so by [37, 
Theorem 4.3.3]' Uk¢J(H +X)nEk is a proper subset of H +x. Thus for some k E .JJ , 
(H + x) n Ek f 0 , and hence H + x ~ Ek. Thus H + x ~ UkEJ Ek, and so we 
have that G = UkEJ Ek . • 
1.4.8. Corollary. Suppose G is an Abelian group and E1"'" En are cosets in 
G such that G = U~ Ek, then for some 1 ::; k ::; n, Ek is a subgroup of finite 
index in G . 
Proof. By Lemma 1.4.7, we may suppose that each Ek has finite index in G. Then 
e is an element of some Ek , which will be a subgroup. • 
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1.4.9. Corollary. Suppose r l and r2 are locally compact Abelian groups and 
a : r 2 -+ r l is a piecewise affine map. Then there is a set S E R O(r2 ) such that 
Eo(S) is a subgroup of finite index in r2 and als has a continuous affine extension 
ao : Eo( S) -+ rl. Further, if a is proper, then so is ao. 
Proof. Combining Lemma 1.4.1 with Corollary 1.4.8 gives the existence of Sand 
ao. The last part follows from Lemma 1.4.4. • 
It was demonstrated above that the range of a proper piecewise affine map 
a : Y -+ r l must be an element of Rc(rt} . To obtain a similar result for a general 
piecewise affine map, we need a generalization of part of Lemma 1.4.3 to show that 
S + A E R(r) when S E R(r) and A is a closed subgroup of r. Such a result is not 
immediately required for the consideration of homomorphisms between commutative 
group algebras. It is included here to give a more complete picture of piecewise affine 
maps, and to provide a basis for some developments in Chapter 3. 
First we give some results which could be proven using combinatoric arguments, 
but yield much more readily to a proof using the connection of the coset ring with 
the Fourier-Stieltjes algebra. 
1.4.10. Lemma. Suppose r is a locally compact Abelian group and S E Rd(r) 
is a elopen subset of r. Then S E R(r) and IlxsIIB(r) = IixsIIB(rdl" 
Proof. By [37, Theorem l.9 .1]' B(r) = B(rd) n C(r), with IIFIB(r) 
for any F E B(r), from which the result follows. • 
1.4.11. Lemma. If A is a closed subgroup of a loca11y compact Abelian group r, 
and Q : r -+ r j A is the quotient mapping, then 
R(rjA) = {Q(S): S E R(r), S + A = S}, 
and if S E R(r) has S + A = S, then IlxsIIB(r) = IlxQ(s)IIB(r/A)" 
Proof. Clearly R(rjA) ~ {Q(S) : S E R(r), S + A = S}. Conversely, suppose 
S E R(r) is such that S + A = S . Let J.L E M(G) have {i = XS ' then by [37, 
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Theorem 2.7.1], J.L is concentrated on H = Annc(A). Thus, if J.LH is the restriction 
of J.L to H, given by J.LH(E) = J.L(E n H), then J.LH E M(H), and PH E B(f j A) is 
given by PH(-Y + A) = p(-y) . Thus J.LH is an idempotent measure, and PH = XQ(S)' 
so Q(S) E 'R,(fjA). Finally, IIJ.LIIM(G) = IJ.LI(G) = IJ.LI(H) = IJ.LHI(H) = IIJ.LHIIM(H)' 
as required. • 
The following result can be obtained from [38, Theorem 1.3]. We include a 
proof of it here as a basis for a later result, where we try to estimate the norm of 
1.4.12. Proposition. If S E 'R,(r) and =- is a subgroup of f, then S +=- E 'R,(r). 
Proof. Clearly S + =- is dopen, so by Lemma 1.4.10, we only need show that 
S +=- E 'R,d(f), so we can assume that f is discrete. Clearly it suffices to demonstrate 
the case S E 'R,o(r) , say S = Eo \ (U~ Ek)' For 0 :::; k :::; n, put Ak = Ek - Ek. 
Let .1f ~ {1, .. . ,n} be those k such that Ak n =- is of finite index in Ao n =-, and let 
S' = Eo \ (UkEJ Ek) ' Then 
n 
, E Eo \ (S + =-) ¢=> ,+ (Ao n =-) ~ U Ek 
n 
¢=> Ao n =- = U(Ek - ,) n (Ao n =-). 
Moreover, each (Ek - ,) n (Ao n =-) is either empty or a translate of AI. n =-, which 
will be of finite index in Ao n =- if and only if k E .1f. Thus, by Lemma 1.4.7, 
n 
U(Ek - ,) n (Ao n =-) = U(Ek - ,) n (Ao n =-), 
1 kEJ 
and it follows that S + (Ao n =-) = s' + (Ao n =-). 
Put AJ = nkEJ Ak , so that S' + AJ ~ S' and AJ n =- is of finite index in Ao n =-. 
Let F ~ =- be such that (AJ n =-) + F = Ao n =-, then S + (Ao n =-) = s' + (Ao n =-) = 
S' + (AJ n =-) + F = S ' + F E'R,(r). 
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Actually, since S + (Ao n:=:) ~ Eo, we have S + (Ao n:=:) E R(Eo), and then by 
Lemma 1.4.11, Q(Aon:=:)(S) E R(Q(Aon:=:)(Eo)). Now, Ao/(Ao n:=:) ~ (Ao + :=:)/:=:, via 
,+ Ao n:=: f-t I+:=: = Q:=: -0 Q(lon:=:)b + Ao), so Q:=:(S) E R(Q:=:(Eo)) ~ R(r/:=:), 
and thus by Lemma 1.4.11, S + :=: E R(r) . 
• 
We then have the following, whose proof is completely analogous to that of 
Corollary 1.4.6. 
1.4.13. Corollary. If Q' is a piecewise affine map into a locally compact Abelian 
group r, tben rng Q' E Rd(r). 
• 
The converse to this is also true-if X E Rd(r), then with Xd = X ~ rd, 
the identity mapping Xd - X is a piecewise affine map. (The continuity of this 
is assured, as Xd has its discrete topology.) We will consider a converse to Corol-
lary 1.4.6 in Section 1.6. 
The following result is of no immediate use, apart from demonstrating the 
utility of Proposition 1.4.12. 
1.4.14. Corollary. If A, B E R(r), then A + B E R(r). 
Proof. We have A X B E R(r x r) and {b, -,) : I E r} is a closed subgroup 
of r X r. Thus {(a + I , b - I) : a E A, b E B " E r} E R(r x r) and 
(A+B)x{e} = {(a+1',b- , ): a E A,bE B" E r}n(r x {e}) E R(rx{e}) . 
1.5. The Range of a HOlnolnorphisln Between 
Commutative Group Algebras 
• 
In this section, as promised, we will complete the characterization of the range 
of a homomorphism between commutative group algebras. We firstly look at the 
case where Q' : Y - r1 is a piecewise affine map with just one piece, in the manner 
of Lemma 1.4.1. 
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1.5.1. Lemma. Suppose Y E Ro(r) and a : Y ~ r l is proper with an affine 
extension 0'1 : Eo(Y) ~ rl . Then [or any f E K( a), j 0 a -I has an extension in 
Proof. Put E = Eo(Y), then by Lemma 1.4.4, 0'1 : E ~ f1 is proper, so as in 
Lemma 1.3.4, there is a compact subgroup A of E - E such that 0'1 0 QAl is an 
affine homeomorphism Ej A ~ a(E). Define j : f2 ~ C to be the unique function 
that agrees with jon Y, is constant on cosets of A, and is zero off Y + A. That is, 
_ { fb - A) when A E A is such that "Y - A E Yj 
fb)= 
o if"Y 1. Y + A. 
To show j E A(r2)' we require sets 51, ... ,5n E R(f2) such that U; 5 j = Y + A 
and j . X S1 ' ... , j . XSn E A(f2)' for then 
n 
By Lemma 1.4.3, there is a finite set F ~ A such that Y + A = UAE F(Y + A). 
Then for each A E F, j. XY +A = f 0 LA E A(r2)' so the sets {Y + AhEF ~ 1(.(r2 ) 
are as required, giving j E A(r2)' Furthermore, the defined properties of j mean 
that j E k( ad. Hence by Lemma 1.3.4, j 0 a~1 has an extension in A(rd, and since 
j 0 a~l is itself an extension of j 0 a-I , we are done. • 
The final proof of the general case requires a result on ideals of commutative 
group algebras, so that the individual extensions obtained by Lemma 1.5.1 can be 
combined. 
1.5.2. Lemma. If I and :1 are closed ideals of a Banach algebra 21 and I 
contains {en}nE~' a bounded approximate right identity [or I , then I + :1 is a 
closed ideal o[ 21. 
Proof. Clearly I + :1 is an ideal of 21. Let 7r : :1 j(I n :1) ~ (I + :1)/I be the 
natural isomorphism. Clearly 7r is continuous. Let y E :1 be such that Ily + II < 1, 
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so that there exi:>ts x E I with Iy - xii < 1. Then 
111I"-I(y + I)II = inf Ily + zll ::; inf Ily - yenll 
zEIn:! nE~ 
:::; inf(lly - xii + Il x - unll + Ilenllllx - yll) nE~ 
< 1 + 0 + supllenll 
nE~ 
and so 11"-1 is continuous. Hence (I + .J)/I is complete, and it follows that I + .J 
is a closed ideal of 21. 
• 
1.5.3. Lemma. If A, B E Re(f) then I(A) + I(B) = I(A n B). 
Proof. By [28, Theorem 13], I(A) has a bounded approximate identity. Hence, 
by Lemma 1.5.2, we have that I(A) + I(B) is a closed ideal of A(r). Furthermore, 
Z(I(A) + I(B») = An B E Re(r). By [15, Theorem 1], An B is a set of synthesis, 
so I(A) + I(B) = I(A n B). • 
1.5.4. Corollary. Suppose A,B E Re(r) , l,g E LI(G) and jlAnB = §IAnB . 
Then there exists h E LI(G) such that jlA = hlA and 91B = hiB. 
Proof. We have 1 - 9 E I(A n B) = I(A) + I(B), so there are l' E I(A) and 
g' E I(B) such that 1 - 9 = -1' + g'. Then h = 1 + l' = 9 + g' E LI(G) has 
jlA = ItIA and 91B = ItIB. • 
1.5.5. Theorem. If Y E R(r2) and a : Y ---t fl is a proper piecewise affine map, 
then for any 1 E K(a), j 0 a-I has an extension in A(rd . 
Proof. By Lemma 1.4.1 , there exist disjoint 51, . .. , Sn E R o(r2 ) such that 
U~ Sk = Y and each alsk is proper with an affine extension ak : EO(Sk) ---t rl. 
For each 1 :::; k :::; n, j . XSk E ~(a lsk) ' so by Lemma 1.5.1, there exists gk E A(rt} 
, I' 1 
such that gkla(Sk) = 10 (alskt = 1 0 0'- la(Sk) . 
By Corollary 1.4.6, each a(Sk) E Re(rl) ' and so we can apply Corollary 1.5.4 
repeatedly to show that j 0 a-I has an extension in A(rt}. • 
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We now have the main theorem of this section. 
1.5.6. Theorem. Suppose G1 and G2 are locally compact Abelian groups and 
v : Ll(G1 ) ~ Ll(G2 ) is an algebra homomorphism. Then with Y = r2 \ Z(rng v) 
and a = v*ly, rng v = K(a). 
Proof. Combine Lemma 1.2.4 with Theorem 1.5.5. • 
Once we have this theorem, the following generalization requires only a small 
amount of extra effort. 
1.5.7. Theorem. If v : Ll(G1 ) ~ Ll(G2 ) is an algebra homomorphism and .1 is 
a closed ideal in Ll(GJ) , then v(.1) is a closed subalgebra of Ll(G2 ) . 
Proof. Let I = ker v = I(a(Y)), where Y and a are as above. By Corollary 1.4.6, 
a(Y) E Rc(rd . Hence, by [28, Theorem 13], I has a bounded approximate identity. 
Then, by Lemma 1.5.2, I +.1 is a closed ideal of Ll(G1). Since v is maps onto K(a), 
a Banach space, we have by the Open Mapping Theorem that v(Ll(GJ) \ (I + .1)) 
is open in K(a). Hence v(.1) = K(a) \ v(Ll(G1) \ (I + .1)) is closed in K(a), and 
an ideal of K(a) , so that v(.1) is a closed subalgebra of Ll(G2). • 
Given the rather definite characterization of the range of homomorphisms be-
tween commutative group algebras, it is natural to look for generalizations and 
similar results for homomorphisms between other Banach algebras. Some of these 
generalizations will be dealt with later, in Section 1.6 and Chapter 4-we comment 
here on possible generalizations of Theorem 1.5.6 to a situation involving general 
locally compact groups. (That is , those that are not necessarily Abelian.) 
There are two possible generalization of Theorem 1.5.6 in this direction- the 
first is to consider homomorphisms between the group algebras of locally compact 
groups, and the second is to consider homomorphisms between the Fourier algebras 
of locally compact groups. In the latter case, the actual algebras are commutative 
semisimple Banach algebras, and so there is the possibility of using Theorem 1.2.1 
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and attaining a result analogous to Theorem 1.5.6 in this case. One impediment to 
this is the lack of a complete result characterizing homomorphisms A( Gt ) -+ A( G2 ) 
similar to Theorem 1.3.3. Some partial results have been attained by B. Host in [22]. 
These require that Gt have an Abelian subgroup of finite index. Other difficulties 
arise in trying to generalize Lemma 1.5.3. There has been some investigation of the 
existence of bounded approximate identities in closed ideals of the Fourier algebra 
of a locally compact group by B. Forrest in [14]. These seem to require that the 
group, Gt in this case, be amenable. 
The second possible generalization is that of homomorphisms between the group 
algebras of locally compact groups. Here we no longer have commutative Banach 
algebras, so Theorem 1.2.1 does not apply. One could, however, develop analogous 
ideas involving the structure spaces of these algebras, and look to characterize the 
range this way. A more modest goal , perhaps, would be to show that the range of 
such a homomorphism is closed , or that if a homomorphism is dense-ranged, then it 
is onto. Some detail of the possible homomorphisms would assist in this task, but 
unfortunately there are only partial results in this direction. For example, see [25]. 
Note that by Proposition 1.1.2, we can characterize the range of group algebra 
homomorphisms Lt(Gd -+ Lt (G2 ) in the case where G2 is Abelian. 
1.6. Piecewise Affine Sets 
In this section, we will place all the results considered in the preyjous three 
sections into a much more general , and possibly more natural, setting. We have, 
for a coset E, definitions of A(E), B(E) , R(E), and so on, derived from those for a 
locally compact Abelian group. We consider a more abstract type of set X for which 
we can define similar objects. Most of the proofs in this section can be deduced from 
those for the group and measure algebras on a locally compact group, and so the 
proofs herein will be indications as to how this can be done. 
As a starting point , we have, by Corollary 1.4.13 and the subsequent discussion, 
that a subset of a locally compact Abelian group r is the range of a piecewise affine 
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map if and only if it is in the discrete coset ring of f . For proper piecewise affine 
maps, we have by Corollary 1.4.6 that if X ~ f is the range of a proper piecewise 
affine map, then X E 'R.c(r) . The converse to this is not immediately forthcoming. 
Note that, by the Structure Theorem for locally compact Abelian groups, any 
locally compact Abelian group G is topologically isomorphic to JRn x Go, where 
Go contains a compact open subgroup, and so Go does not contain any subgroup 
topologically isomorphic to JR. Thus n is the maximum non-negative integer such 
that G contains a subgroup topologically isomorphic to JRn. We generalize this to 
subsets of a locally compact Abelian group. 
1.6.1. Definitions. Define a Euclidean coset E ~ f to be one that is affinely 
homeomorphic to JRN, for some N 2: O. In such a case, N is the dimension of E. 
A Euclidean subcoset of a set S ~ f is a subset E of S that is a Euclidean coset 
in f. The Euclidean dimension, dim", S, of a set S ~ f is the largest n 2: 0 such 
that there is a Euclidean subcoset of S of dimension n. A set S ~ f is uniformly 
Euclidean if each maximal Euclidean subcoset E has the same Euclidean dimension 
as S. 
Suppose Xl, .. . ,Xm E 'R.c(r) , each X k has Euclidean dimension ~ n, and 
X = U~ X k • Then for any Euclidean coset E ~ X, E = U~(E n Xd, and so one 
of the sets En X k must have an interior point in E. However, En X k E 'R.c(E) , and 
since any proper subcoset of E has empty interior, it follows from [38, Theorem 1. 7J 
(as in the introduction to Section 1.4), that there is some Sk ~ E n X k with 
Sk E 'R.(E) = {0, E}. Hence E ~ X k , and so X has Euclidean dimension::; n. 
Hence if each X k is uniformly Euclidean of dimension n, then X is also uniformly 
Euclidean of dimension n. 
1.6.2. Proposition. Suppose fl is a o locally compact Abelian group and X ~ fl. 
Then X is the range of a proper piecewise affine map if and only if X E 'R.c(ft ) 
and X is uniformly Euclidean. 
.... 
.... 
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Proof. We first show that the range of a proper piecewise affine map is uniformly 
Euclidean. It suffices , by Lemma 1.4.1 and the discussion above, to show that if f2 
is a locally compact Abelian group, S E Ro(f2)' and a : Eo(S) -+ fl is a proper 
affine map, then O'(S) is uniformly Euclidean, with dim! O'(S) = dim! f 2 • 
By the Structure Theorem for locally compact Abelian groups, [37, Theo-
rem 2.4.1], we can assume that f2 = f~ X IRN, where f~ has a compact open 
subgroup. Then S ~ Ro(f2) has S = S' X IR N , for some S' E Ro(f~). Also, if 
I E S, then a-l {O'(-y)} is a compact coset in f2' so that A = a-I {O'(-y)} -, is a 
compact subgroup of f 2 • Clearly A = A' X {O} for some compact subgroup A' of f~. 
Since QA(S) = QA'(S') X IRN , and QA'(S') has no nontrivial Euclidean sub-
cosets, it follows that QA(S) is uniformly Euclidean of dimension N. Moreover, 
a 0 QAl : QA(Eo) -+ a(Eo) is an affine homeomorphism , so that a(S) is also 
uniformly Euclidean of dimension N . 
Conversely, suppose X is uniformly Euclidean of dimension N. We have that 
X = SI U ... USn, where each Sk is contained within a closed coset Ek in fl 
such that Sk E R(Ek)' Then for each k, fk = Ek - Ek has a closed subgroup f~ 
such that rk ~ f~ X IR N and f~ has a compact (relatively ) open subgroup :=:k . Let 
tPk : f~ X IRN -+ Ek be an affine homeomorphism and let S~ E R(fn be such that 
tPk(S~ X IRN) = Sk. Now define f/, Y and a as follows: 
n 
f' = IR N X II f; X Z , 
k=l 
Yk = IRN X :=:1 X .•. X :=:k-l X S~ X :=:k+l X ... x :=:n X {k} E 'R.(f/) , 
n 
Y = U Yk 
k=l 
and ,'= (x}, ... , xN,6""'~k-l " '~k+l " " ' ~n , k) E Y 
Clearly a : Y -+ f is a piecewise affine map with a(Y) = X. Moreover, since each 
piece aly", is essentially a quotient by the compact subgroup TI j # :=:j, each O'ly", IS 
proper, and so a is proper. • 
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Thus (IR x {O}) U (Z x {I}) ~ 1R 2 is not the range of a proper continuous 
piecewise affine map, despite being an element of Rc(1R 2). Similar sets are easily 
constructed in any locally compact Abelian group of nonzero Euclidean dimension. 
1.6.3. Corollary. A closed ideal I ~ L 1 (G) is the kernel of a homomorphism into 
a commutative group algebra if and only if Z(I) is a uniformly Euclidean element 
Proof. If I is the kernel of v : Ll(G) ~ L1(G'), then by Proposition 1.2.1, 
Z(I) = a(Y), so that Z(I) is a uniformly Euclidean element of Rc(r). Conversely, 
if I is a closed ideal such that X = Z(I) is a uniformly Euclidean element of 
Rc(r), then by Proposition 1.6.2, there is a locally compact Abelian group r', a 
set Y E R(r), and a proper piecewise affine map a : Y ~ r with range X. 
Then with v : Ll(G) -- L1(G') the homomorphism determined by a, we have 
Z(ker v) = a(Y) = X = Z(I) . Since X is a set of spectral synthesis, ker v = I . 
• 
If we now examine the proof of Theorem 1.5.5, no use IS made of the fact 
that a(Y), the set on which j 0 a-I is defined, is uniformly Euclidean. Thus we 
have a result slightly stronger than Theorem 1.5.5. This stronger result can be 
stated as considering proper piecewise affine maps a : Y __ r where Y is a set 
made up of pieces whose Euclidean dimension is not the same. The definition 
we make has a little in common with that of a manifold, with some significant 
differences. The intent is the same-we seek a definition of a topological space 
with associated structures that give it certain properties similar to those of a locally 
compact Abelian group, whilst discarding aspects of a locally compact Abelian group 
that are irrelevant for our considerations. 
1.6.4. Definitions. A piecewise affine set is a locally compact topological space 
X with a finite at/as of associated charts 1/Jk : Sk __ X (1 ::; k ::; n) satisfying: 
(i) each Sk is in the coset ring of a locally compact Abelian group rk , 
(note: r1 , r2 , ••• may be distinct) 
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(ii) each 'l/Jk is a homeomorphism onto Xk, its range, 
(iii) U~ X k = X 
(iv) if Xj n X k is nonempty then it is equal to some Xi, 
(v) if Xj ~ X k then tP;l 0 tPj : Sj --+ fk is a proper piecewise affine injec-
tion. (Equivalently, a piecewise affine map that is a homeomorphism 
onto its range.) 
If X is a piecewise affine set with respect to two different atlases {'l/Jk}~ and {tPj};n, 
we say that these atlases are compatible if there is an atlas with {'l/Jk}~ U {tPj};n as 
a subset. We can now define the coset ring, Fourier algebra, and Fourier-Stieltjes 
algebra of such a set X by 
'R.(X) = {S ~ X: 'l/J;l(S) E 'R.(fk) (1::; k::; n)} 
A(X) = {I E Co(X) : 10 'l/Jk = Iklsk, for some Ik E A(fk) (1 ::; k ::; n)} 
B(X) = {F E C(X) : F 0 'l/Jk = Fkl sk , for some Fk E B(fk) (1 ::; k ::; n)}. 
Suppose U ~ {I, ... , n} is such that X = UI Xk. Then it is clear that 'R.(X) 
{S ~ X : 'l/J;l(S) E 'R.(rk) (k En)}. Similarly, we only need consider kEn 
when assessing whether a given function is an element of A(X) or B(X). For this 
reason, compatible atlases give identical definitions of 'R.(X), A(X) and B(X). We 
define 'R.d(X) and 'R.c(X) analogously to the group case. We make A(X) into a 
Banach algebra by defining 11/// = E~lIlkxsk IIA(rk)' and similarly for B(X). It 
is readily checked that compatible atlases give equivalent norms. If X is another 
piecewise affine set, (with charts J;j : 5j --+ Xj , etc ,) and Y E R(X), a map 
a : Y --+ X is called piecewise affine if each J;jl 0 a 0 'l/Jk is a piecewise affine 
map 'l/J;1(a-1(Xk)) --+ rj . We will also speak of this as a morphism of piecewise 
affine sets, and adopt the usual gamut of terms monomorphism, epimorphism, iso-
morphism, topological isomorphism, automorphism, ... Note that these all include 
the continuity criterion that originally occurred in 1.3.1, where we defined piecewise 
affine. 
Note. When it is intended that the term "piecewise affine map" should refer to 
the definition given above, this intention will be stated, if it is not clear from the 
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context. Otherwise, we will mean a piecewise affine map between locally compact 
Abelian groups. Thus, if we say that a set is the range of a piecewise affine map, 
then we mean a piecewise affine map as in definition 1.3.1, rather than a map of the 
type in the above definition. 
1.6.5. Example. Suppose f l , . .. ,fn are locally compact Abelian groups and for 
each k, let XI; E n(fl;), and let X = U; XI;. Then X is clearly a piecewise affine 
set. 
1.6.6. Example. Let f be a locally compact Abelian group and let X E Re(f). 
We have, by [38, Theorem 1.7], that X = U; XI;, where each XI; is in the coset 
ring of Ek , a closed coset in f. For each nonempty F ~ {I , . .. , n} such that 
nkEF X k =f:. 0 , put XF = nkEF Xk. With IF E X F, fF = nkEF Ek - IF is a closed 
subgroup of f and XF - IF E n(fF)' Let SF = X F - IF, and let lPF : SF ~ X 
be the translation I ~ I + IF. Then (i)-(iv) above are clear. If XF ~ XF', then 
fF is a closed subgroup of fF' and lPF~ 0 lPF : SF ~ fF' has an affine extension 
fF ~ fF' given by I ~ I + IF - IF', which is proper. Thus we have (v), so 
that any X E n e(f) can be viewed as a piecewise affine set in a natural way. Due 
to the comments within definition 1.6.4, we can usually ignore all the X F except 
Xl," .,Xn • 
1.6.7. Example. Let X = U; X n , where Sl = S2 = JR , 
S3 = {O, I} E R(Z), Xl n X2 = X3 = {Xo, Xl}, and 
the charts are given by 1P1 (O) = 1P2 (O) = 1P3(O) = Xo and 
1P1(1) = 1P2(1) = 1P3(1) = Xl. 
Xo 
1.6.8. Definitions. We say that a piecewise affine set X IS disjoint if there is 
a topological isomorphism from X onto a set of the type in Example 1.6.5. We 
say that a piecewise affine set X can be embedded in a group (or just embedded) if 
there is a topological isomorphism from X onto a set of the type in Example 1.6.6. 
(Or equivalently, if there is a proper monomorphism from X into a locally compact 
..... 
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Abelian group.) A disjoint piecewise affine set can be embedded, whereas the set in 
Example 1.6.7 cannot be embedded. We will chiefly be interested in those piecewise 
affine sets that can be embedded. 
The following theorem contains a representative sample of some of the possible 
results on piecewise affine sets. 
1.6.9. Theorem. Suppose X and X are piecewise affine sets, W E 'R(X) and 
a : W -+ X is piecewise affine. Then 
(i) <I>A(X) = X, via <Pxh) = -y(x), and A(X) is semisimple and regular, 
(ii) A(X) is a closed ideal of B(X), 
(iii) B(X) is the multiplier algebra of A(X) , 
(iv) the idempotents in B(X) are {Xv : Y E 'R(X)}, 
(v) any X E 'Rc(X) is a set of synthesis for A(X), 
(vi) a closed ideal I of A(X) has bounded approximate identity if and 
only if Z(I) E 'Rc(X) , 
(vii) a(W) E 'Rd(.\\ and if 0' is proper, then a(W) E 'Rc(X) , 
(viii) f f-t f 0 a defines an algebra homomorphism A(X) -+ B(X) , which 
has range in A(X) if and only if a is proper, in which case the range 
is KA(X)(a). 
Further, if X can be embedded, and v : A(X) -+ A(X) is an algebra homomor-
phism, then 
(ix) Y = X \ Z(rng v) E 1<.(X) and v·ly is piecewise affine. 
Proof. Most of (i) ... (vi), and the first part of (viii), can be deduced from the fact 
that we have the natural algebra epimorphisms 
PXk : B(X) -+ B(Xk) ~ B(Sk) ~ IB(rk)(fk \ Sk) ~ B(fk), 
for which PXk (A (X)) ~ A(Xk) ~ A(Sk) ~ IA(rk}(fk \ Sk) ~ A(fk), 
and that PX1 EB· .. E9 PXn : A(X) -+ EB~ A(Xk) is a monomorphism. The statement 
(vii) follows directly from the definition of piecewise affine sets and maps, and 
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Corollaries 1.4.6 and 1.4.13. Once we have the form of a(W) for proper a, the 
proof that the range of the homomorphism I t-+ loa is K( a) involves showing 
that A(X)la(W) = A(a(W)), which we can prove as in 1.5.6. To show (ix), note 
that we have (without loss) X E Rc(r), so A(X) ~ A(r)II(X) . Thus we have 
- -
a homomorphism Pi : A(r) ~ A(X), from which we obtain homomorphisms 
PXk 0 v 0 Pi : A(r) ~ A(fk ), which we can then tackle using Theorem 1.3.3. • 
A useful application of this is a description of L 1 (G) II, for certain ideals I. If 
I = I(X) for some X E Rc(r), then the inclusion mapping iX : X '----t f is a proper 
piecewise affine injection, so that I t-+ I 0 iX = Ilx defines the homomorphism 
Px : A(r) ~ A(X) whose range is KA(X)(iX) = A(X). Thus px is an epimorphism 
with kernel I(X), so that Ll(G)II(X) ~ A(X). 
Using this, along with a construction similar to Proposition 1.6.2, and parts 
of Theorem 1.6.9, it is possible to obtain some characterizations of those ideals 
with hull in R c(f). It is interesting to compare this with [28, Theorem 13], which 
characterizes exactly the same ideals as is done here. 
1.6.10. Proposition. If G is a locally compact Abelian group and I is a closed 
ideal of L I (G), then the following are equivalent: 
(i) Z(I) E R c(f), 
(ii) there exist locally compact Abelian groups f l , . . . , fn , Y E R(l:J f k ) 
(iii) 
(iv) 
(v) 
and a proper piecewise affine map a : Y ~ f with range Z(I), 
I is the kernel of a homomorphism Ll(G) ~ LI(Gt} EB··· EB Ll(Gn ), 
Ll(G)II is isomorphic to a closed subalgebra of a finite direct sum 
of commutative group algebras, and 
L 1 (G) II is isomorphic to the Fourier algebra of an embeddable piece-
wise affine set. 
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1. 7. Subalgebras of Commutative Group Algebras 
In this section we will examine closed subalgebras of commutative group al-
gebras, which we call group subalgebras, and for certain classes of these, develop 
necessary and sufficient conditions for property (G). We assume throughout that 
G is a locally compact Abelian group with dual f. 
The following is a direct consequence of Proposition 1.1.2 and Theorem 1.5.6. 
1.7.1. Proposition. A closed subaIgebra 21 of LI(G) has property (G) if and 
only if Y = f \ Z(21) E nCr) and there is a JocaJIy compact Abelian group f' and 
a proper piecewise affine map 0' : Y -+ f' with 2{ = K(O'). 
• 
We now consider specific classes of group subalgebras and develop necessary 
and sufficient conditions for amenability and property (G). The simplest such class 
is that of the closed ideals of commutat ive group algebras. 
1.7.2. Theorem. Let I be a closed ideal of LI(G) , and put E = Z(I) . Then I 
is amenable if and only if E E ne(f), whereas I has property (G) jf a,nd only if 
E E ncr). In either case, I = I(E) . 
Proof. The first part of this is [29, Theorem 1]. This relies on the fact that a 
closed ideal of an amenable Banach algebra is amenable if and only if it has bounded 
approximate identity. For the second, we have by Proposition 1.7.1 that if I is an 
ideal with property (G), then Y = r \ E E ncr), and so E E ncr). Conversely, 
if E = Z(I) E n(f), then E is clopen, and consequently of synthesis, so that 
I = I(E) . Moreover, if we define 0' : Y -+ f to be the inclusion mapping, then 0' 
is a proper piecewise affine map with K(O') = I(E), so by the above discussion , I 
has property (G). • 
Remark. In the above proof, the epimorphism v : LI(G) -+ I determined by 0' 
has ;;(J) = Xr\E . j. Then by [10, Theorem 1], there is an idempotent measure 
11- E M( G) with jl = XI'\E' so that v is given by f t---+ f * 11-. So we can see that 
I 
i 
! 
i 
I 
I 
: 
I 
I 
II 
II 
I! 
I! 
II 
i 
44 Chapter 1. Property (G) in Commutative Banach Algebras 
v is a multiplicative projection. The problem of finding a projection onto an ideal 
of a group algebra is quite a different problem. Some results on this problem are 
contained in Appendix B. 
We now turn to another construction of closed subalgebras of L I (G) that are 
amenable and yet lack property (G). Suppose 21 is a commutative Banach algebra 
and H is a finite group of automorphisms of 21. Put 
21H = {a E 21 : h(a) = a, (h E H)} 
then 21H is a closed subalgebra of 21. (Note that here, we write H as a multiplicative 
group, as it is not necessarily Abelian.) We then have the following result, whose 
proof in this generality was kindly suggested by Professor RE. Johnson. 
1. 7.3. Proposition. If 21 is a commutative amenable Banach algebra and H is a 
finite group of automorphisms of 21, then 21H is an amenable Banach algebra. 
Proof. Let {dn}nEc. ~ 21 ® 21 be an approximate diagonal for 21, and let H have 
identity L and cardinality N. Put f{ = maXhEH ~h". 
The group H X H can be made into a group of automorphisms on 21 ® 21 via 
(hI, h2)(ad~a2) = hl(at) ® h2(a2) and 2lH ®21H = (21®21hHxH). For each n E ~, 
put d~ = it EhEH(h, h)(dn). Then {d~}nEc. is an approximate diagonal for 21 with 
(h, h)(d~) = d~ , for each h E H; let M = SUPnEc.lld~ll. Now put 
d~ = e ® e - II (e ® e - (h, L)(d~)), 
hEH 
where this product is in the algebra 21 ® 21, and the term e ® e plays a purely formal 
role as a multiplicative identity. It is clear that {d~}nEc. is a bounded net in 21 ® 21.. 
Moreover, if (hI, h2) E H X H, then 
hEH 
= e ® e - II (e ® e - (hIhh;l, t)(d~)) = d~, 
hEH 
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so that d~ E 2tH ® 2tH . Also, if a E 2tH then 
Iia - a7r(d~)11 = Iia II 7r(e ® e - (h, t)(d~)) II 
hEH 
~ lIa - a7r(d'n) II II lie ® e - (h, t)(d~)11 
hEH\{t} 
~ lIa - a7r(d'n) II (1 + K M)N-l 
--+ 0, 
so that {7r( d~)}nE6 is an approximate right identity for 2tH. Finally, we have 
d~ = L (_1)ISI II (h, t)(d'n), 
ef.S';;H hES 
so if we let S 1-+ hs E S be a choice function, then for each a E 2tH , 
Ild~oa-aod~1I ~ L II(hs,t)d~oa-ao(hs,t)d~11 II II(h,t)lllld~11 
ef.S';;H hES\{hs } 
< L lI(hs,t)lIlId'noa-hsl(a)od'nll{I<M)ISI-l 
--+ o. 
Hence {d~}nE6 is an approximate diagonal for QiH, and so QiH is amenable. _ 
So we see that if C is a locally compact Abelian group and H is a finite group of 
automorphisms of 2t = L 1 (G), then 21H is amenable. We denote this algebra L1( C). 
To determine when L1(G) has property (G), note that , by [11, Theorem 1), the 
automorphisms of L 1 (C) are characterized by the piecewise affine homeomorphisms 
of f. Hence we can consider H as a finite group of piecewise affine homeomorphisms 
f --+ f. Then 
Lk(c) = {f E Ll(G) : j 0 h = j (h E H)} 
= {f E Ll(G) : j is constant on each orbit H(-y)}. 
So, applying Proposition 1.7.1, we see that L1(G) has property (G) if and only if 
there is a proper piecewise affine map a from Y = f \ z(L1(G)) into some other 
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locally compact Abelian group such that L~(G) = K(o-) = {f E LI(G) : }(r\y) = 
o and} is constant on each 0--1 {o-(t)} }. So it would seem that the partition of r 
into orbits H(t) is identical to the partition of Y into sets on which 0- is constant. 
The following lemma delivers precisely this result. 
1.7.4. Lemma. Suppose v : LI(G') ---. LI(G) is a homomorphism between 
commutative group algebras, Y = r \ Z(rng v) and 0- = v*ly, and suppose H is 
a finite group of piecewise affine homeomorphisms of r . If rng v = L~(G), then 
Y = r and for /1, /2 E r, o-(td = 0-(t2) <==:} H(tl) = H(t2). 
Proof. For each / E r, H(t) is finite, and since LI(G( separates points of 
r, there exists f E LI(G) with }(H(t)) = {I}. Put 1 = dn l:h} 0 h; then 
1 E (L~(G))"" and l(t) = 1. Hence / E r \ Z(L~(G)) = Y, so Y = r. 
Now suppose /1,/2 E r are such that H(tt) = H(t2)' For each f E LI(G'), 
v(J) E L~(G) . Hence VU)(tI) = V(J)h2) , so that }(o-(td) = }(o-h2)) , and 
since A(r') separates points, o-(tt} = o-(2) ' 
On the other hand , if Hhd =j:. H(t2) ' then Hht} and H(2) are finite disjoint 
sets, so there exists f E LI(G) with }(H(tt}) = {O} and }(Hh 2)) = {I}. Thus 
j = dn l:h} 0 h E (L~(G)( = (K(o-)( and i(td -::J ](t2) , so o-(tt} =j:. 0-(t2)' _ 
We now use the above to show that if H is a finite group of automorphisms of r, 
then L~(G) rarely has property (G). This is a natural situation to consider, for then 
we can consider H as a group of automorphisms on G, being the group of adjoints 
of elements of H . (This reverses the multiplication on H , which is immaterial in 
the current situation.) Then L~(G) = {f E Ll(G) : f 0 h = f (h E H) }, which 
is Ll(GH ), a convolut ion algebra on the orbit hypergroup GH = { H(g) : 9 E G}. 
See [39] for more information on the amenability of hypergroups and hypergroup 
algebras. 
In the situation where K(o-) = L1(G), we have seen that we have Y = r. The 
following lemmas allow us t~ obtain further special properties of such a piecewise 
affine map. 
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1. 7.5. Lemma. Suppose 5 E ~(r) is such that Eo(5) is a subgroup of finite 
index in r , and H is a finite group of automorphisms of f. Put 5 = nhEH h(5) , 
then 5 E 'Ro(r) and Eo(5) = nhEH h(Eo(5)) is a subgroup of finite index in f. 
Proof. Suppose 5 = Eo \ (U~ Ek ), as in the definition of 'Ro(r) , and put 
Eo = nhEH h(Eo) . Each of {h(Eo) : h E H} is a subgroup of finite index in f, 
so Eo is a subgroup of finite index in f. Also,5 = Eo \ (UhEH U~(h(Ek) n Eo)), 
with each h(Ek) n Eo being empty or of infinite index in Eo. Hence 5 E 'Ro(r) and 
• 
In the following, we assume the notation of Lemma 1. 7.4, and apply Lem-
ma 1. 7.5 and Corollary 1.4.9. 
1.7.6. Corollary. If rng v = L~(G), then there exists 5 E 'Ro(r) such that 
Eo(5) is a subgroup offinite index in r , als has a proper continuous affine extension 
Eo(5) - r', and both 5 and Eo(5) are H-invariant. • 
The following theorem characterizes property (G) in the algebras L ~(G) that 
we have been considering. Part of the proof is based on some of the ideas in 
Section 1.6, but only as far as considering piecewise affine sets that are disjoint 
unions of locally compact Abelian groups. 
1. 7. 7 . Theorem. Suppose H is a finite group of automorphisms of a locally 
compact Abelian group f . Then the following are equivalent : 
(i) L~(G) has property (G) , 
(ij) the subgroup A = hE f : H(-y) = {-y}} is of finite index in f , and 
(iii) L~( G) is isomorphic to a finite direct sum of group algebras. 
Proof. Supposing (i), then by Proposition 1.7.1 and Lemma 1.7.4, there is a locally 
compact Abelian group G' and a proper piecewise affine map a : f _ f' such that 
the level sets of a are precisely the orbits of the action of H on f. By Corollary 1. 7.6, 
there exists 5 E 'Ro(r) such that Eo(5) is a subgroup of finite index in r, als has a 
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proper continuous affine extension fro : Eo( S) - r', and for each h E H, h( S) = S 
and h(Eo(S)) = Eo(S). 
Now, for each h E H and each I E S, fro(h(-y)) = fr(h(-y)) = fr(-y) = fro(-y), so 
that Ao = {, E Eo(S) : fro 0 h(-y) = fro (-y) , (h E H)} is a subgroup of Eo(S) with 
S ~ Ao. Since Eo(S) is the coset generated by S , we have that Ao = Eo(S), and 
so fro 0 h = fro, (h E H). Put:=: = {, E Eo(S) : fro(-Y) = fro{e)} = frol{fro{e)}, a 
subgroup of Eo(S). For each I E S, H(-y) ~ S, so 
"/ E H(-y) {=} a{"/) = fr(-y) 
{=} fro(-y') = fro(-y) and " E S, 
so H(-y) = (-y + :=:) n S. Thus h E Eo(S) : H(-y) ~ ,+ :=:}, a subgroup of Eo(S), 
contains S. It follows that H(-y) ~ I + :=: for all I E Eo(S). For each h E H , 
let h : Eo(S) - :=: be the homomorphism defined by h(-y) = h(-y) - I, so that 
A n Eo(S) = nhEH h-l{e} . It remains to be proven that:=: is finite, for then each 
it-lie} is of finite index in Eo(S), which is in turn of finite index in r . 
By Lemma 1.4.2, and the fact that Eo(S) is a subgroup of r, there exists 
,I, ... "N E Eo(S) such that Eo(S) = U~ Ik + S, giving 
:=: = :=: n Eo(5) = U "/k + ((:=: - ,k) n S) = U "/k + H( -"/k), 
which is evidently finite . 
Now assume (ii). For each coset I + A of A, and each h E H , h(-y + A) is the 
coset h(-y) + A, so that H acts on riA. Let H(-Yl + A), . . . , H(-yN + A) be the orbits 
of this action , and for each 1 ~ k ~ N, let hkh • .. ,hknk E H be such that the 
cosets of A that make up H(-yk + A) are {hkj(-Yk + A) : 1 ~ j ~ nd. 
For each 1 ~ k ~ N, Hk = {h E H : h(-Yk) E Ik + A} is a subgroup of H, and 
Ak = {h(-Yk) - Ik : h E Hk} is a subgroup of A. Furthermore, Hk .acts on Ik + A 
by h(-yk + >.) = (-Yk + >.) + (h(-Yk) - Ik), that is, by translations by elements of Ak. 
For 1 ~ j ~ nk, define frkj : hkj(-Yk) + A - AI Ak by frkj (hkj(-Yk) + >.) = >. + Ak. 
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This is continuous and affine, and since 0'k"J( A + Ak) = hkj(rk) + A + Ak is finite, 
O'kj is also proper. 
Each coset of A in r is of the form hkj(rk) + A, for some unique k and j, 
so we can define a proper piecewise affine map 0' : r -t A/AI LJ ••• l:J A/AN by 
"piecing together" all the O'kj. For each I E r, say I = hkj(rk) + A, we have 
H(r) = H(hkj(rk + A») = H(rk + A). Also O'k"J (A + Ak) = hkj(rk + A + Ak) = 
hkj (Hk(rk + A»). Hence 
and as this holds for each I E r, 11:(0') = L1(G). Now, by Theorem 1.6.9, 0' 
determines a homomorphism v : A(A/ At} EB ..• EB A(A/ AN) -t A(r) with range 
11:(0'). Also, ker v = I(rng(O')) and since 0' is surjective, we have that v IS a 
monomorphism. Hence AH(r) = 11:(0') ~ A(A/AI) EB··· EB A(A/AN) . 
The last implication (iii) ==:::} (i) follows from Proposition 0.2.5. • 
So we see that the amenable algebras of the form L1(G) will usually fail to have 
property (G) . For instance, if r is connected, then for L1(G) to have property (G) , 
we must have A = r, and so H = {L} and L1(G) = LI(G). 
If G is a locally compact Abelian group , we always have the automorphism TJ on 
G given by x I--t -x. (Although occasionally we have TJ = L, as we will see.) Then 
H = {L , TJ} is a finite group of automorphisms of G and L1(G) = L;ym(G), the 
su balgebra of symmetric (or even) functions in L I (G). We now apply the preceding 
theorem to this case. 
1. 7.8. Theorem. If G is a locally compact Abelian group, the following are 
equivalent: 
(i') L!ym(G) has property (G) , 
(ii') G ~ EQ Z2 x Db Z2 X F , for some cardinals a and b and some 
finite group F, and 
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(iii') L;ym (G) is isomorphic to a group algebra. 
Proof. Suppose (i'), then by Theorem 1.7.7, A = {, E f : Hh) = {,n is 
of finite index in f, say If/AI = N . Then for each I E r, N . I E A and so 
2N . I = e. Hence f is of bounded order. By [20, Theorem A.25]' there is an 
algebraic isomorphism 1/J : fd -+ EiEI Zn;, where n is an index set and {ni : i E n} 
is a bounded set of integers greater than 2. But {, E r : 2· I = e} = A is of finite 
index, so F = 1/J-l (En;>2 ZnJ is a finite subgroup of r with (r / F)d ~ En;=2 Z2. 
Let Ao be a compact open subgroup of f, which we can assume to contain 
F . If we now apply the argument of the above paragraph to Ao, we obtain that 
Ao ~ F x TIQ Z2, for some cardinal a . By continuing with an argument similar to 
that used in [20, 25.29]' or by a straightforward application of Zorn's Lemma, we 
can obtain a complement to Ao , which will be isomorphic to Eb Z2 for some cardinal 
b, giving G ~ F X EQZ2 X TIb Z2. 
For the implication (ii') ==::} (iii'), we show that for G = EQ Z2 X TIb Z2 X F, 
L~ym(G) is isomorphic to a group algebra. Let H = EQ Z2 X TIb Z2 so that G = 
H X F and H(2) = {e}. With W : Ll(G) -+ Ll(H)0l1(F) the natural isomorphism, 
it is easily verified that W(L;ym(G)) = Ll(H) 0 l;ym(F). Now, e;ym(F) is a finite-
dimensional commutative semisimple algebra over C, so l!ym(F) ~ em ~ e1(Zm), 
where m = dim(f;ym(F)). Thus L!ym(G) ~ Ll(H) 0 (l(Zm) ~ Ll(H X Zm). 
The final implication (iii') ==::} (i') is trivial. 
• 
In light of the conclusion (iii') in Theorem 1.7.8, it is natural to ask whether 
we can reach the same conclusion for the algebras considered in Theorem 1. 7. 7. We 
will gi ve an example of an Abelian group G with a finite group of automorphisms 
H such that f1(G) has property (G), but is not isomorphic to a group algebra. 
1.7.9. Example. Let U and V be "as constructed in [26, p.616-7]. That is, U is a 
countably infinite torsion-free Abelian group and V is a non-isomorphic subgroup 
that is of index 2 in U. Let i = U, a connected compact Abelian group. Then 
" 
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:=: = AnnT(V) is a two-element group, say:=: = {e, 0 , and T j:=: = V is also compact 
and connected. Put G = U X Z2, so that r = T X Z2, and define 7] E Aut(r) 
by 7](v,O) = (v,O) and 1l(v , 1) = (v + ~, 1). Then 7]2 = t, so H = {t,7]} is a 
finite group of automorphisms of r, and {, E r : H(-y) = {-y}} = T x {O} , 
which is of finite index in r , so by Theorem 1.7.7, f k(G) has property (G). Thus 
fk( G) is isomorphic to a finite direct sum of group algebras. In fact, if we apply 
the construction in the proof of Theorem 1.7.7, we obtain fk(G) ~ f l(U) EEl fl(V) , 
which has carrier space T l:J T j:=:. 
Suppose fl(U) EEl fl(V) is isomorphic to a group algebra L 1(G') , so that there 
exists a piecewise affine homeomorphism Q : T l:J T j:=: ~ r' . Thus r' has two 
connected components, which are necessarily affinely homeomorphic. It follows 
that T and T j:=: are topologically isomorphic, and so U and V are isomorphic. 
(Contradiction. ) 
Many thanks to Dr Laci Kovacs and his group U for so perfectly meeting the 
specifications desired. 
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Chapter 2. Property (G) in Unital 
Banach Algebras 
In this chapter we examine some amenable Banach algebras which we show to 
lack property (G) by methods entirely different to those in Chapter 1. For the results 
presented herein, I am indebted to the suggestion concerning the Cuntz algebras 
and their relevant properties by U. Haagerup, and its communication through P.C. 
Curtis Jr. and G.A. Willis. 
2.1. Extensions of Homonlorphisms 
Suppose v is a dense-ranged homomorphism from a group algebra L I (G) into 
a unital Banach algebra 21. Then 2{-I , the set of invertible elements of 21, is open 
in 21, so that there is some f E Ll(G) with v(J) invert ible. We start with a result 
dealing with a situation more general that this. 
2.1.1. Lemma. Suppose 21 and I.E are unital Banach algebras and I is a closed left 
ideal of 21 with a left approximate identity { en }nE6 . If v : I -+ I.E is a continuous 
homomorphism with rng v n I.E-I # 0, then there is a unique homomorphism 
v : 2{ -+ ~ extending v. Moreover, ii(e) = e = limnE6 v(en ) , v(I) = v(21) , and if 
{ en }nE6 is bounded in norm by AI > 0, then Ilvll ::; Mllvll· 
Proof. Suppose a E I is such that v( a) E I.E-I . Then any homomorphism 
v : 21 -+ I.E extending v must satisfy v(x) = v(xa) [v(a)rl , (x E 21) . Define v to 
be exactly this. Then v is a continuous linear extension of v with v( e) = e. 
For each n E L\, and each x E 21, 
so v(x) = limnE6 v(xen ). It is now clear that v(21) ~ v(I), e = v(e) = 
limnE6 v(en ), and that if each Ilenll ::; M, then Ilv ll ::; Mllvll. It remains to be shown 
I 
I: 
II 
Ii 
I ~ 
54 Chapter 2. Property (G) in Unital Banach Algebras 
that v is multiplicative. If x, y E 21, then ya E I, so v(xya) = liITlnEt. v(xenya) . 
However, v(xya) = v(xy)v(a) and limnEt. v(xenya) = [limnEt. v(xen)] v(ya) 
v(x)v(y)v(a), and since v(a) E 21-1 , we have that v(xy) = v(x)v(y) , as desired. -
We now apply the above to the situation where L 1 (G) is a closed ideal, with 
bounded approximate identity, of M(G). 
2.1.2. Proposition . Suppose 21 is a Banach algebra with unit e, G is a lo-
cally compact group, and v : L 1 (G) -+ 21 is a continuous homomorphism such 
that rng v n 21-1 i:- 0 . Then v has a unique extension to a homomorphism 
v: M(G) -+ 21. Further, Ilvll = IHI and v(£1(G)) = V(£l(G)) = v(M(G)). 
Proof. Let ~ be the set of compact neighbourhoods of e E G, ordered by 2. For 
each U E ~ , take eu E C(jQ( G) with support within U and II eu II = 1. Then {eu }UEt. 
is a bounded approximate identity for Ll(G), a closed ideal of M(G) . Hence, by 
Lemma 2.1.1, v has a unique extension to a homomorphism v : M(G) -+ 21, with 
e = v(8e ) = lirnuEt. v(eu), Ilvll = Ilvll, and v(£1(G)) = v(M(G)). 
It is clear that v ( £1 ( G)) ~ v (M ( G)) , so it remai ns to prove the i ncl usion 
V(Ll(G)) ~ V(t'l(G)). For this it suffices to prove that v(Crio(G)) ~ V(£l(G)). 
This can be achieved using a portion of the proof of existence and uniqueness 
of Haar measure, as given in [20, 15.5-6]. (d. [41, Lemma 2.1].) It follows from [20, 
15.6 III], and the subsequent definition of the Haar integral , that for I E Crio( G) 
and c > 0, there exists U E ~ such that if g E C~(G) is zero off U with Ilgll = 1, 
then there exists h E £l(G) with Ilhll ~ 11111 and III - h * gil < c. Take V E ~ 
with V ~ U, and Ilv(ev) - ell < c. Then ev E Crio(G) is zero off U, so we can take 
h E £l(G) with III - h * evil < c. Then 
IIv(J) - v(h)1I ~ IIv(J - h * ev)1I + IIv(h)(v(ev) - e)ll 
~ IlvlIIII- h * ev il + Ilvllllhllllv(ev) - el 
< I v II c + II v IIII I II c .
Hence v(J) E V(£I(G)). 
-
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2.1.3. Corollary. A commutative unital Banach algebra Qt has property (G) if 
and only if there is a discrete Abelian group G and a continuous dense-ranged 
homomorphism (1 (G) -+ Qt. 
Proof. Suppose Qt is a commutative unital Banach algebra 21 with property (G) , 
then by Proposition 1.1.2, there is a locally compact Abelian group G and a con-
tinuous dense-ranged homomorphism v : L 1 (G) -+ Qt. If we then apply Prop-
osition 2.1.2, the homomorphism v : M(G) -+ Qt has VI(l(G) : (I(G) -+ Qt a 
dense-ranged homomorphism. The converse is clear. 
• 
It looks as though we can use Proposition 2.1.2 in a similar way to show that 
when assessing a unital Banach algebra 21 for property (G) , we can restrict our 
attention to discrete groups. This however, is not the case-it could occur that 
there is a dense-ranged homomorphism Ll(G) -+ 2! , where G is amenable, but Gd 
is not, so that the resulting dense-ranged homomorphism ( 1 (G) -+ 2! is not from an 
amenable Banach algebra. 
2.2. A Necessary Condition for Property (G) 
in Unital Banach Algebras 
In the following, Z(21) is the centre of 21 , that is , 
Z(2!) = {a E Qt : ab = ba , (b E 2!)}. 
2.2.1. Theorem. Suppose 21 is a unital Banach algebra with property (G) . Then 
span{ab - ba : a, b E 2!} n Z(2!) = {O}. 
Proof. Let G be an amenable locally compact group and v : L1(G) -+ 21 be a 
dense-ranged homomorphism. Since Qt-l is open, rng vn2!-1 =J 0, and we can apply 
Lemma 2.1.2 to obtain an extension v : M(G) -+ 21 with Ilvi/ = 11vI1 , 2! = V((1(G») 
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and ii( Oe) = e. Then 
span { ab - ba : a, b E 21} = span {aii(f) - ii(f)a : a E 21, f E l (G) } 
= span{ aii(ox) - ii(o;r)a : a E 21, x E G} 
= span{ii(ox-l)aii(ox) - a: a E 21, x E G}. 
Thus it suffices to show that for each z E 2(21) , there is an element of 21* that 
annihilates each ii( Ox-l )aii( ox) - a, but not z. 
Take z E 2(21). Let.,p E 21* be such that .,p(z) =I 0 and 11.,p11 < 1. For each 
a E 21, define the function .,pa on G by .,pa(x) = .,p(ii(ox-1)aii(ox)) , (x E G). Then 
supxEG l.,pa(X) I :::; 111I~21Iall, so .,pa E eOO (G). Define \If : 21 _ eOO (G) by \If(a) = .,pa. 
Then \If is linear with 11\lf11 :::; 1111112. If a E rng II , say a = 1I(f) , then for each x E G, 
.,pa(x) = .,p 0 II(Ox-1 * f * ox) , so .,pa E Cb(G). Hence \If(rngll) ~ Cb(G) , a closed 
subalgebra of eOO (G) , and since qi is continuous, qi(21) ~ Cb(G) . 
Now, if a E 21 and x , y E G, then 
So that if M is a left-invariant mean on Cb( G) , then 
Hence M 0 qi E 21* annihilates each ii( <Sy-1 )aii( Oy) - a. But 
so that qi( z ) is the constant function .,p(z ). Hence M 0 qi( z ) = .,p( z ) =I O. • 
2.3. The Cuntz Algebras 
Suppose H is a separable infinite-dimensional Hilbert space,_ n is an inte-
ger greater than or equal to 2, and HI, " " Hn are orthogonal closed infinite-
dimensional subspaces of H such that Hl + ... + Hn = H . For each 1 :::; k :::; n, 
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let Sit be a linear isometry from H onto Hit . Then SI,"" Sn E B(H) and 
I = S;SI = . . . = S~Sn = SIS; + ... + SnS~, Let On be the C*-algebra gener-
ated by SI,' .. , Sn, which we call the Cuntz algebra on n generators. This algebra 
was introduced by J. Cuntz in [12], where it is shown not to depend on the actual 
isometries SI, ... ,Sn chosen, but only on n. In [35], it is shown that the Cuntz 
algebras are amenable. However, 
so we see that On cannot have property (G) . 
This seems related to other properties of the Cuntz algebras related to amen-
ability. In particular, the Cuntz algebras are amenable, but not strongly amenable. 
(Strong amenability is a property of C* -algebras defined in [23J. The Cuntz algebras 
were shown to not be strongly amenable in [35J.) This absence of strong amenability 
in the Cuntz algebras can be partially related to the absence of property (G), as 
follows. 
Suppose 2{ is a C*-subalgebra of B(H) with property (G), so that there is 
an amenable group G and a continuous homomorphism II : Ll(G) -+ 2{ with 
rng II n 2{-1 i- 0. By Proposition 2.1.2, we have a homomorphism (l(G) -+ 2{, 
which gives a continuous representation 11" : G -+ B(H) with 1I"(x) ~ 11111, for 
each x E G. (d. [33 , p. 77J.) Then by [33 , Corollary 17.6]' 11" is equivalent to 
a unitary representa.tion, tha.t is, there is an isomorphism IJI H -+ H such 
that 11"' x 1-+ lJI-l 11"(x)1JI is a continuous representation of G with each 1I"'(x) 
unitary. By [23, Proposition 7.8], 2{' = span 11"'( G) is a strongly amenable Banach 
algebra. Moreover, 1J12('IJI-l = span (1JI1I"'(G)IJI-1) = span 1I"(G) = 2(. Now, if strong 
amenability was preserved by this transformation 2(' 1-+ 1J12('IJI-l , then we could 
conclude that 2( is strongly amenable. This would provide a more direct proof that 
the Cuntz algebras do not have property (G). Unfortunately, it is not clear whether 
strong amenability in C·-algebras is preserved by this transformation, so this avenue 
is not open to us. 
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Chapter 3. Other Constructions 
Preserving Amenability 
We have seen that the use of dense ranged homomorphisms is not sufficient 
to bridge the gap between amenability in group algebras and amenability in other 
Banach algebras. This chapter deals with the possibility that other constructions 
which preserve amenability could be used in a characterization of Banach algebra 
amenability. We start with one of the more basic constructions, which is immediately 
accessible, using methods developed in Chapters 1 and 2. We then undertake an 
examination of certain aspects of Banach algebra amenability, in order to execute a 
more intricate construction. 
3.1. Amenable Quotients by Aluenable Ideals 
We have, by [23, Proposition 5.1], that if a Banach algebra 21 has a closed ideal 
I such that 21/I and I are both amenable, then 21 is amenable. Given the charter 
of this chapter, it is natural to consider the following property of Banach algebras. 
3.1.1. Definition. We say a Banach algebra 21 has property (G') if there are closed 
subalgebras {O} = 210 C 211 C ... C 21n = 21 such that for each 1 ~ k ~ n, 21k- 1 
is a closed ideal of 21k and 21k/21 k- t has property (G) . 
Remark. Each algebra Q(k has a bounded approximate identity and hence factors . 
(That is , each a E Q(k is a product a = be, for some b, c E Q(k.) Thus, for any 
a E 21k , there are ale,"" an-t E 21k with a = ak .. . an-to Then each aj E 21j , and 
so if b E 21, then an-1b E 21n - 1 , an-2an-lb E 21n- 2, and so on, eventually giving 
ab E 21k . Hence 21k is a right ideal of 21. We can similarly show that 21k is a left 
ideal of 21. Hence each 21k is a closed ideal of 21. 
This following example shows that property (G') is strictly more general that 
property (G). 
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3.1.2 . Example. Let G be a nondiscrete locally compact Abelian group, and 
put 21 = LI(G)tt, the unitization of LI(G) . Then LI(G) is an ideal of 21 with 
21/I ~ C ~ t ({ e}), so that 21 has property (G'). Note that 21 can be regarded 
as the closed subalgebra Ll(G) + a e of M(G). Supposing 21 has property (G), 
then by Corollary 2.1.3, there is a discrete Abelian group G' and a homomorphism 
II : £I(G') ~ M(G) with rng /I = LI(G) + a e • Clearly, ~'l can be identified 
with f U {<Pool, the one-point compactification of ~LI(G) ~ f. If we now apply 
each of Theorems 1.2.1 and 1.3.3 to the homomorphism II, we obtain a proper 
continuous injection a : ~'l -+ r' such that air is a non-proper piecewise affine 
map. Thus a(~'l) is closed, and by continuity, a(c.poo) E a(f). By Lemma 1.4.1, 
there exists 5 E 'Ro(r) such that a(c.poo ) E 0'(5) and als has an affine extension 
a' : Eo(5) ~ f'. Put E = Eo(5), then 0'(5) is not closed in f' , but it is c10pen 
in a'(E) , so that a'(E), a coset , is not closed in r'. Thus a'(E) \ a'(E) is dense in 
a'(E) , and since 0'(5) is clopen in a'(E) , 0'(5) \ 0'(5) is dense in 0'(5). However, 
0'(5) \ 0'(5) = {c.poo }, which is absurd. 
Examples with more complicated quotient algebras are easily constructed. For 
instance, take any <p E 4>£I(Il) , andput21 = LI(JR) x LI(JR)with 11(f, 9)11 = IIJII+//gil 
and (fl , 91 )(12 , 92) = (fl * 12 + cp(91)12 + cp(92)11, 91 * 92)' Then I = L I (R) X {O} 
is a closed ideal of 21 with I ~ 21/I ~ LI(R). To show that 21 lacks property (G), 
we have an epimorphism I X cP : LI(JR) X LI(JR) -+ LI(JR) X C = LI(JR)tt, and we 
have seen above that LI(JR)tt lacks property (G). 
3.1.3. Proposition. Suppose n > 0 and H is a finite group of automorphisms of 
JR n • Then L~(Rn) is amenable but does not have property (G'). 
Proof. By Proposition 1.7.3, L~(JRn) is amenable, whereas by Proposition 1.1.2 
and Corollary 1.3.6, there is no nonzero homomorphism from a group algebra into 
L~(JRn), so we cannot even get 211 as in the definition of property (G') . • 
3.1.4. Proposition. If n ~ 2, then the Cuntz algebra On does not have prop-
erty (G'). 
...... 
: 
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Proof. By [12 , Theorem 1.13], On is simple, and so the only chain of ideals 
{O} = 2to C 211 C ... C 21m = On is the trivial one with m = 1. Then 
since 2h/210 = On lacks property (G), On cannot possibly have property (G'). • 
3.2. Quantifying Amenability 
We know that the direct sum of a pair of amenable Banach algebras is amen-
able, and that the direct sum of a pair of Banach algebras with property (G) has 
property (G). The case for infinite direct sums is not so straightforward-we will 
encounter infinite direct sums of amenable Banach algebras that are not amenable. 
The purpose of this section is to examine certain aspects of amenability so that we 
can determine whether infinite direct sums, and similar constructions, retain the 
amenability present in the component parts. 
3.2.1. Definition. A Banach algebra 21 is M -amenable for M > 0 if there is an 
approximate diagonal for 21 bounded by M. 
3.2.2. Lemma. Suppose 21 is a Banach algebra and {dn}nEA is a bounded net in 
21 ® 21. Then 210 = {a E 21 : 7r(dn)a --+ a and dn · a - a· dn --+ O} is a closed 
subalgebra of 21 . 
Proof. Suppose a , b E 210 , then 7r(dn)ab - ab = (7r(dn)a - a)b --+ 0 and 
dn . ab - ab . dn = (dn . a - a . dn) . b + a . (dn . b - b . dn) --+ 0, so that 
210 is a subalgebra of 21. Let M be a bound for {dn}nEA. For a E 210 and c; > 0, 
take ao E ~ wit h Iia - aoll < c. Since ao E 21, there exists no E b. with 
n 2 no ===? 117r(dn)ao - aoll < c and lldn • ao - ao . dnll < c. Then for n > no, 
117r(dn)a - all::; 117r(dn)lllla - aoll + 117r(dn)ao - aoll + Ilao - all 
< (M + 2)c 
and Ildn · a - a· dnll ::; Ildnlllla - aoll + Ildn . ao - ao· dnll + Iia - aolilldnil 
< (2M + 1)c. 
Hence a E 210, so that 210 is closed. • 
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3.2.3. Lemma. If {dn}nE~ is an approximate diagonal for a Banach algebra 21 
and v : 21 ~ ~ is a dense-ranged homomorphism, then {(v ® v)(dn)} nE~ is an 
approximate diagonal for ~. 
Proof. For each n E ~, put d~ = (v ® v){dn), then {d~}nE~ is a bounded 
net in ~ ®~. By Lemma 3.2.2, it is sufficient to show that 7r(d~)b ~ band 
d~ . b - b . d~ ~ 0 for b = v(a) E rng v. Clearly, for each u, v, w E 21, we have 
7r((v ® v)(u ® v)) = v(7r(u ® v)), (v ® v)(u ® v)· v(w) = (v ® v)(u ® vw), and 
v(w) . (v ® v)(u ® v) = (v ® v)(wu ® v). Hence 7r(d~)b - b = v(7r(dn)a - a) ~ 0 
and d' . b - b . d' = V to. v(d . a - a . d ) ~ 0 n n 'C:I n n· • 
3.2.4. Lemma. Suppose 21 and ~ are Banach algebras and {Cn}nE~l ~ 21 ® 21 , 
{dm}mE~2 ~ ~®~ are nets. Then {cn +dmhn.m)E~l X~2 is an approximate diagonal 
for 21 EB ~ if and only if {en}nE~l and {dm }mE~2 are approximate diagonals for 21 
and ~, respectively. 
Proof. Suppose {en + dmhn.m)E~lx~2 is an approximate diagonal for 21 ED~. Let 
P : 21ED~ ~ 21 be the natural projection. Then for each n, m, P®P(en +dm) = Cn, 
so by Lemma 3.2.3, {Cnhn .m)E~1)(~2 is an approximate diagonal for 21 , from which 
it follows that {en}nE~l is an approximate diagonal for 21. Similarly, {dm}mE~2 is 
an approximate diagonal for ~. 
Conversely, suppose {en}nE~l and {dm}mE~2 are approximate diagonals for 21 
and ~ respectively. Clearly {en +dm}~lx~2 is a bounded net in (21EB~)® (21EB~). 
Suppose a E 21 , then since each 7r(dm) E ~ , 7r(dm)a = 0, and 7r(en + dm)a 
7r(cn)a ~ a. Also, for each m E ~2 ' dm . a = a . dm = 0, so 
The corresponding observations for b E ~ complete the proof. • 
We now present some examples and results concerning infinite direct sums of 
amenable group algebras. As these are based on finite-dimensional complex algebras, 
" 
I 
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it is pertinent to recall Proposition 0.2.3, which stated that a finite dimensional 
complex algebra 21 is amenable if and only if 21 is isomorphic to a finite direct sum 
of matrix algebras. Hence, if such 21 is commutative, then 21 is isomorphic to en, 
where n = dim 21. Moreover, C has unique diagonal e ® e, and so by Lemma 3.2.4, 
21 S::' en has unique diagonal. The converse to this also applies-in [27], it was 
shown that if n 2:: 2, then there are many diagonals (or splitting idempotents) for 
Mn(C), and so that if a finite dimensional algebra 21 has unique diagonal , then 21 is 
commutative. 
3.2.5. Example. For k > 0, put 2lk = el (Z2,Wk) , where Wk(O) = 1 and wk(l) = k. 
Clearly 2lk is amenable, with unique diagonal dk = H80 ® 80 + 81 0 8t}. Also, since 
00 
e
1(Z2,Wk) ® el(Z2 ,Wk) ~ el(Z~ , Wk ® Wk) , iidk~'l = !(k2 + 1). Let 21 = 9021k. 
k 1 
Suppose 21 is M-amenable, and take k > M. The projection Pk : 21 - 21k has 
iiPkii = 1, so by Lemma3.2.3, 21k has an approximate diagonal , bounded by M. Such 
an approximate diagonal will have a cluster point , which will be a diagonal of norm 
at most M . However, 21k has a unique diagonal , which has norm !(k2 + 1) > M. 
Thus 21 is not M-amenable for any AI. 
00 n 
3.2.6. Example. Put 21 = 9 1 e
l (Z2), then for each n > 0, 2ln = 91 et (Z2) has 
1 1 
a unique diagonal given by taking d = !(80080+8108d and applying Lemma 3.2.4. 
However, 2ln is linearly isometric to et ({I , .. . , n}) ® e1 (Z2) ~ [1 ({I , . .. , n} X Z2) , 
and so we have that 2ln ® 2ln is linearly isometric to e1 ( {I , . .. , n p X Z~) . From this , 
it is straightforward to show that the unique diagonal for 2ln has norm n , and so as 
00 
above, 21 is not amenable. Similarly, we can show that 9 p el (Z2) is not amenable. 
1 
So it appears that we need to take care when considering the amenability of 
infinite direct sums- the only viable situation appears to be the eo-direct sum of a 
family of Banach algebras , each with an approximate diagonal bounded by a given, 
fixed value. We will see that this construction does, in fact , yield an amenable 
Banach algebra. 
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We start by exammmg the projective norm in the tensor product of a C{)-
direct sum of two Banach spaces. In the proof, we use a "partitioning" procedure 
to compare two elements in a tensor product space. Consider two vectors x = 
KIXI + ... + KmXm and Y = AIYI + ... + AnYn, in some complex vector space, 
where each Kj ~ 0, each Ak ~ 0, and K = 2:~ Kj ~ 2:~ Ak = A. We want to be 
able to write x = 2:~ K~X~ and Y = 2:~ A~Y:, where each K~ ~ 0, each x~ is one of 
Xl,"" X m , and for each 1 ~ j ~ m, Kj = 2:{< : x~ = Xj}, with similar relations 
for A~ and y;. Finally, we require that for each i, K~ ~ A~. One approach to this is 
to set Xjk = Xj, Yjk = Yk, Kjk = KjAk/A and Ajk = KjAk/K, so that X = 2: j ,k KjkXjk, 
Y = 2:j ,k AjkYjk, and each Kjk ~ Ajk. Other methods exist-we could take the 
first pair (KI' Ad, put K~ = A~ = min{K}, Ad, and then repeat this with x and Y 
replaced by x - K~ Xl and Y - A~YI ' and so on until Y = 0. 
3.2.7. Lemma. Suppose .II and X2 are Banach spaces, and .I = Xl $0 .:t2' Then 
the natural injection Xl ® .II $0 .:t2 ® X2 -+ .I ® .:t is isometric. 
Proof. It is clearly enough to check that the injection Xl ®.:tI $oX2 ®X2 -+ .:t®X 
is isometric. (Given the projective norm on each tensor product space.) 
Let WI E Xl ® Xl and W2 E .:t2 ® .:t2' Suppose IlwI11 ~ Ilw211 . Let E > 0, then 
for each T = 1,2, there exists {Urk};"r, {vrd;"r ~ Xr and {Ard;"r ~ (0,00) such 
that Wr = 2:~r ArkUrk ® Vrk, each Ilurd = IIVrkl1 = 1, and 2:~2 A2k < 2:~1 Alk ::; 
IlwI11 + E. By partitioning as above, we can assume that mi = m2 and that for each 
1 ~ k ~ mI, Alk ~ A2k . Then 
ml 
WI + W2 = L [(>.Ik - A2dU Ik ® Vlk 
1 
and since each tensor product term in this expression has norm 1, we have 
.... 
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Hence Il wl + w2 /1 ~ II wIII· Similarly IIwl + w211 < IIw211 if IIwIII < I/w211 , and so 
IIwl + w211 ~ maxHwIII, IIw2/1}. 
On the other hand, we have a projection PI : X ---+ XI with IIPIII = 1, 
and so PI ® PI : X ® X ---+ XI ® XI has II PI 0 PIli ~ 1. However, we have 
WI = PI ® PI (WI + W2), so that II wd.I
1
®.I l ~ IIwl + w211.I®.I" A similar relation for 
W2 gives max{ IlwdI.Il ®.I1 ' II w211.I2 ®.I ) ~ IIwl + w211.I®.I" • 
Applying this to Lemma 3.2.4 gives the following. 
3.2.8. Corollary. Suppose M > 0 and 211"", 21n are M -amenable Banach 
n 
algebras. Then EBo 21k is M -amenable. 
• I 
If we now want to consider the amenability of a eo-direct sum of a sequence 
of amenable Banach algebras, we evidently require that the approximate diagonals 
have a common bound. Then with the aid of the above corollary, we have an ascend-
ing sequence of amenable subalgebras, with a common bound to the approximate 
diagonals , such that their union is dense. The proposition that follows is then suffi-
cient to show amenability of the direct sum. 
3.2.9. Definitions. If 21 is a Banach algebra, a net of suba/gebras of 21 is a family 
{21n}nEA of closed subalgebras of 21, indexed by a directed set ~, such that if n ~ m, 
then 21n ~ 21m . We say that {21n}nEA is dense in 21 if UnEA 21n is dense in 21. 
3.2.10. Proposition. Suppose 21 is a Banach algebra such that, for some M > 0, 
there is a dense net of M -amenable su balgebras of 21, then 21 is AI -amenable. 
Proof. Let {21i}iEI be a dense net of M-amenable subalgebras of 21, so that for each 
i E H, there is a net {di,n}nEA; ~ 21i ® 21i, bounded by M, that is an approximate 
diagonal for 21n. Now, by the definition of the projective norm, {di,n}mEA; as a net 
in 21®21, is bounded by M. Put ~ = 1I x iliEI ~i, with the product order. (That is, 
(i, {nkhEI) ~ (j, {mkhEI) if i ~ j and each nk ~ md This is clearly a directed 
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set. For a = (i, {nkhEI) E ~, put do = di •n •. Then {dO}OEil is a net in 21 ® 21, 
bounded by M. 
By Lemma 3.2.2, it suffices to show that 7r( do)a -+ a and do . a - a . do -+ 0 
for all a E UiEI21i . Suppose i E IT, a E 21i, and e > O. For each k E IT with k ~ i, 
a E 21k , so there exists nk E ~k such that 
For all other k (those with k 'i i), choose nk E ~k arbitrarily. Put a = (i, {nkhEI). 
It is now clear that if /3 = (j, {mkhEI) ~ a, then 
117r(dp )a - al1 9 = 117r(dj,mJa - al1 9k < e 
and /ldp • a - a . dp 11 9®9 ~ /ldj ,m) . a - a . dj,m} /l9k®9k < e. 
Hence 7r( do)a -+ a and do . a - a . do -+ 0, and since each II do II < M, 21 is 
M -amenable. 
-
3.2.11. Corollary. If M > 0 and {21i}iEI is a family of M-amenable Banach 
algebras, then 21 = 610 21i is an M -amenable Banach algebra. iEI 
Proof. Put ~ = {F ~ IT : F is finite}, ordered by ~, and for F E ~, define 
21F = 610 21i ~ 21. By Corollary 3.2.8, each 21F is M-amenable. Also, UFE~ 21F is 
iEF 
dense in 21, so by Proposition 3.2.10, 21 is M-amenable. _ 
Remark. There are other ways in which we could quantify amenability. For ex-
ample, we could define a Banach algebra 21 to be M-amenable if for any continuous 
derivation D from 2{ into a dual Banach 21-bimodule .r, there exists I E .r such 
that D(a) = a· I - I· a and 11111 ~ MIID/I. This is used in [34, Proposition 1.12J 
to prove a result analogous to Proposition 3.2.10. Consider the proof of [24, The-
orem 1.3], where amenability in the cohomological sense is shown to be equivalent 
to the existence of an approximate diagonal. By keeping track of the norms of the 
elements involved, it is possible to show that a Banach algebra with an M-bounded 
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approximate diagonal is M-amenable (in the above sense) . The converse is not so 
straightforward-by [23, Proposition 1.6], an M-amenable Banach algebra Q1 has 
I-sided M-bounded approximate identities (left and right), and consequently Q1 has 
a (2M + M 2 )-bounded approximate identity. The argument of [24, Theorem 1.3J 
then gives an approximate diagonal bounded by (2M + M2)2(M + 1). In the unital 
case, we have a I-bounded (approximate) identity, and so we can improve the above 
bound to M + 1. In the commutative case, we have an M-bounded approximate 
identity, and so the approximate diagonal has bound M2(M + 1). It seems an inter-
esting question to determine whether these bounds can be improved, and by what 
margtn. 
Another way in which amenability could be quantified is by specifying a bound 
on an approximate identity in the diagonal ideal ker 7r ~ 2{ ® Q1oP. Unfortunately, 
it is not quite as easy to relate this bound to a bound on an approximate diagonal, 
or to the bound on the norm of an element implementing a derivation. The proof 
of equivalence of amenability to the existence of bounded approximate identity in 
ker 7r is quite indirect. (See, for example, [13, Theorem 3.10J.) 
3.3. Property (Goo ) 
We now turn to applying the above concepts to group algebras. We will 
~onstruct an approximate diagonal for an amenable group algebra in Theorem 3.3.2, 
but before we do this, we need a better understanding of the relevant algebraic 
operations on the L1 (G)-bimodule Ll(G X G) ~ Ll(G) ® Ll(G). 
Define Tt, T2 , D to be linear maps Co( G X G) -+ Co( G) given by 
Tl ( l/J ) ( t) = l/J ( t, e), 
T2 (l/J )( t) = l/J( e, t), 
and D(l/J)(t) = l/J(t, C1), 
for l/J E Co( G X G) . Then T;, T; : M( G) -+ M( G X G) are algebra monomorphisms, 
each of norm 1 and D* : M( G) -+ M( G X G) is a linear monomorphism of norm 1. 
[ 
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It can be shown that D is multiplicative if and only if G is Abelian, but we are not 
concerned with this here. Note also that if f EL l (G) and F EL l (G x G), then 
T;(J) * F = f . F and F * T;(J) = F . f. 
Recall from [20, Theorems 20.1 & 20.2]' that if 6.e is the modular function on 
G, then for any f E Ll(G), x E G, 
L xf(z)dz = L f(z) dz, 
L fx(z)dz = 6.e (x-1 ) L J(z) dz, 
and L f( Z-l)dz = L 6.e (z-l)f(z) dz. 
3.3.1. Lemma. If f , g E Ll(G) , then T;(J) * D*(g) E Ll(G X G) is given almost 
everywhere by (T;(J) * D*(g))(s, t) = f(st)g(C1 ) and D*(g) * T;(J) E Ll(G X G) 
is given almost everywhere by (D*(J) * T;(g))(s, t) = f(s)g(st) . 
Proof. By the definition of convolution of measures ([20 , Section 19]) , we have for 
each 1jJ E Co(G X G), that 
(1jJ, T;(J) * D*(g )) = r r 1jJ (ux , vy) d(T;(J))(u , v) d(D*(g))(x, y) 
Jexe Jexe 
= LL 1jJ(ux, ex-I) f(u) dug(x) dx 
= L 6.c(X-l) L li-'{UX-1, x) ftu) du g(x-I) dx 
= LL 1jJ (u , x) f(ux) dug(x-1 ) dx , 
so that (T;(J) * D*(g))(s , t) = f(st)g(C1 ) for almost all s, t E G. Also 
(1jJ, D*(J) * T;(g)) = r r 1jJ(ux , vy) d(D*(J))(u, v) d(T;(g))(x, y) 
Jexe Jexe 
= L L 1jJ(~e, u-Iy)f(u) du g(y) dy 
= L L 1jJ(u, y)f(u)g(uy) du dy, 
from which the second formula follows. 
• 
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3.3.2. Theorem., An amenable group algebra is l-amenable. 
Proof. Let G be an amenable group. By [30, Theorem 4.16], there exists a 
summing net for G, that is , a net {f{n}nE~ of compact subsets of G such that 
for any compact U ~ G, ).(f{n /:::, xf{n)/ ).(f{n) -+ 0 uniformly for x E U. Also, let 
{en}nE~ be a bounded approximate identity for L1(G) with Ilenll ~ 1 for all nEb.. 
(In general, the index sets will not be the same, but by taking the cartesian product 
of the index sets, we can assume that they are.) 
For each nEb., define Fn = >.(L)xKn E L1(G), dn = D*(Fn) * T;(en), and 
dn = en . dn = Tt(en) * D*(Fn) * T;(en). Then IIFnil = 1, IIdnil ~ 1 and IIdnil ~ 1. 
Also 
7r ( dn) ( t) = fa dn ( s, S -1 t) ds 
= fa F>t (s)en(ss-1t) ds 
= en(t) , 
(Lemma 3.3.1) 
so that 7r(dn) = en and 7r(dn) = en*en. Thus {7r(dn)lnE~ is a bounded approximate 
identity for L1(G) . Also, if f E Ll(G) , then by Lemma 3.3.1, 
IIdn . f - f· dnll ~ IIT;( en) * D*(Fn) * T2*(e n * f - f * en)II 
+ IIT;( en)(D*(Fn) * T;(J) - T;(J) * D*(Fn))T;(en)1I 
+ IIT;(en * f - f * en) * D*(Fn) * T;(en)II 
~ 211 en ~~ f - f * en~ + IID*(Fn) * T; (J) - T;(J) * D*(Fn)II· 
Clearly li en * f - f * en II -+ o. Now suppose f = Xu ' for U a compact set . Then 
IjD*(Fn) * T;(J) - T;(J) * D*(Fn)II = fa falFn(s)f( st) - f( st)Fn(t-1)1 ds dt 
= fa L f(t)IFn(S) - Fn(t-1 S)1 ds dt 
= r ).(f{n /:::, tf{n) dt 
Ju ).(f{n) 
-+ O. 
Since the span of such functions f is dense in L1 (G) , we have by Lemma 3.2.2 that 
the net {dn}nE~ is an approximate diagonal for L1(G). Since each Ildnil ~ 1, L1(G) 
is I-amenable. • 
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3.3.3. Definitions. Suppose 21 is a Banach algebra such that for some 1\ > ° 
there exists an amenable locally compact group and a dense-ranged homomorphism 
v : Ll(G) ~ 21 with Ilvil ~ K. Then we say that 21 has property (GK ). Supposing 
21 has a dense net of subalgebras, each having property (G K ), for some fixed 1\ > 0, 
then we say that 21 has property (GOO) . 
3.3.4. Proposition. A Banach algebra 21 with property (G K ) is K 2-amenable. 
Proof. By hypothesis, there is an amenable group G and a dense-ranged homo-
morphism v : Ll(G) ~ 21 with IIvil ~ 1(. By Theorem 3.3.2 there exists a net 
{dn}nE~ <;; Ll(G) ® Ll(G) that is an approximate diagonal for Ll(G), bounded 
by 1. By Lemma3.2.3 {v ® V(dn)}nE~ is an approximate diagonal for 21, and since 
IIv ® vII ~ II vll 2, we have that {v ® v(dn)}nE~ is bounded by J(2, so that 21 is 
K2-amenable. 
• 
3.3.5. Proposition. A Banach algebra with property (GOO ) is amenable. 
Proof. Suppose 21 has property (GOO ), so that 21 has a dense net of subalgebras 
{21n}nE~ ' each 21n having property (G}\). By Proposition 3.3.4, each algebra 21n is 
1(2-amenable, so by Proposition 3.2.10, 21 is also J\2-amenable. 
• 
We may now ask if property (GOO) comes closer to characterizing amenabi li ty 
than property (G). In the next section, we consider property (GOO ) in closed 
subalgebras of commutative group algebras . 
3.4. Property (Goo ) in Group Subalgebras 
I ' Again, since we are dealing with homomorphisms from group algebras into 
II 
commutative Banach algebras, it suffices to consider Abelian groups, and so we 
again assume additive notation for the groups considered in this section. 
We start by considering property (GOO) in a closed ideal of a commutative 
group algebra. We have seen in Theorem 1.7.2 and the subsequent discussion, that 
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an ideal I of a commutative group algebra Ll(G) has property (G) if and only if 
there is an idempotent measure Ji E M( G) such that f I---t f * Ji is a homomorphism 
from Ll(G) onto I. It is dear that such a homomorphism has norm IlJiII, and so 
to be able to control the norm of several homomorphisms of this form, we need to 
control the norm of the idempotent measures. Proposition 3.4.3 below allows us to 
do exactly that. We start with a useful lemma. 
3.4.1. Lemma. Suppose X = U~ X k , where Xl"' " Xn E 'R(r). Then 
IlxxIIB(f) ::; n~(lIxxJB(f) + 1) - 1. 
Proof. If n = 2, then Xx = XXI + XX2 - XXI XX2 ' from which the result follows. 
The case n > 2 follows by induction. 
• 
3.4.2. Corollary. If S E 'Ro(r) , then Ilxsll ::; 2N (S) . 
Proof. Let n = N(S) and suppose S = Eo \ (U~ Ek). Now, if A is an open 
subgroup of r, then H = Ann A is compact and >'H E Ll(H) ~ M(G). Moreover, 
II >'HIIM(G) = II>'HII£I(H) = 1 and ~H = XA · Th~n the norm on B(r) is translation-
invariant, so that for any dopen coset E, IIxEIi = 1. It follows from Lemma 3.4.1 
• 
3.4.3. Proposition. Suppose F is a family of subgroups of r that is elosed under 
pairwise intersection and S E 'Rd(r) is such that for each :=: E F, S + :=: is elopen. 
Then there exists :=:' E F and a bound N > 0 such that if :=: E F and :=: ~ :=:', 
then ~ xs+=:II B(r) :S N. 
Proof. We follow in the steps of the proof of Proposition 1.4.12, with additional 
emphasis on controlling the index [Ao n :=:: Ak n :=:] occurring therein. Again, by 
Lemma 1.4.10 we can assume that r is discrete. 
Consider first 5 E 'Ro(r), say 5 = Eo \ (U~ Ek)' and for each 0 ::; k ::; m put 
Ak = Ek - Ek. Fix some 0 ::; k ::; m . If:=:1,:=:2 E F and :=:1 ~ :=:2, then 
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and similarly for 3 2. (Note that the case k = 0 is trivial, but we include it anyway.) 
Also ((Ao n 3d + Ak)/Ak ~ ((Ao n 3 2 ) + Ak)/Ak, so that [Ao n 3 1 : Ak n:=:d ~ 
[Ao n 3 2 : Ak n 3 2]. Thus [Ao n 3: Ak n 3] is a non-decreasing function of 3 E F. It 
follows that either [Ao n 3: Ak n 3] is infinite for all 3 E F, or there exists :=:k E F 
and nk E N such that 3 E F and 3 ~ 3 k together imply [Ao n 3: Ak n 3] = nk· 
Let J ~ {O, ... , n} be the set of all k for which the second of these possibilities 
occurs. Clearly 0 E J and no = 1. 
Put AJ = nJ A k, 5' = Eo \ (UJ\{O} Ek ) and 3' = nJ 3 k. (We included 0 E J 
to make these definitions easy.) Suppose 3 E F has 3 ~ 3', then for each nonzero 
k E J, [Ao n 3: Ak n 3] = nk and for all other nonzero k, [Ao n 3: Ak n :=:] is 
infinite. Thus, as in Lemma 1.4.12, 5 + (Ao n 3) = 5' + (Ao n 3). Put nJ = TIJ nk, 
then [Ao n :=: : AJ n 3] ~ nJ, so we can take F ~ Ao n 3 with IFI ~ nJ and 
(AJ n 3) + F = Ao n 3 . Again , 5 + (Ao n 3) = 5' + F, so by Lemma 3.4.1 and 
Corollary 3.4.2, 
Ilxs+(Aon~)11 ~ II (IIXSI+'Y II + 1) - 1 
'YEF 
Let N be this last number. It is independent of the choice of 3 E F with 3 ~ 3'. 
Then, by Lemma 1.4.11 , we have 
~XS+~~B(r) = II xs+~IIB(Eo+~) 
= IIxQds)IIB«Eo+E)/~) 
= II XQ(Aon~)(S) II B(Eo/(Aon~)) 
= IIxs+(Aon~) IIB(Eo) 
= IIXs+(Aon~)IIB(r) 
~ N. 
Now suppose 5 E R(f), so there exist 51, ... ,5n E Ro(r) with 5 = U~ 5k • 
Applying the above argument to each 5k, we obtain 3~ E :F and Nk > 0 such that 
3 E :F and 3 ~ 3~ together imply II xs+~ 1I ~ Nk • Put 3' = n~ 3~ E F and 
N = I1~(Nk + 1) - 1, then by Lemma 3.4.1, these are sufficient. _ 
, 
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Remark. Although the bound here seems unnecessarily large, it is possible to 
create examples of S E Ro(r) for which N(S + :=:) is exponential in N(S), and 
as we are using N(S + :=:) to estimate Ilxs+=:II, we need quite a large bound. As 
an example of this , let m, n E N, put f = zm X Zm, and :=: = 0 X Zm. Take 
{ajk : 1 ::; j ::; m , 1 ::; k ::; n} to be distinct integers, and for 1 ::; j ::; m and 
1 ::; k ::; n, put Ejk = Zj-I X {ak} X zm-k X {j}. Then with S = f \ (Uj,k Ej,k) , 
N(S) = nm. However, zm \ Q=:(S) = {all, . .. ,aI n } x·· · X {amI,"" amn } , which 
contains no cosets larger than singletons, so that N(Q=:(S)) = nm. It was examples 
such as this that motivated the method of proof for Propositions 1.4.12 and 3.4.3. 
3.4.4. Proposition. Let G be a locally compact Abelian group and let :=: be the 
component of the identity in f. An ideal I ~ LI(G) has property (GOO ) if and 
only if S = Z(I) E R c(f) and S + :=: = S . 
Proof. Suppose I has property (GOO ), so that I is amenable and S E R c(f) , by 
Theorem 1. 7.2. Let M > 0 and {2tn}nEA be such that each 2tn is a elosed subalgebra 
of I with property (G M ) and I = UnEA 2tn. 
Since each 21n ~ Ll(G) has property (G M ) , we have by Proposition 1.7.1 
that there exists a locally compact Abelian group Gn and a proper piecewise affine 
map a from Yn = r \ Z(21n) into fn such that 21n = K(On). Then S = Z(I) = 
nnEA Z(2tn ) = nnEA r\ Yn . For each, E f, ,+:=: is connected , and since each Yn is 
clopen, either,+:=: ~ f\Ynor , +:=: ~ Yn . HenceS+:=: = {,+:=:: , E S} ~ f\Yn , 
so S + :=: ~ S ~ S + :=:. 
Conversely, suppose S E R c(r) has S + :=: = S. Let F be the set of elopen 
subgroups of f. Then by Proposition 3.4.3, there exists Ao E F and a bound 
N > 0 such that if A is a elopen subgroup of Ao, then Il xs+AIIB(r) < N . Put 
F' = {A E F : A ~ Ao}, then for A E F' , let J.lA E M(G) be such that 
jJ.A = Xr\(S+A)' and let VA : LI(G) ~ LI(G) be the projection f ........ f * J.lA. Then 
VA is a homomorphism onto I(S + A) with IlvAIl = IIJ.lAII < N + 1, so that I(S + A) 
has property (GN+d . Clearly:=: = nAEF' A, so Io = UAEF' I(S + A) is an ideal 
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of Ll(G) with Z(Io) = nAEP(S + A) = S + :=: = S. Since S E 'RAr) is a set of 
synthesis, 
I(S) = Io = U I(S + A), 
AEP 
and since each I(S + A) has property (G N +1)' I(S) has property (GOO ) . • 
Thus, in the case of group algebra ideals, property (GOO ) does occur in cases 
where property (G) does not. For instance, if G = 2:~ Z2, so that r = I1~ Z2 and 
:=: = {e}, then all amenable ideals in £1 (G) (including those of finite codimension) 
have property (GOO ), whereas no finite set in r is open, so no ideal of finite codi-
mension has property (G). However, in cases where:=: i- {e} , :=: will have proper 
closed subgroups, so that there will be many S ~ R c(r) with S c S +:=:, and hence 
many amenable closed ideals of Ll(G) without property (GOO ). 
It is also possible to show that many of the algebras Lk(G) lack property (GOO ) . 
For instance, if r is connected, then by Corollary 1.3.5, a homomorphism from a 
group algebra into Ll(G) has range {f E Ll(G) : f = 0 off Go} ~ Ll(GO)' for 
some clopen subgroup Go of G. Now, if Ll(GO) ~ L~ym(G), then x2 = e for each 
x E Go. Thus, Go is of bounded order (1 or 2), and since r / Ann( Go) ~ Go is 
connected, we must have Go = {e} . Thus L~ym(G) cannot have property (GOO ). 
This example also excludes the possibility of building a dense chain of closed 
algebras {O} = 210 C 211 C 212 C ... in 21 such that for each k > 0, 21 k- 1 is a 
closed ideal of 21k and 21 k /21 k - 1 has property (G) , for we cannot get past the first 
step of having a nonzero 211 with property (G) . 
3.5. Property (Goo ) in Unital Banach Algebras 
More interesting, perhaps, is the following extension of Theorem 2.2.1, which 
excludes the Cuntz algebras On from having property (GOO ). 
3.5.1. Theorem. Suppose 21 is a unital Banach algebra with property (GOO), then 
span{ab - ba : a , b E 21} n Z(21) = {O}. 
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Proof. Suppose K > 0 and 21 = UnE~ 21n, where each 21n is a closed subalgebra 
with property (G K ) and n < n' ==} 21n ~ 21nl. Due to this latter property, we 
will be able to replace {21n}nE~ by any subnet and retain the assumed properties. 
For each n E 6., 21n has property (G K ), so there is an amenable locally compact 
group G n and a continuous dense-ranged homomorphism Vn : L1(Gn ) --+ 21n with 
II Vn II ::; K . Take z E 2(21) with li z II > 2, then there is some Zo E UnE~ 21n 
with 3K211z - zoll < 1. Also 21-1 n UnE~ 21n of 0, so for some no E 6. we have 
Zo E 21no and 21no n 21-1 of 0. Then V1lj) : L1(G1lj)) --+ 21 is a homomorphism 
with rng Vno n 21-1 of 0 , so by Lemma 2.1.1, we have e E 21no' Replace ~ by 
{ n E .0. : n 2': no }, so that we can assume without loss that { zo, e} ~ 21n for each 
n E 6. . 
As III the proof of Theorem 2.2.1, we have \lin : 21n --+ Cb(Gn ) given by 
\lIn(a)(x ) = lP {Vn(8x -l)avn(8x )) (a E 21n, x E Gn). Then lI\lInll < f{2. Let Mn be 
a left-invariant mean on Cb(G), then Mn 0 \lin E 21~ has liMn 0 \lInll < f{2 , and 
A-fn 0 \lin (V(8x -l)azi(8x ) - a) = 0, for each a E 21n and x E Gn. Let fn E 21- be an 
extension of A1n 0 \lin by the Hahn-Banach Theorem, so that Ilfnll = II Mno\llnil < f{2 . 
Thus we have a bounded net {fn}nE~ in 21- . By Alaoglu 's Theorem , {fn}nE~ 
has a weak* convergent subnet. We can assume this to be {fn}nE~ ' Let f E 21* be 
the weak* limit of this net, then U II ::; J{2. 
Now, if a, b E UnE~ 21n , say a, b E 21no, then n > no ==} fn(ab - ba) = 0, 
and so f(ab - ba) = limnE~ fn(ab - ba) = O. Hence, as in Theorem 2.2.1 , we have 
t hat span{ab - ba : a, b E 21} ~ ker f. 
Also, for each n E 6., \lIn(zo)(x) - 1 = lP (zi(8x -l)(ZO - z )zi(8x )) (x E Gn), 
so II \lin (zo)(x) - 111 ::; 1/3. Thus Iln(Zo) - 11 = I·Mn{\lIn( Zo) -1)1 < 1/3. Hence 
If( zo) - 11 ::; 1/3, and since If( z ) - f( zo)1 ::; 1/3, we have fez) of O. • 
So it seems that property (GOO) is not much more helpful in characterizing 
amenability than properties (G) or (G'). 
One last hope for this sort of construction is that we may be able to replace 
the group algebra occurring as the domain of each homomorphism by an amenable 
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closed In ideal of a group algebra Ll(Gn). Unfortunately, this also fails for the 
Cuntz algebras, and for e~ym (Z), by virtue of Lemma 2.1.1. 
Chapter 4. Dense-Ranged Homomorphisms 
We have seen generalizations of Theorem 1.5.6 to the situation of homomor-
phisms between the Fourier algebras on piecewise affine sets. In this chapter, we will 
examine the range of homomorphisms between other types of Banach algebras. In 
particular, we consider conditions that ensure that a dense-ranged homomorphism 
is onto. 
4.1. Dense-ranged Homomorphisms into 
Comlnutative Group Algebras 
An easy consequence of Theorem 1.5.6, is that a dense-ranged homomorphism 
between commutative group algebras is onto. In this section we consider the question 
of whether the same can be said if we replace one of the algebras by a more general 
Banach algebra. 
Note that in the case where the domain is a commutative group algebra LI(G), 
there is an easy answer-if G is finite, then any dense-ranged homomorphism 
fl(G) -+ 21 is onto, whereas if G is infinite, the Fourier transform is a continu-
ous homomorphism L I (G) -+ Co(r) with proper dense range. (See [37, Theorems 
1.2.4 and 4.6.8J.) The case where the codomain is a commutative group algebra has 
a similar answer. 
4.1.1. Proposition. Suppose G is an infinite locally compact Abelian group. 
Then there exists a commutative semisimple Banach algebra 2{ and a continuous 
monomorphism v : 2{ -+ Ll(G) with proper dense range. 
Proof. Note that we are seeking a proper dense subalgebra of LI(G) with a 
complete algebra norm that dominates a multiple of /HI' It is clear that such a 
subalgebra is necessarily commutative and semisimple. We consider two cases. If G 
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is non-discrete, put 2t = LI(G) n L2(G) with UII = ~f lll + /lJ12 ' Then (21, HI) is 
a Segal algebra (see [32, section 6.2]) that is a proper dense subalgebra of LI(G). 
If G is discrete we look for a weight function w : G -+ [1 , 00) that is submul-
tiplicative and unbounded , since then [I (G, w) = {f E t (G) : f . w E [I (G)} is a 
Beurling algebra (see [32 , section 6.3]) that is a proper dense subalgebra of [I (G). 
Supposing H is a subgroup of G and that we have such a weight w' on G / H, then 
w = w' 0 QH is an appropriate weight on G. By [37, Theorem 2.5.2], every Abelian 
group has a countably infinite quotient, so we can assume that G is countable. 
Take a sequence {e = XI , X2, • . • } ~ G that generates G and such that for 
each k, Xk+1 ~ G k, the subgroup generated by {XI, . .. , xd. If this sequence is 
finite, say {e} = GI C G2 C ... C Gn = G, then some Gk+I/Gk is infinite, 
and being singly generated, must be isomorphic to Z . Let J( be the maximum such 
k, then G /GK ~ Z X F for F a finite group, and since Z X F can be given the 
unbounded submultiplicative weight w( n, x) = 1 + In!, we are done. 
Otherwise, GI C G2 C ... is infinite, in which case we define an unbounded 
submultiplicative weight on G by w(x) = min{n ~ 1 : x E G n }. • 
The proper dense subalgebras of LI(G) considered in Proposition 4.1.1 are 
not amenable. If G is non-discrete, the Segal algebra 21 = Ll(G) n L2(G) has 
21 * 2t ~ L2(G) * L2(G) ~ A(G) C Co(G). Let J( ~ G be a compact non-open set, 
then XK E 21 , but XK 1: Co( G) , so XI\ does not factor. Hence 21 does not factor, 
and cannot be amenable. More generally, if 21 is a proper Segal algebra in L I (G) , for 
G any locally compact group, then by [9 , Theorem 1.2J , 2t does not have bounded 
approximate identity, so that 21 is not amenable. 
Next, if G is a locally compact group and w : G -+ (0,00) is a submultiplicative 
continuous weight on G, consider 21 = Ll(G,W). Clearly 2t ~ Ll(G) if and only 
if w is bounded below. Also, by [fS, Theorem 0], 21 is amenable if and only if G 
is amenable and {w(x)w(x-1 ) : x E G} is bounded. Hence, if 21 is an amenable 
Beurling subalgebra of Ll(G), then {w(x) : x E G} is bounded, so that 2t = LI(G). 
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It is interesting to. compare this with [40], where it is shown that for a weight on an 
amenable group G, there is a homomorphism 1j; : G -+ jR+ such that w(x) 2: 1j; (x) 
(x E G), and so the weight w'(x) = w(x)/1j;(x) is bounded below by 1. Then the 
mapping f ~ f· 1j; is an isometric isomorphism Ll(G,W) -+ L1(G,w'). Thus any 
Beurling algebra on an amenable locally compact group G is isometric to a Beurling 
subalgebra of L 1 (G). 
These observations about the non-amenability of certain proper dense subalge-
bras of group algebras raise the possibility that if Q1 is an amenable Banach algebra 
and v : Q1 -+ L 1 (G) is a continuous homomorphism with dense range, then v is 
onto. We investigate this in the next section. 
4.2. Minimality 
4.2.1. Definitions. Suppose 23 is a Banach algebra. A Banach subalgebra of 23 
is a subalgebra Q1 with its own complete algebra norm H'l such that the inclusion 
mapping 2t <....t 23 is continuous. We say 23 is minimal if it has no proper dense 
Banach subalgebra. We say 23 is minimal-amenable if it is amenable, but has no 
proper dense amenable Banach subalgebra. More generally, if (P) is any property 
of Banach algebras, we say that a Banach algebra Q1 is (P)-minimal if Q1 has (P) 
and Q1 has no proper dense Banach subalgebra with (P) . 
Note that the continuity criterion is sometimes superfluous-if 23 is commuta-
tive and semisimple, then any homomorphism Q1 -+ 23 is automatically continuous, 
and so the inclusion 2t <....t 23 is continuous. We could make the above definitions 
with the continuity criterion omitted, but it seems more natural to consider contin-
uous homomorphisms, due to Proposition 0.2.4. 
In terms of minimality, some results we have already seen are that for G an 
infinite locally compact Abelian group, Ll(G) is not minimal and Co(G) is not 
minimal-amenable. However, Ll(G) is (G)-minimal. In fact, we have the following. 
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4.2.2. Proposition. Suppose G is a locally compact Abelian group and I is an 
ideal of L I (G) with bounded approximate identity. Then L I (G) /I is (G)-minimal. 
Proof. By [28, Theorem 13J, I = I(X), for some X E 'RAr), and then 
LI(G)/I ~ A(X). Thus if 21 is a proper dense subalgebra of LI(G)/I with 
property (G), we obtain a locally compact Abelian group G' and a homomor-
phism II : LI(G') ~ A(X) with range dense in A(X). Then, by Theorem 1.6.9, 
rng II = K(O), which is closed, and so II is onto. Thus 2{ = LI(G)/I and so LI(G) /I 
is (G)-minimal. 
• 
We develop some basic properties of such minimality conditions. 
4.2.3. Proposition. Suppose (P) is a property of Banach algebras that is pre-
served by taking the quotient by a closed ideal. Then a Banach algebra IB with 
(P) is (P)-minimal if and only if any dense-ranged homomorphism from a Banach 
algebra with (P) into IB is onto. 
Proof. Suppose IB is a (P)-minimal Banach algebra, 21 is a Banach algebra with 
(P), and II : 21 ~ IB is a dense-ranged homomorphism. Put I = ker II, 21' = rng II 
and norm 2{' by 111I(a)II'l1 = infzEIlla + zll'J = lIa +II'JIT Then 2{' is a dense Banach 
subalgebra of lB. Also, 2{' ~ 2{/I has (P), so that 2{ = 2{' and II is onto. The 
converse is trivial. 
• 
Suppose (P) is a property of Banach algebra.s. Define (pu) to be the property 
given by "21 has (pu) if and only if 21 is unital and 21 has (P)." 
4.2.4. Proposition. Suppose (P) is a property of Banach algebras preserved by 
adjoining a unit . Then a unital Banach algebra 21 is (P)-minimal if a.nd only if 2{ 
is (pu)-minimal. 
Proof. It is clearly enough to check that if 21 is (pU)-minimal and IB is a dense 
Banach subalgebra of 2{ with (P), then e E lB. Supposing e f!. IB, then IB + Ce is a 
dense unital Banach subalgebra with (pU), and so IB+Ce = 21. Then IB is a maximal 
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ideal of the unital algebra 21, so that 23 is closed, and not dense. (Contradiction.) 
• 
4 .2.5. Proposition. Suppose (P) is a property of Banach algebras such that a 
non-unital Banach algebra 21 has (P) if and only if 21u has (P). Then a non-unital 
Banach algebra 21 is (P)-minimal if and only if 21u is (P)-minimal. 
Proof. Suppose 21 is (P)-minimal, and 23 is a dense Banach subalgebra of 21u with 
(pU). Clearly the unit elements of 21u and 23 coincide. Let <Po : 21u ~ C be the 
homomorphism (a,z) f--t z. Then <pol~ E ~~, so 230 = 21 n 23 is a maximal ideal 
of 23 of codimension 1. Hence 23 0 + Ce = 23. Giving 230 the norm from 23, 230 has 
(P), and is a dense Banach subalgebra of 21, so that 230 = 21. Thus 23 = 21u, and 
so 21u is (pU)-minimal. Then by Proposition 4.2.4, 21u is (pU)-minimal. 
Conversely, if 21u is (P)-minimal and 23 is a dense Banach subalgebra of 21 with 
(P), then 23 +Ce is a dense Banach subalgebra of 21u with (pu). Hence 23 +Ce = 21u, 
and 23 = 21. • 
The abo\ e propositions clearly apply to minimality. Also, since quotients, uni-
tizations and finite-codimensional ideals of amenable Banach algebras are amenable 
(by Proposition 0.2.4, [23, Proposition 5.1], and [13, Corollary 3.8], respectively), 
the above propositions apply to minimal-amenability. The following lemma is more 
specific to these two cases. 
4.2.6. Lemma. If 21 is a minimal (respectively minimal-amenable) Banach algebra 
and I is a closed idea.l (respectively amenable closed ideal) , then 21/I is a minimal 
(respectively minimal-amenable) Banach algebra. 
Proof. Consider first the minimal case. Suppose 1/ : 23 ~ 21/I is a monomor-
phism with range dense in 21/I. With Q : 21 ~ 21/I the quotient mapping, 
put 21' = Q-l (1/(23», and since 1/ is 1-1, we can define p : 21' ~ [0, 00) by 
pea) = II 1/-1 (a + I) II ~. Then p is a submultiplicative semi norm on 21', so that 
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~all'll = IIall'l + p(a) defines an algebra norm on 21'. Consider 21'/I. For each 
a E 21', put b = v-1 (a + I) E ~ . Then 
Ilbll~ = p(a) ~ IIa + II'lI/I ~ inqa + xll'l + inf p(a + x) 
xEI xEI 
= IIa + II'l/I + IIbll~ 
~ (IIvil + 1) IIbll~ . 
Hence 21' /I ~ ~. Then 21' /I and I are complete, so 21' is a Banach algebra. Also, 
we have that the inclusion mapping 21' ---+ 21 is continuous and 21' is dense in 21, so 
that by minimality, 21' = 21 and v(~) = 21/I. Thus 21/I is minimal. 
In the case where 21 is minimal-amenable and I is amenable, we consider a 
dense-ranged monomorphism v : ~ ---+ 21/I, where ~ is amenable. Then 21' /I ~ ~ 
and I are both amenable, so that by [23 , Proposition 5.1], 21' is amenable, and we 
can again conclude that 21' = 21 and v(~) = 21/I. • 
It is not clear whether the amenability of I is necessary for the "minimal-
amenable" version of the aboye. Nor is it clear whether commutative group alge-
bras are minimal-amenable. \Ye do, however, have the following, which should be 
contrasted with Proposition 4.2.2. 
4.2.7. Proposition. Suppose G is an infinite locally compact Abelian group. 
Then Ll(G) has an ideal I such that Ll(G)/I is not (G)-minimal, and hence not 
minimal-amenable. 
Proof. If G is compact, then by [37 , Theorem 5. 7.5]' there is an infinite Sidon set 
E contained in r. Then Ll(G)/I(E) ~ eo(E). Let r' be a discrete group of the 
same cardinality as E, so that eo(E) ~ eo(r'). However, A(r') is a proper dense 
Banach subalgebra of eo(r') , and hence Ll(G)/I(E) is not (G)-minimal. 
If, on the other hand, G is not compact, then by [37, Theorems 5.2.2 and 5.6.6], 
there exists a compact Helson set g ~ r homeomorphic to the Cantor set. Then 
Ll(G)/I(E) ~ C(E) ~ C(rr~ Z2), which is again not (G)-minimal, as A(rr~ Z2) 
is a proper dense subalgebra of C(rr~ Z2) ' • 
, 
, 
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We should note that the term "minimal" (or "minimal-amenable", etc) is only 
supposed to indicate the lack of a certain type of dense subalgebra, and as such, 
only refers to an ordering (by inclusion) of such dense subalgebras. It is tempting 
to lift this to an order on the category of Banach algebras (or the category of 
amenable Banach algebras , etc). Such an order would be defined by 21 ~ ~ 
if there is a dense-ranged monomorphism 21 -+ ~. However, it is possible to 
have non-isomorphic Banach algebras 21, ~ with 21 ~ ~ --< 21. We give an 
example where both 21 and ~ have property (G) . Put 21 = 211 EB 212 EB 213, 
and ~ = ~1 EB ~2' where 211 = ~1 = A(Z X lR), 213 = ~2 = Co(Z X lR), 
and 212 = {f E Co(Z X lR) : f(n,·) E A(lR) (n E Z)} ~ ffio A(lR). Then 
z 
Suppose 21 ~ ~, so that there is an isomorphism v : 21 -+ ~ . Now, each of 
21 1, 212 , 213, ~1' ~2 has carrier space Z X lR , and so v·I~!B is a homeomorphism 
o : (Z X lR) l:J (Z X lR) -+ (Z X lR) l:J (Z X lR) l:J (Z X lR). 
Consider a coset El = in} X lR ~ <I>~il then ~IEI ~ A(lR), and so 21lo(Ed ~ A(lR). 
However, if O(El) ~ <I>~3 ' then 21lo(EJ) ~ Co(lR). Hence o(E) is either one of 
the lines in <I>~I or one of the lines in <I>'J2. Similarly, if E2 = {m} X lR ~ <I>~2 ' 
then 0(E2 ) ~ <I>~3 . Hence V(211 EB 212 ) = ~l and v(213) = ~2. For r = 1, 2, 
put Y,. = o-l(<I>~r) ~ <I>~I. Then since the monomorphism vl~1 : 211 -+ ~1 is a 
homomorphism of group algebras , olYI is piecewise affine. Thus Yt E R(Z X lR) 
is piecewise-affinely homeomorphic to Z X lR. By considering the structure of an 
element of R(Z X lR), it is easily shown that l'2 = (Z X lR) \ Yt E R(Z X lR) is 
also piecewise-affinely homeomorphic to Z X lR . Thus ~IIY2 ~ A(Z X lR), and so 
212 ~ A(Z X lR). This is clearly not the case. 
I 
I 
~ 
I 
t 
11 
I' 
Ii 
II 
I: 
II 
i: 
I! 
84 Chapter 4. Dense-Ranged Homomorphisms 
4.3. Minimality in Finitely-Generated 
Commutative Banach Algebras 
Suppose 21 is a commutative unital Banach algebra, generated as a unital 
Banach algebra by elements aI, ... ,an, Then there is a natural homomorphism Vo 
from ClZI,' .. , zn], the ring of polynomials in n variables with complex coefficients, 
into 21, given by vo(p) = p(al ' . .. , Pn). Since al, ... ,an generate 21, rng Vo is dense 
in 21. Suppose 11-11 is an algebra norm on Clzt, . .. ,znl such that Vo is continuous, 
and let Q3 the completion of (Cl Zl, ... , Zn], HI). Then Vo extends by continuity to a 
continuous dense-ranged homomorphism v : Q3 -+ 21. We apply this construction, 
in the form of a functional calculus, to determine when a finitely-generated Banach 
algebra is minimal. 
4.3.1. Definitions. A polydisc is a set of the form 
where n is the dim ension of ~ and T E (0, 00 r is the polyradius of~. We will 
use various abbreviations----omitting the superscript n if not required , and using a 
single value t E (0, 00) for the polyradius (t, ... , t) , so that ~t = ~(t , .... t). Now, for 
such ~, the polynomials in n complex variables form a subalgebra of C(~), whose 
closure (in the uniform topology) we call the polydisc algebra on ~ , denoted A(I\). 
The algebra A( ~) is the set of functions ~ -+ C that are holomorphic on ~ 
and continuous on ~ . It is a commutative semisimple Banach algebra whose carrier 
space can be naturally identified with ~. It is not a regular Banach algebra, a fact 
that makes our subsequent investigations more difficult. 
Now, the functional calculus of [8, section 20], is not quite suited to our needs-
it does not guarantee a homomorphism from an algebra of holomorphic functions 
into 21 unless 21 is semisimple. For this reason, we introduce a semisimple algebra 
between the algebra of holomorphic functions and 21. This restricts our functional 
calculus to functions that are holomorphic on a sufficiently large polydisc. As we 
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will only be considering holomorphic functions on polydiscs , anyway, this does 
I 
not concern us. In the following, r(a) = limn-..oo llanp' is the spectral radius of 
an element a E 21, and the joint spectrum of (a1 ,"" an) is O''J( all ' . . , an) = 
{ (cp(ad , ... , cp(a n )) : cp E <P'J}. Clearly if P is a polyradius with each Pk ~ r(ak) , 
then 0''J(a1 ,' .. ,an) ~ 6. p • 
4.3.2. Lemma. Suppose a1 , ... , an are commuting elements of a unital Banach 
algebra 21. Then the natural homomorphism Vo : C[Zl,"" znl -+ 21 extends 
uniquely to a continuous homomorphism Vr : A(6.r ) -+ 21, where r is a poly radius 
with rk > r(ak) , for each 1 S k S n . Furthermore, if r' is another polyradius 
with each r~ ~ rk , and I E A(6.r,) , then vr,(J) = vr(Jlx) · 
Proof. For each 1 S k S n , take Pk > 0 with rk > Pk ~ r(ak)' Then for 
each k, p;n Ilan II is convergent to 0 or 1. In either case {p;n Ilan II};' is bounded , say 
p;n ~ anll s Mk , for each n. Put M = fG Mk . Let S be the semigroup Z~, and 
define a weight w on S by w( Sl , . . . , sn) = n; p~k . Note that eoo( S) ~ C[Zl ' .. . , zn], 
and so we have '1/;0 : eoo( 5 ) -+ 21 gi ven by 'l/;0(8(sl , .. .. Sn)) = a~1 .. . a~n , extended by 
linearity. Giving eoo(S) the norm from £1(5,w) , we have 
11 'I/;0(J)II s L I/sl II 'I/;0(8s )II 
sES 
s L lIs I IIa~1 II ... IIa~nl 
S M L I/slw(s) 
sES 
= Mills 11 (1 (S,w), 
Thus '1/;0 is continuous, and the extension of '1/;0 by continuity is a homomorphism 
'l/;p : £1(5,w) -+ 21. 
It is readily shown that (1 (5, w) has carrier space { t.pz : Z E /).p} , where 
cpz(J) = ~sEsI(s)ztl . .. z~n , and the topology on <P(I(S,w) corresponds to the 
standard topology on 6. p • With this, (1 (5, w) is semisimple. Moreover, £1 (5, w) 
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has generators e1 = 8(1, ... ,0) ," " en = 8(0, ... ,1), whose joint spectrum is 6 p • Thus 
we can apply the functional calculus of [8, Corollary 20.6], so that for any r > p, 
there is a continuous homomorphism Or,p : A(~r) --+ f1(S,w) with Or,p(Zk) = ek. 
Composing this with tPP gives a continuous homomorphism Vr : A(~r) --+ 21 such 
that each Vr(Zk) = ak , and so Vr is an extension of Vo . The uniqueness of Vr follows 
from the fact that q Zl , . . . , zn] is dense in A( ~r ). 
Finally, if r' is a polyradius with ~r ~ ~r" then the restriction homomorphism 
Pisr : A(~r') --+ A(~r) , given by f f-+ flXr' is norm-reducing, and consequently 
continuous. Then PKr (p) = p, for any p E C[Zl,"" zn], and so Vr 0 Pis. is an 
extension of Vo to a continuous homomorphism A(~rl) --+ 21. Hence Vr 0 Pis. = vr· 
• 
An alternative approach to the homomorphism Or,p above that does not use the 
existing functional calculus is as follows. We can consider f1 (S, w) to be a set of 
power series in Zl , . .. ,Zn' It consists of all holomorphic f whose power series (at 0) 
is absolutely convergent throughout ~p, It is an elementary theorem of complex 
analysis that if f is a holomorphic function on a polydisc ~r then the power series 
of f at 0 is absolutely convergent throughout 6 r . Hence if ~p ~ ~r, then the power 
series at 0 belongs to fl(S,W) . This gives us a homomorphism A(~r) --+ [l(S,W). 
A point worth noting is that the homomorphism Or,p is 1-1 , as is any PX.' This 
follows by the identity theorem for holomorphic functions. Indeed , for this reason 
we will consider A(~r') ~ A(~r) when ~r ~ ~r" 
Now suppose 21 is minimal and generated by {a1, "" an} . Then with r as 
in Lemma 4.3.2, Vr : A(~r) --+ 21 is a dense-ranged homomorphism, so by Lem-
ma 4.2.3, Vr is onto. Thus 21 ~ A(~r )/Ir, where Ir = ker Vr. Moreover, this occurs 
for any polyradius r such that each rk > r(ak)' This seems quite exceptional, for if 
~r C ~rl, then the restriction homomorphism PX. : A( ~r') --+ A( ~r) has proper 
dense range, whereas QIr 0 PX. : A(~rl) --+ A(~r)/Ir is always onto. We will 
show that this can occur only in the case where the minimality of 21 ~ A(~r )jIr is 
trivial- that is, when 21 is finite-dimensional. 
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By Theorem 1.2.1, we have O'r = v;I~'lI : <P'J - bor. Note that O'r(CP) = 
(cp(at), ... , cp(an)) E en, and so O'r = O'r
'
, enabling the omission of the subscript 
from here on. Thus 0'( <P'J) ~ bop C bor, where p and r are as in Lemma 4.3.2. 
4.3.3. Proposition. A finitely-generated commutative minimal Banach algebra 
has finite carrier space. 
Proof. Let 21 be a finitely-generated commutative minimal Banach algebra. With-
out loss , 21 is unital and the generators at, . . . , an satisfy II ak II < 1. By Lemma 4.2.6 , 
21/rad 21 is also minimal, and since the carrier space of 21/rad 21 is naturally identi-
fied with <P'J , we can assume that 21 is semisimple. Let r be a polyradius with each 
rk ~ 1, let Vr : A(bor) - 21 be as given by Lemma 4.3.2, and let Ir = ker Vr. By 
the above discussion, Vr is an epimorphism, so that 21 ~ A(bor)/Ir. 
Now, since we are assuming that 21 is semisimple, we have, by Theorem 1.2.1 , 
that with Xr the hull-kernel closure of O'(<P'J), Ir = I(O'(<P'J)) = I(Xr)' Moreover, 
each f E Ir is holomorphic on bor, so that Xr n bor is an analytic variety in bor. 
But 21 ~ A(bor)/ ker Vr = A(bor )/I(Xr) which , by [8, Proposition 23.5], has carrier 
space X r. It follows that 0' is a homeomorphism from <P'J onto X r, so that Xr ~ bor. 
Hence 0'( <P'J) = Xr n bor is a compact analytic variety in boT ' which is necessarily 
finite , by [19, Corollary III.B.17] . Finally, 0' is injective, so <P'J is finite . -
It is in the following lemma that we use the functional calculus in the non-
semisimple case to obtain homomorphisms into a commutative unital Banach algebra 
21 that is local (that is, 21 has a single maximal ideal) . We make use of the local theory 
of holomorphic functions of several complex variables. We define two holomorphic 
functi ons f , g to be equivalent at 0 if there is a neighbourhood U of zero with 
flu = glu. We define two analytic varieties V , W to be equivalent at 0 if there is a 
neighbourhood U of zero with V n U = W n U. The equivalence classes thus formed 
we will call the germs of holomorphic functions and the germs of analytic varieties, 
respectively. As in [19], we denote the ring of germs of holomorphic functions in 
n complex variables by nO. In the notation above, this is the union (actually an 
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inductive limit) of the Banach algebras A(Dor) over all polyradii r . (We have seen 
that these algebras get larger as the polydisc gets smaller.) If I is an ideal of nO, 
then locI, the locus of I, is defined to be the germ of the analytic variety on which 
all I E I are zero. (This is well-defined, by [19, Proposition 2.E.9J.) In our notation, 
this is the germ of a variety determined by the analytic sets Z (I n A( Do r )) , as Do r 
decreases. We also have the concept of id(V), the ideal of V, where V is a germ of 
an analytic variety. This is id(V), the set of I E nO such that I is zero on some 
representative of the germ. This corresponds to the notion of the kernel, and in fact, 
id(V) = Ur I .... (~r)(v;.)' where the union is taken over all polyradii r such that there 
is a representative v;. of V that is an analytic variety in Dor. The most significant 
theorem of this local theory is [19, Theorems II.E.20 and III.A.7]' commonly called 
the Nullstellensatz, which states that for an ideal of nO, we have 
id 10c(I) = rad I = {I E nO : 1m E I, for some mEN} . 
4.3.4. Lemma. A commutative unital Banach algebra that is finit ely-generated, 
local, and minimal is finite dimensional . 
Proof. Suppose 21 is a finitely-generated commutative unital local minimal Banach 
algebra. Let c.p be the unique non-zero homomorphism 21 ~ C. If we replace the 
set of generators {ak : 1 ~ k ~ n} by { ak - c.p(ak)e : 1 ~ k ~ n}, we can assume 
that a(<I>'J) = 0 E en. Thus each r(ak) = O. 
Now, for any polydisc Do r ~ en , we haye an epimorphism Vr : A(Dor) ~ 21, and 
since vr(J) = vrl(J16r) whenever Dorl ~ Do r, we have a homomorphism /I' : nO ~ 21. 
Clearly ker v' = Ur ker /lr, and so loc(ker v') = nr loc(ker vr) = nr Z(ker /lr) = 
nr {O} , by Theorem 1.2.1. 
Hence, I = ker v' is an ideal of nO with 10c(I) = {O}, and so by the 
Nullstellensatz , we have that if I E nO and 1(0) = 0, then 1m E I, for some 
m > O. In particular, for each 1 ~ k :s n there exists mk > 0 such that Z;;k E I. 
Thus a;;k = 0 for each 1 :s k ~ n, and so 21 = span { n~ a~k : each 0 :s Pk :s mk }, 
which is clearly finite-dimensional. _ 
fi 
... 
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4.3.5. Theorem .. Suppose 21 is a finitely-generated commutative minimal Banach 
algebra. Then 21 is finite dimensional . 
Proof. By Proposition 4.2.5, we can suppose, without loss, that 21 is unital. Then 
by Proposition 4.3.3, cI>~ is finite, say cI>~ = {cpt, ... , CPn}. Let al, ... , an E 21 be 
such that for each 1 :::; k :::; n, llk(CPk) = 1 and for j =I- k, llk(cpj) = O. Each ak has 
aZ - ak E Rad 21, and so by [31, Theorem 2.3.9]' there exists an idempotent ek E 21 
with ek - ak E Rad 21, so that ek = llk. Now, for j =I- k, ejek is an idempotent in 
Rad 21 and so ejek = O. Similarly e - 2:7 ek = O. Hence 21 = 21el $ ... ffi 21en, a 
direct sum of principal ideals. For each 1 :::; k :::; n, put Ik = 21( e - ek), an ideal 
such that 21ek ~ 21jIk, so that cI>~ek is naturally identified with Z(Ik) = {CPk}. 
Hence 21ek is a finitely-generated local commutative unital Banach algebra, which 
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is minimal, by Lemma 4.2.6, and consequently finite-dimensional , by Lemma 4.3.4. I 
Hence 21 = 617 21ek is finite-dimensional. • 
4.4. Some Minimal Algebras 
It may seem that we can always find a proper dense Banach subalgebra of 
an infinite-dimensional Banach algebra 21. We have seen that this is the case 
for Ll(G) and Co(G), where G is an infinite locally compact Abelian group, and 
for finitely-generated Banach algebras. It is also possible to show that if S is a 
semigroup, then t (S) has a proper dense subalgebra, we only need construct an 
unbounded submultiplicative weight w on S, and then £l(S,w) is a proper dense 
Banach subalgebra of £1 (S) . In contrast to this , we show that there are many 
infinite-dimensional Banach algebras that are minimal. We begin with a special 
case of [16, Definition 2.1J . 
4.4.1. Definition. A locally compact topological space X is called an F-space if 
C(X), the algebra of all continuous functions X -+ C, has the property that every 
finitely generated ideal is a principal ideal. 
l 
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Any X discrete set is an F-space, and by [16, Theorem 2.3]' any X is an F-space 
if and only if {3X, the Stone-tech compactification of X, is an F-space. We then 
have the following result from [6, Theorem A]. 
4.4.2. Proposition. If X is a compact F-space, then C(X) is a minimal Banach 
algebra. • 
Note that any homomorphism 21 ~ C(X) is automatically continuous, and so 
the continuity criterion in definition 4.2.1 is not needed. Since the algebras C(X) 
are amenable-they have property (G)-we have the following. 
4.4.3. Corollary. If X is a compact F-space , then C(X) is a minimal-amenable 
Banach algebra. • 
Particular examples of this are if 5 is any set with its discrete topology, then 
{35 is a compact F-space, and so C({35) ~ foo(5) is a minimal Banach algebra. The 
smallest example of this is foo = foo (N), which is non-separable. More generally, 
note that by [16, Corollary 2.4], an infinite compact F-space X does not satisfy the 
first axiom of countability at any x EX, that is , there is no countable base to the 
topology at any point x E X. It follows that C(X) is non-separable. Thus, our only 
examples of minimal Banach algebras are finite-dimensional or non-separable. We 
summarize some examples of Banach algebras that we have seen to be non-minimal , 
or can easily be shown to be non-minimal. These examples include many separable 
Banach algebras : 
(i) Co(X), where X is an infinite locally compact Abelian group or an 
infinite closed subset of JRn, or any continuous image of either of these, 
(ii) Ll(G), where G is an infinite locally compact group, 
(iii) fl(5), where 5 is an infinite semigroup, (construct an unbounded 
submultiplicative weight on 5) 
and many others. No example is known to the author of an infinite-dimensional 
separable minimal Banach algebra. 
... 
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4.5. Conjectures and Questions 
We conclude this chapter with some conjectures and open questions. The 
conjectures are distinguished from the open questions solely by certain prejudices of 
the author. 
4.5.1. Conjecture. Commutative group algebras are minimal-amenable. 
4.5.2. Question . Is there a separable commutative minimal Banach algebra? 
We should consider the following rather vague question, as an attempt to attain 
a characterization of amenability along the lines of property (G). A similar question 
could be asked about commutative amenable Banach algebras . 
4.5.3. Question. Is there a relatively small, easily-defined class A of amenable 
Banach algebras such that any amenable Banach algebra has a dense Banach sub-
algebra isomorphic to a member of A? 
Evidently such a class will contain all minimal-amenable Banach algebras. 
4.5.4. Conjecture . There is an amenable Banach algebra 2{ such that 2{ does 
not contain a minimal-amenable Banach algebra as a proper dense subalgebra. 
That is , the lattice of dense amenable Banach subalgebras of 2{ has no minimal 
elements. If this conjecture fails , the smallest possible class A in question 4.5.3 
would be the class of minimal-amenable Banach algebras . Thus , providing this is a 
"relatively small, easily-defined" class of Banach algebras, this question would have 
an affirmative answer. 
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Appendix A. Homomorphisms Into 
Measure Algebras 
Let G1 and G2 be locally compact Abelian groups. The results of Cohen, 
used in Chapter 1 to characterize the range of homomorphisms LI(G1 ) ~ L 1 (G2 ), 
also concern homomorphisms v : LI(Gd ~ M(G2 ), and the extension of such 
homomorphisms to a homomorphism iI : M(Gd ~ M(G2 ). It is natural to consider 
whether we can derive results characterizing the range of such homomorphisms v 
and iI in a way analogous to Theorem 1.5.6. The sort of characterization of range we 
seek is one in which there is an equivalence relation,....., on some Y E R(r2) such that 
the range is the subalgebra of M( G2 ) of measures whose Fourier-Stieltjes transforms 
are class functions of this equivalence. For this, define 
When'" is the equivalence relation determined by a function 1jJ with domain Y , we 
will use ;'(1jJ) for ;.("') . Again, we will use additive notation for the group product 
of all groups in this section. 
A.I. H0l1l0mOrphisIllS froIll Group Algebras 
in to Measure Algebras 
Let v be a homomorphism LI(Gd ~ M(G2 ) with rng v ~ LI(G2 ) . Then 
a : Y -t rl (as in Theorem 1.3.3) is non-proper. We consider the range of v in such 
a case. 
In the analysis of proper piecewise affine maps in Chapter 1, we saw that such 
a map a : Y ~ r1 is built up from pieces of the form T-y} o1jJ 0 Q A 0 L1'2ls, where 
5 E R O(r2),,2 E 5, QA is the quotient by some compact subgroup A ~ Eo(5) -,2, 
1/J is a topological group isomorphism from (Eo(5) - ,)/ A onto :=:, a closed subgroup 
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of rl , and /1 = a( /2) ~ fl . For a non-proper piecewise affine map, the situation is 
similar, with two possible differences-the closed subgroup A could be non-compact, 
and tP may no longer have a continuous inverse. We consider embryonic cases of 
each of these. 
Suppose r is a locally compact Abelian group and A is a closed, non-compact 
subgroup. Put a = QA : r -t r / A. With H = Anna A, we have algebra 
homomorphisms II : LI(H) -t M(G) and ii : M(H) -t M(G) . Then by [37, 
Theorem 2.7.1], 
K(a) = {II E M(G) : p. is constant on cosets of A} 
= {II E M(G) : J.L is concentrated on H}, 
so that K(a) ~ M(H), and rng ii = K(a). 
Now consider non-proper behaviour of the other type-where tP-I is not contin-
uous. An extreme, but simple, example of this is where a is the identity map fd -t r . 
In this case the homomorphisms are the natural injections v : A(r) -t B(rd ) 
and ii~ : B(r) -t B(rd) . By [37 , Theorem 1.9.1]' the second of these has range 
B(r) = B(rd) n C(r) , whereas the range of the first is a subset of this. These are 
each point-separating algebras on r d, so that the only possible equivalence relation 
such that rng II ~ K( "") is "=". But K( = r = B(rd ), so that unless r is discrete, II 
is not onto. But if r is discrete, then a is proper. 
Thus in order to characterize the range of a homomorphism Ll(Gd -t AI(G2 ), 
or its extension M(Gd -t M(G2 ), some topological conditions will also be necessary 
on the transforms of the measures. These are not in the spirit of the results we seek. 
We can, however, avoid this by specifying that rl is discrete, for then:=: = rng tP 
will be a closed subgroup and tP will have continuous inverse. Indeed, it is not difficult 
to modify the arguments of Section .1.5 to prove the following. 
A.I.I. Theorem. Suppose GI is a compact Abelian group, G2 is a locally 
compact Abelian group, II : LI(GI) -t M(G2 ) is an algebra homomorphism and 
• 
Extensions of Group Algebra Homomorphisms 95 
Y E R(f2) and Q : Y --+ f1 are as in Theorem 1.3.3. Then the natural extension 
of v to a homomorphism iI : M(Gd --+ M(G2 ) has range k(a). 
Proof. Since a(Y) E R(fd, there is a measure Il E M( Cd with P = Xa(Y)' and it 
follows that B(a(Y)) = B(fdla(Y). Thus it suffices to show that for each Il E k(a) 
that P 0 a-I E B(a(Y)). For this it suffices, by Theorem 1.4.1 to prove the case 
where Y E 'R.o(f2 ) and a has an affine extension a1 : E --+ f1 , and E = Eo(Y). 
Let:=: be the closed subgroup such that a1 0 Q~l is injective. We can now apply a 
modified version of the "smudging" technique used in Lemma 1.5.1, using the set 
F ~ :=: such that 5 + (Ao n :=:) = 5' + F = 5 + F in Proposition 1.4.12 in place of 
the set F from Lemma 1.4.3. Since:=: ~ Ao = Eo - Eo, we have that the smudging 
technique gives PI E k( ad with PI . X Y = p. We can now apply the case of a 
quotient by a closed subgroup, analysed above, to obtain PI 0 all E B(a1(Eo)) , 
giving finally po a-I E B(a(Y)). • 
A.2. Extensions of Group Algebra HomomorphislDs 
We now investigate homomorphisms M(Gd -+ M(C2 ) that arise from proper 
piecewise affine maps a : Y -+ fl. This is considerably more fruitful than the 
non-proper case. 
We start with the case where Y is an open coset in f2 and a : E --+ f1 is 
affine. In this case we can argue as in Lemma 1.3.4 almost verbatim, starting with 
Il E k(a), and deducing that it 0 a-I E B(a(Y)). Then B(a(Y)) = B(f1)la(Y), so 
that there exists po E M(Cd with POla(Y) = po a-I, and hence V(llo) = Il· 
The next case is analogous to Lemma 1.5.1. When Y E Ro(f2) and a : Y -+ f1 
has a proper affine extension a1 : Eo(Y) --+ f 1 , we can apply the same "smudging" 
argument (by a compact subgroup) to Il E k(a), giving Ply = Fly, for some 
F E k( ad. Then F 0 all E B(ft} la(Eo(5»). and so po a-I E M (fd la(5). as required. 
It is the final step of combining affine pieces that causes us difficulties. 
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A.2.1. Example. Let G1 = JR, G2 = 1', so that f1 = JR and r2 = Z. Take any 
irrational ~ E JR, and define a : Z - JR by a(2n) = ~n and a(2n + 1) = 2n + 1. 
Then lI:(a) = L1(1'), so that the homomorphism v : Ll(JR) _ L1(1') determined by 
(v(J)) ..... = j oa is onto. However, v has a unique extension ii : M(JR) - M(1') that 
is not onto, as we will now show. Let Jl2 = 1/2(b1 +b-d E M(1'). Clearly jJ.2 = X2Z , 
so if Jl1 E M(JR) had ii(Jld = Jl2, then the uniform continuity of jJ.1 would be 
contradicted by jJ.l(~Z) = jJ.l(a(2Z)) = {1} and jJ.1(2Z + 1) = jJ.l(a(2Z + 1)) = {OJ. 
So we see that for a homomorphism v : Ll(Gd _ L1 (G2), it may occur that 
rng ii is properly contained within ii:( a). The difference between this case and that 
in Theorem 1.5.6 is in Lemma 1.5.3. Some partial results are possible, however. 
This stems from the observation that the uniform continuity of jJ.1 played a vital 
role in Example A.2.1. 
Recall from [5J that two sets A, B ~ r are called uniformly separated if there 
is a neighbourhood U of e E r such that A + U and B are disjoint. We can 
then call a finite family AI, . .. , An of closed sets uniformly separated if they are 
pairwise uniformly separated. Clearly this holds if and only if each Ak is uniformly 
separated from Uj,ek Aj . In the following theorem , we use the equivalence of uniform 
separation of sets A, B E 'RAr) and the existence of a separating measure for A, B; 
that is , a measure Jl E .\!( G) such that jJ. takes the value 0 on A and the value 1 on 
B . The existence of such Jl is dealt with in [5J. 
A.2.2. Theorem. Suppose Y E n(r2 ) and a : L1(Gt} - Ll(G2) is a proper 
piecewise affine map, and for some Sl,"" Sn E R O(r2 ) with Y = U~ Sk, each 
alsk has an affine extension, and a(Sl)," " a(Sn) are pairwise disjoint. Then with 
ii : M(G1) - M(G2) the algebra homomorphism determined by a, rng ii = ii:(a) 
if and only if a(Sd, . .. , a(Sn) are uniformly separated. 
Proof. Suppose rng ii = ii:(a), let 1 ~ k ~ n. Then by Theorem 1.3.2, there is a 
measure (k E M ( G2) such that (k = X Sk' It is now clear that (k E ii:( a), so that by 
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hypothesis, there exists JLk E M(Gt} with iI(JLk) = (k. Then iLk is 1 on a(Sk) and 0 
on a(Sj). Hence, by [5, Theorem 0.1], a(Sk) and a(Sj) are uniformly separated. 
Conversely, if a(Sd, .. . ,a(Sn) are uniformly separated, then by [5, Theo-
rem 0.1]' there exist ~1"'" ~n E M(Gd such that for each k, &(a(Sk)) = {I} 
and & (Uj;H a(Sj)) = {O}. 
Take JL E K( a). Then by the arguments above, we have for each k that there 
exists JLk E M(Gd such that p 0 (alskt 1 = JLkla(Sk) ' Now put JL' = L:~ ~k * JLk · 
Then each ,EY lies in some Sj , so 
n 
p' 00'(,) = L: &(0'(,)) . Pk(a(,)) = jij(aj(')) = P(,), 
k=1 
as required . • 
For the case where the a(Sd , ... , a(Sn) are not disjoint , we start by showing 
that to determine whether rng iI = K(a), it suffices to know a(Y) , the range of a . 
This reformulation of the problem is based on Lemma 1.2.4, where we introduced 
the concept of looking for an extension for j 0 a-I (f E 11:23 ( a)). In the case 
of homomorphisms between measure algebras, we are not considering the carrier 
spaces , as we were in Lemma 1.2.4, but the same idea applies . 
Recall that by the construction in Example 1.6.6, a set X E RAr) is a piecewise 
affine set , and so we have definitions of A(X) and B(X) from definition 1.6.4. The 
proof of Theorem 1.5.6 can then be divided into two stages- firstly showing that if 
f E 11:(0'), then j 0 a-I E A(a(Y)), and then showing that A(a(Y)) = A(fdla(Y) . 
A similar technique is applicable in the case where we have a homomorphism 
iI : M(G 1 ) -t M(G2 ) that is obtained by extending v : Ll(Gt} -t Ll(G2 ). 
A.2.3. Definition. Let X E 'Rc(f). We say that X has the Fourier-Stieltjes 
extension property (FSEP) if B(X) = B(r)lx . 
A.2.4. Theorem. Suppose a : Y -t r1 is a proper piecewise affine map. Then 
rng iI = K( a) if and only if a(Y) E 'Rc(fl) has FSEP. 
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98 Appendix A. Homomorphisms Into Measure Algebras 
Proof. Throughout this proof, we will suppose Y = Sl U ... USn, where each 
Sk E R O(r2 ) is such that alsk has Ek = EO(Sk) and a continuous affine extension 
ak : Ek --. rl' We also take ~k E M(r2 ) with tk = XSk ' 
Suppose a(Y) has FSEP and J.L E k( 0'), then J.L * ~k E k( alsk), for each 
1 :::; k :::; n. It follows from the discussion in the introduction to this section that 
(J.L * ~kr 0 (alskr1 E B(a(Sk)). But (J.L * ~kr 0 (alskrl = {l 0 a-1 Ia(Sk)' and 
since a(Y) = U~ a(Sk), we have {l 0 0'-1 E B(a(Y)). Thus by FSEP, there exists 
J.L' E M(Gd with ;'la(Y) = {l 0 0'-1, and then v(J.L') = J.L. 
Conversely, if rng v = k(a), then any F E B(a(Y)) has F 0 0' E B(rd, and 
clearly F 0 0'-1 E k(a), so that F 0 0' E rng v. Let J.Lo E M(Gd be such that 
v(J.Lor = F 0 0', then {lo 00' = F 00', so that {lola(Y) = F. • 
We can now generalize the argument in Theorem A.2.2 to give the following 
result. 
A.2.5. Theorem. Suppose X E R c(r) is a piecewise affine set , say X = U~ Xk, 
for some disjoint Xl " '" Xn E R c(r) such that each X k is in the coset ring of 
a closed coset E k . Then X has FSEP if and only if Xl" ' " Xn are uniformly 
separated. • 
This theorem now allows us to characterize FSEP for sets X E R c(r) that 
are discrete. This leads to a result (Corollary A.2.9) suggesting a link between the 
property of X E Rc(r) having FSEP and the property of I(X) having a Banach 
space complement, as investigated in the papers [1,2, 3,4]. This link will be further 
investigated later in this appendix . 
A.2.6. Definition. A set X ~ r is uniformly discrete if there is a neighbourhood 
of e E r such that for any x EX, (x + U) n X = {x}. 
A.2.7. Lemma. If X ~ r, the following are equivalent: 
(i) X is uniformly discrete, 
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Oi) e is an isolated point of X - X, and 
(iii) if U and V are disjoint subsets of X, then U and V are uniformly 
separated. 
Proof. Clear. 
• 
A.2.S. Theorem. A discrete set X E RAf) has FSEP if and only if X IS 
uniformly discrete. 
Proof. By [4, Lemma 2.2]' for any discrete X E RAf), there exist discrete cosets 
Ell· .. , En in r and for each k, some Sk E R(Ek)' such that X = l:J~ Sk . By Theo-
rem A.2.5, it suffices to show that X is uniformly discrete if and only if Sl, .. . , Sn 
are uniformly separated. The "only ir' part of this follows from the implication 
(i) => (iii) in Lemma A.2.7. Supposing Sl, . .. , Sn are uniformly separated, then 
there exists U ~ r, a neighbourhood of e, such that for each j, k, with j =I k, 
(Sj + U) n Sk = 0. Then 
n n 
Un (X - X) = Un (U(Sk - Sk)) ~ Un (U(Ek - Ek)), 
1 1 
and each Ek - Ek is a discrete subgroup of r, so that e is an isolated point of X-X. 
Hence, by Lemma A.2.7, X is uniformly discrete. • 
A.2.9. Corollary. A discrete set X E Rc(r) has FSEP if and only if I(X) has 
a Banach space complement in L1(G). 
Proof. Suppose X = Sl l:J ••• l:J Sn, where for each k, Sk E R(Ek) and Ek is a 
discrete coset. By [4, Theorem 2.3], I(X) is complemented if and only if the Sk are 
uniformly separated. We have seen that this occurs if and only if X has FSEP. • 
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100 Appendix A. Homomorphisms Into Measure Algebras 
A.3. The Fourier-Stieltjes Extension Property 
in a Pair of Subgroups 
In this section we characterize the Fourier-Stieltjes Extension Property in sets 
X E R c(r) of the form X = AU:=:, where A and:=: are closed subgroups of r. 
By translation, this also characterizes FSEP for sets that are the union of a pair of 
intersecting closed cosets . Since we have already characterized FSEP for a pair of 
non-intersecting cosets in Theorem A.2.5, we can completely describe FSEP for sets 
that are the union of a pair of closed cosets. As one may expect, uniform separation 
again makes an appearance. 
We start with a general result on FSEP. 
A.3.1. Lemma. Suppose Xl, X 2 E Rc(r) and X2 has FSEP. Then Xl U X2 has 
FSEP if and only if any F E IB(Xd(XI n X2) has an extension in I B(r)(X2), 
Proof. Suppose IB(Xd(XI n X2) = I B(r)(X2)lx! and F E B(XI U X2). Since X 2 
has FSEP, and Flx2 E B(X2) there exists FI E B(r) such that Fllx2 = Flx2. Then 
Fix! - Fllx! E IB(Xd(XI n X2), so by hypothesis, there exists F2 E I B(r)(X2) 
with Fix! - Fdx! = F2Ix!. Then FI + F2 E B(r), (FI + F2)lx! = Fix! and 
(FI + F2)lx, = Fix,. Hence Xl U X2 has FSEP. 
Conversely, if Xl UX2 has FSEP and FE IB(Xd(XI nX2), then we can extend 
F to FI E B(XI U X2) by setting FI(X2) = {a}. Then by FSEP, FI extends to 
F2 E B(r), which is the desired extension of F. • 
Thus , if we are considering whether the union of a pair of subgroups AU:=: 
has FSEP, we need to be able to extend any F E IB(A)(A n :=:) to F' E IB(r){:=:). 
For this, we need to examine the standard method of extending a Fourier-Stieltjes 
transform on a closed subgroup of a locally compact Abelian group to a Fourier-
Stieltjes transform on the entire group. We take a definition from [32, 8.1.9], where 
the non-Abelian case is also considered. 
... 
... 
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A.3.2. Definition. Suppose G is a locally compact Abelian group with a closed 
I 
subgroup H. We call a function a function 13 E C:(G) a Bruhat function for the i 
quotient G ~ G j H if for any compact C ~ G, we have f3IC+H E Coo( C + H) , 
and for each x E G, IH f3(x + 0 d~ = 1. (The first condition here is equivalent to 
I3Ic+H E COO(G)Ic+H, the criterion given in [32, 8.1.9], by a simple application of 
the Tietze Extension Theorem.) The existence of such 13 for any closed subgroup 
of a locally compact Abelian group is shown in [32, 8.1.9]. For such 13, we have a 
continuous linear mapping TH,f3 : Co(G) ~ Co(GjH) given by 
TH,f3(1/J )(x + H) = i 1/J(x + y)f3(x + y) dAH(y) , 
Moreover, by [32, 8.2.7]' the above formula defines a continuous linear mapping 
Cb(G) ~ Cb(GjH). This extension will also be denoted TH,f3. 
Let TH,f3 : M( G j H) ~ M( G) be the adjoint of TH,f3' As stated in [32, 8.2.7], 
TH,f3 is a right inverse for TH : A/(G) ~ M(GjH), and since TH is determined 
by (TH(J.l)) ~ = iLL .. , the fun ction TH.f3 extends Fourier-Stieltjes transforms. More-
over, it is shown in [32, 8.2.7]' that if 1/J E Cb(GjH) and J.l E A/(GjH) then 
Ic 1/J d(TH,f3) = ICIH TH,f3( 1/J ) dJl. We will show that if we can find a Bruhat func-
tion 13 for the quotient G ~ G j H that is constant on cosets of C, then TH,f3 maps 
We first establish some results on using t H J.l to integrate a function in Cb( G j H) . 
A.3.3. Lemma. Suppose G is a locally compact Abelian group ll'ith closed 
subgroup H . If 1/-' E Cb(GjH) and fL E M(G), then 
Proof. For J.l E M+(G) and 1/J E C:(GjH), we have by the regularity of J.l and 
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THJ.L , that 
( 1P d(THJ.L) = sup{ ( 1Po d(THJ.L) : 1Po E ct(G/ H), 1Po ::; 1P} 
iGIH iGIH 
= sup{L 1Pl dJ.L : 1Po E Cri(G/H), 1Pl E cri(G), 
1Pl ::; 1Po 0 Q H ::; 1P 0 Q H } 
and L 1P 0 QH dJ.L = sup{L 1Pl dJ.L : 1Pl E cri(G) ,1Pl ::; 1P 0 QH } . 
But if 1Pl E Cri(G) has 1Pl ::; 1P 0 QH , then 1P2(X + H) = maxyEH 1Pl(X + y) defines 
1P2 E Cri (G / H) with 1Pl ::; 1Po 0 Q H ::; 1P 0 Q H . Thus the above two integrals are 
equal. The general case follows by the Hahn-Jordan Decomposition Theorem. -
A.3.4. Corollary. Suppose J.L E M( G) has piA = O. If 1P E Cb( G) is constant 
on cosets of H , then JG 1P dJ.L = O. 
-
A.3.5. Definition. [4, 3.6J Suppose /\ , :=: are closed subgroups of r . We say (/\ , :=:) 
satisfies (D) if (/\ + :=:)/(/\ n :=:) = /\/(/\ n :=:) ffi =-/( /\ n =-) . (Remember that here, 
"ffi " means that we have a topological direct sum.) 
A.3.6. Theorem. Suppose /\ and :=: are closed subgroups of a locally compact 
Abelian group G, with annihilators Hand J{ respectively. Then the following are 
equivalent : 
(i) (/\ , :=:) satisfies (D) , 
(ii ) (H, 1<) satisfies (D) , 
(iii ) /\ U :=: has FSEP, and 
(iv) I( /\ U :=:) has a Banach space complem ent in L 1 (G). 
Proof. The equivalences (i) <==> (ii) <==> (i v) are proven in [4J. 
Suppose /\ U :=: has FSEP. We show that 7r : /\/(/\ n :=:) x :=:/(/\ n =-) -+ 
(/\ + :=:)/(/\ n :=:) , given by 7r(~ + (/\ n :=:), ~ + (/\ n :=:)) = ~ + ~ + (/\ n :=:) is 
bicontinuous. It is clearly continuous. 
\ 
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Let U1 ~ A/{A n:=:) be a neighbourhood of e, and let fo E A(A/(A n :=:)) have 
support in U1 and fo(e) = 1. Define f E B(AU:=:) by flA = foOQAn=. and fl=. = 1. 
By FSEP, there exists fl E M(G) with JiIAu=. = f. Then with U; = QA~=.(Ud, we 
have M:=:) = {l} and MA \ U;) = {O}. Hence:=: and A \ U; are uniformly separated. 
Let VI ~ f be a neighbourhood of e such that (:=: + V) n (A \ U;) = 0. Then 
(VI + :=:) n A ~ U; so VI n (A + :=:) ~ U; + :=:. 
Similarly, if U2 ~ :=:/(A n :=:) is a neighbourhood of e, there exists \12 ~ f, a 
neighbourhood of e with V2 n (A + :=:) ~ U~ + A. Put V = VI n \12, then V is a 
neighbourhood of e with V n (A +:=:) ~ (U; +:=:) n (U~ + A). Moreover, U; ~ A and 
U~ ~ :=: , so (U; +:=:) n (U~ + A) ~ U; + U~ + (A n :=:). Hence QAn=.(V n (A + :=:)), a 
neighbourhood of e in (A + :=:)/(A n :=:) is a subset of 7r(U1 + U2 ), so that 7r is open. 
Conversely, suppose (A,:=:) satisfies (D) . Note that if we put f' = A + :=: ~ f, 
then B(f') = B(f)lr/, so it is clearly sufficient to prove that Au:=: has FSEP in 
the case A + :=: = f. In this case, H n]{ = {e}, and since (H, J() satisfies (D) , we 
have H + J( = H EB K. 
Let (3' E Cb( G I K) be a Bruhat func t ion for the quotient 
GIK ~ (GIK) / ((H + K)/J() ~ GI(H + K), 
and let (3 = (3' 0 QK E Cb(G) . Then H' = (H + J()/K ~ H, so providing we 
choose Haar measures on all subgroups appropriately, we have for each s E J( that 
fH (3(x + OdAH(O = fHI (3'((x + K) + Tl)dAH'(Tl) = 1. Also, if C ~ G is compact, 
then { x E C+H : (3(x) =I O} ~ (c+H)nQi{ x+J( E Qr:(C) : (3'(:r+J() =I O} , 
which is com pact, since H + K = H EB K . Hence (3 E Cb( G) is a Bruhat function 
for the quotient G ~ G I H , and (3 is constant on cosets of K . 
Thus if flo E M( G I H) has Jio(:=: n A) = {O}, then for each C E :=: , TH,{3(Z) 
is constant on cosets of J(IH, so that by Corollary A.3.4, fC/H TH,{3(Z) dflo = O. 
Hence fl = TH,{3(flo) has Ji IA = flo and Jil=. = o. This is sufficient for FSEP, by 
Lemma A.3.1. • 
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AA. Factorization in Ideals of Measure Algebras 
From Corollary A.2.9 and Theorem A.3 .6, it seems that X E 'Rc(r) has FSEP 
if and only if I(X) is complemented. However, this is not the case, as we will see 
later in this section. As the title of this section suggests , this construction relies on 
factorization in ideals of measure algebras. 
A.4.1. Lemma. Suppose Xl, X 2, X3 E 'Rc(r), are such that ea.ch of Xl U X 2, 
Xl U X3 and X 2 U X3 has FSEP. If I = IB(Xd(XI n (X2 U X3)) factors , then 
Xl U X 2 U X3 has FSEP. 
Proof. By Lemma A.3.1, it is sufficient to extend F E I to F' E IB(r)(X2 U X3) ' 
However, if we can factor F = FIF2, where FI, F2 E I , then FI E IB(Xd(XI nx2 ) 
and F2 E IB(Xd(X I n X 3), and so by Lemma A.3.1, we can extend FI and F2 to 
F; E I B(r)(X2) and F; E I B(f)(X3) respectively. Then F' = F;F; E I B (r)(X2 UX3 ) 
is an extension of F , as required . • 
A.4.2. Corollary. Suppose XI , X 2 , X3 E 'Rc(r) , are such that each of XI U X 2 , 
XI U X3 and X 2 U X3 has FSEP. If IB(Xd(X l n X 2) and IB(Xd(X l n X 2) each 
has bounded approximate identity, then Xl U X 2 U X3 has FSEP. 
Proof. If I , .J are ideals of a commutative Banach algebra 21 , each with bounded 
approximate identity, then the term-by-term product of the bounded approximate 
identities, with the product directed set , is a bounded approximate identity for 
In .J. • 
We can now apply the above to the set X = (JR X Z) U (Z X JR) U eJR ~ 1R 2, where 
eJR = { (x, y) E JR2 : x sin () = y cos ()}. It was shown in [4, Example O.l(iii)], that 
for such X, I(X) is complemented if and only if tan () is rational. However, such X 
always has FSEP. 
The Gel'Jand Transform lOS 
A.4.3. Proposition. If X = (IR x Z) U (Z x 1R) U elR ~ 1R2, then X has FSEP. 
Proof. Put Al = IR x Z, A2 = Z x IR and A3 = elR ~ 1R2, then each of the pairs 
(AI, A2)' (AI, A3), and (A2, A3 ) satisfy (D). Moreover, the ideals IB(eE.)(AI n A3) 
and IB(e1 )(A2 n A3 ) are both isomorphic to IM(~)(Z) , But IM( E. )(Z) has bounded 
approximate identity, {en}nEN, where en = fJe - 2n~1 2:~n fJk • Hence, by Corol-
lary A.4.2, X has FSEP. • 
The method of factoring ideals of measure algebras in the above case generalizes , 
so that we can prove that for EI , ... , En closed cosets such that any pair (Ei , Ej ) 
is either uniformly separated, or satisfies (D). This , however, does not cover [4 , 
Example O.I(v)] or [1 , Example 4.1], which we can prove to have FSEP by following 
the same order of construction that was used to prove the ideal in the group algebra 
to be complemented. 
I finish with some conjectures. 
A.4.4. Conjecture. If X E 'RAf) and I(X) 1S complemented, then X has 
FSEP. 
A.4.S. Conjecture. If X, Y E 'Rc(f) are such that I(X), I(Y) , and I(X n Y) 
are complemented, and X U Y has FSEP, then I(X U Y) is complemented. 
Even being able to prove this in the case where Y is a closed subgroup (or 
coset) would be useful. The similarities in the proofs of Proposition A.3.6 and [4 , 
Theorem 4.4] are encouraging. 
A.S. The Gel 'fand Transfonn 
It should be noted that there is another natural way in which we might be able 
to characterize the range of a homomorphism between measure algebras, which is 
possibly more natural than the subalgebra /i:(a) . A conclusive result may hold if 
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106 Appendix A . Homomorphisms Into Measure Algebras 
we instead consider the Gel'fand transform and apply Lemma 1.2.1 to the homo-
morphism ii : M(Gd - M(G2 ) . This gives us Y = ~M(G2) \ ZM(G2)(rng ii) and 
o = ii*ly : Y - ~M(Gd' Then for a as above, KM(G2)(O) ~ K(a) . Hence there is 
a possibility that rng ii = KM(G2)( 0) will always hold. Considerations of this sort 
are difficult , as they involve the carrier spaces of measure algebras. These are quite 
inaccessi ble. 
, 
Appendix B. Banach Space Complements of 
Ideals in Group Algebras 
Let G be a locally compact Abelian group, with the group operation repre-
sented additively, and let I be a closed ideal in Ll(G). The problem of the existence 
of a Banach space complement to an I in L 1 (G), is equivalent to that of finding a 
continuous linear projection Ll(G) ~ I. (We are not looking for a multiplicative 
projection- such ideals we have already classified in Theorem 1.7.2.) Of the inves-
tigations into the existence of such a projection, the methods in the paper [4] of 
D. Alspach , A. Matheson and J. Rosenblatt , provide the most exhaustive methods 
of constructing such a projection known to the author. The paper [4] concludes 
with a statement that the authors knew of no example of a complemented ideal for 
which the procedure could not be applied. The question as to the existence of such 
an ideal was posed explicitly in [2 , Question 4.1], at least in a weaker form . Here it 
was asked whether there was an ideal for which the "natural" ways of applying the 
methods of [4] fail. 
In this appendix, we construct two examples of complemented ideals of group 
algebras. The first answers the question [2, 4.1] affirmatively, yet it does yield to 
the methods of [4] in a less-than-natural manner. The second ideal constructed does 
not yield to the methods in [4] . 
B.1. Background 
The starting point for the consideration of the problem of determining whether 
I is complemented is the paper [36] of H.P. Rosenthal , where it was shown that if I is 
complemented, then Z(I) E 'R.d(r). Since a hull is closed, we have Z(I) E 'R.c(r). 
(An alternative approach is given in [28, Theorem 2], where it is shown that a 
complemented ideal in a commutative group algebra has bounded approximate 
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108 Appendix B . Banach Space Complements of Ideals in Group Algebras 
identity.) Since such a hull is a set of synthesis, the complemented ideals of L 1 (G) 
can be classified in terms of their hulls. The problem is now to find suitable algebraic, 
topological and combinatoric conditions on X E Rc(r) to characterize when I(X) 
is complemented. 
In [3], Alspach and Matheson characterized the complemented ideals in L 1 (lR) 
In terms equivalent to the uniform separation criterion we saw in Appendix A. 
This case was particularly simple, as any proper closed coset in lR is either a 
singleton or a translate of some (Z , and so any X E Rc(lR) such that X f. lR 
is discrete. Moreover, uniform separation of such cosets is easily characterized in 
algebraic terms. A solution for general locally compact Abelian G is far from being a 
simple generalization of this result for lR. In [4], Alspach, Matheson and Rosenblatt 
developed a procedure that, given certain X E Rc(r) , constructed a continuous 
projection, thus showing I(X) to be complemented. It was further shown in [1] that 
for the case G = lR 2, this construction succeeds if and only if I(X) is complemented. 
The exact criteria established in [4] will not be discussed here-they are quite 
complicated. The examples discussed in Appendix A are indicative of some of the 
simple ways in which a hull X E R c(r) can have complemented or uncomplemented 
kernel , in that there seems to be some involvement of uniform separation. Further 
instances of this will be seen in the examples in the next section, and in the two 
examples around which this appendix is based. The aspect of the construction in [4] 
that is crucial for our purposes is the manner in which the projection is constructed. 
This is done by taking a decomposition of X E R c(r) as was achieved by Schreiber 
in [38, Theorem 1.7], that is, X = U~ X k , where each X k is in the coset ring of some 
closed coset Ek ~ R(r). If such a decomposition can be found with I(XI U·· ·UXk ) 
complemented in I(XI U ... U Xk-d for each 1 ~ k ~ n, then we can construct a 
projection Ll(G) ~ I(X) simply by composing the chain of projections 
Ll(G) = I(0) ~ I(Xd -,.+ ••• ~ I(XI U··· U xn-d ~ I(X). 
Some features of this construction suggest that there may be difficulties with 
working with it in general. In particular, it imposes an order, which we call an 
--- -'-
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order of assembly. of Xl, .. . , X n • Moreover, for certain hulls, the order of assembly 
is critical in constructing the desired chain of projections. Examples of this are [4, 
Example O.l(v)] and [1, Example 4.1], which appear below, slightly modified, as 
Examples B.2.3, and B.2.4. 
The other point to note is that "uncomplementary" behaviour of a hull tends to 
be a localized phenomenon, in that if X E Rc(r) is the hull of an uncomplemented 
ideal, then there is a set Xo E Rc(r) such that if U is a neighbourhood of Xo and 
X' n U = X n U, then I(X') is uncomplemented . It tends to be around this set Xo 
that the failure of some sort of uniform separation occurs. This observation will be 
formalized and used below. 
In Sections B.3 and B.5 we use these two features to construct two hulls 
X E R c(r) with complemented kernel , but for which there is no order of assembly 
that gives a chain of projections. The first example is a union of closed subgroups 
AI "," An such that the behaviour of X = U~ Ak near certain subgroups AI, .. . , Am 
is similar to that of certain basic examples for which the order of assembly is critical. 
More precisely, for 1 ~ k ~ m , if we let h be those j for which Ai intersects Ak 
(other than at 0) , and let X k = UiEJk Ai , then the construction is such that I(Xk ) 
is an instance of one of the basic examples in Section B.2 which is complemented but 
for which certain orders of assembly do not give a chain of projections. Moreover, 
the example is set up so that any overall ordering of {I , .. . , n} will give an ordering 
on at least one of the sets JJ k for which there is no chain of projections. 
Section B.4 introduces some methods which enable the demonstration of com-
plementedness of this I(X) and the non-existence of a chain of projections based 
on an ordering of the subgroups At, ... , An. This provides an explicit answer to the 
question [2,4.1] of D.E. Alspach. These methods involve considering the behaviour 
of each part of a such a complicated set X in a local manner, and then using a 
partition of the identity to combine the separate parts . 
The example of Section B.3 does not demonstrate conclusively the inadequacy 
of the methods of [4], as it is possible to construct a chain of projections as above, 
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where each X k is a proper subset of some Aj . Thus , if we partition each Aj into 
smaller pieces, each in R(Aj), and then assemble these pieces in a particular order, 
we can find a chain of projections. It is therefore desirable to find an example for 
which we cannot even accomplish this. Section B.5 is devoted to constructing such 
an example, and so completes the demonstration of the need for more complete 
methods than those of [4J. 
B.2. Basic Examples 
We have the following examples, based on previously-known results. 
B.2.!. Example. Let E1 , ••• ,En be Euclidean cosets in lR n and put X = U~ Ek • 
Then I(X) is complemented. (By [4 , Theorem 3.12.]) 
B.2.2. Example. For 6,6 E lR+, and linearly independent a, b, c E lR 3, let 
Al = 6Za + lRb and A2 = 6Za + lRc. Then I(1\) U A2 ) is complemented if and 
only if ~1 and 6 are rationaJly dependent. (By [4 , Theorems 3.11 and 4.4 .]) 
B.2.3. Example. As in Example B.2.2, put 1\3 = lRa, then I(A1 U A2 U A3 ) 
is complemented. (A trivial generalization of [4 , Example 0.1 (v)J.) There exist 
projections I(At} -t I(A1 U A3 ), I(A 2) -t I(A2 U A3 ) , I(A3) -t I(A1 U A3 ), and 
I(A3) -t I(A2 U A3 ), but not I(A 1) -t I(A1 U A2 ), or I(A2) -t I(A) U A2 ), unless 
~1/6 E Q. Thus , if ~d6 rt. Q, any order of assembly must add Al or A2 last. 
B.2.4. Example. As in Example B.2.2, let d, e E lR3 be such that d rt. span{a, b}U 
span{a, c} and e E span{a, d} \ (lRaUlRd). Put A4 = ~)Za+lRd and As = 6Za+lRe, 
then I(A1 U A2 U A4 U As) is complemented. (Here we have three planes, span{ a, b}, 
span {a, c}, and span {a, d} = span {a, e}, wi th a common intersection lRa, such that 
each of the first two planes contains a set of parallel lines, whilst ·the third plane 
contains a parallelogram grid with sides parallel to lRd and lRe.) This is a trivial 
reworking of [1, Example 4.1J, and the proof of complemented ness remains the same. 
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Again, in the case, (ti6 rt. Q, the only orders of assembly that lead to a chain of 
projections are those which add Al or A2 last. 
These last three examples each retains the same properties if Z is replaced by 
Z = Z + 1/2 in the definitions of AI, A2, A4 , and As. This fact will be used in the 
example in Section B.5. 
B.3. Building a Hull in IR3 
Consider a Euclidean group lRn. We will often refer to elements of lRn as points. 
We will also use the terms line, grille, and plane to refer to closed cosets in lR n that 
1 
i 
I 
I 
I 
I 
I 
are affinely homeomorphic to lR, lR X Z, and lR 2, respectively. These will generally be i 
of the form lRx + z, Zx + lRy + z and lRx + lRy + z, respectively, where x, y, z E lRn 
and {x, y} is linearly independent. (In particular x f. 0 and y f. 0.) If x and 
y =f: 0 are two linearly dependent vectors, we will use x/y for the yalue ( E lR such 
that (y = x. If x , Y E lR n are linearly independent , and z E (lRx + lRy) \ lRy, say 
z = (x+(y , then for any nonzero 7] E lR, (7]Zx+lRy)nlRz = 17]/~IZ= . Consequently, 
if x, y , and z are colinear, then ~ + ( = 1 and ( = (z - y)/(x - y). Hence 
(7]ZX + Ry) n lR z = T} -- Z z I
x - YI 
z-y 
We will often define a line in terms of points lying in it , for instance, if a , b, e, d, .. . 
are distinct points alI lying in a line ~ , then ab, bd, abe, abed. '" are alI possible 
descriptions of ~. 
Define points P = {a , . . . ) i} ~ lR 2 X {I} ~ lR 3 as follows: 
a = ( 0, 42,1) , d = ( 0, 21 ,1 ), g = ( 14, 14 ,1) , 
b = ( 42, 0,1 ), e = ( 21, 0,1), h = ( 0,-14,1), 
e = (-42,-42,1), j = (-21,-21,1), i = (-14 , 0,1 ), 
we then have lines ~a = age, ~b = bhj, ~c = eid, ~d = dgb, ~e = ehe, ~f = jia, 
~g = gje, ~h = hda , and ~i = ieb. Note that if x E P , then x E ~r and 
{p E P : x E ~p} has three elements, as does {p E P : p E ~x} = ~r n P. (This 
r II 
I' 
Ii 
II 
II 
Ii 
Ii 
II 
II 
112 Appendix B. Banach Space Complements of Ideals in Group Algebras 
is a solution to the tree-planting problem "plant 9 trees so that there are nine rows 
of three trees in each, each tree being in three rows." Such problems often occur in 
recreational mathematics.) A sketch of this figure would probably be quite useful 
to the reader. For each pEP, let 7r p = span Ap, the plane containing ° and Ap. 
The lines {Ap : pEP} have seven extra points {t, ... , z} = p' at which there are 
pairwise intersections. These are 
t = ( 0, 0,1) = gfe n hda n ieb, 
U = ( 6, 30,1) = age n eid, 
v = ( 24, -6,1) = age n bhf, 
w = (-30,-24,1) = bhf n eid, 
x = (30, 6,1) = dgb n ehe, 
y = (-24,-30,1) = ehe n fia, 
z = ( -6, 24,1) = fia n dgb. 
Now take ~l ' 6, 6 E IR pairwise rationally independent , and put 
Aa = 6Zu + IRa, Ad = ~2ZX + Rd, Ag = 6Zt + Rg, 
Ab = 6Zv + IRb, Ae = 6Zy + IRe, Ah = 6Zt + IRh, 
Ac = 6Zw + IRe, Af = 6Zz + Rf, Ai = 6Zt + Ri. 
so that if U a = U, Ub = v, U c = w, Ud = x, U e = y, uf = Z, ug = Uh = Uj = t; and 
~a = ~b = ~c = (,1, ~d = ~e = ~f = ~2' and ~g = ~h = ~j = 6 , then for each pEP, 
Ap = ~pZup + IRp. Thus, for each pEP, Ap is a grille with IRp ~ Ap ~ 7r p' Also, 
note that if p, p' E P and Ap n ApI = Aq , then ~p = ~pl if and only if q E P'. Define 
x = U Ap and Xo = U IRp. 
pEP pEP 
For each pEP, consider X near the line IRq. We have 
q E Ap \ {p} ~ IRq nAp = IRq n (~pZup + IRp) = ~p p Zq, \ u - PI q-p 
and q = p ~ IRq nAp = Rq. 
\ 
-~ -
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Now, for each q E P U p' define Xq E Rc(r) by 
q E P ~ Xq = IRqU U Ap = IRqU U ~plup ~ PIZq+IRp, 
pEP\{q} pEP\{q} q P 
qE>'p qE>'p 
Note that if q E PUP'\ {t}, then {p E P\ {q} : q E .Ap } has two elements, say PI, P2 . 
Then q = .API n .Ap2 , so ~PI = ~P2 if and only if q E P'. Moreover, for each PEP, 
I(up - p)/(q - p)1 E Q, so that ~PII(upl - PI)/(q - pt}1 and ~p21(up2 - P2)/(q - P2)1 
are rationally dependent if and only if q E P'. Hence, if q E P, then Xq is an 
instance of Example B.2.3, in the rationally independent case, and if q E pI \ {t} , 
then Xq is an instance of Example B.2.2. Thus , for each q E P u P' \ {t} , I(Xq) is 
complemented. Finally, X t = (6Zt + IRg) u (6Zt + lRh) u (6Zt + lRi), which can 
be shown to have complemented kernel using [4, Theorem 3.11]. 
We now indicate how the localization will occur. (A formal procedure will be 
described in Theorem B.4.4 below.) Firstly, take a neighbourhood U of 0 E IR n such 
that X n U = Xo n U. For each q E P U pI, take a neighbourhood Vq of IRq such 
that XnVq = (XoUXq)nVq. Moreover, if we take all the neighbourhoods Vq small 
enough, we can assume that for distinct q, q' E P U pI , Vq n Vq, ~ U, and then for 
each q, X n Vq \ U = X q n Vq \ U. 
B.4. Banach Space Complements to Ideals in L 1 (IRn) 
We now need some results to deduce the complementedness of I(X) from the 
complementedness of the ideals I(Xq). Note that we are looking for a splitting map 
for the exact sequence 
where t : I(X) -. LI(G) is the inclusion map, Q : LI(G) ---+ LI(G)/I(X) is 
the quotient mapping, and a splitting map is a right inverse for Q, that is, some 
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T : LI(G)jI(X) -. LI(G) such that Q 0 T is the identity on Ll(G)jI(X). 
Also note that by Proposition 1.6.10, Ll(G)jI(X) s::' A(X), and so it turns out 
that we are looking for a continuous linear right inverse to the restriction mapping 
px : A(r) -. A(X) . Such a right inverse to px we will also refer to as a splitting 
map. 
It can be seen that the results of Section 1.6 supplied a right inverse to px, 
since there we proved that A(X) = A(r) Ix. The present task is considerably more 
difficult. 
The same can be said of the question as to whether I(X)jI(W) is com-
plemented in LI(G)jI(W), for X, W E 'Rc(f) with X ~ W. In this case, 
LI(G)jI(W) s=: A(W) , I(X)jI(W) s::' IA(w)(X) , and A(W)jIA(w)(X) s=: A(X) , 
so we are looking for a continuous linear right inverse to the restriction mapping 
px : A(W) -. A(X). 
With such concepts , we have the following. 
B.4.1. Lemma. Suppose X, W E 'Rc( r) and X ~ W. If I(X) is complemented 
in Ll(G) , then IA(w)(X) is complemented in A(W) . 
Proof. If T : A(X) -. A(r) is a splitting map, then pw 0 T : A(X) -. A(W) is 
clearly a splitting map. • 
B.4.2. Lemma. Suppose X, W E 'Rc(r) , X ~ Wand I(W) is complemented 
in Ll(G) . If IA(w)(X) is complemented in A(W), then I(X) is complemented in 
Ll(G). 
Proof. We have splitting maps Tx : A(X) -. A(W) and Tw A(W) -. A(r). 
Then T = Tw 0 Tx : A(X) -. A(r) is a right inverse of px. • 
BA.3. Lemma. Suppose W, Xl, .' . . ,Xn, X E 'Rc(r) and FI, . . '. ,Fn E B(W) 
are such that 
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(ii) for each k, either X ~ X k or Xk ~ X , 
(iii) for each k, Fk(X 6. Xk) = {O}, 
(iv) E; Fk(-y) = 1 for 'Y EX, and 
(v) each IA(w)(Xk) is compJemented in A(W), 
then IA(w)(X) is compJemented in A(W). 
Proof. Let Tk : A(Xk) --+ A(r) (1 ::; k ::; n) be splitting maps, and let J E A(X). 
For each k such that Xk ~ X , put Jk = Fk . Tk(JlxJ E A(W), so that if 'Y E X, 
then Jk(-Y) = Fk(-y)J(-y). For each k such that X ~ Xk, we have Fklx . J E A(X) 
is zero on X n Xk \ X, so we can define 
Then J~ is continuous, and since Xk \ X E R c(r) and J~IXk\X = 0 E A(Xk \ X) . 
It follows that J~ E A(Xk). Moreover, providing we choose charts for Xk such that 
each chart has range either within X or Xk \ X (or both) then 
IIJ~ IIA(X k ) = 1IJ~lx L (x ) + IIJ~lxnxk\X IIA(xnxk\x) + IIJ~lxk \X 1I.4(xk \x) 
= II Fklx . JIIA(X) + 0 + o. 
Now put Jk = Tk(J~) E A(W) , so that if 'Y E X , then Jk(-Y) = J~(-y) = 
Fk(-y)J(-y) . Now define T(J) = E; Jk , then T : A(X) --+ A(W) is linear and 
IIT(J) II ::; E~IITkIIIlFkllllJ" , so that T is continuous. Finally, for each 'Y E X , 
T(J) (-y) = E~ Fk(-y)J(-y) = J(-y) , so that T : A(X) --+ A(W) is the desired 
splitting map. 
• 
Now suppose X ~ JRn is a union of grilles AI, ... , Am. For each 1 ::; k ::; m, 
let trk be the plane containing Ak . Also let C be the set of all lines that occur as 
the intersection of two (or more) planes 7rk, and let P be the set of all points that 
occur as the intersection of two (or more) planes 7rk. For each .A E C, and each 
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1 ~ k ~ m put 
X~ = U{A k : 1 ~ k ~ m, A 1: Ak, A ~ 1l'k} 
{
AU X~ if A ~ X 
X).. = 
X~ if A 1: X 
X k = U{Aj : 7rj = 1l'd 
BAA. Theorem. With such X, I(X) is complemented if and only if each of the 
ideals in 
{I(X.x) : A E C} U {I(Xk) : 1 ~ k ~ m} 
is complemented. 
Proof. Put W = U~ 7rk, then X ~ W E R.c( r) and as an instance of Exam-
ple B.2. l , I(W) is complemented . Thus, by Lemma B.4.2 , it is enough to show that 
IA(w)(X) is complemented in A(W) if and only if each I(Xd is complemented in 
A(W) . 
For each pEP, put Xp = UP E C : pEA ~ X}. This is as in Exam-
ple B.2.l , so I(Xp) is complemented. Let U ~ ]Rn be an open neighbourhood of 0 
such that for each pEP, (p + 2U) n X = (p + 2U) n Xp. Then in particular, for 
each PI,P2 E P , (PI + U) n (P2 + U) = 0 . 
Now, if ,\ E C and 1 ~ k ~ m, we consider four cases: 
(i) An 7rk = 0 , 
(ii) A n 1l'k = {p} , for some pEP, 
(iii) A ~ 7rk , but A 1: Ak, or 
(iv) A ~ Ak • 
In the first case above, there exists V).. ,k ~ ]Rn, a neighbourhood of 0, such that 
(A + V.x ,k) n (7rk + V.x,k) = 0. In the second case, consider Va, the closed unit ball in 
]Rn. Then (A + Va) n (7rk + Yo) is a compact neighbourhood of p. Putting V.x,k = c:Va, 
then (A + V)..,k) n (7rk + V.x,k) ~ U + p, for some sufficiently small c: > O. In the 
third case, Ak ~ X.x, put V.x,k = IRn. In the fourth case, there exists V.x,k ~ ]Rn, a 
neighbourhood of 0, such that (A + V.x,k) n (Ak \ A) = 0. 
l 
Now put 
and if pEP, define 
-
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v = n VA,k 
AE.c 
l~k~m 
Vp = U (A + V) n (7rk + V) 
AE.c 
l<k<m 
An1rk:;{p} 
and put V = UPEP(Vp - p). Then V is a compact subset of U. (If P = 0, then 
V = 0-this will not concern us, as we will only use V if there is some pEP.) 
Now, for each pEP, let JP E A(JRn ) be such that Jp(p + V) = {I} and 
Jp(JRn \ (p + U)) = {O}. Then {x EX: Jp(x) =I O} ~ Xp. For each A E .£, 
let F~ E B(JRn) be such that F~(A) = {I} and F~(JRn \ (A + V)) = {O} and put 
FA = (1-2:PEPJp)F~ E B(JRn). Defineg = (1-2:PEPJp)(I-2:AECF~) E B(JRn). 
Then 2:PE P JP + L:AE.c FA + 9 = 1. 
Note that for distinct p, q E P, Jp(x) =I 0 ===} Jq(x) 0, so that 
2:PEP Jp(X) = 1 for all f E P + if. Also, if A E .£ and 1 ~ k ~ m with 
A CZ 7rk , then we have case (i) or case (ii) above. Thus (A + V) n (7rk + V) = 0 or 
(A + V) n (7rk + V) ~ V + p. In either case (A + V) n (7rk + V) ~ V + P . Hence , 
if x E 7rk + V is such that F~ (x) = 0, then 2:PEP Jp( x) = 1. It follows that FA = 0 
on 7rk. Moreover, if A ~ Ak, then A + V and Ak \ A are disjoint , so that F,\ = 0 on 
Ak \ A. Thus {f EX: F\({) =I O} ~ X A• 
Also, if A, N E .£ are distinct , then there exists some 1 ~ k ~ m with A CZ 'Irk 
and A' ~ 7rk . Then (A + V) n (A' + V) ~ (A + VA,k) n (7rk + VA,k) ~ V + P. Hence 
if x E U.£, then either 2:PE P Jp(x) = 1 or L: AEC FA(X) = 1, and so 9 = 0 on U.£. 
Hence, for each 1 ~ k ~ m , we can define gk : W --+ C by 
if I E 7rk, 
otherwise. 
Then gkl"k = gl"k E B(7rk) and if j =I k, then gkl,,} = 0 E B(7rj), so that 
gk E B(W), and {x EX: gk(X) =I O} ~ 7rk \ (U.£) ~ X k. Also 2:~ gk = g, so 
-- I 
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LpEP jplw + L AEL FAlw + LI~k~m gk = 1. We can now apply Lemma B.4.3 to 
conclude that IA(w)(X) is complemented in A(W), as required. 
Conversely, suppose I(X) is complemented. Then for each 1 ~ k ~ m, 
IA(lI'k}(X n 7l'k) is complemented in A(7l'k) ' However, A(7l'k) ~ LI(JR2), and so we can 
use the characterization of the complemented ideals in L 1 (JR 2) from [1] . In particular, 
if we have a hull X' = UI X~ E 'Rc{1R?) such that I(X') is complemented, then if 
we put H' = {k E H : X~ is a grille}, then I(UIIX~) is complemented in A(7l'k)' 
Consequently, I A(1I'k)(Xk) is complemented in A(7l'k), and so I(Xk ) is complemented 
in Ll(JRn). 
Similarly, if ). E A and ). ~ 7l'k, then we can show that I A(1I'k)(X A n 7l'k) is 
complemented in A(7l'k)' Also, for each pEP, I(Xp n X A) is complemented. 
Clearly 
XA ~ X U U (XA n 7l'k) , 
and we can use the functions 
I<k<m 
X~;rk 
g~ = gk + L f p, 
pEPn1rk \,A 
and g~ = 1 - L g~ 
l<k<m 
X~;rk 
from which point we can apply Lemma B.4 .3. 
It is now a simple matter to apply this result to the situation of the hull 
constructed in Section B.3, providing a positive answer to [2, Question 4.1]. 
B.4.5. Corollary. Let {Ap}PEP be the subgroups as constructed in Section B .3, 
X = UPEP Ap, and [or each q E P , Yq = UPEP\{q} Ap. Then I(X) is comple-
mented, but [or each q E P, I(Yq) is not complemented. • 
It should be noted that despite this, it is possible to use the methods of [4] to 
build a chain of projections which show the idea.l I(X) to be complemented. For 
this, let PI, ... ,pg be the elements of P, and for 1 ~ k ~ 9 let X k = JRPk and 
\ 
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Xk+9 = Apk \ X", so that X = U!8 X" . For 0 ~ k ~ 9, put W" = U~+" Xj. Each of 
Xl" '" Xg is a Euclidean coset, and so as in Example B.2.1, I(Wo) is complemented. 
In fact, there exists a chain of projections LI(G) - I(Xd _ ... _ I(Wo). To 
complete the chain of projections, we can use a method equivalent to that described 
in the introduction to Section 4 of [4J. For 1 ~ k ~ 9, let 7r" = span Apk , the 
plane containing the grille Apk and put W" = Wo u u; 7rj. Then for each k, I(W,,) 
is complemented in LI(G) and I A (1rk)(7r" n X) is complemented in A(7r,,). Thus 
if I(W,,-d is complemented, there exists a splitting map A(W"_I) _ LI(G), and 
hence a splitting map A(W,,-d - A(W,,-d. Now, W"-l U (7r" n X) = W" and 
7r" n W"-l ~ Wo ~ W", and so we can combine this previous splitting map with 
a splitting map A(7r" n X) - A(7r,,) to give a splitting map A(W,,) - A(W,,) . 
Composing this with a splitting map A(W,,) - LI(G) yields a splitting map 
A(Wk } - LI(G) , which gives the projection required . 
B.5. Building a Hull in }R4 
Whereas the previous example had the behaviour of Example B.2.3 on each 
specified line, we now specify a construction where we have the behaviour of Exam-
pie B.2.4 on each specified line. 
Due to this , we need to consider having an affine image of (lR x Z) U (Z x JR) 
on each plane, instead of just JR x Z . Such a set we will refer to as a grid , which 
will generally be of the form (ORa + Zb ) U (Za + JRb)) + c, for some a, b, c E JRn with 
a and b linearly independent. Moreover, this needs to be done so that at each line 
where the three planes intersect we have the situation of Example B.2.4, with one 
of these planes taking the role of the grid plane and the other two planes behaving 
as the grille planes. For this reason, we use Z in place of Z, so that if a plane 7r 
intersects lRa + lRb in lRa, then ((lRa + Zb) U (Za + JRb)) n 7r = Za, so that with 
respect to its intersection with 7r, (lRa + Zb) U (Za + lRb) behaves like the grille 
Za + lRb. 
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If we try using the same arrangement of planes as in Section B.3, it is difficult 
to control the situation along the lines IRt, . . . ,lRz. It may be possible to ignore this 
initially, and then to add extra cosets to "cover up" the non-uniformly separated bits , 
in the way that the uncomplementary behaviour of Example B.2.2 can be covered 
up either by A3 or A" U As, in Examples B.2.3 and B.2.4 respectively. Rather than 
attempt this, we will resort to a different "tree-planting" that avoids such points as 
t, . .. ,z. This is done in 1R3, instead of 1R 2, so that the resulting hull will be a subset 
of 1R4. 
Define points P = {a, ... ,j} E 1R3 X {I} ~ 1R" as follows, 
a = (-I, I, I, 1) f = ( 2, -I, 2,1) 
b = ( I , 1,-1 , 1) 9 = (-1, 0, 0,1) 
e = ( 2, I, 2, 1) h = (1/2, 1/2,-1,1) 
d = (-1,-1,-1,1) i = ( I, 0, 0,1) 
e=( 1,-1, I , 1) j = (1/2,_1/2, I, 1) 
(Here abde is a regular tetrahedron , e and f are found by extending ab and de. 
respectively, by half their lengths . The points 9 and i are midpoints of the sides ad 
and be, Then e, f, g, i are coplanar, and hand j are the intersections of this plane 
with bd and ae, respectively.) We have ten lines: 
Aa = abc Ad = dga Ag = gjf Ai = bie 
Ab = bhd Ae = eja Ah = hif Ai = jie 
Ac = ehg Aj = fed 
which do not intersect anywhere except for on P. Moreover, we again have that 
pEP is in three lines Aq, and each line Ap contains three points q E P. We desire 
a grid on each plane 7r p = span Ap . We next consider a procedure that allows us to 
construct all twenty grilles so that each IRp intersects four grilles :=:1 , ... ,:=:" so that 
:=:1 U ... U :=:" is an instance of Example B.2.4 . 
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Consider the cycles 
These have the property that if x -+ y and x -+ z both occur in the cycles, then 
Ax = xyz. Conversely, if Ax = xyz, for x, y , z E P, then we have both x -+ y and 
x -+ z in the cycles. 
Now, let ~l E lR and put =:! = 6Za + lRe, then I(a - c)j(b - c)1 = 3, so by 
the note at the start of Section B.3, =:! = 36Zb + lRe. Put =:i = 36 Zb + lRh. 
Then I(b - h)j(d - h)1 = ~ , so =:~ = 6Zd + lRg. Put =:~ = ~lZd + lRg , then 
=:~ = I(d - g)j(a - g)16Za + lRg = 6Za + lRg. This intersects Za in the same coset 
that =:! does. Similarly if 6 E lR , and =:~ = 6Zb + lRd, then following around the 
cycle yields eventually =:; = 6Zb + lRe. This procedure is successful for every cycle 
given above. Summarizing the necessary arithmetic, we have: 
I: = ~I'I! = ~I'I~ = ;1 = 3· ~'1 = 1, 
I ~I'I~ -JI'I~I = i. ~.! = 1, h-d z-J b- e 3 2 2 
I;=~I'/~=~/ ' /~=:/ = 1.2.~ = 1, 
I
d - al·/ g - ~ I'I~I = 2·1 .! = 1, g-a J-) d- e 2 
I ~/'I! - el'I~1 = i . ~ .! = 1, )-a z-c e-b 3 2 2 
and 1 ~1'1~1'1~1'IJ-dl'I~1 =2.2.!.~.! = 1. c-b h-g J-z e-d a-) 2 2 3 
Note. I do not know how coincidental this situation is-certainly we can shift 
our points around somewhat with no significant ~ffect . I do not know whether 
an alternative set of assignments of the ten lines to the ten points would work or 
I 
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whether an alternative set of cycles would work. This is the first configuration I 
tried, and it worked. 
We now specify 6, ... , ~6 E lR to be pairwise rationally independent, so that 
on each of the lines lRa, ... , lRj, the intersection with the cosets :=:: occur in pairs , 
at rationally independent spacings. 
This allows us to explicitally specify all twenty grilles. 
=1 _ 6Za + lRe = 36Zb + lRe =4 _ ~4Zd + lRa = 2~4Zg + lRa ~a ~d -
=1_ 3~lZb + lRh = 6Zd + lRh =4 = 2~4Zg + lRj = 2~4Zf + lRj -b - ~g 
=1 _ 6Zd + lRg = ~lZa + lRg =4 _ 2~4Zf + lRe = ~4Zd + lRe ~d - ~I -
=2 _ 6Zb + lRd = 4/3~/ih + lRd =5 _ ~5Ze + lRa = 4/3~/ij + lRa ~b - ~e 
:=:~ = 4/3~/ih + lRf = 2~2Zi + lRf :=:~ = 4/3~5Zj + lRe = 2~5Zi + lRe 
=2 _ 26Zi + lRe = 6Zb + lRe =5 _ 2~5Zi + lRb = 6Ze + lRb -i - --i -
=3 _ 6Ze + lRh = 6Zg + lRh =6 = ~6Za + lRb = 2~6Ze + lRb ~c - -a 
=3 _ 6Zg + lRf = 26Zj + lRf =6 _ 2~6Zc + lRg = 4~6Zh + lRg 
-g - c 
- 3 26Zj + lRi = 6Zc + lRi =6 _ 4~6Zh + lRi = 2~6Zf + lRi '::'j = ~h -
=6 _ 2~6Zf + lRd = 3~6Ze + lRd 
-I -
=6 _ 3~6Ze + lRj = ~6Za + lRj. 
- e 
Put X = :=:~U· .. u:=:~ , the union of the twenty cosets above. For some neighbourhood 
U f 1!ll h X nUx' n U h X' -1 U -6 -1 - 6 H -1 -6 o na we ave = a , were a ='::'a '::'a U '::'d U '::'e' ere '::'a U '::'a 
lies in the plane 7r a , :=:! lies in the plane 7r d, and :=:~ lies in the plane 7r e' Moreover, 
:=:!n:=:~ = ~lZa and :=:~n:=:~ = ~6Za, so we have the situation of Example B.2.4 . It can 
be similarly shown that we have such a situation near each of the lines lRb, . .. , lRj, 
and so we can use Theorem B.4.4 to show that I(X) is complemented. 
We now show that it is not possible to apply the methods of [4] to any decom-
position of X. This could be done by using Theorem B.4.4, but it is easier in this 
case to proceed directly. Suppose we have X = U~ Sk, where each Sk belongs to 
, 
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the coset ring of one of the twenty cosets above, and that we have projections 
n-l 
Ll(G) ~ I(Sd ~ I(SI U S2) ~ . .. ~ I(U Sk) ~ I(X). 
Clearly we can assume that if :=: is one of the twenty cosets, then for distinct 
j, k such that Sj, Sk E R(:=:), we have that 5 j and Sk are disjoint. Hence all 
of 51,' .. ,Sn are triple-wise disjoint. (That is, the intersection of any triple is 
empty.) Let m ~ n be such that Sm-l, . .. , Sn each consists of a finite number of 
lines, whilst 5m consists of an infinite number of lines. Then I(Sm), I(U~-1 Sk), 
and I(U~ Sk) are complemented, so by [4, Proposition 1.9], I(Sm n U~-1 Sk) is 
complemented. However, Sm n U~-1 Sk = U~-l(Sm n Sk) is discrete and the sets 
Sm n Sk (1 ~ k < m) are disjoint , so by [4 , Theorem 2.3]' these sets are uniformly 
separated. It is now a simple, hut tedious, task to show that this is not possible, 
and so there is no such chain of projections. 
Ii 
I 
! 
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