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The recent experimental progress in manipulation and control of quantum systems, together
with the achievement of the many-body regime in some settings like cold atoms and trapped
ions, has given access to new scenarios where many-body coherent and dissipative dynamics can
occur on an equal footing and the generators of both can be tuned externally. Such control is
often guaranteed by the toolbox of quantum optics, hence a description of dynamics in terms of a
Markovian Quantum Master Equation with the corresponding Liouvillian generator is sufficient.
This led to a new state preparation paradigm where the target quantum state is the unique
steady state of the engineered Liouvillian (i.e. the system evolves towards it irrespective of initial
conditions). Recent research addressed the possibility of preparing topological fermionic states
by means of such dissipative protocol: on one hand, it could overcome a well-known difficulty in
cooling systems of fermionic atoms, making easier to induce exotic (also paired) fermionic states;
on the other hand dissipatively preparing a topological state allows us to discuss the concept
and explore the phenomenology of topological order in the non-equilibrium context.
The relevant example here presented is the dissipative counterpart of the ground state of the
Kitaev chain, a 1D p-wave superfluid of spinless fermions, whose topological properties crucially
rely on the pairing terms.
The goal of the thesis is to provide a wider many-body picture for the theoretical description
of the protocol, previously based on a mean field approach, in order to understand the pairing
mechanism more deeply.
To this end, it is structured as follows. It starts explaining the protocol for fermionic systems,
pointing out why a description of dynamics in terms of a Master Equation is allowed, discussing
the properties of steady states and presenting a microscopic implementation on which the mean
field approach is applied. Keldysh formalism is then used to reformulate the Master Equation
description in terms of a non-equilibrium field theory and its generating functionals. The needed
tools of quantum field theory are then briefly reviewed. Finally, a many body analysis of the
problem is offered, both from a variational and a Dyson-Schwinger based point of view. It
is shown that certain pairing schemes elude a standard understanding as order parameters of
a BCS-type theory; the mean field results are instead recovered as a 1-loop approximation to
Dyson-Schwinger equations for the two-point function.
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Chapter 1
Introduction
The investigation and discovery of phases of quantum matter1 has proved to be a rich field of
research: distinctive questions that can be addressed are what properties characterize such phases
and the corresponding quantum (possibly many-body) states, what determines the physics of
phase transitions, what the paradigmatic models are, how quantum states belonging to a certain
class can be realized and/or identified in experiments.
In this Chapter, we shall explain the main motivation for this work connecting two modern
trends in the above field of research, the first being a new classification paradigm for quantum
phases based on the notion of topological order, while the second being the study of phases of
open quantum systems in non-equilibrium steady states. This is illustrated in Fig. 1.1. Besides,
we provide an outline of the thesis, highlighting where the original content is.
1.1 Topological phases
For many years, the main principle for characterizing phases of matter and continuous phase
transitions among them has been the symmetry breaking, for classical systems as well as for
quantum ones. According to this approach by Landau, phases are distinguished by the expecta-
tion values of certain local quantities called order parameters, being these values zero in highly
symmetric phases and non-zero in less-symmetric ones. All the essential observable features of
a phase transition can be captured by a field theory constrained by relevant symmetries, the
order parameter being the field expectation value. A Ginzburg-Landau theory for the system is
a theory of this kind, where the field expectation value coincides with the field.
The notion of topological order was developed when the criterion of symmetry breaking was
found to fail for certain translation-invariant quantum systems: the paradigmatic example is the
gapped state responsible for the Integer Quantum Hall Effect. In fact, states corresponding to
different plateaus of the Hall conductance do have the same symmetries, but cannot be connected
1Quantum matter naively refers for us to systems with a quantum-mechanical microscopic dynamics.
1
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by adiabatic variations of the Hamiltonian parameters, because the Hall conductance does not
change unless crossing a phase transition [1].
Further research discovered a non-local integer-valued parameter characteristic of the bulk and
proportional to the Hall conductance, the TKNN invariant [2, 3, 4]; its value and quantization
are robust, i.e. they are insensitive to large classes of weak disorder and local perturbations, as
long as excitations remain gapped.
The existence of a non-local “topological” bulk order parameter2 is indeed characteristic of topo-
logical order [5, 6, 7]; the name “order” is due to the fact that the (typically integer or fractional)
value of this invariant does distinguish between gapped states with the same symmetries, in anal-
ogy to Landau paradigm.
A remarkable later discovery is that certain discrete symmetries play a major role in the definition
of the topological order parameters namely Time Reversal, Particle-Hole and Chiral symmetry
[8, 9]; therefore, the above mentioned robustness holds only if discrete symmetries are preserved.
The word “topological” may refer also to features that depend only on the type of boundary
conditions, for example properties arising only in the presence i.e. of non-trivial boundary
conditions in space. Examples include the ground state degeneracy, if absent in the bulk (i.e.
with periodic boundary conditions) but present and robust with open boundary conditions, or
the appearance of robust modes confined on the edge3, like conducting modes in the IQHE [10]
and Majorana zero modes in 1D or 2D superfluids [11, 12, 13] .
Finally, some topological systems are predicted to host excitations with fractional or even non-
Abelian statistics, like unpaired Majorana modes bound at vortices of px + ipy superconductors
[14, 15].
Anyonic excitations have a potentially high practical relevance, as they motivate proposals to
use topological systems to build robust4 quantum memories and gates for quantum computation
(e.g. [8, 16]).
These concepts and phenomenology have found a simple illustration in terms of exactly-solvable
non-interacting models, the precious study of which has been recently performed in a system-
atic way, leading to the foundation of the so-called topological band theory [17, 18]. Its major
achievement has been the complete classification of topologically-distinct band insulators and
superconductors [8] according to their dimensionality and discrete symmetries. A rich field of
research is now the search for experimental realizations of the predicted phases (e.g. [19]).
Nevertheless, topological order is not an exclusive feature of non-interacting systems: indeed,
the notion of topological order was introduced [5] within the research on the Fractional Quantum
Hall Effect [20], where interactions are relevant.
From a theoretical point of view, the approach to topological order used for interacting systems
has a primary importance, because it provides a unifying picture and a rigorous basis to all the
various phenomenological aspects which may be model-dependent, such as the existence and
statistics of edge modes [21] and the ground state degeneracy [22].
2Rigorously speaking, the word topological refers to the fact that this parameter can be commonly identified
with a topological index; for example, the TKNN invariant is the first Chern number of a principal U(1) bundle
on the Brillouin Zone.
3This might be actually the cause of the robust ground state degeneracy.
4Fault-tolerant in the language of quantum information theory
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It is based on the following definition of a topological phase [5]:
Topologically ordered phases are those having topological terms in their low-energy
effective field theories.
Topological terms can be naively defined as contributions to the action which depend on the
topology of the field configuration alone (see e.g. Chapter 9 of Ref. [23]).
Our intent is to build a field theory of this kind by coupling fermions to a gauge field, by tracing
them out in order to obtain an effective action for the gauge field alone5 and then by expanding
the resulting action in powers of the gauge fields and their derivatives.
1.2 Non-Equilibrium phases
The study of equilibrium phases of quantum matter has been successful for two reasons at least:
 various cooling protocols have made accessible temperature regimes with kBT smaller than
all other energy scales; in these regimes quantum effects become relevant and physics is
dominated by the ground state of the Hamiltionian generator of dynamics;
 highly controllable experimental platforms like cold atoms [24] allowed for an external
tuning of the values of parameters of the many-body Hamiltonian, which is necessary in
order to explore regions in parameter space where the system exhibits exotic phases.
Non-equilibrium phases of quantum matter are instead a much less explored field of research,
and questions have been recently addressed regarding the extension to non-equilibrium of general
theoretical tools and key concepts valid in thermodynamic equilibrium, as well as the develop-
ment of paradigmatic scenarios for this new context [25, 26, 27].
A strong trigger for this investigation has come from diverse experiments done on driven open
quantum systems, like cold atomic gases [28], BECs of exciton-polaritons in light-driven semi-
conductor heterostructures [29, 30], ensembles of trapped ions [31]. Here driven indicates the
presence of an external driving field and open that the system is strongly interacting with its
environment, in a sense to be clarified in the main text.
The above experimental platforms share important features:
 detailed balance is violated, determining a truly non-equilibrium condition;
 the systems’ constituents have a genuine quantum nature;
 the role of the ground state in the Hamiltonian scenario is played here by the non-
equilibrium steady state (NESS) reached by the system at long times; as it will be ex-
plained in the main text, the presence of an external drive allows us to describe their
evolution towards a steady state in terms of a Quantum Master Equation (QME), in the
Born-Markov-Rotating Wave approximation;
 coherent and dissipative dynamics occur on an equal footing, i.e. dissipation is not a weak
perturbation;
5This correspond to performing an integral over Grassmann fields in the functional integral formulation.
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 these systems can reach the many-body regime, with an extensive number of (possibly
strongly-interacting) degrees of freedom.
The new challenge for condensed matter physics is thus to study novel phases in many-body
quantum systems which violate detailed balance; what makes this study as promising as that of
equilibrium phases is the following remarkable analogy to quantum optics.
In that context, single-particle pure states6 are prepared as the unique NESS of the time evolution
by precisely engineering the QME that governs it; this is possible thanks to the great control
quantum optical tools guarantee on the system-environment interaction. Applying this idea to
many-body systems as well has led to the concept of dissipative state preparation of quantum
many-body states [26, 32]. The main challenge lies in the complexity of the required interaction
with the environment.
We recall that, in the quantum optics context, this state preparation protocol is often called
optical cooling, because targeted states are usually pure despite open quantum systems are
generally in a mixed state: engineered dissipation can effectively damp out unwanted states
from the mixture7. This is further explored when introducing the concept of dark states in the
main text.
An impressive conclusion of the above discussion is that quantum many-body correlations can
emerge in systems whose dynamics is mainly dissipative; this has been explored both theoretically
(e.g. [33]) and experimentally (e.g. [34]).
1.3 Non-equilibrium topological phases?
How the ideas of the two previous sections can be merged is now an outstanding question, and
it is the focus of very recent research [35, 36, 37].
From a conceptual point of view, there is the need to understand how the notion of topological
order for Hamiltonian ground states, or pure states, can be extended to the generic case of
steady states of a driven-dissipative evolution, which can be mixed as well. This includes the
very definition of topological invariants as well as the conditions under which the quantization of
such invariants is robust. We recall in fact that, despite pure states can be target of a dissipative
state preparation, open quantum systems will be generically in a mixed state: since the effect of
disorder or weak perturbations might be the mixing of a pure state, topological invariants must
be well defined also in the latter case. We limit ourselves to the study of an evolution generated
by a QME with possibly nonzero dissipative terms.
From a practical point of view, the question to be posed is rather what topological states can
be prepared by means of an engineered driven-dissipative dynamics, and what possible realistic
models do realize this possibility. This offers the safest route in order to explore non-equilibrium
topological phases, as it addresses directly the fate of the well-known phenomenology in a truly
non-equilibrium condition.
Fig. 1.1 summarizes the situation.
6Dark states in the language of quantum optics.
7More rigorously, it is the interplay between the external drive and dissipation induced by environmental
interactions to act as an effective entropy pump, causing an entropy flow from the system into the environment.
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Figure 1.1: Schematic representation of some advances in the research on phases of quantum
matter. The first line in each box refers to the paradigm used to distinguish and classify phases,
the second to the preparation protocol used: ground state → equilibrium cooling, NESS →
engineered dissipative evolution. The question circled by the thick line is the starting point of
the thesis, which will focus on a toy model of a topological NESS.
We shall not deal with the first question in the present work. It has been addressed e.g. in
Refs. [38] and [37, 39], in a rigorous and general way and for exactly solvable non-interacting
cases respectively; the interested reader is referred to the original papers for further information.
We deal with the second question instead; it is interesting because dissipative state preparation
can overcome a major difficulty of its equilibrium analogue: fermionic atoms in optical lattices
have a low thermalization rate due to the most efficient scattering channel being blocked by
Pauli principle, hence equilibrium cooling is not very efficient for them; on the contrary, for the
protocols that concern us, the bath is bosonic, the fidelity of the steady staten with respect to
the target state depends on the degree of control on system-bath interactions only, the strength
of the interactions determine the rate at which the steady state is reached.
Refs. [37, 39] propose protocols of this kind for the preparation of some one- and two- dimensional
topological BCS states, namely the ground state of the Kitaev chain [11], together with some
other similar examples, and the px + ipy superconducting state [12]. Founding for the proposals
is a mean field theory that approximates a suitable quartic QME (derivable from a microscopic
calculation) with the quadratic one whose dark state is the target state, sharing some similarities
with BCS and Bogoliubov-De Gennes approaches at equilibrium.
Results so far obtained within this mean field theory include the evaluation of the topological
invariants for such systems, the existence of robust topological modes (that are decoherence-free)
, non-abelian statistics of such modes (see e.g. sec. 3,5,6 of Ref. [39]).
The open question is whether this phenomenology can be recovered by means of a non-equilibrium
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topological field theory for the systems. No theory of this kind has ever been formulated for open
systems; we try to address the problem for the cited models.
As a side remark for this section, we mention that the new idea of topological order for mixed
states has been fully exploited by the proposal of Ref. [35]: through the addition of a stabilizing
dissipative channel on the top of the topological one, the NESS becomes mixed but is topolog-
ically non-trivial in an extended region of the phase diagram, in contrast to the case where the
stabilizing channel is absent and the phase is topological in a single point in the phase diagram.
1.4 Outline of the work
1.4.1 Contents and structure of the thesis
In the following, we shall first explain the main ideas and the development of the discussion
within the thesis, and then go through each chapter presenting its content.
As mentioned above, the purpose of the thesis would be to build a topological effective field
theory for dissipatively targeted topological (pure) states. The focus is on a particular class of
them, namely on topological superfluids of fermions.
The topological phenomenology of these states is not discussed in the main text, whose aim
is to provide instead a more rigorous many-body formulation of the dissipative preparation
protocol. This corresponds to the search for an effective potential to minimize in order to prove
the spontaneous symmetry breaking [40], identifying this way the action for the superfluid order
parameter beyond the mean field level.
This reformulation is actually necessary because we want to couple fermions to a gauge field and
construct a field theory for the gauge field alone, and for systems with symmetry breaking this
can only be done by integrating over fermions and over fluctuations of the order parameter.
In conclusion, the first object we need to find is an effective action for the superfluid order
parameter; therefore, it is the question we have started addressing in the thesis.
To this end, Chapter 2 explains the dissipative protocol for the preparation of the superfluid
state and the mean field theory on which it is based, Chapter 3 explains how to reformulate the
open time evolution in presence of dissipation in terms of a functional integral, and in Section
5.2 of Chapter 5 the explicit construction of this effective action is addressed by means of a
Hubbard-Stratonovich transformation.
The unexpected result is that this effective action cannot be introduced, i.e. that the origi-
nal theory is not equivalent in the low-energy limit to a Ginzburg-Landau theory for the order
parameter. Equivalently, not all the symmetry-breaking correlation functions admit an inter-
pretation as ordinary order parameters, i.e. bosonic fields to be treated within a mean field
approximation. The naive reason behind this result is found to be the sign difference between
Lindblad terms in the QME: if one can be associated to an “attractive interaction” between
fermions, there is at least another one that is instead a repulsive interaction, not allowing for the
construction of a Ginzburg-Landau theory. Since the correspondence between Lindblad quartic
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terms and Hamiltonian interactions is not entirely physically meaningful, we provide a strict
symmetry argument as well.
The validity of the mean-field approach has then to be checked, and this is done through Section
5.3 using the many-body tools reviewed in Chapter 4. The analysis is based on a 1-loop approx-
imation to non-perturbative Dyson-Schwinger equations; the self-consistent equations obtained
this way are explicitly solved and the result is shown to be consistent with mean field theory.
The issue is discussed in the conclusions.
We now proceed by explaining the content chapter by chapter.
Chapter 2: this chapter illustrates the dissipative preparation protocol and the mean field theory
using as an example the Kitaev chain, a 1D spinless p-wave superfluid of fermions.
The protocol prescribes to realize the ground state of the chain as the unique dark state of a
particular QME: in order to introduce the preliminary notions, section 2.1 discusses the validity
of the use of QME and section 2.2 reviews the concept of dark states and conditions for their
uniqueness. Section 2.3 finally briefly introduces the model and its most relevant features.
Section 2.4 explains in depth the mean field approach: in the first part, a set of quadratic
Lindblad operators is found such that its dark state is equivalent to the target state in the
thermodynamic limit; in the second part, it is shown that if the state is assumed to be Gaussian
at late times, so that momentum modes are decoupled, the projection on each momentum sector
of the quartic QME generated by the quadratic Lindblad operators coincides with the quadratic
QME that targets the Kitaev chain ground state. All the calculations are presented here using a
general formulation and not the particular one of the Kitaev model, since there is no significant
increase in difficulty.
In the end, Section 2.5 discusses a proposal for a physical implementation of this quartic QME
based on cold atoms in an optical lattice; the actual realization is however still outstanding. The
key elements of the implementation are the presence of an inter-band excitation process, induced
by lasers in Raman setting, and of a spontaneous decay process to the lowest Bloch band, induced
by emission of phonons into a surrounding BEC bath. In the limit of large detuning from the
excited band, the adiabatic elimination of the latter yields an effective QME for the lowest Bloch
band which can be engineered to coincide with the required one.
Chapter 3: this chapter illustrates how a description of the time evolution in terms of a QME can
be reformulated in terms of functional integrals for the generating functionals of a Schwinger-
Keldysh field theory.
Section 3.1 briefly explains which kind of formal and physical problems one encounters while
building a non-equilibrium QFT. Section 3.2 solves the formal problems by explicitly constructing
the functional integral from the QME using a Trotter decomposition, and Section 3.3 solves the
physical problems explaining the physical meaning of the propagator in this formalism using a
suitable basis (the so-called RAK basis) to compute it. As a side comment, the notion of time
ordering on the closed time contour is derived in this section uniquely from functional arguments,
and the operatorial expressions for the Green’s functions are proved and not assumed.
Section 3.4 shows that the action of a non-equilibrium field theory has fundamental constraints
inherited from the structure of time evolution in quantum mechanics; they are called “probability
conservation” and “conjugation symmetry”, the latter being the analogue of the Hermiticity
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condition on Hamiltonian operators. These constraints are applied in Section 3.5 to assign a
regularization scheme for diagrams involving propagators evaluated at zero time argument, that
appear when the theory is interacting.
Finally, all generating functionals and the effective action in the Keldysh formalism are explicitly
constructed in Section 3.6.
Chapter 4: this chapter reviews the topic of non-perturbative Dyson-Schwinger equations for corre-
lation functions, both in the analytical (Section 4.2) and diagrammatic (Section 4.3) formulation.
All the treatment is done using Keldysh-Nambu formalism, for its application in Chapter 5.
Chapter 5: this chapter contains the original calculations performed to achieve the thesis’ goals.
The Keldysh action of the model of interest and of the more general model of Ref. [35] are
explicitly written in Section 5.1, for later use. Section 5.2 attempts to introduce the superfluid
order parameter by means of a Hubbard-Stratonovich decoupling of the interaction vertices of
the Keldysh action written in the ± basis. In the first part the form of the order parameter
is argued from an operatorial analogy with the BCS interaction vertex, but contour indices are
not specified yet. In the second part contour indices are added basing on the condition that the
action for the Hubbard-Stratonovich field must be stable, i.e. of the form − ∫ φ∗φ. In the third
part it is proven that conjugation symmetry and one of the Hubbard-Stratonovich transforma-
tions are not consistent with each other.
In Section 5.3 we address the validity of mean field results through Dyson-Schwinger equations,
from a loopwise expansion perspective.
Self-energies are studied in section 5.3.1. The 1-loop truncation is explicitly evaluated by iden-
tifying each diagram with a certain contraction scheme in the QME; the result is equivalent to
a certain quadratic QME, in which certain coefficients C1,2,3 appear and have to be determined
self-consistently. The 2-loops term is not evaluated but only simplified, for future numerical
works.
In Section 5.3.2 we raise the problem of physicality of solution to approximated DS equations,
namely if these solutions possess probability conservation and conjugation symmetry. An affir-
mative answer is found for the 1-loop and 2-loops truncations using a diagrammatic argument.
Section 5.3.3 contains the explicit solution to 1-loop truncated DS equations. The first step is
a convenient rotation to the Majorana basis, which simplifies DS equations; the second step is
the explicit evaluation of the time-dependent equations component-by-component on this ba-
sis, leading to the result that mean field approach of Ref. [35] is recovered (up to some terms
neglected in the original paper and recovered here in two different ways); finally, the quadratic
mean field QME is found to be equal to the QME corresponding to coefficients C1,2,3 that solve
the stationary equation for pure states. This concludes the study.
1.4.2 Original contents
As explained in the previous section, most of the original content of the thesis belongs to Chap-
ter 5. There are some relevant exceptions contained in Chapter 3, where the topic is not original
but it has been re-elaborated in an original way. Therefore, we shall list here the most relevant
results:
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 the explicit derivation of the Keldysh action for a quadratic fermionic QME, which required
to solve a technical sign issue related to the anticommuting nature of Grassmann fields
(Chapter 3, result stated below eqns. (3.5) and (3.6));
 the derivation of contour ordering rules by means of a functional argument constitutes a
nice check that functional formalism is entirely self-consistent (Chapter 3, §3.3.1);
 the identification of conjugation symmetry as a constraint on the Keldysh action: in Section
IIB.1 of Ref. [25] it was identified as the correct way to perform the Hermitian conjugation,
but they did not enforce the Keldysh action to be invariant under it; the original result
is that the canonical form of the propagator eq. (3.17) is fixed by symmetry (Chapter 3,
§3.4);
 the symmetric regularization of interacting Keldysh actions, that fixes the values of tadpole
diagrams and at the same time preserves relevant symmetries explicitly; a similar result
was obtained in Appendix A of Ref. [41], but it is obtained here by a symmetry argument
and without the need to assume hypotheses on the bath to which the system is coupled
(Chapter 3, §3.5);
 the proof that conjugation symmetry is preserved, both in Γ(2) at 1-loop and 2-loops
approximations by means of a diagrammatic argument (Chapter 5, §5.3.2, see pictures
in the section), and exactly at all orders in the DS hierarchy by means of an analytical
argument (Appendix E );
 the content of Chapter 5 in general, which is explained in detail at the end of previous
section; in particular:
– the symmetry argument against the decoupling of one of the interaction vertices in the
Cooper channel; the argument spoils the correspondence between symmetry breaking
correlators and Hubbard-Stratonovich fields and thus forbids to find an effective po-
tential for the latter (Chapter 5, §5.2; a discussion about the physical interpretation
of this point can be found below eq. (5.7) or in the Conclusions)
– the identification of a Hamiltonian contraction that was missing in the mean field
approach of Ref. [35] and an argument to show that it cannot be removed by a shift
of Lindblad operators (Chapter 2, §2.4.2, remark appearing above “3rd step”; Chapter
5, §5.3.1, discussion below eq. (5.19));
– the discussion on the effect of Hamiltonian perturbations to the ideal case, which
appear in stationary state equations like the missing Hamiltonian contraction does
(Chapter 5, §5.3.3, discussion below eq. (5.36));
– the recovery of mean field results of both Refs. [35] and [39]. (Chapter 5, §5.3.3,
paragraphs named “Time dependent equations” and “Stationary state equations”).
Chapter 2
Dissipative state preparation of
paired fermionic states
The idea behind dissipative state preparation is choosing a suitable, highly manipulable physical
system and engineering the Quantum Master Equation governing the evolution of this system
such that the target (pure) state is the unique dark state of the Lindblad operators. This Chapter
explains how this idea can be put into practice presenting the relevant example of a 1D p-wave
superfluid of fermions, the Kitaev chain.
To this end, it starts reviewing in Section 2.1 the use of density matrices to describe the state of
open quantum systems and that of Quantum Master Equations to describe their time evolution;
conditions for purity and uniqueness of the stationary state are shortly discussed in Section 2.2,
highlighting the central role of the concept of dark state; the fundamental model of the Kitaev
quantum wire is then explained in Section 2.3, focusing on the properties that make the ground
state of the model interesting and its dissipative preparation possible (at least in principle). The
end of Section 2.3 and Section 2.4 focus then on the fundamental correspondence between quartic
and quadratic QME that lies at the core of the proposal of physical implementation proposed in
Refs. [26, 42] and reported in Section 2.5.
2.1 Open quantum systems and their time evolution
Finding simple equations of motion for the state of an open quantum system is not an easy task in
general, unless some approximations are made. This section shortly reviews the relevant case of
Markovian Quantum Master Equations (QME, for brevity): density matrices are first introduced
as a mean to describe general states; QME are then presented together with the necessary
approximations; in the last part, starting from general quantum mechanical requirements, some
exact properties of any time evolution super-operator1 are derived that QME reproduce, showing
they are indeed valid approximate equations.
1Super-operator means that it acts on operators Φˆ : B(H) → B(H), B(H) being the space of bounded linear
operators acting on the system Hilbert space H.
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2.1.1 Density matrices
In order to describe a quantum system, Quantum Mechanics prescribes to assign it a separable
Hilbert space HS . When the system is closed, its state can be described by a vector |ψ〉 in this
Hilbert space or equivalently by a density matrix ρˆ = |ψ〉 〈ψ| (i.e. a projector on the vector).
When the system is open, the first prescription is not possible anymore for all the states, whereas
a generalized version of the second is valid.
In fact, an open quantum system is by definition interacting with an environment whose degrees
of freedom are not of interest and have thus to be excluded from the very description; this corre-
sponds to a partial trace of the global density matrix over the Hilbert space of the environment:
ρˆS = trE [ρˆS,E ] has all the relevant information
2 about the open quantum system.
However, ρˆS will not be generally a projector as above; the most general density matrix satisfies
the following properties.
 Hermiticity: ρˆ† = ρˆ, i.e. eigenvalues are real.
 Positivity: ρˆ ≥ 0, i.e. eigenvalues are positive.
 Unit trace: tr[ρ] = 1, i.e. the sum of all eigenvalues is 1.
These properties identify a linear convex structure in the space of all density matrices: if ρˆ and
σ are density matrices, λρˆ + (1− λ)σˆ, 0 ≤ λ ≤ 1, is a density matrix as well.
The above properties suggest a probabilistic interpretation for density matrices, which is made
manifest by the following decomposition. The density matrix can be always3 written as
ρˆ =
k∑
l=1
wl |ψl〉 〈ψl|
If the states |ψl〉 are linearly-independent (not necessarily orthogonal), wl can be interpreted as
the (classical) probability that the state of the system is |ψl〉. If all the weights but one are zero,
the density matrix is a projector and the state is said to be pure, otherwise the state is mixed.
The decomposition is called an unraveling in terms of an ensemble of pure states.
Let us stress this point further: this interpretation is confirmed by the form assumed by the
expression for the probability that a measurement of an observable will yield an outcome r:
pr(ρˆ) = tr
[
Πˆr
k∑
l=1
wl |ψl〉 〈ψl|
]
=
k∑
l=1
wl tr
[
Πˆr |ψl〉 〈ψl|
]
=
k∑
l=1
wl pr(|ψl〉),
which is nothing but Bayes’ theorem. This classical uncertainty can be interpreted as a noisy
process: the stochastic action of the environment is to change the state of the system from a
fixed one of the ensemble to the others, with a fixed probability distribution {wl}.
More physically, we can assume that the interaction causes the state of the system to be modified
in a way dependent on the state of the environment (i.e. the global state becomes entangled),
which makes the first state system mixed when the information on the second is canceled.
2For example, the statistics of an observable can be computed as pr = trS
[
Πˆr ρˆS
]
, where r is the eigenvalue
and Πˆr the projector on the corresponding eigenspace.
3In fact, the spectral decomposition is always of this kind.
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Density matrices of closed systems evolve according to Von Neumann equation of motion, which
is nothing but a Schro¨dinger equation recast in a matrix form:
˙ˆρ(t) = −i
[
Hˆ(t), ρˆ(t)
]
−
. (2.1a)
It generates a unitary evolution whose integral form is
ρˆ(t) = Uˆ(t) ρˆ(0) Uˆ†(t), Uˆ(t) = T exp
[
−i
∫ t
0
ds Hˆ(s)
]
, (2.1b)
where T denotes time-ordering.
When the system is open, its evolution is not unitary in general [43]; hence, it does not admit a
Von Neumann equation of motion like (2.1a). In fact, even though eq. (2.1a) holds for the global
system, the trace over the environment degrees of freedom cannot be performed in a closed form
due the presence of the interaction term.
In particular, one of the emerging issues caused by such trace regards locality in time: due to
interactions, the substate of the environment will depend on that of the system at earlier times
t′ up to a certain minimum t−τC , τC being the finite correlation time. Formulating the equation
in terms of the state of the system only it becomes non-local in time, potentially involving time
derivatives of arbitrary order. This is in clear contrast to Von Neumann equations of motion.
In order to avoid issues like the above one, we require the equation of motion to be first-order
in time derivatives, like Schro¨dinger equation, in order to ensure causality, and linear of course,
in order to protect the convex structure of density matrices.
2.1.2 Markovian Quantum Master Equations
Markovian Quantum Master Equations (QME, for shortness) are evolution equations of the
above kind, and they can be derived for open quantum systems basing on common and easily
realized assumptions. Here we shall introduce their most useful form and later discuss which
approximations lead to it.
Any QME can be brought without any loss of generality in the Lindblad form, which reads:
˙ˆρ(t) ≡ L(ρˆ(t)) = −i
[
Hˆ, ρˆ(t)
]
−
+
∑
j
(
Lˆj ρˆ(t)Lˆ
†
j −
1
2
[
Lˆ†jLˆj , ρˆ(t)
]
+
)
. (2.2)
Hˆ is a Hermitian operator and can be identified with the microscopic Hamiltonian of the system,
up to a Lamb shift of its energy levels; Lj are generic operators, are called Lindblad operators and
determine the non-unitary part of the dynamics. L is called the Liouvillian, it is the generator
of the Markovian dynamics and its Lindblad part is called Lindbladian.
The above decomposition in Lindblad operators is not unique; the following transformations do
not change the QME and preserve the Lindblad form [44]:
Lˆj 7−→
∑
k
UjkLˆk, U unitary, (2.3a)
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Lˆj 7−→ Lˆj − αj 1ˆHˆ 7−→ Hˆ + ∑j α∗j Lˆj −αjLˆ†j2i . (2.3b)
QME can be formally integrated leading to the one-parameter family of super-operators
Φt = e
tL, t ≥ 0, (2.4)
such that ρˆ(t) = Φt(ρˆ(0)).
This family has the dynamical semigroup4 property:
Φt+s = Φt ◦ Φs. (2.5)
This is the mathematical reason for the use of the word “Markovian”. Loosely speaking, it refers
to the fact that, if the system evolves from 0 to s+ t, the time evolution from s to s+ t does not
depend on the state of the system at earlier times than s; therefore, the global evolution can be
factorized into two independent parts.
We can now explain assumptions and approximations needed to derive eq. (2.2) from (2.1a).
The physical picture to have in mind when Markovian QME are concerned is the following: a
system is in contact with a bath (in the thermodynamic sense: a system infinitely bigger than
the system); interactions of the system with each degree of freedom of the bath are weak but
the overall interaction strength might be not (and this is the generic case indeed); perturbations
caused by the system on the environment are short-lived (i.e. the correlation time is smaller than
all other relevant time scales); unitary dynamics of the system is fast (i.e. associated energy scales
are big), while non-unitary dynamics induced by interactions with the bath is slow.
In this regime it is possible to find a frame where:
 a time-dependent perturbation theory (TDPT) at second order is appropriate in order to
take into account all the effects of interactions between system and bath (Born Approx-
imation); as long as these interactions are concerned, the system always “sees” the bath
in the same state (i.e. ρˆ(t) ' ρˆS(t)⊗ ρˆE(0) in the second order TDPT);
 significant dynamics happens at longer time scales than the the correlation time τC after
which relevant bath correlation functions decay (i.e. the width ν induced by dissipation
obeys ν−1  τC); therefore, it is appropriate to perform a zeroth-order approximation to
the derivative expansion of the density matrix (i.e. ρˆS(t− τ) ' ρˆS(t)) and to suppose time
t always (much) bigger than τC (Markov approximation);
 ν  ∆ω, ∆ω being the energy differences that characterize unitary dynamics of the sys-
tems; therefore, every term oscillating at the frequencies of the system Hamiltonian can be
dropped (Rotating Wave approximation).
These approximations are more easily formulated for the operatorial derivation of Section 3.3
of Ref. [43]; there is another derivation presented in Appendix A of Ref. [41] in the functional
integral formalism, but the two are actually equivalent and so are the approximations used.
4It is a semigroup and not a group in general because dissipative dynamics is not reversible, hence a generic
super-operator of the family lacks of an inverse: positive times are the only allowed.
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The field theoretic point of view casts a new light on Markov approximation, formulating it in
the energy domain and allowing for a new, more modern interpretation: dissipative dynamics
occurs at smaller energies than the one dominating bath dynamics; therefore, the theory can be
expanded in powers of the ratio between these two energies, and the zeroth order is the Markov
approximation; hence, QME in the rotating frame describe low-energy effective theories for
processes involving energies far below a cutoff set by the inverse of the correlation time. A
typical dimensional argument that justifies this procedure is the existence of an energy scale which
exceeds all others in the problem and which plays the role of the cutoff in the rotating/interacting
frame.
Remark. The environment must be a bath in the thermodynamic sense because it is a necessary
condition for a Markov approximation to hold: the correlation time is always finite (and cannot
possibly made smaller) for systems with a fixed, finite amount of degrees of freedom.
Remark. Despite the existence of a big energy scale allows us in principle to perform a Markov
limit, the validity of such approximation should still be tested self-consistently afterwards, by
verifying that dissipation occurs at time scales much bigger than the short ones associated to
the big energy scale of the problem.
2.1.3 Properties of the time evolution super-operator
As we have seen above, the most generic state for a quantum system is represented by a density
matrix. The defining properties are Hermiticity, positivity5 and unit trace, which suggest a
probabilistic interpretation and give a natural convex structure to the space of density matrices.
A generic time evolution map Φt,t0 must preserve these defining properties, i.e. it has to map
the space of density matrices into itself. Moreover, in order to be physical, this must be the case
also when the system is correlated to an environment (i.e. the global state is entangled) and the
environment is not evolving (i.e. Φ represents a process taking place in the system only).
The necessary and sufficient conditions it must fulfill are then:
 Linearity: Φt,t0 must be a super-operator, because linear superpositions of states are also
states.
 Trace Preservation: ∀ Θˆ, tr
[
Φt,t0(Θˆ)
]
= tr
[
Θˆ
]
, in order to preserve the unit trace of
the states. We shall call this property Probability Conservation in the following, to
emphasize its physical meaning.
 Complete Positivity: ∀ extensions of the Hilbert spaceHS → HS⊗HE and ∀ ΘˆS+E ≥ 0,
(Φt,t0 ⊗ IE)(ΘˆS+E) ≥ 0, in order to preserve the positivity of the states.
When these properties are satisfied the map is said to be Completely Positive and Trace Pre-
serving (CPTP).
In particular, the last property implies Positivity of the map, ∀ Θˆ ≥ 0, Φt,t0(Θˆ) ≥ 0, and
consequently Hermiticity preservation, ∀ Θˆ = Θˆ†, Φt,t0(Θˆ) =
[
Φt,t0(Θˆ)
]†
. The latter can be
5ρˆ ≥ 0 actually implies ρˆ = ρˆ†.
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extended to the space of all operators (not necessarily Hermitian) this way: ∀ Θˆ, Φt,t0(Θˆ†) =[
Φt,t0(Θˆ)
]†
.
The motivation for such emphasis on Hermiticity preservation becomes clear when super-operators
generated by Liouvillians are considered.
Liouvillians are in fact the most general [45] generators of one-parameter families of CPTP maps.
It is instructive to reformulate some of the above conditions in terms of Liouvillians.
Probability Conservation reads:
tr [ρˆ(t)] = tr [ρˆ(0)] ⇔ d
dt
tr [ρˆ(t)] = tr
[
˙ˆρ(t)
]
= tr [L(ρˆ(t))] = 0 ⇔
⇔ ∀ Θˆ, tr
[
L(Θˆ)
]
= 0. (2.6a)
Hermiticity preservation reads:
∀ Θˆ, etL(Θˆ†) =
[
etL(Θˆ)
]†
⇔ ∀ Θˆ, L(Θˆ†) =
[
L(Θˆ)
]†
, (2.6b)
or, for density matrices,
L(ρˆ) = [L(ρˆ)]† .
The last equation is the analogue of the Hermiticity condition for the Hamiltonian of a quan-
tum system. For this reason, in what follows we shall refer to Hermiticity preservation and to
eq. (2.6b) in particular as the Conjugation Symmetry of the time evolution.
2.2 Dark states of a QME
Once appropriate equations have been identified, it is fundamental to know how to infer prop-
erties of the NESS from those of the equation governing the evolution, eq. (2.2). In particular,
in order to construct a state preparation protocol based on dissipation, we are interested in
purity and uniqueness of the steady state. A study of the former provides the main idea for the
protocol, while the latter is a necessary condition in order to prepare high fidelity steady states.
The key concept when the purity of the steady state is concerned is that of a dark state in the
atomic physics context. We shall review it for single-particle states using the simplest example,
a Λ-system, depicted in Fig. 2.2.
Two states |g1〉 and |g2〉, which may be two internal states of an atom, are coupled via an external
field (i.e. a laser) to an excited state |e〉; the states are assumed to have the same energy, though
in atomic examples they may be hyperfine levels and thus the degeneracy can be split, and their
Rabi frequencies Ω are assumed to be real, equal in modulus and with opposite sign. Denoting
by ω the frequency of the external field and by δ its detuning, the Hamiltonian of the system in
the rotating wave approximation reads:
Hˆ(t) = HˆS + Hˆfield(t) = (ω + δ) |e〉 〈e| + Ω
[
e+iωt |e〉 (〈g1| − 〈g2|) + h.c.
]
. (2.7a)
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Figure 2.1: Schematic picture of a Λ-system. The two degenerate ground states |g1〉 and |g2〉
are coupled to an excited state |e〉 by a driving field; Rabi frequencies are ±Ω, the driving
field has frequency ω and detuning δ; the excited state decays via spontaneous emission with
decay rate κ, up to inessential numerical pre-factors.
In the rotating frame of the laser, where |e′〉 = eiωt |e〉, the Hamiltonian of the Λ-system becomes
Hˆ = δ |e′〉 〈e′| + Ω [ |e′〉 (〈g1| − 〈g2|) + h.c.] . (2.7b)
Both the system and the field Hamiltonian share an important feature: they annihilate the state
|D〉 = 1√
2
(|g1〉+ |g2〉), (2.8)
which is called then dark state because it is completely decoupled from the dynamics induced
by the field: an atom in this state cannot absorb or emit photons (even though in this example
the electromagnetic field is treated at a semiclassical level). The state |B〉 = 1√
2
(|g1〉 − |g2〉) is
called instead a bright state.
The interplay between external drive and dissipation plays here the major role of determining a
flow of dynamics towards the dark state: if we now consider an independent decay process from
the excited state onto the two ground states, whatever it might be (i.e. coherent or incoherent),
the combined action of the driving field and the dissipative process causes a second-order flow
from the bright state to the dark state: occupations change and eventually the dark state will
be the NESS. Dissipation creates a finite lifetime for both the excited state and the bright state,
due to the action of the drive, and locks the system into a pure state, a coherent superposition
of the two ground states.
To understand this mechanism more concretely, we consider a single decay process |e〉 → |D〉,
whose associated Lindblad operator is, in the rotating frame,
Lˆ =
√
κ |D〉 〈e′| ,
κ being the dissipation strength; we suppose the system far detuned (i.e. δ  Ω, κ), so that
the excited state can be adiabatically eliminated. Apart from an irrelevant AC Stark shift that
lowers the energy of the bright state, the net effect is a change of the Lindblad operator and of
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the dissipation strength:
Lˆ→ Lˆ′ ∼ |D〉 〈B| , κ→ κ′ ∼ κΩ
2
δ2
, (2.9)
which is exactly an effective decay process from the bright state onto the dark state6.
The model discussed above has not only a pedagogical relevance: the replacement internal degrees
of freedom of an atom with motional degrees of freedom in an optical lattice is the starting point
of the physical implementation of many dissipative many-body state preparation protocols, as
the fermionic one explained in §2.5, and the bosonic one proposed in e.g. Sec. 3 of Ref. [32] to
prepare a superposition of atoms with the same phase on every site of the optical lattice, i.e. a
BEC state on the lattice.
The first result about purity of the stationary states that stationary states are pure if and only
if they are dark states:
A pure state |ψ〉 〈ψ| is a stationary state of some QME (i.e. L(|ψ〉 〈ψ|) = 0 if and only if
there exists another QME of which it is a dark state (i.e. Hˆ′ |ψ〉 = λ |ψ〉 , Lˆ′j |ψ〉 = 0∀j.
Roughly speaking, the quantitative content of the theorem is that, if a pure state is a stationary
state of a certain Lindbladian, then it must be a common eigenvector to all Lindblad operators
(not necessarily with zero eigenvalue); moreover, there exists a suitable redefinition of the Hamil-
tonian and of the Lindblad operators such that the state is a dark state, i.e. it is annihilated
by all of them. The physical meaning is crystal clear: without any loss of generality, in order to
target pure states by means of a dissipative evolution, we must look for a process of which they
are dark states. We note that, if the Lindblad operators have a single common eigenvector, then
the dark state is also unique.
However, the true importance of dark states for dissipative preparation protocols is shown by a
theorem proved in Sect. 3 of Ref. [46]: it gives an explicit condition to exclude the existence of
stationary mixed states basing on a property of the sole dark subspace of the system, i.e. the
subspace of the Hilbert space annihilated by all the Lindblad operators.
Let D be the space of dark states, i.e. LˆjD = 0 ∀j; if there is no subspace S ⊆ H with
S ⊥ D such that S is left invariant under the action of the operators Lˆj, then the
only stationary states are the dark states.
The meaning of the theorem is made clear by Fig. 2.2: if there is a subspace preserved by the
action of Lindblad operators, there might be a mixed state made by an unraveling of states in
this subspace which is left invariant. The condition is nonetheless hard to prove: an explicit
application has been found only for the case of the lattice BEC state.
Simple conditions for uniqueness and purity can be formulated for the relevant case where Lind-
blad operators are linear in the creation and annihilation operators, like in our example of §2.3.
The theorem is stated and proved for fermions in the supplementary material of Ref. [36], and
reads:
6We recall that, due to the presence of the drive, it does not need to be from a higher to a lower energy level.
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Figure 2.2: Schematic picture of the condition on uniqueness of stationary states: Lindblad
dynamics can be seen as the successive action of Lindblad operators; if on all subspaces this
action has a projection onto the dark state, the dark state is the unique stationary state.
Picture taken from Ref. [32].
The steady state is unique (and pure) if and only if Lindblad operators form a com-
plete set of anticommuting operators, i.e. [Lˆi, Lˆj]+ = 0 and they generate the whole
fermionic Fock algebra.
For the case of translation-invariant operators, the above conditions are satisfied if:
 Lindblad operators satisfy a Dirac algebra (i.e. [Lˆi, Lˆ
†
j ]+ ∝ δij also holds, up to inessential
factors that can be absorbed in the definition of the Lindblad operators) and the number
of nonzero Lindblad operators equals the number of fermionic degrees of freedom, i.e.
typically the number of lattice sites;
 writing them in Fourier space as Lˆq = uqaˆq + vqaˆ
†
−q, the following equality holds: uqv−q =
−u−qvq.
2.3 The ground state of the Kitaev chain as a dark state
We are now in a position to address the possibility to prepare the ground state of the Kitaev chain
dissipatively: it must be recognized as the unique dark state of some set of Lindblad opreators
first, and a physical implementation for these operators must be proposed in the second place.
In this Section wee shall solve the first issue, briefly reviewing the diagonalization of the Hamil-
tonian of the Kitaev chain through Bogoliubov quasi-particle operators, and explaining how
Lindblad operators can be engineered to coincide with these operators, which will be the topic of
§2.4. Moreover, the relevant properties of the equilibrium and non-equilibrium models are also
reviewed. The material of this section is taken from Refs. [32, 37].
The model was first introduced by Kitaev [11] as an example of condensed matter system hosting
unpaired Majorana modes7 at the edges of the chain.
For what concerns us, Majorana modes are particular Bogoliubov operators obtained by the
linear combination of local fermionic creation and annihilation operators:cˆ1,i =
1√
2
(
aˆi + aˆ
†
i
)
cˆ2,i =
1√
2i
(
aˆi − aˆ†i
) (2.10)
7We shall not enter here in this topic; Majorana physics in condensed matter has been developed much further
after this discovery. “Majorana mode” is defined in the next paragraph, “unpaired” means that there is no
coupling term between the two modes in the Hamiltonian.
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They can naively regarded to as half fermions (i.e. two Majorana modes are needed to obtain a
complex, ordinary fermion), and physical states can only correspond to the creation of an even
number of Majorana modes. For this reason they were believed to always combine to form a
single complex, local fermionic degree of freedom; the simple example explained below actually
breaks this paradigm.
Kitaev considered a system of spinless fermions aˆi, aˆ
†
i on a finite chain of N sites labeled by i;
the system Hamiltonian is
H =
N−1∑
i=1
[(
−Jaˆ†i aˆi+1 + ∆aˆiaˆi+1 + h.c.
)
− µaˆ†i aˆi
]
, (2.11)
where J is the amplitude of the hopping term, ∆ is the amplitude of the pairing term and µ is
a chemical potential.
The importance of this model lies for us in the topological nature of the edge modes: indeed,
there is no local physical perturbation that can couple to a single, unpaired Majorana mode,
protecting them from local perturbations and disorder. This insight is confirmed by the existence
of a bulk topological order parameter taking values in Z28. Its dissipative counterpart, if it exists,
will play the role of a topological NESS.
The non-trivial topological phase is obtained for |2J | > µ, hence it can be illustrated with the
simple choice µ = 0, J 6= 0. Moreover, ∆ can be chosen real and positive absorbing its phase
with a gauge transformation, and J = ∆ is a choice of convenience that will be used throughout
the rest of the thesis because it greatly simplifies all the calculations.
Introducing Majorana operators (2.10) the Hamiltonian becomes
H =
N−1∑
i=1
[(∆− J)icˆ1,icˆ2,i+1 + (∆ + J)icˆ2,icˆ1,i+1] =
= 2J
N−1∑
i=1
icˆ2,icˆ1,i+1 = 2J
N−1∑
i=1
[
γˆ†i γˆi −
1
2
]
.
The ground state |G〉 satisfies γˆi |G〉 = 0 ∀i, hence it is a dark state of these operators; it is
doubly degenerate because γˆ†N γˆN− 12 = icˆ2,N cˆ1,1 does not appear in the Hamiltonian, hence it is
a zero-energy mode. These two Majorana operators correspond to the unpaired Majorana edge
modes mentioned above; when approaching the extrema of the topological phase in parameter
space, |2J | = µ, they leak more and more strongly into the bulk, i.e. their characteristic decay
length diverges. Their robustness is guaranteed by the bulk gap, which for the choice of our
parameters equals 2J , and consequently by the robust quantization of the topological invariant.
The Bogoliubov annihilation operators read explicitly:
γˆi =
1√
2
(cˆ2,i + icˆ1,i+1) =
i
2
(aˆ†i+1 + aˆ
†
i + aˆi+1 − aˆi). (2.12)
These fermionic modes correspond to the combination of Majorana modes belonging to adjacent
8As we shall se later, the two cases where Time Reversal symmetry is present or broken must be distinguished:
in the former, the topological invariant is actually Z-valued, but the small number of free parameters in the
Kitaev Hamiltonian still restrict possible values to {+1,−1}.
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Figure 2.3: Schematic picture of the Kitaev chain. Majorana modes are denoted by red
spots, localized fermionic modes correspond to the two Majorana modes inside each grey circle,
Bogoliubov operators correspond to the two Majorana linked by the black bond. Picture taken
from Ref. [37]
sites: the picture to have in mind is therefore represented in Fig. 2.3. Since they explicitly violate
number conservation, the ground state is indeed a p-wave BCS state, a superfluid of fermions.
The p-wave nature follows from the fact that any symmetry-breaking correlation function 〈aiaj〉
changes sign when the chain is reversed, i.e. under a Parity transformation.
In the thermodynamic limit N → +∞ the system becomes translation-invariant, hence it can be
diagonalized by Fourier transform as well. The result must coincide with the Fourier transform
of the above quasi-local Bogoliubov operators. Using the customary definitions of the Fourier
transform for lattice operators and of the Nambu spinor, the Hamiltonian reads:
Hˆ =
∫ pi
0
dq
2pi
(−2J)
(
aˆ†q aˆ−q
) ( cos q −i sin q
i sin q − cos q
) (
aˆq
aˆ†−q
)
=
=
∫ pi
0
dq
2pi
(−2J) Ψˆ†q (cos q τz + sin q τy) Ψˆq, (2.13)
which is indeed diagonalized by operators of the form
γˆq = cos
q
2
aˆ†−q + i sin
q
2
aˆq (2.14)
Before proceeding to the discussion of the dissipative version of this model, let us briefly comment
about the topological structure hidden behind Hamiltonians of the type of (2.13). These are
called Bogoliubov-De Gennes Hamiltonians and, if the chemical potential is zero, their three free
parameters (ξk multiplying τ
z, Re∆k and Im∆k) define a vector bundle on the Brillouin Zone.
Being the systems gapped, the vector formed by these parameter has nonzero norm everywhere
on the BZ, i.e. this can be globally set to one by a continuous transformation. The topological
structure is then that of the space of maps from the BZ to a 2-sphere, with possible further
constraints given by additional symmetries. In the case of a real Majorana chain, for example,
Chiral symmetry forces the vector to be orthogonal to xˆ, therefore reducing the 2-sphere to a
1-sphere; maps from the 1D BZ' S1 to S1 are classified by the winding number, the number of
times the vector winds around the center of the circle while k crosses the BZ.
For the Kitaev chain, it takes only the values ±1, depending on the sign of J .
We are now able to find the dissipative counterpart of the Kitaev chain, i.e. to find the conditions
under which a system of spinless fermions on a chain of N sites evolving according to
˙ˆρ = −i
[
Hˆ, ρˆ
]
−
+ κ
N−1∑
j=1
(
lˆj ρˆlˆ
†
j −
1
2
[
lˆ†j lˆj , ρˆ
]
+
)
,
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has the target ground state as a unique steady state.
Since the ground state of the chain has the dark state property, if one is able to engineer Lindblad
operators lˆi acting on a chain of such that
lˆi = γˆi =
i
2
(aˆi − aˆi+1 + aˆ†i+1 + aˆ†i ) (2.15a)
m
lˆq = γˆq = i sin
q
2
aˆq + cos
q
2
aˆ†−q, (2.15b)
and such that the Hamiltonian dynamics is negligible, i.e. Hˆ = 09 for simplicity, the dissipative
evolution generated by the Liouvillian will have the Kitaev chain ground state as the many-body
dark state, i.e. L(|G〉 〈G|).
Uniqueness of the dark state in the translation-invariant setting follows from the fact that Lind-
blad operators (2.15) satisfy a full Dirac algebra and are as many as the lattice sites. We note
in particular that the two envelope functions multiplying aˆq and aˆ
†
−q in γˆq satisfy the necessary
condition cos −q2 i sin
q
2 = − cos q2 i sin −q2 . In the presence of the edges, this is not true anymore
because there is a Lindblad operator missing (the one corresponding to the edge modes); how-
ever, being the subspace decoupled from dynamics, the above reasoning works for the bulk of
the chain.
The difficulty to engineer linear Lindblad operators like the above one can be bypassed by
exploiting the following idea, which plays a central role in this work and motivates the mean
field study of §2.4.
In the thermodynamic limit and at late times, the set of quadratic, translation-
invariant Lindblad operators Lˆi = CˆiAˆi
10, whose dark state is a BCS state with
fixed number of particles, becomes equivalent to the set of linear Lindblad operators
lˆi = Aˆi + re
iθCˆi, whose dark state is a BCS state with fixed phase θ.
Here “equivalent” means that the corresponding Master equations generate the same evolution
when the state of the system is close to the NESS.
2.4 BCS-like mean field theory of the quartic QME
Aim of this section is to quantitatively explain the meaning of the sentence stated in the previous
section, offering in §2.4.1 an argument that justifies the correspondence between these linear and
quadratic operators when stationary properties are concerned and then obtaining in §2.4.2 the
correspondence between dynamical properties as well, basing on a mean field theory approach.
This study reveals that the late-times evolution of a class of quartic dissipative models coincides
with that of quadratic dissipative models, showing thus that pairing and topological properties
emerge from quartic number-conserving models, similarly to what happens in the equilibrium
BCS theory. The material of this section is mostly taken from Appendix A of Ref. [39].
9See section §2.5 for further details on this point.
10Cˆi (Aˆi) denotes the quasi-local and translation-invariant combination of creation (annihilation) operators in
lˆi.
Chapter 2: Dissipative state preparation of paired fermionic states 22
This section has a crucial importance for the scope of the thesis. Indeed, as already mentioned
in the introduction, our goal would be to obtain non-equilibrium topological field theories by
coupling fermions to a gauge field and then tracing them out; however, results of the previous
section raise a severe problem: how can the topological model can be coupled to a U(1) gauge
field if the gauge symmetry is explicitly violated by the NESS, i.e. if there is no conserved
current?
The idea mentioned at the end of the last section solves both this problem and that of finding a
physical implementation for the Lindblad operators. In fact, a mean field correspondence between
quartic number-conserving and quadratic symmetry-breaking QME could be reformulated, in the
functional integral formalism, as a decoupling scheme for the interaction terms. The coupling
of the quadratic theory would then proceed analogously to the equilibrium BCS case. This fact
motivates part of the effort of Chapter 5 to find a many-body reformulation of the mean field
theory.
Since the mean field approach of this section is very general, its formulation will abstract from
the particular model introduced in the previous section. This means we shall consider the general
case of translation invariant Lindblad operators on a square lattice in d dimensions, which in
momentum space read
lˆk = Aˆk + re
iθCˆk, Lˆk =
∫
q
Cˆk−qAˆq, (2.16a)
Cˆk = vkaˆ
†
−k, Aˆk = ukaˆk, (2.16b)
where θ is the phase of the pairs11 and r is a parameter governing the relative strength of creation
and annihilation operators, i.e. the average filling factor, as we shall see.
2.4.1 Equivalence of linear and quadratic Lindblad operators
The first argument we are going to provide for the equivalence of the linear and quadratic
Lindblad operators can be summarized in the following way.
The dark state of linear Lindblad operators lˆk is a BCS state with fixed phase θ if and
only if the dark state of quadratic Lindblad operators Lˆk is a BCS state with a fixed
number of Cooper pairs, and the two states are equivalent in the thermodynamic
limit.
Proof. Here we shall give only a sketch of the proof. We start with some preliminary remarks.
First of all, let us call the creation operator of a Cooper pair Gˆ† =
∫
q>0
ϕqaˆ
†
−qaˆ
†
q, where the
integral is restricted to half volume (hence on the positive values only on one of the axes) and
ϕq = −ϕ−q without loss of generality. The BCS states with fixed phase and fixed number
mentioned above then read, respectively,
|BCS; r, θ〉 ∝ exp
{
reiθ Gˆ†
}
|vac〉 , (2.17a)
|BCS,N〉 12 ∝
(
Gˆ†
)N
|vac〉 . (2.17b)
11Even though there is no manifest bound state here, we shall call them Cooper pairs henceforth.
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Secondly, we observe that both linear and quadratic Lindblad operators have a degree of freedom
that will not be used: Lˆk → fkLˆk, fk 6= 0, consists in a simple rescaling of the damping
coefficients in front of the Lindbladian: therefore, despite two envelope functions appear for each
Lindblad operator, one function will not determine the dark state property (i.e. this property is
only determined by the ratio between the envelope functions). Finally, we recall that envelope
functions must satisfy ukv−k = −u−kvk: this is a necessary and sufficient condition for the
uniqueness of the steady state in the case of linear Lindblad operators.
The idea of the proof is then the following: conditions lˆk |BCS; r, θ〉 = 0∀k and Lˆk |NCS,N〉 =
0 ∀k constrain the ratios of the envelope functions appearing in the two operators; eventually,
both the ratios result to be equal to ϕk. This can only be possible if the envelope functions
satisfy the above algebraic condition: in fact, this ensures oddity of the function ϕk.
The missing part of the proof is the equivalence of the dark states in the thermodynamic limit;
it can be stated as follows: calling Nˆ the total particle number operator, [Lˆk, Nˆ ]− = 0∀k
while [Lˆk, Nˆ ]− 6= 0; however, the variance of the total particle number is o(N) on the dark
state of the linear Lindblad operators, hence relative number fluctuations are suppressed in the
thermodynamic limit. The fixed phase and fixed number states are thus equivalent in a way
that is reminiscent of the equivalence of ensembles in classical statistical mechanics. A rough
estimate for the variance is
∆N2 = 〈Nˆ2〉 − 〈Nˆ〉2 = 〈
∫
k,q
aˆ†kaˆkaˆ
†
qaˆq〉 − 〈Nˆ〉2 =
∫
k
(|∆k|2 + nk − n2k) ∼ O(N), (2.18)
where the average is performed on the fixed phase BCS state, Wick’s theorem has been used and
a standard notation from BCS theory has been adopted. The scaling follows from the presence of
a single integral over momenta, hence of a single volume factor. Being the square of the variance
extensive, the variance itself is not.
As a final comment, we observe that it would be necessary to prove that both fixed number
and fixed phase BCS states are unique dark states, but uniqueness can be formally proved only
for the latter; however, numerical simulations strongly suggest it holds for the former state as
well.
2.4.2 Dissipative Mean Field Theory at late times
The result of the previous subsection suggests that the equivalence between the two sets of
Lindblad operators might go beyond the simple stationary state.
This can be understood with an analogy with an equilibrium condensed matter system: in
the low energy limit, a description of interacting fermions in terms of a quadratic BCS-type
Hamiltonian becomes appropriate; the BCS Hamiltonian can be derived from the interacting
one via a mean field theory and the corresponding ground state from a a variational principle
using a symmetry-breaking trial wavefunction.
In our case, the ground state is replaced by the dark state, and the low energy limit by a long
12One is always actually interested in the thermodynamic limit; even if a finite N appears explicitly, N = nV
and V →∞ are understood to be performed eventually.
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time limit, after which the dark state is reached13.
The mean field theory that completes this analogy and allows to approximate the late times
interacting dynamics with the non-interacting one, can be built in three logical steps:
 the density matrix at late times will be approximated using a Gaussian ansatz (i.e. assum-
ing complete factorization of momentum modes);
 dynamics of a single momentum sector will be obtained tracing the QME over the other
sectors and ignoring residual quartic terms;
 averages appearing in the final result will be replaced by steady state ones, i.e. will be
evaluated on the dark state.
Here we shall motivate the first point, see how the second one works with an example, and
present the final result.
Remark. A crucial difference with the BCS case must be remarked: the dark state is here exactly
known and not the result of the minimization of an energy functional; the mean field approach
will use exactly known information as well. However, a self-consistent approach is developed in
Ref. [35], as mentioned in the introduction; Chapter 5 will prove them to be equivalent.
1st step. We start with the observation that the fixed phase BCS state is Gaussian, i.e. momentum
modes are factorized:
|BCS; r, θ〉 ∝ exp
{
reiθ
∫
q>0
ϕqaˆ
†
−qaˆ
†
q
}
|vac〉 =
∏
q>0
(1 + reiθϕqaˆ
†
−qaˆ
†
q) |vac〉 .
This fact has been already used when applying Wick’s theorem for the calculation of the variance
in the previous subsection.
To make contact with the content of Ref. [39] and of Chapter 5, it is better to reintroduce envelope
functions uq and vq explicitly, though it is not necessary. The BCS state reads |BCS; r, θ〉 ∝∏
q>0(uq + re
iθvqaˆ
†
−qaˆ
†
q) |vac〉
The mean field ansatz for the density matrix at late times is then a time-dependent Hartree-
Fock-Bogoliubov ansatz, namely
ρˆ(t) '
t→+∞
⊗
k>0
ρˆk(t) (2.19)
where ρˆk(t) is an operator describing the mode pair {k,−k}.
A state of this kind is always Gaussian for fermions; we note that the effective description of
dynamics through a non-interacting model is the only approximation that keeps self-consistently
the state Gaussian at all times.
2nd step. We now plug the ansatz (2.19) into the quartic Master Equation, and then trace with respect
to all modes different from ±k.
First of all, the QME reads, using Lˆk from (2.16a),
L(ρˆ) =
∫
q1,q2,q3,q4
δ(q1 − q2 + q3 − q4)u∗q1v∗−q2v−q3uq4 ·
{
aˆ†q3 aˆq4 ρˆ aˆ
†
q1 aˆq2 −
13We have not actually proved it: for this statement to be true there must be a gap in the damping spectrum,
i.e. the decay of all correlation functions to their stationary value must be bounded at least by an exponential
e−κt, κ being the damping gap.
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− 1
2
aˆ†q1 aˆq2 aˆ
†
q3 aˆq4 ρˆ −
1
2
ρˆ aˆ†q1 aˆq2 aˆ
†
q3 aˆq4
}
(2.20)
We now plug in the factorized ansatz and trace over momenta different from ±k. When the
system is finite, the integral is actually a finite sum and how to implement the procedure is
obvious; in the thermodynamic limit, this can be performed i.e. by shifting operators aˆqi →
aˆqi + aˆ±k δ(qi ∓ k) and then tracing the whole resulting expression as it stands14. No matter
what the formalism chosen is, the following facts are true:
– terms without operators with momentum ±k give no contribution to the trace, as they
commute with ρˆk and the result is the trace of a Lindbladian of an operator, which is zero;
– terms with an odd number of operators with momentum ±k give no contribution as well,
as their contribution is a trace of the product of the density matrix per an odd number of
fermionic operators; this is zero due to fermionic parity superselection rule;
– terms where all operators have momentum ±k do contribute, but their contribution is
quartic and it is ignored in this mean field approach.
Remaining terms are those where two of the fermionic operators appearing in eq. (2.20) have
momentum ±k.
The procedure can be illustrated i.e. by selecting the relevant terms produced by the first term
of the QME: ∫
q
LˆqρˆLˆ
†
q →
∫
q3,q4
δ(q3 − q4) v−q3uq4 u∗kv∗−k (aˆ†q3 aˆq4 ρˆ aˆ†kaˆk) +
+
∫
q1,q2
δ(q1 − q2)u∗q1v∗−q2 v−kuk (aˆ†kaˆk ρˆ aˆ†q1 aˆq2) +
+
∫
q4,q2
δ(q4 + q2) v
∗
−q2uq4 u
∗
−kv−k (aˆ
†
kaˆq4 ρˆ aˆ
†
−kaˆq2) +
+
∫
q4,q1
δ(q4 − q1)u∗q1uq4 v∗−kv−k (aˆ†kaˆq4 ρˆ aˆ†q1 aˆk) +
+
∫
q3,q2
δ(q3 − q2) v∗−q2v−q3 u∗kuk (aˆ†q3 aˆk ρˆ aˆ†kaˆq2) +
+
∫
q3,q1
δ(q3 + q1)u
∗
q1v−q3 v
∗
kuk (aˆ
†
q3 aˆk ρˆ aˆ
†
q1 aˆ−k) +
+
{
k → −k}.
The trace can now be performed using the factorized form, recalling that integrated momenta
are constrained to be different than ±k, and that different blocks of the factorized density
matrix commute and they commute with creation or annihilation operators having a different
momentum index. For example,
Tr
aˆ†kaˆq
 ⊗
q′>0,q′ 6=k
ρˆq′ ρˆk
 aˆ†−kaˆ−q
 = −Tr
aˆ−q ⊗
q′>0,q′ 6=k
ρˆq′ aˆq
 aˆ†kρˆk aˆ†−k =
=
〈
aˆqaˆ−q
〉
BCS,θ
aˆ†kρˆk aˆ
†
−k,
14The rigorous way of doing this calculation is only with a discrete sum; however, the major difference lies in
the fact that in the integrals below the constraint that momenta should be different than ±k disappear. If one
adds this constraint “by hand”, then the two formalisms are equivalent. Here we stick to the continuum one to
make contact with the field theory built in Chapter 5.
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which is indeed a piece of a quadratic QME. Every other term can be computed similarly.
Remark. The first two terms of the above expansion, where the index k belongs to the same
Lindblad operators, are systematically ignored in the present literature (Refs. [39] and [35]). A
discussion of the general case is present in Chapter 5; here we merely observe that it does not
change the present results: the average of the remaining two operators vanishes by parity on the
dark state.
3rd step. The last step would be the evaluation of all terms generated by (2.20), following the proce-
dure explained in the previous step and performing all the necessary averages. We shall not give
the details, but only the final result: every momentum pair evolves according to a QME with a
single linear Lindblad operator, and the evolution of the global density matrix reads
˙ˆρ = κ
∫
k
(
lˆkρˆlˆ
†
k −
1
2
[
lˆ†k lˆk, ρˆ
]
+
)
,
lk = ukaˆk + re
iθvkaˆ
†
−k
The phase θ is not determined within this mean field linearization and reflects a spontaneous
symmetry breaking at the mean field level.
The parameter r is instead determined by the equation for the average filling n; moreover, the
dissipation strength κ is renormalized (it previous value was 1). These two quantities read:
n¯ =
∫
k
r2|vk|2
|uk|2 + r2|vk|2 , (2.21a)
κ =
∫
k
|ukvk|2
|uk|2 + r2|vk|2 (2.21b)
Late time dynamics of the effective model could finally be studied, covering also the case of
the dissipative Kitaev chain. To this end, a suitable technique is presented in Ref. [47], and is
based on the change of basis from complex (Dirac) fermions to real (Majorana) modes. The
non-trivial static correlation properties are encoded in the so-called Covariance matrix, which
obeys a simple equation of motion. However, we shall not deal here with this equation and
postpone its discussion to Chapter 5, where it is used as a mean to recover mean field solutions
from the interacting model.
2.5 Physical implementation of the protocol
Motivated by the mean field argument of the previous section, the proposal for the physical
implementation of the protocol focused on the realization of quadratic Lindblad operators of
the form of (2.16a). The actual physical realization is still outstanding, but the key physical
ingredients are already available. The following is mostly drawn from Ref. [42].
As mentioned in §2.2, a possible starting idea for the achievement of many-body Lindblad op-
erators is to engineer Λ-configurations using motional degrees of freedom in an optical lattice
instead of internal ones. As depicted in Fig. 2.4, the considered system is constituted by a neu-
tral fermionic atomic species a which moves in the lowest Bloch band of an optical lattice; the
Chapter 2: Dissipative state preparation of paired fermionic states 27
i
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Figure 2.4: The optical lattice necessary for the implementation; the link sites of the aux-
iliary superlattice are necessary in order to allow a selective excitation of the antisymmetric
superposition of fermionic modes.
excitation process consists in laser induced Raman transitions to the first excited Bloch band;
the dissipation process is a spontaneous decay via phonon emission. The latter can be induced by
immersing atoms a in a large 3D BEC of a bosonic atomic species b: the BEC acts as an effective
zero temperature bath of phonons, and the contact interaction between the two atomic species
becomes an effective interaction between phonons and atoms a. Analogously to the Λ-system
case, if the detuning of the Raman transition is big enough, the first excited Bloch band can be
adiabatically eliminated, resulting in a quartic QME for the lowest Bloch band, whose quadratic
Lindblad operators have the form Cˆ†i Aˆi. The annihilation part corresponds to the excitation
process, where atoms are removed from the lowest band, and is thus highly controllable because
it is laser induced; the creation part corresponds to the decay process, which is quasi-local (i.e.
involves a finite number of lattice sites) if the emitted phonon has a wavelength much shorter
than the lattice spacing.
In the low energy limit and before any relevant approximation, the global Hamiltonian reads
Hˆ(t) = HˆOL + HˆRC(t) + HˆI + HˆBEC .
We now proceed to the discussion of the physical terms and approximations.
HˆOL. The system of spinless fermions
15 is subjected to a tight confinement potential in transverse
(e.g. y, z) directions and to a periodic potential in the x direction, i.e. V⊥ = Vz = Vy  Vz, so
that the motion is effectively one-dimensional. The potential along the z direction is given by a
space-dependent AC Stark effect, Vx = − 12α(ω)| ~E(x)|2, and its particular shape can be induced
e.g. by two phase-shifted standing waves with different intensity.
For typical experimental parameters, the Bloch band gap ε is in the range 10 ÷ 40kHz ∼ µK
[48], and it must be the biggest energy scale of the system, for many approximations to hold
(especially Markov). This is the first experimental challenge. The Bloch bands have also a
dispersion with typical shape Jα cos q, but J is exponentially small in the overlap of Wannier
functions centered on adjacent sites.
Remark. For the dissipative quantum wire model we have set H = 0. This corresponds to two
assumptions: we use the energy of the lowest band as a reference, i.e. we shift the frequencies
to set it to zero; we ignore the dispersion of the band, i.e. we work in the quasi-flat band
approximation. The former can always be done; the latter is appropriate in the tight binding
15This of course means that the spin degeneracy of the ground state must have been lifted, i.e. that fermions
are actually spin polarized. If the BEC is polarized as well, mutual interactions do not spoil this property.
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regime and works well if the width of the band is much smaller than the other energy scales
involved, as discussed below. In any case, section 5.3 studies the mean field theory when a term
of this kind is present, and conclusions about its effect on the steady state are drawn.
HˆRC(t). A key ingredient for the protocol is the selective coupling of the sole antisymmetric mode
aˆi − aˆi+1 to the excited state on the link in between; this also explains the usefulness of such a
geometry. Since a 40kHz transition cannot be mediated by a single optical photon, it must be
a two-photon Raman process, with the difference of the two laser frequencies equal to ω.
For the antisymmetric mode to be excited, the effective two-photon Rabi frequency must have
opposite signs on adjacent sites, as represented in Fig. 2.4. This can be achieved by choosing Ra-
man lasers with a wavelength double than the lattice spacing. In the rotating wave approximation,
this results in an effective inter-band coupling
HˆRC(t) = Ωe
−iωt∑
j
(−1)j aˆ†1,j(aˆ0,j − aˆ0,j+1) + h.c..
The effective Rabi frequency Ω is proportional to
∫
x
cos(pi xal )w
∗
1(x)w0(x), al being the lattice
spacing and wα being the Wannier functions of the ground and first excited state.
The difference ε− ω ≡ ∆ is the detuning from the excited state, and it must be big (in a sense
to be specified) in order to adiabatically eliminate the first excited Bloch band.
HˆI , HˆBEC . The system is immersed in a much bigger 3D condensate, which is at a certain temperature
Tbath. The condensate is assumed to be homogeneous and free, hence it should be decoupled
from the optical lattice and from the Raman field. This property is fundamental, because the
superfluid has the role of allowing for spontaneous decay of excited atoms, and the excitation
must be rapidly spread over the entire BEC. This decoupling could be achieved by choosing
atomic species with distant resonances for optical lattices and Raman lasers, so that their effect
on bosons is weak, but this still constitutes the biggest experimental challenge. A partial result
has been obtained for a magnetic trap for a single ion [49], where it has been proven that the
coexisting trapped ion and condensate could be manipulated independently and that dissipation
caused by the superfluid actually cools the trapped ion.
Dissipation is induced by the condensate through emission of phonons; 40kHz transitions are
possible via single-phonon processes. In this regime, the wavelength of the emitted phonon is
one order of magnitude less than the lattice spacing16. Being the BEC large, heating effects due
to phonon absorption can be neglected.
The effective fermion-phonon interaction comes from the fermion-boson contact interaction17,
Hˆab = gab
∫
x
nˆa(x)nˆb(x). In fact, introducing the condensate fraction ψˆb(x) =
√
nb,0 + δψˆb(x)
and writing the shifted operator in terms of phonon creation and annihilation operators, one
gets the interaction Hamiltonian
HˆI =
∑
k 6=0
gk
(
Aˆ†kbk + h.c.
)
,
16Assuming a BEC of rubidium atoms and a purely quadratic dispersion for phonons.
17It is by itself an effective description of the real interaction, coming from a low-energy s-wave approximation
for the partial wave expansion.
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Figure 2.5: Condition for the suppression of intra-band transition: the velocity of sound in
the condensate has to be bigger than the group velocity at k = 0 of atoms in the lowest Bloch
band. Picture taken from Ref. [42].
where Aˆ† is the displacement operator associated to the recoil due to phonon emission, and it
couples first excited and lowest Bloch band.
We neglect intra-band transitions, which are suppressed by energy-momentum mismatch if the
group velocity of atoms in the lowest Bloch band is less than the speed of sound in the condensate
(see Fig. 2.5), and we neglect re-absorption effects, which are suppressed e.g. by evaporative
cooling of the condensate, as proposed e.g. in Ref. [42]. The latter crucially relies on the condition
on the energy scale ε for the evaporative mechanism to be efficient.
The phonon bath is an “effective zero temperature” bath; this means that the energy ε of
excitations produced in the condensate is (much) bigger than the BEC temperature. More
precisely, the quantitative condition is fbose(ε/kBT ) ≡ 1eε/kBT−1  1, so that before the emission
the phonon state is always the vacuum. This allows for the system to reach entropies much
lower that the entropy of the bath. We observe that, in the typical situation, one could achieve a
temperature of 0.1µK, which is not much less than ε ∼ 1µK; however, fbose(10) ' e−10 which
is already quite a small number.
The ideal chain of inequalities parameters should satisfy is
ε  ∆  Ω, J, Tbath, gk and all other energy scales, (2.22)
though its actual realization still represents a challenge.
If it holds and the BEC is much larger than the system, its degrees of freedom can be traced out
in the Born-Markov-RW approximation leading to a QME for decay, because the local interaction
is weak (small gk) and the large energy scale ε allows for a Markov approximation
18. Moreover,
since the detuning ∆ is also big, the excited Bloch band can be traced out in an adiabatic
elimination scheme. The final result is the quartic QME for the lowest Bloch band mentioned
above.
18Indeed, the rate at which phonon excitations decay could be increased by evaporative cooling, as mentioned
above, which is the more efficient the bigger ε is.
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Keldysh functional integral for
driven open fermionic systems
This Chapter is devoted to the reformulation of the QME description of driven open quantum sys-
tems in terms of functional integrals for the generating functionals of a non-equilibrium Quantum
Field Theory. To this end, we use the Keldysh-Schwinger formalism [50], introducing nonetheless
its basic concepts in a different way than many of the excellent textbooks and reviews available
in the literature (e.g. [51]). Section 3.1 explains the need for a new formalism that emerges
for non-equilibrium systems, and the reason for our different choice about how to introduce it.
Indeed, in Section 3.2 a Keldysh field theory is explicitly and directly built for a quadratic QME,
following the steps of Ref. [25], but adapting them from the bosonic to the fermionic case. Sec-
tion 3.3 introduces the concept of contour ordering allowing for a direct comparison of functional
and operatorial Green’s functions, which makes the field theory fully physically meaningful, and
introduces the canonical Keldysh basis which makes this physical meaning even more transpar-
ent. Section 3.4 identifies fundamental conditions that every Keldysh action must satisfy, and
Section 3.5 applies these concepts to solve the operatorial ordering issue that emerges when the
QME is interacting, i.e. when Lindblad operators are not linear. Finally, Section 3.6 builds the
necessary generating functionals for the non-equilibrium field theory.
Relevant notation is listed at the beginning of the thesis and will be used throughout the next
Chapters; we mention here that, despite the motional degrees of freedom are discrete (i.e. the
system is on a lattice), we shall adopt the continuum notation, which is appropriate for the
Brillouin Zone at least.
3.1 Towards a non-equilibrium Quantum Field Theory
An ordinary (T = 0) interacting QFT has the well known problem that operatorial expectation
values should be computed in principle on the interacting ground state. The problem can be
circumvented in that context, but any attempt to construct a non-equilibrium QFT must deal
with the fact that the ordinary solution does not work for non-equilibrium systems.
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Chapter 3: Keldysh functional integral 31
The solution relies on the two following assumptions:
 Gell Mann and Low theorem states that the interacting ground state can be obtained from
the free one by adiabatically switching on the interactions and letting the system evolve
from a distant past, i.e. |GS〉 = Uˆ(t,−∞) |vac〉;
 if interactions are adiabatically switched off in the distant future, the state of the system
will become again the free ground state, i.e. the action of the S matrix Uˆ(+∞,−∞) is
trivial: Uˆ(+∞,−∞) |vac〉 = eiφ |vac〉.
With these two hypotheses, 〈GS|T←ψˆ(x)ψˆ†(y) |GS〉 becomes 〈vac|T←Sˆ ψˆ(x)ψˆ
†(y)|vac〉
〈vac| Sˆ |vac〉 and can thus
be computed perturbatively with Wick’s theorem.
The second assumption is the one to fail in non-equilibrium conditions: even with dynamics
is purely Hamiltonian, the latter might contain contributions like e.g. strong non adiabatic,
time-dependent fields, or boundary conditions, which cause the state in the distant future to
be significantly different than the state in the past even if these contributions are adiabatically
switched on and off.
Another way of expressing the same concept is that non-equilibrium phenomena are often intrin-
sically dynamical, hence a QFT that describes them should be time-dependent and should not
require knowledge of what happens in the distant future. This rules out the ordinary S matrix
from a possible definition of a non-equilibrium QFT.
A more concrete physical issue lies in another aspect of non-equilibrium phenomena, namely the
independence of energy (or damping) spectra and occupation numbers. For equilibrium systems,
Fermi (or Bose) statistics assigns the occupation number given the energy; this is no longer true
for systems subjected to non-equilibrium conditions, see e.g. Sec. 11.1 of Ref. [52]. For this
reason the physics of these systems cannot be possibly captured and described through a single
Green’s function, namely the time-ordered Green’s function for which a perturbation theory is
possible.
The historical solution [51] to the problem was found by making a suitable redefinition of the
time ordering, so that the product of two Dyson series for Uˆ(t,−∞) and Uˆ†(t,−∞) = Uˆ(−∞, t)
were recast as a single TC-exponential. This new notion of ordering was called contour ordering,
because the first branch (t,−∞) and second branch (−∞, t) were treated in a different way, so
that the time-ordering is effectively performed on a closed time path that starts at t, goes to −∞
and comes back to t. No knowledge of the future evolution is necessary. Moreover, operators
with time arguments on different “branches” of the time path are formally independent, thus
(formally) solving the problem of a lack of information outlined in the previous paragraph.
However, despite its great importance, we shall not present this (operatorial) approach here. The
fundamental reason is that, in the spirit of finding joint theoretic tools for many body and driven
open quantum systems, we want an approach to Keldysh formalism that starts directly from
QME. The historical one still relies on the backward evolution Uˆ(−∞, t), which is meaningless
in a context where the time evolution is described by a semigroup, and it still needs to include
explicitly the degrees of freedom of the bath, which have to be eliminated self-consistently at the
level of Dyson-Schwinger equations and make the study of QME rather cumbersome. Finally,
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a QME-based approach fits better the problem we are studying1 (to find stationary correlation
functions).
3.2 Keldysh action for a quadratic QME
In this section, starting from a quadratic QME (2.2) which is written in the operatorial formal-
ism of second quantization, we derive an equivalent Keldysh functional integral. The derivation
closely resembles Feynman-Vernon path integral for a single particle in contact with an environ-
ment [53], and uses the (over)completeness of the set of Glauber coherent states [54], which are
well known in the context of Quantum Optics and already used to derive functional integrals for
equilibrium partition functions of quantum optical systems (see e.g. [55]).
We shall first explain how the problem raised in the previous section is solved here, introduc-
ing the Trotter decomposition for density matrices in §3.2.1, and the derivation of the Keldysh
functional integral is displayed in §3.2.2. The reader who is not familiar with fermionic coherent
states can find the relevant formulas in Appendix A.
3.2.1 Trotter formula for the time evolution of density matrices
When closed systems are concerned, systems’ states are described by vectors |ψ(t0)〉, and, as-
suming the Hamiltonian to be time-independent, time evolution is described by a family of
unitary operators |ψ(t)〉 = e−i(t−t0)Hˆ |ψ(t0)〉. In this context, the real time path integral can be
constructed by the Trotter decomposition
e−i(t−t0)Hˆ |ψ(t0)〉 = lim
N→+∞
(1ˆ− iδtHˆ)N |ψ(t0)〉 , δt = t− t0
N
, (3.1)
together with the insertion of appropriate completeness relations2 between each factor of the
Trotter decomposition. The procedure is illustrated in Fig. 3.1(a).
If the completeness relation involves fermionic (bosonic) coherent states, one recovers a path
integral for Grassmann (complex) valued fields, which in the many body limit is the functional
integral for the QFT describing the closed system.
When the system is open, its state is generally mixed, i.e. a nontrivial density matrix3; if
it evolves according to a QME, we recall that the time evolution super-operator is ρˆ(t) =
e(t−t0)Lρˆ(t0). Trotter decomposition can still be performed, taking the form
e(t−t0)Lρˆ(t0) = lim
N→+∞
(1 + δtL)N ρˆ(t0), δt = t− t0
N
. (3.2)
1All the approaches are equivalent: Keldysh formalism, no matter how it is formulated, allows to study initial
value problems as well as transport problems as well as stationary problems. Some version of it could “implement”
the solution to some of the problems in an easier way.
2A completeness relation is a decomposition of the identity operator as a sum of projectors labeled by a discrete
or continuous index: 1ˆ =
∑
n |n〉 〈n| or 1ˆ =
∫
dαw(α) |α〉 〈α|. In the latter case w(α) plays the role of a weight
function, necessary if the overlap 〈α|β〉 is not δ(α− β).
3i.e. that is not a projector.
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Figure 3.1: Illustration of the Trotter decomposition for the time evolution of (a) a state in
the Hilbert space and (b) a density matrix. Having two nontrivial indices, density matrices
require twice as many fields for the trotter decomposition, giving rise to the contour structure.
The trace operation closes the contour in (c), and initial and final time are sent to ∞. Figure
taken from Ref. [25]
However, each factor of the decomposition is a super-operator that acts on a matrix, hence two
independent completeness relations should be inserted, one for each side of the matrix4. The
situation, depicted in Fig. 3.1(b) for the simple case of a unitary evolution, clearly shows that
there is a doubling of the number of fields: each degrees of freedom has now two corresponding
fields. The rule of thumb is:
Field operators appearing on the right side of the density matrix will become “−”
fields, whereas field operators on the left side will become “+” fields.
This is the functional analogue to the “doubling” of the time interval of the operatorial formalism
and it is characteristic of the Keldysh formalism.
Moreover, since there are two independent fields at each time t, the number of independent
correlation functions (potentially) increases, giving room for the solution of the physical issue
presented in the previous section.
Remark. Both equations (3.2) and (3.1) above involve time-independent generators of dynamics;
in the time-dependent case the integrated time evolution (super-)operators do not have the
simple form written above, but their Trotter decomposition does not change. The reason can be
understood in simple terms considering a discrete, integrated form of the equation of motion,
i.e. ρˆn+1 − ρˆn = δtLn(ρˆn) + O(δ2t ), and recasting it in an iterative form, i.e. ρˆn+1 = (1ˆ +
δtLn +O(δ2t ))ρˆn. Since the Trotter decomposition does not change, we shall consider the time-
independent case henceforth for simplicity.
At this point, it is customary to define the so-called Keldysh partition function [25, 52], in
analogy with equilibrium statistical mechanics, as
Z = Tr[ρˆ(t)] = Tr[ lim
N→+∞
(1 + δtL)N ρˆ(t0)] = 1. (3.3)
The trivial normalization condition comes from the total probability conservation. This section
will provide a functional integral expression for this partition function, whereas section 3.6 below
4A N xN matrix is obviously a vector of N xN components in a matrix space, but this identification does not
allow for transparent physical interpretations.
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will explain how to get relevant information from it by adding external sources and taking
functional derivatives with respect to them.
The trace operation contracts the indices of the time evolution super-operator, as in Fig. 3.1(c),
giving rise to the closed time path contour in this case as well. Bosonic (fermionic) fields at time
t will obey (anti)-periodic boundary conditions.
We must mention here that, in the following, we restrict ourselves to stationary properties of
the system, as already depicted in Fig. 3.1(c) by the choices t0 → −∞ and t ≡ tf → +∞. We
are assuming that: a stationary state exists (e.g. no dynamical limit cycles) and its properties
are not affected by the initial state (so that t0 → −∞ wipes away all transient effects); time
translation invariance on the steady state is then recovered by the two limits together.
Nevertheless, the approach here presented does solve the problems explained in the previous
section: it does not depend on the future evolution, it does not require a backward evolution
(and the (−∞, t) part of the contour emerges instead naturally as a consequence of the trace
procedure), it allows for the formulation of a functional integral and thus it makes QFT tools
available for driven open quantum systems. Time-dependent problems can also be studied, e.g.
by recasting Dyson-Schwinger equations as time evolution equations.
3.2.2 Explicit derivation of the Keldysh functional integral
This paragraph contains the technical derivation of a Keldysh action for a time independent
QME. The reader unfamiliar with Grassmann coherent will find relevant formulas in Appendix
A. Moreover, in the following, we suppress lattice or momentum indices, as if the system were
a single mode. This is done just for convenience of notation and does not change the derivation
substantially.
The starting point is eq. (3.2), which we write recursively as ρˆn+1 = (1 + δtL)ρˆn; the goal is
to recast this formula into a recursive equation for the matrix elements of the density matrix
between two fermionic coherent states. To this end, we insert the completeness relation eq. (A.3)
at both sides of the density matrix in the right hand side, and we compute the matrix element
of the result. We get:
ρˆn →
∫
dψ¯+,ndψ+,n dψ¯−,ndψ−,n e−ψ+,nψ+,n− ψ¯−,nψ−,n |ψ+,n〉 〈ψ+,n| ρˆn |−ψ−,n〉 〈−ψ−,n| ,
〈ψ+,n+1| ρˆn+1 |−ψ−,n+1〉 =
∫
dψ¯+,ndψ+,n dψ¯−,ndψ−,n e−ψ¯+,nψ+,n− ψ¯−,nψ−,n
〈ψ+,n| ρˆn |−ψ−,n〉 〈ψ+,n+1|
[
(1 + δtL) |ψ+,n〉 〈−ψ−,n|
] |−ψ−,n+1〉 . (3.4)
Before continuing the (now) straightforward calculation, the following remark is necessary.
Remark. An arbitrary minus sign has been included in all the completeness relations involving
fields ψ−, ψ¯−. While this does not change neither the functional measure nor the prefactor, it
is useful for keeping track of probability conservation for fermionic theories, i.e. of the traceless
condition for the Liouvillian. Indeed, the decomposition of the trace in terms of Grassmann
operators involves 〈ψ| ρˆ |−ψ〉 (cf. eq. (A.4)), and checking that the trace of the density matrix is
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preserved step by step is made simpler choosing to add the minus sign and nonetheless defining
the matrix element of the Liouvillian as L[ψ¯+, ψ+, ψ¯−, ψ−]5.
The matrix elements read, respectively,
〈ψ+,n+1|
[
1(|ψ+,n〉 〈−ψ−,n|)
] |−ψ−,n+1〉 = 〈ψ+,n+1|ψ+,n〉 〈−ψ−,n| − ψ−,n+1〉 =
= e+ψ¯+,n+1ψ+,n + ψ¯−,nψ−,n+1 ; (3.5)
〈ψ+,n+1|
[L(|ψ+,n〉 〈−ψ−,n|)] |−ψ−,n+1〉 =
= − i
(
〈ψ+,n+1| Hˆ |ψ+,n〉 〈−ψ−,n| − ψ−,n+1〉 − 〈ψ+,n+1|ψ+,n〉 〈−ψ−,n| Hˆ |−ψ−,n+1〉
)
+
∑
j
[
〈ψ+,n+1| Lˆj |ψ+,n〉 〈−ψ−,n| Lˆ†j |−ψ−,n+1〉
− 1
2
〈ψ+,n+1| Lˆ†jLˆj |ψ+,n〉 〈−ψ−,n| − ψ−,n+1〉
− 1
2
〈ψ+,n+1|ψ+,n〉 〈−ψ−,n| Lˆ†jLˆj |−ψ−,n+1〉
]
≡
≡ e+ψ¯+,n+1ψ+,n + ψ¯−,nψ−,n+1L[ψ¯+,n+1, ψ+,n; ψ¯−,n, ψ−,n+1]. (3.6)
In the derivation, we have used the expression for the overlap of Grassmann coherent states
and we have assumed that all the operators appearing in matrix elements are normal ordered,
allowing us to use eq. (A.5); being the theory quadratic, this requirement does not cause any
problem.
Plugging these expressions into eq. (3.4), one gets
〈ψ+,n+1|ρˆn+1 |−ψ−,n+1〉 =
∫
dψ¯+,ndψ+,n dψ¯−,ndψ−,n e(ψ¯+,n+1−ψ¯+,n)ψ+,n + ψ¯−,n(ψ−,n+1−ψ−,n)·
· (1 + δtL[ψ¯+,n+1, ψ+,n; ψ¯−,n, ψ−,n+1]) 〈ψ+,n| ρˆn |−ψ−,n〉 + O(δ2t ) =
=
∫
dψ¯+,ndψ+,n dψ¯−,ndψ−,n exp
{
iδt
[
− i∂tψ¯+,n+1 ψ+,n − ψ¯−,ni∂tψ−,n
− iL[ψ¯+,n+1, ψ+,n; ψ¯−,n, ψ−,n+1]
]}
〈ψ+,n| ρˆn |−ψ−,n〉 + O(δ2t ) (3.7)
where we have used the notation ∂tψn =
ψn+1−ψn
δt
.
We are now in a position to conclude the argument: we iterate the relation (3.7) in order to
connect t0 and tf ; we take the N → +∞ limit by keeping the suggestive notation for the time
derivative of a Grassmann field, by ignoring O(δ2t ) terms and by neglecting all infinitesimal
time differences between terms in the Liouvillian term in the exponential (since this factor is
multiplied by a power of δt already); we send t0 and tf to −∞ and +∞ respectively, as explained
at the beginning of the section.
The result is the functional integral representation for the Keldysh partition function:
Z = tr[ρˆ(+∞)] =
∫
D[ψ¯+, ψ+, ψ¯−, ψ−] eiS 〈ψ+(−∞)| ρˆ(−∞) |−ψ−(−∞)〉 , i.e.
5The picture would have actually been curious, as this sign would have had some relevance only for Grassmann-
odd (i.e. fermionic) Lindblad operators, distinguishing this particular case from all the others.
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Z =
∫
D[ψ¯+, ψ+, ψ¯−, ψ−] eiS = 1. (3.8)
We have neglected boundary terms, as they do not affect stationary properties by hypothesis.
The functional measure reads
D[ψ¯+, ψ+, ψ¯−, ψ−] = lim
N→+∞
N∏
n=0
dψ¯+,ndψ+,n dψ¯−,ndψ−,n, (3.9)
and the Keldysh action reads
S =
∫ +∞
−∞
dt
[
ψ¯+i∂tψ+ − ψ¯−i∂tψ− − iL[ψ¯+, ψ+, ψ¯−, ψ−]
]
The Liouvillian sector of the action contains the terms of eq. (3.6), with operators replaced by
fields. The minus sign of the − fields in the matrix elements plays no role except where there
is an odd number of fermionic − fields; this happens only in the LˆρˆLˆ† term. This term gets
an additional minus sign, and, being the Lindblad operators linear in fermions, this minus sign
determines an exchange of the two factors in the action, bringing the Keldysh action to the
canonical form
S =
∫ +∞
−∞
dt
[
ψ¯+i∂tψ+ − ψ¯−i∂tψ− − iL[ψ¯±, ψ±]
]
, (3.10a)
L[ψ¯±, ψ±] = −i(H+ −H−) +
∑
j
[
L¯−,jL+,j − 1
2
(L¯+,jL+,j + L¯−,jL−,j)
]
, (3.10b)
where Θ± = Θ[ψ¯±(t), ψ±(t)].
The above action keeps its simple form for quadratic bosonic QME; when interacting QME are
concerned, minimal adjustments have to be done, but the overall structure does not change as
well.
We proceed now with the discussion of the Green’s functions and the time ordering prescription
that emerges from this functional integral.
3.3 Keldysh contour ordering and Green’s functions
In this section, we shall complete the preliminary discussion on the Keldysh field theory by
illustrating the physical meaning of its propagator. The notion of contour ordering will be
recovered in §3.3.1, while the so-called Keldysh (or RAK) basis will be introduced in §3.3.2
allowing for a direct physical interpretation of the Green’s functions.
3.3.1 Keldysh contour ordering
Operatorial counterparts of the expectation values can be found by looking directly at the explicit
construction eq. (3.6); our aim is to identify their correct time ordering inside expectation values
by means of a purely functional argument.
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An expectation value of the form 〈Θ+(t)Θ′+(t′)〉 is generated by the recursive procedure if the
two operators Θˆ and Θˆ′ are on the left side of the density matrix and if t > t′; if the latter is not
true, it becomes true again after a swap of Θ+(t) and Θ
′
+(t
′): the time argument must always
increase from right to left, and when it does not the operators get swapped. It means they are
time ordered according to the ordinary notation:
〈Θ+(t)Θ′+(t′)〉 = 〈T←Θˆ(t)Θˆ′(t′)〉. (3.11)
An important remark must be done here: the physical meaning of the right hand side is far
from being clear, because the product of Heisenberg picture operators does not correspond to
any physical process, as discussed in Appendix B. However, for two-point functions in general
and for stationary ones in particular one can recover an expression where one operator is in
the Schro¨dinger picture and the other in the Heisenberg picture with time t − t′. We refer to
Appendix B for further information. The same problem presents for every expectation value
that follows.
Similar arguments hold for expectation values with other contour indices:
 〈Θ−(t)Θ′−(t′)〉 is generated by two operators Θˆ and Θˆ′ on the right side of the density
matrix with t < t′, otherwise by the exchange of the two: the correlation function is
anti-time ordered according to the ordinary notation:
〈Θ−(t)Θ′−(t′)〉 = 〈T→Θˆ(t)Θˆ′(t′)〉. (3.12)
 〈Θ+(t)Θ′−(t′)〉 can always be generated by operators one on the left and one on the right of
the density matrix, irrespectively of their time argument. However, performing the trace
over the density matrix, using tr[ABC] = ± tr[CAB], one gets
〈Θ+(t)Θ′−(t′)〉 = tr[Θˆ(t) ρˆ Θˆ′(t′)] = ±〈Θˆ′(t′)Θˆ(t)〉, (3.13)
where the sign is − if both operators are fermionic, + otherwise;
 〈Θ−(t)Θ′+(t′)〉 can never be generated and operators need to be exchanged:
〈Θ−(t)Θ′+(t′)〉 = ± tr[Θˆ′(t′) ρˆ Θˆ(t)] = 〈Θˆ(t)Θˆ′(t′)〉. (3.14)
In conclusion, contour indices have been proved to be associated to a notion of time ordering for
the operatorial expectation values. + fields map into operators ordered according to the forward
time direction (later time goes left); − fields into operators ordered according to the backward
time direction (earlier time goes left); reciprocal ordering sets instead + fields always to the left
of − fields, keeping track of the density matrix in the middle. This is a notion of ordering on a
closed time path: a path that starts at time tf , goes back to t0 and then to tf again.
However, we note that, due to the cycling property of the trace, tr[ABC] = ± tr[CAB], this
ordering could be equivalently reversed using t0 as a starting point: it would correspond to the
application of the cycling property in eqns. (3.13) and (3.14). In this case, operators with −
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index go to the left of those with + index, and the density matrix always to the right of all
operators involved. We shall stick to the latter notion of ordering henceforth.
3.3.2 Green’s functions on the Keldysh basis
Up to now we have embarked ourselves principally in the formalism of Keldysh non-equilibrium
field theories. Before using this formalism explicitly in computations, we need to clarify its
physical meaning; we shall do it by studying Green’s functions, both giving their expression in
terms of the coefficients appearing in the action and in terms of operatorial averages, and we
provide a physical interpretation for them as well. As we shall see below, for this programme
to be achieved, we need to perform a rotation from the contour ± basis to a new basis, called
“RAK” basis.
When Green’s functions are concerned, formulas in the previous section usually involve Θ = ψ
and Θ′ = ψ¯. In this subsection we will make this choice as well; for the analogue in Nambu
formalism, see Appendix C. Moreover, in the spirit of studying stationary properties, we shall
assume all Green’s functions time-translation invariant, having thus only one independent time
argument.
Four Green’s functions can be defined starting from the expectation values of the previous
subsection, namely
〈ψ+(t)ψ¯+(0)〉 ≡ i∆←(t), 〈ψ−(t)ψ¯−(0)〉 ≡ i∆→(t),
〈ψ+(t)ψ¯−(0)〉 ≡ i∆<(t), 〈ψ−(t)ψ¯+(0)〉 ≡ i∆>(t).
However, it can be seen by inspection of the corresponding operatorial expectation values that
only two of these functions are independent of the other. For example, the time ordered Green’s
function ∆←(t) is equal to ∆>(t) if t > 0 and to ∆<(t) if t < 0; another similar condition holds
for ∆→(t).
In order to reduce the redundancy and thus help to grab the physics of the Green’s functions, it is
preferable to perform a change of basis and introduce the so called Retarded-Advanced-Keldysh
basis (RAK or Keldysh basis henceforth):(
ψ1
ψ2
)
=
1√
2
(
1 1
1 −1
) (
ψ+
ψ−
)
, same transformation for ψ¯± (3.15)
We comment that this is the customary choice for bosonic fields but not for fermionic ones;
indeed, after Larkin and Ovchinnikov (see e.g. Chap. 9 of Ref. [52]), ψ and ψ¯ are usually
transformed in different ways6. However, this choice makes the transformation highly non-
trivial when Nambu space is introduced, because it distinguishes between ψ and ψ¯; in particular
it does not commute with matrices acting on Nambu space only. Therefore, we shall stick to the
bosonic definition (3.15) throughout the rest of the thesis.
6The role of ψ1 and ψ2 is actually exchanged for ψ¯.
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In the RAK basis and in the frequency7-momentum domain, the Keldysh action reads
S =
∫
Q
(
ψ¯1(Q) ψ¯2(Q)
)( 0 PA(Q)
PR(Q) PK(Q)
)(
ψ1(Q)
ψ2(Q)
)
, (3.16)
where we have set Q ≡ (ω, q) and ∫
Q
≡ ∫
ω
∫
q
and where subtleties related to Nambu space have
been ignored for the moment.
The Green’s functions can be obtained by inverting the matrix kernel appearing in eq. (3.16):〈(
ψ1ψ¯1 ψ1ψ¯2
ψ2ψ¯1 ψ2ψ¯2
)〉
= i
(
∆K ∆R
∆A 0
)
= i
(
−[PR]−1 PK [PA]−1 [PA]−1
[PR]−1 0
)
, (3.17)
where the common argument Q has been suppressed everywhere.
∆R (A) is the Retarded (Advanced) Green’s function, while ∆K is the Keldysh one. The last,
〈ψ2ψ¯2〉, is always zero. We now proceed discussing their physical meaning.
∆R (A): the Retarded (Advanced) Green’s function encodes information about the spectrum of the
theory, hence on the response measurements done on the system8. Among their properties,
i∆R(t, q) = θ(t)〈[aˆq(t), aˆ†q(0)]+〉, i∆A(t, q) = −θ(−t)〈[aˆq(t), aˆ†q(0)]+〉; (3.18a)
∆R(Q) = [PR(Q)]−1 = [∆A(Q)]†, PR(Q) ∼ ω1−H(q) + iD(q). (3.18b)
The first two relations identify a causality structure through the two θ functions, which explains
the names “Retarded” and “Advanced”; moreover, they tell us that the values of the two Green’s
functions at equal times are trivially 1 (−1) or 0 for Retarded (Advanced) functions, depending
on the side on which zero is approached in the limit.
The second two explain how the information about the spectrum is encoded: modes that diag-
onalize the kernel matrix correspond to poles of the Retarded Green’s functions. These poles
have to be in the lower complex ω plane for every value of q, since causality structure mentioned
above must be preserved. This condition is also known as stability. It implies that the matrix
D(q) must be semipositive-definite.
When the system is purely Hamiltonian, poles of ∆R(Q) exactly coincide with energy levels
E(q), and a +iε prescription is necessary to preserve causality.
The matrix D(q) adds a damping imaginary part to these levels, causing the time evolution to
be e−iE(q)t−κ(q)t; the smallest eigenvalue of D(q), minimized over the whole Brillouin Zone, is
called the damping gap κ of the theory. If it is nonzero, single-particle correlation functions
decay uniformly towards their stationary value, at least with rate κ.
7We have used that the system is in the stationary state and is time-translation invariant:
∫
t =
∫+∞
−∞ dt →∫
ω =
∫+∞
−∞
dω
2pi
.
8This is actually best seen with photonic systems, where field operators are directly related to measurable
quantities.
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∆K : the Keldysh Green’s function encodes information about correlation measurements, hence
also on the occupation numbers. Among its properties,
i∆K(t, q) = 〈[aˆq(t), aˆ†q(0)]−〉, i∆K(t = 0, q) = 〈[aˆq(0), aˆ†q(0)]−〉 = 1− 2n(q); (3.19a)
∆K(Q) = −[∆K(Q)]†, ∆K(Q) = −∆R(Q)PK(Q)∆A(Q). (3.19b)
The first two equations well explain the meaning of “correlations”, at least in the static limit: the
theory is fermionic, hence anticommutators at equal times are entirely fixed by statistics and do
not carry physical information; Keldysh Green’s function depends instead on the commutators,
which at equal times are related to the occupation number. It contains thus only nontrivial
information about the state of the system.
〈ψ2ψ¯2〉: this expectation value is always zero; this fact can be traced back to the linear dependence
of the four Green’s functions defined at the beginning of this subsection: in fact, there is a
combination of them which vanishes identically, and Keldysh rotation eq. (3.15) has been chosen
precisely to exploit this identity and make the linear combination coincide with one of the
components of the Green’s function matrix in the new basis. Besides, the vanishing of this
component has an even deeper meaning, which is discussed below eq. (3.21).
As a side comment, we mention that the notion of thermodynamic equilibrium can be here
recovered if Keldysh and Retarded/Advanced Green’s functions obey the Fluctuation-Dissipation
Theorem, which in the simplest case would read i∆K(Q) = 2piδ(ω−E(q))(1− 2fFD(ω/kBT )) =
(i∆R(Q)− i∆A(Q))(1− 2fFD(ω/kBT )), where fFD(x) ≡ 1ex+1 . Generalizations of this relation
allow for a definition of the non-equilibrium distribution function even when the matrix structure
of Green’s functions is non-trivial [51, 52]. In the interacting case, the situation is far from trivial
and we shall not discuss it here; the interested reader can find a complete discussion in Ref. [56].
3.4 Fundamental constraints on a non-equilibrium QFT
In this section we shall discuss what are the signatures in the functional formalism of the CPTP
condition on time evolution super-operators. This programme is not as unfamiliar as it might
seem: unitarity of the time evolution operator for closed quantum systems constrains the action
of a equilibrium QFT to be real. In this section, we are aiming to generalize this kind of condition
to the non-equilibrium case.
Before entering in depth into the discussion, we specify here that the problem is formulated
solely in terms of QME, remarking that this does not exclude a part of all possible cases: in
fact, every open system admits a purification in terms of a fictitious environment, such that the
global system becomes closed and the equation of motion for the global density matrix becomes
a simple Von Neumann equation, a particular case of a QME. The difficulty lies of course in
tracing out the environmental degrees of freedom, which is almost impossible without Born-
Markov-RW approximation; nevertheless, all the general conditions derived for the global action
will be invariant under a partial trace, since they do not mix different fields; therefore these
conditions can be applied also to the cases where usual approximations do not hold.
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Probability Conservation.
As explained in §2.1.3, this condition is the trace preservation property of CPTP maps; in the
functional integral formalism, its first consequence is to fix the normalization of the partition
function:
Z =
∫
D[ψ±, ψ¯±] eiS = 1 (3.20)
where the boundary conditions for the ± fields are anti-periodic on the right and open on the left
boundary of the time axis. Indeed, the left boundary condition is set by the matrix element of the
density matrix between coherent states, but the normalization condition must hold irrespectively
of the density matrix, hence fields on the left boundary can be taken to be independent of each
other.
When dynamics is governed by a QME, this condition is equivalent to the traceless property
of its Liouvillian generator, tr
[L[Θˆ]] = 0 ∀Θˆ, ; it also emerges applying the trace preservation
property at each step of the Trotter decomposition done in §3.2.2. While its consequence on
L[ψ¯±, ψ±] might be found using purely functional arguments (i.e. by direct evaluation), here we
shall instead propose an heuristic justification.
Consider first the action of the trace on the product of an operator and the density matrix:
tr[ρˆΘˆ] = tr[Θˆρˆ]. Clearly, the difference of two such terms vanishes, but they have different
functional representations, respectively Θˆ → Θ+,−. What keeps track of the sum rule is that
the sum of the coefficients of Θ+ and Θ− is 1− 1 = 0. In other terms, if we suppress ± contour
indices the result vanishes.
This is actually the final result; in fact, consider now the product of two operators and the density
matrix, on different sides: tr[ΘˆρˆΘˆ′] = ± tr[Θˆ′Θˆρˆ], where again the sign is − if both operators are
fermionic, + otherwise. Contour indices have been suppressed, and − fields have been moved to
the leftmost position. For fermionic operators, this costs an additional minus sign, but we have
absorbed this minus sign in the definition of the Liouvillian in the functional formalism, moving
already − fields to the leftmost position.
The final rule becomes then:
For fermionic systems, if the Trotter decomposition has been defined as in eq. (3.4)9
and all the − fields have been moved to the leftmost position, then the action must
vanish if ± contour indices are suppressed.
For bosonic systems, there is no minus sign issue; hence, the action must vanish if
± contour indices are suppressed.
In our case, in terms of the action it reads
S[ψ+ = ψ,ψ¯+ = ψ¯−] = 0 ⇔ S[ψ1, ψ2 = 0, ψ¯1, ψ¯2 = 0] = 0 (3.21)
This condition is explicitly satisfied e.g. by actions (3.10) and (3.16), and explains the ubiquitous
presence of the zero entry in the upper-left component of eq. (3.16).
In particular, since 〈ψ2ψ¯2〉 is proportional to this entry, it must vanish as well. This explains
why (2,2) components of Green’s functions always vanish.
9We can use this definition for linear Lindblad operators as well as for quadratic ones: in the latter case the
minus sign plays no role.
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Conjugation Symmetry
Recall from eq. (2.6b) that, in order to preserve the Hermiticity of density matrices, Liouvillians
must obey L(Θˆ) =
[
L(Θˆ†)
]†
∀ Θˆ; this condition is the analogue of Hermiticity for Hamiltonians.
We want now to understand what is the constraint in the field-theoretic formalism; to this end,
let us consider the action of Hermitian conjugation on the Liouvillian applied to a Hermitian
operator and, in the spirit of the Trotter decomposition of §3.2.2, from the action on operators
we derive the action on fermionic (or bosonic) fields.
 (Aˆρˆ)† → ρˆAˆ†, i.e. the two sides of the density matrix are exchanged. This corresponds
to a swap of the two branches of the contour, a transformation + −.
 Moreover, expanding Aˆ in powers of the field operator,
(aˆ†1 · · · aˆ†naˆn+1 · · · aˆn+m)† = aˆ†n+m · · · aˆ†n+1aˆn · · · aˆ1,
we see that normal ordering of Aˆ is preserved, but each field operator is exchanged with
another one and gets conjugated. In the functional formalism, this corresponds to ψ  ψ∗
for bosons and ψ  ψ¯ for fermions, plus an additional minus sign for each couple of
fermionic fields as they need to be swapped. This can be implemented adding a i factor
for each field.
 Since Hermitian conjugation is antilinear and multiplicative (i.e. the Hermitian conjugate
of a product can be written in terms of the Hermitian conjugates of the factors involved),
the transformation must have the same properties.
 The previous rules apply to Lindblad operators linear in fermionic fields as well: in fact,
LˆρLˆ† ∼ L¯−L+ in the functional formalism, and when applied the Hermitian conjugation
interchanges index contours and conjugates fields and coefficients, leading to L+L¯−. In
order to put it in the canonical form, the two Lindblad terms must be swapped, and this
requires an additional minus sign for fermionic field, i.e. a factor i for each of the two
fields.
In conclusion, whatever the field arguments are, the field transformation, called Conjugation
symmetry henceforth, reads
bosons:

Cψ± = ψ
∗
∓
Cψ∗± = ψ∓
C antilinear
C(AB) = C(A)C(B)
fermions:

Cψ± = iψ¯∓
Cψ¯± = iψ∓
C antilinear
C(AB) = C(A)C(B)
(3.22a)
bosons:

Cψ1 = ψ
∗
1
Cψ2 = −ψ∗2
Cψ∗1 = ψ1
Cψ∗2 = −ψ2
· · ·
fermions:

Cψ1 = iψ¯1
Cψ1 = −iψ¯1
Cψ¯1 = iψ1
Cψ¯2 = −iψ2
· · ·
(3.22b)
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where antilinearity and factorization property have been omitted in the second set. The equiv-
alent form of this transformation in Nambu space can be found in Appendix C.
The behaviour of the action under conjugation symmetry can be obtained from the invariance
of the Liouvillian: since (1 + δtL)N ∼ eiS and the transformation is antilinear, the action must
be odd:
C(S[ψ¯±,ψ±]) = S∗[C(ψ¯±), C(ψ±)] =
= S∗[inψ∓, inψ¯∓] = −S[ψ¯±, ψ±], with
n = 0, bosonsn = 1, fermions . (3.23)
It is also easy to prove that this condition implies reality under complex conjugation of the
Hamiltonian term, recovering thus the analogous result of the equilibrium case:
S[ψ¯±, ψ±]
∣∣∣∣∣
Hamilt.
= −
∫
t
(
H[ψ¯+, ψ+]−H[ψ¯−, ψ−]
) →
→ −
∫
t
(
H∗[inψ−, inψ¯−]−H∗[inψ+, inψ¯+]
)
C(S) = −S ⇒ H∗[inψ, inψ¯] ≡ (H[ψ¯, ψ])∗ = H[ψ¯, ψ].
However, the true relevance of this symmetry lies in the two following facts:
 It preserves the functional measure, hence it is not anomalous, thus possessed by the
effective action.
 If we add a vector structure to fermionic fields (i.e. ψ → ψα/β) and denote their Keldysh
indices by σ/η, and we apply conjugation symmetry to the quadratic term of a Keldysh
action in the RAK basis, we get∫
Q
Kσα,ηβ(Q) ψ¯σα(Q)ψηβ(Q)→
∫
Q
K∗σα,ηβ(Q) (−1)σ+ηψ¯ηβ(Q)ψσα(Q)
from which, requiring C(S) = −S,
K∗ηβ,σα(Q) = −(−1)σ+ηKσα,ηβ(Q) (3.24)
hence
K∗2β,1α(Q) = +K1α,2β(Q) ⇒ [PR(Q)]† = PA(Q)K∗2β,2α(Q) = −K2α,2β(Q) ⇒ [PK(Q)]† = −PK(Q) (3.25)
This is precisely the structural form for every inverse Keldysh propagator.
In conclusion, this symmetry and probability conservation offer a purely functional argument
for the rigid structure of the Keldysh propagator matrix, without any need to switch to the
operatorial formalism10, and they generalize the structure to all the vertices and at all orders in
10For this reason they strenghten the link between the two formalisms: for the correspondence operatorial ↔
functional to be consistent, we need to be sure that the 2-point functions computed in the functional formalism
from the action, i.e. from the explicit form of the Liouvillian, do possess the structural properties they have by
definition in the operatorial formalism.
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t t
G(t− t) = G(0) =?
Figure 3.2: Typical example of an ill-defined tadpole diagram.
perturbation theory.
Being fundamental properties of Keldysh field theories, every approximation scheme must pre-
serve them in order to be physically meaningful.
3.5 Keldysh action for an interacting QME
The derivation of a functional integral representation for the partition function of interacting
open quantum systems proceeds along the lines of the one presented in §3.2.2, with an important
difference which is the topic of this section.
When interaction terms are present, the perturbation expansion contains the so-called tadpole
diagrams, i.e. diagrams containing contractions of fields belonging to the same vertex:
These diagrams involve propagators evaluated at equal time argument, and are thus ill-defined
in the field theory (where a continuum limit on the time argument has already been performed).
Assigning an ordering prescription to operators of the same vertex is often enough to define the
value of these perturbative corrections: for example, normal ordering for zero temperature QFT
sets them all to zero. However, in the present case, this is not the full story: we have to be
sure that the prescriptions does not spoil the fundamental properties of a Keldysh field theory
explained in the previous section.
This difference can be also interpreted in the following way: in contrast to purely Hamilto-
nian systems, our effective QME description already incorporates physical approximations; field-
theoretic prescriptions must be consistent with these approximations.
The Hamiltonian term has been normal ordered when we plugged eq. (A.5) into eq. (3.6). Tad-
poles it generates do not constitute a problem: as long as the prescription for those generated by
H+ is the same as for H− and the sum of tadpoles for each of the two is real, both probability
conservation and conjugation symmetry are ensured. Indeed, the perturbative correction is real
and it vanishes when we drop contour indices, since H+ and H− have opposite sign.
The situation is more complicated for tadpoles generated by the Lindblad sector, since we adopted
different ordering prescriptions for ±± and −+ terms. If they are regularized in the wrong way,
the exact cancellation between the various terms might not occur when contour indices are sup-
pressed, hence violating probability conservation.
The problem can be solved in two ways: either one can go back to the Keldysh action for the full
Hamiltonian of the system plus environment, and trace over the environment degrees of freedom
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directly in the functional integral picture, or he can go back to the discrete formulation, which
is the only strictly rigorous.
In the former case, the regularization of tadpole diagrams follows from considering the environ-
ment not perfectly Markovian, which adds a small but finite difference in the time arguments of
Lindblad operators and thus to the propagator of the tadpole. This is performed in Appendix
A of [41].
In the latter case, a finite time difference is also found, but comes from the time difference of
different Grassmann coherent states of eqns. (3.5) and (3.6).
We shall stick to the second programme; we recover an infinitesimal time shift prescription
entirely within the QME plus functional integral scheme. This prescription is unique for L¯+L+
and L¯−L−, while it splits symmetrically L¯−L+ in a sum of two terms with the same coefficient,
one with the time shift as the ++ term, the other as the ++ term.
From the above mentioned equations, it follows that:
 Lˆ has to be normal ordered in any case11; tadpoles coming from contractions on the same
Lindblad operator are not a problem, as long as the same prescription is adopted for both
contour indices; the reason is analogous to the one explained for Hamiltonians: when
contour indices are dropped, for each tadpole generated e.g. by the −+ term there are two
equal generated by −− and ++ such that the sum of all the coefficients is zero.
 L¯+L+ (L¯−L−) comes from a decomposition where inserted coherent states have increasing
time arguments from the right to the left (from the left to the right). Therefore, the
regularization is
L¯+(t)L+(t) → L¯+(t)L+(t− δ), L¯−(t)L−(t) → L¯−(t)L−(t+ δ).
The time shift must go to zero in the continuum limit, i.e. δ is infinitesimal.
 There is a certain freedom in the choice for L¯−(t)L+(t), even if we require that the time
shifted combination should only involve L¯− and L+, which must be of course the case. We
fix this arbitrariness using a symmetry argument : we enforce that the regularization
should reduce to L¯−(t)L+(t) when δ is dropped and that the sum of all Lindblad
terms must vanish for every value of δ if contour indices are dropped.
The result is the symmetric combination
L¯−(t)L+(t)→ 1
2
L¯−(t)L+(t+ δ) +
1
2
L¯−(t)L+(t− δ)
This way both probability conservation and conjugation symmetry are explicitly preserved
for every value of δ.
Eventually, the regularized Lindblad sector of every Keldysh action corresponding to a QME
reads
S
∣∣
Lindb.
= −i
∫
t
1
2
{
L¯−(t)L+(t+ δ) + L¯−(t)L+(t− δ)
11It is consistent with the fact that they appear explicitly in the system plus environment Hamiltonian (add
citation).
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− L¯+(t)L+(t− δ) − L¯−(t)L−(t+ δ)
}
(3.26)
where we have dropped every additional index for simplicity.
3.6 Generating functionals in the Keldysh formalism
This section contains a brief review on the generalization of important generating functionals
to the non-equilibrium Keldysh scenario: the generating functional of all correlation functions
Z[J ], of connected correlation functions W [J ] and of one-particle irreducible correlation functions
Γ[Ψ], i.e. the effective action, which will be the central object of study of Chapter 5.
For later convenience, we shall change notation in this section and adopt a more compact one,
collecting fields into Keldysh-Nambu vectors. Relevant definitions are listed in Appendix C and
we do not reproduce them here.
Functional Z[J].
The starting point for the construction of an effective action is to represent all correlation func-
tions of a Keldysh field theory in terms of a generating functional. This can be achieved by
coupling fields to external sources in the action; the partition function evaluated with this source
dependent action is the generating functional. For a Keldysh field theory, sources have to be
independent on the two branches of the contour [52].
The full source term is ∫
t,x
(
j¯+ψ+ + j+ψ¯+ − j¯−ψ− + j−ψ¯−
)
= (3.27a)
=
∫
t,x
(
j¯1ψ2 + j1ψ¯2 + j¯2ψ1 + j1ψ¯2
)
(3.27b)
and, consequently, the generating functional reads
Z [J ] ≡
∫
DΨ eiS+ i(J
T
+Ψ+−JT−Ψ−) =
∫
DΨ eiS+ i(J
T
2 Ψ1+J
T
1 Ψ2) =
=
∫
DΨ eiS+ iJ
T sΨ
(3.28)
with
s = sz on the ± basiss = sx on the RAK basis
A generic n-point function reads
〈Ψ1(x1)Ψ1(x2)Ψ2(x3) · · ·〉 =
~δ
δJ2(x1)
~δ
δJ2(x2)
~δ
δJ1(x3)
· · · Z[J ]
∣∣∣∣
J=0
,
where the field Ψ could be replaced by observables of interest by coupling the source to these
observables in the action.
Remark. The presence of the matrix s is only a formal difference with respect to the usual
equilibrium case, pinpointing the underlying Keldysh matrix structure of the non-equilibrium
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field theory. In fact, from an abstract point of view, all ordinary results from equilibrium QFT
could be recovered in this context with the replacement J → sTJ = sJ .
Functional W[J].
The second step necessary to construct the effective action is to consider the logarithm of the
partition function: it is still the generating functional of connected correlation functions as in
the case of equilibrium QFT.
W [J ] ≡ −i logZ[J ] (3.29)
In fact, this property is ensured by Linked Cluster Theorem, which only depends on combinatorics
of diagrams and not on the rules that generate them, thus not on the form of the source term.
First coefficients of the expansion W = W (0) + W (1) ·J + 1
2
JTW (2)J + . . . are worth discussing
for their physical relevance:
 W (0) = W [0 ] = 0 .
This equation follows from the normalization condition (3.20) enforced by total probability
conservation, which implies Z[0] = 1 ⇔ W [0] = 0. Therefore, the sum of all connected
bubble diagrams vanishes identically.
Moreover, total probability conservation sets an even stronger constraint on the generating
functionals of Keldysh field theories [25, 52]:
Z [J1, J2 = 0] = 1 ⇔ W [J1, J2 = 0] = 0 (3.30)
This is because J+ = J− when J2 = 0; therefore, the source term becomes an ordinary
Hamiltonian term coupling the field to an external classical source, and condition (3.20)
applies.
 W (1) = 0 .
~δ
δJa
W = sab〈Ψb〉J ≡ sabΨ(b)b =
(
sΨ(b)
)
a
(3.31)
defines the background field Ψ(b). When the source is set to zero, the background field
becomes zero too due to conservation of fermionic parity. Hence, W (1) = 0.
 W (2) = s G s.
~δ
δJa
W
~δ
δJb
12
= +
~δ
δJb
~δ
δJa
W = −
~δ
δJa
~δ
δJb
W =
= +i
(
1
Z
~δ
δJa
~δ
δJb
Z − 1
Z2
~δZ
δJa
~δZ
δJb
)
=
= −isaa′
(
〈Ψa′Ψb′〉J −Ψ(b)a′ Ψ(b)b′
)
sb′b (3.32)
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from which, setting the source to zero,
~δ
δJa
W
~δ
δJb
∣∣∣∣∣
J=0
= W
(2)
ab = (sG s)ab (3.33)
Functional Γ[Ψ].
The effective action for a Keldysh field theory can be now defined as the Legendre transform of
W , using background fields instead of source fields as independent variables:
Γ[Ψ(b)] ≡
(
W [J ] − JT sΨ(b)
) ∣∣∣
J=J[Ψ(b)]
(3.34)
This is the obvious generalization of the definition for an ordinary quantum field theory; therefore,
it has a number of similar consequences, some of which are listed below.
Relations for derivatives of the effective action are the same as in the equilibrium case, with the
appropriate insertion of s matrices:
Γ[Ψ(b)]
~δ
δΨ
(b)
a
∣∣∣∣∣
Ψ(b)=Ψ(b)[J]
= −Jb sba = −
(
JT s
)
a
(3.35)
~δΨ
(b)
a
δJb
~δJb
δΨ
(b)
c
= δac ⇒ Γ(2) = s
[
W (2)
]−1
s = G−1 (3.36)
The coefficients of the expansion of Γ in powers of the background field are still the connected
one-particle irreducible parts of correlation functions: the effective action is their generating
functional. In fact, the original result by Jona-Lasinio [57] relies only on successive differentia-
tions of the defining equation (3.34).
This makes such coefficients the building blocks for a non-perturbative study of the properties
of the field theory: the generating functional (3.29) is still the sum of tree diagrams computed
using the effective action instead of the microscopic one [58].
These coefficients are also called proper vertices.
Total probability conservation sets a constraint on Γ as well:
Γ vanishes when the quantum field is set to zero.
W [J1, J2 = 0] = 0 ⇔ Γ[Ψ1,Ψ2 = 0] = 0 (3.37)
Proof. Recall from eq. (3.31) in RAK basis that
~δW
δJ1α(t, x)
= +Ψ
(b)
2α(t, x)
12We recall that, for any function f(x) taking only even or odd values on a Grassmann algebra G, ~∂xf =
−(−1)f f ~∂x, where (−1)f is the parity of the function.
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By performing a single derivative of both sides of eq. (3.30), we see that the left hand side of the
equation above vanishes when J2 is set to zero. Subsequently,
Ψ
(b)
2
∣∣∣
J2=0
= 0 ⇔ J2
∣∣
Ψ
(b)
2 =0
= 0 (3.38)
where the double implication follows from reversibility of the relation between the source and
the background field. Replacing eq. (3.38) in the definition (3.34) of Γ,
Γ[Ψ
(b)
1 ,Ψ
(b)
2 = 0] =
(
W [J1, J2] − JT1 Ψ(b)2 − JT2 Ψ(b)1
)∣∣∣
Ψ
(b)
2 =0,J2=0
= 0
The other implication is trivial, since the Legendre transform is involutive.
Remark. No use has been made of the anticommuting nature of Grassmann fields: this theorem
holds for fermionic Keldysh actions as well as for bosonic ones.
On one hand, this theorem offers a new criterion to check the validity of the normalization
condition (3.20) order by order in perturbation theory; on the other hand, it shows how prop-
erty (3.21), shared by all Keldysh microscopic actions, naturally holds for the effective action as
well, still as a physical consequence of probability conservation.
Chapter 4
Dyson-Schwinger formalism
In this Chapter and the relative Appendix D, Dyson-Schwinger formalism is briefly reviewed
following the line of [59], in order to apply it to non-equilibrium Keldysh field theories in the
Chapter 5.
The topic is introduced in Section 4.1, where the following two formulations are outlined. The
first approach is presented in Section 4.2 and Appendix D, where a Generating Master Equation
for all Dyson-Schwinger equations is built and its form for general fermionic quartic actions is
shown. A diagrammatic approach is presented instead in Section 4.3 and its equivalence with
the former is argued.
4.1 Introduction to Dyson-Schwinger equations
The formalism which allows to convert perturbation theory in an infinite set of coupled integral
equations was derived by Dyson [60] and Schwinger [61] as soon as the ’50s, and it is now a
matter of standard quantum field theory textbooks (e.g. Chap. 10 of [58]). The equations
of the infinite hierarchy (named Dyson-Schwinger or DS equations henceforth) follow either
from the self-similarity of certain perturbative contributions to the correlation function (Dyson
approach) or, in a purely analytical way, from the fact that the functional integral of a total
derivative vanishes (Schwinger approach).
DS equations can be formulated for amplitudes (Dyson) or for proper correlation functions
(Schwinger). For the present purposes, we shall stick to the second interpretation; discussing the
analogue of scattering theory for open Markovian systems goes beyond the scope of this thesis.
The interested reader can look at the seminal paper by Gardiner [62] or at Sec. 5.3 of [63].
Regardless of the formulation one chooses, the aim of such equations is to investigate non-
perturbative properties of the system, reflected indeed by the coefficients of the effective action.
Examples of such properties are the existence and spectra of bound states or non-perturbative
spontaneous symmetry breaking (e.g. U(1) symmetry breaking for BCS superconductivity [64]).
Finally, they found rich applications in the context of time-dependent QFT, as they can be recast
as evolution or transport equations for correlation functions of the system.
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These two last applications are precisely what motivates the use of DS formalism for the scope of
the thesis, since the knowledge of the BCS steady state is the starting point of dissipative mean
field theory of Ref. [36] and evolution equations for correlation functions are the main result of
the mean field theory of Ref. [35].
4.2 Generating Master Equation formulation
In this section, we shall present the analytical formulation of DS equations, obtaining exact and
approximate expressions that will be used in section 5.3.
To this end, consider a field theory formulated in terms of a functional integral for its generating
functional, as in §3.6.
From the definition of the effective action in particular and the analytical property
∫
DΨ
~δ
δΨ
O[Ψ] = 0 (4.1)
the functional derivative of the effective action can be related to that of the classical action 1.
The derivation of such relation is displayed in Appendix D.1 in full detail; the result is known
as Dyson-Schwinger Master Equation [59]:
~δS
δΨa
[
Ψ· + iG· b[Ψ]
~δ
δΨb
]
· 1 =
~δΓ
δΨa
[Ψ] (4.2)
Since eq. (4.2) holds for an arbitrary (non-zero) background field, or equivalently for an arbi-
trary source, the DS equation for the n-th order proper vertex can be derived performing n− 1
derivatives of both sides and setting the background field to zero at the end.
After these steps, the left hand side will contain sums of integrals which admit a clear dia-
grammatic interpretation. Moreover, its form is entirely determined by the structure of the
microscopic action, as it happens for Feynman rules in perturbation theory.
To see how the rather cumbersome task of summing infinite perturbative can be equivalent to
the solution of the (apparently) simple Master Equation above, it is sufficient to observe that, for
every interacting field theory (containing thus at least a vertex with three fields), the functional
derivative of G[Ψ] appears at the left hand side; such derivative is computed in eq. (D.6) and
the result is
~δGbc[Ψ]
δΨa
= +Gbb′ [Ψ]Gc′c[Ψ] Γ
(3)
c′b′a[Ψ] (4.3)
This relation involves also Γ(3): it causes proper vertices of higher and higher order to appear
at the left hand side of eq. (4.2) as successive derivatives are taken, so that the set of equations
never closes. It is clear now how we borrowed the task of calculating an infinite number of
perturbative corrections for that of solving infinitely many coupled equations.
In order to overpass this difficulty, a natural approximation strategy is to truncate the hierarchy
up to some fixed order. The coupled equations become then self-consistent, they can be recast as
1For bosonic field theories, an equation of this kind is often called a quantum equation of motion for the field;
however, no classical interpretation of Grassmann fields is possible in any case, hence we reject this name.
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fixed point equations for proper functions and an iterative numerical approach can be attempted,
assuming the solution is unique. If it is not, additional constraints might be necessary to fix the
uniqueness, as it will be in our case.
Quartic actions.
Choosing the symmetric parametrization for the effective and microscopic actions introduced in
Appendix C, eq. (4.2) can be expanded in terms of microscopic and proper vertices:
~δΓ[Ψ]
δΨb
= (G−10 )ba2Ψa2 +
1
3!
(V0)ba2a3a4Ψa2Ψa3Ψa4 +
i
2!
(V0)ba2a3a4Ψa2Ga3a4 [Ψ]−
− 1
3!
(V0)ba2a3a4Ga2a′2 [Ψ]Ga3a′3 [Ψ]Ga4a′4 [Ψ] Γ
(3)
a′2a
′
3a
′
4
[Ψ]
(4.4)
where the source has not been yet set to zero and G[Ψ] is just the inverse of Γ(2)[Ψ]. This
computation is done in full detail in Appendix D.2.
The truncation scheme we are interested in stops the hierarchy at the equation for Γ(2), with-
out determining the 4-point proper vertex self-consistently. A suitable approximation can be
obtained performing a loop expansion of the 4-point proper vertex, and the lowest orders of this
expansion are V ' 0 or V ' V0.
The former approximation is the same used in [64] to exhibit spontaneous symmetry breaking
in the equilibrium BCS theory and to obtain a finite-temperature gap equation: this analogy
justifies its use in our case.
Obtaining the equation for Γ(2) is now just a matter of straightforward calculation and details
can be omitted; the result is:
G−1bb′ = (G
−1
0 )bb′ +
i
2
(V0)ba2a3b′ Ga2a3 −
− 1
6
(V0)ba2a3a4 Ga2a′2Ga3a′3Ga4a′4 Va′2a′3a′4b′
(4.5)
This equation can be clearly written in term of an irreducible self-energy Σ:
G−1 = G−10 − Σ (4.6)
Remark. Antisymmetry of the tensors appearing in eq. (4.5) can be used to simplify the ex-
pressions for the self-energy: the first self-energy term is symmetric if we exchange indices a2
and a3, since both tensors contracted are antisymmetric: we can drop the factor 1/2 and fix the
relative order of a2 and a3, summing over only half configurations; the second self-energy term
is symmetric if we permute the three couples (a2, a
′
2),(a3, a
′
3) and (a4, a
′
4), since both vertices get
the same sign factor under permutation: we can drop the factor 1/6 and fix the relative order of
the three couples.
Remark. The second contribution to the self-energy is not explicitly antisymmetric, while the
whole derivation done in D.2 relied on such antisymmetry. A direct inspection of the steps of
the calculation shows that eq. (4.5), if coupled to all other DS equations, is expected to have an
antisymmetric solution anyway; therefore, it can be explicitly antisymmetrized without any loss
of generality.
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4.3 Diagrammatic formulation
Scope of the section is to introduce diagrammatic rules for DS equations, which will be used in
section 5.3.
Indeed, it can be shown that either diagrammatics arises naturally from the structure of the
DS Master Equation (§4.3.1) and that DS equations emerge from the self-similarity of sets of
diagrams in ordinary perturbation theory (§4.3.2).
4.3.1 From DSME to diagrammatics
The first question we shall address is to what extent diagrammatics arises from the
Master Equation formulation.
To this end, we list in Fig. 4.1 the Feynman rules we are going to use.
Ψ iG0 iG
iV0
. . . .
. .
1
2
3
n
iΓ(n)
Figure 4.1: Diagrammatic elements for microscopic (G0) and full (G) fermionic propagators,
microscopic (V0) and proper (Γ
(n)) vertices 2; functional dependence on Ψ is not excluded for
those elements who admit it, unless otherwhise specified.
Indices are assigned to vertices in clockwise order3; furthermore, we choose as a convention that
external indices occupy the leftmost position of microscopic vertices and the rightmost position
on proper vertices. The rationale for such a choice is explained below.
Finally, fermionic loops do not give an additional factor −1: this factor is due to the order of ψ
and ψ¯ in the definition of the ordinary propagator; it does not appear if we choose G instead of
∆ as the propagator in all the diagrams.
2Recall that Γ(4) has been relabeled as V when the source is zero.
3Unfortunately, this causes an ambiguity in the sign of the vertex coefficient: starting the assignment
on two adjacent lines of the vertex, the difference will be in a global shift of the indices, i.e. Γ
(n)
a1...an or
Γ
(n)
ana1...an−1 = Γ
(n)
aP (1)...aP (n) , P being the permutation (1 2 . . . n). For the antisymmetry of the vertex, the
latter equals sign(P) Γ(n)a1...an = (−1)n−1Γ(n)a1...an = −Γ(n)a1...an , as only even n are allowed. This ambiguity forces
us to set an additional convention on external indices.
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Using the above rules, DS Master Equation (4.2) can be written in terms of diagrams4 in complete
analogy to the bosonic case [59]. A diagrammatic picture for the full hierarchy is obtained by
recasting the action of a functional derivative in a diagrammatic form:
δ
δΨc
=
a b a a′ b′ b
c
δ
δΨ
=
. . . .
. .
1
2
3
n . . . .
. .
1
2
3
n
n+ 1
This explains the rule chosen for external indices of DS equations:
 if a vertex is contracted to external fields, a functional derivative acting on it always replaces
the leftmost external field with an amputated leg; moreover, only microscopic vertices can
appear contracted with external fields;
 if a vertex is not contracted with an external field, the functional derivative either does
not act on it or adds its index at the rightmost position; the former happens to micro-
scopic vertices, which do not have a field dependence, whereas the latter happens to proper
vertices;
 if the functional derivative acts on a propagator, it produces a proper vertex with the
external index at its rightmost position, as displayed in Fig. 4.3.1 above.
Every equation of the hierarchy can now be obtained from the simple diagrammatic rules stated
above.
The form of these rules and of the Master Equation causes all DS diagrams to share some
structural properties; here we state the most trivial of them without proof: all propagators
are full; all vertices are proper except one and only one; a contraction of two legs of the same
vertex can happen only for microscopic ones; all diagrams are one-particle irreducible; the highest
number of loops of the diagrams in a DS equation is constant throughout the hierarchy.
The important equation for the 2-point function is displayed in Fig. 4.2 below.
We note that the two approximations proposed in the previous subsection, namely V → 0 and
V → V0, are respectively 1-loop and 2-loops approximations to the DS equation. In particular,
the former ignores any mode mixing, and is thus a Hartree-type approximation.
4.3.2 From diagrammatics to DSE
In the second part of the section, we want to reverse the logic and to address the inverse question
of how DS equations can arise from perturbation theory.
4Numerical prefactors of eq. (4.5) appear to be the symmetry factors of the corresponding diagrams; however,
how to determine the S-factor of a diagram is a discussion far outside the scope of this thesis. For this purpose
the previously introduced functional method will be preferred.
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−= −
b b′ b′bb
( )
b′
−1
b
( )
b′
−1
Figure 4.2: Diagrammatic equation involving the one-particle irreducible two-point function
Γ(2) ∼ G−1.
= +
iG −iΣG
iG0 iG0 iG
Figure 4.3: Diagrammatic equation involving the irreducible self-energy.
A key feature of perturbation theory is the self-similarity of some perturbative corrections, which
allows to perform infinite resummations. Dyson-Schwinger formalism is a way to arrange these
infinite resummations, obtaining integral equations for some quantities.
For example, defining −iΣ as the sum of one-particle irreducible diagrams with two amputated
external legs, the abstract DS eq. (4.6) follows from the famous result represented in Fig. 4.3.
To recover eq. (4.5) completely, including the functional dependence of the self-energy on full
propagators and proper vertices, it is sufficient then to identify some fundamental diagrams in
the infinite set contributing to Σ such that all the others can be obtained dressing the former
with self-energy or irreducible vertex corrections. A possible argument for our case is sketched
below.
Consider a one-particle irreducible diagram with two external (amputated) legs; there are two
possibilities:
(a) The two legs are linked to the same (microscopic) vertex V0, having two additional legs left.
These can either be contracted with a propagator G0 or not; in this case what is between
is by definition a self-energy insertion, and the sum of all of them replaces G0 with a full
propagator G.
The first fundamental diagram is thus a vertex V0 with two legs contracted with a propa-
gator as displayed in Fig. 4.4(a). This is the first term of the self-energy in eq. (4.5).
(b) The two legs are linked to two different vertices V0, each having three additional contracted
legs. None of the legs can be contracted with one belonging to the same vertex, for this
would violate one-particle irreducibility. The three legs can be contracted between the two
vertices in couples, in a two loop structure, or not. In this case, there can be self-energy
insertions in each of the three propagators or vertex corrections that mix the three lines.
The sum of the former replace the three propagators with full ones, while the sum of the
latter replaces one of the two vertices with a proper one. One-particle irreducibility of the
vertex contribution again follows from the same property of the diagram.
Therefore, there is only a second fundamental diagram, having a vertex V0 contracted with
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three propagators to a vertex V as displayed in Fig. 4.4(b). This is the second term of the
self-energy in eq. (4.5).
b b′
(a)
b′b
(b)
Figure 4.4: 1-loop (a) and 2-loops (b) dressed fundamental diagrams for −iΣbb′ .
Chapter 5
Functional approaches to
Dissipative Mean Field Theory
Aim of this Chapter is to cast new light on the mean field approach presented in Section 2.4,
using the field theoretic formalism of Chapter 3. The mean field approach connected a micro-
scopic implementation with the state preparation protocol, and it was therefore the basis of the
prediction of a superfluid steady state. Theoretical tools of many-body physics will be used to
address the nature of superfluidity of this state.
Throughout all the sections, the model under study will be a slight modification of the one
presented in Chapter 2. It will be instead the one originally introduced in Ref.[35], mentioned in
the introduction: apart from the main dissipative channel, which we shall call “critical”, there
is another channel called “auxiliary” that, in the original paper, caused the extension of the
topological phase from a point in parameter space to a broad region.
The reason for this choice is purely formal: it costs no effort to add other channels, because each
one will have its envelope functions uαq , v
α
q (as defined in Section 2.4) and the Lindblad sector
of the action will be the sum over α of the single contributes.
We shall call uCq , v
C
q the critical envelope functions and u
A
q , v
A
q the auxiliary ones. The overlap
between auxiliary functions is negligible by hypothesis, i.e. uAq v
A
q ' 0.
The first part of the many-body analysis consists in the search for a variational principle for an
order parameter, i.e. for an effective potential to minimize in order to prove the spontaneous
symmetry breaking; it is motivated and described in Section 5.2. The unexpected result of this
search is that for certain Cooper channel no order parameter can be consistent with Keldysh
rigid structure, and it leaves the question on the nature of the pairing mechanism on the steady
state essentially open.
Section 5.3 uses instead a Dyson-Schwinger approach to study the mean field theory, in order to
recover its results as a certain approximate solution of DS equations. To this end, section 5.3.1
provides exact or compact expressions for the self-energy at one- and two-loops approximations.
Section 5.3.3 uses the one-loop result to obtain a self-consistent equation for stationary correla-
tions, and, by adding a single hypothesis, this equation reproduces mean field results (especially
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linearized Lindblad operators with coefficients satisfying (2.21)).
Section 5.3.2 and Appendix E contain instead a general study aimed to verify whether approxi-
mate DS solutions obey structure conditions for Keldysh Green’s functions, illustrated in Sections
3.3.2 and 3.4.
We recall that Keldysh-Nambu formalism is used throughout this part on Dyson-Schwinger ap-
proach; a list of definitions and formulas can be found in Appendix C.
5.1 Keldysh action for the quartic model
As mentioned before, we write the Keldysh action corresponding to the general state preparation
protocol of Ref.[35] and not the simpler one object of Chapter 2. Consider then a quartic QME
with Lindblad operators
Lˆαk =
∫
q
uαq v
α
k−q aˆ
†
q−kaˆq.
We assume for simplicity1 the following symmetry conditions:
|uαq |2 = |uα−q|2 |vα−q|2 = |vαq |2 (5.1)
We proceed by writing the action on both ± and RAK basis. Time regularization will be kept
explicit in the ± basis, because this basis makes one-loop contribution easier to evaluate and an
explicit time-regularization is needed to this end, while it will not be kept explicit in the RAK
basis, because it is not needed.
In the ± basis (where t± δ → t± for convenience), using rules cite, the action reads
S =
∫
t, q
[
ψ¯+(t, q) i∂t ψ+(t, q) − ψ¯−(t, q) i∂t ψ−(t, q)
]−
−i
∫
t, {qi}
δ(q1 − q2 + q3 − q4)
∑
α
uα ∗q1 v
α ∗
−q2v
α
−q3u
α
q4 ·
·[ψ¯−(t, q1)ψ−(t, q2) ψ¯+(t−, q3)ψ+(t−, q4) +
+ ψ¯−(t, q1)ψ−(t, q2) ψ¯+(t+, q3)ψ+(t+, q4)−
− ψ¯+(t, q1)ψ+(t, q2) ψ¯+(t−, q3)ψ+(t−, q4)−
− ψ¯−(t, q1)ψ−(t, q2) ψ¯−(t+, q3)ψ−(t+, q4)
]
(5.2)
1We refer to §2.2 for a more detailed discussion of this point.
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In the RAK basis, dropping time and momentum arguments (the former is fixed since the action
is set to be time-local and the latter are as before), it reads
S =
∫
t, q
[
ψ¯2 i∂t ψ1 + ψ¯1 i∂t ψ2
]−
−i
∫
t, {qi}
δ(q1 − q2 + q3 − q4)
∑
α
uα ∗q1 v
α ∗
−q2v
α
−q3u
α
q4 ·
·
{
− ψ¯1 ψ2 ψ¯1 ψ2 − ψ¯2 ψ1 ψ¯1 ψ2 − ψ¯1 ψ2 ψ¯2 ψ1 − ψ¯2 ψ1 ψ¯2 ψ1 +
+
1
2
[
− ψ¯2 ψ1 ψ¯1 ψ1 − ψ¯1 ψ2 ψ¯1 ψ1 + ψ¯1 ψ1 ψ¯2 ψ1 + ψ¯1 ψ1 ψ¯1 ψ2
− ψ¯1 ψ2 ψ¯2 ψ2 − ψ¯2 ψ1 ψ¯2 ψ2 + ψ¯2 ψ2 ψ¯1 ψ2 + ψ¯2 ψ2 ψ¯2 ψ1
]}
(5.3)
5.2 Hubbard-Stratonovich approach
In this section we wish to linearize quartic interactions of the action (5.2) when only the critical
channel is present by introducing bosonic fields linearly coupled to fermionic bilinears like ψψ,
by finding the effective potential for the bosonic fields and by replacing the bosonic fields with
their mean field value, i.e. the value that minimizes the effective potential. The scope of this
programme is to reproduce quadratic mean field QME and at the same time to find the effective
action for the bosonic field; the necessity of this point for the purpose of the thesis is explained
below in this section.
Starting from the exact knowledge of the steady state, mean field theory of §2.4 reproduces
the linear operators that annihilate this pure state; this has a clear analogue in the equilibrium
BCS theory, where the linearization of the quartic Hamiltonian yields Bogoliubov quasi-particle
operators and the ground state as the Bogoliubov vacuum. We could exploit this analogy to
sketch a possible variational approach following the lines of the equilibrium case:
1. a certain field bilinear is replaced with a bosonic order parameter field via a Hubbard-
Stratonovich transformation; such transformation is often called a decoupling, and the
bilinear a channel for the decoupling;
2. the effective potential for this bosonic field is obtained performing the integration over
fermionic degrees of freedom;
3. the variational condition for the order parameter is the mean field equation for this field,
obtained by minimization of the effective potential;
4. neglecting the fluctuations of this field in the interaction sector leads to the dynamical
separation of fermionic and bosonic degrees of freedom; in the fermionic sector, the quartic
interaction is linearized replacing the Hubbard-Stratonovich field with its mean field value.
This programme is necessary when one wants to take into account external gauge fields, like
in our case, since they enter in the mean field equation for the Hubbard-Stratonovich field. A
complete effective action for the gauge field is obtained by integrating over original fermions and
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then over fluctuations of the bosonic fields.
Moreover, microscopic actions involving symmetry breaking terms (like the one generated by
the dissipative Kitaev model) do not have a conserved current to which the gauge field can be
coupled; starting from quartic actions helps also avoiding this issue2.
What we are going to do is the following: first, the form of the Hubbard-Stratonovich field (with-
out contour indices) is argued basing on a comparison with the operatorial approach, and the
problems related to assigning contour indices are discussed; second, we show how the interaction
term must read in order to admit a Hubbard-Stratonovich decoupling, using the fact that the
action of the bosonic fields must be bounded; third, we show that decouplings in the Cooper
channel for ++ and −− interactions are compatible with Conjugation symmetry whereas that
of ± term is not (i.e. it cannot be realized by a complex bosonic field). In the end, there is a
summary of the result and a short discussion.
Choice of an order parameter.
In this part, the channel of interest for Hubbard-Stratonovich is explicitly built.
We start from the usual Bogoliubov-De Gennes mean field approach for Hamiltonian systems:
(quartic) interaction terms are decoupled in a certain channel by replacing the couple of operators
of that channel with a fluctuationless quantity (schematically, aˆaˆ ≈ ∆ and aˆ†aˆ† ≈ ∆∗ for the
Cooper channel) . This corresponds to aˆ† aˆ† aˆ aˆ |BCS〉 ≈ (∆ aˆ† aˆ† + ∆∗aˆ aˆ) |BCS〉.
For quartic QME, linearization is justified only for two terms out of three:
Lˆ†Lˆρˆ ∼ aˆ† aˆ† aˆ aˆ
∑
j
wj |ψj〉 〈ψj | ≈
∑
j
wj(∆ aˆ
† aˆ† + ∆∗aˆ aˆ) |ψj〉 〈ψj |
ρˆLˆ†Lˆ ∼
∑
j
wj |ψj〉 〈ψj | aˆ† aˆ† aˆ aˆ ≈
∑
j
wj |ψj〉 〈ψj | (∆ aˆ† aˆ† + ∆∗aˆ aˆ) (5.4)
LˆρˆLˆ† ∼ aˆ† aˆ
∑
j
wj |ψj〉 〈ψj | aˆ† aˆ ≈ ??
The first two “interaction terms” were actually multiplying a vector, either very close to |BCS〉
or with a very small weight wj by hypothesis, hence the introduction of the order parameter is
allowed, but the third term does not allow for such an introduction. Indeed, we are going to find
that the third term cannot be decoupled.
Nonetheless, operatorial mean field theory tells us that anomalous two-point functions 〈aˆqaˆ−q〉
acquire a non-zero expectation value on the steady-state regardless of their relative position to
the density matrix (as it should be); therefore, all of them should be replaced by bosonic fields
for consistency. We need to know the functional form of these bosonic fields in terms of the
original fermionic ones.
First of all, let us observe that, due to the p-wave symmetry of the BCS state, there is a
dependence on momenta encoded in the envelope functions uq and vq; indeed, also mean field
coefficients of the operatorial mean field theory do include these functions together with the
2One could in principle restore gauge symmetry by choosing appropriate transformation laws for the coefficients
of the action, without knowing their variational origin; however, serious problems would appear when facing the
task of finding the manifold of gapless modes, which emerges instead naturally from the variational approach.
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expectation values3. Therefore, we need to include them in the definition of the bosonic fields
as well. The structure of the order parameter (without contour indices) then reads
∆k ≡
∫
q
v∗−k−qu−q ψ(k + q)ψ(−q) =
∫
q1,q2
δ(k − q1 − q2) v∗−q1uq2 ψ(q1)ψ(q2) (5.5)
Up to now, there are no significant differences with respect to the operatorial mean field theory.
The first arises while adding Keldysh contour indices:
〈aˆqaˆ−q〉 = Tr [aˆqaˆ−qρˆ] = Tr [ρˆ aˆqaˆ−q] = Tr [aˆ−qρˆ aˆq] ⇒ aˆqaˆ−q →

ψ+(q)ψ+(−q)
ψ−(q)ψ−(−q)
ψ−(q)ψ+(−q)
where time regularization is intended in all the bilinears.
From all these possibilities we could build a tensor with a complicated structure in Keldysh
space, possibly rotating to RAK basis where the purely quantum correlator can be put to zero
at the mean field level, as done in Chap. 11 of Ref.[52] for disordered fermionic systems. This
is what makes this problem so subtle: literature offers a variety of examples where the choice to
be done is tricky, and one cannot exclude in principle that it is tricky in this case as well.
Fortunately, envelope functions are one-on-one with fermionic fields, hence all the interaction
vertices on the ± basis have the effective form4 ψ¯1ψ2ψ¯2ψ1; this can be decomposed in a unique
way, up to reordering of the two fields in the bilinear.
Stability of the decoupling channel.
Here we shall explain when a decoupling in a certain channel is possible, and why Lindblad
interactions can never be decoupled in the same channel.
We observe that there must be a certain constraint on its sign if a quartic interaction vertex
can be decoupled in a particular channel. The situation is completely analogous to equilibrium
superconductivity: it is induced only by an attractive force between electrons; in this case the
interaction vertex can be decoupled in the Cooper channel and the occurrence of superconduc-
tivity can be described in terms of a spontaneous symmetry breaking in that channel (see Chap.
6 of [23]).
This argument can be formalized observing that Hubbard-Stratonovich transformation consists
in the following algebraic manipulation:
e±
∫
ψ¯1ψ2ψ¯2ψ1 = e∓
∫
ψ¯1ψ¯2ψ2ψ1 −→
∫
D[∆,∆∗] e∓
∫
ψ¯ψ¯ψψ e
↓
− ∫ (∆−ψ2ψ1)∗(∆−ψ2ψ1)
The constraint lies in the fact that the marked sign is forced to be a minus, in order to make the
Gaussian integral convergent. It is clear that only interaction vertices with a minus sign at the
beginning can be cancelled by this procedure, i.e. decoupled in the Cooper channel.
However, the three interaction vertices of the action (5.2) do not have the same sign, due to
the traceless property of the QME: decoupling will not be allowed for all the three vertices. This
3Indeed, to convince oneself, it is sufficient to look at the decomposition below eq. (2.20): two envelope
functions will form the k-dependent action and two will be integrated with the operatorial expectation values.
4In our case the role of the subscripts 1 and 2 is played e.g. by u and v respectively, as it is clear from
the definition (5.5). The closest analogy is BCS theory; there subscripts are the spin indices; however, being a
density-density interaction, the order is 1 1 2 2 in that case.
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result actually holds irrespectively of the channel chosen.
This shows that the three Lindblad terms, which correspond here to the three interaction vertices,
must have a substantially different role in determining the occurrence of a spontaneous symmetry
breaking.
± channel and violation of Conjugation symmetry.
Here we shall explain why the Lindblad interaction involving ± fields cannot be decoupled in
the Cooper channel in any case.
To see more closely the incompatibility of the Hubbard-Stratonovich approach and the Lindblad
structure, let us further analyze our case: if the previous argument shows that the same decou-
pling channel cannot be used for the three vertices, it cannot be excluded a priori that different
decoupling channels for the three different parts solve the problem. We are including only the
possibility to change the order of fermionic operators in the definition of the bosonic field, not
to choose a different combination of fields.
We adapt the expression (5.5) above to the three vertices choosing contour indices so that the
Hubbard-Stratonovich transformation fulfills the sign constraint.∆+/−(k) ≡
∫
q1,q2
δ(k − q1 − q2) v∗−q1uq2 ψ+/−(q1)ψ+/−(q2)
∆¯+/−(k) ≡
∫
q1,q2
δ(k − q1 − q2)u∗q1v−q2 ψ¯+/−(q1)ψ¯+/−(q2)
(5.6a)
∆±(k) ≡
∫
q1,q2
δ(k − q1 − q2) v∗−q1uq2 ψ−(q1)ψ+(q2)
∆¯±(k) ≡
∫
q1,q2
δ(k − q1 − q2) v−q1u∗q2 ψ¯+(q1)ψ¯−(q2)
(5.6b)
The three vertices of the action (5.2) can all be decoupled using these channels; however, these
decouplings are not completely independent: we must impose conjugation symmetry (3.22) on
the Hubbard-Stratonovich sector of the action as well, since it has to be an exact symmetry of
the theory. Expectation values of the three bosonic fields are then related in the following way:
C(∆+/−(k)) = ∆¯−/+(k) (5.7a)
C(∆±(k)) = −∆¯±(k) (5.7b)
While the first relation can be easily satisfied by a couple of complex scalar fields if we further
impose 〈∆+(k)〉 = 〈∆−(k)〉, there is no way to satisfy the second relation with a complex scalar
field.
This does not imply that the above expectation value has to vanish: it tells us that decoupling
in the Cooper ± channel cannot be formulated in terms of a single complex scalar field, if we
want Keldysh structure to hold as well. This no-go theorem is the main result of this section.
The final result was (only partially) unexpected: unlike BCS theory, where the symmetry break-
ing (or anomalous) correlation function 〈aˆqaˆ−q〉 does play the role of an order parameter and
the product of the two fields ∼ ψψ can be replaced by a bosonic field, there is here a field
bilinear ∼ ψ−ψ+ that cannot be replaced using a Hubbard-Stratonovich transformation, despite
the corresponding correlation function is nonzero at the mean field level.
This means that the stationary phase is not a superfluid phase analogous to equilibrium ones,
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and the mean field theory cannot be recovered from a variational principle. The physical na-
ture of this phase is not yet understood. The DS approach is then used to test the correctness
of the mean field theory, because for equilibrium superconductivity it confirms the mean field
predictions and can thus be used as another mean of comparison.
The physical interpretation we provide for this result is still preliminary and naive, since no
analytical study has been done yet.
Another way of motivating the variational approach was the search for an analogue of the BCS
gap equation (i.e. an equation coming from a variational principle); the BCS gap equation is a
deterministic equation for a single field and we were looking for a deterministic equation for a
vector or, even better, for a matrix. However, the non-equilibrium analogue might be instead a
stochastic equation for a field : indeed, the −+ interaction vertex does admit a decomposition
in the density-density channel, and the bosonic field introduced this way plays the role of a
quantum noise, causing the order parameter to be a stochastic variable.
At late times, the system is close to the steady state which is annihilated by Lˆ, hence by the
bosonic field : we expect then that this property results in a vanishing variance for the quantum
noise at late times. In this case, deterministic behaviour at late times (and only at late times)
can be recovered.
5.3 Dyson-Schwinger approach
This section is devoted to the application of DS formalism to the problem under study; to
this end, we make use of the two truncation schemes introduced in §4.2. The self-energy is
approximated as
Σbb′ ≈ − i
2
(V0)ba2a3b′ Ga2a3 +
1
6
(V0)ba2a3a4 Ga2a′2Ga3a′3Ga4a′4 (V0)a′2a′3a′4b′ (5.8)
where the presence of one term or both depends on the truncation scheme, respectively 1- or
2-loops. Its diagrammatic equivalent is displayed in Fig. 5.1.
+=
b′bb b′
−iΣ
b b′
Figure 5.1: 1-loop and 2-loops truncated contributions to the self-energy.
The expression above is further simplified in §5.3.1, where in particular contraction schemes
contributing to the 1-loop term are shown to be equal to those contributing to the mean field
theory of §2.4.2; they are explicitly evaluated.
The analysis is then divided in two conceptually distinct parts.
1. In §5.3.2 it is checked whether solutions to approximate DS equations possess the relevant
properties for a Keldysh field theory, described in §3.4, and analytical properties discussed
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in §3.3.2; this result is a necessary step to prove self-consistency of truncation schemes.
Both 1 and 2-loops approximations guarantee the validity of probability conservation and
conjugation symmetry, whereas analytical structure needs model-dependent computations
in both cases.
Results of this kind are often obtained in the literature by explicit evaluation of the self-
energy integrals; here we present a slightly different and more abstract approach.
2. In §5.3.3 mean field results are recovered: relaxation equations of correlators [35] are
obtained by DS equations via the so-called Covariance matrix approach5, and the static
properties of the steady state [36] are addressed as stationary solutions to DS equations.
5.3.1 Study of self-energy contributions
In order to simplify the compact sums of eq. (5.8), we shall study the two contributions separately;
the former is explicitly evaluated in ± basis, already providing a connection with results of [35],
while the latter is slightly simplified in the RAK basis and another explicit formula is given,
possibly more useful than eq. (5.8) for future numerical work.
Before doing so, let us give for later convenience a self-consistent argument for the antisymmetry
of the self-energy, based on the diagrammatic representation of Fig. 5.1.
1-loop. Transposition is equivalent to the exchange of the external lines of the microscopic vertex,
thus of its two indices, from which a change of sign follows.
2-loops. Transposition is equivalent to the exchange of the two vertices, thus to a swap of the indices
of all the three Green’s functions; being them antisymmetric by hypothesis, a change of
sign follows as well.
1-loop term.
We want to prove that this term is the antisymmetrization of the inverse propagator one would
get after tracing out momentum modes like in the mean field approach. This key result is the
basis of the analysis of the next two subsections.
The proof is divided in three steps. In the first, the one-loop contribution is related to a certain
average. In the second, this average is formally evaluated for a smart choice of the external
indices. In the third, a relation is indeed found with the action corresponding to mean-field
linearized Lindblad operators.
In the following, we are assuming that the Keldysh sector of all multi-indices refers to components
on ± basis and that time regularization is explicitly taken into account.
1st step. The symmetric expression Σbb′
∣∣
1 loop
= − i2 (V0)ba2a3b′ Ga2a3 is related to the average of a
generic quartic interaction in the presence of a background field, as it is expected from the
perturbative definition of the effective action. We shall show this relation in two different ways.
5 As already mentioned in §4.1, Dyson-Schwinger equations like (4.6) can be recast in a Boltzmann-like form
as evolution equations for correlation functions in initial value problems or transport problems. An explicit
example is displayed in Appendix F, where from DS equations we obtain the equation of motion for the so-called
Covariance matrix, reproducing the result of [47].
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We start shifting the interaction term by a background field and keeping quadratic terms in the
field only. Making use of the antisymmetry of V0 and relabeling dummy indices where necessary,
since there are
(
4
2
)
= 6 ways of choosing two fields out of four, we get:
1
4!
(V0)a1···a4 Ψa1Ψa2Ψa3Ψa4
∣∣∣
Ψ→Ψ+χ
→ 1
4
(V0)a1a2a3a4 χa1Ψa2Ψa3χa4 (5.9)
l ↗
Ua1···a4 Ψa1Ψa2Ψa3Ψa4
∣∣∣
Ψ→Ψ+χ
An analytical way of keeping track of quadratic terms only is to perform two functional derivatives
with respect to χ and then set χ to zero.
Averaging with the weight corresponding to actions (5.2) or (5.3), we get for the right-hand side:
1
4
Va1a2a3a4 χa1 iGa2a3 χa4 =
1
2
χa1
(
−Σa1a4
∣∣
1 loop
)
χa4
hence, from (5.9),
−Σbb′
∣∣∣
1 loop
=
〈
~δ
δχb
(
Ua1···a4 Ψa1Ψa2Ψa3Ψa4
∣∣∣
Ψ→Ψ+χ
) ~δ
δχb′
〉
χ=0
(5.10)
In order to see that the shifting procedure comes from the definition of the effective action as
the generating functional of one-particle irreducible correlation functions, and that the double
functional derivative comes from the relation between the self-energy and Γ(2), we present another
derivation of the same result, from first principles (i.e. without the DS Master Equation):
eiΓ[χ] =
〈
eiS[Ψ+χ]
〉
1PI
=
∫
1PI
DΨ eiS[Ψ+χ]
from which, omitting odd terms and recalling from eq. (3.20) that Γ[0] = 0,
G−1 =
~δ
δχ
Γ[χ]
~δ
δχ
∣∣∣∣
χ=0
= −i
∫
1PI
DΨ
~δ
δχ
eiS[Ψ+χ]
~δ
δχ
∣∣∣∣
χ=0
=
=
∫
1PI
DΨ eiS[Ψ]
(
~δ
δχ
S[Ψ + χ]
~δ
δχ
+ i
~δS[Ψ + χ]
δχ
~δS[Ψ + χ]
δχ
)∣∣∣∣∣
χ=0
(5.11)
From the fact that the (perturbative) functional integral is evaluated summing only over one-
particle irreducible graphs, it easily follows that the first term in the sum generates G−10 and
the 1-loop contribution to −Σ, while the second generates the 2-loops contribution. Indeed, the
part of the first term containing the interaction vertex is:
∫
1PI
DΨ eiS[Ψ]
~δ
δχb
(
Ua1···a4 Ψa1Ψa2Ψa3Ψa4
∣∣∣
Ψ→Ψ+χ
) ~δ
δχb′
∣∣∣∣∣
χ=0
=
=
∫
DΨ eiS[Ψ]
~δ
δχb
(
Ua1···a4 Ψa1Ψa2Ψa3Ψa4
∣∣∣
Ψ→Ψ+χ
) ~δ
δχb′
∣∣∣∣∣
χ=0
=
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=
〈
~δ
δχb
(
Ua1···a4 Ψa1Ψa2Ψa3Ψa4
∣∣∣
Ψ→Ψ+χ
) ~δ
δχb′
〉
χ=0
where in the first step the sum could be extended over all diagrams because on one hand all
connected diagrams arising from this integral are already one-particle irreducible, and on the
other the sum of all disconnected components is 1 in Keldysh formalism, hence there is no
multiplicative nor additive correction.
2nd step. First, we recall the form of the Lindblad sector of a Keldysh action derived from a QME:
S
∣∣
Lindb.
= −i
∫
t
∑
α
{
Lα ∗− (t)L
α
+(t−) + L
α ∗
− (t)L
α
+(t+) − Lα ∗+ (t)Lα+(t−) − Lα ∗− (t)Lα−(t+)
}
It is clear that the first two indices of the tensor U correspond to the first Lindblad operator,
whereas the second two indices to the second one; hence, there is a natural contour-ordering
between the two couples.
This suggests to choose the couple (b, b′) in eq. (5.10) to be contour-ordered, i.e., explicitly,
according to the following rules6:
Table 5.1: Contour-ordering rules
± Time Nambu
(−+)
(−,−) (t, t+)
(+,+) (t, t−)
(±,±) (t, t) (2, 1)
This way, in the first three cases χb belongs to the left Lindblad operator whereas χb′ belongs
to the right one, moving them to the leftmost and rightmost position respectively. The fourth
case is discussed below.
In the first three cases, what is left is a contraction of the fields of two different Lindblad
operators. This contraction sets a constraint on momentum arguments of the two fields (which
are labelled as q2 and q3 below), forcing those of the background fields (q1 and q4) to be equal
or opposite as well:
δ(q1 − q2 ± (q3 − q4)) δ(q2 ± q3) ↔ δ(q1 ± q4) δ(q2 ± q3)
where ± has been inserted to keep track of the possible occurrence of an average of the form
〈ψψ〉 or 〈ψ¯ψ¯〉, hence of the momentum pair (q,−q).
As a last ingredient, we remark that the relative contour-ordering of the first two and second two
indices of U ensures also the contour-ordering of the indices of any propagator generated from the
above contraction scheme. From this it follows that any propagator in the final expression admits
a trivial operatorial analogue via the replacement ψ → aˆ, ψ¯ → aˆ†, dropping time regularization.
The average with respect to Keldysh actions (5.2) and (5.3) corresponds to the expectation value
on the NESS.
Recalling properties (5.1) of the envelope functions u and v, the contour-ordered part of eq. (5.10)
6White spaces mean that the order of those subsectors is not relevant.
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now reads7:
−Σ(c.o.)1 loop(t′, q′; t, q) = − i
(
−δ(t− t′+) 0
δ(t− t′+) + δ(t− t′−) −δ(t− t′−)
)
±
⊗
⊗Mn(q) δ(q′ + q) − i
{±,±; t, t}
(5.12)
Mn(q) =
(∑
α C
α
3 v
α ∗
q u
α
q
∑
α C
α
2 |vαq |2∑
α C
α
1 |uαq |2
∑
α C
α ∗
3 u
α ∗
q v
α
q
)
n
(5.13)
with

Cα1 =
∫
k
|vαk |2 〈aˆ−kaˆ†−k〉 =
∫
k
|vαk |2 〈aˆkaˆ†k〉
Cα2 =
∫
k
|uαk |2 〈aˆ†kaˆk〉
Cα3 = −
∫
k
uαkv
α ∗
k 〈aˆ†kaˆ†−k〉
(5.14)
Being Σ antisymmetric, its full expression is just the difference between eq. (5.12) and its trans-
pose.
3rd step. Above eqns. (5.12) and (5.14) allow a direct comparison with a result of Section IVB of
[35], namely the evolution equation for the reduced density matrix of a momentum mode pair
{p,−p}. We report it below, adapting it to our notation8, and then recast it as a QME for the
full density matrix, assumed to be factorized.
˙ˆρq =
∑
α
{
Cα1
(
2uαq aˆq ρˆ u
α ∗
q aˆ
†
q − [uα ∗q aˆ†q uαq aˆq, ρˆ]+
)
+
+Cα2
(
2 vαq aˆ
†
−q ρˆ v
α ∗
q aˆ−q − [vα ∗q aˆ−q vαq aˆ†−q, ρˆ]+
)
+
+
(
Cα3
(
2 vαq aˆ
†
−q ρˆ u
α ∗
q aˆ
†
q − [uα ∗q aˆ†q vαq aˆ†−q, ρˆ]+
)
+ h.c.
)
+
+ {q → −q}
}
(5.15)
Taking the tensor product with ρˆk 6=q and then summing over half values of q, an equation for
ρˆ is recovered. It can be derived from the following QME, where {q → −q} terms have been
dropped to restore the sum over all values of q:
˙ˆρ =
∫
q
∑
α
2∑
j=1
{
2 lˆ α,jq ρˆ (lˆ
α,j
q )
† − [(lˆ α,jq )† lˆ α,jq , ρˆ]+
}
with Lindblad operators

lˆ α,1q =
Cα3√
Cα2
uαq aˆq +
√
Cα2 v
α
q aˆ
†
−q
lˆ α,2q =
√
Cα1 − |C
α
3 |2
Cα2
uαq aˆq
(5.16)
Explicit evaluation shows that the Lindblad sector of the action corresponding to the QME (5.16)
is indeed equal to−χ(−q)TΣ(c.o.)1 loop(q)χ(q), with the exception of the
{±,±; t, t} term. Apart from
these terms, the self-energy is then the Lindblad part of the inverse propagator of the linearized
QME.
This result was not unexpected as well: a shift of the field by a background quantity is equivalent
to a shift of field operators by the same background quantity, and the averaging procedure
7Both derivatives are with respect to Nambu-Keldysh spinor χ(q).
8The differences with [35] are: vp  v−p, Cα1  Cα2 and Cα3  Cα ∗3 .
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“selects” momentum arguments {±q,±q} for the background fields. Moreover, being in the
thermodynamic limit, the integral over all modes is indistinguishable from the integral over all
modes but the one selected. In conclusion, the shifting plus averaging procedure appears to be
equivalent to the mean field approach of §2.4.2, and the result is in fact almost the same.
Nevertheless, a crucial difference with [36] and [35] lies in the above mentioned
{±,±; t, t} term:
the mean field approach produces this term as well, as we have already shown in §2.4, and
neglecting it is therefore arbitrary. No arguments for such a choice have been mentioned so far
in the literature.
In this situation the two fields χ are instead chosen from the same Lindblad operator, leading
to a contraction of the operators of the remaining one. Such a contraction always leads to a
renormalization of the Hamiltonian part of the action:
2〈L∗−〉L+ + 2〈L+〉L∗− − 〈L∗+〉L+ − 〈L+〉L∗+ − 〈L∗−〉L− − 〈L−〉L∗− ≡
≡C4(L+ − L−)− C∗4 (L∗+ − L∗−) =
= − i(−2ReC4ImL+ − 2ImC4ReL+︸ ︷︷ ︸
H+
) + i(+ → −) (5.17)
which in our case reads
Hˆ =
∫
q
∑
α
(iCα4 v
α
−qu
α
q + h.c.) aˆ
†
qaˆq
with Cα4 =
∫
k
uα ∗k v
α ∗
−k 〈aˆ†kaˆk〉 (5.18)
or, in matrix form like eq. (5.12),
{±,±; t, t} → i(−1 0
0 1
)
±
δ(t− t′)⊗
(
0 0∑
α(iC
α
4 v
α
−qu
α
q + c.c.) 0
)
n
δ(q′ + q) (5.19)
This correction is not arbitrarily weak in principle, as we supposed for genuine Hamiltonian
dynamics in the dissipative state preparation protocol, because its strength is governed by the
expectation value of the engineered Lindblad operators over the steady state.
However, Lindblad operators can be transformed without changing the QME; in particular, the
freedom of choice expressed by eq. (2.3b) might suggest to fix the expectation value of L to zero
and cancel this contribution. This would not be the only effect: in fact, eq. (2.3b) also prescribes
to shift the Hamiltonian, generating a Hamiltonian term equal to the one we are setting to zero:
Lˆ → Lˆ− 〈Lˆ〉1ˆ,
Hˆ → Hˆ + 1
2i
(〈Lˆ†〉Lˆ− 〈Lˆ〉Lˆ†).
The new Hamiltonian term is exactly equal to the renormalization written above, up to a factor
1
2 which depends on the normalization of Lindblad operators.
The subsequent conclusion is that the Hamiltonian term cannot be gauged away in general and
must be taken into account. The relevant case where this can be avoided is when the stationary
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state is a dark state; in fact, in this case the expectation value of Lˆ vanishes: 〈Lˆ〉 = 〈ψ| Lˆ |ψ〉 =
〈ψ| (Lˆ |ψ〉) = 0.
2-loops term.
We want to simplify the 2-loops expression providing a formula from which future numerical
studies can start. To this end, let us insert the permutation expansion for V0 into the expression:
−Σbb′
∣∣∣∣
2 loops
= −1
6
(V0)ba2a3a4 Ga2a′2Ga3a′3Ga4a′4 (V0)a′2a′3a′4b′ =
= − 1
6
∑
{ai,a′i}
∑
P,P ′∈S4
(−1)P+P ′Ua
P (1)
a
P (2)
a
P (3)
a
P (4)
Ua′
P (1)
a′
P (2)
a′
P (3)
a′
P (4)
·
· δa1bδa′1b′ Ga2a′2Ga3a′3Ga4a′4 =
= − 1
6
∑
{ai,a′i}
{
Ua1···a4Ua′1···a′4
∑
P,P ′∈S4
(−1)P+P ′δa
P (1)
bδa′
P ′(1)b
′ ·
·Ga
P (2)
a′
P ′(2)
Ga
P (3)
a′
P ′(3)
Ga
P (4)
a′
P ′(4)
}
(5.20)
This expression is useful because the sum over 44 · 44 discrete indices configurations for the
two symmetrized vertices has been transformed into a double sum over all distinct microscopic
vertices (3 on the ± basis, 12 reducible to 7 on the RAK basis).
As a side remark, from eq. (5.20) the meaning of the symmetrization procedure used throughout
the thesis becomes clear: indices of vertices are fixed, whereas permutations go through all
possible ways of choosing a couple of indices for the propagators from those of vertices. This can
be rephrased saying that symmetrization is a compact but redundant algebraic way of keeping
track of all possible contraction schemes in perturbation theory.
Eq. (5.20) can be further simplified using the first remark appearing below eq. (4.6): a convention
for the order of the three propagators can be chosen, reducing the number of terms in the sum
to one-sixth.
A way to impose this constraint on the expression above is e.g. to make the left permutation
as trivial as possible. To this end, call j ≡ P (1) and consider S ≡ (1 j) ◦ P . By definition,
this permutation acts on {2, 3, 4} only, and the sum over all left permutations can be obviously
written as a double sum:
P = (1 j) ◦ S ⇒
∑
P∈S4
=
∑
{P˜=(1 j)}
∑
S∈S3
(5.21)
Shifting the sum on permutations P ′ the same way, i.e. setting P ′ → P ′ ◦ S, we see that the
dependence on S of the argument of the sum disappears:
(−1)P˜+S+P ′+S −→ (−1)P˜+P ′
because sign(S)2 = 1;
δa
P˜◦S(1)b
δa′
P ′◦S(1)b
′ −→ δa
P˜ (1)
b δa′
P ′(1)b
′
because S fixes 1;
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Ga
P˜◦S(2)a
′
P ′◦S(2)
Ga
P˜◦S(3)a
′
P ′◦S(3)
Ga
P˜◦S(4)a
′
P ′◦S(4)
−→ Ga
P˜ (2)
a′
P ′(2)
Ga
P˜ (3)
a′
P ′(3)
Ga
P˜ (4)
a′
P ′(4)
because S fixes the set {2, 3, 4}.
The sum over all possible S in an S3 subgroup yields the factor 6; finally, eq. (5.20) becomes:
−Σbb′
∣∣∣∣
2 loops
=
∑
{ai,a′i}
{
Ua1···a4Ua′1···a′4
∑
P={(1 j)}
∑
P ′∈S4
(−1)P ′δa
P (1)
bδa′
P ′(1)b
′ ·
·Ga
P (2)
a′
P ′(2)
Ga
P (3)
a′
P ′(3)
Ga
P (4)
a′
P ′(4)
}
(5.22)
We conclude by giving a heuristic argument for the choice of the basis: even though the theory has
three independent vertices in the ± basis and seven in the RAK one, no significant simplification
can be done at the level of the Green’s functions in ± basis, because properties G22 = 0 and
GR(t − t′)GA(t − t′) = 0 are hidden. Hence, the best choice is a RAK basis with time plus
momentum arguments.
5.3.2 Keldysh structure of DS solutions
We turn now to the study of some general properties of solutions to approximate DS equations.
More precisely, the question we address is to what extent truncations of the infinite hierarchy
generated by eq. (4.2) admit solutions satisfying fundamental requirements for a non-equilibrium
field theory, that are those already discussed in §3.4 and those on the analytic domain of response
functions. Just like the rest of the section, we focus on 1-loop and 2-loops approximations, but
we also specify which result can be easily generalized and which needs instead more (or better)
arguments.
Our argument is self-consistent: analytic and structural properties are assumed to hold for the
exact 2-point functions as they should, the approximate self-energy is formally evaluated and
it is checked whether it preserves all the properties. The relevance of this result lies in the
most common strategy used to solve self-consistent equations like eq. (4.5), that is a truncation
scheme plus an iterative solution: the unknown matrix G is parametrized by some functions,
an initial value is given, and at each step of the iteration self-energy corrections are evaluated
and determine the next value of the propagator until the fixed point (if unique) is reached; our
argument proves that a Keldysh ansatz can be chosen for the self-energy at every step of the
iterative solution without falling into any contradiction.
Conjugation symmetry.
Recalling that the action of the symmetry operator on fields is C(Ψa) = CabΨb, with C = C
T ,
and that C(S) = −S (exact) and C(Γ) = −Γ (by hypothesis), we can find constraints on V0, G
and Σ:
 Σ ∼ G−1 = Γ(2), and from ΨTΓ(2)Ψ = −C(ΨTΓ(2)Ψ) = −ΨT C(Γ(2))∗C Ψ it follows that
Σ∗ = −C−1 ΣC−1;
 G = (Γ(2))−1, hence G∗ = −C GC;
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 V0 is contracted with 4 fields Ψ, and for an argument analogous to the first, its complex
conjugate has to compensate the transformation law of Ψ on each index with a C−1 matrix:
(V0)
∗
abcd = −C−1aa′C−1bb′ C−1cc′C−1dd′ (V0)a′b′c′d′ .
Applying these transformation laws to the right-hand side of eq. (5.8), we get, for the 1-loop
term,(
− i
2
(V0)ba2a3b′ Ga2a3
)∗
= +
i
2
C−1bc C
−1
c′b′C
−1
a′2a2
C−1a′3a3 (V0)ca′2a′3c′ Ca2a
′′
2
Ca3a′′3 Ga′′2 a′′3 =
= −C−1bc
(
− i
2
(V0)ba′2a′3b′ Ga′2a′3
)
C−1c′b′ , (5.23)
hence both sides transform as they should; an analogous argument holds for the 2-loops one.
From the 2-loops case, in particular, we see that the result holds as well if we restore V instead of
V0 in the expression, because they satisfy the same symmetry constraint, the former due to a self-
consistent hypothesis and the latter due to a physical requirement. This is a clue that physical
approximation schemes must replace proper vertices and full propagators with fixed functions
having the same symmetry constraints.
This result is proved at all orders of the DS hierarchy in Appendix E; the reason behind the
relative ease of the task is that we are addressing the extension of the symmetry from the
microscopic to the effective action, which is expected to hold because the symmetry is not
anomalous.
Traceless and Normalization condition.
Being equations for the derivative of the effective action, DS equations do not give any mean to
test the validity of the normalization condition (3.20), i.e. Γ[0, 0] = 0 has to be checked by other
means, for example by direct evaluation in perturbation theory. The best result that could be
obtained from DSE is:
~δ
δΨ1
Γ[Ψ1, 0] = 0.
which implies Γ[Ψ1, 0] = Γ[0, 0]. However, addressing the validity of the general theorem is
meaningless in the spirit of the adoption of a truncation scheme.
Nevertheless, traceless condition can be proved for the equation for the 2-point function alone,
showing then that the purely classical sector of the full propagator vanishes. To this end, we
analyze as always the two self-energy terms separately:
1-loop. Eqns. (5.16) and (5.18) show that this term can be derived from a Liouvillian, hence the
validity of the traceless condition trivially follows.
2-loops. The argument is illustrated by Fig. 5.2: all diagrams contributing to the 1 − 1 sector are
built by successive steps, imposing first that the first vertex has at least one quantum index
(because S[Ψ1, 0] = 0 is exact), then that the first propagator is G21 (because G22 = 0
by hypothesis), then the same as before for the second vertex, finally the same as before
for the second propagator. In the end, we have the product an advanced and a retarded
propagator, which vanishes.
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Figure 5.2: Argument for the validity of the traceless condition in the 2-loops case: all
diagrams contributing to the purely classical component identically vanish. Possible diagrams
are built step by step in the figure imposing successive constraints, as explained in the main
text.
The above proof for the 2-loops case crucially relies on the fact that the two propagators in the
end have the same time argument t − t′. This is due to the time locality of the microscopic
action S and its vertex V0, and it is not obvious if we restore the proper vertex V that might be
not time local. In conclusion, for this property a case by case analysis is needed, and we do not
have a general symmetry argument as in the previous case.
Analyticity and causality.
We want to prove that Fourier transforms of retarded and advanced propagators have the correct
analytic domain; by Titchmarsh Theorem, this property is equivalent to causality: if GR(ω) is
square integrable, it is holomorphic in the upper complex plane if and only if it is causal, i.e.
GR(t) ∝ θ(t).
1-loop. The condition trivially follows from the fact that G−10 −Σ1 loop is the exact propagator of
an action derived from a Liouvillian, as stated before, hence the global contribution has
the correct analytic properties.
2-loops. The argument is illustrated by Fig. 5.3: diagrams contributing to the 1−2 sector are again
built step by step, and it is immediately seen that the time dependence of Σ12 ∼ G−112 is
proportional to that of G21. This is actually sufficient to conclude: Σ12(ω) is holomorphic
the lower-half of the complex plane, and it is the matrix inverse of the advanced component,
so it is the correct analytic domain.
The above argument is only partially rigorous: it is the sum of all terms that has to be inverted
in order to obtain the full propagator G, and, despite each term is holomorphic in the correct
region, there is no guarantee for the absence of unphysical zeros that lead to unphysical poles
in the dissipative spectrum. Stability (i.e. the absence of such poles) is however a dynamical
feature of the system and there is no a priori argument to prove it, neither general theorems for
it, except for the case of quadratic Liouvillians [47].
The fermionic nature of the system suggests that instabilities can show up only when four
or higher point functions are concerned, highlighting the presence of bound states of paired
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Figure 5.3: Argument for the protection of the causal structure by the 2-loops term: all
diagrams contributing to the advanced sector of the inverse propagator have the same time
dependence (and thus analytical features) as the advanced propagator.
fermions9, because single fermions cannot condensate due to (aˆ†i )
2 = 0, i.e. Pauli exclusion
principle.
5.3.3 Mean field results from 1-loop truncation
The explicit evaluation of the 1-loop self-energy done in §5.3.1 already recovers a part of mean
field results of Ref. [35]: the same linearized Master Equation is indeed obtained.
Therefore, we shall now focus on 1-loop approximation, in order to reproduce in the functional
formalism what can be obtained in the operatorial formalism: mean field relaxation equations
for equal time correlation functions (eq. (15) of Ref. [35]) and then self-consistent equations for
stationary correlation functions (recovering results of both Refs. [35] and [36]).
The only necessary step to attain these objectives is to recast DS equations as evolution (or
relaxation) equations. This is most easily performed in the RAK-Majorana basis. We start then
introducing this change of basis.
Change to RAK-Majorana basis.
In the functional formalism, Majorana spinors read:
cσ(Q) ≡
(
c1σ(Q)
c2σ(Q)
)
≡ 1√
2
(
1 1
−i i
)
n
Ψσ(Q) ⇔ Ψσ(Q) = 1√
2
(
1 i
1 −i
)
m
cσ(Q) (5.24)
To avoid confusion, matrices acting on Majorana spinors will be denoted by the subscript “m”
instead of n henceforth.
The inverse propagator, quadratic kernel of the Keldysh action, can be computed by adding
to G−10 = δ(q + q
′) · δ(t − t′)i∂t · sxk ⊗ τxn the difference between eqns. (5.13) and (5.19) and
their transpose. Rotating then to RAK-Majorana basis and neglecting time-regularization for
simplicity, it takes the remarkable form:
G−1 = δ(q′ + q) δ(t′ − t)
(
0 i∂t 1m − Z(q)− iX(q)
i∂t 1m − Z(q) + iX(q) Y (q)
)
k
(5.25)
9Our analysis is limited to DS equations for the 2-point functions; in order to see nontrivial effects, DS
formalism has to be extended to 4-point functions at least, obtaining Bethe-Salpether equations. This goes
beyond the scope of the thesis.
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where matrices X,Y, Z in Majorana space are:
X(q) =
∑
α
(
Cα1 |uαq |2 + Cα2 |vαq |2
) · 1m − Im[∑
α
Cα3
(
vα ∗q u
α
q + v
α ∗
−qu
α
−q
) ] · τxm +
+ Re
[∑
α
Cα3
(
vα ∗q u
α
q + v
α ∗
−qu
α
−q
) ] · τzm (5.26)
Y (q) = − 2i Im
[∑
α
Cα3
(
vα ∗q u
α
q − vα ∗−quα−q
) ] · τxm − 2i∑
α
(
Cα1 |uαq |2 − Cα2 |vαq |2
) · τym +
+ 2iRe
[∑
α
Cα3
(
vα ∗q u
α
q − vα ∗−quα−q
) ] · τzm (5.27)
Z(q) = Re
[∑
α
iCα4
(
vα−qu
α
q − vαq uα−q
) ] · 1m − Re[∑
α
iCα4
(
vα−qu
α
q + v
α
q u
α
−q
) ] · τym (5.28)
Remark. In our case, where critical and auxiliary envelope functions uαq and v
α
q have a definite
parity, it can be shown that CC3 can be different from zero while C
A
3 must vanish:
uCq v
C
q odd ⇒
CC3 = −
∫
q
uCq (v
C
q )
∗ 〈aˆ†qaˆ†−q〉 =
∫
q
odd · odd 6= 0
uCq (v
C
q )
∗ + uC−q(v
C
−q)
∗ = 0
(5.29a)
uAq v
A
q even ⇒ CA3 = −
∫
q
uAq (v
A
q )
∗ 〈aˆ†qaˆ†−q〉 =
∫
q
even · odd = 0 (5.29b)
From this it follows that X(q) ∝ 1m.
Remark. In our case, where envelope functions uA and vA have an exponentially small overlap,
the Hamiltonian renormalization (5.18) is exponentially small as well: in fact, no contribution
comes from uC and vC for a parity argument similar to the above one, while the auxiliary term
contributes with a bounded operator times an exponentially small quantity.
Every Keldysh action corresponding to a quadratic QME has obviously a kernel of the form (5.25),
even if the system is not translation-invariant. Antisymmetry and conjugation symmetry are in-
deed reflected in the following properties of the above matrices:X(−q)T = X(q)X(q)† = X(q) ,
Y (−q)T = −Y (q)Y (q)† = −Y (q) ,
Z(−q)T = −Z(q)Z(q)† = Z(q) (5.30)
Moreover, positive definiteness of X(q) and thus of its eigenvalues reflect constraints on the
analytic domain of response functions, which are indeed the inverse of the off-diagonal sector.
This stability issue is further discussed in [47].
Relations above are slightly modified if the system is not translation-invariant: the dependence
on q disappears because it is not a good quantum number anymore, and all matrices might gain
an additional non-trivial tensor structure, e.g. on real space.
Time-dependent equations.
The great simplification comes expressing equal-time correlators of fermionic modes in terms
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of the so-called Covariance matrix; the latter can now be introduced10 in terms of genuine
correlators of Majorana modes at equal times, i.e. correlators from which it is subtracted the
trivial contribution coming from the Clifford algebra relations equal-time Majorana operators
satisfy:
Γαβ(t, q) ≡ i〈[cˆα,q(t), cˆβ,−q(t)]〉 = − lim
ε→0
GKm, αβ(t+ ε, t; q) (5.31)
It is precisely its equation of motion that can be easily derived from the DS equation for GK
and admits a simple expression in terms of matrices X,Y, Z:
Γ˙(t, q) = −i
[
Z(q),Γ(t, q)
]
−
−
[
X(q),Γ(t, q)
]
+
+ Y (q) (5.32)
The derivation is displayed in Appendix F in full detail.
The usefulness of this approach becomes clear when the effect of quadratic perturbations has to
be taken into account. In fact, terms appearing in eq. (5.32) are also terms of the general RAK-
Majorana action (5.25), and have thus definite symmetry properties fixed by Keldysh structure.
Therefore, without doing the full derivation from scratch as it would have been necessary in the
mean field approach of Ref. [35], new terms can be added to X,Y, Z matrices basing only on a
symmetry principle: among all possible terms that can be built starting from perturbations to
the action, admissible ones are those whose symmetries are compatible with that of X,Y, Z.
In order to solve the equation, we choose the following parametrization:
Γ = iv01m + i~v · ~τm, X = w0X1m + ~wX · ~τm, Y = 2i ~wY · ~τm, Z = ~wZ · ~τm (5.33)
After straightforward algebra involving traces of Pauli matrices, eq. (5.32) can be recast as the
following set of equations:v˙0 = −2w0Xv0 − 2~wX · ~v~˙v = 2(~wZ ∧ ~v) − 2w0X~v − 2~wXv0 + 2~wY (5.34)
We can then express operatorial averages of interest in terms of vi, so that equations above can
be discussed from a more physical point of view:
〈aˆ†qaˆq〉 =
1
2
− 1
2
〈[aˆq, aˆ†q]−〉 =
1
2
− 1
4
〈[cˆ1,q + icˆ2,q, cˆ1,−q − icˆ2,−q]−〉 =
=
1
2
+
i
4
Tr
[
Γ · (1m − τym)
]
=
1
2
(1− v0 + vy)
and analogously
〈aˆqaˆ−q〉 =
1
2
(ivx + vz)
〈aˆ†−qaˆ†q〉 =
1
2
(−ivx + vz)
10There is a minor difference of a factor 1/2 with respect to the ordinary definition due to the different
normalization of Majorana modes.
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The equation for the average number of fermions for each momentum mode reads then:
∂t〈aˆ†qaˆq〉 = − 2w0X〈aˆ†qaˆq〉 + 2(wzX − iwxX)〈aˆqaˆ−q〉 + 2(wzX + iwxX)〈aˆ†−qaˆ†q〉+
+ w0X + w
y
Y (5.35)
This equation indeed reproduces the analogous (15) of Ref. [35], once all coefficients are substi-
tuted11.
The first observation is that Hamiltonian contribution to the quadratic QME does not enter in
this equation: from its form (5.18) it follows that it commutes with every operator aˆ†qaˆq, hence
it does not affect the time evolution of its expectation value.
The second observation is that, for the argument of the first remark below eq. (5.25), the two
coefficients coupling 〈aˆ†qaˆq〉 to 〈aˆqaˆ−q〉 and its conjugate vanish. This can now be understood
in more physical terms as a consequence of parity preservation: if u−qv−q = ±uqvq for each
Lindblad channel and the steady state is unique, then parity is conserved and gauge-invariant
quantities like 〈aˆ†qaˆq〉 are parity-even; however, couplings mentioned above are parity-odd terms,
as it can be seen by inspection, and thus have to vanish on the steady state.
To conclude, we observe here that the self-consistent problem for stationary values needs an
additional condition to fix the uniqueness of the steady state: as in the operatorial case, one has
to fix the average filling n¯ =
∫
q
〈aˆ†qaˆq〉 =
∫
q
〈nˆq〉 .
The equation for the symmetry-breaking correlator reads:
∂t〈aˆqaˆ−q〉 = − 2w0X〈aˆqaˆ−q〉 + 2(iwxX + wzX)(〈aˆ†qaˆq〉 − 〈aˆ†−qaˆ−q〉) +
+ 2iwyZ〈aˆqaˆ−q〉+
+ iwxY + w
z
Y (5.36)
First, this equation is not equal to its analogous (15) of Ref. [35], as a new term appears, coupling
〈aˆqaˆ−q〉 to the parity-odd combination 〈nˆq − nˆ−q〉. However, its coefficient is the same as the
parity-odd one above, hence this term vanishes identically in the simplified case considered in
the paper.
Second, the Hamiltonian contribution acts here as a momentum-dependent dephasing term: it
has indeed the form of a harmonic oscillator for original fermions, causing the time evolution of
aˆ and products of aˆ to be oscillatory, with a non-trivial frequency-momentum relation. More-
over, it competes with the Lindblad sector: it is diagonal for original fermionic modes, while
linearized Lindblad operators are diagonal for Bogoliubov dissipative modes. The net effect is
a reduction of the square modulus of the correlator (of all symmetry-breaking terms, actually)
due to interference effects plus a momentum-dependent phase-shift.
This is expected to hold for every quadratic Hamiltonian perturbation that gives momentum
modes a non-flat dispersion relation, because the Z term we considered is already the most
general one compatible with symmetries and generated by a Hamiltonian linear in momentum
occupation numbers.
However, as already pointed out, in this case the strength of such a term can be estimated with
the overlap between the envelope functions uA and vA, which is exponentially small.
11There is a minor difference of a factor 2 between the two due to the different normalization chosen for Lindblad
operators; it is a moltiplicative prefactor in dissipative spectrum and does not modify stationary values.
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Stationary state equations.
Equations for stationary correlators can be obtained by setting to zero their time derivative, i.e.
the left hand side of the above equations:
〈aˆ†qaˆq〉 =
w0X + w
y
Y
2w0X
=
∑
α C
α
2 |vαq |2∑
α(C
α
1 |uαq |2 + Cα2 |vαq |2)
(5.37)
〈aˆqaˆ−q〉 = iw
x
Y + w
z
Y
2w0X − 2iwyZ
=
1
2
∑
α C
α ∗
3
(
uα ∗q v
α
q − uα ∗−qvα−q
)∑
α(C
α
1 |uαq |2 + Cα2 |vαq |2) +
∑
α Re[iC
α
4 (v
α−quαq + vαq uα−q)]
(5.38)
The most relevant feature of the above equations is the appearance in eq. (5.37) of mean field
coefficients Cα1 and C
α
2 only; since their expressions (5.14) depend in turn only on the density,
the self-consistent problem for them is closed, and they enter parametrically in all the remaining
equations. The same happens for Cα4 This will turn out to be a crucial issue below, ignored in
[35].
More concretely, after substituting eq. (5.37) into (5.14), one gets:
Cβ1 =
∫
q
∑
α |uαq vβq |2 · Cα1∑
α(C
α
1 |uαq |2 + Cα2 |vαq |2)
Cβ2 =
∫
q
∑
α |uβq vαq |2 · Cα2∑
α(C
α
1 |uαq |2 + Cα2 |vαq |2)
which are homogeneous equations. The first set of equations is always the transpose of the
second set, hence the two are not independent, and one equation will always be trivial: this is
the analytical reason why an additional, inhomogeneous condition (i.e. the one on the average
filling) has to be specified.
The second observation we make is that eq. (5.38) confirms our expectation on the effect of the
Hamiltonian term: it is a parametric imaginary contribution to the denominator, hence it can
only increase the denominator’s modulus and change its phase.
We now focus on the simpler case of Ref. [36], showing how the result with known steady state
can be recovered from this one.
Self-consistent equations for mean field coefficients are greatly simplified since they involve few
parameters: there are no auxiliary Lindblad channels, CC4 vanishes due to a parity argument,
hence unknown coefficients are only C1,2,3. Equations for the first two read:
C1,2 =
∫
q
|uqvq|2
C1|uq|2 + C2|vq|2 C1,2, n¯ =
∫
q
C2|vq|2
C1|uq|2 + C2|vq|2 (5.39)
Introducing mean field coefficients C1 ≡ κ, C2 ≡ κr2, we get:
κ =
∫
q
|uqvq|2
|uq|2 + r2|vq|2 , n¯ =
∫
q
r2|vq|2
|uq|2 + r2|vq|2 (5.40)
These coincide with equations (2.21).
The situation slightly changes when C3 is concerned: C3 is determined by 〈aˆ†qaˆ†−q〉, which is in
turn determined only by C3 itself, because all other parameters appearing in the equation for
it are already uniquely determined. In the end, C3 obeys an homogeneous equation, then it is
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not fixed by any other parameter nor equation. We can address the question whether it can be
nonzero, i.e. whether the spontaneous symmetry breaking is actually possible:
C3 =
∫
q
|uqvq|2
κ|uq|2 + κr2|vq|2 C3 ⇒
∫
q
|uqvq|2
κ|uq|2 + κr2|vq|2 = 1 (5.41)
Apparently, this equation takes the form of a gap equation, analogously to BCS theory at
equilibrium; however, due to the above mentioned issue, all parameters appearing in this equation
are already fixed, hence this is just a consistency condition.
In our case, the consistency condition can be satisfied, and we interpret it as possibility to
achieve a superfluid phase in an experimental regime: C3 6= 0 is an admissible region of the
phase diagram.
This coefficient gets fixed if we add an additional hypothesis: we further require the steady state
to be pure. It can be proved that this is equivalent to the requirement that (iΓ(q))2 = 1, or,
equivalently, that eigenvalues of iΓ(q) are ±1; therefore, purity of the steady state appears to be
undetermined in the functional formalism, at least at the one loop level. The condition on purity
implies
|~wY | = w0X ⇔ C3 =
√
C1C2 = κr, up to a phase e
iθ (5.42)
This last equation coincides with the mean field results and makes also the linearized QME (5.16)
coincide with that of section 2.4.
As a side comment, we mention that Ref.[36] shows that relevant non-equilibrium topological
invariant of the target dark state do not change if we continuously transform the spectrum of the
Covariance matrix (the so-called purity spectrum), without crossing zero eigenvalues12: we can
thus “flatten” the spectrum of iΓ(q) and bring eigenvalues to ±1 without changing topological
properties. Another way of interpreting the result about C3 could then be that a steady state
can be reached which belongs to the same topological class of the pure BCS state from which
the mean field theory starts.
12This is actually a minimal request for a topological feature; they find it to hold also in the non-equilibrium
scenario. The role of the zero eigenvalues of the Covariance matrix is here remarkable, as crossing them may
actually induce a topological phase transition, but we are not going to discuss this fact in the present work.
Chapter 6
Summary and Conclusions
In this section we shall summarize the main concepts and results of the thesis and to discuss the
implications of the most relevant of them.
6.1 Summary
The work has been motivated by advances in the research on phases of quantum matter, and in
particular by the investigation on possible realizations of topological phases in non-equilibrium
systems. In particular, it has focused on several proposals concerning driven-dissipative systems
governed by an engineered Lindbladian; the original intent was to improve the understanding of
the topological features predicted for these systems by the explicit construction of a topological
field theory describing them in the low-energy limit. The class of systems considered has been
that of dissipation-induced topological superfluids of fermions.
In Chapter 2 we introduced the simplest example, the dissipative counterpart of the Kitaev chain,
a 1D p-wave paired state. This model is by itself non-interacting, i.e. the Liouvillian generator
of dynamics is quadratic. It is fundamental to find a quartic Liouvillian that corresponds to the
quadratic one is some sense: on one hand, physical implementations are proposed in Refs. [37, 42]
and explained in §2.5 exclusively for quartic Liouvillians; on the other hand, in order to build
the topological field theory we need to take into account eventual low-energy fluctuations of the
order parameter.
The mean field theory explained in the chapter is an attempt to solve the problem, hence the
subsequent chapters tried to recover its results using a field-theoretic approach; in particular,
a Hubbard-Stratonovich decoupling approach is well-suited to solve the starting problem of the
thesis.
Chapter 3 has been the first step towards the field-theoretic analysis of the problem: there
we built from first principles a functional integral description equivalent to QME using Keldysh
formalism. Its power lies in the access it gives to all QFT tools, including Hubbard-Stratonovich.
For the importance it has, we have tried to keep the discussion in the chapter as self-contained
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as possible, i.e. to argument the results only within the QME description and within functional
integral formalism. This attempt has to be considered as a part of a general trend of unification
of many-body and quantum optics theoretical tools [65]: the same Schwinger-Keldysh contour is
related to an already known path integral reformulation of QME using Glauber coherent states
[54].
In this spirit, relevant contributions have been the derivation of the functional integral description
for quadratic fermionic QME, which had never been done before, and the identification of a
symmetry condition that fixes Keldysh propagator to a certain canonical form.
Chapter 5 was the core of the thesis as it contained all the relevant many-body analysis of the
problem.
First, in §5.2 the Hubbard-Stratonovich transformation was attempted, adopting as a criterion
that all symmetry breaking two-point functions irrespective of contour indices should correspond
to a decoupling channel, i.e. a bosonic field should replace them in the functional integral. This
is required by the condition that, if the expectation value of the operators does not vanish, it
is nonzero whatever the relative position to the density matrix is, i.e. whatever the contour
indices are. The result was (not completely) expected: one decoupling channel is forbidden by
conjugation symmetry. This traces back to the fact that the three parts of the Lindbladian have
different signs: if one can be decoupled, the other two cannot and viceversa.
This result forced us to rethink the goal of the thesis, which then became the search for other
kinds of tests for the validity of the mean field theory.
Dyson-Schwinger equations were a good ground: on one hand they reproduce mean field results
for equilibrium superconductivity; on the other dissipative mean field results are written in terms
of equations for the inverse propagators. In Chapter 4 we adapted the formalism to our scenario
and we used it in §5.3, obtaining several interesting results. First, direct evaluation of 1-loop
integrals has shown that a Hamiltonian term coming from the mean field approach has always
been ignored in the literature, and we have heuristically discussed its effects. Second, equations
proposed in the literature were actually more complicated than necessary, because parity sets
some coefficient to zero. Third, both time-dependent and stationary mean field theory are
reproduced within 1-loop approximation to DS equations, if we further require that the steady
state is pure. If we do not, one of the coefficients that has to be determined self-consistently
remains undetermined.
6.2 Interpretation and Outlook
Non-Equilibrium Topological Steady States:
Driven-dissipative open quantum systems have already proven to be a good ground to study
non-equilibrium topological effects (e.g. [36]), and, despite the original goal of the thesis has not
been achieved yet, this fact does not rule them out from the set of promising systems for this
kind of study.
Nevertheless, there are other promising systems, where dissipation occurs as a perturbation
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[66, 67]; a possible change of direction could be towards this kind of systems where an equi-
librium limit is under control, aiming to recover information about topological properties when
dissipation is strong using field theoretic tools (e.g. resummation schemes, dualities, etc.).
Competition between Hamiltonian and linearized Lindblad operators:
We have shown that the Hamiltonian renormalization is exponentially small for our system.
However, for a true translation-invariant Hamiltonian term, we have given an argument to es-
timate its effect: it is diagonal in the basis of ordinary fermions, whereas linearized Lindblad
operators are the Bogoliubov operators that annihilate the steady state. Therefore, there is a
competition between the two terms: the Hamiltonian causes dephasing, lowering the modulus
of the order parameter and introducing a momentum-dependent phase; the stationary state will
generally be mixed because the two sectors of the Liouvillian do not have common eigenspaces;
increasing the relative strength of the Hamiltonian with respect to dissipation, there might be
a topological phase transition by loss of topology (discussed e.g. in Ref. [37]), where the state
is topological when Lindblad operators prevail, it becomes completely mixed at the transition
point and then it is not topological anymore.
Mean field and superfluidity:
The Hubbard-Stratonovich approach to the linearization of the quartic Liouvillian revealed that
the decoupling on the Cooper ± channel conflicts with conjugation symmetry. One might con-
clude that there is no symmetry breaking at all, because the expectation value of eq. (5.6b)
yields 〈∆±(k)〉∗ = −〈∆±(k)∗〉 ⇒ 〈∆±(k)〉 = 0 and probability conservation fixes the other two
to zero as well. However, the DS analysis actually recovers all the mean field results, including
the possibility of a symmetry breaking, so we find ourselves in the following situation:
Two different techniques, both confirming mean field results at equilibrium, are in conflict in the
non-equilibrium case.
Therefore, at least for what concerns us, understanding the nature of this (paired?) state is still
an open question. Additional tests can be done e.g. using Bethe-Salpeter equations, but the
analytical effort required increases considerably.
An interesting idea that, in our opinion, deserves further investigation is the following: another
way of motivating the Hubbard-Stratonovich approach is the search for an analogue of the BCS
gap equation; the BCS gap equation is a deterministic equation for a single field and we were
looking for a deterministic equation for a vector- or, even better, for a matrix-valued field.
However, the non-equilibrium analogue might be instead a stochastic equation for the field :
indeed, the −+ interaction vertex does admit a decomposition in the density-density channel,
and the bosonic field introduced this way plays the role of a quantum noise, causing the order
parameter to be a stochastic variable. The deterministic limit is recovered at late times, when
the system is close to the steady state which is annihilated by Lˆ; the bosonic field corresponding
to it will have a vanishing variance and so will have the order parameter.
Appendix A
Formulas on Grassmann algebra
and coeherent states
Here we list without proof some useful properties of Grassmann variables and Grassmann coher-
ent states. For an excellent introduction, see e.g. Sec.4.1 of Ref. [23].
 As specified in the summary about notation, Grassmann variables are indicated with letters
ψ and ψ¯. ψ and ψ¯ are independent of each other
 Grassmann variables form an algebra with complex coefficients; they are defined to
anticommute with each other and with all fermionic operators:
∀ i, j, [ψi, ψj ]+ = [ψi, ψ¯j ]+ = [ψ¯i, ψ¯j ]+ = 0 and
[ψi, aˆj ]+ = [ψi, aˆ
†
j ]+ = [ψ¯i, aˆj ]+ = [ψi, aˆ
†
j ]+ = 0.
Therefore ψ2 = 0 for every Grassmann variable.
If |0〉 is the quantum state with zero fermions and |1〉 is the state with one fermion,
〈0|ψ |0〉 = ψ and 〈1|ψ |1〉 = −ψ.
 A Grassmann integral is a linear operator defined so that
∫
dψ 1 = 0 and
∫
dψ ψ = 1.
The integrated variable must be in the leftmost position in the integrand before applying
the rule, i.e.
∫
dψψ¯ψ = − (∫ dψψ) ψ¯ = −ψ¯.
Multiple Grassmann integrals are performed one by one with the rule above, from the
right to the left as they appear in the expression:∫
dψ1
∫
dψ2 · · · f({ψj}) =
∫
dψ1
(∫
dψ2
(
· · · f({ψj}) · · ·
))
.
Single Grassmann variables anticommute with single Grassmann integrals,
∫
dψψ¯ · · · =
−ψ¯ ∫ dψ · · · .
 A left Grassmann derivative is equal to a Grassmann integral, ~∂ψf({ψj}) =
∫
dψ f({ψj}).
A right Grassmann derivative is defined the same way as the Grassmann integral, but
the variable of the derivative must be in the rightmost position, i.e. (ψ¯ψ) ~∂ψ = +ψ¯.
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 Grassmann coherent states are defined as
|ψ〉 ≡ e−ψaˆ† |0〉 = |0〉 − ψ |1〉 and 〈ψ| ≡ 〈0| e−aˆψ¯ = 〈0| − 〈1| ψ¯, (A.1)
and they satisfy
aˆ |ψ〉 = ψ |ψ〉 = and 〈ψ| aˆ† = 〈ψ| ψ¯. (A.2)
Their overlap is 〈ψ|ψ′〉 = eψ¯ψ′ and the following completeness relation holds:
1ˆ =
∫
dψ¯dψ e−ψ¯ψ |ψ〉 〈ψ| . (A.3)
The trace also admits a Grassmann integral representation:
Tr[Θˆ] =
∫
dψ¯dψ e−ψ¯ψ 〈ψ| Θˆ |−ψ〉 , (A.4)
from which it follows that Tr[|ψ〉 〈ψ′|] = 〈ψ′| − ψ〉.
 The matrix element between Grassmann coherent states of any normal ordered
operator, either fermionic or bosonic, is
〈ψ| Θˆ[aˆ†, aˆ] |ψ′〉 = eψ¯ψ′Θ[ψ¯, ψ′]. (A.5)
Appendix B
Correlation functions for open
quantum systems
In the following Appendix we shall clarify the remark appearing under eq. (3.11), namely that
〈T←Θˆ(t)Θˆ′(t′)〉 cannot be a product of operators in the Heisenberg picture when dissipation or
decoherence are present, i.e. when the Lindbladian is not zero.
Indeed, in the latter case Heisenberg picture can still be defined as tr[Θˆ(t)ρˆ] ≡ tr[Θˆρˆ(t)]∀ρˆ,
but the product of two operators in the Heisenberg picture is not an operator in the Heisenberg
picture anymore. More physically, the product of two operators in the Heisenberg picture is not
an observable and has no concrete physical meaning. Indeed, the definition of the Heisenberg
picture involves a trace over environment degrees of freedom (because ρˆ(t) = trE [Uˆ(t)ρˆUˆ
†(t)] ),
and a trace of this kind means we are averaging over all possible realizations of the environment;
tr[Θˆ(t)Θˆ′(t′)ρˆ] contains then a single trace over the system and the product of two traces over
the environment, hence it does not correspond to any physical measurement.
The meaningful correlation functions can be found e.g. in Ref. [62], and correspond directly and
immediately to the functional ones: supposing t > t′, 〈Θ+(t)Θ′+(t′)〉 is generated when operators
Θˆ and Θˆ′ are inserted respectively at times t and t′ of the Trotter decomposition, from which,
calling S =
∫ tf
t0
L for simplicity,
〈Θ+(t)Θ′+(t′)〉 =
∫
D[ψ¯±, ψ±] ei
∫ tf
t L Θ+(t) ei
∫ t
t′ L Θ′+(t
′) ei
∫ t′
t0
L
=
= tr
[
e(tf−t)L
(
Θˆ e(t−t
′)L
(
Θˆ′ e(t
′−t0)L(ρˆ(t0))
))]
≡ 〈T←Θˆ(t)Θˆ′(t′)〉 for t > t′. (B.1)
The latter formula corresponds to a physical measurement process: the initial state is ρˆ(t0), the
system evolves from t0 to t
′, it is probed with an operator Θˆ′ at time t′, the system evolves
again from t′ to t, the expectation value of another operator Θˆ is measured at t1. An explicit
proof of this statement is again in Ref.[62], where it is shown that in eq. (B.1) all the evolution
super-operators for the open system can be replaced by unitary ones for the closed system, at
the cost of tracing only a single time over the environment.
1In fact, the last time evolution does not change this value, because the super-operator is trace preserving.
However, this is true only for expectation values, which are averages, not for single measurements.
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We note, as a side remark, that the cyclic property of the trace used in eqns. (3.13) and (3.14)
is not valid in general in this case, except for two-point functions:
tr[Θˆ(t) ρˆ Θˆ′(t′)] =
tr
[
Θˆ e(t−t
′)L
(
ρˆ(t′)Θˆ′
)]
= tr
[
Θˆ′ Θˆ(t− t′)ρˆ(t′)
]
for t > t′,
tr
[
e(t
′−t)L
(
Θˆ ρˆ(t)
)
Θˆ′
]
= tr
[
Θˆ′(t′ − t) Θˆ ρˆ(t)
]
for t′ > t,
(B.2)
where Heisenberg picture has been used again.
There are two relevant cases in which eq. (B.2) can be simplified:
 if the evolution is unitary, ρˆ(t) = Uˆ(t)ρˆUˆ†(t), the product of operators in the Heisenberg
picture is meaningful, and, using the cyclic property of the trace, the original time de-
pendence of the Heisenberg operators can be restored in the right hand side as it should
be;
 if we are looking at stationary properties, like in most of the thesis, then ρˆ(t) ≡ ρˆNESS
is time-independent and the correlation function depends only on time differences, as it
should be in a time-translation invariant system.
Appendix C
Notation and formulas for
Keldysh-Nambu space
 For a fixed Keldysh index σ, the Nambu (or particle-hole) spinor Ψσ is
Ψσ(t, x) ≡
(
ψσ(t, x)
ψ¯σ(t, x)
)
,
Ψσ(t, q) ≡
∫
q
e−iqxΨσ(t, x) =
(
ψσ(t, q)
ψ¯σ(t,−q)
)
, Ψ¯σ(t, x) ≡
(
ψ¯σ(t, x)
ψσ(t, x)
)
, etc.
 Nambu spinors are further collected into 4-components Keldysh-Nambu vectors, which
depend on the basis chosen:
Ψ(t, x) ≡
(
Ψ+(t, x)
Ψ−(t, x)
)
=

ψ+(t, x)
ψ¯+(t, x)
ψ−(t, x)
ψ¯−(t, x)
 or Ψ(t, x) ≡
(
Ψ1(t, x)
Ψ2(t, x)
)
=

ψ1(t, x)
ψ¯1(t, x)
ψ2(t, x)
ψ¯2(t, x)

(
Ψ1
Ψ2
)
≡ 1√
2
(
1 1
1 −1
)
k
⊗ 1n
(
Ψ+
Ψ−
)
 Pauli matrices on Keldysh (K) and Nambu (N) space:
si ≡ σˆik ⊗ 1n ⊗ 1t,t′ ⊗ 1x,x′
τ i ≡ 1k ⊗ σˆin ⊗ 1t,t′ ⊗ 1x,x′
With an abuse of notation, these symbols are used also when involved matrices are 2x2.
 Notation on indices:
– latin subscripts a, b are multi-indices for both discrete indices and continuous argu-
ments of the Keldysh-Nambu vectors;
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– greek subscripts σ, η are Keldysh indices;
– greek subscripts α, β are Nambu indices;
– even if not explicit, Keldysh-Nambu structure plus continuous argument is always
intended (e.g. Ψa is a component of the vector with a fixed continuous argument, Ψ
a 4-vector with omitted continuous argument);
– adjacent latin indices are always contracted even if not explicitly written: integration
over continuous arguments and matrix multiplications are intended if no index is
present.
 Keldysh-Nambu propagator:
∆ab ≡ −i〈ΨaΨ¯b〉 ⇒
RAK basis
∆ =
(
∆K ∆R
∆A 0
)
= −i
〈(
Ψ1Ψ¯
T
1 Ψ1Ψ¯
T
2
Ψ2Ψ¯
T
1 0
)〉
,
Gab ≡ −i〈ΨaΨb〉 ⇒
RAK basis
G =
(
GK GR
GA 0
)
= −i
〈(
Ψ1Ψ
T
1 Ψ1Ψ
T
2
Ψ2Ψ
T
1 0
)〉
.
– time-position arguments of the first and second field are {(t, x), (0, 0)} in both ∆ and
G;
– frequency-momentum arguments are {Q,Q} or {Q,−Q} respectively in ∆ or G.
 Redundancy of Keldysh-Nambu formalism:
Ψ¯(t, x) = τxΨ(t, x), Ψ¯(Q) = τxΨ(−Q);
G = ∆τx ⇒ GX = ∆Xτx for X = R,K,A;
[G(Q)]T = −G(−Q), ⇒
[GR(Q)]T = −GA(−Q) and viceversa,[GK(Q)]T = −GK(−Q);
analogously for ∆(Q).
 Conjugation symmetry on Keldysh-Nambu space:
± basis: RAK basis:
C(Ψ(t, x)) = sxΨ¯(t, x) = sz · τxΨ¯(t, x) C(Ψ(t, x)) = szΨ¯(t, x) = sz · τxΨ¯(t, x)
C(Ψ(Q)) = sxΨ¯(Q) = sz · τxΨ¯(−Q) C(Ψ(Q)) = szΨ¯(Q) = sz · τxΨ¯(−Q)
 Fundamental properties of Keldysh Green’s functions:
[
∆R(Q)
]†
= ∆A(Q)
[
∆K(Q)
]†
= −∆K(Q)
or, equivalently,
τx
[
GR(Q)
]†
τx = GA(Q) τx
[
GK(Q)
]†
τx = −GK(Q),
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from which
τx
[
GR/A(Q)
]∗
τx = −GR/A(−Q) τx [GK(Q)]∗ τx = +GK(−Q)
 Symmetric parametrization of the microscopic and effective action:
Microscopic action without symmetrization:
S[ψσ, ψ¯σ] =
∫
Q1,Q2
Kση(Q1, Q2) ψ¯σ(Q1)ψη(Q2) +
+
∫
{Qi}
Uσ1,...,σ4(Q1, . . . , Q4)ψ¯σ1(Q1)ψ¯σ2(Q2)ψσ3(Q3)ψσ4(Q4)
Redefinition of coefficients:
S[Ψ] = Ka1a2 Ψa1Ψa2 + Ua1...a4 Ψa1 . . .Ψa4
Ka1a2 ≡ Kση(−Q1, Q2) δα12δα21 ,
Ua1a2a3a4 ≡ Uσ1,...,σ4(−Q1,−Q2, Q3, Q4) δα12 δα22 δα31 δα41
Microscopic and Effective action with symmetrization, expanded in powers of Ψ:
S[Ψ] =
1
2!
(G−10 )a1a2 Ψa1Ψa2 +
1
4!
(V0)a1a2a3a4 Ψa1Ψa2Ψa3Ψa4
1
Γ[Ψ] =
1
2!
G−1a1a2 Ψa1Ψa2 +
1
4!
Va1a2a3a4 Ψa1Ψa2Ψa3Ψa4 + . . .
Complete antisymmetry implies:
(G−10 )a1a2 = Ka1a2 −Ka2a1 , (V0)a1a2a3a4 =
∑
P∈S4
(−1)P UaP (1)aP (2)aP (3)aP (4)
G−1a1a2 = −G−1a2a1 , Va1a2a3a4 = (−1)P VaP (1)aP (2)aP (3)aP (4) , . . .
1We remark that the factor 1/2 multiplying the quadratic term is not in contrast with the previous form
eq. (3.16), as the sum in this case always contains twice as many terms at least: both the bilinears ψ¯ψ and ψψ¯.
Appendix D
DS Master Equation
As stated in §4.2, Dyson-Schwinger equations can be derived from a simple Master Equation.
Scope of this Appendix is to present one of the possible derivations of the Master Equation,
following [59], obtaining it from a simple property of the functional integral.
D.1 General Derivation
The proof of eq. (4.2) can be divided in three steps:
1. the left hand side is found to be equal to the expectation value of the derivative of the
action in the presence of an external source;
2. this expectation value is found to be equal to the source itself; this is where the simple
property of functional integrals comes in;
3. from eq. (3.35) the Master Equation follows.
The starting point is the following lemma, which allows us to extract the explicit dependence
on the field from the functional integral when evaluating the source-dependent average of an
observable:
Lemma. Let O[Ψ] be any functional of the field Ψ that can be expanded in powers of the field,
let 〈O[Ψ]〉J be its average when the source is present, then
〈O[Ψ]〉J = O
[
sab
1
i
~δ
δJb
+ sab
~δW
δJb
]
· 1 = O
[
Ψa[J ] + sab
1
i
~δ
δJb
]
· 1 (D.1)
Proof. In order to prove this lemma, we need two basic ingredients:
1. The identity
sab
~δ
δJb
eiS+iJ
T sΨ−iW =
(
iΨa − isab
~δW
δJb
)
eiS+iJ
T sΨ−iW (D.2)
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allows us to write Ψa e
iS+iJT sΨ−iW in terms of the quantities appearing in the square
brackets in the left hand side of eq. (D.1).
2. The thesis holds for a generic product of components of Ψ:
2.1. the average can be written making the exponential of eq. (D.2) appear explicitly:
〈·〉J =
1
Z[J ]
∫
DΨ (·) eiS+iJT sΨ =
∫
DΨ (·) eiS+iJT sΨ−iW
2.2. eq. (D.2) allows us to extract a single component Ψa from the functional integral,
replacing it with the right term as it appears in the square brackets;
2.3. this can be performed for each factor in the product keeping the right order and
without changing the global sign, because each replacement can be done moving the
exponential, which is Grassmann-even;
2.4. the only Ψ-depending part left is the exponential; the thesis then follows from the
normalization ∫
DΨ eiS+iJ
T sΨ−iW = 1
Both sides of eq. (D.1) are linear, hence expanding O in products of components of Ψ and using
previous results completes the proof.
It is easy to show that the left hand side of eq. (4.2) and the right hand side of eq. (D.1) become
equal if we choose
O[Ψ] =
~δS
δΨa
[Ψ]
It is sufficient to relate the functional derivative with respect to the source and the one with
respect to the background field:
sab
1
i
~δ
δJb
= −i sab
~δΨa′
δJb
~δ
δΨa′
= −i sab
~δ
δJb
~δW
δJb′
sb′a′
~δ
δΨa′
=
= +i sab
~δ
δJb
W
~δ
δJb′
sb′a′
~δ
δΨa′
= +i sab(sG s)bb′sb′a′
~δ
δΨa′
=
= +iGaa′
~δ
δΨa′
(D.3)
The first step of the proof is then complete.
The second step consists in the observation that the integral of a total derivative vanishes:
0 =
∫
DΨ
~δ
δΨa
eiS+iJ
T sΨ−iW =
∫
DΨ
(
i
~δS
δΨa
− iJb sba
)
eiS+iJ
T sΨ−iW
hence 〈
~δS
δΨa
〉
J
= +Jb sba (D.4)
as previously anticipated.
The third step is a trivial replacement of the source in terms of the effective action, as prescribed
by eq. (3.35), at the left hand side of the previous equation. This completes the proof of eq. (4.2).
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D.2 Explicit form for quartic actions
In order to evaluate the left hand side of the master equation (4.2) explicitly for quartic actions,
we make use of the symmetric parametrization written in the last part of Appendix C. Its
usefulness becomes now clear:
~δS
δΨb
=
1
2
[
(G−10 )b a2 − (G−10 )a2 b
]
Ψa2 +
+
1
4!
[(V0)b a2 a3 a4 − (V0)a2 b a3 a4 + (V0)a2 a3 b a4 − (V0)a2 a3 a4 b ] Ψa2Ψa3Ψa4 =
= (G−10 )b a2Ψa2 +
1
3!
(V0)b a2 a3 a4Ψa2Ψa3Ψa4
~δΓ
δΨb
=
~δS
δΨb
[
Ψ· + iG· a′
~δ
δΨa′
]
· 1 =
= (G−10 )b a2Ψa2 +
1
3!
(V0)b a2 a3 a4
(
Ψa2 + iGa2a′2
~δ
δΨa′2
)(
Ψa3 + iGa3a′3
~δ
δΨa′3
)
Ψa4 =
= (G−10 )b a2Ψa2 +
1
3!
(V0)b a2 a3 a4Ψa2Ψa3Ψa4 +
i
2!
(V0)b a2 a3 a4Ψa2Ga3 a4 −
− 1
3!
(V0)b a2 a3 a4Ga2a′2
~δGa3 a4
δΨa′2
(D.5)
where the derivative appearing in the last term is not zero because the source has not been yet
set to 0.
To proceed further we must relate derivatives of the exact two-point correlation function in a
background field to proper vertices, i.e. we must prove eq. (4.3):
~δ
δΨa
(G−1G) = 0 ⇒
~δG
δΨa
= −G
~δG−1
δΨa
G
G−1bc = Γ
(2)
bc =
~δ
δΨb
Γ
~δ
δΨc
= −
~δ
δΨb
~δ
δΨc
Γ
 ⇒
~δGbc
δΨa
= +Gbb′Gcc′Γ
(3)
ab′c′ (D.6)
Substituting eq. (D.6) into eq. (D.5) we obtain
~δΓ
δΨb
= (G−10 )b a2Ψa2 +
1
3!
(V0)b a2 a3 a4Ψa2Ψa3Ψa4 +
i
2!
(V0)b a2 a3 a4Ψa2Ga3 a4 −
− 1
3!
(V0)b a2 a3 a4Ga2 a′2Ga3 a′3Ga4 a′4Γ
(3)
a′2 a
′
3 a
′
4
This is the starting point to work out DS equations for every proper vertex, by taking derivatives,
each time converting those acting on Green’s Functions using eq. (D.6) and then setting the
source to zero.
Appendix E
Exactness of Conjugation
symmetry
In this Appendix we consider the following problem, raised in Section 5.3.2: do solutions of DS
equations have the Conjugation symmetry, fundamental requirement for a non-equilibrium field
theory? This is just another way of asking whether this symmetry is possessed or not by the
effective action.
Unlike what is done in Section 5.3.2, we shall give here an exact positive answer to this question,
pointing out where approximations can spoil the exact result and thus which are physically
meaningful.
The general theorem is formulated as follows:
DS Master Equation (4.2) is invariant under the action of symmetry (3.22).
Proof. The idea behind the proof is very simple: we apply the transformation C to both sides
of the Master Equation and obtain for T (Γ) the same equation with an additional minus sign.
RHS. Recalling that the action of T on a Keldysh-Nambu vector is C(Ψa) = CabΨb,
~δ Γ[Ψ]
δΨa
=
~δ
δε
Γ[Ψb + εδab] ⇒ C
(
~δ Γ[Ψ]
δΨa
)
=
~δ
δε
Γ∗[C(Ψb) + εδab] =
~δ
δε
Γ∗[Cbc(Ψc + εC−1ca )] =
=
~δ
δε
Γ∗[Cbc(Ψc + εδcdC−1da )] = C
−1
da
~δ C(Γ[Ψ])
δΨd
(E.1)
LHS. Considering an expansion of S in powers of the field Ψ, the LHS can be written as a sum of
products of the argument in the square brackets. The presence of the derivative does not allow
the exchange of these factors.
For the argument of the preceding point, the action of C on the derivative of any functional can
be written as
C
(
~δ ·
δΨa
)
= C−1da
~δ C(·)
δΨd
(E.2)
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from which it follows that
C
((
Ψb + iGbc[Ψ]
~δ ·
δΨc
)
(· · · )
)
= C(Ψb)C(· · · ) − iC(Gbc[Ψ])C
(
~δ
δΨc
(· · · )
)
=
= C(Ψb)C(· · · ) − iC(Gbc[Ψ]) C−1d′c
~δ
δΨd′
C(· · · ) =
=
(
CbdΨd − iC(Gbc[Ψ])C−1d′c
~δ
δΨd′
)
C(· · · ). (E.3)
Therefore we can substitute the action of C directly in the argument in the LHS, together with
a conjugation of the coefficients.
To this end, let us compute the action of C on G[Ψ]:
Gab[Ψ] Γ
(2)
bc [Ψ] = δac ⇒ C(Gab[Ψ])C(Γ(2)bc [Ψ]) = δac
C(Γ
(2)
bc [Ψ]) = −C
(
~δ
δΨb
~δ
δΨc
Γ[Ψ]
)
= −C−1b′bC−1c′c
(
~δ
δΨb′
~δ
δΨc′
C(Γ[Ψ])
)
1
= C−1bb′ C
−1
c′c (C(Γ))
(2)
b′c′ [Ψ]
C(Γ(2)[Ψ]) = C−1 (C(Γ))(2)[Ψ]C−1 ⇔ C(G[Ψ]) = C
[
(C(Γ))(2)[Ψ]
]−1
C (E.4)
Using eqns. (E.3) and (E.4), the LHS becomes:(
~δS
δΨa
)∗ [
C
(
Ψ +
[
(C(iΓ))(2)[Ψ]
]−1 ~δ
δΨ
)]
· 1
Each factor of the expansion in powers of Ψ is contributing with a C matrix, and coefficients
have been conjugated. This has to be compared to what we would obtain if we acted on the
microscopic action S with the symmetry operator C (from which complex conjugation and C
matrices come) and then differentiated it with respect to a component Ψa: the only difference
between the two cases is that in the latter there is an additional C matrix coming from the field
with respect to which we are differentiating. In formulae, this can be summarized as:
C
(
~δS
δΨa
[
Ψb + iGbc[Ψ]
~δ ·
δΨc
]
· 1
)
= C−1da
~δC(S)
δΨd
[
Ψ +
[
(C(iΓ))(2)[Ψ]
]−1 ~δ
δΨ
]
· 1 =
= −C−1da
~δS
δΨd
[
Ψ +
[
(C(iΓ))(2)[Ψ]
]−1 ~δ
δΨ
]
· 1 (E.5)
Comparing eqns. (E.1) and (E.5), we see that the Master Equations for iΓ and C(iΓ) are the
same, i.e. C(Γ) = −Γ at all orders.
The fundamental consequence of this theorem is that the full DS hierarchy is equation by equation
invariant under the action of C, thus if DS solutions are unique, they must transform in the
correct way under the action of C.
What approximation schemes do is replacing exact proper vertices in some equations of the
hierarchy with fixed functions. As we have seen, we know exactly the behaviour of derivatives of
the right hand side under the action of the symmetry operator; the question is then when the
1Here we have used C = CT .
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right hand side possesses the same symmetries.
The necessary and sufficient condition is that there is still a C matrix coming from each factor
of eq. (E.3), as a consequence of the action of C. Looking at eq. (E.4), it means that G[Ψ] must
still have the transformation rule C(G[Ψ]) = −C G[Ψ]C in every equation of the hierarchy.
Its derivatives are related to proper vertices and full propagators, as it can be seen from eq. (4.3);
expanding it into powers of the background field, we see that the property above is fulfilled and
thus Conjugation symmetry is protected if and only if every proper vertex is replaced by a fixed
function with the same transformation properties under the action of C. This concludes the
study.
Appendix F
The Covariance Matrix and
Keldysh-Majorana action
In this Appendix we introduce the use of the Covariance Matrix to study the time evolution of
equal-time correlations in fermionic QME, we write the Keldysh action in the Majorana basis in
terms of the coefficients appearing in the time evolution equation and we derive this equation
using Dyson-Schwinger formalism.
In the following, indices are omitted whenever it does not cause ambiguities, and the order of
symbols in the expressions also indicates the order of index contraction (e.g. Mcˆ → Mij cˆj and
cˆM → cˆjMji); moreover, there is no need to distinguish between index-carrying and index-free
operators or numbers as it will be always clear from the context.
F.1 The Covariance Matrix and its equation of motion
Below we shall consider fermionic degrees of freedom governed by a (possibly quadratic) QME.
It is not necessary for them to be lattice degrees of freedom (i.e. the system does not need
to be translation invariant) because relevant definitions and formulas are completely general;
nonetheless, we shall label them using a discrete index.
Recall definitions of Majorana operators eq. (2.10), namelycˆ1,i ↔ cˆi =
1√
2
(
aˆi + aˆ
†
i
)
,
cˆ2,i ↔ cˆi+N 1 = 1√2i
(
aˆi − aˆ†i
)
.
We list some properties of interest for us.
1The label (α, i) for Majorana operators emphasizes transparently the global tensor product structure: Majo-
rana modes have one Nambu index and one “lattice” index. A rigorous way of labeling them with a single discrete
index is by replacing {cˆi, cˆi+N} with {cˆ2i−1, cˆ2i}; however, in order to keep track of the tensor structure also in
this case, we shall stick to the former notation.
95
Appendix F: The Covariance Matrix and Keldysh-Majorana action 96
 Since the their linear relation with complex fermionic operators is invertible, the algebras
of observables generated by the two sets of operators are identical: they provide the same
physical description of the system.
 They are self-adjoint, and form a Clifford algebra [cˆi, cˆj ]+ = δij . This algebra is invariant
with respect to orthogonal transformations Λ ∈ O(2N) : cˆ→ Λcˆ.
An explicit and irreducible representation of this algebra can be built through Jordan-
Wigner strings on the Hilbert space of a 1/2-spin chain:cˆi → · · · ⊗ σˆzi−2 ⊗ σˆzi−1 ⊗ 1√2 σˆxi ⊗ 1ˆi+1 ⊗ 1ˆi+2 ⊗ · · ·cˆi+N → · · · ⊗ σˆzi−2 ⊗ σˆzi−1 ⊗ 1√2 σˆyi ⊗ 1ˆi+1 ⊗ 1ˆi+2 ⊗ · · · (F.1)
where σˆki are operators acting as Pauli matrices σ
k on the i-th site.
 They square to 12 1ˆ, so they have no vacuum nor any Grassmann coherent state as an
eigenstate: if they had, these would be vectors |v〉 such that cˆ2 |v〉 = 0 (for the vacuum) or
cˆ2 |v〉 = v2 |v〉 = 0 (for Grassmann coherent states), but cˆ2 |v〉 ∝ 1ˆ |v〉 = |v〉 6= 0.
Apart from the physical importance in some particular scenarios, the introduction of Majorana
operators finds a practical use in simplifying the equation of motion for two-point, equal-times
correlation functions.
First, let us observe that the physical information is carried only by the commutator of fermionic
operators, because the anti-commutator is fixed by fermionic statistics:
〈aˆiaˆ†j〉(t) =
1
2
〈[aˆi, aˆ†j ]+〉(t) +
1
2
〈[aˆi, aˆ†j ]−〉(t) =
1
2
δij +
1
2
〈[aˆi, aˆ†j ]−〉(t). (F.2)
Second, let us perform a change into Majorana basis. Call U the unitary matrix such that
aˆi = Uij cˆj , and the commutator becomes
〈[aˆi, aˆ†j ]−〉(t) = Uik 〈[cˆk, cˆl]−〉(t)U†lj . (F.3)
The commutator appearing at the right hand side defines a Hermitian and antisymmetric ma-
trix; physical information about equal-times correlations can thus be encoded into a real and
antisymmetric matrix, the so-called Covariance Matrix:
Γjk(t) ≡ i〈[cˆj , cˆk]−〉(t) ↔ Γ = iTr
[(
cˆ⊗ cˆ− (cˆ⊗ cˆ)T ) ρˆ(t)] . (F.4)
The equation of motion the Covariance matrix obeys does in general involve higher order corre-
lation functions; however, it is closed when the QME is quadratic, and it is simple for the smart
choice of the basis.
A quadratic QME involves a Hamiltonian which is quadratic in fermionic or Majorana operators
and Lindblad operators which are linear:
Hˆ = aˆ
†
jMjkaˆk ≡ aˆ†Maˆ
Lˆj = Pjkaˆk +Qjkaˆ
†
k ⇒ Lˆ ≡ P aˆ + Qaˆ†
⇔

Hˆ = icˆAcˆ
Lˆ = Rcˆ, Lˆ† = R∗cˆ
Lˆ†Lˆ = cˆR†Rcˆ ≡ cˆ S cˆ
, (F.5a)
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where R∗ denotes the complex (not Hermitian! ) conjugate of the matrix R and the two sets of
matrices are related by
A =
1
2
(
Im[M ] −Re[M ]
Re[M ] Im[M ]
)
R =
1√
2
(
P +Q −i(P −Q)
)
(F.5b)
The QME in Majorana basis reads, in a compact form:
˙ˆρ(t) = [cˆAcˆ, ρˆ(t)]− + cˆR
T ρˆ(t)R∗cˆ − 1
2
[cˆScˆ, ρˆ(t)]+ (F.6)
We are now in a position to write and comment the equation of motion for the Covariance
Matrix, as it is derived in the operatorial formalism in Ref. [47]:
Γ˙(t) ≡ −i[Z,Γ(t)]− − [X,Γ(t)]+ + Y (F.7)
where matrices X, Y and Z read2, in terms of coefficients of eq. (F.6):

X = 12 (S + S
T ) = Re[S], (S ≥ 0⇒ X ≥ 0)
Y = i
(
S − ST ) = −2Im[S]
Z = 2iA
(F.8)
We can now see the major advantage of the Majorana formulation: the physical meaning of the
three terms in eq. (F.7) is crystal clear.
 The matrix Z encodes the effect of the coherent Hamiltonian dynamics, being the Hamil-
tonian Hˆ = icˆAcˆ. In terms of the real and antisymmetric matrix A, it induces infinitesimal
changes in time of the form dΓ = 2[A,Γ]−, i.e. infinitesimal rotations: the effect of coher-
ent dynamics alone on the Covariance Matrix is the conjugation by the orthogonal matrix
e2tA ∈ O(2N).
 The matrix X encodes the effect of dissipation. Indeed, calling Γs the NESS Covariance
Matrix and δΓ = Γ−Γs the deviation from the stationary value, the equation for the latter
reads
˙δΓ = −i[Z, δΓ(t)]− − [X, δΓ(t)]+; (F.9)
in the simple case where the Hamiltonian vanishes, i.e. A = Z = 0, the projection of the
Covariance Matrix onto each eigenspace of the matrix X decays to its stationary value at
a rate equal to the corresponding eigenvalue of X: loosely speaking, eigenvalues of X are
the relaxation (or damping) rates for the two-point functions.
 The matrix Y encodes information on the stationary correlations. The equation for Γs
reads in fact
−i[Z,Γs]− + [X,Γs]+ = Y (F.10)
2The above definitions differ from those of Ref. [47] by some prefactors of 2; they are due to the different
normalization chosen for the Lindbladian and for the Majorana operators.
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A precisation must be made: even in the simple case Z = 0, from eq. (F.10) it is clear
that the information on correlation is actually shared among the matrices, in particular
among X and Y . However, in the simple case encountered in the main text, where X is
proportional to the identity matrix in Nambu space and factorizes in momentum space, Y
contains all the relevant information. This is a generic feature of systems with unique and
pure stationary states, see e.g. Ref. [36].
F.2 Majorana doubling trick and Keldysh-Majorana ac-
tion
We are now aiming to write the explicit form of the Majorana-Keldysh action corresponding to
the QME eq. (F.6) in terms of matrices appearing in that QME ; the successive step will be the
derivation of the equation for the Covariance Matrix within the functional formalism.
The main difficulty one encounters when trying to build functional integral analogues to Majo-
rana operators is that the latter do not have eigenstates, even Grassmann ones: the coherent
state decomposition of the identity, which is the main mathematical tool used to derive the
Keldysh action for bosons or fermions directly from a QME, is of no use here.
The simplest strategy to circumvent the problem is to switch back to fermionic operators us-
ing (2.10) (that is, to derive the Keldysh action directly from (F.5a)) and then to rotate the
Grassmann fields to Majorana basis. As pointed out in [68] in the Hamiltonian scenario, this
method treats cˆ1,i and cˆ2,i on a different footing, restoring the symmetry only at the end of the
calculation. A symmetric way would be more satisfactory and turns out to lead to much easier
calculations as well.
To this end, let us double the dimension of the Hilbert space by introducing fictitious Majorana
operators dˆj , j ∈ {1 . . . 2N}, and by coupling old and new Majoranas to form new (complex)
fermionic operators: cˆj =
1√
2
(bˆj + bˆ
†
j)
dˆj =
1√
2i
(
bˆj − bˆ†j
) (F.11)
Since fictitious Majoranas are decoupled from dynamics, if the initial state has zero projection
on the unphysical subspace its dynamical evolution will be the same as before. The correlation
functions of the physical modes are then unchanged.
The programme is thus: substitute the first of the two relations (F.11) into the QME, use the
known rules to write a Keldysh action and a generating functional for the complex fermionic
modes, rotate back to Majorana modees and integrate out the d field (since it does not enter
in any physical correlation function). This integration will be very simple because the fictitious
field appears only in the quadratic part containing time derivatives. The above procedure can
be called “Majorana doubling trick”, as it allows to obtain the final result without much further
calculation.
Hˆ = icˆAcˆ =
i
2
(bˆ+ bˆ†)A(bˆ+ bˆ†), L = Rcˆ = R(bˆ+ bˆ†),
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Z[η±, η¯±] =
∫
D[ψ±, ψ¯±] eiS+
∫
(ψ¯+η+−ψ¯−η−+η¯+ψ+−η¯−ψ−)
S =
∫
t
{
ψ¯+i∂tψ+ − ψ¯−i∂tψ− − i
2
(ψ+ + ψ¯+)A(ψ+ + ψ¯+) +
i
2
(ψ− + ψ¯−)A(ψ− + ψ¯−)
− i
2
(
(ψ− + ψ¯−)S(ψ+ + ψ¯+)− 1
2
(ψ+ + ψ¯+)S(ψ+ + ψ¯+)− 1
2
(ψ− + ψ¯−)S(ψ− + ψ¯−)
)}
As expected, the Hamiltonian and Lindblad parts of the action do not depend on the fictitious
field d.
Performing the Majorana rotation and omitting sources coupled to the unphysical field,
Z[λ±] =
(
i
2
)−1
·
∫
D[c+, d+]D[c−, d−] eiS
′+
∫
(λ+c+−λ−c−)
S′ =
∫
t
1
2
[
d+i∂td+ − d−i∂td− + c+∂td+ − d+∂tc+ − c−∂td− + d−∂tc−
]
+ S˜[c+, c−] =
=
∫
t
1
2
[
d+i∂td+ − d−i∂td− + ∂t(c+d+ − c−d−)
]
+ S˜[c+, c−]
The total derivative contributes with boundary terms wihich sum up to zero: c+ = c− and
d+ = d− at the final time by construction of the functional integral; since the initial state has
no projection onto the subspace where dˆ has support (i.e. non-vanishing matrix elements), the
initial value of this field is zero.
The integration over the fictitious field is trivial: it is a constant, which could be computed
exactly because the integral is Gaussian3; in any case, it can be absorbed in the functional
measure.
Among the terms appearing in S˜[c+, c−], those coming from the QME are transformed back in
the original Majorana basis, while the term containing time derivatives becomes equal to the
above one for the d field:
∫
t
1
2
[
c+i∂tc+ − c−i∂tc−
]
.
The rule for the direct functional integral formulation of a Majorana QME then reads:
The Keldysh action for Majorana fermions can be written using the same rules as
complex fermions, except for an additional factor4 1/2 multiplying the time deriva-
tive term.
We can now rotate to RAK-Majorana basis and obtain the inverse Green’s functions matrix;
after a suitable antisymmetrization it reads:
S =
∫
t
[
1
2
c+i∂tc+ − 1
2
c−i∂tc− − ic+Ac+ + ic−Ac− − i
(
c−Sc+ − 1
2
c+Sc+ − 1
2
c−Sc−
)]
=
=
∫
t
[
1
2
c1 (i∂t − 2iA) c2 + 1
2
c2 (i∂t − 2iA) c1 − i
2
(c1Sc2 − c2Sc1 − 2c2Sc2)
]
=
=
1
2
∫
t
(
c1 c2
)( 0 i∂t − Z − iX
i∂t − Z + iX Y
)(
c1
c2
)
(F.12)
X =
1
2
(S + ST ) = Re[S], (S ≥ 0⇒ X ≥ 0)
3It must actually be exactly 1 due to the normalization condition eq. (3.20), because the action corresponds
to a QME, the null QME ˙ˆρ = 0.
4It actually depends on the normalization chosen for Majorana operators.
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Y = i
(
S − ST ) = −2Im[S]
Z = 2iA
Definitions (F.8) appear again here in a natural way.
Moreover, from the antisymmetry of the inverse propagator, it follows that XT = X, Y T =
−Y, ZT = −Z.
As a side remark, we observe that the definition of the Keldysh basis eq. (3.15) makes the
analogous definition for Majorana fields unambiguous: indeed, Keldysh rotation commutes with
operators acting on Nambu space only, hence it commutes with the change to Majorana basis
and it is thus canonical for Majorana fields as well.
Having the Keldysh action for a Majorana QME, we can now proceed by studying the Dyson-
Schwinger equation for the Covariance Matrix.
F.3 Equation for the Covariance Matrix from Dyson-Schwinger
In this section, we shall relate the Covariance Matrix to the Keldysh Green’s function for Majo-
rana fields, and thus obtain an equation of motion for the former.
First of all, in the functional integral framework, some care has to be taken: the Covariance
Matrix is an equal times two-point correlation function, but “equal time” is ill-defined in the
continuum limit and a time regularization prescription is necessary. It can be derived directly
from the operatorial formalism, as done in §3.5:
〈cˆicˆj〉(t) = Tr
[
cˆicˆj
←−
ρˆ(t)
]
= lim
δ→0+
〈c+i(t+ δ)c+j(t)〉 =
= Tr
[
cˆj
←
ρˆ(t)cˆi→
]
= lim
δ,δ′→0
〈c−i(t+ δ)c+j(t+ δ′)〉 = lim
δ→0
〈c−i(t+ δ)c+j(t)〉;
〈cˆj cˆi〉(t) = Tr
[
ρˆ(t)cˆj cˆi
−→
]
= lim
δ→0+
〈c−j(t)c−i(t+ δ)〉 = − lim
δ→0+
〈c−i(t+ δ)c−j(t)〉 =
= Tr
[
cˆi←
ρˆ(t)cˆj
→
]
= lim
δ,δ′→0
〈c−j(t+ δ′)c+i(t+ δ)〉 = − lim
δ→0
〈c+i(t+ δ)c−j(t)〉.
We have made arbitrary choices for the time regularization of the −+ and +− correlation func-
tions, for later convenience.
The Covariance Matrix can now be obtained: we shall first compute the Keldysh Green’s func-
tion, and then we find it to be equal to the wanted matrix.
〈c1i(t+ δ)c1j(t)〉 = 1
2
(〈c+i(t+ δ)c+j(t)〉+ 〈c+i(t+ δ)c−j(t)〉+ 〈c−i(t+ δ)c+j(t)〉
+ 〈c−i(t+ δ)c−j(t)〉) −→
δ→0+
1
2
(2〈cˆicˆj〉(t)− 2〈cˆj cˆi〉(t)) = 〈[cˆi, cˆj ]−〉(t)
Γij(t) = i〈[cˆi, cˆj ]−〉(t) = i lim
δ→0+
〈c1i(t+ δ)c1j(t)〉 = − lim
δ→0+
GKij (t+ δ, t) (F.13)
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The equation for Γ can be derived then from the equation for GK . It would be in principle
the Dyson-Schwinger equation G−1 = G−10 − Σ(G), but the self-energy vanishes as the theory
is non interacting. From this fact we also recover that the equation for the Covariance Matrix
does not involve higher order correlation functions if (and only if) the QME is quadratic, since a
quadratic QME corresponds to a non-interacting theory (hence to a vanishing self-energy) and
higher order correlation functions appear only in the self-energy.
The (2, t; 1, t′) component of the matrix equation (G−10 )G0 = 1 and exploiting the quasi-locality
in time of the inverse propagator, we obtain
(G−10 )21(t, t)(G0)11(t, t
′) + (G−10 )22(t, t)(G0)21(t, t
′) = PR(t)GK(t, t′) + PK(t)GA(t, t′) = 0
m
i∂tG
K(t, t′) = ZGK(t, t′) − iXGK(t, t′) − Y GA(t, t′) (F.14)
Now we can derive the equation of motion GK(t + δ, t) obeys. We divide the derivation into
steps:
 GK is anti-Hermitian, and it is real due to Hermiticity of Majorana operators, as it can be
seen by direct inspection; hence GK(t′, t) = −[GK(t, t′)]T ;
 i∂t′G
K(t+δ, t′)|t′=t = −
[
i∂t′G
K(t′, t+ δ)
]T
, so, from eq. (F.14) and using XT = X, Y T =
−Y, ZT = −Z, one has
i∂t′G
K(t+ δ, t′)|t′=t = −GK(t+ δ, t)Z −GK(t+ δ, t)iX −
[
GA(t, t+ δ)
]T
Y ; (F.15)
 GAjk(t, t
′) = +iθ(t′ − t)〈[cˆj(t), cˆk(t′)]+〉, so
GAjk(t+ 0
+, t) = 0, GAjk(t, t+ 0
+) = iδjk; (F.16)
 Γ˙ = − lim
δ→0+
d
dt
GK(t+δ, t) = − lim
δ→0+
[
∂tG
K(t+ δ, t′)|t′=t + ∂t′GK(t+ δ, t′)|t′=t
]
; at the end
we get
iΓ˙ = ZΓ− ΓZ − iXΓ− iΓX + 1
2
lim
δ→0+
[
((((
((Y GA(t+ δ, t) +GA(t+ δ, t)TY
]
=
=
[
Z,Γ
]− i{X,Γ}+ iY
Γ˙ = −i[Z,Γ]− {X,Γ}+ Y
which is the desired result.
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