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Abstract
The drastic increase in the number of vacant accommodations in some re-
gions of Switzerland and the simultaneous housing shortage in others are the
result of not knowing where people want to live and, therefore, of having built
accommodations in the wrong locations. In order to better understand what
people are searching for, the Swiss start-up Realmatch360 began to analyze
search subscriptions to real estate platforms. Using search subscriptions allows
the company to get a better understanding of people’s preferences for hous-
ing and even to identify unmet demand. In this paper, we propose powerful
approaches based on unsupervised learning to maximize the benefits of using
search subscriptions exhibiting many missing entries for housing market anal-
yses.
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1 The Problem
In 2017, newspaper articles on high rates of vacant accommodation and frustrated
building owners have been piling up. The persistence of low interest rates has led to
a construction boom. The result: in some parts of Switzerland more than 10 percent
of the apartments available for rent are currently vacant. Many of these apartments
were built in regions in which a strong increase in demand was expected; but so
far this increase has not materialized. Moreover, many accommodations are vacant
because their rents exceed potential tenants’ maximum willingness to pay, and this
is especially true of apartments situated outside the city centers. Both problems
result from not knowing what properties people are really interested in. A prominent
example is the region of Olten. Situated at the intersection of the main rail and
road links between the major agglomerations of Zurich, Basel, and Bern, the region
seems to have substantial potential. Therefore, a large number of accommodations
have been built there (see Figure 1). But despite these expectations of an increase in
the residential population, accommodations in the region remain vacant. (Vontobel,
2017; Staehelin and Heiniger, 2017)
Due to the increasing supply and the lack of demand for accommodations in re-
gions such as Olten, rents are likely to come under considerable pressure. In the worst
case, this could even lead to a housing crisis. To counteract these developments it is
of fundamental importance to identify unmet demand. Usually, demand is estimated
by looking at transaction data. But the problem with transaction data is that it
captures supply rather than demand. Demand with no corresponding supply can-
not be recognized by looking at transaction data. The Swiss start-up Realmatch360
understands the importance of this point and has developed a method of identifying
unmet demand: it analyzes search subscriptions to real estate platforms in order to
2
Figure 1: Construction investments and the number of vacant accommodations in
the region of Olten.
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Data source: Swiss Federal Statistical Office
(https://www.bfs.admin.ch/bfs/en/home/statistics.html).
see what people are actually looking for.
Search subscriptions are usually set up when the object desired is not available or
when it is known that, because of tremendous demand, the search might take a while
and one does not want to miss any new object that is published on the platform in
question. Both arguments imply a demand for housing (discussed in the Impact and
Critical Review section of this paper) that cannot be covered by the actual supply.
Hence, the greatest portion of search subscriptions indicate unmet demand.
The problem with search subscription data is that it suffers from missing informa-
tion—for example, some users do not specify how many rooms they would like or
what price they would be willing to pay. And it is often the case that data is only
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used when it is complete. Usually, however, the proportion of complete data is rather
small, which leads to most available information being neglected. Therefore, it is
essential to impute the data sets at hand as accurately as possible.
To date, Realmatch360 has imputed the missing values based on a spectrum of
rules derived from experience and economic know-how. However, as explained in
greater detail in the Data Imputation section of this paper, this method is associated
with large drawbacks, which has negatively impacted the company’s credibility vis-
a`-vis the market.
In response to this worrying problem, the first author of this paper was tasked by
Realmatch360’s management with developing a sound approach to imputing missing
values based on widely and well-accepted scientific principles. To do so, the author
involved OR researchers at the University Zurich. The present paper reports the
results of this collaborative effort.
The new method proposed in this paper is to search for patterns in the existing
observations and apply those patterns to the observations that need to be imputed.
This procedure is referred to as unsupervised learning. There exist a lot of different
unsupervised learning algorithms, so we decided to use two very common ones, and
one very fashionable one: k-means clustering, a neural network, and factorization
(the last of which became very popular for recommender systems due to the Netflix
Prize, since many participants used it to set such systems up). By imputing the
missing values multiple times using different models, we incorporate the uncertainty
from imputation into the imputed data sets.
The models are first trained on records with no missing values. One problem
that accompanies this approach is that the underlying data might be distorted. By
training the model iteratively on the imputed data and, thereby, including as much
information as possible in the models, possible distortions largely vanish.
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Realmatch360 uses these imputed data sets and analyzes in which regions accom-
modations are sought the most, what people are willing to pay, what size accommo-
dations should have, and so on.
2 Search Subscriptions
Considering real estate search queries as an indicator of the demand for real estate is
a relatively new phenomenon and is based on changing search behavior with regard
to the search for living space. In the 2016 edition of their yearly survey, Neue Zu¨rcher
Zeitung and Wu¨est & Partner asked 497 people all over Switzerland—people looking
to change accommodation, aged between 15 and 79, and who have Internet access at
least once a week—about the importance of sources of information when searching
for new lodgings. By far the majority, 93 percent of the respondents, stated that they
browse online advertisements. A total of 29 percent set up search subscriptions on
internet portals.
This 93 percent figure seems attractive, but research carried out by Wu¨est &
Partner has shown that there are several problems with search queries (Wu¨est &
Partner, 2001, 2003, 2007). First of all, since the barrier of searching and making
modifications to a search is relatively low, people tend to enter multiple searches,
which in turn do not reflect their actual preferences. They use search queries to
get an overview of the market rather than to explicitly search for their new homes.
The second and even more important problem is that personal budgets are often not
taken into account when individuals use search queries to merely obtain an overview
of housing supply.
But what about the 29 percent who set up search subscriptions? Horber (2015)
analyzes search subscriptions to real estate portals. In a survey, he asked 1,454 peo-
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ple who had set up search subscriptions about their maximum willingness to pay
for real estate objects, as well as about their purchase intentions. He found that
only about 10 percent of the subscribers had no real purchase intentions. Also, his
analyses show that the actual maximum willingness to pay is only 6.7 percent (me-
dian) lower than the maximum price stated in the search subscriptions, and that
the majority of subscribers would be willing to pay the price stated for the perfect
object. People, therefore, take into account their budget when setting up search
subscriptions. Hence, search subscriptions provide very accurate information about
individuals’ demand. Furthermore, since search subscriptions can be created even
though no corresponding offer might exist, they are not affected by supply.
We obtained search subscription data from the Swiss start-up Realmatch360. It
provided us with already cleaned search subscriptions from the four major Swiss
real estate portals. The four platforms include practically all search subscriptions in
Switzerland. This was established by Realmatch360’s analyses, which included search
subscriptions from other real estate portals.
The data sets consist of unique search subscriptions from all over Switzerland that
were active on any of the four portals on the retrieval dates in question. They include
information about location, desired number of rooms, and desired price (Table 1).
The problem with these data sets is that many values are missing. Table 1 lists all
variables, together with the values they can take and the percentage of “missingness”
of a representative data set (active search subscriptions at 05.11.2016; N = 470038).
In the reference data set, only 17 percent of the records have no missing values. The
most frequent pattern is roomMin and priceMax being observed, and roomMax and
priceMin being missing (27%), while in 63 percent of the records both roomMin and
priceMax are observed together.
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Table 1: The table lists all the variables of our data set, as well as the values each
variable can take and the percentage of missingness of a representative data set.
Variable Values Percentage missing
email hashed e-mail addresses 0
objectType {apartment, house} 0
searchType {purchase, rent} 0
roomMin [1, 8] 22.89
roomMax [1, 8] 60.81
priceMin [390, 4,500,000] 68.79
priceMax [400, 4,979,000] 20.56
sizeMin [20, 515] 74.27
sizeMax [25, 565] 93.33
specificSearch {0, 1} 0
city all 2,420 Swiss cities 0
cityKey city keys 0
Data source (for this and all subsequent figures and tables): Realmatch360 data.
As we can see from Table 1, the two variables with the greatest lack of completeness
are sizeMin and sizeMax. In our analyses (which will be explained later in this
paper), we found that dropping these two variables increases the performance of
imputation significantly. In addition, the two variables are highly correlated with the
room variables (on average 80 %), and therefore dropping sizeMin and sizeMax does
not lead to a great loss of information.
Also, in later analyses we found that whenever either roomMin and roomMax or
priceMin and priceMax are missing at the same time, performance is very poor,
which is why we drop records with this pattern whenever they occur.
Furthermore, because the numbering of the cities does not reflect the location, we
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replaced city, or rather cityKey, by cities’ longitudes and latitudes.
3 Missing Data Mechanism
One important consideration when choosing an imputation approach is the missing
data mechanism. This describes the relationship between the propensity of data to
be missing and the values of the observed as well as of the missing data.
Analyses of our data lead us to the assumption that the completeness of a given
record is a measure of the specificity of a user’s preferences only—independent of the
actual preferences. For instance, the propensity of roomMax to be missing has nothing
to do with its actual value. The magnitude of missing values might instead reflect a
person’s market knowledge or the degree of specificity of the search. Also, people who
create search subscriptions have no reason to report their desires inaccurately, so we
exclude strategic behavior. Hence, we can assume that the missing data mechanism
is ignorable.
In order to find out whether values are missing at random (MAR) or missing
completely at random (MCAR), one can perform Little’s test for MCAR. Little’s test
is a chi-square test with the null hypothesis stating that the data are MCAR (Little,
1988). According to the p-value of the test carried out on our data (p = 0), the
null hypothesis must be rejected, which means that the data are not MCAR, but
MAR. This result can also be concluded from additional tests: we also performed
logistic regressions with the outcome being missing/not missing for each variable.
Analyses resulted in associations of the independent variables and the dependent one
(missing/not missing), strengthening the result from Little’s test.
Having an ignorable mechanism is advantageous in that we can use the usual kinds
8
of models to estimate the unobservable values. Also, it is one of the conditions that
allows us to later use multiple imputation (Rubin, 1978).
4 Data Imputation
In analyses of incomplete data sets, the records with missing values are often dropped
from the sets (“listwise deletion”). If the data are MCAR, then listwise deletion does
not add any bias, but it does decrease the power of the analysis by decreasing the
effective sample size.
In our representative data set, after deleting sizeMin and sizeMax, only 17 per-
cent (that is, 81,117) of the records are complete. Furthermore, the missing values
in our data set are not MCAR, but MAR. In order to have a good database for later
analyses, the data therefore have to be imputed.
To date, Realmatch360 has imputed data on the basis of a bandwidth of rules de-
rived from experience and economic know-how. This method, however, has two major
drawbacks: First, it does not take into account that people’s preferences can change
over time. This leads to the risk of trends in demand being overlooked, and—in the
worst case—of Realmatch360 giving false recommendations to their clients. Second,
due to the manner in which the company’s imputation model was set up, it is difficult
for Realmatch360 to communicate its methodology to its clients—the clients have no
other option than to simply believe that the imputation carried out by Realmatch360
is accurate, and that the results of the analyses based on these imputed data are cor-
rect. This in turn has led to the company experiencing credibility problems vis-a`-vis
the market. For a start-up like Realmatch360, which was only founded in 2013 and
is yet to fully establish its reputation, such credibility problems are an existential
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threat. The research carried out in this paper is therefore of fundamental importance
to Realmatch360’s ability to maintain, and possibly even to grow, its customer base.
The alternative imputation approach proposed in this paper is to use unsupervised
learning algorithms. The goal of unsupervised learning is to describe how data is
organized or clustered. Here, then, the pattern of the records with no missing values
will therefore be translated to the records with missing values. In the following
sections we will explain how we measure the performance of the algorithms used, but
also how we deal with the fact that our data are MAR rather than MCAR, or that
some subsets might be distorted.
4.1 Notation
In the following we will refer to subsets of our data D by using the notation Dm,st ,
where
• Dm denotes the set of records that have m = 0, 1, 2, . . . missing values,
• Dmt refers to the set Dm having been imputed (t = imp in the case of m =
1, 2, . . . ), or modified (t = mod in the case of m = 0) by the dropping of values,
• Dm,s denotes possible subsets s = 1, 2, . . . of Dm.
4.2 Procedure
The process of performance testing is illustrated in Figure 2.
The idea is to compare unsupervised learning methods by using records that have
no missing values. This allows us to measure the imputation accuracy of the algo-
rithms used.
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Figure 2: Illustration of how the performance of unsupervised learning algorithms is
measured.
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We therefore start by isolating the records that have no missing values, D0. Be-
cause there are very large price differences between the search subscriptions of people
intending to buy and people intending to rent an object, and because there are more
search subscriptions made by people who wish to rent, we decided to only look at
these rental search records for the purpose of this paper. For the same reason we look
at apartments first. This reduces D0 to 68,506 observations for our reference date.
Note that Realmatch360 imputes and analyzes data regarding other property types
too.
In a next step we randomly split D0 into two subsets—a training set, D0,1, and
a test set, D0,2. In D0,2 we delete values such that the sparsity pattern equals that
from D (see Figure 3).
Next, we train three unsupervised learning models—each of a them representing a
different group of imputation techniques—using D0,1, and impute all records of D0,2mod
that have one missing value. These three approaches will be explained in more detail
in the next section. In order to get, later on, a feel for the performance accuracies,
we also impute the missing values by their column means (benchmark).
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Figure 3: Missingness distribution of our data set D for a reference date.
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Since, ultimately, we want to impute the missing values using models trained on
the complete records, D0, and since we do not know if D0 is a representative sample
of the whole population, we impute the data set iteratively. This means that we train
the models not only using D0, but also on the available imputed data (see Figure
4). Our analyses using the complete records show that the performance of iterative
imputation is not significantly different from that of single imputation. However, in
these pre-analyses, the first training set is of course a representative subset of D0
since it is a random subset of it. But for D we do not know that. One can think of
an example where all complete observations stem from people from a wealthy region.
If the model were trained on these observations alone, people from other regions’
imputed willingness to pay would tend to be too high. By including more information
in the process of training through iterative imputation, possible distortion impacts
are minimized.
Hence, the next step is to train the model on the initial training set and the
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records that have been imputed, and impute records that have two missing values per
row. This procedure is iterated until all missing values are imputed.
Figure 4: Illustration of the iterative imputation process used to get rid of possible
distortions from D0.
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The imputed data set is then compared to D0,2 in terms of normalized mean
squared errors. This allows us to compare the different approaches.
The imputation procedure is repeated 10 times for each of the imputation ap-
proaches and for all reasonable parameter constellations. In every iteration, the
data is split randomly into a training set and a test set. The resulting normal-
ized mean squared errors are then averaged over the training–testing random splits.
This approach to testing is referred to as repeated random subsampling (Dubitzky
et al., 2007). The advantage of this method is that, unlike for example in k-fold
cross-validation, the test sets overlap. According to Molinaro et al. (2005), this can
substantially reduce the variance of the split-sample error estimation. The authors
also report that 10 random training–testing splits are sufficient to realize most of the
achievable reduction in variance. The disadvantage of this method is that it may be
the case that an observation never or always appears in the training set or test set.
But with a large enough number of repetitions, such extreme cases would be unusual.
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A widespread imputation technique involves replacing missing values with the
mean of those of the variables. Mean imputation has the benefit of not changing the
sample mean. Obviously however, its drawback is that it ignores any correlations
between the variables that are imputed and the measured variables. It may therefore
be an attractive technique for univariate analyses, but it becomes problematic for
multivariate ones. In our analyses, mean imputation performed very poorly in terms
of imputation accuracy. Therefore, in the following we present better-performing
imputation techniques.
4.3 Results from Unsupervised Learning
In order to find patterns among the data and to be able to describe associations,
we apply unsupervised learning. One of the most common unsupervised learning
methods is k-means, a clustering algorithm. K-means aims to partition n observations
into k clusters in which each observation belongs to the cluster that is nearest to that
observation (the pseudocode of this and the following algorithms can be found in
the Appendix; a good source for more details on the algorithms referred to is James
et al. (2013)). Using k-means on D0 therefore results in k clusters, each having a
so-called cluster centroid. In order to impute the records that have missing values,
we substitute the missing values by the nearest cluster’s centroid values (measured by
Manhattan distance). As explained earlier, the clustering followed by the imputation
is carried out iteratively.
In k-means, the only exogenous parameter is the number of clusters, k. We an-
alyzed k = [5, 50] clusters and repeated each analysis 10 times—to account for fluc-
tuating performances due to different starting points. The goal was to find the k
that minimizes the normalized mean squared error (NMSE)—the sum of
(D0,2imp−D0,2)2
µλ
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computed for each column, where µ is the column mean, and λ equals the number of
missing values in the column.
According to the resulting NMSEs (Figure 5), performance stagnates after k = 35.
For our problem, it is desirable to have few clusters. First, because more clusters are
accompanied by a higher computation time. Second, and more importantly, to avoid
overfitting. Hence, we fix k = 35 for later analyses.
Figure 5: Performance, measured in terms of the normalized mean squared error, of
k-means for different numbers of clusters.
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Apart from k-means (hard clustering), there also exists a soft clustering version
referred to as fuzzy c-means (FCM) clustering. In FCM clustering, data points can
potentially belong to multiple clusters. The degree to which data points belong to
each cluster is indicated by membership degrees. It has been shown (for example
by Li et al. (2004)) that its performance is better than that of basic clustering al-
gorithms. We therefore analyzed FCM clustering, and it did indeed perform slightly
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better than k-means in terms of imputation accuracy. However, since the evaluation
of FCM clustering involves many more operations than that of k-means, it took sub-
stantially longer to get a result. We therefore decided to dismiss FCM clustering.
We also analyzed the performance of Kohonen networks, as an example of the
class of often used artificial neural networks (ANN). The key element of ANNs is the
composition of a large number of highly interconnected artificial neurons, which all
aim to transform incoming information into a specific output using some activation
functions. In Kohonen networks, the activation function is an inverse function of the
Euclidean distance of inputs and neurons, so that the neuron that is closest to the
input wins the competition. The neurons are typically arranged in a hexagonal or a
rectangular grid. Once the network is trained using D0, the missing values can be
predicted by ascertaining which neuron of the trained network is closest to the new
input (more details are available in the appendix, Algorithm 2).
The exogenous parameters in Kohonen networks are the number of neurons in
the grid, m, as well as the topology of the grid. To find the optimal parameter
combination, we again performed a grid search cross-validation with m = [2, 50], and
topologies being either rectangular or hexagonal. The resulting average NMSEs of 10
repetitions are plotted in Figure 6.
The NMSEs decrease only little after m = 12. In addition, rectangular grids seem
to perform slightly better than hexagonal ones. Therefore, we choose the parameter
combination (topology = rectangular, m = 12) for later analyses with Kohonen net-
works.
Another unsupervised learning approach is nonnegative matrix factorization (NMF).
NMF became very popular thanks to the Netflix Prize (Koren et al., 2009). Usually
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Figure 6: Performance, measured in terms of the normalized mean squared error, of
the Kohonen network for different numbers of neurons.
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it is used to derive recommender systems, but we were interested to see how it per-
forms for data imputation. NMF involves factoring the multivariate data matrix X
into two smaller matrices W and H, in such a way that the product of W and H
minimizes the squared error to X. Once W and H are “optimal”, the product can
then be used to predict the missing values in X (more details can be found in the
appendix, Algorithm 3).
A comparison of the three unsupervised learning algorithms (Table 2) shows that
NMF, surprisingly, performs best in terms of imputation accuracy, but also in terms
of efficiency (number of rows to impute in 1st iteration: 10,630; number of rows to
impute in 2nd iteration: 14,973). Nevertheless, the imputation accuracies are very
close to each other, and even though k-means takes longer to run, its imputation
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Table 2: Comparison of the imputation accuracy, as well as of the computation
efficiency, of the three unsupervised learning algorithms (k-means, Kohonen network
(KN), and nonnegative matrix factorization (NMF)), and the chosen parameters after
the first and second iteration steps.
Algorithm
After 1st iteration step After 2nd iteration step
Avg. NMSE Running time Avg. NMSE Running time
(in seconds) (in seconds)
K-means 21.63 16.20 20.35 45.38
KN 25.93 0.57 28.36 1.42
NMF 17.76 0.235 16.32 0.54
accuracy is so good that we decided not to drop it from our analysis. The approaches
were also tested on other data sets (other reference dates). The models performed
similarly over all tested data sets leading us to conclude that they are robust. When
comparing the imputation accuracies of the unsupervised learning algorithms with
that of mean imputation (Figure 7), it becomes obvious how close to each other the
performances of the unsupervised learning algorithms are.
We also analyzed how the performances change when the training data becomes
more sparse. In D, the sparsity lies around 20 percent. Figure 7 shows the NMSEs
resulting from the four imputation approaches for sparsity levels of 12 to 28 percent.
The plot shows no clear trend; but this is not very surprising since there are a lot of
records available to train the model.
4.4 Multiple Imputation
Usually, missing values are imputed by single imputation—that is, filling in a value
for each missing value. The problem is that single imputation does not take into
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Figure 7: Performance dynamics of mean imputation, the Kohonen network, k-means,
and nonnegative matrix factorization for different sparsity levels.
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account this uncertainty inherent in imputation. After being imputed, the data are
treated as though they were true values. By imputing multiple times, one can account
for the uncertainty and for the range of values that the true value could have taken.
According to Rubin (1978), multiple imputation provides valid results as long as
the MAR hypothesis holds. That the missing values in our data set are MAR was
shown earlier. Hence, we can now impute the missing values using the three unsuper-
vised learning methods described, and repeat these imputations multiple times. As a
result, we obtain multiple imputed data sets. The next step is to create probability
functions from the data. Since we want to analyze the demand for apartments of
different sizes, as well as the willingness to pay for apartments of specific sizes, we
create probability mass functions (PMFs) and probability density functions (PDFs)
for subsamples of the data.
We restrict our further analysis to searches in the city of Zurich. Figure 8 shows the
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demand, determined from search subscriptions in Zurich, for apartments of different
sizes. Since a person can search in multiple areas of Zurich and since each such search
is listed separately, the numbers first need to be aggregated (per person).
Figure 8: Frequency of searches for apartments of different sizes in the city of Zurich.
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In this example, the set {D0, D1, D2} was imputed (iteratively) nine times (three
times per algorithm), resulting in nine completed data sets. The first conclusion
that can be drawn from Figure 8 is that the results vary only little, supporting the
previous result and showing that the performance of each individual algorithm is very
similar to that of all the others. Second, conclusions can be drawn with regard to
the demand derived from search subscriptions. For example, the demand derived
from search subscriptions stipulating 3-room apartments seems to be slightly larger
than that for 2-room apartments. Also, the demand for 2-room apartments seems
to be larger than that for 4-room apartments. However, this could be the result of
2-room apartments being scarcer than 4-room apartments. One could now compare
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the derived demand with transaction data to see if that demand is covered or not.
Also, one can analyze the willingness to pay for apartments of certain sizes. Figure
9 shows, for example, nine PDFs of priceMax for small apartments (apartments with
roomMax ≤ 2) in Zurich.
Figure 9: Multiple imputation outcomes after training k-means, the Kohonen net-
work, and NMF with D0, and iterating D1.
0.0000
0.0005
0.0010
0.0015
0.0020
1,000 2,000 3,000
priceMax
Ap
pr
ox
. 
PD
F
k−means  Kohonen network  NMF  
Since only about 40 percent of the search subscriptions are contained in {D0, D1},
we go one step further and train new models using D0 and D1imp to impute D
2. The
resulting PDFs are shown in Figure 10.
As expected, the variance in Figure 10 has increased. This is the result of looking
at more data and hence including new information in the second iteration step. In
order to average over the results, there is one final step to multiple imputation:
pooling. For around 2,500 prices, x, the corresponding function values, f(x), are
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Figure 10: Multiple imputation outcomes after training k-means, the Kohonen net-
work, and NMF with D0 and D1imp, and iterating D
2.
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calculated. Subsequently, the usual summary statistics are computed for each x.
This approach was first tested in the performance testing step explained earlier.
For each algorithm, f(x) was compared to D0,2 in terms of squared errors. Next,
sums were computed and for each algorithm the mean of these sums was taken (see
Table 3).
Table 3: Mean distance, in terms of mean squared errors, of f(x) to D0,2 for k-means,
the Kohonen network, and NMF.
K-means Kohonen network NMF
1.611421e-05 2.847635e-05 4.783710e-05
Again, the algorithms all perform similarly well, which is why we use all of them
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in the pooling step in order to reduce variance.
The pooled version of Figure 10 can be seen in Figure 11. The solid line represents
the median of the PDFs. The maximum willingness to pay for small apartments
in Zurich peaks at 1,155 Swiss francs. The red lines represent the 25th and 75th
percentiles, respectively. Unlike single imputation, the uncertainty of imputation is
taken into account when using multiple imputation. Hence, it is possible to say by
how much the maximum willingness to pay varies at any given point.
Figure 11: Pooled probability density functions representing the maximum willingness
to pay for small apartments in Zurich.
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5 Impact and Critical Review
Staub and Ru¨tter (2014) show in their study that housing market output constitutes
around 18 percent of overall economic output in Switzerland. But it is not in Switzer-
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land alone that the housing market is of fundamental importance: the United States’
housing crisis, resulting from a huge boom and subsequent collapse in housing prices,
affected the global economy. In 2017, it seems that similar patterns are starting to
manifest themselves in Switzerland. The persistence of low interest rates has led to
a construction boom. Since many accommodations have been built in regions where
demand is rather low, the number of vacant accommodations is steadily increasing.
This, in turn, is already leading to a reduction in rental prices. If further construction
in inappropriate regions is to be avoided, knowing about demand for real estate and
its development may prove to be of fundamental importance. The research carried
out in the framework of the present paper can help to improve this knowledge.
While transaction data provide only a retrospective picture, search subscriptions
reveal current information regarding what people actually want in terms of real estate.
Hence, they may even enable us to anticipate changes in the housing market.
Realmatch360’s clients have understood the importance of knowing what peo-
ple’s preferences really are and where they want to live. Since its launch in 2013,
Realmatch360 has already acquired 140 customers. These include investors, project
developers, brokers, consultants, banks, and many others. Hence, there is clearly a
demand for the services that Realmatch360 provides. Among other elements of its
service portfolio, Realmatch360 offers an online service including market reports, a
tool that clients can use to assess projected demand for specific projects, a tool for
identifying the willingness to pay for apartments with certain characteristics, and a
set of analysis tools that allow clients to dig deeper into the company’s data.
The problem is that the data that the company’s analyses are based on are much
fewer than it would seem at first glance, due to the missing values and to the uncer-
tainty of imputation. The statements resulting from Realmatch360’s analyses only
hold if the imputation is accurate. If the imputed values are far from the real ones,
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the resulting recommendations will be false. This in turn could lead to serious in-
vestment errors and hence to damage to Realmatch360’s reputation and the loss of
customers.
To help combat this danger, this paper provides insights into methods, and into
the performance, of imputation that uses a data-driven approach. Moreover, since
machine learning is currently revolutionizing business processes, the fact that the
research described in this paper also uses machine learning constitutes an important
marketing advantage for Realmatch360 and helps to increase its credibility vis-a`-vis
the market.
As shown in the Search Subscriptions section, the maximum price stated in search
subscriptions is only 6.7 percent higher than the true willingness to pay (though the
majority would be willing to pay the price stated for the perfect object). Hence, people
include their budget when setting up search subscriptions, which is why we can rule
out the concern that search subscriptions only express preferences. The problem with
Realmatch360’s former imputation approach was that possible changes in people’s
preferences were not taken into account. With the new, data-driven method proposed
in this paper, this is no longer a problem: the model is trained on current data and
hence only identifies current preferences.
Realmatch360 uses these imputed search subscriptions as a proxy for demand for
housing. This does not mean that if in one region there exist only very few search
subscriptions, there is no demand in that region. In our view, the demand for housing
in that region is simply covered by the supply. It is, however, more difficult to estimate
demand in regions with few search subscriptions, which is why it is of fundamental
importance to use as many search subscriptions as possible, by imputing them.
Clearly, what can thus be observed is an important indicator of future demand
and hence of the development of the housing market. Rather than using transaction
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data alone, the use of imputed search subscriptions makes it feasible to identify what
people are really searching for, and where there exists demand with no correspond-
ing supply. With the new methods proposed in this paper, Realmatch360’s housing
market analyses are now even more accurate, thanks to the improved quality of the
underlying data.
The new approach is, at the time of writing, being implemented at Realmatch360
by the first author. This code rewrite requires the replacement of the old, experience-
based imputation rules by the new code worked out in the context of this paper.
Starting from Q1 2018, all housing market analyses offered by Realmatch360 will be
based on data sets that are imputed using the machine learning approach proposed
here.
6 Conclusion
By using unsupervised learning, the problems associated with Realmatch360’s current
method of imputing search subscription data with missing values can be overcome.
For the data sets at hand, imputation is of particular importance—ignoring all obser-
vations where there are missing values would lead to a completely distorted picture of
unmet demand. We have seen that the three algorithms presented perform similarly
well, even though the approaches are very different. The most accurate results were
achieved by averaging over the trained models. Of course, one could still analyze
other algorithms and see how they perform.
Compared to the use of transaction data alone, the use of imputed search sub-
scriptions allows us to identify what people are really searching for and where there
is unmet demand. This may serve to prevent additional accommodations being built
in regions where there is no uncovered demand, to improve the pricing of accommo-
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dations thanks to enhanced knowledge of the willingness to pay for specific objects
in different regions, and even to identify regions where there is unexpected demand.
Further analyses could include attempts to understand what drives demand. It
would also be interesting to see the results from the analyses described here if more
features would be available (such as if an accommodation has a balcony, or which
floor an apartment is on).
Even though this research was conducted on housing data from Switzerland, the
methodological insights can be extended to other countries or even to other markets.
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A K-means
Algorithm 1 Pseudocode of the k-means algorithm used
Look at following subset: searchType=rent∧objectType=apartment.
Drop observations where
is.empty(priceMin)∧is.empty(priceMax) or
is.empty(roomMin)∧is.empty(roomMax).
for m = 1, . . . , p− 2 do
Training set(n1×p) = all observations with 0 missing values.
Target set(n2×p) = all observations with m missing value(s).
Among training set: randomly initialize k cluster centroids
µ1, µ2, . . . , µk ∈ Rp (p = number of features).
repeat
for i = 1, . . . , n1 set
c(i) :=arg min
j∈[1,k]
dist(x(i), µj).
end for
for j = 1, . . . , k set
µj :=
∑n1
i=1 1{c(i)=j}x(i)∑n1
i=1 1{c(i)=j}
.
end for
until convergence
for i = 1, . . . , n2 among target set do
Find j∗ = arg min
j∈[1,k]
dist(x(i), µj).
Substitute missing feature(s) of x(i) by corresponding feature(s) of
µj∗ .
end for
end for
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B Kohonen network
Algorithm 2 Pseudocode of the basic Kohonen network algorithm (Kohonen, 2001)
used
Look at following subset: searchType=rent∧objectType=apartment.
Drop observations where
is.empty(priceMin)∧is.empty(priceMax) or
is.empty(roomMin)∧is.empty(roomMax).
for m = 1, . . . , p− 2 do
Training set(n1×p) = all observations with 0 missing values.
Target set(n2×p) = all observations with m missing value(s).
Define the topology of the map.
Randomly initialize the map’s nodes’ weight vectors w.
repeat
Grab an input vector x(i).
Compute similarity between x(i) and each node v’s weight vector wv.
Find closest node, u.
Update the nodes’ weight vectors:
wv(s+ 1) = w(s) + θuv(s)α(s)(x
(i) − wv(s)),
where θuv(s) is a neighborhood function converging to 0 as dist(u, v)↑,
and α denotes the learning rate.
until maximum step size reached
for i = 1, . . . , n2 among target set do
Find v∗ = arg min
v
dist(x(i), wv).
Substitute missing feature(s) of x(i) by corresponding feature(s) of
wv∗ .
end for
end for
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C Nonnegative matrix factorization
Algorithm 3 Pseudocode of the basic nonnegative matrix factorization algorithm
used
Look at following subset: searchType=rent∧objectType=apartment.
Drop observations where
is.empty(priceMin)∧is.empty(priceMax) or
is.empty(roomMin)∧is.empty(roomMax).
for m = 1, . . . , p− 2 do
Data set V(n×p) = all observations with ≤ m missing value(s).
Randomly initialize W(n×k) ≥ 0 and H(k×p) ≥ 0.
{W ∗, H∗} = arg min
W,H
dist(V,WH), s.t. W ≥ 0, H ≥ 0,
whereW ∗ andH∗ can for example be found using Lee and Seung’s multiplicative
update rule.
Update V: V˜ = W ∗H∗ (no missing values any longer)
end for
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