Excess zeros and overdispersion are common phenomena that limit the use of traditional Poisson regression models for modeling count data. Both excess zeros and overdispersion caused by unobserved heterogeneity are accounted for by the proposed zero-inflated Poisson (ZIP) regression mixture model. To estimate the parameters of the model, an EM algorithm with an embedded iteratively reweighted least squares method is implemented. The parameter estimation performance of the proposed model is evaluated through simulation studies. The ZIP regression mixture model is applied to the DMFT index dataset, which contains excess zeros and overdispersion. Comparisons of several other models commonly used for such data with the ZIP regression mixture model show that, in general, the latter model fits the data well.
Introduction
Modeling count data is a topic of major interest in fields such as sociology, engineering, medical studies and others. The classical Poisson regression model for count data is often of limited use in these disciplines because empirical count data typically exhibit overdispersion (i.e., the variance of the response variable exceeds the mean). This phenomenon often results from unobserved heterogeneity, which occurs when the sample of responses are drawn from a population consisting of several sub-populations. Mixtures of Poisson distributions have been widely used to deal with this problem. For example, a finite Poisson mixture model with K components explains the population by giving weights π k to sub-populations with means λ k , k = 1, . . . , K . This approach also provides a natural framework to classify observations into the components of the mixture model. Poisson mixtures were first proposed by Simar (1976) and Laird (1978) . Finite mixtures of Poisson regression models with constant weight parameters have been developed by Wedel et al. (1993) , Brännaäs and Rosenqvist (1994) , Wang et al. (1996) , and Alfò and Trovato (2004) . Wang et al. (1998) discuss finite mixed Poisson regression models that incorporate covariates in the weight parameters. As an alternative to handling overdispersion, a negative binomial (NB) regression model can be used since it allows the variance to be larger than the mean.
The count variable of interest may contain more zeros than expected under a Poisson model, which is commonly observed in many applications. For instance, the DMFT index, analyzed in Section 5, indicates the number of defective teeth in adolescents. As expected, a large number of subjects have no defective teeth, which illustrates an occurrence of zeroinflation. A popular approach to modeling excess zeros is to use a zero-inflated Poisson (ZIP) regression model, as discussed by Lambert (1992) . The ZIP distribution is a mixture of a Poisson distribution and a degenerate distribution at zero. This regression setting allows for covariates in both the Poisson mean and weight parameter. Böhning (1998) and Ridout et al. (1998) provide reviews of the related literature and present examples from a wide variety of disciplines.
Furthermore, if overdispersion remains even after modeling excess zeros, a zero-inflated negative binomial (ZINB) regression model can provide a good solution. However, if a population has excess zeros and several sub-populations in non-zero counts, a single component of the ZINB regression model may not be sufficient to describe the non-zero counts. In this paper, we propose the ZIP regression mixture model for heterogeneous count data with excess zeros.
The paper is organized as follows. We describe the ZIP regression mixture model in Section 2. The EM algorithm for model fitting is described in Section 3. Several simulation studies assessing the performance and sensitivity of parameter estimation are presented in Section 4, and Section 5 demonstrates real data applications of the model. Finally, we conclude with a discussion in Section 6.
ZIP regression mixture model
Suppose that a count response variable Y follows a ZIP mixture distribution:
where K is the number of mixing components, λ k is the mean, and π k is the mixing weight of component k such that 0 < π k < 1, k = 1, . . . , K , and  K k=1 π k = 1. The weight π 1 determines the proportion of excess zeros compared with an ordinary Poisson mixture model. If K is equal to two, the ZIP mixture distribution in Eq. (1) is reduced to the ZIP distribution (Lambert, 1992) .
To allow the mean and the mixing weight to depend on covariates, we model {λ k } K k=2 and {π k } K k=1 using the following regression models that assume log(λ k ) and the multinomial logit of π k to be linear functions of covariates:
where x i = (x i1 , . . . , x ip ) and w i = (w i1 , . . . , w iq ) are 1 × p and 1 × q row vectors of covariates (including an intercept), respectively, and β k and γ k are the corresponding p × 1 and q × 1 vectors of regression coefficients for the kth component, respectively. Note that the mixing probability of the first component π i1 (w i , γ ) is the probability of excess zeros, and is taken as the baseline for the multinomial logit. That is, the logit for the other components relative to π i1 is log(
The generalized ZIP (GZIP) regression mixture model can be formulated as follows:
where I (·) is 1 if the specified condition is satisfied and 0 otherwise, and Pois(y i | λ ik (x i , β k )) denotes the Poisson probability mass function of y i with mean λ ik (x i , β k ). A special case of the above model will be obtained if the mixing weights π ik (w i , γ ) are assumed to be constant functions of the covariates, w i . In that case, the ZIP with fixed weights (FZIP) regression mixture model can be formulated as follows:
If both π ik and λ ik are constant functions, the GZIP mixture model reduces to the standard Poisson mixture model, denoted
Note that, the first component (a degenerate distribution with all mass π 1 at y i = 0) in Eq. (4) can be regarded as a Poisson distribution with a mean of λ 1 = 0, because Pois(
In the following section, we describe an estimation method based on the EM algorithm for the GZIP regression mixture model given by Eq. (4).
Model estimation
The EM algorithm can be applied to obtain the maximum likelihood estimates (MLEs) in a finite mixture model of arbitrary distributions (McLachlan and Krishnan, 1997) . Let the number of components, K , be fixed and known, and Each subject is assumed to belong to one of the K components, but the component it belongs to is unobservable and therefore considered to be the missing data. Using a multinomial distribution for the unobservable vector z i the complete data loglikelihood can be written as
where
is the set of the model parameters.
• E-step: Using the current estimates Θ (r) taken from the rth iteration, calculate the probabilityẑ ik that the ith subject belongs to the kth component of the mixture:
• M-step: Maximizing Q (·) with respect to Θ, we can obtain the MLEs Θ (r+1) given the probabilityẑ ik .
The updated estimates Θ (r+1) are the solution of the following M-step equations:
Since the closed form solutions of Eqs. (10) and (11) are not available, we use iteratively reweighted least squares (IRLS) to obtain the updated estimates. The IRLS method is a well-known iterative optimization method used to solve weighted least squares objective functions (Carroll and Ruppert, 1988) . In particular, this method can be used to obtain MLEs in a multinomial logit model. Using the Fisher scoring algorithm for Eq. (10), the updated estimates at the (t + 1)th iteration are 
. The weight v ik and the adjusted response ξ ik are updated at each iteration based on the current estimates of the multinomial probability π ik . For the log-linear model of Eq. (11), the updated estimates are
ik . The weight s ik and the adjusted responses η ik are updated at each iteration based on the current estimates of λ ik (= exp(x i β k )). After resetting the final updated estimates to γ
, the E-step is performed again to estimateẑ ik . The E-step and M-step are alternated repeatedly until the difference
| converges. 
Simulation study
A simulation study is conducted to evaluate the performance of the proposed EM estimation algorithm. We generate samples of size N from the following GZIP model with three components.
The log-link for the Poisson mean λ ik and the multinomial logit-link for weight π ik are as follows: To consider zero-inflation among the mixing weights, we set the probability of excess zeros using γ
which can be reparameterized as π k using Eq. (3). As a result, the expected values are π 1 ≈ 0.497, π 2 ≈ 0.301, π 3 ≈ 0.202, on average.
To generate samples from the above model for each subject i (1, . . . , N), a random number u is generated from Uniform(0,1). If u is less than π i1 , Y i takes the value 0. If u is between π i1 and π i1 + π i2 , then Y i is a draw from Poiss(λ i2 ). Otherwise, Y i is generated from Poiss(λ i3 ).
The results of evaluating the proposed parameter estimation are presented in Table 1 . The results are based on 1000 repetitions for each of the three sample sizes (N = 300, 500, 1000). The bias, mean square error (MSE), and coverage probability are used to evaluate the estimation performance. Bias is calculated as the difference between the average estimate and the true value, and should ideally be close to zero. MSE measures the average squared distance from the estimate and the true value, and is a useful measure of the overall accuracy of the estimation. Coverage probability is the proportion of times the obtained confidence interval contains the true value. We consider bootstrapping to compute the coverage probability of the confidence interval, because the standard errors based on the observed information matrices can be too unstable (McLachlan and Peel, 2000) . The following formulas are used to obtain these measures.
•
• Bootstrap coverage: proportion of times the 100(1−α)% bootstrap confidence interval [2θ j −θ *
where θ ∈ {β k0 , β k1 , γ k0 , γ k1 } Data: GZIP mixture with 3-component.
Model: GZIP mixture with 3-component.
Table 3
Model selection based on AIC and BIC.
GZIP mixture model Correct rate (%)
M is the number of estimated parameters. N is the sample size.
The results in Table 1 indicate that the EM algorithm performs well in estimating the true coefficients. The bias and MSE for all the parameters decrease as the sample size increases from 300 to 1000. The bootstrap coverage probabilities are closer to the nominal confidence level as sample size increases.
Sensitivity of the GZIP mixture model
As suggested by a reviewer, we conduct simulations to examine the sensitivity of the GZIP mixture model. Our first simulation is to examine the performance of the GZIP model for classification. We use the same setting as before to generate data of size N = 1000 from the GZIP mixture model with three components. Here, the GZIP model with three components is fitted to the simulated data and used to classify the data into three components. We compute the misclassification rate by counting the number of observations classified into a different component to the original. Results of this simulation based on 1000 repetitions are presented in Table 2 . The overall misclassification rate is 11.3%. Moreover, it can be seen that the majority of the misclassification is between components two and three. This is not surprising because the means of these subgroups in some simulated datasets are close to each other, making the boundary between the components slightly ambiguous (Poisson means: (λ 2 , λ 3 ) ≈ (2.7, 6.8)).
In the second simulation, we examine if the number of mixing components of the GZIP model can be identified using Akaike's information criterion (AIC) and Bayesian information criterion (BIC) model selection criteria. We generate the data of size N = 1000 from the three-component GZIP mixture using the same settings as before. We now fit four GZIP mixture models with two, three, four, and five components and repeat that 1000 times. Table 3 shows the results of model selection using AIC and BIC. We can see that BIC picks the true model in all the cases, but that AIC sometimes chooses more components than necessary. This indicates that BIC is more suitable for identifying the number of components.
The third experiment is performed to study the impact of using the GZIP model when the data are generated from a simpler FZIP model. The motivation for conducting this experiment is to see if the estimation of the GZIP model is less efficient (i.e., larger standard errors) than the FZIP model. A sample dataset (N = 1000) is generated from the three- Table 4 shows the estimation results for the FZIP and GZIP mixture models based on 1000 repetitions. We can see that the GZIP model performs almost as well as the FZIP model for estimation, both in terms of the estimates and their standard errors. The estimated coefficients for the weights in the GZIP model are (γ 20 ,γ 21 ) = (−0.509, 0.0005) and (γ 30 ,γ 31 ) = (−0.938, 0.016), which are reparameterized as (π 1 ,π 2 ,π 3 ) = (0.499, 0.301, 0.199) by the multinomial logit transformation.
Application to dental caries data
In dental epidemiological research, the DMFT index is a well-known indicator for assessing dental caries in an individual. Table 6 Parameter estimates (standard errors) of the FZIP models using training datasets. The FZIP mixture with two components is the same as the ZIP model with a constant mixing π .
Standard errors were calculated by bootstrap, using 1000 bootstrap samples. AIC = −2 log-likelihood + 2M, where M is the number of estimated parameters. BIC = −2 log-likelihood + M log(N), where N is the sample size.
equal to zero, which corresponds to subjects with no defective teeth. The overall sample variance (8.84) is considerably larger than the overall sample mean (3.30). To confirm the existence of zero-inflation and overdispersion in the DMFT index, the Poisson, NB, ZIP, ZINB, ZIP with normal random intercept, and Poisson mixture model, all commonly used for Poisson counts, are compared. The results of these analyses are presented in Table 5 . The Poisson mixture model with three components (NPMLE) shows the largest increment in log-likelihood when compared to the Poisson model. In the Poisson mixture model, one component models the zero-component, and the remaining two components explain the residual heterogeneity. This suggests that it is worth considering a finite mixture model with multiple components rather than a model with only one component for non-zero counts.
To assess the effect of covariates on the DMFT index on each component, we fit the ZIP regression mixture models (FZIP and GZIP mixtures). The following covariates are considered: gender (0 = male, 1 = female), age (12-13/14-15/16-18), the frequency of snacks per day (0 = 0-1, 1 = 2-5), and whether the person receives national basic livelihood security assistance (0 = no, 1 = yes). We separate the dataset into a training set (75%, N = 595) and a test set (25%, N = 192) using stratified random sampling so that the training and test sets are similar. This process of splitting the dataset into training and test data is repeated 1000 times to make sure that there is no sensitivity to a particular split. The training dataset is used to fit the models and the test dataset is used to assess the predictive ability of the models. The results of fitting various FZIP mixture models are summarized in Table 6 . The FZIP mixture with three components has the smallest AIC and BIC values. It is noteworthy that the FZIP mixture models with multiple components seem to provide better fits than the ZIP model with only one-component for non-zero counts. Table 7 Parameter estimates (standard errors) of the GZIP models using training datasets. The GZIP mixture with two components is the same as the standard ZIP model. Standard errors were calculated by bootstrap, using 1000 bootstrap samples. AIC = −2 log-likelihood + 2M, where M is the number of estimated parameters. BIC = −2 log-likelihood + M log(N), where N is the sample size. The ZIP model with a constant weight is the same as the FZIP mixture with two components. The ZIP model with logit models for weights is the same as the GZIP mixture with two components.
The results of fitting the GZIP mixture models are summarized in Table 7 . The GZIP mixture models allow each observation to have a different weight that is dependent on various covariates. This can yield important insights into the factors that determine the group classification. The GZIP mixture with three components has smaller AIC and BIC values than the standard ZIP model. (The standard ZIP model is the same as that of the GZIP mixture with two components, except the coefficients related to the weight parameter have opposite signs.) According to the result of the GZIP mixture with three components in Table 7 , the log of the probability of a subject being allocated to component 2 instead of component 1 is positively related to age, frequency of snacks, and livelihood assistance, and negatively related to gender. In other words, the higher the age, frequency of snacks, or livelihood assistance, the more likely it is that a subject will be allocated to component 2 than component 1. Given the same age, frequency of snacks, and livelihood assistance, females are less likely to be allocated to component 2 than component 1 compared to males. Other logit models (e.g., Log(π 3 /π 1 ) and Log(π 3 /π 2 )) can be interpreted in the same way. The multinomial logit models can be expressed in terms of the estimated probabilities given in Eq. (3). For instance, for a 16-year-old female who has more frequent snacks, the estimated probabilities are in the order of (π 3 (0.676) > π 2 (0.252) > π 1 (0.072)). For the Poisson log-linear model, a one unit increase in x has a multiplicative impact of exp(β) on the mean, λ. For instance, for females in component 2, the mean of the DMFT index in component 2 is about 23% lower than for the males, since exp(−0.259) = 0.772.
We compare the ZIP (FZIP and GZIP) mixture models to the standard models commonly used to analyze Poisson count data (the Poisson, ZIP with normal intercept, nonparametric maximum likelihood (NPML), ZIP, and ZINB models). Two types of models are considered as a comparison to the FZIP and GZIP models: one with constant mixing weights, and the other with logit models for the weights in the ZIP and ZINB models. Column (a) in Table 8 provides the −2 log-likelihoods and relative rankings for all seven models analyzed using the training datasets. Among the models with constant mixing weights, the FZIP mixture with four components fits best. Among the models with logit models for weights, the GZIP mixture with three components provides the best fit. Again, as expected, finite mixture models with multiple components provide notably better fits than the models with one component for the non-zero counts.
Column (b) in Table 8 shows the Kullback-Leibler (K-L) divergence, measured using the test datasets. This measures the difference between the probability distributions of the predicted and the observed DMFT index frequencies as a measure of the predictive performance of the different models. Among the models with constant mixing weights, the FZIP mixture ranks the best, and the GZIP model ranks the best among those models with logit models for weights. Overall, the models with logit models for weights show the better fit. Between the FZIP and GZIP mixture models, the GZIP mixture shows a slightly better fit. Among all the other models, the NPML and ZINB models rank the closest to the FZIP and GZIP models in terms of overall assessment. To summarize, the GZIP mixture model seems to provide additional information about the sub-populations, as it allows each component to have a weight that is dependent on various covariates.
Conclusion
We have proposed ZIP regression mixture models for zero-inflated heterogeneous count data. Our simulation studies show that the proposed models work satisfactorily and the estimation techniques perform well. The models are applied to dental caries data and compared to the existing approaches. The results show that the GZIP regression mixture model with three components provides the best fit. This result lends support to the use of a finite mixture approach, and also suggests that the GZIP regression mixture model provides better fitting performance than the FZIP regression mixture model when explaining zero-inflated heterogeneous data.
If the data only have categorical covariates, one can use contingency tables to analyze the data. However, when there are continuous covariates or many categorical variables, the stratified approach has limitations. In such a case, the ZIP regression mixture is a natural model to avoid this problem, as it can include continuous and/or categorical variables in a framework of generalized linear models for modeling both weight parameters and/or mean parameters. However, if there are many variables to be considered in the models, the number of parameters also increases as the number of mixture components increases. To avoid this problem, a random intercept model could be used by assuming that all components have the same regression coefficients, other than the intercept. Also, the ZIP(τ ) model structure, with the same covariates in the weight parameter and mean parameter, could be used to give simpler models (Lambert, 1992) . In addition, it may be necessary to consider different functional forms describing the weight parameter or the selection of covariates being included in the model when using the GZIP regression mixture model, since the selection of the functional forms (or covariates) for the weight parameter could have a significant impact on the grouping.
In this work, we used AIC and BIC as model selection criteria to select the number of mixing components, K . However, it is possible to consider Bayesian models, particularly for addressing the problem of how many latent classes to include. A Dirichlet Process prior can be used in situations where the appropriate number of latent classes is unknown. This is an area of possible future research.
