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ABSTRACT

Modeling Temporal Variations in Travel Demand for
Intelligent Transportation System
by

Srinivas Subrahmanyam Pulugurtha

Shashi K. Sathisan, Examination Committee Chair
Associate Professor in Civil Engineering
University of Nevada, Las Vegas

The imbalance between demand and supply on transportation networks, especially
during peak periods, leads to significant level of congestion. Potential solutions to alleviate
congestion problems include enhancing system capacity and effective utilization of available
capacity - i.e., traffic demand management. Intelligent transportation system (ITS) initiatives
such as travel demand management systems (TDMS) and traveler information systems (TIS)
refer to demand management as an objective. The success of these initiatives rely heavily on
an ability to accurately estimate the temporal variations in travel demand in near real-time.
The focus of this dissertation is on developing a methodology for estimating temporal
variations in travel demand in urban areas.

m
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A significant portion of daily congestion on urban transportation networks occur
during peak periods. A majority of trips during peak periods are work trips. The peak study
period is divided into several time slices to facilitate simulation and modeling. A methodology
is developed to estimate origin-destination (O-D) trip tables for each time slice. Trip
attractions during each time slice, for each traffic analysis zone (TAZ), are estimated using
pertinent characteristics of the TAZ. The O-D trip tables for each time slice are estimated as
a function of trip attractions for the time slice, total trip productions during the peak period
and the travel time matrix for the peak period. These O-D trip tables for each time slice and
the existing network conditions can be used to assign trips in near real-time.
The algorithm is coded using C++ programming language. The model is first tested
on various small hypothetical cases with 5 TAZs, 10 TAZs, 15 TAZS and 20 TAZs
respectively. The results obtained are as expected. The robustness of the model is tested using
the hypothetical case with 10 TAZs. Since, testing and validating the model on large real
world networks is important, the model is tested with 1995 data obtained for the Las Vegas
valley. The results are consistent with that obtained for the hypothetical cases. The model is
tested on Silicon Graphics IP 27 with IRIX version 6.4 as the operating system. For almost
all the scenarios, the run time is less than 3 minutes. This strengthens the notion that the
model can be implemented in real time.
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CHAPTER 1

INTRODUCTION

Motivation
Increasing urban traffic congestion is a big problem. The estimated economic losses
due to congestion for the United States in 1994 is about $100 billion per annum which
represents about 5% o f the gross national product (WHS America, 1994). This is expected
to increase. Congestion is mainly due to the imbalance between travel demand and roadway
capacity (supply). There are at least two ways to tackle this problem: 1) increase supply, and
2) effective utilization of available capacity or, in other words, better demand management.
Increase in supply require extremely high capital investments and a long time for
implementation. In addition, other factors such as space restrictions, force researchers to look
at better demand management as a suitable alternative. This includes numerous strategies
ranging from providing users accurate and timely information for trip planning and route
guidance to behavior modification.
Behavior modification may be more difficult to attain. Providing information requires
the deployment of resources, but these are much more modest than that required to enhance
capacity. Therefore, the primary motivation for this research is to help devise “smart”
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approaches for the efficient deployment of resources to decrease the urban traffic congestion
problem.

Background
The development of any ITS concept is based on the application of advanced
computer systems, electronics, communications, sensing, traffic control, and information
processing technologies to surface transportation facilities (freeways, urban arterial roadways,
city streets, rural roads and inter-modal connections). ITS technologies are applied to
improve travel safety standards, reduce congestion and vehicle emissions, improve energy
efficiency, and enhance economic productivity. In the United States, the Federal Highway
Administration (FHWA) is the major federal participant in ITS programs. In addition to
coordinating various activities, the FHWA has the responsibility to provide oversight of the
ITS framework at the national level (Federal Highway Administration 1991).

Other

participants in ITS programs include those from state and local governments, private sector
firms, and academia. The ITS framework consists of defining goals, identifying an operating
environment for implementation of system architecture, and assessing the impact on system
performance.
The issues involved in implementing ITS in rural areas are significantly different from
those of urban areas. The first step of the program is identifying the environment for ITS
operations and defining the goals. Data collection, processing, control, and communicating
the information to users are all part of the requisite system architecture. The technology
adopted depends on goal(s) of the ITS program and the operating environment. Broadly, ITS
technologies are divided into the following: traveler information systems (TIS), traffic demand
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management systems (TDMS), travel payment services (TPS), and advanced vehicle control
systems (AVCS). Each technology, either directly or indirectly, serves to enhance
transportation system performance. For example, the effective utilization of available capacity
and a reduction in congestion delays can be brought about by providing traffic information
and optimal route guidance to current users. Indirectly, economic productivity is enhanced
by the reduction in delay costs. This research focuses mainly on aspects related to trip
planning and en route travel advisement for drivers. This initiative also forms an integral part
of traffic demand management systems.
A methodology is proposed for estimating temporal variations in travel demands
during peak periods provided the following can be determined: data about existing link
volumes, construction/repair schedules, and crash statistics. Time-dependent origindestination (O-D) trip tables are estimated. These trip tables along with existing network
information can be used to assign trips in real-time. Feedback information to users may
include anticipated travel times in the immediate future and optimal paths to reach the
destination. This information should help users make better routing decisions, thus improving
system performance.
Assume that each user seeks the “best” route to reach the destination under the
prevailing traffic conditions in an urban area. This may be in contrast to reality where users
react to conditions that will evolve while driving along a route. The urban area is assumed to
be divided into a finite number of spatial units, called traffic analysis zones (TAZs). Travel
demand is aggregated at the TAZ level. Further, the peak period travel demand during the day
is identified and broken into several time intervals termed “time slices”. Consider the case
where demand (the number of trips) between each origin - destination (O-D) pair is estimated
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or known for the peak period. This is a reasonable assumption as in most cases traffic
problems exist either during morning or evening peak periods. Furthermore, metropolitan
planning organizations (MPOs) develop models for such travel demand forecasting needs.
Congestion during peak periods is a significant portion of total daily congestion.
Typically, during these periods an overwhelming portion of the trips are either home-to-work
(morning), or work-to-home (evening). These trips can be estimated or descriptively known
with reasonable accuracy. Most studies on peak hour modeling until the mid-1980s dealt with
one origin, one route, and one destination. A review of these models was presented by Alfa
(1986). Mahmassani and Herman (1984) and Ben-Akiva et al. (1986) discuss models
considering one origin and one destination but several alternate routes. Amott et al. (1990)
used a simple network of routes in parallel. Other efforts reported include those done by Alfa
and Minh ( 1979), Alfa (1981,1989), Hendrickson and Kocur (1981), Hendrickson and Plank
(1984), Newell (1987) and Mannering and Hamed (1990). These models either concentrate
on peak hour demand modeling or study the effect of shifting departure times for work trips.
Shifting departure times for trips and influencing travel demand patterns is an entirely
different, but effective strategy. But none of these studies discuss the time dependent nature
of peak period travel demand. Research on time dependent travel demand models is discussed
in Chapter 2 of this dissertation. However, these deal with traffic control at isolated
intersections or short freeway segments. In addition the computational inefficiency of these
models make them less appropriate for implementation in real time. In this study a time
dependent peak period travel demand model is developed.
Studies show that providing traffic information under non-recurring congestion
conditions have a significant impact on system performance (Al-Deek, Martello, May and
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Sanders, 1989; Al-Deek and May, 1989; Al-Deek and Kanafani, 1993). Hence, it is important
to consider location of crashes, constructions/repair schedules, special events, weather
conditions, etc. which are causes of non-recurring congestion events. With the aid of powerful
information technologies, sensors, electronic loop detectors, and global positioning systems
(GPS), it is possible to obtain such information. For example, GPS can be used to identify
routes, locate objects on earth, monitor traffic, and measure travel times and speeds in a cost
effective manner (Quiroga and Bullock, 1996). The time dependent peak hour demand model
can be used under existing conditions to assign trips in real-time. Information about
anticipated travel time and optimal paths is then provided to users.
The possibility that a user will positively respond to the provided information is not
known. This depends on accessibility to information, route choice inertia, reliability of
information, previous experiences, payments for accessing information etc. Also, if all the
users respond to the TIS, congestion may shift to alternate routes (Amott, de Palma and
Lindsey, 1991 ; Mahmassani and Jayakrishnan, 1991). Thus, the number of responding users
or to whom the travel information is provided plays a vital role.

Problem Statement
Data required for implementing a TIS framework are either descriptive or predictive.
Descriptive information refer to real-time data which exist whereas predictive data are those
which are forecast. In the previous section it was assumed that, with the aid of technology,
it would be possible to obtain information about location of crashes, construction/repair
schedules, etc. Hence, this information is considered descriptive.
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Traffic flow patterns or number of trips can be descriptive or predictive. In cases
where information is descriptive, users need to provide details about their origin, destination
and departure times to the system managers (say, traffic management center or TMC). Also,
this requires powerful tools to identify the location of each and every vehicle. It is expensive
and practically impossible to obtain descriptive information about trip patterns for the
complete transportation network in large metropolitan areas. An alternative is the case where
spatially aggregated vehicle demand is estimated accurately so as to represent the real world
situation. The methodology proposed in this dissertation deals with the objective of estimating
time dependent O-D trip tables. In fact, the success of the TIS model relies heavily on the
ability to accurately estimate the temporal and spatial distribution of travel demand.
Travel demand during peak periods in urban areas is a significant portion of the total
daily travel demand. The typical peak periods are morning and evening peaks. A majority of
trips during these peak periods are work related trips. Inputs to the model are the O-D matrix
for the peak period (obtained from the four step travel demand forecasting process), trip
generation/attraction characteristics of individual TAZs such as temporal variations in start
times of work, and the characteristics of the network (capacity, traffic speeds, travel
impedances, etc.). The peak period is divided into short, discrete intervals of time. Traffic
conditions are assumed to be reasonably constant during these short periods, which are
henceforth referred to in this study as time slices. The peak study period is divided into
several time slices to facilitate simulation and modeling.
The focus of this study is on estimating time varying spatial distributions of trips along
the network. This requires estimating trip departure rates over each time slice based on trip
arrivals which are fixed and known. The estimated O-D trip tables and the existing network
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conditions can now be considered for assigning trips to various links so as to estimate total
link volumes during any time slice. Information about travel times, optimal paths and existing
network conditions obtained at the TMC serve as inputs for the ITS. This information, when
communicated to the users, is expected to influence traffic demand patterns.

Scope of the Study
From the previous section, it is clear that information regarding trip table and network
conditions over each time slice is required for analysis to improve system performance using
ITS technologies. Estimating the O-D trip table for each time slice is itself an interesting and
challenging problem. Collecting large descriptive information and analyzing the data require
significant computational time. In this study, a methodology is presented to estimate the O-D
trip table for each time slice.
The proposed analytical tool uses

both descriptive and predictive data. The

descriptive data regarding the peak period O-D trip table, the peak period travel time matrix,
and the expected number of trips arriving at each scheduled work-start time are used to
estimate the trip tables for each time slice. Then, trips can be assigned to various links by
using descriptive real-time data about crashes (their location and clearance time),
construction/repair schedules, special events, weather reports, and estimated O-D trip tables
for each time slice. Anticipated travel times and optimal paths are estimated for users between
each O-D pair.
Data processing and analysis should be carried out in a very short time (near real time)
to provide users the opportunity to make better routing decisions. Hence, an important task
in solving these dynamic models involves reducing computation time. The potential for
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extensive research is open with the evolution of Artificial Intelligence (AI) techniques such
as Neural Networks, Genetic Algorithms, and Geographical Information Systems (GIS).
Hardware capabilities to store and process the information is also an important factor. Also,
problems which were previously solved on super-computers can now be solved on mini
computers.
Numerous pragmatic issues are of concern to planners in building the TIS framework.
Feasibility, reliability, cost, project implementation time, and resources required for
implementing the framework are some of these concerns. The model proposed is expected
to serve as a cost effective project that could be in^lemented in very short time frame. This
system is intended to guide users in their decision making process and inqirove system
performance under recurring and nonrecurring congestion conditions (Note that situations
such as traffic jams during morning or evening peak periods is a recurring congestion
condition. Traffic problems due to crashes, construction/repair schedules, signal failures, bad
weather conditions, special events such as conventions, sports, etc. are referred to as non
recurring congestion conditions.).
Chapter 2 deals with efforts carried out in the past to tackle the problem. Research
on estimating O-D trip tables during time slices, dynamic trip assignment, impacts of TIS on
system performance and ITS operations in the past are identified. In Chapter 3, topics
discussed are TIS system requirements, and problem formulation. A methodology to address
the problem is described in Chapter 4. Simulation results and observations for hypothetical
cases are presented in Chapter 5. Results obtained for the case study are addressed in Chapter
6. Summary, conclusions and potential extensions are presented in Chapter 7.
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CHAPTER 2

LITERATURE REVIEW

In the previous chapter it was stated that the focus of this study is to evaluate
temporal variations in travel demand for intelligent transportation. In order to achieve this
goal O-D trip tables for each time slice have to be estimated. These trip tables under existing
real time conditions can be used for assigning trips. It is practically feasible and fairly
inexpensive to obtain descriptive information on crashes, construction/repair schedules,
weather reports, special events, etc. Crash location and clearance time are normally obtained
using sensors, video monitoring, GPS, electronic loop detectors, aerial observations and
system user feedback. But, the question to be addressed is: how to estimate trip tables for
each time slice for assigning the trips in order to influence traffic patterns? Assuming that the
data are obtained, analysis performed, and information is transmitted to the users, what is its
impact on system performance? In this chapter research in the past for implementing the
framework, the impact on the system performance and few existing operations in U.S. are
discussed. Past research for implementing the framework is dealt first. This is followed by
a discussion on impact of TIS operations on system performance and some existing real-time
operations in the United States.
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Studies on Implementing TIS framework
Each component of the TIS framework deals with a specific task. Technology adopted
normally depends on the time frame and available budget for implementation. Research on
TIS is generally carried with the assumption that descriptive information on accidents,
construction/repair schedules, weather reports, special events, etc. are obtained and travel
information is transmitted to the users (at present it is not realistic to assume that each
individual vehicle will have a visual display o r sophisticated speech processing system. But,
it is easy to access travel information through radio broadcasts, cellular phones, kiosks,
television, Internet or changeable message signs at major points). Thus, the major area that
need to be addressed is estimating trip information and assigning these trips.
Researchers in the past concentrated on either estimating the time dependent O-D triptables or trip assignment in real-time. This seems reasonable as it has been traditional to treat
these two problems independently. In the following subsections past research on estimating
dynamic O-D trip-tables and dynamic traffic assignment are discussed.

Dynamic Estimation of O-D Trip-Tables
An O-D trip table is used to represent trip interchanges in a given study area. The trip
table is a two-dimensional matrix of elements. These trip table elements represent the number
of trips made between various O-D TAZ pairs in the region. For assigning these trips to
various links in real-time, these trips need to be estimated for each time slice. The problem
o f estimating time dependent O-D trip-tables has been addressed by various researchers in the
past. Several approaches were proposed to achieve this objective. To date, all the studies on
dynamic estimation of O-D trip tables were obtained using traffic volume counts. The basis
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for these approaches has its roots in developing models for 0-D trip estimation from traffic
volume counts with the assumption that O-D trip table is time invariant (interested readers
can refer to the entropy maximizing models (Robillard, 1975; Tumquist and Gur, 1979;
Zulyen and Willumsen, 1980; Willumsen,

1981; Nguyen,

1984), procedure for

estimating freeway trip tables (Nihan, 1982), log-linear methods (Bell, 1983), predictionerror minimization (Cremer and Keller, 1983a), Bayesian updating approach (Maher, 1983),
generalized least-squares method (Cascetta, 1984), constrained regression approach
(Hendrickson and McNeil, 1985; McNeil and Hendrickson, 1985), model for estimating
freeway trip tables (Stokes and Morris, 1985), etc.). Thus, these approaches deal with the
non-recursive estimation of the O-D trip tables.
Recursive estimation by updating of the O-D estimates from the previous interval with
the use of data collected during the present time slice is inqwrtant. Cremer (1983) was one
of the first to work in developing a time-dependent trip distribution model. Cremer and Keller
propose models such as Kalman filter approach, cross-correlation method and recursive
least-squares algorithm based on the Kalman filter to solve the time-dependent O-D trip
estimation problem (1983a, 1983b, 1987). Nihan and Davis (1987, 1989) use modified
versions of the above approaches. Optimization approach (Cremer and Keller, 1987),
recursive least-squares algorithm (Bell 1991), fixed point approach (Nihan and Hamed, 1992),
and an enhanced Kalman filtering algorithm (Madanat et al., 1995) are few other methods
used in the past. Though, most of these methods yield accurate results, they require high
computational time making them less appropriate for real-time control. Also, these models
aim at improving traffic control and management considering either isolated intersections or
a short freeway segment for real-time estimations.
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Wo and Chang ( 1996) consider dynamic screen-line flows for estimating time varying
O-D distributions. The model requires a large computational time, thus restricting the set of
screen-line flows and network for consideration.
Hamed and Nihan (1996) discuss the problem of non-recursive estimation of
intersection O-D trip tables from observed time series counts. The intersection O-D trip table
is formulated and estimated through a seemingly unrelated estimator (called 2^11ner
estimator). Results observed showed that the Zellner estimator produced efficient parameter
estimates and satisfied all constraints. But the work does not say anything about the required
computational time. Also, the model is developed and solved for single isolated intersections.
Sherali et al. (1997) formulated the dynamic O-D trip-table estimation model as a
constrained least-squares estimation problem and a transferred equivalent linear programming
(LP) problem Conjugate gradient method is used for solving the constrained least-squares
problem where as the equivalent LP problem is tackled using a commercial LP algorithm
Travel time delays ignored in other studies were considered in this study. This study
concluded that accurate results can be obtained with nominal computational effort. But, the
model considers only limited facilities such as an intersection or a small freeway section with
known traffic volume counts over time at each entry and exit points.
The above models deal with real-time traffic control using descriptive information on
volume counts for each time slice. Collecting data for a section of road or intersection is not
a major problem. But, in case of networks the time required for collecting (and transmitting)
the data over the study area plays a crucial role. None of the above studies consider this
factor.
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Also, though the aforementioned efforts attempt to represent reality, none of these
models discuss about the trip assignment process in order to influence the traffic patterns. The
computational time required to solve the problem as a whole will be very high. An alternative
to this is to visualize both the problems (distribution and assignment) using parallel computing
and hardware. Junchaya etal. (1992) propose a traffic simulation model which has an inherent
path-processing capability to represent users route choice behavior at the individual vehicle
level on a massive parallel computing architecture.
Giving due consideration to the above aspects it is felt that developing a deterministic
model to estimate the O-D trip table for each time slice as more appropriate. Most of the time
congestion is during morning and evening peak periods in which a majority o f the trips are
work related trips. Arrival of trips at work places can be estimated with a reasonable amount
of accuracy. Estimating the work trips for each time slice and influencing the trip patterns is
expected to improve system performance under recurring and non-recurring congestion
conditions. A methodology to estimate time dependent O-D trip tables is presented in the
Chapter 4.

Dynamic Trip Assignment
The objective of the ITS program is to influence traffic patterns for improving system
performance. Assuming that the information required for analysis is obtained, the next step
is to assign these trips along various links under system optimal, user optimal, or a
combination of system-user optimal condition. As stated earlier, most studies on dynamic trip
assignment treat the problem independent to trip distribution. Extensive research has been
carried to solve both the static and dynamic versions of the trip assignment problem. Dynamic
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trip assignment is needed to evaluate regional transportation plans and examine the
effectiveness of alternative traffic management plans during emergencies, accidents, highway
construction/repairs, etc. This can be used for real-time in-vehicle guidance system, traffic
diversions, studying traffic congestions and their impacts, and results due to shifting work
departure times.
In particular, research on data processing and analysis for a TIS has its roots in solving
instantaneous dynamic trip assignment models. Existing dynamic network models are divided
into two groups: (1) traffic simulation models, and (2) dynamic game theoretic network
models. Traffic simulation models consider the goal oriented decisions of drivers as occurring
according to pre-specffied decision rules (lida et al., 1992). These models can be microscopic
(vehicle interactions are modeled in great detail), or macroscopic (vehicle interactions are
modeled in a more aggregate fashion). Dynamic game theoretic models, in an abstract way,
account for how the timing of different decisions affects the vehicle interactions (Friesz et al.,
1996). Optimal control formulations, variational inequalities, mathematical programming, and
dynamic models are the distinct sub-groups of dynamic game theoretic models.

Optimal control formulations
Link inflows and outflows are treated as control variables in these formulations. The
solutions correspond to various generalizations of Wadrop's principles (Wadrop, 1952).
Friesz et al. (1989), Wie (1989b), and Ran and Shimazaki (1989a, 1989b) treat link inflows
as controls in continuous time. These authors consider exit flows as a function of number of
vehicles on the link. Wie et al. (1990) formulate the problem as a optimal control model to
predict the temporal evolution of traffic flow pattern on a congested multiple O-D network.
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The algorithm is observed to be computationally less demanding. Papageorgiou (1990)
propose a theoretical framework through a non-linear optimal control approach for achieving
a dynamic system or user optimal solutions. But, Ran etal. (1993a) argue that arc inflows and
outflows, together as control variables, provide realism. The model formulated as a convex
dynamic user equilibrium optimal control approach yielded realistic results. The central
controller in this case was assumed to be informed about trip makers origins, destinations and
departure times. This model does not consider routing decisions of users. Contrary to reality
where link travel times change with flow rates, these were fixed as in the static case. Wie et
al. (1994) propose an augmented lagrangian method for solving discrete time system optimal
traffic assignment problem. This approach works on a optimal control framework providing
natural deconposition by time period. The advantage of this model is that it does not require
path enumeration calibrations. Boyce et al. (1995) discuss optimal control theory formulation
to describe users route choice behavior based on current information about network
conditions. The discrete time non-linear problem allocates vehicle flows to the current
minimal cost routes based on currently prevailing travel times. An algorithm based on FrankWolfe technique is used to solve the problem. The working of the approach on real-time large
scale transportation networks is not known.

Variational Inequality Models
A number of variational inequality models with exact flow propagation constraints
were proposed in the past by Friesz et al. (1993, 1994), Ran et al. (1993a, 1993b), Smith
(1993), Wie et al. (1995). Ran et al. (1993a, 1993b) either omit departure time choice or
assume them to be obtained by ad hoc process. Friesz et al. (1993,1994) and Smith (1993)
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address the problem considering both departure time choice and the route selection. These
approaches though overcame the theoretical shortcomings in Ran et al.( 1993a, 1993b) are
considered less demanding because of the computational difficulties. A link based variational
inequality model is proposed by Ran et al. (1996). The dynamic model takes into account the
departure times and route choice of users.

Mathematical Formulations
Perhaps the oldest of the dynamic theoretic models is the mathematical programming
approach. Merchant and Neuhauser (1978a, 1978b) first developed a discrete time dynamic
system optimal traffic assignment model. Dynamic traffic inputs at each origin are considered
for a single destination. A mathematical programming algorithm is developed for solving the
discrete time varying model. The presence of non-linear equality constraints describing flow
conservation makes the feasible region of the mathematical program non-convex (Merchant
1974; Merchant and Neuhauser 1978a). Ho (1980) initially solved the model as a sequence
o f linear programs. Though obtaining globally optimal solutions is difficult, the above cited
models satisfy certain constraints required at the optimum (Carey 1986).
Hendrickson and Kocur (1981), Mahmassani and Herman (1984), and Ben-Akiva et
al. (1986) use different solution techniques to examine the effect of varying departure times
on congestion and travel delays. But these authors consider restricted network configuration
in their analysis. Carey (1987) came up with an alternative formulation to the Merchant and
Nemhauser model (1978a). The reformulated convex non-linear problem is solved using
piece-wise linear method. The model, attempted considering only one destination, is observed
to have analytical and computational advantageous over the origin formulation. Even
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simulation models such as CONTRAM’, and SATURN are observed to be prohibitive for
large network configurations (Van Aerde, 1987). Other efforts for solving the dynamic traffic
assignment problem include nested decomposition algorithm applied on a hypercube computer
(Ho, 1990), heuristic model based on Frank-Wolfe's algorithm (Janson, 1991) and time
decomposition algorithms (Ran and Shimazaki, 1989a, 1989b; Codina and Barcelo, 1991).

Dynamic Models
In fact system passes a set of disequilibrium states tending towards equilibrium
Studies have even cited that an equilibrium state may not be reached over the study period
(Friesz et al., 1994). Further the inequilibrium conditions will have a stream of impact on
system performance which is important. Inequilibrium dynamic systems approach include
efforts by Cascetta and Cantarella (1991) and Friesz et al. (1994).
The dynamic problem is normally solved with either system or user optimal objectives.
Most mathematical programing and discrete time optimal control formulations proposed to
date have addressed system optimization rather than user equilibrium Research with system
optimization objectives include those by Merchant (1974), Merchant and Nemhauser ( 1978a,
1978b), Ho (1980), Carey and Srinivasen (1993a, 1993b), Carey (1986,1987,1988, 1990,
1992), Matsu (1987), Friesz et al. (1989), Ran and Shimazaki (1989a), Wie (1989b), Birge
and Ho (1993), Ghali and Smith (1995), etc. System optimization limits the relevance to
network flow estimations.

CONTRAM is a simulation model used to assign time varying demand to the transportation
network. Pre-determined time varying O-D trip matrices are inputs to the model (Leonard
et al. 1978).
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For given O-D vehicle flows by departure time, the instantaneous route choice
problem with user optimal objectives is solved by Matsu (1987), Boyce (1989), Friesz et al.
(1989), Hamerslag (1989), Wie (1989a), Wie et al. (1990), Codina and Barcelo (1991),
Janson (1991, 1995), Drissi-Kaitouni and Hameda-Benchekroun ( 1992), Ran et al. (1993a,
1993b), William and Huang ( 1995) and Boyce et al. (1995). In these models the minimal cost
route for each vehicle is determined. Janson (1991) solved the non-linear dynamic user
equilibrium assignment problem using a heuristic algorithm The problem is formulated
considering multiple origins, destinations and time periods of 10 minutes to 15 minutes. The
study assume trip departure matrices to be known. A methodology for estimating the trip
departure times using link volumes from observed traffic counts in successive time intervals
is proposed by Janson and Southworth (1992). The approach used by Janson (1991) does not
give a convergent solution but produces assignments that approximate the dynamic user
equilibrium optimality conditions. A bilevel program to examine the effects of dynamic
user-equilibrium trip assignment with scheduled trip arrival times on steady-state travel
demands is proposed by Janson (1995).
Boyce et al. (1995) modeled the dynamic user optimal route choice problem as a
sequence of discrete-time non-linear programs. In this model the estimated link travel times
are updated iteratively in the solution procedure of minimal cost route searching.
Most of the studies discussed above use predictive mathematical models of time
varying network flows to estimate flow levels. This information is used for TIS applications.
These models are more appropriate in situations where real time sensing is not possible. Also,
temporal paradox should be avoided by these predictive mathematical models. This paradox
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occurs when altering capacity lowers congestion in the present and near future but increases
the same at some more distinct time.
Assuming that the network supply characteristics remain same over the time slice,
these time-varying models are solved. The objective is to provide real time information about
existing traffic flow conditions and anticipated travel times. This information is expected to
assist the user in making decisions on path of travel to reach the destination.

Impact of TIS on System Performance and Transportation Network
TIS architecture is generally implemented with preset objectives. System performance
is measured based on these objectives. These objectives, which vary between different
operating environments, serve as the measures of effectiveness of the new system Possible
benefits of dynamic route guidance include reduced trip time (travel time saving costs),
reduced driver tension, reduced congestion, more effective utilization of existing roads,
increased safety, reduced air pollution, reduced vehicular operating costs, improved roadside
aesthetics, savings in new road construction costs (because of effective utilization of roads
and reduction in the number of required additional lanes) and reduced signing requirements
(in-vehicle personalized signing reduces the need for additional signing requirements) (Rosen
et al., 1970). There is a need to study the impact of ITS architecture on these system
performance measures. In this section, a discussion of research on the impact of TIS
architecture on system performance is presented.
In one of their study during early 1990s FHWA revealed that $46 billion can be
annually saved by better route plaiming (Collier and Weiland, 1994). Studies indicate that 8%
to 10% of vehicle miles of travel (VMT) can be saved if people do in fact take the shortest
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paths between origins and destinations (Jeffrey, 1981a, 1981b, 1987), Jeffrey et al., (1987);
King and Mast, 1987). But, travel time has been traditionally used for the analysis.
Studies show that influencing travel patterns through TIS reduces the travel time of
system users. Researchers, through comprehensive automobile traffic control pilot system
(CACS) route guidance experiment in Tokyo, observed that travel time of system users could
be reduced by 9% to 15% (Yumoto, Ihara, Tabe, and Naniwada, 1979). Another experiment
in Tokyo conducted by Tsuji, Takahshi, Kawashima, and Yamamoto (1985) showed that
travel time can be reduced by 11% through route guidance. Other research articles on
evaluation of travel time savings related to TIS include works done by Koboyashi (1979),
Jeffrey et al. (1987), Al-Deek, Martello, May and Sanders (1989), Al-Deek and May (1989),
Mahmassani and Jayakrishnan (1991), Kanafani and Al-Deek (1991), Al-Deek and Kanafani
(1993), etc.
Of late, researchers have been working with goals to minimize vehicle emissions and
their impacts on air quality, noise pollution, etc.

An analytical method proposed for

evaluating the impact of rerouting guided traffic indicated that a system wide reduction in air
pollutants such as Carbon Monoxide (CO), and Volatile Organic Compounds (VOC) is
achieved through the implementation of ATIS (Al-Deek, Wayson and Radwan 1995). The
study states that the impacts can be further reduced with higher-ATIS market-penetration
levels. This, along with emission control technologies could lead to a significant reduction of
emissions of Oxides of Nitrogen.
Real-time diversion of traffic could reduce travel time and delays, hence vehicle
emissions and thus improve air quality. Kanafani and Al-Deek (1991), assuming that motorists
will follow route guidance instructions, measured the benefits of route guidance technology
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as a difference in total travel time, for a given demand between the system optimal and the
user equilibrium assignments. Diverting traffic from freeway corridors to the street network,
the authors observed that there could be 3% to 4% total time savings. But, when visualized
at microscopic level benefits are large on some route segments, but worse on few. For
example, diverting traffic from freeway on to some local streets improves air quality on
freeways, but increases vehicle emissions and noise on local streets. This is possible only when
Braes’ paradox is eliminated.
Also, at low speeds more drivers would choose the freeway resulting in congestion,
and the potential benefits o f route guidance are liigh, when compared to high street speeds.
Thus, excess traffic on fi’eeways can be avoided either by route guidance or by improving
speed conditions on the street network (to divert traffic). Route guidance yields benefits if
there is shortage of capacity (say, on freeways) since user equilibrium assignment would not
send many motorists to the freeway.
Merchant and Neumahaser (1978a, 1978b), Kanafani and Al-Deek (1991), Chang et
al. (1994), Al-Deek, Garib and Radwan (1996), Quiroga and Bullock (1997) discuss analyses
for one arterial or freeway section. But, this cannot be the network system equilibrium. Also,
under network equilibrium conditions for any user there cannot be a better path to reach the
destination other than the one being traversed (Wadrops' user equilibrium). So, TIS is more
advantageous under inequilibrium conditions. Historically, traffic assignment models have
focused almost exclusively on equilibrium traffic patterns. But, perturbations due to
controlled inputs or random events, induce inequilibrium which adjust toward equilibrium.
Thus, Friesz et al. (1994) argue that an equilibrium is either never reached during a given
planning horizon, or that the length of the inequilibrium phase may produce a time stream of
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impacts which is equal to or greater in importance to that associated with the equilibrium
(steady-state) phase. Also, the ability to predict the way traffic patterns change, and how the
quality of the information provided by TIS influences these time trajectories is essential.
Cascetta, Canteralla and Di Gangi (1991) conclude that the effectiveness of TIS is greatly
affected by travel patterns, driver behavior, and the adopted information strategy.
Orski (1996/1997) observed that at Chrysler Tech Center, when traffic information
is readily available, 61% of a surveyed sample consult traffic bulletins at least prior to
departure. Studies by Amott, de Palma, and Lindsey (1991), and Al-Deek and Kanafani
(1993) demonstrate that if all the travelers have access to traffic information and they
respond, the system would not benefit as a whole. This is because, if all users supposed to
travel on a route respond to the information provided and shift to indicated alternate optimal
paths, this may result in congestion on these routes nullifying the congestion effect on initial
routes. So, the number of users responding to the traveler information plays an important role
in the system performance. Maher and Hughes state that benefits may be maximized by
equipping only a proportion of vehicles (1995). This further leads to research avenues such
as who should be provided with this information. Also, even if in-vehicle navigation systems
are considered, not all the vehicles wül have this facility. The high cost of vehicles with these
navigation systems may not be affordable to all users (unless made available at a reasonably
low price).
The affect of system optimal and user optimal objective on guided and unguided users
was studied by van Vuren et al. (1991). System optimal routing was observed to result in a
slightly greater reduction in total travel time than user optimal routing, particularly in least
congested scenarios. Guided traffic benefit more from user optimal routing whereas
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unequipped vehicle users seem to be particularly benefitted by system optimal routing. Thus,
as observed by Mahmassani and Chen (1991), system performance depends on the behavior
rules governing the users response, information available, initial network conditions and
fraction of users having access to real-time information in the network.
Human factors cannot be neglected in these type of studies. Factors such as familiarity
of route, preferences to certain routes, communicating language, method of communication,
type of user and the user's economic status, etc. are few factors which affect user response.
Most of these models with an objective of providing information to travelers do not
exclusively deal with the consumer response to information provided. "Behavioral processes
are quite complex as they involve human, judgement, learning, and decision making" state
Mahmassani et al. (1986). Hence, studies which aim at describing the issues related with the
response and behavior of traffic are important.
From the experiments on interactive guidance on routes (IGOR), it was observed that
acceptance of an item of advice depends on the quality of information, quality of previously
received advice, the user’s knowledge of the network, and on the extent to which advice is
corroborated by other evidence (Bonsall and Parry, 1991). Compliance with advice is a
function of its credibility which in turn depends on past experience, local conditions and
psychological factors.
Studies show that navigation system characteristics and age have a significant impact
on driver diversion behavior (Allen et al., 1991). Old drivers are observed to be more
reluctant to diversion. Aspects such as route familiarity, commercial driving experience, and
gender group are not significant factors in drivers decision making.
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Friesz et al. ( 1989,1993), Ben-Akiva etal. (1991), Bemstein et al. ( 1994), etc. focus
on the problem of within-day (or intra-day) dynamics, which are intrinsically much faster and
more complex. Within-day dynamics describe users’ reactions to transient phenomena, such
as traffic crashes, which are of short duration compared to structural changes. But, travelers
change their behavior from day-to-day (or inter-day) based on the known information and
previous day experience from one inequilibrium state to another (Mahmassani et al., 1986;
Chen and Mahmassani, 1993; Friesz et al., 1994; Jha et al., 1995). Travel time perception
from one day to another using the information provided by ATIS and past experience was
studied by Jha (1996) using a Bayesian Updating Model. Research showed that the day-today adjustment process will eventually lead to an equilibrium phase. Mahmassani (1990)
addressed this experimentally, whereas the same was theoretically established by Friesz et al.
(1994).
Mahmassani ( 1990) developed a simulation model that determines the resulting arrival
times and associated trip times. These, in turn, formed the basis of commuters decision on the
next day. Models predicted daily switching of departure time and/or route by individual
commuter in response to experienced congestion in the system or to exogenously supplied
information (Mahmassani and Jayakrishnan, 1991). Flow patterns that result from the real
time decisions of users in the network are in response to perceived prevailing traffic
conditions, as well as to supplied information of varying form, type, and reliability. Thus,
consideration of the day-to-day decision of an individual commuter allows the evolution of
the time dependent flows patterns in the system.
Savings in vehicle miles of travel using TIS are observed more in case of congested
conditions than under uncongested conditions (Hamerslag and van Berkum 1991). Jacques
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et al. (1995) conclude that users compliance to route advice is low in fluid traffic conditions
but high in congested situations. Research showed that TIS technologies result in decreasing
congestion effects, hence reduction in delay, cost, and improvements in safety of traffic
(Pindur and Yacus, 1996; Stephanedes et al., 1996; Civil Engineering, 1995; Hobeika et al.,
1993). Experienced travelers who make the major portion of traffic in congested urban
networks have sufficient information to manage route choice (say, by previous day experience
itself). Benefits from diverting traffic using route guidance is not limited to the cases of
recurring congestion as stated by Al-Deek and Kanafani (1989) and Al-Deek and May (1989).
Studies show that driver response is not significant under recurring conditions (Al-Deek,
Martello, May and Sanders, 1989; Al-Deek and May, 1989; Al-Deek, 1991). But savings are
significant under non-recurring congestion conditions, say, due to incidents, as stated by AlDeek and Kanafani (1993). The proportion of guided traffic and the duration of incident play
an important role in the system performance. Over-estimating the incident duration sometimes
result in guided users experiencing travel longer distances for greater amount of time. The
potential benefit is not high for guided vehicles in cases where incident duration is under
estimated.
Diverting traffic during recurring congestion periods does not help if alternate routes
are congested. Al-Deek and Kanafani (1993) argue that if so, more benefits are attained if
ATIS is practiced for incidents occurring during off-peak periods. This again depends on the
network (available alternate routes) and traffic conditions.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

26

TIS Operations in the Past
A number of TIS operations have been tested and implemented in the last two
decades. One of the earliest implementation is the Comprehensive Automobile Control
Systems (CACS) in Japan. This was followed by Advanced Mobile Traffic Information and
Communication Systems (AMTICS), Road-Automotive Communication System (RACS),
Vehicle Information Communication System (VICS), etc. in Japan, EUREKA, Programme
for European Traffic with Highest Efficiency and Unprecedented Safety (PROMETHEUS),
DRIVE and Drive II, System of Cellular Radio for Travel Efficiency and Safety
(SOCRATES), etc. in Europe, AVION, COMPASS, Municipal Traffic Information
Production System (MTIPS), TravelGuide, etc. in Canada, and ADVANCE, Fast-Trac,
Guidestar, INFORM, Pathfinder, SMART corridor, TELEPATH, TravTek, etc. in U.S
(Shuman, 1993).
Digital street map databases, compact but powerful and reliable computers, sensors,
a variety of mobile communication technologies, and GPS technologies are mostly utilized
to facilitate these electronically guided travel. The above applications are generally classified
into two basic approaches: (1) autonomous in-vehicle systems, and (2) centralized systems
with in-vehicle interfaces. Autonomous guidance systems include the TravTek and
ADVANCE projects. Centralized systems include Siemens' Ali-Scout projects.
Advanced Driver and Vehicle Advisory Navigation Concept (ADVANCE) is a
practical application of TIS tested and implemented by the state of Illinois. The project
objective is to relieve traffic congestion through incident detection, analysis, and traveler
information in dynamic conditions. Loop detectors, video systems and other traffic
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surveillance systems provide traffic information. Data are communicated to users through
Motorola’s in-vehicle guidance systems.
Faster and Safer Travel through Traffic Routing and Advanced Controls (Fast-Trac)
program in Oakland County, Michigan is claimed to be the largest operational test of
ATIS/TDMS in the world (Barbaresso, 1994). The goal of this project is to improve mobility,
reduce energy consumption, enhance air quality and increase safety standards. In a recent
study, Buchholz (1996) observed an average of 5 minutes decrease in a 24 minute commute
and 89% reduction in left-tum accidents due to the implementation of Fast-Trac systems.
Using Siemens Ali Scout technology and SCATS control the system is tested considering 28
intersections.
Guidestar is another TIS/TDMS project implemented in Minnesota. The systems aim
is to reduce congestion and improve safety by optimizing travel in existing freeway corridors.
Traffic information is captured using Autoscope™ monitoring system. Travlink, Roadstar I,
etc. are projects to provide traveler information under Guidestar.
INFORM, a conputerized traffic management and information system, is operated by
New York State Department of Transportation. The system, designed to reduce travel time
along a 40 mile segment, collects traffic information using citizens band radio monitors,
closed-circuit TV and roadway sensors on Long Island Expressway, Northern State
Parkway/Grand Central Parkway, Jericho Turnpike, adjacent arterials and cross streets.
Information is communicated to users using variable message signs, color-coded maps and
commercial radio broadcasts.
Pathfinder is an in-vehicle urban freeway navigation and information systems. Real
time information on accidents, congestion, highway construction and alternate routes is

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

28

communicated to users through a computerized map display or digital voice in the vehicle.
Potential benefits of in-vehicle ATIS in the context of the Pathfinder project has been
estimated by Al-Deek, Martello, May and Sanders (1989) Al-Deek and May (1989), and AlDeek, Khattak and Kanafani (1992).
Congestion relief, safety, energy efficiency and improving air quality along the Santa
Monica freeway in Los Angeles is the objective of the SMART corridor project. This is a
U.S. $48 million project started in October 1996 which covers 17.6 miles on one of the
world’s busiest freeways and five parallel arterials. Information is provided through
changeable message signs, highway advisory radio, kiosks, and teletext. The project is an
example of intelligence to maximize and balance freeway capacity with the demands of
adjacent surface streets. TELEPATH, first conceptualized in 1991 for comparative evaluation
of different ITS strategies, has been proved to be very useful for providing motorists with
information that will enable to avoid hazardous situations (Ramaswamy et al., 1995).
TravTek is a TIS operation in Florida. The system consists of a TMC which receives
information from a TIN (Traffic Information Network) and a TISC (TravTek Information
Service Center). The objective of this project is to study driver response to provided
information and improving system performance. Two other projects for efficient and safe
transportation through information, being practically tested and implemented are the San
Francisco Bay area ATIS (Khattak, Al-Deek and Hall, 1994) and 1-95 Corridor Coalition
(Kassoff, 1995).
Most of the above identified systems consider short freeway or network segments into
consideration. Diverting traffic to alternate routes improves conditions on these segments but
worsens the conditions on alternate routes. Also, this is not system equilibrium. In additions

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

29

these models require descriptive information about origin, destination, and departure times
of individual users. This is expensive and a time consuming process. An alternative to this is
to estimate aggregated trip tables for each time slice. A significant portion of daily congestion
is during peak traffic periods. Likewise, a significant portion of the average daily traffic
demand is during peak periods. Work trips which are a significant portion of these peak
period trips can be estimated with a reasonable amount of accuracy. In the Chapter 4, a
methodology is proposed for estimating trip tables for each time slice during the peak periods.
These trip tables along with existing network conditions can then be used to assign trips to
different paths.
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CHAPTERS

PROBLEM FORMULATION

Introduction
The review of the literature presented in the previous chapter showed that it is
advantageous to implement a TIS. It also provided a discussion of various strategies for
developing and deploying a TIS. Most of the models developed in the past deal with a short
freeway segment or a part of the total network. In this study, a methodology to estimate time
dependent O-D trips tables, considering the entire network, is proposed. These trip tables can
then be used for assigning trips in real-time.
The estimated trip tables for each time slice are used under existing network
conditions for assigning trips in real-time. This is critical for successful deployment of TIS,
which is an integral component of the ITS. The goal of this study is to estimate temporal
variations in travel demand for intelligent transportation using a TIS framework. So, a typical
TIS framework is described. Various aspects such as behavioral response of users, the level
of control to be adopted and the computational requirements are then addressed. Based on
this structure, the problem formulation and the focus of this study is stated.

30
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ITS Concepts
Advanced computing, electronics and communications, sensing, and control through
information processing technologies are presently employed in many important applications
in the field of transportation. These technologies, more popularly known as ITS technologies,
serve as a link between various components in order to communicate and exchange
information. Data processing and analysis of this information are required to investigate the
performance of transportation systems and to improve service under existing network
conditions. Apart from applications in the field of aviation, these technologies have advanced
into the field of surface transportation.
The primary objective o f computing and other technologies is to improve system
performance with preset objectives such as minimizing travel costs, travel times/delays,
vehicle emissions, etc. Technologies adopted depend on the goal(s) and the operating
environment. Typical goals o f the ITS framework by technology and its classification is
shown in Table 1. A detailed discussion on goals of ITS, its classification, and operating
environment is presented in Appendix A. The TIS framework is discussed next.

Traveler Information System Framework
Requirements for Implementing TIS Architecture
The traffic patterns change with the time, day, and season of the year. In specific cases
(say, planned cities) where morning peak commuter traffic is in one direction and evening
peak commuter traffic in another direction, uni-directional flows corresponding to the
conditions are considered instead of whole network. Under low traffic volume conditions
users prefer shortest routes unless traveling on high speed routes results in a significant
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difference in travel time. But, in the case of high traffic volume conditions the presence of
more number of vehicles affects the free flow speed, thus, influencing the travel time. Jacques
etal. (1995) concluded that users’ compliance to route advice is low in fluid traffic conditions
but high in congested conditions. Thus, in general it can be stated that TIS is more
advantageous under peak traffic conditions.
Travel time savings for guided traffic is observed to be insignificant under incident free
recurring congestion conditions, whereas it is reasonably large under congested conditions
due to incidents. Kanafani and Al-Deek (1991) and Al-Deek and Kanafani (1993)
demonstrate that the potential benefits of advanced traveler information systems (ATIS) are
high under non-recurring congestion conditions. Mahmassani and Jayakrishnan (1991) discuss
simulation experiments in a commuting corridor to show that system wide benefits are small
in case of non-incident conditions. These studies strengthen the view that system performance
is reasonably influenced through informed decisions under non-recurring congestion
conditions.
TIS is not suitable for network layouts with few alternate routes. Intuitively, it can be
stated that it is easy to follow instructions in case of grid pattern networks. The approach
relies on real-time traffic data to detect events causing congestion. The costs involved in
installing sensors and monitors at different locations along the network depends on the
intensity of these events causing congestion. Thus, in short it can be noted that TIS is more
suitable during non-recurring congestion periods along networks with highly varying link
flows and reasonable number of alternate routes. In the following subsections data
requirements for a TIS, the system architecture, demand influencing factors, and the
computational requirements are discussed.
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Data Requirements for a TIS
The system requires efficient data processing and analysis taking into account the real
world network conditions. Data required are either descriptive or predictive. Descriptive
information are that which exist at present. Data that are forecast are called predictive
information. Details regarding present network capacity conditions, crashes, highway
construction/repair schedules, weather conditions, special events such as conventions, sports,
etc. are descriptive in nature.

Information on traffic patterns is either descriptive or

predictive. Obtaining descriptive information about traffic patterns is an expensive and time
consuming process. Also, it is practically difficult to obtain origin, destination, and departure
time of each driver.
Even if the location of a vehicle is detected automatically, the driver has to provide
information about the destination. An alternative solution to this problem is to estimate the
traffic demand patterns at an aggregate level. Travel demand during peak periods is a
significant portion of total daily traffic demand. A vast majority of the congestion also occurs
during peak travel periods. An overwhelming portion of peak period trips is accounted by
work trips. A relatively small amount of stochasticity is involved in the arrival pattern or
departure of work trips and their number (which are during morning and evening peak
periods). Hence, it is possible to estimate traffic demand patterns during these periods with
a reasonable amount o f accuracy. The validity of the model, ability to replicate reality,
reliability and accuracy of the data are important. Thus, different levels of data are required
for traffic control purposes using TIS. They include the following.
1. Information about the origin, destination (s) and departure time of each vehicle (in other
words, information about time dependent O-D trip tables) is required for assigning
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trips in real time. It was previously discussed that time dependent O-D trip table
information data can be descriptive or predictive. Since, it is felt that obtaining
descriptive information for the entire network is practically infeasible, it is necessary
to estimate these time dependent O-D trip tables. The estimated information about the
time dependent O-D trip tables are inputs to the TIS. Influencing the work trips,
which occupy an overwhelming portion o f total daily travel demand, is expected to
improve the system performance. The focus of this dissertation is on estimating time
dependent O-D trip tables. The problem formulation is discussed in detail in the next
section. A methodology is proposed in the next chapter to estimate the O-D trip tables
for each time slice during peak period conditions.
2. The network supply conditions over the entire study area under ideal conditions (without
crashes, and other blockages) need to be identified. This is fixed over the entire study
period and need to provided once before the start of the analysis.
3. Descriptive information about incidents, constructions/repair schedules, weather reports,
special events, etc., which as assumed in previous section are obtained using sensors,
video monitoring through cameras, GPS or electronic loop detectors. This is required
at the start of each time slice.
4. The travel time between any two traffic zones is defined in a matrix format. This travel
time matrix is either obtained in real-time or estimated using the existing (or
predicted) traffic volumes over each time slice. These travel times are used for
determining quickest paths between any two TAZs.
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TIS System Architecture
A TIS system architecture is built using various components which interact to achieve
system goals. These components are used to collect traffic data, analyze such data, and feed
this information back to users. Using this information an user is expected to respond in a
better way to the changing traffic conditions. In short, intelligent transportation of vehicle
through travel information involves three steps.
1. In the first step information is transmitted to the TMC.
2. Data collected are then processed and analyzed for improving system performance under
the existing network flow conditions.
3. In the last step information about optimal paths and network conditions is transmitted from
TMC to the users.

Transmitting Information to the TMC :
Information transmitted to the TMC depends on the technologies adopted. As
discussed earlier data are descriptive or predictive. Information gathered on crashes,
construction/repair schedules, etc. are descriptive. Electronic devices to monitor traffic flow
and detect crashes using pavement embedded loop detectors, sensors, video cameras, digital
SONET networks, global system of mobile (GSM) communications, and GPS, etc. are
normally used to achieve this purpose. This information is normally transmitted to the TMC
in one step or to the collectors and then to TMC (two step). Data in a two step transmission
is transmitted from collectors to an intermediate receiver, which is then captured by the TMC.
Radio-frequency communication, microwave communication, and

infra-red wave
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communication are normally used in the first step. Fiber optic network and existing phone
network are used in the second step (Lo et al., 1994),
Information about origins, destinations and departure times of users are either
descriptive or predictive. The above information is directly communicated to the TMC or
through a two step transmission via collectors. In case where the information is descriptive
users need to inform the TMC (or collectors for two-step transmission) about their origin,
destination, and departure times. Options for this include using cellular phones, radio
frequency communications, punching the information pressing buttons or clicks on a visual
display screen, or through sophisticated speech processing systems. It is not practically
possible to capture complete information as most users may not be interested in providing this
information. This may be due to non-availability of communication equipment, extra-costs (if
any), or privacy considerations. Another way of capturing this information is through
automatic location and identification of the vehicle. Nevertheless obtaining information about
individual users destination is a difficult and expensive proposition.
The above process is also time consuming. A cost effective alternate solution is to
estimate traffic flow patterns on an aggregate level. The estimated model should represent the
real world situation. It was already discussed that work trips during morning and evening
peak periods which consist majority of total daily traffic demand have relatively less
stochasticity. Traffic patterns are estimated at the TMC or at a sub-center (or collectors)
which are then transmitted to TMC. Using the real-time network conditions trips are assigned
to various links so as to influence traffic demand patterns.
Cost, accuracy under different weather conditions, reliability, transmission range and
fault tolerance should be considered as criteria while selecting the type of transmission.
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Punching the information, pressing button, clicks, and visualizing the path on the visual
display screen divert the attention of drivers (especially in vehicles with single occupants).
This may not be a major problem at low speeds. Controlling the vehicle at high speeds under
these circumstances is relatively difficult causing safety related problems. This problem may
not be severe for vehicles with more than one occupant.

Data Processing and Analysis at the TMC:
Based on the descriptive or predictive information on trip 0-D matrix, the analysis to
find the optimal path to reach the destination may be performed at the TMC. Information
regarding the existing capacity, traffic flow volumes, network conditions, crash locations,
highway construction/repair schedules, etc. are also provided to the TMC. Since prevention
is better than cure, the best route is assigned for each vehicle to reach its destination from the
origin based on existing conditions. The optimal path, most often, is the path with the lowest
travel cost (cheapest path) or the least travel time (quickest path). This can be carried with
user equilibrium or system equilibrium as objectives.
The problem, if visualized in dynamic environments, requires real time link volumes
for the analysis. This necessitates the need for the identification of location of each and every
vehicle in the system. Though, identifying vehicle locations is a more realistic way of
visualizing the dynamic trip estimation and assignment problem, the cost involved with such
a process is very high. Also, the implementation of this may take very long time.
A reasonable approach to deal with aforementioned problems is to estimate temporal
variations in traffic flow patterns over study area of interest. Hence, in dynamic traffic
environments the O-D trip tables for any given time period is required. Assuming that the
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departure time of each vehicle is known, the path and location of each vehicle at any given
time is identified considering that the predicted flows at that time. Trips are assigned
considering the existing network supply conditions. Trip assignment is normally done with
an objective to attain system optimal, user optimal, or a combination of system-user optimal
condition. Information about anticipated travel times and optimal paths for the immediate
future are then provided to users.

Data Transmission from the TMC:
Information is communicated to the driver using two transmission links. In the first
TMC transmits the data to the output device through hardware signals. These output devices
with the help of human machine interfaces then transmit the information to the users. Cellular
phones, visual display systems, radio-ffequency communication, Internet, television, modem,
changeable/ variable message signs etc. are some modes of transmitting this information (For
a detailed discussion on these information transmitting systems, interested readers can refer
to Jeffrey, 1993; Jeffrey and Meekuns, 1995). When visualized at a macroscopic level, radio
broadcasting and television are appropriate alternatives whereas cellular phones and in-vehicle
display systems, Internet, and modem are suitable when visualized at microscopic level (here
the term microscopic level is used referring to each individual vehicle). Clarity, the number
o f mistakes, and the easy with which instructions can be followed are some of the factors that
influence the reliability aspect of these systems.
But, in dynamic environments the traffic conditions change over time, say, due to
crashes, reduction in vehicle speeds because of sudden changes in weather conditions etc.,
resulting in congestion. When visualized in dynamic environments at microscopic level the
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cellular phones have to be used frequently for the purpose of communicating the information.
This is even the case in situations where the user may have to visit more than one destination.
At present the use of cellular phones is not free of cost. How many users would be willing to
use cellular phones to access traveler information (as frequently as possible under dynamic
conditions)? So, the process involves policy decisions such as free local calls using cellular
phones.
A more appropriate methodology is to display the optimal path on the visual display
screens in the vehicle. This causes problems as discussed in the case of communicating
information to the central controller. Also, provision of in-vehicle visual display systems will
be expensive. Not all the vehicles in use will be equipped with this display systems. In
addition, keeping track of the optimal path (in case the driver is alone) while driving may
create safety related problems. This points to another interesting area - application of digital
signal processing (DSP) systems in the field of transportation. Speech processing system
(related to DSP) assists in converting the users verbal message, which is used for analysis.
Even, information about the traffic conditions and the optimal path may be conveyed to user
as a verbal message. This sounds to be more appropriate as studies show that hearing does
not have significant effect on safe driving. The only disadvantage with this would be if the
user is not familiar with the language or diction. Also, installing the visual display systems or
telecommunication equipment for obtaining information involves additional cost. It may not
be affordable to all the users. Displaying the existing traffic conditions on large screens at
nodes of interest is another suitable alternative when visualized at macroscopic levels. In fact
a similar technology was used in Atlanta, GA, during the 1996 Olympic Games. Over 130
touch-screen Kiosks were installed at strategic locations to provide traffic and transport data.
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parking conditions, tourist information, schedules for events at the Olympics, and weather
forecasts (State-Legislatures, 1996). The questions that are addressed next are: will the driver
respond? What should be the level of control?

Behavioral Response of Drivers and Level of Control
Not all the drivers contact the traveler information system for making better routing
decisions. The number of users who respond play a crucial role in the system performance.
The probability that a user will respond positively to the information or follow the indicated
optimal path depends on the following influencing factors.

Influencing Factors
The behavioral response of users depends on the following factors.
1. Accessibility
2. Route Choice Inertia
3. Quality of Information
4. Cost and Payments
5. Language Compatibility
6. Past Experience
7. Frequent Bulletins or timeliness of information

1. Accessibility
Accessibility to equipment which captures information plays a vital role. Many users
have access to computers at work place, but some users do not have access to computers at
home. Information is normally obtained by listening to the radio, watching television, kiosks.
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or by accessing the Internet at home or work prior to departure. These are convenient and
readily accessible.
But, the traffic scenario is not the same while en route. Radios in cars, cellular phones,
pagers, in-vehicle display systems, etc. can be used to attain travel information in dynamic
environments. Though, most o f the vehicles have in-built radios, usage of cellular phones,
pagers, and in-vehicle display systems depend on the economic status of the user. Thus,
affordability plays a vital role. Cellular phones and pagers are at present costly to use.

2. Route Choice Inertia
Route choice inertia is the apparent unwillingness to modify one’s usual route.
Statistics obtained from a study indicate that users rarely or never modify their normal route
i.e. information does not influence the commute (Orski, 1996/1997). But, a major accident
would cause a majority of users to modify their normal route or departure time. A few
reasons for the inertia are
1. no choice,
2. alternate routes are likely to be as congested as the normal route,
3. unfamiliarity with the alternate route, and
4. neighborhood traffic restrictions.
In addition postponing departure time will not help the user reach the destination
sooner - the psychology o f being on the way versus yet to start the journey to reach the
destination.
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3. Quality of Information
Quality, relevance, and timeliness of the information provided will have significant
impact on the users’ response.

4. Cost and Payments
Charging for access to traffic information using cellular phones by dialing a number
etc. discourages users from using the travel advising systems. Also, additional cost involved
for in-vehicle navigation and communication system will have considerable impact.

5. Language Conqjatibility
Language compatibility plays an important role especially in places such as Las Vegas
with increasing number of tourists and non-native speakers of English every year. Visitors
who are not familiar with local language and dialect face problems.

6. Past Experience
Past experiences will have significant impact on the travel pattern. Also, reliability
about the information depends on past experiences. Factors such as encountering delays
though informed otherwise, no delay even when the message signs read ‘crash ahead’, etc.
affect users’ decisions in the future.

7. Frequent Bulletins and Timeliness of Information
Providing real time information is essential. This is implemented through frequent
bulletins. Information regarding time o f crash, whether the condition still exists, etc. improve
the user response. Also, frequent traffic bulletins win the confidence of users about quality
of information.
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Thus, information pertinent to each user, reliable information about traffic conditions
on major arterials and freeways, time of incidents and expected clearance time, frequent
bulletins, and providing information without charging significantly influence driver response.
If all the users respond to the information provided, this results in congestion along alternate
routes. So, the number of users responding or to whom information should be provided plays
an important role in system performance. Also, restrictions imposed by residents along streets
where they live force planners and engineers to consider freeways and major arterials for
alternate routes. So, there is a need to influence a required fraction of users who
respond/should respond. This depends on the adopted level of control.

Level of Control
There are three levels of control that TIS uses to modify traffic conditions. They are
1. Total control
2. Partial control
3. Minimal control

1. Total control
The first, total control, mandates full compliance by users. In this case all the vehicles
are provided with in-vehicle navigation or communication systems. In-vehicle real time
information strategies will have impact on the performance of the system. All the users should
be provided optimal paths under existing conditions. But, not all the users will be equipped
with in-vehicle navigation systems. Information accessible to a limited fraction of users would
likely result in benefits to these individuals, and possibly to other users as well (by diverting
only a sufficient number of informed users).
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2. Partial Control
Partial control actively influences traffic patterns but compliance is not mandatory.
This is akin to influencing the paths of few users, as not all of them are expected to respond.
One possible reason is because information is accessible to a limited fraction of users (say,
a small percentage of users are equipped with in-vehicle navigation and communication
systems).

3. Minimal Control
Minimal control provides real-time traffic information to the vehicles, but specific
routing is not identified for individual users (e.g., radio stations in metropolitan areas
broadcast general traffic conditions during peak traffic periods). This strategy, being practiced
in most of the metropolitan areas. It is cost beneficial and requires a shorter time frame for
implementation. Most of the time information provided will be about accidents and congested
links. This will have a positive impact on system performance as providing traffic information
is expected to result in significant travel time savings under non-recurring congestion
conditions.
Total and partial control deal with situations at microscopic level (each individual
user), whereas minimal control is at macroscopic level (system as a whole).

Conçutational Requirements
A time slice, which is a short interval of time (say 5,10 or 15 minutes), is the period
in which traffic conditions are assumed to be reasonably constant. While dealing with dynamic
models uncertainty prevails. Longer time slices result in larger fluctuations in traffic over the
period. So, to make the system more realistic, the value of time slice have to be as small as
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possible. But, within the span of the time slice required information has to be transmitted to
the TMC, where the data need to be processed and analysis performed. Information is then
communicated to users to enable them to make decision based on existing conditions. Hence,
the time slice has to be reasonably large so as to perform all these steps. It is difficult to fix
the value of the time slice. How large this value should be in order to have uniform
distribution o f traffic lies in the judgement of the analyst and the time required for
computational analysis.
Hardware capabilities to store and process the information is another important factor.
For example, consider a network with 1000 TAZs which would be typical for metropolitan
areas. Assuming a 10 minute time slice during the peak period (say, 6:00 AM to 9:00 AM),
will require a total of 18 time slices. As the models objective is to estimate trip table for each
time slice using the peak period trip table, the system should be able to store trip information
for all these trip tables.

Problem Formulation
The study aims at improving system performance by reducing travel time and delays
by the effective utilization of available capacity. TIS is proposed as the suitable alternative to
attain this objective. The methodology proposed in this study is expected to be cost effective
and requires a relatively short time frame for implementation. The TIS attains its goals
through pre-trip planning and en route travel advisement. It consists of three components.
The first is to collect the data and monitor the network conditions. Data collected include
existing capacity, link volumes (or travel times), crash locations (using GPS, electronic loop
detectors, video cameras, etc.), construction/repair schedules, weather conditions and the
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time dependent O-D trip tables. The focus is on estimating these time dependent O-D trip
tables. The second component, the TMC, is to process and analyze data. The third component
is to provide information about anticipated travel times and optimal paths as feedback to users
using Internet, radio, television, modem, cellular phones or in-vehicle display systems. A
typical TIS system architecture is as shown in Figure 1.

Assumptions
The following assumptions are made.
1. The transportation system is considered to be in equilibrium state if no further gain is
attained for any given set of conditions. Influencing traffic patterns along a congested segment
by providing information worsens traffic conditions along alternate routes. The system as a
whole, considering both the initial congested segment and alternate routes, may or may not
have attained any gains when perceived at a macro-level. But at a micro-level, the congested
segment benefits whereas alternate routes get worse. The system performance depends on
influencing factors such as number of responding users, reliability, quality of information, etc.
It is felt that considering the whole network is important for analysis. But
neighborhood area restrictions forces planners and researchers into considering a restricted
number of segments in the network. Hence, only freeway segments, major and minor
arterials, highways, and other roads, which are not under neighborhood area restrictions, are
considered as altemate routes for the study. Note that if most of these segments are congested
or the number of these altemate routes are few, the system will not benefit as a whole.
2. Travel demand during the peak period is a significant portion of daily total traffic demand.
Also, most of the time congestion is during peak periods. An overwhelming portion of these
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Figure 1. A typical traveler information system architecture.
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trips is occupied by work trips. It is difficult to estimate the time dependent departure rates,
i.e. number of trips generated from a TAZ to every other TAZ, directly. Obtaining descriptive
information about departure rates is practically infeasible. But the departure time of the work
trips can be estimated with reasonable accuracy based on the arrival times, number of arrivals
at each TAZ and the distribution of the arriving trips. The pattern (or distribution) of trips
varies with trip purpose (work, shopping, recreational, entertainment, etc.) and is dependent
on the socioeconomic characteristics of the TAZ. Only work trips during morning and
evening peak periods are considered for the analysis. Influencing these work trips during peak
periods will improve the system performance.
3. The morning peak period, 6:00 AM to 9:00 AM, is considered for the analysis. This peak
period is divided into short, discrete intervals of time called as time slices. Traffic conditions
are assumed to be reasonably constant during the time slice. Let the duration of each time
slice be 10 minutes. So, in a peak period equal to 3 hours, there will be 18 time slices.
4. In the assumption 2, it is assumed that trips generated from a TAZ to every other TAZ,
which in other words is the O-D trip table, can be estimated with reasonable amount of
accuracy in case of work trips. In a dynamic environment this information is needed over each
time slice. The trip table elements for each time slice depend on the number of trips expected
to arrive at each work-start time. Hence, it is important to know the number of trips arriving
at each TAZ at each work-start time. Trips expected to arrive at a work-start time of a TAZ
follow a distribution pattern over a span of time (which is different from time slice). The
distribution pattern of trips over this span of time is also fixed and known. The accuracy of
the results and its representation of reality depends on the above two aspects. In addition, the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

50

sum of the trips expected to arrive into a TAZ for all work-start times in the peak period is
equal to trip attractions for the TAZ during study period.
5. Workers arriving at the destination TAZ (i.e., employment office) might have traveled
alone, car-pooled, or used transit system. For simplicity sake, it is assumed that the O-D trip
table represents vehicle trips.
6. The methodology requires descriptive information about network supply conditions capacity, crashes, constructions/repairs, weather reports, special events, etc. in real-time. It
is assumed that with the help of sensors, video monitoring through cameras, GPS, or
electronic loop detectors embedded below the earth the descriptive data is obtained along
the corridors of interest at the start of each time slice.
7. In built radios, in-vehicle display systems and cellular phones in vehicles, television, radio,
telephone and Internet on computers at home, telephone and Internet on computers at work
places, and variable message signs are considered as the possible sources to access the traffic
information.
8. The number of responders will have a signfficant impact on system performance. It is
assumed that a reasonable number of users access and respond positively to the provided
information. This number drives the performance measure to the optimal condition.
Tlie problem, in short, can be stated as follows. For a given transportation network
under existing traffic conditions, assuming that data are transmitted to a TMC and feedback
information is provided to users, the objective is to develop a methodology to reduce travel
time/delays and effectively utilize the available capacity so as to influence traffic demand
patterns, and hence system performance. Thus the two important aspects that need attention
in order to achieve the objectives are
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■

how to estimate the temporal variations of O-D trip table?

■

how to process and analyze the collected descriptive information (crashes,
constructions/repairs, etc.) and the estimated O-D trip table data to influence the
traffic patterns i.e. trip assignment under real-time traffic conditions?
It is assume that total number of trips arriving into a TAZ at each work-start time is

fixed and known. All these trips will not arrive exactly at the start of the work-start time. In
fact the arrival pattern of these trips could be represented using a probability distribution
function. Based on this distribution, trips arriving into each TAZ during each time slice can
be estimated. Considering the distribution of travel times of these trips, the number of trips
belonging to each travel time range can be estimated. Thus, based on the number of trips
belonging to each travel time range, the number of trips generated by each T AZ and the travel
impedance (or friction factor), trips can be assigned to elements of trip tables for each time
slice. The data required for the analysis is identified in the following subsection.

Data Required for Analysis Using the Proposed Methodology
The methodology makes use of both descriptive and estimated information. It requires
the following data for the analysis.
1. Information about work trips can be known with a reasonable degree of accuracy.
Influencing the work trips, which occupy an overwhelming portion of total daily travel
demand, is expected to improve a system performance. The number of work trips
generated from and attracted to each TAZ during the peak period is assumed known
(in other words, the peak period O-D trip table is assumed known). This is fixed and
needs to provided before the start of the analysis. A typical trip table is shown in
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Figure 2. T(i,j) represents the trip interchange or trips generated from TAZ i to TAZ
j. P(i) is the total number of trips generated by TAZ i. A(j) is the total number of trips
attracted to TAZ j.
2. The travel time between any two TAZs is defined in a matrix format. This travel time
matrix for the peak period is also fixed and known. A typical travel time matrix is
shown in Figure 3. In the figure t(i,j) represents the travel time TAZ i to TAZ j.
3. The descriptive information above the total number trips expected to arrive at different
work-start times for each TAZ is also known.
Examples of peak period trip table and peak period travel time matrix for small
networks with 5 TA& and 10 TAZs are shown in Appendix B and Appendix C. In the
previous subsection a very brief outline of the proposed methodology is stated. In the
following chapter a methodology to estimate these trip tables is discussed in detail. The data
identified in this subsection are used for implementing the methodology.
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CHAPTER 4

PROPOSED METHODOLOGY

The implementation of TIS architecture to inprove system performance requires
transmitting data to the TMC, data processing, analysis, and communicating feedback
information to the users. The data required for successful deployment o f TIS includes crash
locations and their clearance time, construction/repair schedules, existing link volumes and
time dependent O-D trip tables. The optimal paths and the travel times in the immediate future
are provided as feedback information to the users. Information about crash locations, existing
link volumes and construction/repair locations are obtained using technologies such as GPS,
sensors, electronics loop detectors, video camera, etc. Discussion on technologies related to
transmitting data, communicating information to users, and their working are beyond the
scope of this research. The focus of this study is on estimating the time dependent O-D trip
tables. A methodology is proposed in this chapter for the same. This methodology serves in
pre-trip planning process and for en route advisory systems. The transportation network
system with all vehicles, as a whole, is visualized at a macroscopic level. The objectives of
TIS through pre-trip planning and en route advising are (1) to improve system performance
by reducing travel time/delays, and (2) to facilitate an efficient and effective utilization of
available capacity. An overview of the problem statement and data required for analysis was
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presented in the previous chapter. In this chapter an analytical tool to estimate O-D trip
matrix for each time slice is described. Variables used in equations are explained when
referred first. For the convenience of readers, a list of notations is provided in Appendix D.

Analytical Tool to Estimate Temporal Variations of the O-D Matrix
In general, congestion problems exist during morning and evening peak periods
(exceptional cases are metropolitan areas with significant tourist traffic such as Las Vegas,
where these also occur during weekend). A majority of trips during these peak periods belong
to work trips. Since, in most cases the number of trips and their arrival times at the work
place during morning (or departure times at work place during evenings) is approximately
known, a relatively small amount of stochasticity is involved in estimating the attractions for
each time slice. Considering that reasonable number of users during these periods access
travel information in order to improve system performance, the objective is to assign these
work trips to various links along the network. The question is; how many trips are generated
by each TAZ during each time slice? Where does these trips lead to (destination)?
The given transportation network is divided into TAZs based on homogenous travel
demand characteristics. The number of trips produced by each TAZ to every other TAZ is
represented as a two-dimensional matrix. Each element of the matrix indicates the number of
trips produced from a TAZ (corresponding to a row number) to the TAZ (represented by the
column number). Consider the case of morning peak period, say 6:00 AM to 9:00 AM.
During this period, a majority are work trips (from here on, in this chapter trips have the same
meaning as that of work trips since they are only considered). It is assumed that the number
of trips generated from and attracted to each TAZ over the entire study period is fixed and
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known. Further, the elements of the O-D trip table during the peak period are assumed to be
known. This is a reasonable assumption given that travel demand forecasting models are
generally used for the metropolitan areas in the United States.
The work trip productivity of a TAZ is influenced by

the demographic and

socioeconomic characteristics of the TAZ. The total number o f trips generated by a given
TAZ to any other given TAZ is the true representation of the trip productivity factor for the
particular O-D pair. Accurately estimating the trip departure rates for each TAZ for each time
slice based on the above information is difficult. The attraction of each TAZ depends on the
number of employment centers and the number of jobs, type of jobs, and workers expected
to arrive at these employment centers. Information about the scheduled work-start time for
each of these employment centers along with the expected number of workers arriving can
be obtained and known with good levels of accuracy.
Considering the above, assuming the distribution of trip arrivals over a time span, the
number of trips attracted to the TAZ during any time slice is estimated. The number of trips
attracted to of each TAZ during a given time slice depends on the number of employment
centers whose scheduled start time falls in the time slice, number of workers in each of these
centers, carry-over from previous time slice based on distribution pattern of trip arrivals (if
any) and minus the carry-over to next time slice based on the distribution (if any). This along
with the previously identified trip table information for study period is used to estimate O-D
trip tables for each time slice.
Thus, the methodology to estimate O-D trip tables for each time slice consists of two
main steps. In the first step trip attractions are estimated for each time slice. Using these trip
attractions for each time slice, total trip productions and attractions for the study period, and
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the travel time matrix the O-D trip table for each time slice is estimated. This, in simple
words, is nothing but breaking down the peak period trip table into O-D trip tables for each
time slice (Figure 4).

Estimating Trip Attractions for Each Time Slice
As stated earlier, the peak period of the day is considered for the analysis. Total trip
productions, attractions and O-D trip table elements are known. The number of trip arrivals
at each scheduled work-start time for all TAZs is also known. Trips will not arrive exactly at
the scheduled work-start time. The arrival of these trips into a TAZ is distributed over a time
span which ranges from some time before the scheduled work-start time to few minutes later
(late comers). For example, consider a case where 100 workers are expected to arrive at a
TAZ at 8:00 AM. The arrival of these 100 trips is distributed over a time span ranging from
7:30 AM to 8:15 PM. An illustrative arrival pattern for work trips is represented as shown
in Figure 5.
Intuitively, it can be stated that out of the 100 trips, a few trips arrive well before or
after the start of work time, where as majority of trips arrive immediately before (say within
a span of 10 minutes to 15 minutes before) the work-start time (note that the distribution of
arrival times of trips will be different for various trip purposes and depends on the economic
activity in the TAZ). The shaded area in Figure 5 represents the total number of trips arriving
in given time slice k. These trips belong to a given scheduled work-start time (say, /) of a
TAZ.
But there may be many such scheduled work-start times whose share of vehicles arrive
in any given time slice. Hence, similar distribution of arrival pattern of trips is obtained for all
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Figure 4. Breaking the peak period trip table into trip tables for each time slice.
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start-up work times belonging to the TAZ. Let N(j,k,l) be the total number of trips that arrive
(shaded area in Figure 5) at TAZ j during time slice k. These trips belong to work-start time
/. Summing these trips for all work-start times gives the total number of trips attracted to
TAZ _/during time slice k le.,A(j,k). For a given TAZ j and time slice k this is mathematically
represented as

A(j,k) = X N ijX O

for all I = 1....X

.............................................Equation (1)

where L is the maximum number of work-start times for a TAZ.
Consider the case of a TAZ where trips are expected to arrive at L scheduled workstart times. The distribution of trip arrivals for these L work-start times is shown in Figure 6.
The shaded area under each curve represents the number of trips belonging to the
corresponding work-start time. Summing the shaded regions forZ, work-start times gives the
total number trips attracted to the TAZ during time slice k.
Thus, using the trip distribution pattern for each work-stmt time, arrivals for each time
slice are summed up to obtain an estimate of the total trip attractions for each time slice for
the TAZ. The same procedure can be used to estimate the number of arrivals by time slice for
aU TAZs.
The question to be addressed next is: which distribution function best describes the
arrival pattern? Traditionally, arrival of passengers or vehicles has been modeled using
poisson distribution. In an entirely different context Ashford et al. (1976) use poisson
distribution to study passenger behavior at airport terminals. Rengaraju et al. (1995) study the
vehicle arrival characteristics at urban uncontrolled intersections. The study conclude that
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poisson distribution is used under low traffic flow conditions where as negative binomial
distribution suits under high traffic flow conditions.
Modeling the arrival patterns at a TAZ is entirely different. In the case of isolated
intersections modeled using poisson process the function is dependent on the mean arrival
rate. Also, influencing the location of peak is difficult in case of poisson distribution. It is to
be noted that identifying the location of peak is important in case of modeling arrival patterns
at a destination TAZ (say, specifically at an employment or entertainment center). The arrival
pattern (which is represented by the shape of the curve) as stated earlier depend and differ
with the economic activity of the TAZ. So, a distribution in which the location of the peak
and shape of the curve can be influenced is more suitable for modeling. A beta distribution
is one such function which has these characteristics. Figure 7 shows beta distributions
obtained using three different sets of parameters. The location of the peak and the shape of
the curve are dependent on the parameters. It is observed that higher the magnitude of the
parameters, smaller is the range over which trips are distributed.
Different type of distribution functions can be used to develop models for various trip
purposes. For example, in Figure 7 the curve with parameters 5 and 2, and 6.7 and 4 ensure
that a majority of trips arrive over a span of 15 minutes (assuming that the x-axis is set to a
scale ranging from 0 to 45 minutes, 30 to 45 on x-axis represent the 15 minute span). These
represent typical work trip arrival patterns.
If the TAZ is an entertainment center dominated by movie, most trips arrive just
before the start of the movie (say ranging over a 5 minute span). This can be represented by
a narrow curve such as with parameters 12 and 7. Similarly, a relatively flat curve can be used
to model arrival patterns of shopping trips.
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The fraction of trips arriving during each time slice, say k, is first estimated using the
beta density function. This is nothing but the shaded area shown in Figure 5. The shaded area
is obtained by integrating the probability density values, pW

Note that the total area under

each curve is equal to 1. The fraction of trips arriving during a given time slice is then
multiplied with the total number of trips expected to arrive at the work start time to obtain
the total number of trips attracted to a TAZ during a time slice. These trips belong to a single
work start time. The total number trips attracted to TAZ j during time slice k expected to
arrive at start time / i.e., N(j,k,l) is mathematically represented as follows.

N ijX l) = Eij,t) xj-;*p(x) dx

Equation(2)

Where,
E(j,l) is the total number of trips expected to arrive into TAZ j at work start I
lb and ub are the lower and upper bounds for time slice k
p(x) dx is the probability density function value
The procedure to estimate trip attractions over each time slice can be better
understood referring to the flowchart shown in Figure 8. The procedure involves the
following steps.

Step 1
Consider the network with TAZs. The trip productions, attractions and the 0-D trip
table elements for the peak period as a whole are fixed and known. For any TAZ the expected
number of trip arrivals at each scheduled work-start time is also known.
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Step 2
Find the distribution pattern of trip arrivals that are expected to arrive at a scheduled
work-start time in a TAZ, say TAZ 1. The number of trips shared by each time slice is
estimated. The process is repeated for all scheduled work-start times.

Step 3
After all the scheduled work-start times are distributed and the trips shared by each
time slice estimated, these trips are then summed up for each time slice. Thus, the trip
attractions for a given TAZ for each time slice is obtained.

Step 4
Step 2 and Step 3 are then repeated for all TAZs to attain the trip attractions for each
time slice (for each individual TAZ separately).
Figure 9 shows trip attractions for each time slice for all TAZs in matrix format. Trip
attractions for each time slice are represented in horizontal rows whereas attraction to each
TAZ during any given time slice are represented by columns. The next step is to estimate the
0-D trip table elements of each time slice.

Estimating 0-D Trip Table Elements for Each Time Slice
Estimating the total trip attractions to a TAZ for each time slice does not fully serve
the purpose of TIS. Assigning the trips under user optimal or system optimal or a combination
of user-system optimal conditions requires estimating the O-D trip table elements for each
time slice. This is achieved by considering the trip attractions for each time slice, the total trip
attractions, the total trip productions, and O-D trip table elements for the study period. A
methodology to attain this objective is discussed next.
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Figure 9. Trip attractions to each zone during each time slice represented in a matrix
format.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

68

For simplicity purposes the intra-zonal trips are neglected. So, the trips arriving at a
TAZ must have started from another TAZ in the system. Thus, trip attractions should be
distributed to all other TAZs, i.e., as row elements belonging to the column (note that the
column number is represented by the TAZ to which trips are attracted). Also, these trips
should have started either in this time slice or any of the previous time slices. If the duration
of the time slice is ô minutes, trips with travel times in range 1 to ô minutes must have started
in the same time slice (since the duration of time slice is assumed as ô minutes). Similarly,
trips with travel times in the range Ô to 2 Ô minutes must have started in the previous time
slice and so on. Hence, it is important to estimate the number of trip attractions falling in each
travel time range.
The trip length and distribution of work trips in the Las Vegas, Nevada metropolitan
area are shown in Figure 10 (Lima, 1995). This is fairly typical of work trips in metropolitan
areas in the United States. An examination of Figure 10 suggests that it would be appropriate
to use a log-normal distribution. Using this distribution the number of trips (or fraction of
trips) belonging to each travel time range for any given TAZ (say, 1 - ô minutes, ô - 2 ô
minutes, 2Ô - 3Ô minutes, ...) are estimated. A typical log-normal distribution and the
estimated trips are shown in Figure 11. The travel time range is fixed depending on the
accuracy, computational time and dispersion of travel times in the travel time matrix. Since,
in this study the value of time slice is fixed as ô minutes it is felt that a ô minutes range would
be ideal for calculation purposes.
Thus, trips with travel times in range 1- ô minutes are distributed among column
(represented by TAZ to which trips are attracted) elements of the same time slice. But, not
all the elements of the column have travel times that fall in this range. So, trips are assigned
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to those elements whose travel times fall in this range. For example, in Figure 12 the fraction
of total trip attractions during time slice k (A(j,k) = 100) in travel time range 1-10 minutes
are shared between element 1 and 4 belonging to time slice k, and in travel time range 10 20 minutes among elements 2, 3 and 5 belonging to time slice k-1. The elements belonging
to each travel time range are identified from the peak period travel time matrix. But then the
question is: how to distribute these trips among the row elements.
The sharing is based on the probability of producing trips or the trip productivity
factor. It was already stated in Chapter 3 that a true representation of this factor is the
corresponding number of trips generated from the TAZ during the study period. For example,
consider the travel times between TAZs 1 and 3, and between 4 and 3. They fall in the range
1 minutes to 10 minutes. The total number of trips generated during the study period by T AZ
1 and TAZ 4 are 460 and 550 respectively. T otal trips attracted to T AZ 3 is 100 out of which
the travel time for 55 trips is within the 1 minute to 10 minutes range. These 55 trips have to
be distributed among the 1-3 and 4 - 3 T AZ pairs in the same proportion as 460 and 550. This
implies that 25 out of the trips attracted to TAZ 3 are generated at TAZ 1, whereas 30 are
generated from TAZ 4. Similarly trips belonging to aU travel time ranges for this TAZ are
distributed among the row elements (different TAZs).
The procedure is carried for all columns (trips attractions) of each TAZ belonging to
a time slice. This is repeated for aU time slices to obtain the O-D trip tables for each
individual time slice. The above discussion is explained in short using the following steps
shown in Figure 13. A mathematical formulation for this process is presented in the next
section.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

72

3

1
2

m

too

200

3

550
150

4
5
Travel Time Matrix

0-D Trip Table
3

1

1

2

2

1 10

3

3
4

1 20

4
5

! 15

100
Time Slice k

Time Slice k -1

Figure 12. Distributing trip attractions for a given zone j, during time slice k, to different
trip table elements.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

73
S ta r t

In p u t P r o d u c tio n s , A ttra c tio n s ,
a n d trip m a trix e le m e n ts fo r
s tu d y p e rio d ; S e t k = 1, z = 1

fo r k, ta k e in to a c c o u n t th e trip
a ttr a c tio n s o f T A Z z

E s tim a te n u m b e r o f trip
a ttra c tio n s o f a z o n e fo r e a c h
_______ t r a v e l tim e ra n g e _______
D is trib u te trip a ttra c tio n s fo r
e a c h r a n g e to c o r re s p o n d in g
tim e s lic e trip t a b le . C o lu m n
e le m e n ts w ith tr a v e l tim e in
th is r a n g e s h a r e th e trip s

Yes

^ ^ A n y m o re t r i p ^ \
a ttr a c tio n s o v e r tr a v e l
tim e r a n g e fo r
d is trib u tio n ?

No

Yes

No

k < = K?

Yes

No

S to p
F ig u re 1 3. F lo w c h a rt fo r e s tim a tin g trip ta b le s fo r e a c h tim e s lic e .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

74

Step 1
Consider the trips attracted to a TAZ belonging to a time slice, k.

Step 2
The travel times for these trips is different and is assumed to follow a log-normal
distribution. Using this, the number of trips belonging to each travel time range (1 -ô minutes,
Ô - 2 Ô minutes, 26-36 minutes,...) is estimated.

Step 3
The estimated number of trips belonging to the travel time range 1- 6 minutes are
distributed among all the row elements belonging to the column for the TAZ (to which trips
are attracted), for the time slice k. Trips are accounted for each element in this travel time
range (identified from peak period travel time matrix) based on the total number trips
generated by the TAZ.

Step 4
Trips in travel time range 6 - 2 6 minutes are accounted for column elements with
travel times in the range 6 - 2 6 minutes of time slice k-1. Thus, step 3 is repeated for trips
belonging to all travel time ranges. This is for distributing trip attractions to a TAZ during a
time slice.

Step 5
Steps 2 through 4 are carried for trip attractions of all TAZs belonging to a time slice.

Step 6
Steps 2 through 5 are repeated for all time slices. Thus, trip tables for each time slice
are obtained.
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Mathematical Expression for Trip Table Elements of Each Time Slice
Let Tj^ be the number of trips belonging to travel time range r ( r = l i f l - ô minutes,
2 if Ô - 2 Ô minutes,. . . ) . Total trip attractions to TAZ j in time slice k can be expressed as

Aij,k) . I T„

for aU r =

ÆquMion(3)

where, R is the total number of travel time ranges.
Let II be lower limit and ul be upper limit for a travel time range. If Tj^ trips are
attracted in time slice k, these are shared among elements of column j in the trip table for time
slice k. Let P(i) be the the total number of trips generated by TAZ i and s the sum of trips
generated by all TAZs for which the travel time between and j fall in this travel time range.
Let Tiji^ be trips generated from TAZ i to TAZ j in time slice k and t(ij) travel time between
i and j . Thus,
if t(ij) < II or t(ij) > ul, then

^ _

Equation (4)

0

if // < t(i,j) < ul, then

r

where, for a

l

l

-

Equation (5)

T

^

P(i)
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The equations ensure that trips are distributed among column elements for which the
travel time is between II and ul. Note that in the above equations the trips belong to a Tj^.
The above equations hold good for less duration of travel time ranges, say 1 minute
or 2 minutes. But, for high duration of travel time ranges this may not be so. This is because
in case the duration of travel time range is high, say 10 minutes, all the O-D pairs whose
travel times fall in this range are selected. Trips are distributed to all these O-D pairs based
on the number of trips generated by the corresponding origin TAZ.
For example, consider two TAZs which generate same number of trips overall but
different number of trips to a particular TAZ. This difference is due to the different friction
factors between the O-D pairs. It is known that the friction factor between two TAZs is an
inverse function of travel time between the TAZs i.e., as the travel time increases the friction
factor decreases resulting in fewer trips traversing between the two TAZs. This effect can be
seen in case the travel time duration is as low as 2 minutes (note that for duration equal to 1
minute, it does not make a difference whether the friction factors are used or not in the
following set of equations). Hence, friction factors have to be considered. Let F(iJ)
represents the friction factor between TAZ z and TAZ j. Using the friction factors between
the O-D pairs, the above set of equation can be modified as follows.

if t(ij) < II or t(ij) > ul, then

^

Equation (6)
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if II < t(ij) < ul, then

T..j^ = T. X

........................................................ Equation(7)

where, for all // < t(ij) <ul,

^ ~

Note that even in the above set of equations the trips belong to a 7},.. In order to
obtain the actual

trips belonging to all travel time ranges considering trips attractions for

all time slices have to be considered.
Equation (7) is analogous to the traditional gravity model, but with variations. The
gravity model has its base from Newton’s law of gravity (Khisty and Lall, 1998). According
to this, the number of trips between two zones is directly related to activities in the two
TAZs, and inversely proportional to the separation between the TAZs as a function of the
travel time. This is represented as follows.

m j ) = P(i) X

^C/)xFOJ)
,(A(p)xF(z,p))

Equation (8)

where,
T(iJ) = number of trips generated by origin TAZ i and attracted to destination TAZ j,
P(i) = trips generated from TAZ i,
A(j) = trips attracted to TAZ j.
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F(i,j) = friction factor for interchange ij (based on travel time between i and j),
n = number of TAZs in the study area.
In the gravity model, data about the total number of trips generated by each TAZ,
total number of trips attracted to each TAZ and the travel time between any two TAZs is
known. In the proposed model, though the peak period trip table data and the peak period
travel time matrix data are known, the initial step in the analysis is based on the number of
trips expected to arrive at each TAZ during a work-start time. Using this number trip
attractions during each time slice for each TAZ, the trips belonging to each travel time range
are estimated. These are then shared among appropriate column elements. Hence, the P(i) in
the gravity model is replaced by the T^.
Since the objective is to estimate the number of trips generated during each time slice,
the sharing of elements is based on the total number of trips generated by a TAZ. Hence, A(j)
and T(i,j) in the gravity model are replaced by P(i) and

Estimating the Time Slice When Trips Originate
The procedure adopted to estimate trip tables for each time slice involves two main
steps. In the first, based on the distribution of trip arrivals at each TAZ at each work-start
time, zonal trip attractions for each time slice are estimated. The travel time for these trips is
represented by a log-normal distribution. Using this function trips belonging to each travel
time range are estimated.
If the time slice duration is ô minutes, all the trips with travel time less than equal to
Ôminutes are allotted to 0-D pairs of the same time slice for which the zonal trip attraction/
time slice is considered. But, in fact, there are two possibilities for the time slice in which a
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trip might have originated. The two possibilities are; 1. starting in the previous time slice {k-1)
and ending in this time slice (t), 2. starting in the same time slice {k) and ending in the same
time slice {k). Hence, the number of trips (belonging to a zonal trip attraction during a time
slice) within the travel time range must be distributed among elements belonging to two time
slices but not one. The questions that need to be addressed now are: What is the probability
that the trip might have originated in this time slice? What is the probability that the trip might
have originated in the previous time slice?
Using the log-normal density function, the number of trips belonging to each travel
time range (0 minutes to Ôminutes, ô minutes to 2Ô minutes, 25 minutes to 3Ô minutes, etc.)
are estimated. Consider that the length of the trip (travel time) is between 0 minutes to Ô
minutes. The fractions of trips with travel time greater than 0 minutes but less than equal to
Ô minutes have to distributed among elements belonging to time slice k and time slice k-1.
Let p(t,kjc) be the probability that a trip of length t will start and end in the same time slice
k, and p(t,k-1,k) be the probability that a trip of length t will start in time slice k-1 but end in
time slice k. For exançle, p(l ,k,k) represent the probability that a trip of length 1 minute will
start and end in the same time slice k, p( 1Jc-1,k) represent the probability that a trip of length
1 minute will start in the time slice k-1 and end in time slice k, p(2,k,k) represent the
probability that a trip of length 2 minutes will start and end in time slice k, and so on. Note
that t is less than or equal to ô. The probability values of p(t,k,k) and p(t,k-1Jc) are expressed
as follows.
5-t

p (t, k, k ) = — ......................................................................................................Equation (9)
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ô -1

t

p(t,k - 1 ,k) = 1 ~ “1 ~ = 7 ...............................................................................Equation(10)
0
o

Let 11and ul again be the lower and upper bounds corresponding to the limits
of the travel time range used in the analysis. For exanple, if the travel time range is 2 minutes,
then 11and ul are 0 and 2 ,2 and 4 ,4 and 6, and so on. The fraction of trips, f, is the ratio of
the fraction of trips in a given travel time range to the sum of fraction of trips belonging to
all travel time ranges for the considered time slice (or 0 and Ô). This is expressed using the
following equation.
ul
Jp(x) dx

g

......................................................................................................Equation (11)

Jp(x) dx

0

Therefore, the number of trips with travel time less than t, which will start in k and
end in k, N(t,k,k) is the product of total trips attracted to TAZ j during time slice k, fraction
of trips and the probability that the trip might have started in k and ended in k. Thus,

N(t,k,k) = A ( j,k ) x f t x p ( t , k , k )
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ul
Jp( x) dx
N(t,k,k) = A ( j , k ) x ^

^
x - ^

.............................................................................. Equation (12)

J p ( x ) dx

0

Similarly the number of trips which will start in k-1 but end in k, N(t,k-1 ,k)

J p(x)dx
N ( t , k - l , k ) = A(j, k)x-^i
x-j
J p ( x ) dx

Equation (13)

Integrating the above two equations between 0 and ô gives the total number of trips that will
start in k and end in k, and that wiU start in k-1 and end in k. The equations are
mathematically represented as below.
The total number of trips that will start in k and end in k, N(k,k)

N (k,k)=

J

A(j,k)x-|

x - y -

............................................................................Equation(14)

j p ( x ) dx
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The total number of trips that will start in k-1 and end in k, N(k-1 ,k)

r

Jp(x)dx
N (k -l,k )=

j

A(j,k)x-J'

X

—

...........................................................................Equation (15)

|p(x)dx

p(x) in the Equations 12, 13, 14, and 15 is the probability density function value (say,
obtained from using the log-normal density function in Equation (25)). The sum of N(k,k) and
N(k-1 ,k) gives the total number of trips that are attracted to TAZ j during time slice k.
Let A(j,k) » 100 trips, 6 - 1 0 minutes and the travel time range - 1 minute. The
computation of proportion o f trips that start in time slice k and k-1 considering the fraction
of trips that are attracted to TAZ j during time slice k is shown in Table 2. These fraction of
trips travel for a maximum o f ô —10 minutes.
This process is applied for trips belonging to different trip length ranges, say, 0
minutes to ô minutes, ô minutes to 26 minutes, 26 minutes to 3Ô minutes, and so on. Note
that Nk and N^., will different for each of these trip length ranges. Let x„ x^ x^, etc. be the
fraction of trips belonging to travel time ranges 0 minutes to ô minutes, Ô minutes to 26
minutes, 26 minutes to 3Ô minutes, etc.. The proportion of trips originating for each of these
in the corresponding time slice (k) and time slice (k-1) are shown in Table 3. The values in
parentheses indicate the range of travel times in minutes.
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Table 2. Computation of proportion of trips that start in time slice k and k-1.
t

_ p (t,k )

p(t.k-l)

P(x)

N(k,k)

N(k-l,k)

0

1.0

0.0

0.000

0.00

0.00

1

0.9

0.1

0.001

0.14

0.02

2

0.8

0.2

0.018

2.16

0.54

3

0.7

0.3

0.047

5.23

2.24

4

0.6

0.4

0.073

6.96

4.64

5

0.5

0.5

0.088

7.00

7.00

6

0.4

0.6

0.092

5.85

8.78

7

0.3

0.7

0.089

4.24

9.91

8

0.2

0.8

0.082

2.60

10.43

9

0.1

0.9

0.074

1.18

10.59

10

0.0

1.0

0.065

0.00

10.49

35.37

64.63

Table 3. Proportion of trips originating in different time slices.
Fraction of

k-6

k-5

k-4

k-3

k-2

k-1

k

Trips

(6Ô-7Ô)

(5Ô-6Ô)

(4Ô-5Ô)

(35-46)

(25-35)

(5-25)

(0-5)

X,

0.00

0.00

0.00

0.00

0.00

0.65

0.35

Xn

0.00

0.00

0.00

0.00

0.42

0.58

0.00

X3

0.00

0.00

0.00

0.42

0.58

0.00

0.00

•

.

-

.

.

.

.

•

•

•

•

•

.
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Convergence Criteria
Summing the corresponding trip elements for each time slice gives the estimated OD trip table for the peak period. The accuracy of the results attained is known by comparing
this trip table to the target trip table (which is the O-D trip matrix for the study period). The
difference in number of trips estimated and observed during the peak period for each 0-D trip
table element is calculated. The absolute value of this difference is summed for all the
elements in the trip table. If this sum exceeds a specified level of acceptable error (say, 3),
then corrections (or adjustments) need to be made. If the error is less than the acceptable limit
the solution is considered to have converged or in other words the optimal solution reached.

Corrections/Adjustments
Three different methods are proposed for making adjustments.

Method 1: Adjustment by Element
Using this method, the ratio of observed number of trips to estimated number of trips
for each O-D pair during peak period is calculated. Every element of the trip table for each
time slice is multiplied by the corresponding ratio of observed number o f trips and estimated
number of trips for each O-D pair during peak period. Thus, 0-D trip elements which are
overestimated are correspondingly reduced, whereas underestimated trip elements are
proportionately increased. The only drawback with this method is that there is no basis for
this process.
Ti

Ti.j.k.new = T i . j . k

X—^

■0

Equation (16)

T i . j, e
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Where,
Ti,j.k.new = number of trips generated from TAZ j to TAZ k during time slice i after
adjustments,
Tj,jj( “ number of trips generated from TAZ j to TAZ k during time slice i before adjustments,
Ty J = estimated number of trips generated from TAZ i to TAZ j during the peak period,
Ty,o * observed number of trips generated from TAZ i to TAZ j during the peak period.
If Tyj( is estimated to be equal to zero before adjustments it cannot be improved.

Method 2: Adjustments by Productions and Attractions
The sum of estimated total trip attractions for each TAZ for all time slices is expected
to be equal to the total trip attractions for each TAZ over the study period. This is because
sum o f trips arriving into a TAZ over all scheduled work-start times should be equal to the
total trip attractions of the TAZ during the peak period. Also, these scheduled arrivals are
distributed among various row elements. But this is not the case with trip productions. The
estimated total trip productions for each TAZ may be different from the trip productions for
the peak period. The percentage difference in the trip productions is distributed among trip
productions of each time slice in proportion of the magnitude. The newly obtained values are
again distributed among various column elements of the time slice. This gives new O-D trip
tables for each time slice. The corresponding elements of the O-D trip table of each time slice
is again summed and compared with the target trip table. The average percentage difference
is calculated. If the percentage difference is greater than the pre-determined acceptable error
level corrections are made.
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Due to the corrections carried in the previous step, this time the estimated trip
productions will match with that of trip production for the target trip table. But the trip
attractions may be different. Corrections are now done based on the column sums (trip
attractions of TAZ). The corresponding elements of each time slice are totaled and results
compared with the target trip table. This procedure is carried until the average percentage
difference meets the desired tolerance specification.
Observations indicated that this alone will not help the problem to converge. Hence,
this has to be used in conjunction with Method 1 for the problem to converge.

Tij.k.new = T i , j , k

X ( p ’^’ ■■ X ^ ^ ) .......................................................... Equation
T i , j,e

(17)

Pj.e

Where,
Tyxnew = number of trips generated from TAZ j to TAZ k during time slice i after
adjustments,
Ty k“ number of trips generated from TAZ j to TAZ k during time slice i before adjustments,
Ty , = estimated number of trips generated from TAZ i to TAZ j during the peak period,
Pj g = estimated number of trips generated from TAZ j during the peak period,
p.^ = observed number of trips generated from TAZ j during the peak period.
Even in this case results cannot be improved if the T y ^ or Ty , are initially estimated
to be equal to zero.

Method 3: Adjustments by Travel Time Range
The ratio of observed number of trips to estimated number of trips for each travel time
range r during peak period is calculated. Every element of trip table for each time slice is
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multiplied by the ratio of estimated number of trips and observed number of trips for the
corresponding travel time range r. Thus, O-D trip elements which are overestimated are
correspondingly reduced, whereas underestimated trip elements are proportionately increased
based on the estimated number of trips in the travel time range.
T r, 0
Ti.j.k.new = Ti, j,k x —— ......................................................................................................... Equation(18)
Tr. e

Where,
Ti,j.k.new “ number of trips generated from TAZ j to TAZ k during time slice i after
adjustments,
T^j; - number of trips generated fromTAZ j to TAZ k during time slice i before adjustments,
Tf j =■estimated number of trips in travel time range r during the peak period,
Tr.o = observed number of trips in travel time range r during the peak period.
If Ty k is initially estimated to be equal to zero, then improvements cannot be made.

Validity of the Model
It is important to validate the model - simply meeting the convergence criteria is not
sufficient. Hence, in addition to the convergence criteria, four other factors are considered
vital in the analysis. They are listed below.
1) Average ratio of each trip element, A^
2) Average ratio of trips in each range, A^
3) Average ratio of trips generated, Ap for each TAZ
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4) Average ratio of trip attractions, A, for each TAZ
The procedure to estimate each of these factors is discussed next.
1)Average ratio of each trip element. A,
To estimate the average ratio of each trip element. A,, the ratio of total number of
trips estimated to the total number of trips observed for each O-D pair is calculated. Trips
for the entire peak period are considered for estimating

Since, dividing by 0 gives a value

of infinity, only O-D pairs with observed number of trips greater than 0 are considered. The
ratios for all these O-D pairs are summed and then divided by the total number of O-D pairs
with observed trips greater than zero to estimate A,. The performance of the model is
considered good if A, is equal to 1 or almost equal to 1. The significance of A, is check
whether the model is estimating accurately, when compared element with the corresponding
element.
Te.e

I
Ae = ■-

To e

Equation (19)

Ne

Where,
Aj = average ratio of trips for O-D pairs,
Tg g = total number of trips estimated for an O-D pair e,
Tg g = total number of trips observed for an O-D pair e,
N, = Number of O-D pairs with trips greater than zero.
The root mean square ratio of trips for O-D pairs, R,, is another factor that is
estimated for observations. It is represented as follows.
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.Equation (20)

If Rg is equal to 1 or almost equal to 1, the performance of the model is considered
to be good. The significance of this parameter is to test the performance of the model by
giving more weight to the O-D pairs that are estimated accurately.
2) Average ratio of trips in each range. A,
To estimate the average ratio of trips in each range,

the ratio of trips estimated to

trips observed belonging to each travel time range (say, 0-5 minutes, 5-10 minutes, 10-15
minutes, etc.) are estimated. These are summed and then divided by the total number of
ranges considered. The purpose of this ratio is to check the ranges over which the model is
underestimating, estimating accurately and overestimating. For a good model, these values
will be equal to 1 or almost equal to 1.
T e, r

Ar = -----;........................................................................................................... Equation (21)
Nr

Where,
Aj = average ratio of trips in each range r,
Tg^ = total number of trips estimated in range r.
To r = total number of trips observed in range r.
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Ng = Number o f ranges.

3) Average ratio of trips generated, Ap
The average ratio of trips generated, Ap, is estimated using the ratio of the number of
trips estimated as generated by each TAZ to the number of trips observed as generated by
each TAZ. The ratios are summed and divided by total number of TAZs. Even in this case
only TAZs observed with at least one trip are considered.
^ Tp. I. e
Ap =

T

NZ

Z0

''

Equation (22)

Where,
Ap = average ratio of trips generated,
Tp.z.e = total number of trips estimated, generated from a TAZ z,
Tp.z.o = total number of trips observed, generated from a TAZ z,
= Number of TAZs.
The performance of the model is considered to be good if the value o f the parameter
is equal to 1 or almost equal to 1. This parameter is significant because changing the total
number of trips generated (trip productions) from a T AZ implies that the location of residents
is changed. This is not desired.

4) Average ratio of trip attractions. A,
The average ratio of trips generated, A^, is estimated using the ratio o f the number of
trips estimated as attracted to each TAZ to the number of trips observed as attracted to each
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TAZ. The ratios are summed and divided by total number of TAZs. Even in this case only
TAZs observed with at least one trip are considered.
T a , z.e

I:
Aa =

Ta z 0

— ....................................................................................................Equation (23)
N2

Where,
Ag - average ratio of trip attractions,
Ta,z,e “ total number of trips estimated, attracted to a TAZ z,
Ta,z,o “ total number o f trips observed, attracted to a TAZ z,
Ng =• Number of TAZs.
The performance of the model is considered to be good if the value of the parameter
is equal to 1 or almost equal to 1. This parameter is also significant because changing the total
number of trips attracted to a TAZ implies that the location of residents is changed.
Note that the value of the parameters subtracted from 1 and then multiplied by 100
gives the percentage error in estimating the parameter value.
The methodology appears logically satisfactory. But, the validity of the model cannot
be discussed unless it is implemented on real world networks. The validity of the model is
tested first on some hypothetical cases. A case study is performed using 1995 Las Vegas
Valley data. The simulation, analysis, and the results obtained are discussed in the next
Chapter.
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CHAPTER 5

SIMULATION AND ANALYSIS

In Chapter 4, a methodology to estimate the temporal variations of the O-D trip tables
was proposed. Time slices were proposed to model the temporal element. The model to
estimate trip tables for each time slice consists of two main steps. In the first step zonal trip
attractions for each time slice are estimated using a beta distribution function. The trip table
elements for each time slice are estimated from zonal trip attractions using a log-normal
distribution function.
The effect of start time and end time for analysis is discussed first. Another important
factor that needs due attention is the value of parameters for the beta and log-normal density
functions. A trial-and-error procedure is used to select the parameter values. As seen later
in this chapter, the parameter values have a significant effect on the results obtained. Various
hypothetical cases are tested using the fixed parameters. The effect on the results due to
changes in time slice interval and the range for the log-normal distribution function are
studied. A case study involving Las Vegas Metropolitan area is conducted. Results obtained
by altering various parameters on this data are also presented.

92
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Evaluation of Key Factors

Influence o f Start Time and End Time for Analysis
Consider two hypothetical cases with 5 TAZs and 10 TAZs. The peak period trip
table, the travel time matrix and the expected number of trip arrivals at each work-start time
for each TAZ are considered known for both the cases. The peak period trip table and peak
period travel time matrix considered for the case with 5 TAZs and 10 TAZs are shown in
Appendix B and Appendix C respectively. The effect of start time on the results is studied by
establishing the values of beta density parameters (A = 30, B = 20), log-normal density
parameters (a = 0.6, p = 2.16), time slice interval (equal to 10 minutes) and travel time range
(equal to 2 minutes). Adjustment type model 2 is used for making corrections.
Table 4 and Table 5 show the results obtained before and after making adjustments
for the hypothetical case with five TAZs. The error in results with start times equal to 6:30
AM, 7:00 AM and 7:30 AM is same indicating that 0 trips depart before 7:30 AM. This may
not be the case for all networks. Table 6 and Table 7 show the results obtained before and
after making adjustments for the hypothetical case with 10 TAZs. It is observed fi-om Table
4 that before adjustments fewer trips are estimated when the start time for analysis is 7:30
AM (than when start time is 6:30 AM or 7:00 AM). Ironically there is no significant
difference in the total number o f trips estimated after adjustments when start time is 6:30 AM
or 7:00 AM or 7:30 AM. After adjustments, in case the start time is 7:00 AM, it is observed
that 13 trips departed between 7:20 AM and 7:30 AM. These trips cannot be captured if the
start time for analysis is 7:30 AM. Even if they are captured after adjustment they might have
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Table 4. Influence of start time on a hypothetical case with 5 TAZs - before
adjustments.
Start

6:30

End

Trips

Trips

Ae

Time

(Obs.)

(Est.)

(Re)

8:30

5,000

4,894

1.04

At

Ap

A,

0.71

1.02

0.99

0.71

1.02

0.99

0.71

1.02

0.99

(1.14)
7:00

8:30

5,000

4,894

1.04
(1.14)

7:30

8:30

5,000

4,894

1.04
(1.14)

Table 5. Influence of start time on a hypothetical case with 5 TAZs - after adjustments.
Start

End

Trips

Trips

Ae

Time

Time

(Obs.)

(Est.)

(Re)

6:30

8:30

5,000

5,110

1.01

A,

Ap

A,

1.01

1.02

1.01

1.01

1.02

1.01

1.01

1.02

1.01

(1.01)
7:00

8:30

5,000

5,110

1.01
(1.01)

7:30

8:30

5,000

5,110

1.01
(1.01)
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Table 6. Influence of start time on a hypothetical case with 10 TAZs - before
adjustments.
Start

End

Trips

Trips

A,

Time

Time

(Obs.)

(Est.)

(K)

6:30

8:30

10,000

9,992

1.23

A,

Ap

Aa

0.97

1.15

1.00

0.97

1.15

1.00

0.88

1.15

1.00

(1.81)
7:30

8:30

10,000

9,992

1.23
(1.81)

7:30

8:30

10,000

9,978

1.14
(1.73)

Table 7. Influence o f start time on a hypothetical case with 10 TAZs - after
adjustments.
Start

End

^ T im ^ ^ ^ T u n e ^
6:30

8:30

Trips

Trips

Ae

(Obs.)

(Est.)

(Re)

10,000

9,979

0.94

A,

Ap

A,

0.97

0.99

0.99

0.97

0.99

0.99

0.94

0.99

0.99

(0.98)
7:00

8:30

10,000

9,979

0.94
(0.98)

7:30

8:30

10,000

9,980

0.92
(0.96)
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been estimated to depart in a wrong time slice. Figure 14 shows the estimated number of
trips, after adjustments, generated during each time slice for start times 7:00 AM and 7:30
AM. A similar explanation can be given for end time of analysis. The error may be
insignificant for networks with 10 TAZs but may turnout to be significant in case of large real
world networks.
In fact, the start time for analysis depends on the span over which trips are distributed
using the beta density function and the maximum travel time. If the work-start time 8:00 AM,
according to the model, the earliest a trip can arrive is 7:30 AM. This trip might have traveled
for a maximum of T (say, 60 minutes). Hence, the start time should at least be 6:30 AM to
capture all the trips. Note that the work-start time to be considered for obtaining the start
time for analysis should be the earliest in the study area (considering all the TAZs and the
work-start times). The start time can be any time before this. But it is preferable to have the
time rounded off to the nearest 30 minutes (example, 6:00 AM, 6:30 AM, 7:00 AM, etc.).
The end time for the analysis is 15 minutes after the last work-start time in the study area. The
time slice interval should be a multiple of the duration between the start time and the end time
for analysis.

Selecting Parameters for Beta and Log-normal Density Function
The accuracy of the results depend on the parameters used for estimating trip table
elements using the beta and log-normal density functions. In this section the significance of
parameters of each of these density functions is discussed.
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Beta Density Function Parameters:
A typical beta density function is represented as follows (Pitman 1993).
p(x) =

X

'^“'(1 - x)® "'...................................................................................Equation(24)

In the above equation A and B are parameters of beta distribution which influence the
shape and peak of the distribution curve. P(x) is probability density function value of x.
Thus, the values of parameters A and B used in the beta density function influence the
number of trips attracted to each TAZ during each time slice. In turn, this influences the trip
table elements of each time slice. Different values of these two parameters are used to
represent different cases.
Assume that for the hypothetical cases considered, 87 percent of the trips arrive over
a IS minute span before the schedules work-start time. This assumption is reasonable as the
objective of this study to construct a framework for ITS initiatives during peak traffic periods.
During these periods a majority of trips are work trips. Ignoring the flexibility in work-start
time, the above assumption should be appropriate. Using A - 30 and B = 20, the distribution
of trips over time is shown in Figure 15. Trips are actually distributed over a span of 45
minutes. This implies that if the work-start time is 8:00 AM, then trips using a beta density
function are distributed over a span ranging from 7:30 AM to 8:15 AM. Out of the total, 87
percent of trips arrive between 7:45 AM and 8:00 AM. The distribution pattern of trip arrivals
shown is for an organization with reasonably stem rules about the start time. In case the start
time is flexible, the range over which these trips are distributed and their arrival pattern will
be entirely different (and may not be predictable).
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The distribution patterns for trip arrivals change with trip attraction characteristics of
the zone. For example, trips may arrive at an uniform rate into a TAZ which is dominated by
shopping complexes whereas 90 percent of the trips may arrive over a 5 minute range before
the start of movie in case of TAZs with theaters as major trip attraction. Hence, it will be
realistic to consider different parameters based on trip attraction characteristics of TAZs
(refer to Figure 7). In Figure 7, if the start time is represented by 35 on the abscissa scale, the
curve with parameters 5 and 2 ensure that 63 percent of users arrive in time whereas 37
percent are late. This can be used to represent to represent work trip arrivals with some
flexibility in start time. The curve with parameters 6.7 and 4 ensure that 87 percent arrive in
time whereas 13 percent are late. This can be used to represent work trip arrivals with
relatively strict start times. Similarly the curve with parameters 12 and 7 ensure that 93
percent arrive in time whereas 7 percent are latecomers.

Log-normal Density Function Parameters:
A typical log-normal density function is represented as follows (Hogg and Tanis
1993).

...........................................................EquaCio„(25)

The above equation holds good for x > 0. It is most important to observe that p and
o are the mean and the variance of In x and not x. Note that this is the reason this distribution
has been called a log-normal distribution.
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The parameters for the log-normal density function, i.e. o and p affect the results
obtained significantly. Let 7:00 AM be the start time (as it was observed that there is no
significant difference in results for start time equal to 6:30 AM and 7:00 AM for the
hypothetical cases) and 8:30 AM the end time for the hypothetical cases considered. The
input parameters except the o and p for the log-normal density function are established as:
for the beta density function A » 30 and B = 20, time slice interval = 10 minutes, travel time
range - 2 minutes. Various tests are conducted by varying these parameters. Table 8 and
Table 9 show the results obtained before and after making adjustments for different values of
a and p for hypothetical cases with 5. Similarly, in Table 10 and Table 11, results obtained
before and after making adjustments for hypothetical case with 10 TAZs are presented. It is
observed from the table that the values of o and p have a significant impact on the results
obtained.
The distribution pattern of trip travel times should be representative of the actual
travel time patterns. Hence, the values of o and p should be such that the distribution
obtained by using these parameters should be same as the field data. The fraction of trips
belonging to each travel time range for Las Vegas Valley in 1995 is shown in Figure 10. The
shape of the distribution function using the selected parameters should be the same as that of
the distribution for 1995 Las Vegas data. The values of the parameters are fixed using a trial
and error procedure. At first, the value of o is fixed. Varying the value of p different patterns
are obtained. Comparing the obtained distribution pattern with observed data, the value of
p is selected. Now fixing the value of p, changing o, tests are done to select a o value which
gives a distribution pattern close to the field values. Now these values are changed at a minute
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Table 8. Influence of log-normal density function parameters on a hypothetical case
with 5 TAZs - before adjustments.
Trips
(Obs.)

Trips
(Est.)

(0.5,2.16)

5,000

4,899

(0.6,2.16)

5,000

4,894

(o,p)

A,

Ap

A,

0.81
(0.93)

0.50

1.02

0.99

1.04

0.71

1.02

0.99

A.
(K )

(1.14)
(0.7,2.16)

5,000

4,898

1.10
(1.34)

0.71

1.03

0.99

(0.6,2.06)

5,000

4,896

0.89
(1.02)

0.56

1.01

0.99

(0.6,2.26)

5,000

4,900

1.05
(1.24)

0.68

1.03

0.99

Table 9. Influence of log-normal density function parameters on a hypothetical case
with 5 TAZs - after adjustments.
(o,p)

Trips
(Obs.)

Trips
(Est.)

Ae
(K )

A,

Ap

A,

(0.5,.216)

5,000

5,087

0.91
(0.96)

0.81

1.02

1.00

(0.6,2.16)

5,000

5,110

1.01
(1.01)

1.01

1.02

1.01

(0.7,2.16)

5,000

5,083

0.91
(0.96)

0.81

1.02

1.00

(0.6,2.06)

5,000

5,087

0.91
(0.96)

0.81

1.02

1.01

(0.6,2.26)

5,000

5,086

0.91
(0.96)

0.81

1.02

1.01
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Table 10. Influence of log-normal density function parameters on a hypothetical case
with 10 TAZs - before adjustments.
(o,p)

Trips
(Obs.)

Trips
(Est.)

Ac
(R J

A,

Ap

A,

(0.5,2.16)

10,000

9,994

0.75
(1.80)

0.64

1.13

1.00

(0.6,2.16)

10,000

9,992

1.23

0.97

1.15

1.00

(1.81)
(0.7,2.16)

10,000

9,995

1.65
(3.21)

1.18

1.17

1.00

(0.6,2.06)

10,000

9,987

1.12

0.78

1.14

1.00

1.09

1.16

1.00

(2.31)
(0.6,2.26)

10,000

9,994

1.28
(1.64)

Table 11. Influence of log-normal density function parameters on a hypothetical case
with 10 TAZs - after adjustments.
(o,p)

Trips
(Obs.)

Trips
(Est.)

Ac
(FU

Ar

Ap

A,

(0.5,.216)

10,000

9,959

0.87
(0.93)

0.87

0.99

1.00

(0.6,2.16)

10,000

9,979

0.94
(0.98)

0.97

0.99

0.99

(0.7,2.16)

10,000

9,992

0.95
(0.98)

0.98

1.00

1.00

(0.6,2.06)

10,000

9,972

0.92
(0.98)

0.94

0.99

0.99

(0.6,2.26)

10,000

9,975

0.93
(0.97)

0.95

0.99

0.99
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level to get a better representation. Following this procedure the value of a and p for the log
normal density function are established as 0.6 and 2.16 since they produced the best results
before and after adjustments were made. The distribution pattern of trips using these patterns
is shown in Figure 11. The distribution of trips by travel time obtained from 1995 Las Vegas
Valley data and using the log-normal density function (with parameters o =>0.6 and p =2.16,
together, is shown in Figure 16. Even for the tested hypothetical cases the distribution of
percentage number of trips for each travel time range is kept constant as that for 1995 Las
Vegas data.
Note that the parameter values should be established so as to represent the real world
data. For metropolitan areas such as Los Angeles basin where the travel time can be as high
as 120 minutes, the start time for analysis should be at least 165 minutes before the start of
first work-start time in the study area. Also, the values of a and p will be different.
Since the objective is to have 90 % of trips arrive over the 15 minute span just before
the scheduled work-start time, the parameters for the beta density function A and B are set
as 30 and 20. The distribution of trips by travel time (for the hypothetical cases and the Las
Vegas Valley) is represented by the log-normal density function with parameters o = 0.6 and
p =2.16. Setting these values as the parameters for beta and log-normal density function
permits the evaluation of the sensitivity of results to changes in the time slice interval and
travel time range. These are tested for hypothetical cases with 5 and 10 TAZs.

Influence of Time Slice Duration
Irrespective of the timt slice interval duration, the error in the results for the
hypothetical cases are expected to be the same. Consider 7:00 AM and 8:30 AM as the start
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time and end time respectively for the hypothetical cases. Let the travel time range be 2
minutes. The adjustment model type 2 is considered. The time slice cannot be short because
the whole process (estimating temporal variations in O-D trip tables and assigning trips in real
time) requires a significant of time. Hence, the minimum time slice duration is fixed as 10
minutes. The case is now tested for different durations of time slice interval (10 minutes, 16
minutes and 20 minutes). Results obtained before and after making adjustments for both the
hypothetical cases (with 5 TAZs and TAZs) are presented in Table 12, Table 13, Table 14
and Table 15. It is observed that there is no significant difference in the estimated values of
Ag, A,, Ap and A, before and after making adjustments. But it is felt that a time slice duration
of 10 minutes will be more appropriate. This is because higher values of the time slice
durations may result in large fluctuations in traffic conditions, thus affecting the system
performance.
Influence of Travel Time Range
The duration of travel time range does have a significant effect on the results. A
duration of 10 minutes for time slice was selected to be the best in the previous section.
Consider the same 7:00 AM and 8:30 AM as the start time and end time for the analysis. The
adjustment model type 2 is used for making corrections. The sensitivity due to the change in
travel time range is tested by varying the duration of travel time range. Table 16, Table 17,
Table 18 and Table 19 show the results obtained before and after adjustments for different
durations of travel time ranges (T. T. R. in the tables). It is observed from the tables that the
results obtained before adjustments are significantly different for different travel time ranges
(T. T. R.’s). The results obtained are better when the travel time range is 1 minute, 2 minutes
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Table 12. Influence of time slice interval on a hypothetical case with 5 TAZs - before
adjustments.
Slice

Trips

Trips

Ae

Interval

(Obs.)

(Est.)

(Re)

10

5,000

4,894

1.04

Ae

Ap

A,

0.71

1.02

0.99

0.73

1.03

0.99

0.72

1.03

0.99

(1.14)
16

5,000

4,901

1.05
(1.15)

20

5,000

4,897

1.05
(1.14)

Table 13. Influence of time slice interval on a hypothetical case with 5 TAZs - after
adjustments.
Slice

Trips

Trips

Ae

Interval

(Obs.)

(Est.)

(Re)

10

5,000

5,110

1.01

Ar

Ap

A,

1.01

1.02

1.01

1.01

1.02

1.01

1.01

1.02

1.01

(1.01)
16

5,000

5,107

1.01
(1.01)

20

5,000

5,017

1.01
(1.01)
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Table 14. Influence of time slice interval on a hypothetical case with 10 TAZLs - before
adjustments.
Slice

Trips

Trips

Ae

Interval

(Obs.)

(Est.)

(Re)

10

10,000

9,992

1.23

Ar

Ap

Aa

0.97

1.15

1.00

0.96

1.15

1.00

0.97

1.16

1.00

(1-81)
16

10,000

9,991

1.22
(1.80)

20

10,000

10,005

1.22
(1.79)

Table 15. Influence of time slice interval on a hypothetical case with 10 TAZs - after
adjustments.
Slice

Trips

Trips

Ae

Interval

(Obs.)

(Est.)

(Re)

10

10,000

9,979

0.94

Ar

Ap

A,

0.97

0.99

0.99

0.98

1.00

1.00

0.98

1.00

0.99

(0.98)
16

10,000

9,996

0.96
(0.98)

20

10,000

9,986

0.96
(0.98)
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Table 16. Influence of travel time range on a hypothetical case with 5 TAZs - before
adjustments.
T. T. R.

1

Trips

Trips

A,

(Obs.)

(Est.)

(R J

5,000

4,895

1.09

Ar

Ap

A,

0.90

1.03

0.99

0.71

1.02

0.99

0.91

0.95

0.99

0.96

0.96

0.99

(1.21)
2

5,000

4,894

1.04
(1.14)

5

5,000

4,902

1.18
(1.39)

10

5,000

4,893

1.18
(1.48)

Table 17. Influence of travel time range on a hypothetical case with 5 TAZs - after
adjustments.
T. T. R.

1

Trips

Trips

A,

(Obs.)

(Est.)

(R J

5,000

5,107

1.02

Ar

Ap

Aa

1.03

1.02

1.01

1.01

1.02

1.01

1.03

1.04

1.01

1.00

0.97

0.98

(1.03)
2

5,000

5,110

1.01
(1.01)

5

5,000

5,110

1.03
(1.03)

10

5,000

4,892

0.99
(0.99)
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Table 18. Influence of travel time range on a hypothetical case with 10 TAZs - before
adjustments.
T. T. R.

1

Trips

Trips

A,

(Obs.)

(Est.)

(RJ

10,000

9,992

1.09

Ar

Ap

Aa

1.00

1.17

1.00

0.97

1.15

1.0

0.89

1.18

1.00

0.81

1.17

1.00

(1.20)
2

10,000

9,992

1.23
(1.81)

5

10,000

10,000

2.20
(7.74)

10

10,000

9,991

2.91
(13.15)

Table 19. Influence of travel time range on a hypothetical case with 10 TAZs - after
adjustments.
T. T. R.

1

Trips

Trips

Ae

(Obs.)

(Est.)

(Re)

10,000

9,987

0.96

Ar

Ap

Aa

0.96

1.00

1.00

0.97

0.99

0.99

0.91

0.99

0.99

0.90

0.99

0.98

(0.98)
2

10,000

9,979

0.94
(0.98)

5

10,000

9,975

0.92
(0.97)

10

10,000

9,958

0.92
(0.96)
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or 5 minutes. After adjustments results are not significantly different with an increase in travel
time range duration.
In fact, the duration of travel time range should be neither small nor too large. A
duration of 1 minute travel time range makes the fiiction factor ineffective. Because, trips
belonging to each minute (travel time) are estimated and distributed among elements between
which the travel time is the same. In this case multiplying or dividing each element with the
friction factor does not make a difference (as it is constant for all the elements with this travel
time. If the travel time range is large, the use of a distribution function to estimate trips
belonging to each travel time range is negated. This might result in overestimating trips for
0-D pairs with large friction factors (low travel times) while underestimating trips for O-D
pairs with low friction factors (high travel times). Hence, a travel time range duration of 2
minutes is felt appropriate for the analysis.

Influence o f Adjustment Models
Table 20 and Table 21 show the results obtained for hypothetical cases with 5 TAZs
and 10 TAZs using the three adjustment type models. The results obtained are significantly
different when adjustment models 1,2 and 3 are used on the hypothetical case with 5 TAZs.
The estimated error is high when adjustment model 3 is used. It is observed that there is no
significant difference in the estimates when either of the adjustment type model is used for the
hypothetical case with 10 TAZs.

Influence of Increase in Network Size
In all the previous cases the network consists of 5 TAZs or 10 TAZs. The model is
now tested with two other different hypothetical cases, i.e. total number of TAZs is equal to
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Table 20. Influence of adjustments model on the hypothetical case with 5 TAZs.
Trips

Trips

(Obs.)

(Est.)

1

5,000

2
3

Model

Ae(Re)

Ar

Ap

Aa

4,999

1.00(1.00)

1.00

1.00

1.00

5,000

5,110

1.01 (1.01)

1.01

1.02

1.01

5,000

4,894

1.14(1.16)

0.71

1.03

1.03

Table 21. Influence of adjustments model on the hypothetical case with 10 TAZs.
Trips

Trq)s

(Obs.)

(Est.)

1

10,000

2
3

Model

Ae(Re)

Ar

A,

A,

9,978

0.94 (0.98)

0.97

0.99

0.99

10,000

9,979

0.94 (0.98)

0.97

0.99

0.99

10,000

10,010

0.95 (0.98)

0.97

0.99

0.99
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15 and 20 respectively. The parameters A and B for the beta density function are established
as 30 and 20 respectively. The log-normal density function parameters (a and p) are
established as 0.6 and 2.16. The time slice interval duration and the travel time range are
established as 10 minutes and 2 minutes respectively. The corrections are made using
adjustment type model 2. Table 22 and Table 23 show the results obtained before and after
making adjustments using the above fixed parameters for the hypothetical cases with 5 TAZs,
10 TAZs, 15 TAZs and 20 TAZs.
No specific trend in the results is observed. For all the four cases results obtained after
adjustments are as expected. In fact the error in estimates depend on a few factors. They are:
(1 ) The parameters for the log-normal density function are obtained such that the distribution
pattern is representative of real world data for the entire study area. But, the model assumes
that this distribution holds good for each and every individual TAZ. This may not be the case.
The distribution pattern of trips by travel time for each individual TAZ may not be precisely
the same as for the entire study area. (2) The travel time distribution function is a continuous
function. But with 5 TAZs there are 5 travel time elements in the travel time matrix. This
implies that there are only 5 elements of the entire log-normal density function values that are
required for analysis. It then becomes a discrete function as with 2 minutes duration of travel
time range and a maximum travel time of 75 minutes there will be a total of 75 log-normal
density values. This problem may not arise in case of real world networks. For example, the
Las Vegas Valley is made up of 1096 TAZs for the 1997 Las Vegas Metropolitan Planning
Model (Rasas and Sathisan, 1997). The probability that the distribution pattern is continuous
is very high in this case. Still this distribution pattern may not be exactly same as the one
obtained by establishing o = 0.6 and p = 2.16 for the log-normal density function.
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Table 22. Comparison of the four hypothetical Cases - before adjustments.
#of

Trips

Trips

A.

Zones

(Obs.)

(Est.)

(R.)

5

5,000

4,894

1.04

Ar

Ap

A,

0.71

1.02

0.99

0.97

1.15

1.00

0.84

0.99

0.99

0.65

0.99

1.00

(1.14)
10

10,000

9,992

1.23
(1.81)

15

15,000

14,924

1.09
(1.38)

20

20,000

19,979

1.01
(1.18)

Table 23. Comparison of the four hypothetical cases - after adjustments.
#of

Trips

Trips

A,

Zones

(Obs.)

(Est.)

(Rr)

5

5,000

5,110

1.01

Ar

Ap

A*

1.01

1.02

1.01

0.97

0.99

0.99

0.97

1.00

1.01

0.94

1.00

1.00

(1.01)
10

10,000

9,979

0.94
(0.98)

15

15,000

15,083

0.98
(1.00)

20

20,000

19,998

0.99
(1.00)
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The distributions of trips (both observed and estimated) for each travel time range for
all the hypothetical cases is presented in Figures 17 to 24. These are presented before and
after adjustments. It is observed that the number estimated before adjustments are
significantly different from the observed whereas it is not so after adjustments. Figures 25 to
28 indicate the number of trips generated during each time slice.

Robustness of the Model
In all the above hypothetical cases, data were constructed and analyzed. These cases
were constmcted such that the distribution of travel times for the entire network was same
as that for Las Vegas (considering 1995 data). The performance will be different if the
distribution of these travel times were different for each zone but for network as a whole. In
this subsection the performance of the model under different conditions is tested. The model
will be robust only if the results are not significantly different for these cases. The hypothetical
case with 10 TAZs is considered to test the model.
Case 1 is the base case which is considered for the hypothetical case with 10 TAZs
(till now). In case 2, the peak period O-D trip table and the peak period travel time matrix are
rotated 180 degrees. A few rows from the peak period trip table are interchanged (keeping
the row sum constant) in caseS where as few columns are interchanged as case 4 (keeping the
column sum constant). As case 5 a few elements within a column of the peak period trip table
are interchanged. Similarly, in case 6 a few elements of the peak period trip table within a row
are interchanged. The elements within the peak period trip table are interchanged without any
control in case 7. For each of the cases considered the changes are done with respect to the
base case. Note that the corresponding changes are made for the travel time matrix also. This
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Figure 17. Distribution of trips over different travel time ranges for hypothetical case with
5 TAZs - before adjustments.
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Figure 18. Distribution of trips over different travel time ranges for hypothetical case with
5 TAZs - after adjustments.
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Figure 20. Distribution of trips over different travel time ranges for hypothetical case with
10 TAZs - after adjustments.
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Figure 21. Distributions of trips over different travel time ranges for hypothetical case
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8000
w

CL

^

6000

Observed
Estimated

o

"E 4000

2000

0

0

10

20
30
40
Travel Time in Minutes

50

Figure 22. Distribution of trips over different travel time ranges for hypothetical case with
15 TAZs - after adjustments.
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Figure 23. Distribution of trips over different travel time ranges for hypothetical case with
20 TAZs - before adjustments.

10000
to

I Observed
Estimated

8000

(P

6000

E
4000
o
o

2000
0

0

10

n

üZXiiL

20

30

40

50

Travel Time in Minutes
Figure 24. Distribution of trips over different travel time ranges for a hypothetical case
with 20 TAZs - after adjustments.
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Figure 27. Trips generated in each time slice for a hypothetical case with 15 TAZs
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is to keep the overall distribution o f trips by travel time for the entire network same as that
o f the base case.
Table 24 and Table 25 show the results obtained before and after adjustments for each
o f the above described cases. It can be noted estimates are same for cases 1 and 2 (both
before and after adjustments). This is because, for these cases the zonal trip attractions and
the zonal trip productions are the same. For cases 3, 4, 5, 6 and 7 either the zonal trip
production or the zonal trip attractions or both are different from the base case. Hence, the
estimates are different. But, note that the overall performance of the model is satisfactory
(results not significantly different), confirming the robustness of the model. Thus, the next
step is to apply the model to a real world situation.
Typical trip tables for each time slice for hypothetical cases with 5 TAZs and 10 TAZs
are presented in Appendix B and Appendix C respectively. These are estimated using a time
slice duration equal to 10 minutes, travel time range equal to 2 minutes, beta density
parameters equal to 30 and 20, log-normal density parameters equal to 0.6 (variance) and
2.16 (mean), and adjustment type model 2 (using productions and attractions). It has to be
noted that the trip table for each time slice indicate only the trips generated from a TAZ to
every other TAZ in that time slice. These trips may or may not end in the same time slice.
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Table 24. Results obtained before adjustments for testing the robustness of the model on the hypothetical case with 10 TAZs.
Case

Trios (Obs.)

Trips (Est.)

Æ(R.)

A.

A_

A.

1

10,000

9,992

1.23(1.8!)

0.97

1.15

1.00

2

10,000

9,992

1.23 (1.81)

0.97

1.15

1.00

3

10,000

9,990

1.21 (1.76)

0.97

1.15

1.00

4

10,000

9,994

1.22(1.80)

0.97

1.16

1.00

5

10,000

9,990

1.22(1.79)

0.97

1.13

1.00

6

10,000

9,996

1.24(1.64)

1.04

1.14

1.00

7

10,000

9,990

1.25 (1.72)

1.01

1.13

1.00
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Table 25. Results obtained after adjustments for testing the robustness of the model on the hypothetical case with 10 TAZs.
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Case

Trips (Obs.)

Trips (Est.)

KiK)

1

10,000

9,979

0.94 (0.98)

2

10,000

9,979

3

10,000

4

A

A

0.97

0.99

0.99

0.94 (0.98)

0.96

0.99

0.99

9,982

0.94(0.98)

0.97

0.99

0.99

10,000

9,982

0.95 (0.98)

0.97

0.99

0.99

5

10,000

9,992

0.94(0.98)

0.97

1.00

0.99

6

10,000

9,990

0.99(1.00)

0.98

0.99

0.99

7

10,000

9,982

0.94(0.97)

0.96

1.00

0.99
N
w>

CHAPTER 6
CASE STUDY
Case Study -1995 Las Vegas Valley D ata
The model is evaluated using the 1995 Las Vegas Valley data. The start time and the
end time for analysis are 6:00 AM and 9:00 AM. A and B the parameters for the beta density
function are established as 30 and 20 respectively, o and p the variance and mean for the log
normal density function are established as 0.6 and 2.16 respectively. A time slice duration
of 10 minutes is considered. The duration of travel time range is established as 2 minutes. The
network consists a total of 751 TAZs. Since trips generated in a TAZ travel to any of the 751
TAZs (i.e., including itself) there are a total o f 564,001 O-D pair combinations. The results
obtained before and after adjustments (using the three different adjustment type models) are
presented in Table 26. N„ in tables indicate the total number of O-D pairs which should be
1, but are estimated as zero
It is observed that the error in results is large both before and after adjustments. Also,
the total number of trips estimated before adjustments is only 279,490 as against the total
observed of 315,395 trips. This number is improved by making adjustments which are not
significant. It is estimated that 483,251 trip elements have 0 trips traveling between them. In
fact, only 452,047 elements should have 0 trips. This means that the model estimates an
additional 31,204 elements as Os. Of these, 26,636 should have had 1 trip. This is a
124
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significantly large error. This is because O-D pairs estimated as O's initially cannot be captured
using any of the adjustment models.
Ironically, a slightly greater number of trips are estimated as O's after adjustments. An
intuitive guess for the error is the rounding off error. Using the methodology the results are
floating point values, which when rounded to the nearest integer result in losing trips. Another
possible reason for the error is using the selected beta and log-normal distribution function
parameters underestimated the trips with high travel times. All this can also be observed from
the significantly low ratios for A^, A,, A^ and

Table 26. The performance of the model when tested on 1995 Las Vegas valley data.
Case

Trips (Est.)

A

A

A>

A

No

0.47

0.92

0.77

31,204

(A )

Before

270,490

0.90

(26,636)

(1.79)
Model 1

278,143

0.72

0.60

0.62

0.73

(26,660)

(0.85)
Model2

288,299

0.76

0.64

0.71

0.76

288,288

0.74

31,296
(26,661)

(0.90)
Models

31,228

0.51

0.63

0.75

(0.88)

31,412
(26,838)

This rounding-off error is not observed to be as significant for the considered
hypothetical cases. This is because the ratio of number of trips to the total number of TAZs
is relatively very large for the hypothetical cases, whereas it is small for the Las Vegas Valley
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(Table 27). Distributing these trips to various elements of different time slices is nothing but
breaking the number of trips to different O-D pairs of the individual time slices.
As was previously stated, o f the 564,001 O-D pairs, 452,047 O-D pairs have 0 as the
trip interchange between them. This implies that only 111 ,954 O-D pairs have at least 1 trip
interchange between them. Of these 111,954 O-D pairs, 61,652 have 1 trip interchange
between them. The challenge is to determine during which time slice the 1 trip between an
O-D pair will take place.
Different strategies can be adopted to minimize the trips lost due to rounding.

Table 27. The ratio of total number of trips generated to the total number of O-D pairs
(excluding intra zonal O-D pairs) for all the considered cases.
No. of TAZs

Total Trips (A)

No. o f O-D pairs

Ratio (A/B)

(B)
5

5,000

20

250.00

10

10,000

90

111.11

15

15,000

210

71.43

20

20,000

380

52.63

751

315,395

563,250

0.56

1) In this study the work start-times for each TAZs are assumed as 7:30 AM, 8:00 AM and
8:30 AM. The model underestimates the total number of trips less than 4 minutes and greater
than 40 minutes. Since, trips with travel times greater than 40 minutes are the ones which can
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be influenced most by TIS, these need to be estimated as accurately as possible. A majority
of the trips with large travel times (say, greater than 40 minutes) might have started between
7:00 and 7:30 (to arrive at their destination zone in time). Similarly, trips with travel times less
than 4 minutes must have started between 7:30 AM and 8:30 AM. Hence, all the trips with
travel times greater than 40 minutes belonging to time slices between 7:00 AM and 7:30 AM,
and, the trips with travel times less than 4 minutes belonging to time slices between 7:30 AM
and 8:30 AM are ceiled to the largest integer value (i.e., if 5.3 trips are estimated between an
O-D pair, it is rounded off to 6 trips). Though this appears logical, it is better to do this based
on the ratio of trips generated to travel times.
2) A second alternative is to ceil the trips based on the trip generating factor (trip
productions). This can be carried out for only those travel time range trips that are
underestimated. Hence all the trips with high travel times that start from TAZs which generate
large number of trips are ceiled. Then the question arises as to what should be the cut-off for
the trip production over which the number of trips should be ceiled.
3) A third alternative is to multiply each trip table element by a scaling factor during
computations and divide by the same factor after all the computations are performed. This is
because it is felt that the successful implementation of the model on the hypothetical cases is
due to the high proportion of the ratio (total number of trips to total number of zones). This
helps reduce the errors due to rounding. Is a simple technique and needs no further
investigation except for what should this scaling factor be.
Table 28 and Table 29 show the results obtained before and after adjustments using
different scaling factors. It is observed that the total number of trips estimated increases as
the scaling factor increases. A close look at the results indicates that the total number of trips
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Table 28. Influence of multiplying trips by a scaling factor - before adjustments.
Scaling

Trips (Est.)

Factor
1

A

A

Ap

A

No

0.47

0.92

0.77

31,204

(RJ
270,490

0.90

(26,636)

(1.79)
5

315,439

1.17

0.60

1.07

0.96

(1.96)
10

321,561

1.22

(0)
0.63

1.01

0.99

(2.01)
20

324,851

1.29

4,848

1,922
(0)

0.63

1.17

0.96

(2.35)

1,050
(0)

Table 29. Influence of multiplying trips by a scaling factor - after adjustments.
Scaling

Trips (Est.)

Factor
1

A

A

A

A

No

0.64

0.71

0.76

31,296

(R.)
288,299

0.76
(0.90)

5

310,976

0.96

(26,661)
0.87

0.84

0.97

(0.98)
10

313,739

0.99

(0)
0.92

0.90

0.99

(1.02)
20

311,597

1.0 (1.0)

4,966

2,086
(0)

0.91

0.96

0.99

1,222
(0)
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is underestimated when the constant is 1, where as the number is overestimated when
constant is 5, 10 or 20.
A similar increasing trend is observed using adjustment model 2 (exception when the
scaling factor is 20). The total number of trips estimated using 5, 10 and 20 is closer to the
total number of observed trips. The overall results, considering both before and after
adjustments, appear to be better when the scaling factor is equal to 10. Before and after
adjustments.

A, is observed to increase with increase in scaling factor. A is observed low

before adjustments where as it reasonable after adjustments. Similarly, A ^nd A are better
for higher values of scaling factors. Before and after adjustments, N^, which is the number of
O-D pairs which should be at least 1 but estimated as zeros, is observed to decrease with
increasing values of scaling factors (note the value under N„ in parentheses in Tables 28 and
29 indicate the total number of O-D pairs which should be 1, but are estimated as zero.). It
is observed that using scaling factors 5 ,1 0 and 20, all the O-D pairs with 1 trip
interchange between them are captured.
s c a l in g

A

A before adjustments are better when the

factor is 10. This is felt to be closer to the real world data. Since the scaling factor of

10 yields better results before and after adjustments, it is proposed to use this for future
analysis. Note that at the end of the analysis, each element of the trip table for each time slice
is divided by the scaling factor.
Influence of Time Slice Duration
Table 30 and Table 31 show the results obtained before and after adjustments using
the 1995 Las Vegas data. Before adjustments, it is observed that the total number of trips
estimated increases with an increase in time slice duration. No particular trend is observed
after adjustments.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

130

Table 30. Influence of time slice duration on 1995 Las Vegas Valley data - before
adjustments.
Time slice

Trips (Est.)

A (R J

A

A

A

No

10

321,561

1.22(2.01)

0.63

1.01

0.99

1,922(0)

16

323,978

1.24 (2.02)

0.63

1.12

1.01

1,563(0)

20

325,279

1.24 (2.02)

0.64

1.12

1.01

1,865(0)

Table 31. Influence of time slice duration on 1995 Las Vegas Valley data - aflter
adjustments.
Time Slice

Trips (Est.)

A (K )

A

A

A

No

10

313,739

0.99(1.02)

0.92

0.90

0.99

2,086 (0)

16

311,518

0.99 (0.99)

0.90

0.91

0.99

1,696 (0)

20

312,156

0.99(1.0)

0.90

0.90

0.98

2,115(0)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

131

No significant difference in the values of

A and A is observed before and after

adjustments. A ’ before adjustments, is observed high for time slice durations equal to 16
minutes and 20 minutes. After adjustments, no significant difference in the estimated values
of A is observed.
Influence of Travel Time Range
Table 32 and Table 33 show the results obtained before and after adjustments using
the 1995 Las Vegas data. The total number of trips estimated is not significantly different
when travel time range duration is equal to 1 minute, 2 minutes, 5 minutes or 10 minutes. A
is observed to decrease with increase in the travel time range duration. A is close to 1 when
travel time range duration is 2 minutes. A stays unchanged for all considered travel time
range durations.
After adjustments, the total number of trips estimated is close enough to the observed
total number of trips when travel time duration is 1 or 2 minutes. No significant difference in
estimated A values is observed for aU the considered travel time range durations. A is
observed better for travel time range durations equal to 2 minutes and 5 minutes. A is
observed low for 2 minutes travel time range than when compared to other considered
durations. A is observed to be the same for all the considered travel time range durations. N^,
before and after adjustments, is observed to be the lowest for travel time range duration of
2 minutes.
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Table 32. Influence of travel time range on 1995 Las Vegas Valley data - before
adjustments.
Range

Trips (Est.)

A(Rm)

A

A

A

No

1

321,504

1.26 (3.55)

0.57

1.20

0.99

1,983 (0)

2

321,561

1.22(2.01)

0.63

1.01

0.99

1,922 (0)

5

321,488

1.19(2.20)

0.67

1.19

0.99

1,994 (0)

10

321,527

1.15(1.84)

0.63

0.92

0.99

2,348 (0)

Table 33. Influence of travel time range on 1995 Las Vegas Valley data - after
adjustments.
Range

Trips (Est.)

A O L)

A

A

A

Nn

1

316,022

1.00(1.01)

0.87

0.95

0.99

2,102(0)

2

313,739

0.99 (1.02)

0.92

0.90

0.99

2,086 (0)

5

317,189

1.00(1.03)

1.08

0.94

0.99

2,153 (0)

10

317,607

1.00(1.05)

0.82

0.94

0.99

2,516 (0)
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Influence of Adjustment Models
It is observed from Table 34 that the total number of trips estimated is close enough
to the total number observed when adjustment type model 2 is used. No significant difference
in the estimated values of

\

and \

is observed. \ is observed to be very low when

model 3 is used.
Figures 29 and 30 show the distribution of observed and estimated trips for each travel
time range before and after adjustments. For this, the time slice duration is 10 minutes and
travel time range is 2 minutes. The adjustment model 2 is considered. Figure 31 shows the
number of trips generated in each time slice.

Table 34. Influence of adjustment models on 1995 Las Vegas Valley data.
Model

Trips (Est.)

A(Rm)

A

A

A

Nr,

1

311,682

0.98 (0.99)

0.90

0.90

0.98

1,922 (0)

2

313,739

0.99(1.02)

0.92

0.90

0.99

2,086 (0)

3

312,845

0.98 (0.99)

0.62

0.89

0.97

1,926 (0)

Estimating the Time Slice When Trips Originate
It has previously been stated that trips may originate in two possible time slices not
one. Hence, trips originating have to be distributed among two time slices. The procedure to
estimate the proportion of trips shared by time slice k and time slice k-1 was discussed in the
previous chapter. Using this strategy, the performance of the model is tested again for the
1995 Las Vegas Valley data.
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Figure 29. Distribution of trips over different travel time ranges for the 1995 Las Vegas
Valley data - before adjustments.
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Figure 31. Trips generated during each time slice for the 1995 Las Vegas Valley data.
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Influence of Time Slice Duration
Table 35 and Table 36 show the results obtained before and after making adjustments
when tested using 1995 Las Vegas Valley data. The adjustment type model 2 is used for
corrections. Before adjustments, the total number of trips estimated increases with the
increase in time slice duration. A,,

Ap and \ are observed to increase with an increase in

time slice durations. N„ is observed to decrease with an increase in time slice duration.
Similar, trends were observed after adjustments. Even the number of trips captured (before
and after adjustments) is observed to increase with increase in time slice duration. Though
results are better in case o f higher time slice durations, a value of 10 minutes is considered for
further analysis.

Influence of Travel Time Range
Table 37 and Table 38 show the results obtained before and after adjustments
considering trips originating as in two time slices. The adjustment type model 2 is used for
corrections. The total number of trips estimated, before adjustments, is very high for travel
time range duration equal to 1 minute. The numbers are significantly low for higher travel
time ranges. A,

A^ and A, are observed to be better for 1 minute and 2 minutes travel

time range. The sensitivity to travel time range can be observed from the tables. The
parameter values are very low for high travel time ranges.

Influence of Adjustment Models
Table 39 show the results obtained using the three adjustment models for 1995 Las
Vegas Valley data considering short-end trips. The total number of trips estimated after
adjustments is closer to the real world data when model 1 is used. After adjustments.
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Table 35. Influence of time slice duration on 1995 Las Vegas Valley data considering
trips originating in two time slices - before adjustments.
N„

Time slice

Trips (Est.)

A ,(K )

A,

10

287,317

1.04(2.04)

0.49

0.77

1.02

4,681 (0)

16

295,968

1.07(1.92)

0.50

0.80

1.02

3,634(0)

20

301,601

1.08(1.86)

0.53

0.84

1.02

3,567 (0)

Table 36. Influence of time slice duration on 1995 Las Vegas Valley data considering
trips originating in two time slices - after adjustments.
Time Slice

Trips (Est.)

A, (IL)

A,

A%

A|

No

10

303,505

0.94 (0.97)

0.80

0.86

0.93

7,568 (0)

16

310,224

0.96 (0.99)

0.72

0.89

0.96

5,703 (0)

20

311,930

0.97 (1.00)

0.87

0.90

0.96

4,802 (0)
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Table 37. Influence of travel time range on 1995 Las Vegas Valley data considering
trips originating in two time slices - before adjustments.
Range

Trips (Est.)

A ,(K )

A,

A%

A,

Nn

1

345,001

1.15(7.97)

0.51

0.90

1.15

4,024 (0)

2

287,317

1.04(2.04)

0.49

0.77

1.02

4,681 (0)

5

272,389

0.97 (2.77)

0.46

0.69

1.06

8,566 (0)

10

251,003

0.85 (2.43)

0.36

0.48

1.06

54,587 (0)

Table 38. Influence of travel time range on 1995 Las Vegas Valley data considering
trips originating in two time slices - after adjustments.
Range

Trips (Est.)

K(K)

A

A^

A^

No

1

311,010

0.96 (0.99)

0.80

0.90

0.96

6,117(0)

2

303,505

0.94 (0.97)

0.80

0.86

0.93

7,568 (0)

5

277,327

0.82 (0.90)

0.75

0.76

0.82

18,790(0)

10

244,692

0.58 (0.84)

0.50

0.58

0.62

55,976 (0)
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Ag Ap and A^ are not significantly different for different models.

is observed highest for

model 2. A,, is observed highest when model 1 is used where as it is low with model 3.

Table 39. Influence of adjustment models on 1995 Las Vegas Valley data considering
trips originating in two time slices.
Model

Trips (Est.)

A,(R.)

A

A^

Aj,

No

1

310,044

0.96 (0.98)

0.86

0.84

0.95

4,681 (0)

2

303,505

0.94(0.97)

0.80

0.86

0.93

7,568 (0)

3

307,613

0.95 (0.97)

0.56

0.83

0.94

4,703 (0)

Figure 32 and Figure 33 show the observed and estimated number of trips belonging
to each travel range considering trips originating in two time slices. For this, a time slice
duration of 10 minutes and a travel time range of 2 minutes are considered. The adjustment
type model 2 is taken into account.
Figure 34 shows the total number of trips generated in each time slice. Note that the
number of trips generated in each time slice depends on the expected number of arrivals at
each work-start time for each TAZ. The data related to the peak period trip table and the
travel time matrix for the Las Vegas Valley are obtained from running the TRANPLAN peak
period model. The expected number of trip arrivals at each work-start time for each TAZ are
assumed such that 20% of the total trip attracted arrive at 7:30 AM, 70% at 8:00 AM and the
remaining 10% at 8:30 AM. This assumption is for all TAZs.
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Figure 32. Distribution of trips over different travel time ranges for the 1995 Las Vegas
Valley data considering trip originating in two time slices - before adjustments.
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Figure 33. Distribution of trips over different travel time ranges for the 1995 Las Vegas
Valley data considering trip originating as in two time slices - after adjustments.
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Figure 34. Trips generated during each time slice for the 1995 Las Vegas Valley data
considering trips originating in two time slices.
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Effect of Expected Number of Trip Arrivals at Each W ork-Start Time
In all the previous tests on 1995 Las Vegas Valley data the expected number of trip
arrivals are assumed as discussed previously. If all the trip attractions for aU each TAZ are
expected to arrive at the same time (say, 8:00 AM), this leads to significant amount of
congestion. This is controlled by influencing the arrivals times. Instead of all trips arriving at
the same time they may arrive at different times (say, as discussed in previous section: 20%
of trips arrive at 7:30 AM, 70% arrive at 8:00 AM and the remaining 10% at 8:30 AM). This
will have a significant effect in reducing congestion. In this section, the effect on results
obtained by using different proportions of trip arrivals at various work-start times.
In case 1 all the trips are expected to arrive at a TAZ at a single work-start time i.e.,
8:00 AM. This implies that Aj is the total number of trips attracted to TAZ j during peak
hour, all these are expected to arrive at 8:00 AM. In the second case 20% o f Aj arrive at 7:30
AM, 70% arrive at 8:00 AM and the remaining 10% at 8:30 AM. This is what has been
considered in the analysis so far. In the last (case 3), 30% of Ay arrive at 7:30 AM, 40% arrive
at 8:00 AM and the remaining 30%at 8:30 AM. The results obtained without considering
short-end trips and considering short-end trips, before and after adjustments, are presented
in Tables 40, 41, 42 and 43.
Nqis observed to be very low for case 1 whereas it is high for case 2 and case 3. This
again may be due to the rounding-off error. In case 1 all the trips are expected to arrive at the
same time whereas in case 2 and case 3 they arrive at three different times. No specific trends
in the estimates are observed. Figures 35 and 36 show the number of trips generated in each
time slice without considering short-end trips for case 1 and case 2. Figure 37 and 38 show
the same considering trips originating as in two time slices
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Table 40. Influence of the expected number of trip arrivals at each work-start time on
Las Vegas Valley data - before adjustments.
Case

Trips (Est.)

Ae

A,

Ap

A,

No

0.63

1.12

1,01

1,206(0)

0.63

1.01

0.99

1,922(0)

0.62

1.1

0.99

4,052 (0)

(R J

1 (0.0,1.0,0.0)

325,355

1.24
(2.03)

2 (0.2,0.7,0.1)

321,561

1.22
(2.01)

3 (0.3,0.4,0.3)

321,745

1.22
(2.01)

Table 41. Influence of the expected number of trip arrivals at each work-start time on
Las Vegas Valley data - after adjustments.
Case

Trips (Est.)

A,

Ar

Ap

A,

No

0.90

0.92

0.99

1,367 (0)

0.92

0.90

0.99

2,086 (0)

0.86

0.91

0.95

4,114(0)

(K)
1 (0.0,1.0,0.0)

311,205

0.99
(1.00)

2 (0.2,0.7,0.1)

313,739

0.99
(1.02)

3 (0.3,0.4,0.3)

311,470

0.97
(0.99)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

144

Table 42. Influence of the expected number of trip arrivals at each work-start time on
Las Vegas Valley data considering trips originating in two time slices - before
adjustments.
Case

Trips (Est.)

A,

4

Ap

A,

No

0.49

0.79

1.04

2,900 (0)

0.49

0.77

1.02

4,681 (0)

0.49

0.77

1.02

9,280 (0)

(R,)
1 (0.0,1.0,0.0)

291,148

1.06
(2.05)

2(0.2,0.7,0.1)

287,317

1.04
(2.04)

3 (0.3,0.4,0.3)

287,386

1.04
(2.04)

Table 43. Influence of the expected number of trip arrivals at each work-start time on
Las Vegas Valley data considering trips originating in two time slices - after
adjustments.
Case

Trips (Est.)

AAK)

1 (0.0,1.0,0.0)

270,806

0.86

A„

Np

0.80

0.80

0.85

6,500 (0)

0.80

0.86

0.93

7,568 (0)

0.76

0.80

0.87

13,139 (0)

(0.89)
2 (0.2,0.7,0.1)

303,505

0.94
(0.97)

3 (0.3,0.4,0.3)

294,381

0.88
(0.95)
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Figure 35. Trips generated during each time slice (case 1).
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Figure 36. Trips generated during each time slice (case 3).
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Figure 37. Trips generated during each time slice considering trips originating in two time
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Figure 38. Trips generated during each time slice considering trips originating in two time
slices (case 3).
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Computational Time
An essential element of the modeling process is the assumption that the transportation
system characteristics (both supply and demand) are reasonably constant within a time slice.
The longer the duration of a time slice, the greater is the likelihood that this assumption would
not hold. Therefore, to make the system realistic, the duration of time slices has to be as small
as possible. But, over the span o f the time slice, the required information has to be transmitted
to the TMC, where the data need to be processed and analysis performed. Information is then
communicated to users so as to reach the destination under the existing condition. Hence,
time slices have to be reasonably large so as to perform all these steps. In this study a time
slice duration of 10 minutes has been found to be appropriate.
The data processing and analysis involves estimating O-D trip tables and assigning
trips in real-time. This should be as small as possible. Hence, the computational time to run
the model should be as low as possible for implementing the methodology in real-time.
Hardware capabilities to store and process the information is another important factor. A
network with 750 TAZs requires at least 4 MB of disk space for storing trips in a matrix
format. To store 18 trip tables (one for each time slice), the peak period trip table and the
travel time matrix, a disk space of around 80 MB is required. Sufficient virtual memory space
is required to run the problem in real-time. The model was tested on systems such as SGI 02s,
DEC ALPHAS, SUN 6/690 and SGI IP 27 with IRIX version 6.4 as the operating system.
The methodology is implemented by developing the code in C++ programming language. The
model did not compile on the first three systems due to virtual memory problems where as
it worked on SGI IP 27. The SGI IP 27 workstation with IRIX version 6.4 as the operating
system is a multi-threaded Unix operating system which makes 64 bit processing and data
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manipulation a reality. IRIX version 6.4 allows ( 1) file sizes up to 9 million terabytes, (2) file
systems up to 18 million terabytes, (3) store millions of files in a single directory and, (4)
create block sizes as large as 1 gigabyte. The physical memory can be as large as 16 gigabytes
and the system allows to create a virtual address space of 240 bytes.
The run time for the model on this system when tested on hypothetical cases was
minimal. The run time when tested on 1995 Las Vegas Valley data was observed to vary from
as low as 1 minute to as high as 2.75 minutes. Several factors are observed to influence the
run time. These are discussed next.
Table 44 shows the effect of multiplying trips by a scaling factor on the model run
time. For constants equal to 5 and 10 the run time is observed small where as it is high when
constant equal to 1 or 20.
Table 45 and Table 46 show the effect of time slice duration and travel time range on
model run time. Trips are considered to originate only in one time slice in this case. The run
time is observed to decrease with an increase in time slice duration and travel time range
duration. The run time decreases because the number of computations a decrease with the
increase in the time slice duration and the travel time range.

Table 44. Influence of multiplying trips by a scaling factor on model run time.
Scaling Factor

Run Time (minutes)

1

2.50

5

1.80

10

1.80

20

2.75
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Table 45. Influence of time slice duration on model run time.
Duration of

Run Time (minutes)

Time Slice
10

1.50

16

1.25

20

1.01

Table 46. Influence of travel time range on model run time.
Travel Time Range

Run Time (minutes)

1

2.60

2

1.80

5

1.10

10

1.00

The run time is small when adjustment model 1 is used whereas it is large when
adjustment model 2 is considered. The run times observed without considering trips to arrive
in only one time slice for each adjustment model is shown in Table 47.
Similar observations are noted considering trips originating in two time slices. The
effect of time slice duration, travel time range and adjustment type model on run time are
shown in Tables 48, 49 and 50.
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Table 47. Influence of adjustment models on run time.
Model

Run Time (minutes)

1

1.50

2

1.80

3

1.75

Table 48. Influence of time slice duration on run time - considering trips originating
in two time slices.
Duration of

Run Time (minutes)

Time Slice
10

2.60

16

1.90

20

1.50

Table 49. Influence of travel time range on model run time - considering trips
originating in two time slices.
_ ^ ^ ^ e lT im e ^ ^ g e

Run Time (minutes)

1

3.30

2

2.60

5

2.00

10

1.70
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Table 50. Influence of adjustment models on model run time - considering trips
originating in two time slices.
Model

Run Time (minutes)

1

1.60

2

2.60

3

2.30

The effect of the proportion of expected number of arrivals at each work-start time
for each TAZ on the model run time is observed. Table 51 and Table 52 show the run time
observed for the three different cases considering trips to originate in one and two time slices
respectively. Run time increases from case 1 to case 3. The increase in run time from case 1
to case 2 (or 3) is because more number of expected number of trips arrivals at a work-start
time o f TAZs were processed in case of 2 (or 3). But, the significant increase in run time from
case 2 to case 3 indicate that the proportion shared by each work-start time also influence the
run time.

Table 51. Influence of proportion of expected trip arrivals on run time.
Time Slice

Run Time (minutes)

1 (0.0,1.0,0.0)

1.65

2 (0.2,0.7,0.1)

1.80

3 (0.3,0.4,0.3)

2.60
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Table 52. Influence of proportion of expected trip arrivals on run time - considering
trips originating in two time slices.
Run Time (minutes)
1 (0.0,1.0,0.0)

2.00

2 (0.2,0.7,0.1)

2.60

3 (0.3,0.4,0.3)

2.55

Overall, it is observed that (1) the scaling factor used for multiplying trips, (2) time
slice duration, (3) travel time range, (4) adjustment model and, (5) the proportion of expected
number of trip arrivals at each work-start influence the model run time.
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CHAPTER?

CONCLUSIONS AND EXTENSIONS

This chapter presents a summary of the research efforts and conclusions drawn from
the same. A short discussion on potential extensions of the research is also presented.

Summary
Increasing traffic congestion on urban transportation networks is a problem of concern
to transportation engineers and planners. A potential solution to alleviate this problem
includes better demand management. ITS initiatives such as TDMS and TIS address demand
management as one of their objectives. The efficiency of these initiatives rely on reasonable
estimates of temporal variations in travel demand.
ITS initiatives require near real time information about the transportation network
supply and demand characteristics and temporal variations in trip patterns i.e., O-D trip tables.
Obtaining descriptive information about each user's origin, destination, and departure times
is practically difficult. A methodology has been proposed for estimating these time dependent
O-D trip tables.
Normally, problems arising due to congestion are during peak periods. Work trips are
a significant portion of peak period traffic. The arrival of these work trips can be estimated
with a reasonable amount of accuracy. Hence, only work trips during peak periods have been
153
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considered for analysis. The total number of trips arriving at a TAZ by work-start schedule
can be determined with a reasonable degree of accuracy. The zonal trip attractions for each
time slice are estimated based on the distribution of the arrival pattern of these trips. A beta
density function is used to estimate the trip attractions to each TAZ for each time slice. These,
along with the peak period O-D trip table and the peak period travel time matrix, are used to
estimate trip tables for each time slice. A log-normal density function is used to model trip
lengths/times. The peak period is broken down into time slices to help estimate the temporal
variations of travel demand. The model is implemented by a program written in C-Hprogramming language. The O-D trip tables along with the existing link volumes and network
conditions serve as inputs for dynamic trip assignment.
The results obtained from the model appear to be robust and accurate. The model can
be run within a reasonable amount of time (less than 3 minutes). Therefore, it has the potential
to serve as a foundation for developing TIS programs by providing inputs to the dynamic
traffic assignment process.

Conclusions
The proposed methodology was tested using data developed as hypothetical cases and
with the 1995 Las Vegas valley travel demand data. The results obtained are up to
expectations. Start time and end time for analysis, time slice duration, travel time range,
adjustment model, and the proportion of trips expected to arrive at each work-start time for
each TAZ are observed to influence model performance.
The start and end time for analysis should be established such that aU trips are
captured within reasonable limits before making corrections. This depends on the maximum
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travel time and the span over which trips are distributed using the beta density function. The
time slice duration should neither be too small nor too large. Smaller time slice durations may
not provide enough time to collect and analyze data prior to transmitting information to users.
Larger time slice duration results in greater fluctuations in traffic within the time slice. A time
slice duration of 10 minutes was observed to be ideal.
The travel time range also should not be too small nor too large. Smaller travel time
range, say 1 minute, nullify the purpose of friction factors whereas larger travel time ranges
result in unnecessary usage of the log-normal density function to estimate trips in each travel
time range. The adjustment type model 2 is considered for making corrections/adjustments
(except while studying the effect of adjustment models). The column or row adjustments are
carried out as in the traditional trip distribution model when using model 2. This is because
results obtained using this model (the total trip productions and the total trip attractions of
the estimated peak period trip table) match with that of the target peak period trip table. The
proportion of the expected number of trip arrivals at each scheduled work-start time also
influences model performance. Though the working of the model is as expected, some
additional aspects need to be addressed. These are discussed as extensions in the next section.

Extensions
There is a need to explore the model capabilities. Some extension in areas of
importance are discussed below.
1.

Many trips are observed to be lost due to rounding-off error. Hence, it is proposed

in Chapter 6 to multiply each element of the O-D trip table by a scaling factor. This solves the
problem temporarily. But in the end, the elements of the estimated O-D trip tables for each
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time slice have to be rounded to the nearest integer. This results in the same problem and
potential solutions must be addressed. Two additional alternatives are proposed in Chapter
5. The applicability o f these has to be tested.
2. In the model presented, only work trips are considered for analysis. However,
during the morning peak period there may be trips such as school trips, etc. which are not
considered. A simple solution may be to find the ratio of total number o f school trips to the
total number of work trips. The peak period O-D trip table may then be increased by this
factor.
An alternative is to develop a similar type of model using the beta density functions
for distributing trips over a span of time based on start time for the school and expected
number of arrivals. The parameters for the beta density function will change. Also, the log
normal density function parameters should be fixed based on the distribution of travel times
for the school trips. Similar models can be developed for other trip purposes.
3. Recurring congestion occurs during the evening peak periods as well. Hence, a
model has to be developed for evening peak periods. This is based on the expected number
of departures at each work-end time. The distribution of travel times will be the same as for
the morning peak period. The model is more complicated than the morning peak period
model because of the flexibility in departure times. A beta distribution with its peak skewed
to the left may be appropriate. It becomes more complex if users do not go home directly but
make a shopping stop.
4. Dynamic Trip Assignment Using Network Algorithms;
Another important aspect that should be addressed is assigning trips in real-time. This
is a key component for successful deployment of ITS. In this dissertation, a methodology to
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estimate O-D trip tables for each time slice is discussed. If one assumes that network
conditions regarding present link volumes along all major corridors of interest, crash
locations, construction/repair schedules, weather conditions, etc. are available at the start of
each time slice, the objective now is to assign the trips under dynamic network conditions.
The information about anticipated travel times and optimal paths is then sent as feedback to
the drivers.
An objective of the ITS initiatives is to minimize travel time/delays and effectively
utilize the available capacity. This necessitates developing a methodology wherein the
transportation engineer and planner has control to influence the link volumes. The total
number of vehicles, which is none other than link volume, affects the travel time along the link
while serving as a measure for effective utilization of available capacity. Thus, in order to
receive optimal benefits, the link volumes for each time slice should not exceed the available
capacity. Formulating the problem as a mathematical model with link volumes for each time
slice as variables appears reasonable. But, the model stiU requires finding the optimal paths
between each O-D pair and the route choice proportions. Even if one assumes that aU the
trips between an origin and destination use the same path, there wiU be more than one O-D
pair element competing to use a link. Questions such as trips between which O-D pair should
use a particular link (to maximize benefits without congestion) are difficult to answer. Also,
solving the mathematical model within a short computational time is difficult. Development
of computationaUy efficient methodology for solving the dynamic trip assignment problem is
important. A heuristic methodology using network algorithm is discussed. The foUowing
assumptions are made for assigning trips to various paths.
(1 ) Trips other than work trips are ignored.
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(2) Existing network conditions (say, link closures due to crashes, construction/repairs, etc.)
are expected to remain constant during a time slice. This information is available
before the start of trip assignment.
(3) Trips are uniformly distributed over the time slice. Hence, capacity is defined as the
maximum number of trips a link can handle during a time slice.
(4) Information is provided at macroscopic levels to drivers as a whole (not individually). It
is felt that providing feedback information would be easy if all drivers between an OD pair use the same path. Thus, it is assumed that all trips between an O-D pair use
the same path.
(5) But, if number of trips produced by a TAZ to every other TAZ itself exceeds capacity
then trips have to be shared between different alternate paths. Also, the quickest path
may not be the same for two users who start in two different time slices.
Let the data processing and analysis under real-time conditions start 5:45 AM (for the
time being assume that the computational time to perform these operations is less than 10
minutes). Consider the O-D trip table for time slice 1, 6:00 AM - 6:10 AM (note that 6:00
AM to 9:00 AM is the peak period). Information about crashes, construction/repair
schedules, weather conditions, etc. are accounted for in estimating the supply provided by the
system. Links closed due to crashes are discarded. Reduction in capacity due to lane closures
(because of construction/repairs), etc. are considered in calculating the present supply. These
conditions are assumed to remain constant during the time slice. During this time, link
volumes will be low. Hence, vehicles are expected to travel at free flow speeds (or free flow
travel times). In fact it is preferable to start analysis well before (by a few time slices) the start
of peak period congestion. The conditions should be such that free flow travel speeds (or
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times) exist at that time. Also, the vehicles that start before the first time slice (which are not
accounted for in the peak period trip table ) must have reached a destination by this time. The
objective is to assign the trips to various paths such that volume on any link does not exceed
capacity. The minimum travel time/delay path between each O-D pair under the above
conditions is obtained using standard quickest path algorithms such as Dijkstra’s algorithm
(Smith, 1982). Information about travel times and optimal paths provided to users are
expected to start at 6:00 AM.
Trips, with travel times less than 10 minutes reach their destination by 6:10 AM. The
location of all the remaining trips is estimated discarding trips with travel time less than 10
minutes. In fact this is most toughest but essential part for real-time trip assignment. Also, this
is nothing else but link volumes expected to exist at 6:10 AM. Using these link volumes, new
link travel times are estimated. Considering these travel times, supply conditions and O-D trip
table for time slice 2 (6:10AM to 6:20 AM) trips are assigned to different paths. Information
about travel times and optimal paths are provided to users expected to start at 6:10 AM. This
process is carried out for trips during all time slices. The above procedure is shown as a
flowchart in Figure 39. In short, this procedure involves the following steps.

Step 1.
Consider trip table for time slice 1, free flow travel times, and existing supply
conditions.
Step 2
Estimate optimal paths for each O-D pair. Provide information about anticipated travel
times and optimal paths as feedback to users of next time slice.
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Figure 3 9. Flowchart for dynamic trip assignm ent.
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Step 3
Update the link volumes. Calculate new link travel times.

Step 4
The quickest paths for each 0-D pair are estimated using new link travel times,
existing supply conditions and trip table for next time slice. Provide anticipated travel times
and optimal
paths as feedback information to users.

Step 5
Repeat Step 4 and Step 5 for all time slices in study period.
Intuitively, it is felt that a smaller amount of stochasticity is involved in trips with short
travel times. Also, these users may not prefer longer routes to reach a destination. But, users
with higher travel times may give leeway considering uncertain travel conditions en route.
Influencing large number of trips with high travel times results in more savings. Hence, O-D
pairs are divided into two sets, one with travel times less than a value T. Others are those with
travel times greater than or equal to T. Trips belonging to the former set are not influenced
and are assumed to travel along the quickest path. These trips are assigned first.
The greater the number of trips that use the quickest path, the greater would be the
benefits to the system as a whole. For example, let the travel time for an O-D pair (A) with
100 trips be 30 minutes if link (1) is used whereas for O-D pair (B) with 50 trips the travel
time is 20 minutes. If shifting 50 trips to a different path with greater travel time would enable
the 100 trips to take the quickest path, then this may result in greater benefits. Hence, trips
belonging to the second set are arranged in descending order. Trips belonging to highest
travel time are first assigned to the quickest path. The link volumes along any link in this path
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should not exceed capacity. If the capacity is exceeded, the link is not considered to be in the
path. A new one is obtained. Similarly, trips belonging to aU O-D pair elements of the second
set are assigned.
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APPENDIX A

ITS - GOALS AND CLASSIHCATION

Goals of ITS Program
The technology adopted depends on the goal (s) of the ITS system. Different
technologies are adopted to attain various goals and objectives. Typical operational goal (s)
of the ITS program, in general, are listed below:
(1) Increase productivity of transportation infrastructure through effective and efficient
utilization of available capacity. This can be attained by assisting drivers with real-time
traffic diversions, trip planning and following optimal routes as well as by automating
vehicle control and guidance to various degrees.
(2) Reduce congestion and improve accessibility through demand management. Enhancing
performance (by increasing reliability and accessibility) of public transportation
systems through overall coordination of facilities and provision of better information
to users, car pooling, ride-sharing, encouraging more work at home, incident
management and adapting real-time traffic control systems aid in attaining this
objective.
(3) Improve energy efficiency and air quality through demand management and reducing
delays.
163
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(4) Enhance economic productivity by decreasing travel time/delays (lowers capital and
operating costs for vehicles), through rapid detection and clearing of incidents, and
automatic toll payments.
(5) Improve traffic safety standards by providing information to the driver, augmenting driver
control of the vehicle, through warning systems that activate when vehicle gets closer
to another vehicle or the edge o f the road, and traffic control systems that decrease
stops and speed variations.

Functional Classification of ITS
ITS technologies can be broadly divided into four areas based on the functional goals.
These are further sub-divided into different areas which are application oriented. The four
technology oriented units based on the functional goals are :
(1) Traveler information systems (TIS)
(2) Traffic demand management systems (TDMS)
(3) Travel payment services (TPS)
(4) Advanced vehicle control systems (AVCS)
In the following subsections each of the above identified areas are discussed.

Traveler Information Systems (TIS)
TIS is applicable to all vehicles in the transportation system. The main objective of a
TIS is to reduce travel time/delays and increase the productivity of transportation
infrastructure. This aids in better utilization of available capacity and improves the ease and
convenience of travel. The objective is achieved by influencing the traffic patterns by assisting
users with trip planning, route advisement under dynamic traffic conditions, perception.
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analysis, and decision-making. Provision of this system particularly assists in efficient
transportation of hazardous materials, police, emergency management vehicles, rental cars
(for visitors who are not familiar with the network), drivers traveling along unfamiliar routes,
etc. TIS consists of three application units,
•

Travel planning

•

En route traveler information systems for automobiles

•

En route traveler information systems for transit vehicles

Travel Planning:
Travel planning is used to provide users with pre-trip traffic and weather conditions,
influence the departure time, choose mode of travel, ride-sharing and reservation, inter-modal
connections, parking availability and guidance to reach the destination. Information is
accessed through a number of mechanisms such as telephone, television, Internet, radio, and
computer interface modem at home or offices or en-route, transportation terminals, public
places, electronic yellow pages, and touch-screen kiosks. The objective is to avoid congestion
by effectively utilizing the available capacity while at the same time make the trip comfortable
and convenient to the user. Guiding the users to reach the destination is normally considered
under static traffic conditions.
Under static conditions all users plan their trip routes, and stick to them. The optimal
route does not change over period of time. The user of a vehicle that enters the system
informs the TMC about the departure time, origin, and the destination. Based on this
information and the existing network conditions, quickest path is identified for that vehicle.
Any change in the destination has to be informed to the TMC as a new vehicle with new set
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of departure time, origin, and destination. The previous information for this particular vehicle
has to be discarded. This seems to be reasonable in some cases. But, this is not successful in
improving system performance in case there is a sudden change in traffic conditions due to
accidents, weather, traffic signal failures, etc.
Further, the possibility of influencing the departure time, mode of travel, and ridesharing may not be significant. For example, if the information center communicates that the
best time to depart for a user is after the initial schedule time, it takes the user no sooner to
the destination. Also, the human psychology of being en route in the vehicle as opposed to
yet to start the trip cannot be neglected. Similarly, the reduction in flexibility and privacy may
discourage users from using public transit systems, or ride-sharing.

En route Traveler Information Systems fo r Automobiles:
En route traveler information systems are used to communicate the network
conditions to the users in dynamic environments. Information include optimal path to reach
the destination, incidents, roadway congestion, construction/repair schedules, and
environmental hazards. This information can be used by travelers for route and mode choice,
thus, influencing traveler behavior (Polak and Jones, 1993; Rouphail et al., 1995). The
objective is to influence routing decisions by enabling users to select routes that avoid
congestion. Technologies include in-vehicle navigation and route guidance systems using
visual display systems, telecommunications, and interpreting digital traffic information
broadcasts.
In-vehicle navigation and route guidance systems using visual display systems, and
telecommunications are used for communicating the optimal route to the user of the vehicle.
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Based on the network and traffic conditions, the TMC identifies the optimal path for each
vehicle and transmits this information. This requires identifying the location of each vehicle
at a microscopic level. These systems are particularly advantageous in places where travel
demands significantly fluctuate from day to day, and within the hour.
Traffic information broadcasts is used at a macroscopic level. This includes
information about accidents, construction/repair schedules, etc. In such cases, information
about the optimal path is not provided to each individual vehicle.

En route Traveler Information Systems fo r Transit Vehicles:
In contrast to the above which serves as a en route driver advisory for automobiles,
en route transit advisory provides online route and schedule information of public transit
systems. The objective of this system is to enhance the effectiveness, availability and
attractiveness of transit to the traveler. Cremer, Holtmann and Schreiber (1995) state that
under recurrent congestion of the morning peak hour, recommendations for the public
transportation systems may offer time savings in the range of 15 minutes and more. The
technologies include on-board displays for operators and passengers, real-time displays at bus
stops and providing accurate and timely information to transit travelers.
Transit vehicles are located using technologies such as GPS. Information is accessed
through Internet, phone, television, or real-time displays at bus stops. Using this information
passengers predict the arrival times of the transit vehicles. This gives them the scope to make
better use of the available time. A recent survey conducted in United Kingdom concluded
that 70% of transit system users believe that reliability of the bus service increases with
introduction of real-time tracking of buses. A better percentage of users feel that the system
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gives a feeling of reassurance (Rivett, 1996). TravLink is an example of intelligent commuter
project which is in service at Minneapolis. The project is designed to provide trip planning
assistance and real-time information of bus schedules on home computers, offices, and public
locations (Wright, 1996a).

Traffic Demand Management Systems (TDMS)
TDMS is applicable to all vehicles in the transportation system. It addresses
technologies to monitor, control, and manage traffic on streets and highways. Demand
management improves energy efficiency, controls air pollution, enhances economic
productivity (reduction in travel time/delays lowers co ital and operating costs for vehicles),
and increases the ease and convenience of travel. Traffic Management Centers (TMC) are
established to achieve this purpose. These centers gather information to control the traffic
movement in order to enhance mobility and reduce congestion. The control measures include
ramp, signal and lane management, vehicle route diversion during incidents, encouraging
public transportation systems, HOV’s, carpooling, ride-share, etc. Information is
communicated through changeable message signs, visual display or speech processing
systems. Based on the application of technologies this area can be subdivided into the
following categories.
Incident management
Traffic control
Public transit systems
HOVs and ride-share
Commercial vehicle operations
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Incident Management:
Rapid detection and clearing of accidents reduces traffic delays and increases supply.
Sensors, data processing and communication technologies are used to identify a variety of
incidents and formulate the response actions to minimize the effects of these incidents.
Automated dispatch of tow, service and emergency vehicles to accident sites, priority control
systems for emergency vehicles, etc. are required to improve system performance through
incident management. DIVERT is an example of an incident management project
implemented by Minnesota Department of Transportation. Alerting drivers on delays due to
incidents using electronic message boards and signs is observed to improve system
performance (Wright, 1996b).

Traffic Control:
Efficient movement of traffic on streets and highways is managed using human,
hardware and software components. This includes the control of traffic signal systems to
achieve specific objectives such as minimizing delays, reducing air quality impacts, etc. Short
work weeks, and encouraging more work at home help reduce traffic demand. Staggered
work hours is used to influence the demand patterns (note that this does not reduce the traffic
demand).
Influencing system performance using traffic control technologies requires data
transmission, quality, and reliability aspects. One way of implementing this is by connecting
traffic signals and camera to the control center using technologies such as fiber-optics, spreadspectrum, radio, and digital radio. Using surveillance and cable television (CATV) network
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system a research project is being tested in the city of Plano, Texas for intelligent traffic
control (Taylor et al., 1996).

Public Transit Systems:
Public transit system management enhances transit service operations through
improved fleet monitoring and dispatch management, planning and scheduling services, real
time displays at bus-stops, on-board displays for operations, intelligent fare collections
(example, smart cards), and providing remote access to information regarding the transit
operations and schedules in real time. This increases the effectiveness, availability,
attractiveness and economics o f public transportation in addition to reducing traffic
congestion.
Identifying the location o f transit vehicles enables transit operators more flexibility in
distributing its fleet. Dispatching more vehicles to those corridors with high demand in real
time situations increases the reliability and performance of transit system. Increase in travel
efficiency, and hence transit ridership, enhances transit revenue. COUNTDOWN, London’s
real-time transit system is an example of the largest applications of fleet wide automatic
vehicle location using GPS (Linton, 1996/1997).

High Occupancy Vehicles (HOVs) and Ride-Share:
The objective of encouraging HOVs and ride-sharing is to reduce congestion and air
quality impacts, while at the same time increasing energy efficiency. Technologies include
special HOV/car-pool lanes, no parking fees and tolls for HOV/car-pool vehicles, etc.
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Commercial Vehicle Operations:
It is known that commercial vehicles have significant psychological impact on the
drivers of the surrounding vehicles. Hence, their presence in traffic affects the system
performance. Management of commercial vehicles requires technologies to reduce delays at
passing check-points, permit acquisition points, ports-of-entry, weigh stations and toU booths.
Fleet monitoring considering real-time demand, and two-way communication between
vehicles and operators facilitate efficient commercial vehicle operations (Regan et al., 1995).
Automatic vehicle inspections, on-board safety monitoring and warning systems, and real-time
access to carrier’s vehicles and drivers’ historical record improve the safety of commercial
vehicle operations.

Travel Payment Service (TPS)
Technology for TPS has improved a lot from usage of pre-printed tickets and
punched cards in 1970s to the recent automatic electronic toU collections. Smart card
interfaces, tags that transmit information from the roadside to vehicle, and electronic toll
collections are some forms of travel payments. Automatic toll collections increase the ease
and convenience of travel as there is a reduction in delays at tolls, and enhancement in
economic productivity through decreased traveled costs and toll collections. Decrease in
pollution due to reduction in delays, increase in ease and convenience of travel, accessibility
are some other advantages of these automatic travel payments.
Electronic payment services allow travelers to pay for transportation services with
electronic cards or tags. Electronic toll collection, transit fare payment and parking payment
are sometimes linked through an inter-modal multi-use smart card system, increasing the
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convenience and efficiency of the overall transportation system. Vehicles equipped with
electronic toll tags can be used for other ITS applications that include congestion pricing,
advanced payment systems, traveler information and traffic management. Tolltag in North
Dallas, Houston, and Greater New Orleans, PIKEPASS in Oklahoma, FastTrak in Los
Angeles, I-Pass in Illinois, Cruisecard in Georgia, TOLLTAG in Louisiana, E-PASS in
Orlando, and EZPass in New York are some electronic toll operations in U.S. (Yermack et
al., 1995).
Policy decisions such as no tolls for high occupancy vehicles (HOVs), car-pool
vehicles, etc. increase the attractiveness of ride-sharing and car-pooling. This reduces
congestion and indirectly enhances the economic productivity.

Advanced Vehicle Control Systems (AVCS)
AVCS, consists of categories which include driver warning and perceptual
enhancement systems, driver control assistance systems, and fully automated vehicle control
systems (Shladover, 1993). The vehicle is controlled through electronic, mechanical, and
communication devices in the vehicle and along the roadway. Nam and Drew (1996) came
up with a methodology which is applicable for automatic vehicle control and incident
detections. The model based on stochastic queuing theory and the principle of conservation
of vehicles estimates freeway travel times in real-time, directly from flow measurements.
AVCS technologies decrease stops and speed variations, thus reducing travel time and delays.
Traffic safety enhancements increase economic productivity. The estimated economic loses
for U.S. in 1994 which is about 5% of the gross national product consists of nearly US
$140 billion/annum because of wages and other direct costs involved with accidents
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(IVHS America, 1994). Influencing vehicles so as to move as platoons will increase the
productivity of transportation infrastructure. In general, AVCS technologies include
Longitudinal collision avoidance
Lateral collision avoidance
Intersection crash warning and control
Vision enhancement systems
Impairment alert
Obstacle detection and pre-crash restraint deployment
Fully-automated vehicle operation

Longitudinal Collision Avoidance:
Adaptive cruise control and longitudinal collision avoidance technologies provide
vehicle operators with automatic assistance to slow the vehicle if it is close to the vehicle in
front or behind.

Lateral Collision Avoidance:
These systems provide vehicle operators with automatic assistance which avoid
collisions while changing lanes, and run-off-the-road crashes. This system uses the concept
of co-operation between the vehicle bome steering control system and a discrete magnetic
reference system in the roadway (Zhang et al. 1992).

Intersection Crash Warning and Control:
Intersection crash warning and control provide vehicle operators with automated
assistance to avoid collision at intersections.
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Vision Enhancement Systems:
Vision enhancement systems aid drivers in dark or adverse weather conditions. Night
vision sensors provide auxiliary presentation of the driving environment during conditions of
poor visibility.

Impairment Alert:
Impairment alert provide drivers with warnings regarding their fitness to drive, the
vehicle’s condition, and warnings about the roadway condition as sensed by the vehicle.

Obstacle Detection and Pre-contact Restraint Deployment:
Automatic collision avoidance systems for braking upon obstacle detection and pre
contact restraint deployment (example, air bags) aid in avoiding or minimizing the collision
impact.

Fully-Automated Vehicle Operations:
Fully-automated vehicle operations allow vehicles to operate on an instrumented
roadway without driver intervention. These highway systems greatly assist in effective
utilization of highway capacity and increase traffic safety standards.
From the above discussion it is clear that each technology works towards attaining
some functional objectives. The objective and consequently the technology used differ
between environments. In the following section ITS operating environment is described.

ITS Operating Environment
Technologies adopted for operating ITS framework vary between different operating
environments. The issues involved in implementing ITS in rural areas are significantly
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different from that in urban areas. Rural conditions include low population density, fewer
roads, less amount of congestion, and a sparse network. In contrast urban areas generally
have higher population density, higher congestion, and a denser network. Safety is a major
issue for rural areas, whereas congestion is an added aspect is important for urban areas. Even
in case of urban areas, each metropolitan area has different traffic patterns, network layout,
demographic, terrain, weather, land-use, and political priorities. The goals differ for each case.
Mechanisms for gathering and distributing traffic information, identifying vehicles for
electronic toll and traffic management, determining and responding to emergency situations,
etc. are different for each environment. So, identifying the environment for ITS operations
is a vital step.
Thus, it can be noted that each component of ITS has it’s own goals. Priorities change
with the operating enviroiunent. In Chapter 1 it was stated that congestion can be controlled
through effective utilization of available system capacity. This may be achieved by using TIS
which is an integral component of ITS. Hence in the following section TIS is addressed in
detail. The system requirements, its architecture, behavioral response of users, the level of
control and the computational requirements are discussed under this section.
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APPENDIX B

HYPOTHETICAL CASE WITH 5 TAZS

Peak Period Trip Table
0 250 300 50 5
340 0 500 125 20
235 350 0 630 300
45 80 800 0 340
15 10 345 260 0
Peak Period Travel Time Matrix
0 10 15 25 35
10 0 12 20 25
15 12 0 8 14
25 20 8 0 10
35 25 14 10 0

Expected Trip Arrivals into Each TAZ During Each Work-Start Schedule
ZW
1 800
1 815
2 800
2 815
3 800
3 815
4 800
4 815
5 800
5 815

N
400
235
500
190
1000
845
565
500
500
165

176
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Trip Tables for Each Time Slice
Trip Table for Time Slice 1
0
00 0 0
0
00 0 0
0
00 0 0
0
00 0 0
0
00 0 0
Trip Table for Time Slice 2
0
00 0 0
0
00 0 0
0
00 0 0
0
00 0 0
0

00 0 0

Trip Table for Time Slice 3
0
00 0 0
0
00 0 0
0
00 0 0
0
00 0 0
0
00 0 0
Trip Table for Time Slice 4
0
00 0 3
0
00 1 0
0
00 0 0
0 10 0 0
9
00 0 0
Trip Table for Time Slice 5
0
4 4 23 1
4
0 5 57 13
3
5 0 0 4
25 49 0 0 5
2
6 4 2 0
Trip Table for Time Slice 6
0 154 147 11 1
184
0 244 27 3
127 215
0 6 194
9
14 8
0 218
4
2 167 118 0
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Trip Table for Time Slice 7
0 45 67 16 0
67 0 112 40 3
47 63 0 287 52
12 15 389
0 59
0 2 77 55 0
Trip Table for Time Slice 8
0 48 100 0 0
87
0 166 0 0
59 67
0 134 52
0
0 179 0 58
0
0 115 84 0
Trip Table for Time Slice 9
0 0 0
0 0
0 0 0
0 0
0 0 0 204 0
0 0 266 0 0
0 0 0
0 0

Note 1: The start and end time for analysis are 7:00 AM and 8:30 AM resepectively.
Note 2: Z, W, N are zone number, work-start time and the expected number of trips.
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APPENDIX C

HYPOTHETICAL CASE WITH 10 TAZS

Peak Period Trip Table
0 200 312 164 50
0 420 200 56
212
550 509 0 300 267
0 490
200 281 401
0
60 74250 404
54
20
100 251
5
80 378
16 30
8
10 15
10 114
4
7
2 70
2
2
1 20
2 2
2

9
40
116
290
6
0
60
100
31
3

12
20
47
101
426
71
0
200
100
20

Peak Period Travel Time Matrix
0 3 5 14 21 30 33 36 41
3 0 6 12 20 23 28 34 40
5 6 0 4 10 17 24 29 35
14 12 4 0 7 11 18 31 39
21 20 10 7 0 1 8 13 19
30 23 17 11 1 0 2 15 25
33 28 24 18 8 2 0 9 16
36 34 29 31 13 15 9 0 22
41 40 35 39 19 25 16 22 0
43 42 38 44 26 37 27 32 10

2 1
6
4 2
5
16
5 5
4 2
15
304 104 37
199 40 6
527 155 29
0
53 12
0 80
49
11 70 0

43
42
38
44
26
37
27
32
10
0

179
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Expected Trip Arrivals into Each TAZ During Each Work-Start Schedule
Z W N
1 800 558
1 815 500
2 800 648
2 815 500
3 800 1000
3 815 537
4 800 1000
4 815 412
5 800 1000
5 815 450
6 800 455
6 815 200
7 800 700
7 815 297
8 800 632
8 815 500
9 800 237
9 815 200
10 800 100
10 815 74

Trip Tables for Each Time Slice
Trip Table for Time Slice 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0

0
0
0
0
0
0
0
0
0
0

I
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Trip Table for Time Slice 2

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

Trip Table for Time Slice 3
0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 5
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0
0 1 0 0 0 0 0 0 0

0
1
0
0
0
0
0
0
0
0

Trip Table for Time Slice 4
0 0 0 0 1 5 8 3 1
0 0 0 0 1 1 0 2 0
0 0 0 0 0 0 0 8 2
0 0 0 0 0 0 0 9 0
1 1 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0
4 0 1 0 0 0 0 0 0
2 5 9 6 0 0 0 0 0
0 0 4 0 0 0 0 1 0
0 0 1 0 0 2 0 0 0

0
0
5
0
0
0
0
6
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
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Trip Table for Time Slice 5
0 0 0 2 30 2 2 1
1 0
0 0 0 3 33 23 12 1 0 1
0 0 0 0 4 1 28 3
1 0
2 3 0 0 0 4 1 3 0 0
27 35 3 0 0 0 0 3 50 18
4 26 1 4 0 0 0 2
18 0
2 8 17 1 0 0 0 6 2
14
1 2 3 2 1
1 3 0 25 3
0 0 1 0 43 18 2 23 0 1
0 0 0 0 12 1 20 0 1 0

Trip Table for Time Slice 6
0 2 4 99 9 2
2
4
2 0 5 121 10 7
9
6 6 0 5157 69
90 135 5 0 7 172 60
6
13 15 139 5 0 0
2
7 11 56 152 0 0
0
3 3 6 48 6 0
1 2 4
2 67 59 120
0 0 2
0 12 6 60
0 0 0
0 4 1 0

2
2
5
4
144
95
251
0
10
0

0 0
0 0
1 0
0 0
22 7
9 0
72 7
11 3
0 39
32 0

Trip Table for Time Slice 7
0 0 0
0 96 173 30 11 0
0
4
0 0 0
95
0 234 36 12 8
247 245
0 181 49 22 10 0 0 0
43 58 222 0 289 53 19 0 0 0
0 4 255 64 33 11
20 23 48 244
3 0 43 42 13 0
0 17 20 45
0110 32 7
0
5
7 15 222 38
0
0
0 0 21 18 37 0 17 0
0
0
0 0 15 7 18 15 0 16
4 0
0 0 15 0
0
0
0 0
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Trip Table for Time Slice 8

0 41 60 33 0
46 0 81 40 0
117 105 0 55 57
65 84 76 0 91
0 0 60 74 0
1
0 0 24 51
0 0 0 16 69
0 0 0 0 25
0 0 0 0 0
0 0 0 0 0

0
0
24
61
1
0
11
21
0
0

0
0 0
0
0 0
0
0 0
21
0 0
78 93 0
12 60 0
0 160 49
41
0 0
21
0 0
0
0 22

Trip Table for Time Slice !9
0 60 75 0 0 0 0
0 101 0 0 0 0
69
179 153 0 60 0 0 0
0
0 97 0 105 0 0
0
0 0 81 0 1 88
0
0 0 0 1 0 14
0
0 0 0 81 11 0
0
0 0 0 0 0 0
0
0 0 0 0 0 0
0
0 0 0 0 0 0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
23
0

0
0
0
0
0
0
0
0
0
0

Note 1: The start and end time for analysis are 7:00 AM and 8:30 AM resepectively.
Note 2: Z, W, N are zone number, work-start time and the expected number of trips.
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APPENDIX D

NOTATION
\
Aj
Ap
\
A(j)
A(j,k)
E(j,l)
f,
F(i j)
i
j
k
K
1
L
lb
U
n
N(jdc,l)
Ng
N,

Average ratio of each trip element
Average ratio of trips in each range
Average ratio of trips generated
Average ratio of trips attracted
Total number of trips attracted to TAZ j
Trips attracted to TAZ j during time slice k
Total number of trips expected to arrive into TAZ j at work-start 1
Fraction of trips in a given travel time range
Friction factor or travel impedance between i and j
TAZ which generates trips
TAZ which attracts trips
Time Slice
Total number of time slices
Work-start schedule
Total number of work-start schedules
Lower bound for time slice
Lower limit for travel time range
Total number of TA2Ls
Trips attracted to TAZ j during time slice k, belonging to work-start schedule 1
Number of O-D pairs with trips greater than zero
Number of ranges with trips greater than zero
Number of TAZs
N(t,kjc) Number of trips with length t which start in time slice k and end in time slice k
N(k,k)
Total number of trips that will start in time slice k and end in time slice k
P(i)
Total number of trips generated by zone i
Pj g
Estimated number o f trips generated by TAZ j during the peak period
Pj g
Observed number of trips generated by TAZ j during the peak period
p(x)
Probability density function value for x
p(t,k,k) Probability that a trip of length t will start in time slice k and end in time slice k
r
Travel time range
Rg
Root mean square ratio of trips
T(i,j)
Trip interchange between TAZs i and j
Tj r
Trips attracted to TAZ j whose travel time falls in the range r
184
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Ty ij
Tyxnew
T^g
Tj Jo
Tg g
Tg g
Tf g
Tj o
T. „
T, , ,
Tp,z.g
Tp^g
Tg^r
T qr
ub
ul
z

Trip generated by TAZ i to TAZ j during time slice k
Trip generated by TAZ i to j during time slice k, obtained (after adjustments)
Estimated number of trips generated by TAZ i to TAZ j during the peak period
Observed number of trips generated by TAZ i to TAZ j during the peak period
Total number of trips estimated for an O-D pair e
Total number of trips observed for an O-D pair e
Estimated number of trips in travel time range r during the peak period
Observed number of trips in travel time range r during the peak period
Total number of trips estimated as attracted from TAZ z
Total number of trips observed as attracted from TAZ z
Total number of trips estimated as generated from TAZ z
Total number of trips observed as generated from TAZ z
Total number of trips estimated in range r
Total number of trips observed in range r
Upper bound for time slice
Upper limit for travel time range
TAZ
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