ABSTRACT To make full use of the effective discriminative information of the non-rigid 3D model, we propose a novel multi-feature fusion method to fuse the multi-view feature and the 3D shape feature and apply it in a non-rigid 3D model retrieval. First, we compute the canonical form of the non-rigid 3D model using the biharmonic distance-based least-squares multidimensional scaling (LS-MDS) algorithm and generate multiple projective depth images. The learning-based multiple pooling fusion methods is used in the multi-view convolutional neural network to reduce the information loss and extract more effective multi-view feature. Then, we compute the wave kernel signature of each vertex and construct the multi-energy shape distribution of the non-rigid 3D model. The convolutional neural network is used for learning the 3D shape feature. Finally, we use the kernel canonical correlation analysis (KCCA) algorithm to fuse the multi-view feature and the 3D shape feature for retrieval. Our experimental results have shown that compared with the geodesic distance-based LS-MDS algorithm, the biharmonic distance-based LS-MDS algorithm has higher computation efficiency and better performance. Compared with other state-of-the-art methods, our proposed method can make better use of the two kinds of features and has achieved better retrieval results.
I. INTRODUCTION
With the rapid development of 3D model acquisition equipment, the number of 3D models is increasing explosively, and its applications have also been widely involved in various fields such as medical diagnosis, intelligent robot, and self-driving car. The 3D model contains abundant effective information than text and image, so the 3D model retrieval technology has received more and more researchers' attentions [1] - [3] . Currently, most of the 3D model retrieval methods are designed for rigid 3D models. Because the non-rigid 3D models have many kinds of non-rigid shape deformations, the rigid 3D model retrieval methods can't be directly applied in non-rigid 3D model retrieval. Therefore, non-rigid 3D model retrieval technology has become an important develThe associate editor coordinating the review of this manuscript and approving it for publication was Fatih Emre Boran. opment direction in the field of 3D model analysis in recent years [4] .
For the non-rigid 3D model retrieval system, the feature extraction is a key step and can directly influence the retrieval performance. The extracted features must have robustness to non-rigid shape deformations. Up to now, there are mainly two kinds of strategies for the non-rigid 3D model feature extraction [5] , [6] . The first strategy is to compute the canonical form of the non-rigid 3D models firstly, which can generate a pose-independent version of the shape [7] . Then, the feature extraction methods designed for rigid 3D models can be used to non-rigid 3D models. Furthermore, the pose-independent 3D model can also be projected to a number of 2D depth images, and then many kinds of 2D feature extraction methods can be used to describe the 2D depth images. Many pose normalization methods of non-rigid 3D models have been proposed for computing canonical forms. Elad and Kimmel proposed a canonical form computing method, and they used the multidimensional scaling (MDS) algorithm by mapping the geodesics distances between the vertices of non-rigid 3D models to 3D Euclidean distances [8] . They adopted three kinds of MDS algorithms: classical MDS, fast MDS and least squares MDS (LS-MDS). Their experimental results showed that the LS-MDS based canonical form computation method has achieved the best performance. Shamai et al. proposed an accelerated MDS based method, which can reduce high computation complexities to quasi-linear by approximating the pairwise geodesic distance maps [9] . Lian et al. proposed a MDS based featurepreserving canonical form computation method, which can preserve more details than other methods [10] . But it need segment the 3D models into several components. In summary, most existing canonical form computation methods use the geodesic distances between the vertices of non-rigid 3D models to construct the input matrix of the MDS algorithm, and the computation burden is high. Furthermore, the geodesic distances between the vertices are sensitive to local topology changes and haven't global sensing abilities. So in this paper, we use the biharmonic distance to replace the geodesic distance. Our experimental results have shown that the proposed biharmonic distance based LS-MDS algorithm can obtain the canonical form with better global shape characteristics and can reduce the computation cost effectively.
The second strategy for extracting features of the non-rigid 3D model is to describe the 3D shape structure directly [11] , [12] . Currently, a certain number of non-rigid 3D feature descriptors have been proposed. Sun et al. proposed the heat kernel signature (HKS), which is based on analyzing the heat diffusion process on the shape [13] . The HKS descriptor is invariant to isometric deformations and robust to small non-isometric deformations, but it is sensitive to the scale of the 3D models. It mainly includes the low frequency information, which corresponds to global shape structure of the 3D model. Bronstein and Kokkinos proposed the scale-invariant heat kernel signature (SI-HKS), which not only maintains the merit of isometric invariance but also has the merit of scale invariance [14] . Aubry et al. proposed the wave kernel signature (WKS), which is derived from studying shape in the framework of quantum mechanics [15] . Like the HKS descriptor, the WKS descriptor is also invariant to isometric deformations and robust to small non-isometric deformations. Furthermore, it resolves some limitations of the HKS descriptor. It clearly separates the influence of the different frequencies by band-pass filters. Compared with the commonly used HKS descriptor, the WKS descriptor is optimized for representing non-rigid shapes and is more discriminative. So in this paper, we adopt the WKS descriptor to describe the 3D shape structure.
The above two strategies for representing the non-rigid 3D shape have their own advantages and disadvantages. To make full use of the effective discriminative information of the non-rigid 3D model, we use both strategies for feature extraction and fuse them for retrieval. First, we compute the canonical form of the non-rigid 3D model, and generate multiple projective depth images. Next, we use the multi-view convolutional neural network (MVCNN) to learn the multi-view feature. Then, the WKS descriptor of each vertex and the multi-energy shape distribution matrix are computed successively, and then the 3D shape feature is learned using the convolutional neural network (CNN). Finally, the kernel canonical correlation analysis (KCCA) algorithm is used for fusing the two kinds of features, and the Euclidean distances of the correlated features are used for retrieval. The KCCA algorithm is a nonlinear extension of canonical correlation analysis (CCA) algorithm, which can be used for feature fusion by analyzing the statistical correlation between two sets of random variables [16] , [17] . The contributions of this paper can be summarized as follows: 1) We propose the biharmonic distance based LS-MDS algorithm to computer the canonical form of the non-rigid 3D model, which has better global shape characteristics and can increase computational efficiency. Using the biharmonic distance based canonical form can effectively improve retrieval performance. 2) We design learning schemes for the multi-view feature and the 3D shape feature respectively. The MVCNN uses the learning based multiple pooling fusion (LMPF) method to perform view-pooling, which can effectively reduce information loss in the view-pooling stage. 3) We use the exponential kernel based KCCA method to extract the correlated feature of the multi-view feature and the 3D shape feature, which can make full use of the effective discriminative information of the non-rigid 3D model. Compared with other state-ofthe-art methods, our proposed method has better retrieval performance.
The rest of the paper is organized as follows. In Section II, we briefly introduce the related work. Section III gives the outline of the proposed method. In Section IV, we present the multi-view feature extraction method in detail, including the canonical form computation, multiple views projection and MVCNN based multi-view feature learning. In Section V, we present the 3D shape feature extraction method in detail, including the computation of WKS descriptor and multi-energy shape distribution, and the CNN based 3D shape feature learning. Section VI describes the KCCA based multi-feature fusion method. Section VII performs extensive experiments, and Section VIII concludes this paper.
II. RELATED WORK
Extensive research efforts have been dedicated to 3D model retrieval during the past decades. According the types of the used features, it can be divided into three categories: 2D feature based method, 3D feature based method and 2D + 3D feature based method. For the 2D feature based method, the 3D models are first normalized and are projected to multiple views. Then, the features of the multiple views are extracted for retrieval. For the 3D feature based method, the 3D features are constructed from the shape structure of the 3D model. The 2D + 3D feature based method uses both the 2D feature and the 3D feature for retrieval. Compared with the VOLUME 7, 2019 2D feature based method and the 3D feature based method, the 2D + 3D feature based method can make better use of the effective identification information of the 3D model. Some recent representative methods are briefly described as follows.
Some research works about the 2D feature based 3D model retrieval have been reported. Lian et al. proposed a visual similarity-based 3D shape retrieval method using clock matching and bag-of-features (BOF) [18] . They first compute the canonical pose of each object, and then a set of depthbuffer images are captured. Finally, each image is described as a word histogram and an efficient multi-view shape matching scheme is employed to measure the dissimilarity between two 3D models. Su et al. proposed a multi-view convolutional neural network architecture for 3D shape recognition, which can combines information from multiple views of a shape into a single and compact shape descriptor [5] . They used the penultimate layer in the network as features together with low-rank Mahalanobis metric learning for dimension reduction. Bai et al. proposed a real-time 3D shape search engine based on the projective images of 3D shapes, which includes four components: projection rendering, view feature extraction, multi-view matching and re-ranking [19] , [20] . For the non-rigid 3D model, we need first compute the canonical form of each model and generate multiple depth images by projection. As the deep learning technique has been successfully applied in the field of image recognition and retrieval, it is necessary to deeply explore its application in multi-view based 3D model retrieval. In this paper, we use both the canonical form and the multi-view based deep neural network for non-rigid 3D model retrieval.
The 3D feature based methods can be classified into the hand-crafted feature based methods and the learned feature based methods. Earlier works mainly focus on the hand-crafted feature based methods. For example, Tabia et al. proposed a covariance descriptor based 3D model retrieval method, which uses the covariance matrices of the descriptors rather than the descriptors themselves [21] . The covariance matrices can capture not only the geometric and the spatial properties of the shape region but also the correlation of these properties within the shape region. Agathos et al. proposed a graph based 3D object representation for 3D model retrieval, which is composed of mesh segmentation along with a graph matching between the graph of the query object and each of the graphs that correspond to the objects of the 3D object database [22] . Tabia et al. proposed a 3D object retrieval method based on feature vectors constructed from local descriptors of depth maps [23] . The vectors of locally aggregated tensors (VLAT) technique is used to aggregate the local descriptors and the principal component analysis (PCA) is used to reduce the size of the VLAT vectors. Papadakis et al. proposed a 3D object retrieval method based on a hybrid descriptor, which is composed of 2D features extracted from a depth buffer based representation and 3D features from the spherical harmonics transformation of a spherical based representation [24] . Then the hybrid features are compressed using scalar quantization and Huffman coding. Lavoué proposed a robust 3D shape retrieval which combines standard and spatially-sensitive bag of words (BOW) [25] . It relies on a uniform sampling of feature points associated with a new local Fourier descriptor. Lian et al. proposed a 3D model retrieval method using the heat kernel signatures (HKS) and BOF paradigm, which includes five main phases: HKS computation, feature point detection, feature point description, bag of features and finally matching phase [26] .
Recently, as the deep learning technique has achieved superior performance in the field of image recognition and retrieval, the researchers have begun to investigate the 3D shape feature learning method. Xie et al. proposed a deep unsupervised shape descriptor for 3D model retrieval, which is obtained by learning shape distributions at different diffusion time via a progressive shape-distributionencoder [27] . They also proposed a deep descriptor for 3D shape retrieval, which is insensitive to geometric deformations of shapes [28] . They first compute the multiscale shape distribution features and then impose the Fisher discrimination criterion on the neurons of the hidden layer to develop a deep discriminative auto-encoder. Next, a deep nonlinear metric learning method was proposed for 3D shape retrieval. The metric network is developed by minimizing a discriminative loss function that can enforce the similarity between a pair of samples from the same class to be small and the similarity between a pair of samples from different classes to be large. Dai et al. proposed a discriminative deformation invariant 3D shape descriptor via many-to-one encoder [12] . They first extracted SI-HKS descriptors and converted them into a global description by locality-constrained linear coding (LLC). Then a many-to-one encoder is developed to learn the 3D shape descriptor for retrieval. Xie et al. proposed a deep multimetric network for 3D shape retrieval [29] . The multiple non-linear distance metrics are learned so that the variations of the network outputs from the same class are minimized and the variations of the network outputs from different classes are maximized while the dependence of multiple shape features is minimized. Inspired by the above methods, we use the deep neural network to learn the non-rigid 3D shape features in this paper.
III. THE OUTLINE OF THE PROPOSED METHOD
In this section, we briefly introduce the proposed multifeature fusion based non-rigid 3D model retrieval method. As shown in Figure 1 , it has three main steps: 1) For each non-rigid 3D model, we first compute its canonical form using the biharmonic distance based LS-MDS algorithm. Then, we place multiple virtual cameras at the surface of a sphere and generate multiple projective depth images using the Z-buffer algorithm. Finally, we select the LMPF method to perform view-pooling and use the MVCNN for learning the multi-view feature. 2) For each non-rigid 3D model, we first compute the WKS descriptor of each vertex, and then we construct its corresponding multi-energy shape distribution. Afterwards, The CNN is used for learning the 3D shape feature.
3) The exponential kernel based KCCA method is used to fuse the multi-view feature and the 3D shape feature, and then the Euclidean distances between the fusion features are used for retrieval. Compared with other methods, the proposed method can better use of both the multi-view feature and the 3D shape feature. Our experimental result have shown that the proposed method have higher computation efficiency and better retrieval performance. It should be noted that the 3D models used in our method are manifold.
IV. MULTI-VIEW FEATURE EXTRACTION A. CANONICAL FORM COMPUTATION
The most classic canonical form computation method is the geodesic distance based MDS algorithm [8] . Its basic idea is to use the MDS algorithm to map the geodesic distances between all pairs of vertices to 3D Euclidean distances, thus achieving the equidistant embedding from the manifold space to the Euclidean. First, the all-pairs geodesic distances are computed using the fast marching method. Then, the Euclidean embedding of these distances is computed using the MDS algorithm. The geodesic distance calculates the length of the shortest path between two points on the 3D surface, and it has been widely used in the 3D distance measurement. But because the geodesic distance between two 3D surface points depends on the infinitesimal neighborhood around the shortest path, which makes it have strong local characteristics. For local 3D shape analysis or 3D model feature representation, it will cause the loss of global information. Furthermore, the geodesic distance is not smooth, and it is sensitive to noise and local topological changes. So although the geodesic distance is isometric invariance, it also has many disadvantages for distance measurement of the 3D shape.
To overcome the above shortcomings of the geodesic distance, we use the biharmonic distance to measure the distance between the 3D surface points. The biharmonic distance is an effective surface distance measurement based on the biharmonic differential operator, which applies different weights to the eigenvalues of the Laplace-Beltrami operator [30] , [31] . It provides a nice trade-off between nearly geodesic distances for small distances and global shape-awareness for large distances. So the biharmonic distance has better robustness to topology changes of the 3D model. From the computational complexity of the algorithm, when the resolution of the 3D model increases, the computation time of the geodesic distance increases much faster than the computation time of the biharmonic distance. So compared with the geometric distance, the biharmonic distance has certain advantages in both performance and computational efficiency for the canonical form computation. The detailed computation method of the biharmonic distance can be found in [30] .
The steps of our canonical form computation method can be summarized as follows. First, to reduce the computational cost, we use the fast marching farthest point sampling algorithm to sample the 3D model to 2000 vertices [32] . The LS-MDS algorithm uses the stress function to construct the objective function, and it can be expressed as:
where N is the number of vertices, ω ij is the weighting coefficients, δ ij is the biharmonic distance between the ith sampling vertex and the jth sampling vertex, and d ij (X ) is the Euclidean distance between the ith sampling vertex and the jth sampling vertex of the resulting canonical model X . In this paper, we use the scaling by maximizing a convex function (SMACOF) algorithm to optimize the objective function [33] . Figure 2(c) shows the canonical form of the original 3D ant model.
B. MULTIPLE VIEWS PROJECTION
To obtain multiple projective depth images, we place multiple virtual cameras at the surface of a sphere enclosing the model. The center of the 3D model coincides with the sphere center and all cameras point towards the centroid of the 3D model. The location of cameras can be obtained using the isocube spherical mapping method, which mainly contains two steps. First, the sphere is divided into six basic surfaces with equal area. Then, each surface is subdivided into many smaller areas with equal area. The cameras are placed in the center of each small area. In this paper, we use the above steps to generate 24 sampling points to place virtual cameras. Finally, the Z-buffer algorithm is used for generating 24 projective depth images for each canonical 3D model [34] . Figure 3 shows the 24 projective depth images of the canonical 3D ant model. From Figure 3 , we can see that the multiple projective depth images can describe the canonical 3D ant model from different views.
C. MULTI-VIEW FEATURE LEARNING
In this paper, we use the multi-view neural network architecture proposed in [5] to learn the multi-view feature. As shown in Figure 4 , the MVCNN consists of five convolutional layers, one view-pooling layer and three fully-connected layers. The network has 24 branches, and each branch has five convolutional layers. For each branch, its input is one projective image and its output is the feature map of the corresponding projective depth image. The Conv1 layer, Conv2 layer and Conv5 layer are followed by max-pooling layers. Then the 24 feature images are aggregated into one feature map by view-pooling operation. Finally, three fully-connected layers are used to obtain the final compact descriptor. The five convolutional layers (Conv1-Conv5) and the first two fully-connected layers (Fc6, Fc7) use the rectification linear unit (ReLU) as the activation function, and the last fullyconnected layer (Fc8) is the softmax classifier. The Fc6 layer and Fc7 layer use the dropout strategy, and the ratio is set 0.5. The output of the Fc7 layer is the final learned multi-view feature of the 3D model. All branches of the five convolutional layers have same parameters, and the training stage is accomplished by Stochastic Gradient Descent method with back-propagation. Table 1 gives a detailed description of the multi-view conventional neural network, including the size of the convolutional kernel, the stride and the output size of each layer.
TABLE 1. The description of the multi-view convolutional network.
For the multi-view feature learning, the view-pooling layer is very important and it can convert the information of multiple views into a single matrix. The experimental results of [5] have shown that the element-wise maximum view-pooling algorithm performs better than element-wise mean view-pooling algorithm, and both of them are more effective than the method without view-pooling layer. However, they only select the maximum values or mean values as the pooling results, some effective information may be lost. To overcome this problem, we have proposed the Learning-based Multiple Pooling Fusion (LMPF) method to aggregate multiple features [35] . It uses the combination of the maximum pooling operation and the mean pooling operation by leaning a set of weights. The initial values of the weights are set randomly, and they are updated during the learning stage. It can reduce the information loss in viewpooling stage, and the final retrieval performance can be improved effectively.
V. 3D SHAPE FEATURE EXTRACTION A. WKS DESCRIPTOR COMPUTATION
The WKS can characterize the local shape structure on non-rigid 3D model, which is based on the average probabilities of quantum particles of different energy levels [15] . The evolution of a quantum particle on the surface is defined by its wave function ψ(x, t), which is the solution of the following VOLUME 7, 2019 Schrödinger equation:
where is the Laplace-Beltrami (LB) operator of the 3D model, t is time, and i is the energy-related angular quantum number. Then, the wave function of the particle can be expressed as:
where φ k (x) is the eigenvector of the LB operator , and f E (E k ) is the energy probability density function with expectation energy value E k . The probability to measure the particle at the point x at time t is |ψ E (x, t)| 2 , and the WKS of the point x can be defined by the average probability over time:
Then, the WKS descriptor at a point x on the surface can be computed based on a real valued function in the logarithmic energy scale e, that is:
From Equation (5), we can see that the WKS descriptor is a function of energy levels. The energies of particles correspond to frequencies. Large energies correspond to lowfrequency information, which are mostly influenced by the local shape structure. Small energies correspond to lowfrequency information, which are mostly influenced by the global shape structure. So the WKS descriptor can capture all frequencies, and influences from different frequencies are clearly separated. Furthermore, the WKS descriptor is intrinsic, informative, and stable under perturbations of the shape. So we adopt the WKS descriptor to compute the local descriptor of each vertex of the non-rigid 3D model. Figure 1 shows the WKS descriptors of two non-rigid 3D models. The color maps are projected according to the values of one dimension of the WKS descriptors, which reflect the values of all the vertices' WKS at one energy level. From Figure 5 , we can see that different vertices at different parts of the same non-rigid 3D model have different WKS values, and the corresponding vertices at the same part of different non-rigid 3D models have similar WKS values. So the WKS descriptor is not only discriminative but also robust to non-rigid transformations.
B. MULTI-ENERGY SHAPE DISTRIBUTION
For different 3D models, the numbers of vertices are different. If we directly connect the WKS descriptors of all vertices together, the dimensions of the feature matrices of different 3D models are different and they can't be used as the inputs of the CNN. If we first sample the 3D models to make them with the same number of the vertices, their directly connected feature matrices can be sent into the CNN. But the dimension of the feature matrices are still very large, it will lead to difficulties in network optimization. To solve these problems, inspired by multi-scale shape distribution of the HKS descriptor proposed in [28] , we construct the multi-energy shape distribution of the WKS descriptor. It is computed by estimating the probability distribution of the WKS descriptors. The computation steps of the multi-energy shape distribution can be described as follows: First, we assume that the 3D model contains N vertices and the dimension of the WKS descriptor is B. Let
] be the WKS descriptor of the ith vertex, and G k i represents the WKS value at the kth energy level. We find the maximum value G max and minimum value G min of all elements of the WKS descriptors, and then we equally divide the value interval [G min , G max ] into M subintervals. Second, for every energy level of the N vertices' WKS descriptors, we count the number of vertices that fall into each subinterval and obtain a feature statistical vector. Finally, we normalized each feature statistical vector so that its L1-norm is 1. So we can obtain a B × M multi-energy shape distribution matrix to describe the non-rigid 3D model. Figure 6 illustrates the multi-energy shape distributions of two non-rigid 3D models from the same class. Figure 6(a) is the multi-energy shape distribution of the 3D model shown in Figure 5 (a), and Figure 6(b) is the multi-energy shape distribution of the 3D model shown in Figure 5 (b). Here, B = 100, M = 128, the horizontal axis is energy level, and the vertical axis is the corresponding distribution value. From Figure 6 , we can see that the multienergy shape distributions are similar for the non-rigid 3D models from the same class, and the multi-energy shape distribution can describe the shape effectively.
C. 3D SHAPE FEATURE LEARNING
The 3D shape feature learning network adopts the same architecture as the AlexNet [36] . As shown in Figure 7 , the network consists of five convolutional layers and three fully-connected layers. The Conv1 layer, Conv2 layer and Conv5 layer are followed by max-pooling layers. The activation function of all convolutional layers and the first two fully-connected layers is ReLU, and the network adopts softmax loss function. The output of the second fully-connected layer (Fc7) is the learned 3D shape feature. The convolutional kernel of Conv1 is 96 × 11 × 11 and the stride is 4; the convolutional kernel of Conv2 is 192 × 5 × 5 and the stride is 1; the convolutional kernel of Conv3 is 384 × 3 × 3 and the stride is 1; the convolutional kernel of Conv4 and Conv5 is 256 × 3 × 3 and the stride is 1. The dimension of the output of Fc6 is 4096 and the dimension of the output of Fc7 is 1000.
The motivation of the 3D shape feature learning is to obtain the high level global feature for describing the 3D model. Because the WKS descriptor is a traditional method for describing 3D local surface structure, it cannot represent the global 3D shape structure. The input of the 3D shape feature learning network is the multi-energy shape distribution of the WKS descriptors, so the learned 3D shape features contain 3D geometric structure information. The multi-view convolutional network can learn the multi-view features from the projective depth images of the 3D model. So the two kinds of networks learn the features from different perspectives. Fusing the two kinds of learned features can make full use of the effective discriminative information of the 3D model.
VI. KCCA BASED FEATURE FUSION
The KCCA algorithm can effectively reveal the internal relationship between two groups of variables and has better feature fusion and representation ability than the CCA algorithm [16] , [17] . Its basic principle is to map two groups of random variables into a high-dimensional feature space by using the kernel method, and then analyze them in the high-dimensional feature space using canonical correlation analysis to obtain the non-linear correlation between the two groups of variables. Let X =(x 1 , x 2 , . . . , x n ) T and Y =(y 1 , y 2 , . . . , y n ) T be the learned multi-view feature vector and the learned 3D shape feature vector respectively. Then, the KCCA algorithm uses two non-linear mappings in high-dimensional space to map the vector X and Y , that is:
Assume that the kernel functions are k x and k y , then the kernel matrix can be computed as follows:
where, (K X ) ij = k x (x i , x j ) and (K Y ) ij = k y (y i , y j ). In highdimensional space, the aim of KCCA algorithm is seeking α φ and β ψ such that φ(X ) and ψ(Y ) maximize the correlation ρ(α φ , β ψ ), which can be represented as:
In low dimensional space, if there exists ξ, η ∈ R such that α φ = φ(X )ξ and β ψ = ψ(Y )η, then we can obtain the following:
By choosing the appropriate kernel function, the optimal solution of ξ and η can be obtained by maximizing the correlation ρ(ξ, η) using the Lagrange function method. Finally, we can obtain the non-linear correlation feature vector using the following equation:
where u and v are the feature components of correlation fusion features. After obtaining the fusion features, we use the Euclidean distance as similarity measure for retrieval.
VII. EXPERIMENTAL RESULTS
In this paper, the McGill 3D shape benchmark [37] and the SHREC'11 non-rigid 3D model dataset [38] are used to evaluate the proposed non-rigid 3D model retrieval method. The McGill 3D shape benchmark contains 255 non-rigid 3D models from 10 classes. Each class has 20 to 30 3D models with different posture and appearance. Among these 3D models, there are rotational transformations, scale transformations and non-rigid deformations. The SHREC'11 nonrigid 3D model dataset is constructed for shape retrieval contest of non-rigid 3D watertight meshes, which consists of 600 non-rigid 3D objects from 30 classes. Each class has 20 3D models with different non-rigid deformations. The experimental environment is i7-6700 CPU 3.40 GHz 20G memory computer with Ubuntu16.04.3 LST operation system. To evaluate the retrieval performance, we use the following metrics: nearest neighbor (NN), the first tier (FT), the second tier (ST) and the discounted cumulative gain (DCG).
A. THE EFFICIENCY ANALYSIS OF THE BIHARMONIC DISTANCE BASED LS-MDS ALGORITHM
To evaluate the computational effectiveness of the biharmonic distance base LS-MDS algorithm, we compare the VOLUME 7, 2019 FIGURE 7. The architecture of the 3D shape feature learning network.
computation cost of the geodesic distance based LS-MDS algorithm and the biharmonic distance based LS-MDS algorithm. Taking the 3D ant model as an example, we compare the computational time of sampling and the distance matrices under different numbers of sampling points. From Table 2 , we can see that the sampling time increases with the number of sampling points. With the increase of the number of sampling points, the computational time of the geometric distance matrix increases much faster than the computational time of the biharmonic distance matrix. So compared with the geometric distance based LS-MDS algorithm, the biharmonic distance based LS-MDS algorithm can effectively reduce the computational complexity. Then, we compared the retrieval results of the two kinds of distances. Here we only use the MVCNN to perform non-rigid 3D model retrieval. Firstly, the MDS algorithm is used to compute the canonical form. Then, the multiple projective depth images are sent to the MVCNN for retrieval. Table 3 and Table 4 show the retrieval results of six kinds of methods. ''GD'' and ''BD'' denote that we respectively use the geodesic distance based LS-MDS algorithm and the biharmonic distance based LS-MDS algorithm to compute the canonical form. ''Mean-based MVCNN'', ''Max-based MVCNN'' and ''LMPF-based MVCNN'' denote that we respectively use the element-wise mean-pooling algorithm, the element-wise max-pooling algorithm and the LMPF algorithm to perform view-pooling for the MVCNN. From Table 3 and Table 4 , we can conclude that for when the view-pooling method is same, the ''BD'' based retrieval methods perform better than the ''GD'' based methods. When the distance measure is same, the ''LMPF'' based methods perform best. In summary, the ''BD + LMPF-based MVCNN'' method have achieved best retrieval results on the two datasets. So using the biharmonic distance based LS-MDS algorithm and the LMPF algorithm can improve the retrieval efficiency effectively.
B. THE RETRIEVAL RESULTS OF KCCA BASED METHOD USING DIFFERENT KERNEL FUNCTIONS
To compare the effectiveness of different kernel function based fusion methods, we conducted experiments on the two datasets using five kinds of retrieval methods.
In our experiments, parameters of the polynomial kernel and exponential kernel are selected accruing to the retrieval performance, and the best results are listed in this paper. The parameter of the exponential kernel is computed as the mean of the Chi-square distances among the training examples. The retrieval results are listed in Table 5 and Table 6 . For the ''Multi-view feature'' method, we only use the multi-view feature for retrieval. For the ''3D shape feature'' method, we only use the 3D shape feature learned from the WKS multi-energy distribution for retrieval. For the ''KCCA fusion (RBF kernel)'' method, we fuse the multi-view feature and the 3D shape feature using the RBF kernel based KCCA method for retrieval. For the ''KCCA fusion (polynomial kernel)'' method and the ''KCCA fusion (exponential kernel)'' method, we respectively use the polynomial kernel and the exponential kernel based KCCA method to fuse the two kinds of features for retrieval. From Table 5 and Table 6 , we can see that the ''Multi-view feature'' method performs better than the ''3D shape feature'' method, which shows that the multi-view feature contains more effective information than the 3D shape feature. Different retrieval results can be obtained using different kernels based KCCA methods, and the ''KCCA fusion (exponential kernel)'' method performs best. So the exponential kernel based KCCA fusion method can fully exploit the potential non-linear correlation information between the two kinds of features.
C. THE RETRIEVAL RESULTS COMPARED WITH OTHER METHODS
In this paper, we denote our proposed non-rigid 3D model retrieval method by ''BD-LMPF-KCCA''. It use the bihar- monic distance based LS-MDS algorithm to compute canonical form, use the LMPF algorithm to perform view-pooling and use the exponential kernel based KCCA fusion method to obtain the correlated feature. First, we compared our proposed method with other methods on the McGill 3D shape benchmark. The methods used for comparison include the covariance descriptor based method [21] , the graph based method [22] , the PCA based VLAT method [23] , the hybrid 2D/3D method [24] , the hybrid BOW method [25] , the CBoFHKS method [26] , the SPSDE method [27] and the DASD method [28] . Table 7 lists the retrieval results of our proposed method and other methods. From Table 7 , we can see that our proposed method has the best performance with the four measures. Then, we compared our proposed ''BD-LMPF-KCCA'' method with other methods on the SHREC'11 non-rigid 3D model dataset. The methods used for comparison include the FOG + MRR method, the T-r015-40Coef method, the LSF method, the BOGH method, the MeshSIFT method, the OrigM-n12-normA method and the MDS-CM-BOF method [38] . Table 8 gives the retrieval results of our proposed method and other methods. From Table 8 , we can see that our proposed method has the best performance with FT, ST and DCG metrics. The NN metric of our proposed method is slightly lower than the best results of other methods. In summary, our proposed ''BD-LMPF-KCCA'' method performs better than other methods.
VIII. CONCLUSIONS
In this paper, we present a novel non-rigid 3D model retrieval method based on the multi-feature fusion. First, the canonical form of the non-rigid 3D model and the multiple projective depth images are computed in turn, and then the MVCNN is used for learning the multi-view feature. Next, the WKS descriptor of each vertex and the multi-energy shape distribution are computed in turn, and the 3D shape feature is learned. Finally, the exponential kernel based KCCA based algorithm is used to fuse the two kinds of features for retrieval. The contributions of this paper are that we propose the biharmonic distance based LS-MDS algorithm to compute the canonical form of the non-rigid 3D model and we use the exponential kernel based KCCA algorithm to obtain the correlated feature of the multi-view feature and the 3D shape feature. The experimental results have shown that the biharmonic distance based LS-MDS algorithm performs better in both computational efficiency and retrieval efficiency, and the proposed multi-feature fusion based non-rigid 3D model retrieval method has better performance than other state-of-the-art methods. 
