Abstract
Introduction
Conjoint analysis is perhaps the most celebrated research tool in marketing. It has been applied to solve a wide variety of marketing problems ranging from understanding consumer preferences, estimating new product demand, to designing a brand new product line. The method involves presenting customers with a carefully chosen set of product profiles (called a test set) from the universal set (as defined by the levels of the attributes) and collecting their preferences (ratings, rankings, or choices) for product profiles in the test set. The power of the method lies in its ability to extrapolate customers' preferences from this test set to the universal set. Clearly, the conjoint analysis method works better when the test set is small and the preference task difficulty is low.
Both factors can be significantly influenced by the number of product attributes.
If the number of attributes is large (as in many high-tech durable products), a full-factorial experiment would require a respondent to assess their preferences for a large number of profiles, each consisting of many attributes. The large test set problem can be solved by using a fractional design (Plackett and Burman 1946 ) that divides the test set among several respondents within a common customer segment.
There are two ways to solve the task difficulty problem. The first way is to use a self-explicated conjoint analysis (SECA) (Green 1984) : consumers first rate the importance of the attributes, and then evaluate the attractiveness of each attribute level. By multiplying the normalized importance and attractiveness ratings, one can derive a consumer's overall preference for any profile. This approach typically requires the respondent to answer a smaller set of questions, than a full profile judgment task, and avoids the complexity of judging a profile with too many attributes. However, the SECA method has its own problems, including the fact that attribute importance ratings by respondents are not always consistent with their preference decisions; the experimental condition of separating attribute and level ratings is artificial because real-life purchase decisions are made on whole products.
The second solution is to use orthogonal subsets of all the attributes (Green 1974) , the so-called partial profile conjoint analysis (PPCA). Given that profiles with a smaller number of attributes may be easier to rate 1 , the PPCA approach decreases the difficulty of the rating task; however, 1 We ran an experiment and found this hypothesis to be true for our data design; yet, it is an area for future research as to whether (and when) this is true, in general, for partial profiles.
at the same time, it may increase the number of profiles needed to get enough information about consumers' utility functions. The PPCA approach typically assumes that the attributes that are missing do not impact the product rating. Several studies cast doubt on this assumption (e.g., Feldman and Lynch 1987 , Huber and McCann 1982 , Broniarczyk and Alba 1994 . Consequently, standard rating conjoint analysis methods, applied to partial profiles, may not produce a highly predictive utility function. This paper investigates how subjects impute missing attribate levels when evaluating partial conjoint profiles. Our goals are to understand the dependency of ratings of current profiles on all available attribute information (in both the current and previously shown profiles) including a person's prior knowledge, and to provide insights as to how consumers may impute missing levels when evaluating partial conjoint profiles.
In this paper, we relax the "null effect for missing attribute" assumption and develop a probabilistic model of how respondents impute values for missing attributes based on a person's prior for that attribute level, a given attribute's previously shown values, the previously shown values of the other attributes, and the covariation between attributes (both a priori and learned within the task itself). We conceptualize how consumers infer missing values via a pattern matching and learning process. Our model assumes that consumers learn after each stimulus (partial profile) about the pattern underlying the product attributes, their levels, and the correlations between them. How are strengths of patterns formed and updated? We assume that consumers have prior knowledge about the patterns and use knowledge about the product profiles acquired through the conjoint task to update their strengths. This process, like context effects in surveys (Bickart 1993, Schuman and Presser 1981) , suggests that a person's partworths and the probability for an attribute level's occurrence, are not fixed and fully formed, and indeed "evolve" as the task progresses. It is this evolution (learning about the attribute level occurrences and covariation between attributes) process that we model and focus on in this paper.
We call the fundamental kernel of this updating structure a "pattern matching" learning model. That is, previously shown profiles that exhibit certain patterns among the attributes are used by the respondent to infer the missing attribute levels in the current profile. In essence, this approach can be viewed as a time-varying, multi-way contingency table of latent counts for imputation. Consequently, the order in which profiles are presented matters in predicting preference ratings.
An Illustrative Example
An illustrative example (Table 1 ) is introduced to demonstrate current extant models, the basic idea of our model and the jargon that we use. A more rigorous description follows in section 2.
Imagine a PPCA task on a product with four attributes (A 1 − A 4 ), each attribute having two levels denoted (0,1). There are three profiles (T 1 − T 3 ); each profile having one missing attribute (denoted as "?"). Following standard PPCA rating task procedures, the subjects rate T 1 , T 2 , T 3 sequentially. Note, for instance, that at time T 3 , the respondent sees a profile with A 1 = 1, A 3 = 1, A 4 = 1 only. He or she does not see a "?" for A 2 ; Table 1 includes it only to describe the design.
[Insert Table 1 Here]
Assume that a subject has finished rating profiles T 1 and T 2 , and profile T 3 is the "current" product profile. To investigate how information from different attributes might influence the value that the respondent imputes for A 2 at time T 3 , we divide the attributes into three types: 1) the omni-present (OM) set; 2) the presence-manipulated (PM) set that are present (non-missing PM); and (3) the presence-manipulated set that are missing (missing PM). The OM attributes are always presented to the subjects while the PM attributes may or may not be presented. A PM attribute is called a "non-missing PM attribute" if it is not missing in the current conjoint profile. A PM attribute is called a "missing PM attribute" if it is missing in the current conjoint profile but may not be missing in others. In profile T 3 , A 1 is an OM attribute; A 3 and A 4 are non-missing PM attributes; and A 2 is a missing PM attribute. Existing models utilize only the past information (values) from the currently missing PM attribute (A 2 ) for imputation of the missing level. Our model uses all three sources, missing and non-missing PM attributes and OM attributes, in which the information content is allowed to be attribute specific and to decay over time.
Link to Prior Literature
There are several different existing ways to treat missing attribute levels in the specification of utility. The first way is to assume that respondents ignore them (Green, 1974) 2 . Such an assumption implies that all the "?" in Table 1 are filled in as 0. That is, the missing level is assumed to be the level that is coded as 0 (the default level). Formally, this assumption leads to the following prediction of the missing attribute level:
Note that, in this case, the imputation process of the missing levels depends on the way the independent variables are coded (which is the dummy category), and this can be problematic theoretically.
An alternative approach is to impute a value for each of the missing attribute levels using available information. That is, we assume that people infer the levels of the missing attributes from previously shown product profiles, and weight each profile "pattern" accordingly. This latter view is consistent with Meyer (1981) where he shows that when a subject has no information about certain attributes, that attribute is not ignored, but rather is assigned a score equal to the individual's adaptation level.
There are two common ways to model how consumers make inferences about missing attribute levels. One way is based on the so-called "recency effect" (Lynch and Srull 1982) : people assume the missing attribute level to be the last level of the same attribute they saw. According to such a model, in Table 1 , A 2 in profile T 3 takes level 1 (following the level of A 2 in profile T 2 ). Formally, we have:
A second commonly used imputation approach is the averaging model (Yamagishi and Hill 1981) .
In this model, people impute the missing attribute level by averaging all the previously shown 2 Note that the assumption of ignoring the missing attributes in pair-wise conjoint partial profiles corresponds to the cancellation of attributes not shown. levels of the missing attribute. For example, in Table 1 , we have 3 :
In imputing the missing values, the recency and averaging models make strong assumptions about the similarity between the current profile and the previous profiles. The recency-based model assumes that the current profile is "similar" only to the most recently shown profile and is dissimilar to the rest 4 . The averaging model assumes that the current profile is equally similar to all the previously shown profiles. One would expect that some previously shown profiles are more similar ("count more" in imputing) to the current profile while others are less so.
A simple way to relax the strong assumptions made in the recency and averaging models is to weight more recent information more heavily than less recent information by discounting or decaying past information by a factor per each elapsed time period. Additionally, and as described fully in the next section, in all the above models, only the information from the missing PM attribute itself is used to impute the level of the missing PM attribute. As we demonstrate empirically, and via covariation one could imagine conceptually, that correlation patterns among the attributes can influence a given attribute's imputed value. Hence, in many ways, the averaging and recency models may be an improvement over ignoring the missing attribute levels, but still are quite deficient. It is an extension of these basic models that we consider here.
Using Covariation Among Attributes
All the above models utilize only past data from A 2 to impute A 2 in profile T 3 . By doing so, they ignore two important pieces of information. First, there are the complete set of patterns defined by previous product profiles shown to the subjects (T 1 , T 2 ), not just the values for A 2 (A 2 (T 1 ), . We implement its stochastic version here. 4 Note that if T 2 were to be first profile and T 1 were to be the second profile, the prediction of "recency model"
would have been reversed (i.e., P rob(A 2 = 0|T 3 ) = 1). The averaging model, however, would have given the same prediction.
Second, there is the current partial profile (profile T 3 ). For example, using a digital camera, as in section 4, if high price is highly correlated with a given camera size, then utilizing the covariation information across attributes provides valuable information. Such a correlation structure could be based on people's long-term memory or from the "learning" in the conjoint task. Huber and McCann (1982) showed that people use their belief of the correlation structure between price and quality to infer the missing price or quality when either one is missing. Broniarczyk and Alba (1994) also show that consumers' intuitions (priors) influence their inference making. Our model captures these covariances as well as the priors they "arrive" at the experiment with, in a parsimonious way.
The rest of this paper is composed of four sections. In section 2, we develop our basic model.
In section 3, the design of our experiment is explained. In section 4, we describe an empirical application of our model. Section 5 contains conclusions, caveats, and future research.
2 The Imputation Model
Basic Ideas
First, we use Table 1 and attribute 2 (which is missing) at time 3, to demonstrate the basic idea of our model. What we are trying to infer from the imputation model is the probability that the missing PM attribute A 2 in profile T 3 takes value 1 or 0. The parameterization of the probabilities is based upon the work of Camerer and Ho (1999) , which describes how information decay (in our case pattern reinforcement) occurs over time, and Hoch, Bradlow and Wansink (1999), which describes an approach to measure the similarity between pairs of profiles. The two basic concepts we provide are what we call "Pattern Matching" and "Experience Counts". They are then combined to form our imputation model which defines the probabilities over the missing attribute levels.
Three potential classes of models ( Figures 1A-1C ) are provided to demonstrate how the generality of our model is built up sequentially, using varying information sources.
[Insert Figures 1A, 1B , and 1C
Here.]
The model in Figure 1A uses only previously shown information about the missing PM attribute (i.e., A 2 ) to impute missing levels. It is a natural extension of the recency and averaging model but allowing for decay. The imputation is based on historical levels of A 2 (0 in profile T 1 and 1 in profile T 2 ), but now with the more recent level (1 in profile T 2 ) being potentially more influential. To capture the "recency effect" in a "decay-weighed" averaging model, we introduce a decay parameter, λ 2 (0 < λ 2 ≤ 1, the subscript denoting it is for A 2 ). We also introduce a new concept, "experience count (EC)" (Camerer and Ho, 1999) such that N 2 (3|0) denotes the EC of A 2 in the 3 rd profile, taking level 0.
As illustrated in Figure 1A , N 2 (3|0) "adds up" (is only influenced by) level 0 of A 2 in profile
. λ 2 takes a power of 2 because there are two periods of difference between profile T 1 and profile T 3 . Simply put, attribute information used for imputation has a geometric decay. Similarly, we have N 2 (3|1) = λ 2 ; profile 2 has A 2 (T 2 ) = 1. The probability that A 2 (T 3 ) is imputed to take levels 1 or 0 are thus: The models in Figures 1B and 1C , extensions of the model in Figure 1A , are based upon what we term conditonal "pattern matching". In our model, a "pattern" is based on a pair of attributes, with one of them being a missing PM attribute, the other being either a non-missing PM or OM attribute. Two patterns conditionally match up when the levels of both pairs of attributes match between profiles.
The model in Figure 1B uses information from both the missing and non-missing PM attributes to impute the missing PM attribute level. That is, in addition to using information from A 2 itself, as in the model in Figure 1A , we utilize possible conditional match patterns between profiles of the non-missing PM attributes (A 3 , A 4 ) 5 . We assume that the missing attribute levels (A 3 (T 1 ) and A 4 (T 2 )) are not used for imputation. Thus, we need only to check whether there is a match )] (both equal to 1), we expect T 2 to influence imputation more and hence the probability that A 2 (T 3 ) is imputed as the same level as A 2 (T 2 ) (i.e., 1) increases. Another decay parameter, λ 3 (0 < λ 3 ≤ 1), is added to capture this reinforcement from non-missing PM attribute A 3 on the imputation of A 2 . Consequently, with the additional term λ 1 3 (with power of 1 because of 1 period of difference between profiles T 3 and T 2 ), N 2 (3|1) becomes λ 2 + λ 3 . N 2 (3|0) stays the same, still equaling λ 2 2 , as in Figure 1A . The probabilities that A 2 (T 3 ) is imputed as 0 or 1 now becomes:
Notice that P r(A 2 (T 3 ) = 1) becomes larger, when compared to the previous class of models. This makes sense because T 2 (when compared to T 1 ) is more similar to T 3 when we consider only PM attributes.
The model in Figure 1C uses all available information of both the PM (missing as well as non-missing) and OM attributes to impute the missing level. Following the procedure above, the ECs are N 2 (3|0) = λ 2 1 + λ 2 2 and N 2 (3|1) = λ 2 + λ 3 , where λ 2 1 indicates that there is a match between [A 1 (T 3 )] and [A 1 (T 1 )] (both equal to 1). The corresponding probabilities now become:
Obviously, now T 3 looks less like T 2 because of a match between T 3 and T 1 on attribute 1. So, Pr(A 2 (T 3 ) = 1) becomes smaller compared to the case in Figure 1B . In the next section, we formally parameterize the imputation model. Figure 1C has two desirable properties:
The model presented in
1. It uses all available information in the previously shown and current profiles in a sensible way.
The model highlights the potential pitfalls of the averaging and recency models. For example, it implies that these previous simpler models will yield the same prediction, given above, 2. It allows respondents to apply different weights to different attributes 6 depending on their preference. For example, a respondent who has a good knowledge of, or puts a strong emphasis on, price may use it more heavily than other attributes in imputing the missing attribute level.
General Formulation
In a rating-task conjoint experiment, we investigate how I individuals (indexed by i = 1, · · · , I) rate a series of product profiles (partial or full). Each product profile is characterized by J attributes (indexed by j = 1, · · · , J) and each attribute j has K j levels (indexed by
Each individual i rates T profiles (indexed by t = 1, · · · , T ) one by one. Individual i's rating for product profile t is denoted by y i (t).
We denote the stimulus and design matrices faced by each subject i in a conjoint experiment as X i and R i . X i is the matrix of product attribute levels, with a dimension of T ×
An attribute is denoted as a row vector
. Note that when attribute j is missing, it is the entire vector x ij (t), that is missing. Each product profile is denoted as a row vector
The design matrix R i indicates which attribute(s) are missing. For example, r ij (t) = 1 when x ij (t) is present; r ij (t) = 0 otherwise.
From the imputation model, we construct an imputed stimulus matrix X i (the "prime" is used as a superscript, not matrix transposition or derivatives) from the stimulus matrix X i where the elements of the former are derived from those of the latter as follows:
The imputation modeling effort is to define the sequence of time ordered probabilities for the missing attribute levels, i.e., to determine Pr(x ij (t)) when r ij (t) = 0. These probabilities can 6 As given in equation (1) and Section 4, we allow the λ to be individual and attribute specific. 7 One assumption underlying our approach is that respondents "know" the universe of attributes and their corresponding levels. This assumption may not be very restrictive in our task in which we have a learning phase.
Note that if this does not hold in practice, then we simply restrict our model to those levels and attributes they know. If attribute j is a continuous variable, it is treated as having Kj discrete levels with Kj − 1 dummy variables.
However, a distance measure such as Euclidean distance, instead of attribute level match-up, should be used in pattern matching.
then be combined with the complete data likelihood to yield a mixture model over the feasible states (possible profiles).
Pattern Matching
To construct the probability Pr(x ij (t)), we first parameterize and describe the pattern matching approach from our examples above. The match-up of a given pair of attributes [Yes/No] between two profiles is defined as follows. Assume r ij (t) = 0 and the level of attribute j is to be imputed.
We match up (assess Yes/No, do they match?) the patterns of [
where j = 1, ..., J, j = j, t = 1, ..., t − 1. That is, the imputed level of attribute j in current profile t has to match the level of attribute j in profile t < t, i.e., x ij (t) = x ij (t ) for that match to count.
We call this a conditional match-up model, as the pairs of profiles must match on the missing PM attribute. Note, that we fit our entire sequence of models with and without this conditional restriction, yielding substantively identical results.
Conditional on matching the missing PM, i.e. our conditional match model, two patterns match when x ij (t) = x ij (t ). These two steps are formulated as 1
where 1(·) is an indicator function.
It is also important to note the following "properties" of our pattern matching approach. (1) We do not match profiles based on imputed values of previous attributes, or in a more-thanone missing attribute case, imputed values of missing PM attribute(s) j = j. (2) The way in which we "match" a given pattern is binary (yes it matched, no it did not). One could imagine a metric-based degree of matching model. We chose a binary Hamming metric approach as it is parsimonious, easy to describe, and is cognitively simple. However, in the conclusion section we suggest that a model which combines conjoint analysis and Multidimensional Scaling (MDS) methodologies is an important future research area.
Experience Counts
As shown with the examples in Figures 1A-1C , there are two basic tenets of our approach which clearly extends common extant models for imputation of missing attribute levels. First, matched patterns from OM attributes and non-missing PM attributes have the potential to reinforce the pattern in the current profile. Secondly, that the effects of pattern reinforcement are "time dependent" (i.e. can decay). That is, a pattern which matched on a previous profile may have greater reinforcement weight than patterns which match based on profiles further in the past. Such an assumption is common in learning (Camerer and Ho 1999) and is applied here. This allows us to capture memory decay and the tendency of subjects to remember more recent patterns.
Similar to our example, let In our experimental results, section 4, we fit a fairly general model that has the following set of specifications for λ i(j,j ) . This corresponds to Table 3 , an example with digital cameras in which j = {1, 2, 3, 4} are PM attributes (delay between shots, storage media, maximum resolution, and camera size) and j = {5, 6} are OM attributes (price and mini-movie).
Note that we assume that λ im (m = 1, ..., 6) does not vary with t, i.e., we assume a constant rate of decay over the entire profile set. Certainly a future area of research would be to allow for a varying decay rate. That is, there is empirical evidence in extant studies (e.g. West, Brown, and Hoch 1996) to suggest that people's attribute learning, as in our model, may occur for say the first T * profiles, but then stabilize after that. λ i6 is included in the model, as described in section 4, due to a prior manipulation of the covariance between price and maximum resolution.
We describe in the next subsection how the values of N ijk j (t|x ij (t) = l jk j ) are used to compute P r(x ij (t)), the probability distribution over the missing attribute levels.
Probability
The structure described in section 2.2.2 defines the entire imputation process for partial profile conjoint designs as a time varying latent contingency table with counts N ijk j (t|x ij (t) = l jk j ) given in Equation (1). Hence, following our example, Pr(x ij (t) = l jk j ) is given by
That is, the probability a given attribute level is imputed, when that attribute is missing, is its "proportion" of the total experience count for its attribute levels. As
incorporates information across patterns to reinforce each pattern, and allows for differing importance across time, this model satisfies our basic pattern matching and reinforcement requirements.
When there are multiple attributes missing, we assume independence of counts to derive the joint probability of a pattern missing; however the counts are correlated as attribute levels that occur together have counts that will be updated together, and prior counts that are related.
Testing for Imputation in a Rating Conjoint Setup
In this section, we integrate our imputation model into the formulation of a standard conjoint analysis. There are four sources of information that can be used for inference making about missing attribute levels.
(1) Initial prior on attribute levels, N ijk j (0|l jk j ) (2) "Cross-time information", or, previously shown profiles (x i (1), · · · , x i (t − 1)).
(3) The current partial profile, x i (t).
(4) The previous ratings y i (1) , . . . , y i (t − 1).
Our model for Pr(x i (t)) will incorporate the first three of these information sources. To control for the possible effect that individuals may anchor on previous ratings that they have given (Tversky and Kahneman 1974; Wilson et. al. 1996) , we use a first-order autoregressive process (AR(1)) for the lagged residuals (see Equation (3)).
Another facet that we have incorporated into the model is based on the works of Johnson and others (Johnson 1987 , Johnson and Levin 1985 , Levin et al 1986 . Their work suggests that subjects have different partworths for the same attribute when it's missing compared to when it is not. Such differences, at the same time, may interact with the difference in product attribute levels.
In Table 2 , we set two partworths for each attribute(in the case of K j =2; our example in section 4), which allows us to statistically test the hypotheses of whether the β's are significantly different from zero. β ijk j corresponds to the case where x ijk j (t) = 1 (regardless of whether it was observed or imputed); β ijk j refers to whether the partworth for an attribute-level increases or decreases when that attribute is shown (i.e., r ij (t) = 1) or not 8 . Note, that without an imputation process, one could not disentangle the partworths into their impact for level and missingness since the full 2 x 2 table, without imputation, is not observed. We believe that this integration of the work of Johnson and others, directly into our imputation model, represents a further significant contribution of this work.
[Insert Table 2 Here.]
The null hypotheses of interest, that we test in section 4 are β ijk j = 0 and β ijk j = 0. Now the conjoint model becomes:
where we assume that i0 = 0, ∀i. The probabilities Pr(x ij (t) = l jk j ) from equation (2) 
provide information on the values taken by the x ijk j (t)'s in equation (3).
To both accommodate subject heterogeneity, we utilize a hierarchical Bayesian (HB) approach to estimate the model. The setup of HB estimation is explained in the next section.
Distribution of Heterogeneity
We allow for the rate of information decay for a specific attribute pattern to be individual and pattern (attribute) specific recognizing that considerable heterogeneity is likely to exist across persons in their decay attribute imputation parameters, λ im (m = 1, ...6). In addition, the basic parameters of the conjoint model, the individual conjoint intercepts, α i , the attribute partworths, β ijk j and β ijk j , and the residual variances, var( it ) = σ 2 i , may also contain considerable heterogeneity, yet share commonalities across the population of inference. To account for this heterogeneity in a coherent fashion, we nest our model in a Bayesian framework (Gelfand and Smith, 1990) .
Denoting:
   our complete model specification is given by 9 (assume that ∆ i (0) = 0):
with prior specifications for the conjoint parameters given by (∀i, j, k j )
and prior specification for the attribute decay parameters, 0 < λ im ≤ 1, given by
We note that a more general result would allow for a multivariate prior; however, we restrict here to independence to reduce the number of parameters. The prior ECs of each individual are assumed to follow a Poisson distribution with parameter varying by individuals and attribute levels: 
The Experiment
An experiment was designed to provide a basic demonstration of our model on rating conjoint data with missing attributes. Our interest lies in providing a demonstration of our approach, as well as to begin a preliminary understanding of:
1. Do people use missing attributes, and their levels, to evaluate products? 2. If yes, do they infer missing attribute levels from all information they learn about the product profiles; do they reinforce patterns?
We assume that a consumer has minimal prior information about the product, although we do estimate this. Therefore, we are able to impose a "prior" structure that varied across respondents in a systematic way (described below). First, through a learning process, we create a "prior" for each individual by controlling the products that she sees in a "learning phase". Second, we ask participants to rate products with (or without, in the control group) missing attributes. A second control group worked on a self-explicated conjoint task to act as a second baseline.
Stimulus
Digital cameras were selected for this experiment as we wanted a relatively new product category where the frequency of attribute levels and the correlation structure of the attributes are mostly unknown. This would allow us to manipulate the frequencies and impose a prior as desired. From our demographic questions, less than 10% of our subjects owned digital cameras or claimed to have extensive prior expertise. We chose digital cameras with 6 attributes (as the full profile task) as research that we conducted indicated that digital cameras could be described well using 6 features. A summary of the digital camera attributes used are listed in Table 3 . In our experimental condition, all attributes are simplified to have two realistic levels (note SLR = single-lens reflex camera, a size bigger than medium). Of course, having only six attributes and two levels per attribute provides only a very limited empirical test of our model, and is an area for much future study.
[Insert Table 3 Here]
Experiment Groups
The experiment was designed to run on a university network. One hundred and thirty undergraduate students from a large east-coast university participated in the experiment. The subjects were randomly assigned into four groups: self-explicated, full profile (0 missing), one missing attribute, and two missing attributes, with group sizes 17, 23, 47, and 43, respectively. Group size difference is due to different class sizes. Across the conditions, less than 10% own digital cameras; 40% are females and 60% are males.
The experiment was composed of two phases: the learning (prior) phase and the rating phase.
In the learning phase, the subjects were provided with information about digital cameras. They were then shown 20 digital camera profiles listed in a single table. We control the consumers' priors by manipulating the digital camera profiles they see in the learning phase. In the rating session, the subjects were asked to rate the attractiveness of different digital cameras (some with partial product profiles depending on the treatment condition).
Learning Phase
In the learning phase, all subjects were shown 20 digital camera profiles. The priors of the subjects before the rating phase were manipulated by the learning phase profiles. The purpose of this learning phase manipulation is two-fold. First, if the relationship say between price and maximum resolution, as described next, can be influenced by showing subjects profiles of a given structure, then managerial practice would suggest prior manipulations of this type could be valuable (it does happen in real life; for example, as a result of "education" by Intel, most consumers falsely believe that a computer with faster CPU clock speed calculates faster). Secondly, we wanted to test out our model, for a given attribute correlation. As we manipulated the priors between digital camera price and maximum resolution, we wanted to test if λ i6 would impact the "count" for resolution when it is missing (price is never missing as it is an OM attribute).
Each subject was randomly assigned to one of eleven prior coincidence structures representing a different level of coincidence between price and maximum resolution (while keeping the coincidences between other attributes orthogonal.) Specifically, they were assigned to read a table with a specific coincidence value (between 0 and 10) between price and maximum resolution. That is, we will test empirically the ability to manipulate the rating phase data by co-varying price and maximum resolution at levels 0, 1, ..., 10 in the learning phase, and then estimating λ i6 in our model and seeing its correlation with the subject's prior manipulation.
To ensure that subjects followed and attended to all information in the table of 20 learning profiles provided, they were asked to count five of the pairwise coincidences after they had read the tables. Among the five questions, one of them asked the subjects to count the coincidence between price $159 and maximum resolution 800 × 600, the manipulated coincidence, while the other four questions were randomly chosen to ask the subjects to count other coincidences. The sequences of these questions were randomized so as not to bias the results. Their responses to these questions suggested that they had paid attention to the coincidence counts.
Rating Phase
In the rating phase, the design is orthogonal. In the one or two missing attribute group, one or two out of four PM attributes are removed from the designed conjoint cards, respectively. We fixed two attributes to be OM as we wanted to see the impact of imputation of missing levels on observed attribute partworths. We utilized a Plackett-Burman Design (Green et al 1978) to create the profile cards. The sequences in which the profile cards were shown were generated randomly and varied across respondent. Each subject saw 24 profiles in the rating phase. Debriefing questions after the experiments provided evidence that the subjects do "notice" that attributes are missing and utilize this fact in their ratings. Response time was recorded, which could be used as a proxy for the difficulty of the task. Each response time was the time (in seconds) measured between successive rating score responses being keyed in. An analysis of the response time data across missing attribute conditions (0, 1, and 2) indicated that respondents in the two missing case, spent considerably less time than in either of the other two cases (p < 0.01), corresponding to an average of 31 seconds less across the 24 profile rating tasks. No significant differences were found in response time between the zero and one missing attribute conditions.
Results
We utilized the first 20 profiles for each subject to the calibrate model, and the last four as holdout for validation.
Denote row vectors λ i = [λ i1 , λ i2 , ..., λ i6 ] (length of λ i varies with different models in Table 4 ),
That is, we integrate the conjoint regression model with respect to the imputation model, i.e. stick in the considered value for attribute j to person i for all K j possible values, and weight them by their probability of being the imputed corresponding level.
We estimated a total of six models, with differing degrees of generality. These models are grouped into four categories: (1) prior models, (2) imputation based on missing PM attributes only, (3) imputation based on missing and non-missing PM attributes, and (4) imputation based on the OM attribute (Price), missing and non-missing PM attributes. Table 4 shows these models and their relationships for both the one and two missing attribute cases. The estimation was done using the Bayesian hierarchical structure described in Section 2.4.
Insert [ Table 4 Here] Table 5 shows the relative performance for the six models. We show results for the three extant models (ignore, recency, and averaging), as well as one model in each of the three classes (Models 4, 5, and 6). For each model, we report (1) the marginal log-likelihood as computed by the harmonic mean of the log-likelihood values, and (2) mean absolute errors (MAE), both in sample and out of sample. Using all three measures, our models (Models 4-6) perform better than the prior models (Models 1-3) . Specifically, Models 4 through 6 consistently perform better as more information is used for imputation.
[Insert Table 5 Here]
Imputation Based on Missing PM Attributes
As discussed above, the extant models assume that subjects either ignore the missing attribute, use the most recent occurrence of a missing attribute, or compute the average of all past occurrences.
Out of models 1-3, the averaging model (Model 3) performs better in terms of marginal loglikelihood and in-and out-of-sample mean absolute error (MAE). Model 4 relaxes the assumptions of Model 3: it allows a separate λ for each missing PM attribute, which decays geometrically.
Compared to the averaging model, Model 4 performs better in terms of marginal log-likelihood, in sample and out of sample MAE. Such results suggest that the relaxation of allowing for heterogeneous geometric decay helps in terms of model performance and better captures the actual rating process when missing attributes exist.
Imputation Based on Missing and Non-missing PM Attributes
The above class of model assumes that subjects impute a missing level of an attribute using only information within that PM attribute. A natural extension is to account for covariation from the non-missing PM attributes. In Model 5, we assume each attribute to take a different λ when it is present and when it is missing; however, the value of λ is assumed to be common across all PM attributes when they are non-missing. As indicated in Table 5 , Model 5 fits better than Models 1-4 in terms of marginal log-likelihoods, in-sample MAE, and out-of-sample MAE.
4.3 Imputation Based on OM Attribute, Missing, and Non-Missing PM Attributes
To fully test the information used by the subjects when inferring missing attribute levels, in addition to the last sets of models, we add price (an OM attribute) to impute the missing level of maximum resolution. Recall that we manipulated the correlation structure between price and resolution in the learning phase. Models 6 extends Model 5 by allowing price to be used in the imputation process for missing maximum resolution levels. Such a relaxation improves the marginal log-likelihood 10 , in-sample, and out-of-sample MAE. The results strongly suggest that subjects do use OM attributes to infer missing attribute levels in a significant way. In fact, Model 6 outperforms Models 1-3 significantly by all the measures we considered in Table 5 . Specifically, Model 6 decreases the out-of-sample MAE by 4.1%, 5.3%, and 6.5% over Models 1-3, respectively, in the one-missing attribute case; and 1.6%, 3.0%, and 5.9% over Models 1-3, respectively, in the two-missing attributes case.
A more detailed analysis at the individual-level between the estimated effect λ i6 (price and maximum resolution) and the prior manipulated covariation between price and maximum resolution (0,1,. . . ,10) was done in a number of ways.
(1) First, we note that λ i6 is significantly different from zero (in the population, p < 0.01, in both one-and two-missing attributes cases), suggesting significant effects overall. (2) An analysis at the individual-level (without shrinkage), indicated a significant effect (correlation = 0.15, p < 0.001 in the one-missing attribute case; correlation = 0.12, p < 0.001 in the two-missing attributes case) between the prior manipulation and λ i6 .
Overall, these findings suggest that the subjects' "priors" could be manipulated to influence the way they infer missing attributes.
The average of λ values of the best-fitted model (Model 6) are provided in Table 6 . The esti-mated λ values are different in the one-and two-missing attributes cases, which is not surprising:
when different number of attributes are missing, the weights which reflect how information from non-missing attributes is used change correspondingly.
[Insert Table 6 Here]
Notice all the λ values are significantly larger than 0 and smaller than 1, indicating the actual imputation procedure is different from the pure effect of any one of Models 1-3. Table 7 reports the mean and standard deviation of partworths of Model 6, the best fitting model. β ij1 , (j = 1, ..., 4, ∀i) are the partworths of the attributes when they take level 0 and are present (compared to taking level 0 and not being present, but instead being imputed as a zero).
Estimated Part-worths and Priors
are the partworths of the attributes when they take level 1 and are present (compared to taking level 0 and not being presented). To compare our results, therefore, with traditional conjoint partworths, we note that with all attributes present and the "low" level attributes coded as zero (as is standard), the partworths represent the difference in utility between the high and low attribute levels. To align with our case, the "traditional partworths" from our
; that is, the effect of being high when shown minus the effect of being low when shown.
As mentioned earlier, we get a "bonus" in that we can assess the effect of imputed versus not imputed in our conjoint design, in addition to level 1 (high) versus level 0 (low). In our model, these are the partworths, β ij . We find that all elements β ij , (j = 1, ..., 4, ∀i) are significant at 0.05 level, which means that when an attribute is present, it is given significantly greater weight.
This finding is consistent with extant research (Johnson 1987 , Levin et. al. 1986 , Louviere and Johnson 1990 , Meyer 1981 . Alternatively, we note that the combined tests (present or not, and levels 1 or 0), for each of the attributes, suggest that it is not the attribute level inferred, but the presence of the attribute that influences the weight put on the attribute. We believe this is an area for interesting future study. However, given that we also find that the relative rankings stay fairly stable, there is prima facia evidence that similar rating processes are going on. Interestingly, in the two-missing attributes case, when less attribute levels are available for imputation, the more important attributes in the no-missing case become less important, the less important ones become more important.
Thus, there is a "regression" effect in partworths when subjects evaluate partial profiles when less information is provided.
We note, that one way to interpret the observed changes in partworths is that consumers "construct" rather than "retrieve" utilities. Since the set of all available information changes with successive profiles, the utilities can change even for identical profiles if they appear at different [Insert Table 7 Here]
[Insert Table 8 Here]
Finally, we report on the model results with regards to the carry-over effect from one rating's error i(t−1) to another, and from the priors N ijk j (0|l jk j ). The AR(1) carry-over effect is statistically significant withγ ≈ 0.1 (in both one-and two-missing attributes cases), suggesting that people do anchor somewhat on previous values. This result suggests that the order in which previous profiles are presented could influence the subjects' rating for a current profile.
None of the estimated prior parameters ζ i (i = 1, ..., 47) and ω jk j (j = 1, ..., 6, k j = 1, 2) is significantly different from zero at p = 0.05 level in the one-missing attribute case, an indication that the subjects have a weak prior on the product. Consequently, the average values of the experience counts, as shown in Table 9 , for Model 6, are typically small. These initial experience counts thus exert some minor influence on the imputation of the early profiles but decay quickly when more profiles are shown. However, some of the prior parameters become significant in the two-missing attributes case. Specifically, ω's for resolution and size, the PM attributes people are probably most familiar with, are fairly significant. This shows that when less information becomes available, people may depend more on their "priors" to make judgements. This certainly requires further study beyond the empirical example provided here.
[Insert Table 9 Here] 5 Conclusions, Caveats, and Future Research
We have developed a learning model to describe how consumers impute missing levels in partial conjoint profiles. In our model, consumers match patterns and develop inferences based on their prior exposures. Our model extends the Averaging and Recency models and shows that consumers may infer missing attribute levels using both missing and non-missing attribute information. We have shown that our best-fit models significantly outperform the prior models both in-sample and out-of-sample.
The Ignore model is inadequate because consumers appear to consider missing attribute levels.
Neither the Averaging nor Recency models does significantly better because consumers impute missing attribute levels using prior levels of non-missing attributes (whether PM or OM). At the same time, significant correlation between the manipulated coincidence in the learning phase and the estimated decay parameter provides evidence that the consumer's prior could be influenced by "communication" and "experience". Consequently, managers can influence the overall attractiveness of a product to a consumer by making the consumers learn "prior knowledge" that favors the product.
As we have mentioned earlier, this research has several caveats.
1. Our choice of six attributes, each with two levels, and one or two missing is a nice first step, however, it's a rather simple demonstration in comparison to more realistic empirical settings.
2. As a demonstration of our model, our rating conjoint experiment does not provide empirical evidence for the applicability of our model to pairwise comparison or choice-based conjoint analysis, although theoretically, such application is viable.
We see at least three future research opportunities:
1. One application of the model is to find the trade off between the number of profiles shown and the number of attributes shown in each profile. From an econometric perspective it would be interesting to fix the number of attribute levels shown, and see how different combinations of the number of attributes and profiles, would lead to differing amounts of information.
2. As in Section 2, we assumed here a pattern matching model in which attributes match or do not (0/1). A more general distance model may be more appropriate in which attribute levels have distances from each other. Such machinery is already in the marketers' toolbox as MDS studies are used for such purposes. We therefore believe that two promising areas for future studies would be: (a) to combine conjoint analysis and MDS studies to impute missing attribute levels, and (b) to create a "latent" perceptual mapping model for missing attribute levels in conjoint.
3. As mentioned previously, and shown in earlier research work, the missingness of attributes may indeed change the relative importance of attributes. While our work additionally shows that, and for the most important attributes, whether this is true generally is unclear, and what may moderate this effect may also be of interest. If one were to use this for managerial action, it would be necessary to conduct future carefully designed studies to assess this.
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