Observer-based fault diagnosis using multiple-model and LMI techniques by Rodríguez Solis, Alejandro
Observer-based fault diagnosis using
multiple-model and LMI tehniques
Von der Fakultät für Ingenieurwissenshaften
der Universität Duisburg-Essen
zur Erlangung des akademishen Grades eines
Doktor-Ingenieurs
genehmigte Dissertation
von
Alejandro Rodríguez Solis
aus
Tuxpan, Mexiko
Referent: Prof. Dr.-Ing. Steven X. Ding
Korreferent: Prof. Didier Maquin
Tag der mündlihen Prüfung: 09.07.2009
Aknowledgement
Aknowledgement
The present dissertation was performed during my work as sienti o-worker at the Institute for
Automati Control and Complex Systems (AKS) of the Faulty for Engineering in the University
of Duisburg-Essen.
I would like to thank my supervisor Professor Dr.-Ing. Steven X. Ding (head of the Institute) for
his ontinuous guidane and support during this work and also for numerous fruitful disussions
to the treated topi. His onstant enouragement has been a true inspiration and were onditions
for the suess of this work. I am grateful to him for leading me into the area of fault diagnosis.
I am grateful to Professor Didier Maquin for the aeptane as my o-advisor and for the areful
revision of the work. As well as good indiations and suggestions that were very favorable and
helpful for the work.
I also owe my gratitude to all sta of AKS for their kindness, help and a friendly atmosphere. I
am grateful to Dipl.-Ing. Amol Naik, M.Eng. Jedsada Saijai and Dipl.-Ing. Cristian Chihaia for
all disussions, ollaborative work, and proof reading of the manusript.
My thanks also to the German Aademi Exhange Servie (DAAD) for the eonomi support
and guidane during my stay in Germany.
I would like to thank to my brother Guillermo, and to my parents Guillermo and Ana Bertha for
their support. Finally, I would like to thank speially my wife Alethya Deydree for the aetionate
support, promotion, the proof reading of the work, and for the patiene and enouragement, that
she gives to me. I would like to dediate this work to my wife Alethya Deydree.
Duisburg, July 2009 Alejandro Rodríguez Solis
iii
To my family,
my daughter and
espeially my wife Alethya
Contents
Contents
Nomenlature xi
Abstrat xiii
1 Introdution 1
1.1 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Motivation and objetive of the work . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Organization of the work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 TS fuzzy model and FDI Conepts 7
2.1 Takagi-Sugeno fuzzy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Takagi-Sugeno fuzzy observer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2.1 Stability analysis for TS fuzzy observers . . . . . . . . . . . . . . . . . . . 12
2.3 Fault Detetion and Isolation (FDI) . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Unknown input observer for TS fuzzy models 19
3.1 UIO approah for linear systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1.1 UIO design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 TS fuzzy UIO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2.1 Design of the TS fuzzy UIO . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Computation of observer gain matries . . . . . . . . . . . . . . . . . . . . 27
3.3 Robust sensor fault isolation shemes based on TS fuzzy UIO . . . . . . . . . . . . 29
3.4 An appliation example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Attenuating stohasti disturbanes based on TS fuzzy models 41
4.1 Disrete TS fuzzy model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.1 System reformulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Proposed approah for the TS fuzzy observer . . . . . . . . . . . . . . . . . . . . . 43
4.2.1 Residual Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 An appliation example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3.1 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1.1 Lateral aeleration output . . . . . . . . . . . . . . . . . . . . . 52
v
Contents
4.3.1.2 Yaw rate output . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5 Fault detetion observer for TS fuzzy systems 55
5.1 Disturbane attenuation for TS fuzzy observer . . . . . . . . . . . . . . . . . . . . 56
5.2 Fault sensitivity for TS fuzzy observer . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Robust TS fault detetion observer . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.1 Iterative LMI sheme 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.2 Iterative LMI sheme 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Design of the threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.5 An appliation example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.5.1 Iterative LMI sheme 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.5.2 Iterative LMI sheme 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6 Fault diagnosis for systems with polytopi unertainties 71
6.1 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.1.1 Referene residual model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.1.2 Design of the augmented system . . . . . . . . . . . . . . . . . . . . . . . . 73
6.2 Threshold omputation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3 Appliation to the aileron positioning system . . . . . . . . . . . . . . . . . . . . . 76
6.3.1 Nonlinear model of the APS . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.3.1.1 Eletrohydrauli Servovalve . . . . . . . . . . . . . . . . . . . . . 77
6.3.1.2 Cylinder dynamis . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3.2 Linearization of the APS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.3.3 Model Unertainties for the APS . . . . . . . . . . . . . . . . . . . . . . . 81
6.3.4 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7 Conlusions and future work 89
Appendies 91
A Mathematial tools 91
A.1 Norms for ontinuous and disrete systems . . . . . . . . . . . . . . . . . . . . . . 91
A.2 Shur omplement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A.3 Relaxed stability analysis for TS fuzzy observer . . . . . . . . . . . . . . . . . . . 92
A.4 LMI and onvex optimization tehniques . . . . . . . . . . . . . . . . . . . . . . . 94
A.4.1 Convex optimization tehniques . . . . . . . . . . . . . . . . . . . . . . . . 94
vi
Contents
A.4.2 Linear Matrix Inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
A.4.3 Standard LMI-problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
B System parameters 96
Bibliography 97
vii
List of gures
List of Figures
2.1 Model-based TS fuzzy observer design . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Overall struture of a TS fuzzy model . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 PDC design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Denition of faults in the plant of the proess . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Model-based FDI proess . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1 A robust sensor fault isolation sheme . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Residuals for TSFO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3 Residuals for TSFUIO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.4 Residuals for relaxed TSFO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.5 Residuals for relaxed TSFUIO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 Residuals for TSFO with disturbane . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.7 Residuals for TSFUIO with disturbane . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.8 Fault for sensor 1,2 and 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.9 Evaluated residuals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.10 Isolation of the fault in sensor 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.11 Isolation of the fault in sensor 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.12 Isolation of the fault in sensor 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1 Longitude veloity prole . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Lateral aeleration output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Estimated lateral aeleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4 Evaluated residual for the lateral aeleration sensor . . . . . . . . . . . . . . . . . . . 52
4.5 Yaw rate output . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.6 Estimated yaw rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.7 Evaluated residual for the yaw rate sensor . . . . . . . . . . . . . . . . . . . . . . . . 53
5.1 Disturbane signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2 Atuator fault signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.3 Disturbane attenuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.4 Fault sensitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
viii
LIST OF FIGURES
5.5 TS fault detetion observer for the iterative LMI sheme 1 . . . . . . . . . . . . . . . . 69
5.6 Residual evaluation for the iterative LMI sheme 1 . . . . . . . . . . . . . . . . . . . . 69
5.7 TS fault detetion observer for the iterative LMI sheme 2 . . . . . . . . . . . . . . . . 70
5.8 Residual evaluation for the iterative LMI sheme 2 . . . . . . . . . . . . . . . . . . . . 70
6.1 Blok diagram of the atuation system . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Servovalve spool-sleeve assembly . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3 Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4 Types of frition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.5 Damping response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.6 Flow rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.7 푟
훥푝
without polytopi unertainties . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.8 푟
훥푝
with polytopi unertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.9 푟
푥푝
without polytopi unertainties . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.10 푟
푥푝
with polytopi unertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.11 Evaluated residual for the atuator fault . . . . . . . . . . . . . . . . . . . . . . . 86
6.12 Evaluated residual for fault in 훥푝 sensor . . . . . . . . . . . . . . . . . . . . . . . 86
6.13 Evaluated residual for fault in 푥푝 sensor . . . . . . . . . . . . . . . . . . . . . . . . 87
ix
List of tables
List of Tables
3.1 Robust sensor fault isolation sheme . . . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 Typial sensor noise of vehile lateral dynami model . . . . . . . . . . . . . . . . 49
6.1 Polytopi unertainties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.1 Norms for ontinuous and disrete systems . . . . . . . . . . . . . . . . . . . . . . 91
x
Nomenlature
Nomenlature
Aileron positioning system
Salar Units Meaning
퐴푝 [ 푚
2
℄ Piston area
푐푎 [ 푁/푚 ℄ Aerodynami fore oeient
퐶퐻 [ 푚
3/푃푎 ℄ Hydrauli apaity
퐶푦 [ 푚
2/푠 ℄ Flowrate gain
푑푙푖푛 [ 푁 ⋅푠/푚 ℄ Lineal damping fator
훿 [ ∘ ℄ Command input
훥푝 [ 푃푎 ℄ Pressure dierene
푑푠푣 [ - ℄ Damping fator
푓푣 [ 푁 ⋅푠/푚 ℄ Visose frition
퐹퐿 [ 푘푁 ℄ External air loads
푖푚푎푥 [ 퐴 ℄ Maximal input urrent
푖푠푣 [ 퐴 ℄ Input urrent
푘푝 [ 퐴/푚 ℄ Controller gain
푘푠푣 [ 푚/퐴 ℄ Servovalve gain
푀푒 [ 푁 ⋅푚 ℄ Aerodynami hinge moment
푚푝 [ 푘푔 ℄ Piston mass
푝
퐴
, 푝
퐵
[ 푃푎 ℄ Pressure in hambers A and B
푝
푆
[ 푃푎 ℄ Supply pressure
푝
푇
[ 푃푎 ℄ Tank pressure
푝
푉
[ 푃푎 ℄ System pressure
푟ℎ [ 푚 ℄ Redued moment arm
휔푠푣 [ 퐻푧 ℄ Cut-o frequeny
푥푑 [ 푚 ℄ Desired piston position
푥푚푎푥 [ 푚 ℄ Maximal extension movement
푥푚푖푛 [ 푚 ℄ Maximal retration movement
푥푝 [ 푚 ℄ Piston position
푥˙푝 [ 푚/푠 ℄ Piston veloity
푥˙푝푚푎푥 [ 푚/푠 ℄ Maximal piston veloity
푦푠푣 [ 푚 ℄ Servovalve position
푦푚푎푥 [ 푚 ℄ Maximal spool movement
푦˙푠푣 [ 푚/푠 ℄ Servovalve veloity
푦˙푚푎푥 [ 푚/푠 ℄ Maximal servovalve veloity
xi
Nomenlature
Vehile lateral dynami model
Salar Units Meaning
퐶
′
훼푉 [ 푁/푟푎푑 ℄ Front tire ornering stiness
퐶훼퐻 [ 푁/푟푎푑 ℄ Rear tire ornering stiness
푖퐿 [ - ℄ Steering transmission ratio
퐼푧 [ 푘푔 ⋅푚2 ℄ Moment of inertia (z-Axis)
푙푉 [ 푚 ℄ Distane from the vehile CG to the front axle
푙퐻 [ 푚 ℄ Distane from the vehile CG to the rear axle
퐾휙푅 [ - ℄ Roll oeient
푚 [ 푘푔 ℄ Total mass
푚푅 [ 푘푔 ℄ Rolling sprung mass
푚푁푅 [ 푘푔 ℄ Non-rolling unsprung mass
푟 [ 푟푎푑/푠 ℄ Vehile yaw rate
푣푟푒푓 [ 푚/푠 ℄ Vehile longitude veloity
훽 [ 푟푎푑 ℄ Vehile side slip angle
훿∗퐿 [ 푟푎푑 ℄ Vehile steering angle
푎푦 [ 푚/푠
2
℄ Lateral aeleration
Abbreviations
Aronym Meaning
APS Aileron positioning system
FDF Fault detetion lter
FDI Fault detetion and isolation
LMI Linear matrix inequality
REF Residual evaluation funtion
RFD Robust fault detetion
TS Takagi-Sugeno
TSFO Takagi-Sugeno fuzzy observer
TSFUIO Takagi-Sugeno fuzzy unknown input observer
UIO Unknown input observer
xii
Abstrat
Abstrat
The ever-inreasing omplexity of tehnial proesses requires a higher performane, safety and
reliability. For this reason, fault detetion and isolation (FDI), whih onsists of residual generation
and residual evaluation, has reeived more attention in the last years. Most tehnial proesses
are represented by a nonlinear system; however it is possible to apply FDI tehniques only for a
few lasses of nonlinear systems.
In the last years, the idea of using an aggregation of loal models (multiple-models), as a means to
apture the global dynami harateristis of nonlinear systems, has been suessfully integrated in
the eld of FDI. These multiple-models have been used as an alternative for dealing with nonlinear
systems. An advantage of using multiple-models for FDI is that the theory for linear systems an
be used for nonlinear systems.
This thesis mainly fouses on the design of robust FDI shemes for nonlinear systems using
multiple-model approahes. The onsidered approahes are (i) the Takagi-Sugeno (TS) fuzzy model
(ii) linear systems with polytopi unertainty.
Three robust FDI shemes based on TS fuzzy models are presented. The rst sheme generalizes
the linear unknown input observer to a lass of nonlinear systems desribed by TS fuzzy models.
The objetive of this sheme is to deouple the unknown inputs for residual generation. The se-
ond sheme handles nonlinear systems aeted by stohasti disturbanes; this sheme minimizes
the expeted steady state estimation error using linear matrix inequality (LMI) tehniques. The
last one simultaneously enhanes the robustness to unknown inputs without sariing the fault
detetion sensitivity.
For linear systems with polytopi unertainty, a robust fault detetion lter is designed onsidering
a referene model. The residuals an be evaluated with a threshold based on this lter.
The eetiveness of eah proposed robust FDI sheme is demonstrated with the help of four
appliation examples.
xiii
1. Introdution
Chapter 1
Introdution
Tehnial proesses have beome more and more omplex. For this reason, an inreasing level of
automation is required.
Consequently, it is desired to have higher performane, availability, reliability and seurity in these
proesses. In order to fulll these desired requirements, it is neessary to avoid malfuntions, whih
are normally aused by a fault in one of the proess omponents.
To better understand seurity of proesses, it is neessary to know the onept of faults. A
fault in a proess is dened as an unpermitted deviation of a least one harateristi property or
parameter of the system from the standard ondition [42℄. Faults an be deteted and also isolated
with the implementation of fault detetion and isolation (FDI) approahes.
However, most tehnial proesses are often represented as nonlinear systems due to their om-
plexity, whih leads to diulties when FDI tehniques are applied to the proess. For this reason,
only a few lasses of nonlinear systems are onsidered in the literature of FDI [3, 4, 14, 16, 46℄.
Instead of using the nonlinear system for FDI, some simpliations and assumptions of a quanti-
tative mathematial model are onsidered. Commonly, these refer to the redution of the dynami
order and/or the linearization of the proess behavior.
One of the most popular means to linearize a nonlinear system is Taylor series approximation
[9, 56℄. One the linear model is obtained, it is possible to apply FDI approahes for linear systems
[17, 18, 22, 26, 80℄.
Linearized systems only work properly around the operating point where the nonlinear system
was linearized. For this reason, onventional analytial linear models are not aurate enough to
ahieve an eetive FDI. For these reasons, onsidering multiple-models are gaining more attention
in the eld of FDI [40, 61℄.
Multiple-model approahes, as its name says, use multiple linear models to approximate the be-
havior of the nonlinear system. They provide a mathematial framework to analyze a omplex
nonlinear system using a set of simple models (generally linear or ane models) valid in dierent
state spae regions of the nonlinear system.
In this thesis, two multiple model approahes have been onsidered in order to onstrut a residual
generator based on linear FDI theories. The rst approah is an approximation of nonlinear sys-
tems, by means of the Takagi-Sugeno fuzzy model, the seond approah onsiders linear systems
with unertainty of the polytopi type.
A Takagi-Sugeno (TS) fuzzy model uses multiple linearized models to approximate the behavior
of nonlinear systems. These models are desribed by fuzzy IF-THEN rules whih represent loal
linear input-output relations of a nonlinear system.
The main feature of a TS fuzzy model is that the loal dynamis of eah fuzzy impliation (rule)
is represented by a linear model. The overall fuzzy model of the system is ahieved by a fuzzy
1
1.1 State of the art
blending of the linear models.
On the other hand, linear systems with polytopi unertainties are basially onstituted by two
parts, the rst part is given by the linearization of the nonlinear system around an operating point
and the seond part is onstituted by the polytopi unertainty of the system.
1.1 State of the art
In this setion the development of fault detetion and isolation (FDI) and the related methods
in the past few years for TS fuzzy models and linear systems with polytopi unertainty are
introdued.
FDI based Takagi-Sugeno fuzzy model
The topi of TS fuzzy observer for nonlinear systems has reeived more attention in reent years
beause of its ability to estimate nonlinear systems using multiple-models [24, 74, 76℄. They are
very useful in the pratie beause it is possible to reah an estimation of the states despite the
nonlinearities. This is beause eah model onsidered in the TS fuzzy model is a linear model, so
that one an apply theory for linear systems.
In [76℄ the rst work in the literature for TS fuzzy observers was reported. The TS fuzzy observer
is developed by means of parallel distributed ompensation (PDC) into a losed loop ontrol.
The implementation of a TS fuzzy ontroller together with a TS fuzzy observer, guarantees not
only the stability of the fuzzy ontrol system in the sense of Lyapunov, but also guarantees the
onvergene of the state estimation error to zero. Both designs for the TS fuzzy ontroller and
observer are made together in an augmented system using an LMI algorithm.
Nonlinear systems aeted by stohasti noise have been handled using the Extended Kalman
Filter (EKF) based on fuzzy systems [70, 85℄. This approah provides an eient solution to the
optimization of fuzzy membership funtion for both inputs and outputs of the fuzzy ontroller.
The use of Kalman lters for TS fuzzy systems is a relatively new approah [71℄. Here, it is shown
how to approximate the time-varying Kalman lter with a time-varying linear ombination of
steady state Kalman lters (for eah linearized system is onstruted a Kalman lter). The use
of the TS Kalman lter gives an insigniant loss in estimation performane (in relation to the
time-varying Kalman lter).
In [23, 49℄, a robust fault detetion lter for TS fuzzy model is proposed. The purpose of the
lter is to generate a residual as robust as possible to disturbanes and at the same time as
sensitive as possible to the presene of faults. The design proedure is provided in terms of LMIs.
The performane index orresponding to fault sensitivity is onsidered onstant and only the
performane index orresponding to the disturbane attenuation is minimized.
FDI for linear systems with polytopi unertainty
A topi that has gained tremendous attention in the eld of FDI for multiple-models is the residual
generation for linear systems with polytopi unertainty [10, 11, 51, 52℄. The prinipal idea here
is to design a fault detetion lter robust to disturbanes onsidering the presene of polytopi
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unertainty.
An improvement that has been made in FDI for linear systems with polytopi unertainties is the
inorporation of a referene model in the omputation of the fault detetion lter [32, 52, 86℄.
The referene model is derived without onsidering the existene of polytopi unertainty in the
system. The purpose of the fault detetion lter with polytopi unertainty is the approximation
of the solution given by the referene model.
1.2 Motivation and objetive of the work
It is a well-known fat that most tehnial proesses exhibit a nonlinear behavior, and that only
few lasses of nonlinear systems an be treated with FDI approahes. In order to implement an
FDI approah, it is required the design of a residual generator, whih ompares the measured
output of the system against an estimated output given by an observer. For this purpose the
design of a residual generator for the nonlinear system is not easy even if the mathematial model
is known [28, 29, 30, 31℄.
For the design of the residual generator, the most adopted solution is to use a linearization of
the nonlinear system. Unfortunately sometimes the linear model does not give good results for
FDI, beause the observer used in the FDI an not estimate the behavior of the nonlinear system
orretly. Moreover, the generated residual diers from zero or takes too muh time to onverge
to zero even if faults and disturbanes are not aeting the system. This behavior indiates that
the linear system utilized to onstrut the residual generator does not approximate the nonlinear
system orretly.
In the last few years, the idea of using an aggregation of loal models (multiple-models), as a
means to apture the global dynami harateristis of nonlinear systems, has been suessfully
inorporated in the eld of FDI. These multiple-models are used as an alternative for dealing with
nonlinear systems and applied in FDI generating the multiple-model approahes.
One of these multiple-model approahes is the TS fuzzy model, whih approximates nonlinear
systems. In this approah, loal linear systems are used to represent the loal dynamis in dierent
state spae regions.
The appliation of this TS fuzzy model has given a good solution to some problems in nonlinear
systems and at the same time allows the use of FDI theories for linear systems to represent
nonlinear systems.
An advantage of TS fuzzy models over a simple linear system is that a TS fuzzy model an work
around multiple operating points, i.e. the TS fuzzy model operates on a state spae region.
Another multiple-model approah is residual generation for linear systems with polytopi uner-
tainty. In this approah, the FDI works in a better way, beause the polytopi unertainty is
onsidered in the design of the residual generator. Therefore a better onvergene of the residual
to zero in the absene of faults and disturbane is assured.
Both of these multiple-model approahes improve the performane of a residual generator for a
nonlinear system, the rst one onsiders multiple linearization, i.e. around a region and the seond
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one onsiders the polytopi unertainty enpliity in the system. Objetive of the work
In this thesis, the TS fuzzy model is obtained from the approximation of the nonlinear model
with a set of linear models. The polytopi unertainty is assumed known and omes from the
linearization in Taylor Series of the nonlinear equations.
The main objetive of this thesis is to inorporate the TS fuzzy model for its use with linear
FDI approahes. The prinipal objetive is to make the residual generator as robust as possible
to disturbanes (ould be deterministi or stohasti) and as sensitive as possible to the faults.
Therefore, the disturbanes are minimized and the detetion of faults in an early stage is inreased.
Three dierent shemes are introdued for TS fuzzy models:
∙ Unknown input observers for linear systems are generalized for a lass of nonlinear systems
desribed by TS fuzzy models.
∙ Nonlinear systems aeted by stohasti disturbanes are onsidered to design a TS fuzzy
observer. This sheme minimizes the expeted steady state estimation error using LMI teh-
niques.
∙ A robust fault detetion observer is extended for its use with TS fuzzy models based on it-
erative LMI shemes. This sheme simultaneously enhanes the robustness against unknown
inputs without sariing the fault detetion sensitivity.
An FDI approah for linear systems with polytopi unertainty from [17, 66℄ is applied to the
aileron positioning system. Both multiple-model approahes aim for a better FDI for nonlinear
systems.
1.3 Organization of the work
Chapter 2 addresses onepts referring to the fuzzy logi and fuzzy models, whih are onsidered
essential to understand the remainder of the work onerning TS fuzzy models.
The denition of TS fuzzy observer and stability onditions are given. Finally, some onepts
onerning to fault detetion and isolation are briey dened.
Chapter 3 handles the unknown input observer (UIO) for TS fuzzy systems, the UIO for linear
systems from [17℄ is generalized for a lass of nonlinear systems desribed by TS fuzzy models.
The UIO for TS fuzzy systemsis proposed.
The objetive of this observer is to deouple the unknown inputs and to estimate the states, on
the basis of the derivative of the output. A robust sensor fault isolation sheme [12℄ based on the
TS fuzzy UIO is presented in order to detet and isolate faults.
Chapter 4 onsiders the disrete TS fuzzy model with stohasti disturbanes in order to design
a residual generator. The objetive of this sheme is to minimize the expeted value of the steady
state estimation error with the use of LMI tehniques.
Chapter 5 presents a robust fault detetion observer for TS fuzzy models. The objetive of this
observer is to nd a trade-o between maximizing the eet of faults and minimizing the eet
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of disturbanes known as robust fault detetion (RFD). For the RFD with TS fuzzy model two
iterative LMI shemes for linear systems, taken from [79℄ and [81℄ are used.
Chapter 6 uses theory of FDI for linear systems with polytopi unertainty from [17, 66℄ to design
a fault detetion lter, whih is robust to disturbanes and is sensible to faults and a threshold is
designed to evaluate the generated residual.
This approah onsists of three steps. First is the alulation of a referene model, follow the
design of the FDF using the referene model to build an extended system. Finally, the obtained
gain matrix from the previous step is used to alulate a threshold.
Chapter 7 onludes the results obtained from this thesis and the idea of future work is outlined.
Appendix A gives the formulas for signal norm omputation, Shur omplement, the relax sta-
bility ondition for TS fuzzy models and the onept of LMI and onvex optimization tehniques
(COT), whih onstitute the prinipal tools in the solution of the proposed optimization problems
for both multiple-model approahes.
Appendix B shows the numerial values for the variables used in the appliation examples.
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Chapter 2
TS fuzzy model and FDI Conepts
In this hapter, basi onepts regarding to Takagi-Sugeno (TS) fuzzy models and fault detetion
and isolation (FDI) are reviewed. It inludes the desription of a TS fuzzy model, the stability anal-
ysis of a TS fuzzy observer, the denition of linear matrix inequalities (LMI), onvex optimization
tehniques (COT) and denitions on the eld of fault detetion and isolation.
2.1 Takagi-Sugeno fuzzy model
A Takagi-Sugeno (TS) fuzzy model is a fuzzy rule-based model approah suitable to approximate
a large lass of nonlinear dynami systems [73℄. Fig. 2.1 illustrates the model-based TS fuzzy
observer used in this thesis.
Paralleldistributed
compensation (PDC)
Physical model
TS fuzzy observer
Fuzzy model
(Takagi-Sugeno fuzzy model)
Identification using
input-output data
Nonlinear system
Fig. 2.1: Model-based TS fuzzy observer design
To design a TS fuzzy observer, a TS fuzzy model whih approximates the nonlinear system is
needed. Therefore the onstrution of a TS fuzzy model represents an important and basi proe-
dure in this approah.
In general, there are two approahes for the onstrution of TS fuzzy models:
1. Identiation (fuzzy modeling) using input-output data
2. Derivation from given nonlinear equations.
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The identiation approah is mainly onstituted by two parts: struture identiation and pa-
rameter identiation [39, 72℄. This approah is suitable for plants that are very omplex or too
diult to be represented by analytial and/or physial models.
On the other hand, nonlinear dynami models an be obtained by, e.g. the Lagrange method and
the Euler-Newton method. In suh ases, the seond approah, whih derives a TS fuzzy model
from given nonlinear dynami models is more appropriate [77℄.
In this thesis, the seond approah is onsidered in order to generate a TS fuzzy model, whih
approximates the behavior of the nonlinear system. In the TS fuzzy model, loal dynamis in
dierent state spae regions are represented by loal linear systems [55, 57℄.
Unlike onventional modeling whih uses a single model to desribe the global behavior of a
nonlinear system, fuzzy modelling is essentially a multiple-model approah, in whih simple sub-
models (linear models) are ombined to approximate the global behavior of the nonlinear system.
The TS fuzzy model proposed by Takagi and Sugeno in [73℄ is desribed by fuzzy IF-THEN rules,
where loal linear models are used to represent the dynami behavior in dierent state spae
regions [77℄, i.e. the nonlinear trajetories are linearized over dierent state spae regions.
A fuzzy IF-THEN rule represents a loal relation input-output of the nonlinear system in a state
spae region. The set of linear models are used to alulate the overall model of the system by
blending these linear models through fuzzy membership funtions.
The TS fuzzy model makes possible the use of FDI theory for linear systems to obtain a TS fuzzy
residual generator. Beause of its better approximation of the behavior of a nonlinear system, the
TS fuzzy model an be seen as a good alternative for an eient residual generation.
The design of TS fuzzy models based on given nonlinear equations onsiders a lass of nonlinear
systems desribed by
푥˙(푡) = 푓(푥(푡)) + 푔(푥(푡))푢(푡) (2.1a)
푦(푡) = ℎ(푥(푡)) (2.1b)
where 푥(푡) ∈ ℝ푛 is the state vetor, 푢(푡) ∈ ℝ푘푢 is the input vetor and 푦(푡) ∈ ℝ푚 is the output
vetor and 푓(푥(푡)), 푔(푥(푡)) and ℎ(푥(푡)) are funtions of 푥(푡).
For eah state spae region there is a fuzzy IF-THEN rule desribing the dynamis of the system
in that region as follows
Model rule i
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN
{
푥˙(푡) = 퐴푖푥(푡) +퐵푖푢(푡)
푦(푡) = 퐶푖푥(푡) +퐷푖푢(푡)
(2.2)
where 푖 = 1, . . . , 푟 and 푟 is the number of fuzzy IF-THEN rules,푀푖푗 are fuzzy sets, 푧1(푡), . . . 푧푝(푡)
are premise variables, 푥(푡) ∈ ℝ푛 is the state vetor, 푢(푡) ∈ ℝ푘푢 and 푦(푡) ∈ ℝ푚 are the input and
output vetors respetively. Matries 퐴푖,퐵푖, 퐶푖 and퐷푖 are known system matries with appropriate
dimension.
The premise variables an be funtions of the measured state variables, inputs of the system and
possibly on some varying parameter (whih does not depend on the states).
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The truth value of the proposition 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝 in the anteedent part
is alulated by
푀푖1(푧1(푡)) ∧ . . . ∧ 푀푖푝(푧푝(푡))
where the symbol ∧ stands for a t-norm (usually min-operator or produt), and 푧푝(푡) is 푀푖푝 is
the grade of membership of 푧푝(푡) in푀푖푝. All fuzzy sets are assoiated with a membership funtion.
The hoie of premise variables leads to dierent lasses of models [1℄. The following example of
a nonlinear system is onsidered in order to explain this point
푥˙1(푡) = 푥1(푡)푥
2
2(푡) (2.3a)
푥˙2(푡) = 푥1(푡)− 푥2(푡) (2.3b)
The nonlinear system in eq. (2.3) an be represented in the following two forms
푥˙(푡) =
[
0 푥1(푡)푥2(푡)
1 −1
]
푥(푡) or 푥˙(푡) =
[
푥22(푡) 0
1 −1
]
푥(푡) (2.4)
As an be seen in eq. (2.4), the premise variable an be dened as 푧(푡) = 푥1(푡)푥2(푡) and also an
be dened as 푧(푡) = 푥22(푡), therefore, there are two possible models. The linearized models are
valid on a state spae region and are alulated using the maximum and minimum value of these
premise variables.
A membership funtion takes values between 0 and 1 , i.e. 푀푖푝(푧푝(푡)) ∈ [0, 1]. The value 0 means
that 푧푝(푡) is not a member of the fuzzy set and the value 1 means that 푧푝(푡) is fully a member of
the fuzzy set [73, 83℄.
The entire fuzzy model of the plant in eq. (2.2) is obtained with a fuzzy blending of all rule
onsequents, where eah onsequent part ontains a loally valid linear model. For a given pair
(푥(푡), 푢(푡)), the nal outputs of the TS fuzzy model are inferred as follows:
푥˙(푡) =
푟∑
푖=1
푤푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡)
]
푟∑
푖=1
푤푖(푧(푡))
(2.5a)
푦(푡) =
푟∑
푖=1
푤푖(푧(푡))
[
퐶푖푥(푡) +퐷푖푢(푡)
]
푟∑
푖=1
푤푖(푧(푡))
(2.5b)
where
푧(푡) = [푧1(푡) 푧2(푡) . . . 푧푝(푡)]
푤푖(푧(푡)) =
푝∏
푗=1
푀푖푗(푧푗(푡))
ℎ푖(푧(푡)) =
푤푖(푧(푡))
푟∑
푖=1
푤푖(푧(푡))
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for all 푡. The term 푀푖푗(푧푗(푡)) is the grade of membership of 푧푗(푡) in 푀푖푗 . Sine⎧⎨
⎩
푟∑
푖=1
푤푖(푧(푡)) > 0
푤푖(푧(푡)) ≥ 0
for 푖 = 1, 2, ..., 푟, ∀푡. (2.6)
the weighting funtions ℎ푖(푧(푡)) satisfy the following onstraints
⎧⎨
⎩
푟∑
푖=1
ℎ푖(푧(푡)) = 1
ℎ푖(푧(푡)) ≥ 0
for 푖 = 1, 2, ..., 푟, ∀푡. (2.7)
Based on these onstraints, one an also write eq. (2.8) instead of eq. (2.5)
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡)
]
(2.8a)
푦(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥(푡) +퐷푖푢(푡)
]
(2.8b)
The overall struture of a TS fuzzy model an be seen in g. 2.2.
u(t) y(t)
x(t)
A1
A2
Ar
h (z(t)1
h (z(t)2
h (z(t)r
C1
C2
Cr
h (z(t)1
h (z(t)2
h (z(t)r
B1
B2
Br
h (z(t)1
h (z(t)2
h (z(t)r
h (z(t)rDr
h (z(t)1
h (z(t)2
D1
D2
x(t)
S
S
S
S
+
+
+
+
Fig. 2.2: Overall struture of a TS fuzzy model
2.2 Takagi-Sugeno fuzzy observer
For a nonlinear dynami system approximated by a TS fuzzy model, a TS fuzzy observer an be
designed in order to estimate the system state vetor [6, 24, 47, 74, 76℄.
In the design of a TS fuzzy observer, it is assumed that the TS fuzzy model is loally observable,
i.e. all pairs (퐴푖, 퐶푖) are observable.
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Using the same idea as in the TS fuzzy model, a TS fuzzy observer utilizes a number of loal
linear time-invariant (LTI) observers. Eah loal observer is assoiated with eah fuzzy IF-THEN
rule given below:
Observer rule i
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN
{
˙ˆ푥(푡) = 퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖(푦(푡)− 푦ˆ(푡))
푦ˆ(푡) = 퐶푖푥ˆ(푡) +퐷푖푢(푡)
(2.9)
The onept of parallel distributed ompensation (PDC) is used for the design of TS fuzzy ob-
servers [75, 82℄. The idea is to design an observer for eah rule of the fuzzy model. The onept of
PDC is illustrated in g. 2.3.
TS fuzzy models share the same fuzzy sets with the TS fuzzy observer, i.e. both use the same
membership funtions 푀푖푗 and the same weighting funtions ℎ푖(푧(푡)).
Rule1 Rule 1
TS fuzzy model TS fuzzy observer
Rule 2 Rule 2
Rule r Rule r
Linear observer design technique
Fig. 2.3: PDC design
The overall state estimation is inferred as a weighted sum of individual loal observers:
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖(푦(푡)− 푦ˆ(푡))
]
푦ˆ(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥ˆ(푡) +퐷푖푢(푡)
]
(2.10)
where 퐿푖 is the observer gain matrix for eah observer in the orresponding fuzzy IF-THEN rule.
Remark 2.1 In the subsequent part of this thesis, the notation S > 0 means that S is a positive
denite matrix, S > T means that S−T > 0 andW = 0 means that W is a zero matrix, i.e. its
elements are all zero.
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The following notation an also be used:
r∑
i<j
,
r∑
i ∕=j
, whih means
3∑
푖<푗
푎푖푗 ⇐⇒ 푎12 + 푎13 + 푎23
3∑
푖 ∕=푗
푎푖푗 ⇐⇒ 푎12 + 푎13 + 푎21 + 푎23 + 푎31 + 푎32
2.2.1 Stability analysis for TS fuzzy observers
For the stability analysis, TS fuzzy observers are required to satisfy the following requirement:
lim
푡→∞
(푥(푡)− 푥ˆ(푡)) = 0 (2.11)
where 푥ˆ(푡) denotes the state vetor estimated by a TS fuzzy observer. The ondition in eq. (2.11)
guarantees that the state estimation error 푒(푡) between the state vetor 푥(푡) and the estimated
state vetor 푥ˆ(푡) (estimated by the TS fuzzy observer) onverges to zero as time approahes its
steady state.
In order to analyze the onvergene of the TS fuzzy observer, the state estimation error is dened
as 푒(푡) = 푥(푡)− 푥ˆ(푡) and its dynamis is given by
푒˙(푡) = 푥˙(푡)− ˙ˆ푥(푡) (2.12)
By straight substitution, the dynamis of the state estimation error is given as
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[[
퐴푖푥(푡) +퐵푖푢(푡)
]− [퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖(푦(푡)− 푦ˆ(푡))]]
=
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡)− 퐴푖푥ˆ(푡)− 퐿푖
(
푦(푡)− 푦ˆ(푡))]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푡))ℎ푗(푧(푡))
[
퐴푖
(
푥(푡)− 푥ˆ(푡))− 퐿푖퐶푗(푥(푡)− 푥ˆ(푡))]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푡))ℎ푗(푧(푡))
[
퐴푖 − 퐿푖퐶푗
]
푒(푡)
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푡))ℎ푗(푧(푡))퐴푖푗푒(푡) (2.13)
where
퐴푖푗 = 퐴푖 − 퐿푖퐶푗
Note that eq. (2.13) an also be written as follows
푒˙(푡) =
푟∑
푖=1
ℎ2푖 (푧(푡))퐴푖푖푒(푡) + 2
푟∑
푖=1
∑
푖<푗
ℎ푖(푧(푡))ℎ푗(푧(푡))
(
퐴푖푗 + 퐴푗푖
2
)
푒(푡) (2.14)
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The stability of the dynami eq. (2.14) an be proved by the Theorem 2.1.
Theorem 2.1 [6, 74, 77℄: The equilibrium of the system desribed by eq. (2.14) is asymptotially
stable if there exists a ommon positive denite matrix P for 푖 = 1, ..., 푟 suh that
퐴푇푖푖푃 + 푃퐴푖푖 < 0 (2.15)(
퐴푖푗 + 퐴푗푖
2
)푇
푃 + 푃
(
퐴푖푗 + 퐴푗푖
2
)
≤ 0 푖 < 푗 (2.16)
Proof: Consider a andidate of Lyapunov funtion 푉 (푒(푡)) = 푒푇 (푡)푃푒(푡), where 푃 > 0. Then,
푉˙ (푒(푡)) = 푒˙푇 (푡)푃푒(푡) + 푒푇 (푡)푃 푒˙(푡)
= 푒푇 (푡)
(
푟∑
푖=1
ℎ2푖 (푧(푡))퐴푖푖 + 2
푟∑
푖=1
∑
푖<푗
ℎ푖(푧(푡))ℎ푗(푧(푡))
(
퐴푖푗 + 퐴푗푖
2
))푇
푃푒(푡)
+푒푇 (푡)푃
(
푟∑
푖=1
ℎ2푖 (푧(푡))퐴푖푖 + 2
푟∑
푖=1
∑
푖<푗
ℎ푖(푧(푡))ℎ푗(푧(푡))
(
퐴푖푗 + 퐴푗푖
2
))
푒(푡)
=
푟∑
푖=1
ℎ2푖 (푧(푡))푒
푇 (푡)
[
퐴푇푖푖푃 + 푃퐴푖푖
]
푒(푡)
+2
푟∑
푖=1
∑
푖<푗
ℎ푖(푧(푡))ℎ푗(푧(푡))푒
푇 (푡)
[(
퐴푖푗 + 퐴푗푖
2
)푇
푃 + 푃
(
퐴푖푗 + 퐴푗푖
2
)]
푒(푡)
푄.퐸.퐷.
The fuzzy observer design problem is to determine matries 퐿푖 (푖 = 1, . . . , 푟) whih satisfy the
onditions of Theorem 2.1 with a ommon positive denite matrix 푃 .
With the same strategy as in [8℄, it is possible to transform the onditions given by eq. (2.15)-(2.16)
in LMIs and obtain diretly the gain matries 퐿푖 for the TS fuzzy observer.
For this purpose, let us substitute 퐴푖푖 in eq. (2.15) and 퐴푖푗 and 퐴푗푖 in eq. (2.16), whih results in
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 퐿푇푖 푃 − 푃퐿푖퐶푖 < 0
퐴푇푖 푃 + 푃퐴푖 + 퐴
푇
푗 푃 + 푃퐴푗 − 퐶푇푗 퐿푇푖 푃 − 푃퐿푖퐶푗 − 퐶푇푖 퐿푇푗 푃 − 푃퐿푗퐶푖 ≤ 0 푖 < 푗
Dening 푁푖 = 푃퐿푖 and 푁푗 = 푃퐿푗 for 푃 > 0, after substituting 푁푖 and 푁푗 in the above matrix
inequalities, it results in
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 푁푇푖 −푁푖퐶푖 < 0
퐴푇푖 푃 + 푃퐴푖 + 퐴
푇
푗 푃 + 푃퐴푗 − 퐶푇푗 푁푇푖 −푁푖퐶푗 − 퐶푇푖 푁푇푗 −푁푗퐶푖 ≤ 0 푖 < 푗
These LMI onditions, allow us to dene a TS fuzzy observer design problem as
Problem 2.1 TS fuzzy observer design: Find 푃 > 0 and 푁푖 (푖 = 1, . . . , 푟) satisfying
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 푁푇푖 −푁푖퐶푖 < 0 (2.17a)
퐴푇푖 푃 + 푃퐴푖 + 퐴
푇
푗 푃 + 푃퐴푗 − 퐶푇푗 푁푇푖 −푁푖퐶푗 − 퐶푇푖 푁푇푗 −푁푗퐶푖 ≤ 0 푖 < 푗 (2.17b)
13
2.3 Fault Detetion and Isolation (FDI)
The above onditions are LMIs with respet to variables 푃 and 푁푖. A positive denite matrix 푃
and matries 푁푖 satisfying these LMIs an be found. In ontrast, if this is not possible, then the
feasibility problem is rendered as infeasible.
This feasibility problem an be solved eiently using mathematial tools, e.g. MATLAB. The
observer gain matries 퐿푖 an be obtained as
퐿푖 = 푃
−1푁푖
In this sense, the stability analysis of TS fuzzy observers is redued to a problem of nding a
ommon matrix 푃 .
Remark 2.2 If the number of rules 푟 is large, it might be diult to nd a ommon matrix P
satisfying the onditions of theorem 2.1. In suh ases relaxed stability onditions for the theorem
2.1, found in Appendix A.3, an be applied.
2.3 Fault Detetion and Isolation (FDI)
The objetive of fault detetion and isolation is to detet faults appearing in the system as early
as possible, so that the failure of the whole system an be avoided.
The most important onepts in the eld of FDI are fault and disturbane. Both represent
a deviation of the proess state from the required operating ondition, but they are basially
dierent.
Fault is dened as an unpermitted deviation of a least one harateristi property or parameter of
the system from the standard ondition [42℄, whih results in an undesired behavior of the nominal
system.
A fault an aet the system in an unfavorable (e.g. by redued eieny due to inreasing
frition losses) or in a dangerous (e.g. by danger of explosion in hemial reators due to inreasing
temperature) way.
The detetable eet of the fault an manifest itself by onstant o-sets, exeeding a range of
values, modifying saling fators or modifying dynami behavior.
Disturbane is a tolerable (maybe inevitable) disrepany from the ideal operating state, and
an not have as a onsequene an undesired behavior of the nominal system.
A disturbane represents therefore no potential danger, but desribes the ompletely normal
deviation of the real proess from the ideal ase. Disturbanes are, e.g. inevitable frition and
absorption losses, measuring and disretization noise.
The use of proess models for fault detetion in real systems inorporates another soure of
disturbane signal: the modeling noise due to the inevitable disrepany between the proess
and the model.
However, it is desired not to detet these eets but to redue them. Only if a disturbane hanges
into a fault (e.g. if the frition losses exeed a ertain limit value normal frition), then the
detetion should take plae.
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As desribed in [27, 28℄, faults an be divided in: atuator, omponent and sensor faults. This
lassiation is needed in order to be able to dierentiate the arising faults aording to the plae
of its ourrene, as depited in g. 2.4.
Sensors
Process
actuator
faults
component
faults
sensor
faults
Input
u(t)
Output
y(t)
unknowninputs
(parameter variations, disturbances, noise)
Process
components
Actuators
Fig. 2.4: Denition of faults in the plant of the proess
An atuator fault is a fault that appears in an atuator of the proess, e.g. defet in gears and
aging eets. The faults that appear in the sensors are identied as sensor fault, e.g. saling
errors and ontat failures.
Component faults produe ritial parameter hanges in the proess itself, e.g. leakages and
loose parts.
Atuator, omponent and sensor faults are additive faults beause are unknown extra inputs ating
on the system [35℄ while there exist also multipliative faults whih imply hanges of some plant
parameters.
In order to know if a fault is aeting the system, a ompared signal between measured and
estimated one known as residual signal is required.
Residuals are designed to be equal or to onverge to zero in the fault-free ase and diverge sig-
niantly from zero when fault ours in the system. Therefore, the residual signals represent the
eet of faults in the system.
Most model-based FDI approahes inorporate two sequential steps in order to ahieve FDI. They
are residual generation and residual evaluation [46, 58℄.
1. Residual generation: In this stage, the data taken (measured) from the atual proess, whih
reets the faults, are ompared with the orresponding referene values of the fault-free (nominal)
ase.
The residual generation proess an be interpreted as the evaluation of redundany.
푟(푡) = 푦(푡)− 푦ˆ(푡) (2.18)
In order to detet and isolate faults, system redundany is neessary. Redundany is the relation
among the measured variables. The system redundany in FDI an be divided in two lasses, i.e.
physial and analytial redundany :
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∙ Physial redundany : The proess variables are measured by multiple (redundant) sensors.
This approah is eetive only for the detetion of sensor failures, beause any malfuntion
in the atuators or in the proess itself will aet all the sensors simultaneously.
∙ Analytial redundany are the proedures of using model information to generate additional
signals, whih are ompared with the original measured signals. Analytial redundany an
be used to avoid the repetition of hardware in the alternative approah known as physial
redundany [58℄.
Observer-based fault diagnosis is an example of analytial redundany based-approah.
2. Residual evaluation: In this stage, the proessing of the residual signal by threshold seletion
is performed. This threshold is utilized together with a residual evaluation funtion and it allows
to establish a limit. This limit is the maximal value of the evaluated residual for the free-fault
ase.
The design of the threshold plays a very important role in the residual evaluation and it must be
robust against disturbanes aeting the system.
In the FDI approahes, signal norms (Appendix A.1) are used to evaluate the residual signal
[21, 63℄. In the signal norms, the size (in the sense of a norm) of the residual signal is alulated
on-line and then ompared with a given threshold.
The deision logi for the threshold is as follows:
∥푟(푡)∥ ≤ threshold⇒ no alarm, (fault-free)
∥푟(푡)∥ > threshold⇒ alarm, (a fault is deteted) (2.19)
where ∥ ⋅ ∥ stands for the norm of the residual signal.
Model-based FDI approahes are based on a mathematial model and as explained before, a preise
and aurate model of a real system is not always possible to obtain.
This is due to dierent auses, e.g. disturbanes, dierent noise eets and unertain or time-
varying system parameters.
FDI approahes that an be able to handle these kind of disturbanes, are referred as robust FDI
approahes.
The robustness problem in FDI is dened as the maximization of the detetability and isolability
of faults together with the minimization of the eet of unertainty and disturbane on the FDI
proedure.
The optimization problems an be ahieved using sensitivity theory, as long as due are has been
paid to the robustness of the global system operation.
FDI using analytial redundany (model-based) methods is urrently a subjet of extensive re-
searh [59℄. The model-based FDI proess is depited in g. 2.5.
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Fig. 2.5: Model-based FDI proess
False alarms are another important onept in the FDI eld. It is dened as a misinterpretation of
the system, where a hange in some variable is onsidered as a fault. False alarms an be ativated
by a large model unertainty, by high detetion sensitivity, partiularly within the dynami range,
or by disturbanes.
The sensitivity to faults and avoidane of false alarms due to disturbanes leads to the optimization
problem in the design of fault diagnosis systems. Sine a robust FDI sheme is desired, the prinipal
objetive is to inrease the robustness to unknown inputs and simultaneously to enhane the
sensitivity to faults [19℄.
The next step is to evaluate the generated residual and to ompare it with a threshold. The
seletion of the threshold plays an important role in FDI.
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Chapter 3
Unknown input observer for TS fuzzy
models
An unknown input observer (UIO) is a robust observer whih an tolerate a degree of model
unertainty and hene inrease the reliability of fault diagnosis [2, 12, 13, 69℄. In this approah, the
model-reality mismath is represented by the so-alled unknown input and hene the state estimate
and, onsequently, the output estimate are obtained by taking into aount model unertainty.
Unfortunately, the existing nonlinear extensions of the UIO as in [13, 60℄ require a relatively
omplex design proedure, even for simple laboratory systems [88℄. Moreover, they are usually
limited to a very restrited lass of nonlinear systems.
On the other hand, it is well known that UIO-based solution works well for linear systems only
when there is no large mismath between the linearized model around the urrent state estimate
and the nonlinear behavior of the system.
The use of a linear UIO allows the robust estimation of the states even if the system has unknown
inputs (disturbanes). The design of UIO for linear systems is well established but only works
around the operating point were the nonlinear system was linearized.
TS fuzzy models onsider a state spae region and not only an operating point and they allow the
use of linear theories, therefore they are used to make an extension of the UIO approah developed
in [17℄ for its use with TS fuzzy models.
3.1 UIO approah for linear systems
One of the most important tasks in model-based fault diagnosis tehniques is the generation of
robust residuals. Disturbane deoupling approahes are a good option to generate these robust
residuals. In these approahes, unertain fators in system modeling are onsidered to aet the
linear system via an unknown input (or disturbane) [12℄. Despite the fat that the unknown input
vetor is unknown, its distribution matrix is assumed known.
Considering the information given by the distribution matrix, the unknown input (disturbane)
an be deoupled from the residual. The deoupling of the unknown inputs an be ahieved using
unknown input observers (UIO). It also deouples state estimation error from disturbanes.
For the design of UIOs a lass of linear systems is onsidered. The system unertainty an be
summarized as an additive unknown disturbane term in the dynami equation
푥˙(푡) = 퐴푥(푡) +퐵푢(푡) + 퐸푑푑(푡) (3.1a)
푦(푡) = 퐶푥(푡) (3.1b)
where 푥(푡) ∈ ℝ푛 is the state vetor, 푢(푡) ∈ ℝ푘푢 is the known input vetor, 푑(푡) ∈ ℝ푘푑 is the
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unknown input (or disturbane) vetor and 푦(푡) ∈ ℝ푚 is the measurement or output vetor. 퐴,
퐵, 퐸푑 and 퐶 are known system matries with appropriate dimensions.
Remark:
There is no loss of generality in assuming that the unknown input distribution matrix 퐸푑 should
be full olumn rank. When this is not the ase, the following rank deomposition an be applied
to the matrix 퐸푑
퐸푑푑(푡) = 퐸푑1퐸푑2푑(푡) (3.2)
where 퐸푑1 is a full olumn rank matrix and 퐸푑2푑(푡) an now be onsidered as a new unknown
input vetor (for a proof refer to [12℄, page 301).
Denition 3.1 (Unknown Input Observer (UIO) [12℄) An observer designed for the system
desribed by eq. (3.1) is onsidered as an unknown input observer, if its state estimation error
vetor 푒(푡) approahes to zero asymptotially, despite of the presene of the unknown input (dis-
turbane) in the system.
One an also interpret the UIO as a Luenberger type observer that delivers a state estimation 푥ˆ(푡)
independent of the unknown input (disturbane) 푑(푡) in the sense that :
lim
푡→∞
(
푥(푡)− 푥ˆ(푡)) = 0 for all 푢(푡), 푑(푡), 푥0 (3.3)
With the use of the state estimate 푥ˆ(푡), it is possible to onstrut a residual signal as follows:
푟(푡) = 푦(푡)− 퐶푥ˆ(푡) (3.4)
3.1.1 UIO design
For the design of the UIO [15, 17℄, the derivative of the output signal 푦(푡) is given by
푦˙(푡) = 퐶푥˙(푡)
푦˙(푡) = 퐶
(
퐴푥(푡) +퐵푢(푡) + 퐸푑푑(푡)
)
(3.5)
From eq. (3.5), the term 퐶퐸푑푑(푡) is taken to the left
퐶퐸푑푑(푡) = 푦˙(푡)− 퐶퐴푥(푡)− 퐶퐵푢(푡) (3.6)
Assume that
푟푎푛푘(퐶퐸푑) = 푟푎푛푘(퐸푑) = 푘푑 (3.7)
and that 퐶퐸푑 is left invertible, i.e. there exists a Moore-Penrose pseudoinverse matrix [68℄ (퐶퐸푑)
+
of the produt 퐶퐸푑
(퐶퐸푑)
+ =
[
(퐶퐸푑)
푇퐶퐸푑
]−1
(퐶퐸푑)
푇 , (퐶퐸푑)
+ ∈ ℝ푘푑×푚 (3.8)
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Multiplying both sides of eq. (3.6) by the Moore-Penrose pseudoinverse matrix results in
(퐶퐸푑)
+퐶퐸푑푑(푡) = (퐶퐸푑)
+
[
푦˙(푡)− 퐶퐴푥(푡)− 퐶퐵푢(푡)]
푑(푡) = (퐶퐸푑)
+
[
푦˙(푡)− 퐶퐴푥(푡)− 퐶퐵푢(푡)] (3.9)
the unknown input (disturbane) vetor is obtained from the eq. (3.9). Therefore, using the output
vetor derivative 푦˙(푡), the estimation of the state vetor 푥ˆ(푡) and the input vetor 푢(푡), the unknown
input vetor 푑ˆ(푡) an be onstruted by
푑ˆ(푡) = (퐶퐸푑)
+
(
푦˙(푡)− 퐶퐴푥ˆ(푡)− 퐶퐵푢(푡)) (3.10)
Considering the estimate of the unknown input vetor 푑ˆ(푡), it is possible to onstrut a full order
state observer, on the assumption that 푦˙(푡) is available. The observer is given as follows:
˙ˆ푥(푡) = 퐴푥ˆ(푡) +퐵푢(푡) + 퐸푑푑ˆ(푡) + 퐿 (푦(푡)− 퐶푥ˆ(푡)) (3.11)
substituting 푑ˆ(푡) from eq. (3.10) in eq. (3.11) results in
˙ˆ푥(푡) = 퐴푥ˆ(푡) +퐵푢(푡) + 퐸푑(퐶퐸푑)
+
(
푦˙(푡)− 퐶퐴푥ˆ(푡)− 퐶퐵푢(푡))+ 퐿 (푦(푡)− 퐶푥ˆ(푡))
˙ˆ푥(푡) = (퐴− 퐿퐶 −퐻푐푒퐶퐴)푥ˆ(푡) + (퐵 −퐻푐푒퐶퐵)푢(푡) +퐻푐푒푦˙(푡) + 퐿푦(푡) (3.12)
where
퐻푐푒 = 퐸푑(퐶퐸푑)
+
(3.13)
The state estimation error 푒(푡) = 푥(푡)− 푥ˆ(푡) is governed by the equation:
푒˙(푡) = 푥˙(푡)− ˙ˆ푥(푡)
푒˙(푡) = 퐴푥(푡) +퐵푢(푡) + 퐸푑푑(푡)− 퐴푥ˆ(푡)−퐵푢(푡)− 퐸푑푑ˆ(푡)− 퐿 (푦(푡)− 푦ˆ(푡))
푒˙(푡) = (퐴− 퐿퐶)푒(푡) + 퐸푑
(
푑(푡)− 푑ˆ(푡)
)
푒˙(푡) = (퐴− 퐿퐶 −퐻푐푒퐶퐴) 푒(푡) (3.14)
In ase that there exists an observer gain matrix 퐿, suh that matrix (퐴− 퐿퐶 −퐻푐푒퐶퐴) is
stabilizable, then the observer in eq. (3.12) fullls eq. (3.3).
The observer in eq. (3.12) requires the knowledge of 푦˙(푡), this fat may ause some problems in
on-line implementation. To get over this diulty, it is neessary to implement a modiation.
Therefore a new state vetor 휓(푡) is introdued
휓(푡) = 푥ˆ(푡)−퐻푐푒푦(푡) (3.15)
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then, it turns out that the derivative of eq. (3.15) is
휓˙(푡) = ˙ˆ푥(푡)−퐻푐푒푦˙(푡)
휓˙(푡) = ˙ˆ푥(푡)−퐻푐푒퐶푥˙(푡)
휓˙(푡) = (퐴− 퐿퐶 −퐻푐푒퐶퐴) 푥ˆ(푡) + (퐵 −퐻푐푒퐶퐵)푢(푡) + 퐿푦(푡)
휓˙(푡) = (푇퐴− 퐿퐶)휓(푡) + 푇퐵푢(푡) + ((푇퐴− 퐿퐶)퐻푐푒 + 퐿)푦(푡) (3.16)
푥ˆ(푡) = 휓(푡) +퐻푐푒푦(푡) (3.17)
where
푇 = 퐼푛×푛 −퐻푐푒퐶 (3.18)
It is lear that for all 푑(푡), 푢(푡) and 푥표
lim
푡→∞
(푇푥(푡)− 휓(푡)) = 0, lim
푡→∞
(푥(푡)− 푥ˆ(푡)) = 0 (3.19)
Setting 퐺 = 푇퐴− 퐿퐶 and 퐻 = 푇퐵 allows to express the eq. (3.16) as
휓˙(푡) = 퐺휓(푡) +퐻푢(푡) + (퐺퐻푐푒 + 퐿) 푦(푡) (3.20)
The system omposed by eq. (3.17) and eq. (3.20) is an unknown input observer of the Luenberger
type, and by substituting 푥ˆ(푡) from eq. (3.17) in eq. (3.4) gives
푟(푡) = 푦(푡)− 퐶푥ˆ(푡)
푟(푡) = 푦(푡)− 퐶(휓(푡) +퐻푐푒푦(푡))
푟(푡) = (퐼푚×푚 − 퐶퐻푐푒)푦(푡)− 퐶휓(푡) (3.21)
a residual vetor 푟(푡) free of unknown inputs 푑(푡) is obtained. It an be notied that the essene of
the UIO approah is the reonstrution of the unknown input 푑(푡), whih requires the ondition
given in eq. (3.7).
The stability of observer in eq. (3.12) or equivalently in eq. (3.16) is ensured, if the pair (퐶, 푇퐴)
is observable or at least detetable. In summary, the following theorem is obtained:
Theorem 3.1 [17℄: Given the system model in eq. (3.1) and suppose
Condition I. 푟푎푛푘(퐶퐸푑) = 푟푎푛푘(퐸푑) = 푘푑
Condition II. the pair (퐶, 푇퐴) is detetable, where
푇 = 퐼푛×푛 −퐻푐푒퐶
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then there exists an UIO in the sense of eq. (3.3).
Remark 3.1 It an be demonstrated that ondition I and II are also neessary onditions for the
existene of an UIO. It is interesting to notie that matrix 푇 is singular. This an be readily seen
by observing the fat
푇퐸푑 = 퐸푑 − 퐸푑퐻푐푒퐶퐸푑 = 0
Based on the linear approah for unknown input observers (UIO), it is introdued the extension
of the UIO for its use with TS fuzzy models.
3.2 TS fuzzy UIO
The objetive of the proposed UIO for TS fuzzy systems is the same as the one for UIOs in linear
systems, i.e. it delivers a state estimate 푥ˆ(푡) independent of the unknown input 푑(푡).
lim
푡→∞
(푥(푡)− 푥ˆ(푡)) = 0 for all 푢(푡), 푑(푡), 푥0 (3.22)
In order to onstrut an UIO for TS fuzzy systems (TS fuzzy UIO) a lass of nonlinear systems
is onsidered. The unknown inputs (disturbane) an be summarized as an additive term in the
dynami equation desribed by
푥˙(푡) = 푓(푥(푡)) + 푔(푥(푡))푢(푡) + 퐸푑푑(푡) (3.23a)
푦(푡) = 퐶푥(푡) (3.23b)
where the distribution matrix for unknown inputs 퐸푑 and the output matrix 퐶 do not depend on
the state vetor 푥(푡), in other words, they are linear (onstant) matries. A TS fuzzy model that
approximates the behavior of the nonlinear system given by eq. (3.23) is obtained as
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)
]
(3.24a)
푦(푡) = 퐶푥(푡) (3.24b)
where 푥(푡) ∈ ℝ푛 is the state vetor, 푢(푡) ∈ ℝ푘푢 is the known input vetor, 푑(푡) ∈ ℝ푘푑 is the
unknown input (disturbane) vetor and 푦(푡) ∈ ℝ푚 is the measurement or output vetor. 퐴푖, 퐵푖,
퐸푑 and 퐶 are known system matries with appropriate dimensions.
To this TS fuzzy model orresponds the following fuzzy IF-THEN rules
Model rule i
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN
{
푥˙(푡) = 퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)
푦(푡) = 퐶푥(푡)
(3.25)
With the use of the state estimate 푥ˆ(푡), it is possible to onstrut a residual signal as follows:
푟(푡) = 푦(푡)− 퐶푥ˆ(푡) (3.26)
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3.2.1 Design of the TS fuzzy UIO
For the design of the TS fuzzy UIO, the derivative of the output signal 푦(푡) is given by
푦˙(푡) = 퐶푥˙(푡)
푦˙(푡) = 퐶
(
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)
])
(3.27)
From eq. (3.27), the term 퐶퐸푑푑(푡) is taken to the left
퐶퐸푑푑(푡) = 푦˙(푡)−
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶퐴푖푥(푡) + 퐶퐵푖푢(푡)
]
(3.28)
Assume that
푟푎푛푘(퐶퐸푑) = 푟푎푛푘(퐸푑) = 푘푑 (3.29)
and that 퐶퐸푑 is left invertible, i.e. there exists a Moore-Penrose pseudoinverse matrix (퐶퐸푑)
+
of
the produt 퐶퐸푑
(퐶퐸푑)
+ =
[
(퐶퐸푑)
푇퐶퐸푑
]−1
(퐶퐸푑)
푇 , (퐶퐸푑)
+ ∈ ℝ푘푑×푚 (3.30)
Multiplying both sides of eq. (3.28) by the Moore-Penrose pseudoinverse matrix results in
(퐶퐸푑)
+퐶퐸푑푑(푡) = (퐶퐸푑)
+
(
푦˙(푡)−
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶퐴푖푥(푡) + 퐶퐵푖푢(푡)
])
푑(푡) = (퐶퐸푑)
+
(
푦˙(푡)−
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶퐴푖푥(푡) + 퐶퐵푖푢(푡)
])
(3.31)
the unknown input (disturbane) vetor is obtained from the eq. (3.31). Therefore, using the
output vetor derivative 푦˙(푡), the estimation of the state vetor 푥ˆ(푡) and the input vetor 푢(푡),
the unknown input vetor 푑ˆ(푡) an be onstruted as
푑ˆ(푡) = (퐶퐸푑)
+
(
푦˙(푡)−
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶퐴푖푥ˆ(푡) + 퐶퐵푖푢(푡)
])
(3.32)
Considering the estimate of the unknown input vetor 푑ˆ(푡), it is possible to onstrut a full order
TS fuzzy observer, on the assumption that 푦˙(푡) is available. The TS fuzzy observer is given by the
following equation
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐸푑푑ˆ(푡) + 퐿푖
(
푦(푡)− 퐶푥ˆ(푡))] (3.33)
with its orrespondent fuzzy IF-THEN rules
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Observer rule i
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN
{
˙ˆ푥(푡) = 퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐸푑푑ˆ(푡) + 퐿푖(푦(푡)− 푦ˆ(푡))
푦ˆ(푡) = 퐶푥ˆ(푡)
(3.34)
substituting 푑ˆ(푡) from eq. (3.32) in eq. (3.33) results in
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐸푑(퐶퐸푑)
+
(
푦˙(푡)−
푟∑
푖=1
ℎ푖(푧(푡)) [퐶퐴푖푥ˆ(푡) + 퐶퐵푖푢(푡)]
)
+ 퐿푖 (푦(푡)− 퐶푥ˆ(푡))
]
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐸푑(퐶퐸푑)
+
(
푦˙(푡)− 퐶퐴푖푥ˆ(푡)− 퐶퐵푖푢(푡)
)
+ 퐿푖 (푦(푡)− 퐶푥ˆ(푡))
]
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
(퐴푖 − 퐿푖퐶 −퐻푐푒퐶퐴푖)푥ˆ(푡) + (퐵푖 −퐻푐푒퐶퐵푖)푢(푡) +퐻푐푒푦˙(푡) + 퐿푖푦(푡)
]
(3.35)
where
퐻푐푒 = 퐸푑(퐶퐸푑)
+
(3.36)
The state estimation error 푒(푡) = 푥(푡)− 푥ˆ(푡) is governed by the equation
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)− 퐴푖푥ˆ(푡)− 퐵푖푢(푡)−퐸푑푑ˆ(푡)− 퐿푖 (푦(푡)− 푦ˆ(푡))
]
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖 − 퐿푖퐶 −퐻푐푒퐶퐴푖
]
푒(푡)
In ase that there exists observer gain matries 퐿푖, suh that eah matrix (퐴푖 − 퐿푖퐶 −퐻푐푒퐶퐴푖)
is stabilizable, then 푒(푡) will approah zero asymptotially, i.e. the ondition given by eq. (3.22)
is fullled. This means that the TS fuzzy observer in eq. (3.35) is an unknown input observer for
the system in eq. (3.24) aording to denition 3.1.
The TS fuzzy observer in eq. (3.35) requires the knowledge of 푦˙(푡), this fat may ause some
problems in on-line implementation. To get over this diulty, it is neessary to implement a
modiation. Therefore a new state vetor is introdued
휓(푡) = 푥ˆ(푡)−퐻푐푒푦(푡) (3.37)
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then, it turns out that the derivative of eq. (3.37) is
휓˙(푡) = ˙ˆ푥(푡)−퐻푐푒푦˙(푡)
휓˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡)−퐻푐푒
(
퐶퐴푖푥ˆ(푡) + 퐶퐵푖푢(푡)
)
+ 퐿푖 (푦(푡)− 퐶푥ˆ(푡))
]
휓˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
(퐴푖 − 퐿푖퐶 −퐻푐푒퐶퐴푖) 푥ˆ(푡) + (퐵푖 −퐻푐푒퐶퐵푖)푢(푡) + 퐿푖푦(푡)
]
휓˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
(푇퐴푖 − 퐿푖퐶) 푥ˆ(푡) + 푇퐵푖푢(푡) + 퐿푖푦(푡)
]
휓˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
(푇퐴푖 − 퐿푖퐶) (휓(푡) +퐻푐푒푦(푡)) + 푇퐵푖푢(푡) + 퐿푖푦(푡)
]
휓˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
(푇퐴푖 − 퐿푖퐶)휓(푡) + 푇퐵푖푢(푡) + ((푇퐴푖 − 퐿푖퐶)퐻푐푒 + 퐿푖) 푦(푡)
]
(3.38)
푥ˆ(푡) = 휓(푡) +퐻푐푒푦(푡) (3.39)
where
푇 = 퐼푛×푛 −퐻푐푒퐶 (3.40)
It is lear that for all 푑(푡), 푢(푡) and 푥표
lim
푡→∞
(푇푥(푡)− 휓(푡)) = 0, lim
푡→∞
(푥(푡)− 푥ˆ(푡)) = 0 (3.41)
and furthermore, setting 퐺푖 = 푇퐴푖 − 퐿푖퐶 and 퐻푖 = 푇퐵푖 allows to express eq. (3.38) as
휓˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐺푖휓(푡) +퐻푖푢(푡) + (퐺푖퐻푐푒 + 퐿푖) 푦(푡)
]
(3.42)
The system onstituted by eq. (3.38)-(3.39) is an unknown input observer of the Luenberger type
for TS fuzzy systems, and by substituting 푥ˆ(푡) from eq. (3.39) in eq. (3.26) gives
푟(푡) = 푦(푡)− 퐶푥ˆ(푡)
푟(푡) = 푦(푡)− 퐶(휓(푡) +퐻푐푒푦(푡))
푟(푡) = (퐼푚×푚 − 퐶퐻푐푒)푦(푡)− 퐶휓(푡) (3.43)
a residual vetor free of unknown inputs 푑(푡) is obtained. The stability of the TS fuzzy observer
in eq. (3.35) or equivalently in eq. (3.38) is ensured, if all pairs (퐶, 푇퐴푖) are observable or at least
detetable. In summary, the following theorem is obtained:
Theorem 3.2 Given the system model in eq. (3.24) and suppose
Condition 1. 푟푎푛푘(퐶퐸푑) = 푟푎푛푘(퐸푑) = 푘푑
Condition 2. all pairs (퐶, 푇퐴푖) are detetable, where
푇 = 퐼푛×푛 −퐻푐푒퐶
then there exists a TS fuzzy UIO in the sense of eq. (3.22).
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3.2.2 Computation of observer gain matries
To ompute the observer gain matries 퐿푖, it is required to realize the onvergene analysis of the
TS fuzzy UIO. The state estimation error dynamis is given by
푒˙(푡) = 푥˙(푡)− ˙ˆ푥(푡)
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖 − 퐿푖퐶 −퐻푐푒퐶퐴푖
]
푒(푡)
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
푇퐴푖 − 퐿푖퐶
]
푒(푡) (3.44)
The stability of the dynami eq. (3.44) an be proved by the Theorem 3.3.
Theorem 3.3 [77℄: The equilibrium of the system desribed by eq. (3.44) is asymptotially stable
if there exists a ommon positive denite matrix P for 푖 = 1, ..., 푟 suh that
퐴¯푇푖 푃 + 푃퐴¯푖 < 0 (3.45)
where 퐴¯푖 = 푇퐴푖 − 퐿푖퐶.
Proof: Consider a andidate of Lyapunov funtion 푉 (푒(푡)) = 푒푇 (푡)푃푒(푡), where 푃 > 0. Then,
푉˙ (푒(푡)) = 푒˙푇 (푡)푃푒(푡) + 푒푇 (푡)푃 푒˙(푡) < 0
= 푒푇 (푡)
(
푟∑
푖=1
ℎ푖(푧(푡))퐴¯푖
)푇
푃푒(푡) + 푒푇 (푡)푃
(
푟∑
푖=1
ℎ푖(푧(푡))퐴¯푖
)
푒(푡) < 0
=
푟∑
푖=1
ℎ푖(푧(푡))푒
푇 (푡)
(
퐴¯푇푖 푃 + 푃퐴¯푖
)
푒(푡) < 0
=
푟∑
푖=1
ℎ푖(푧(푡))푒
푇 (푡)
[(
푇퐴푖 − 퐿푖퐶
)푇
푃 + 푃
(
푇퐴푖 − 퐿푖퐶
)]
푒(푡) < 0
푄.퐸.퐷.
With the same strategy as in [8℄, it is possible to transform the onditions given by eq. (3.45) in
linear matrix inequalities (LMIs) and use these LMIs to obtain the gain matries 퐿푖 for the TS
fuzzy UIO if and only if there exist a positive denite matrix 푃 .
For this purpose, substitute 퐴¯푖 in eq. (3.45)
(푇퐴푖 − 퐿푖퐶)푇푃 + 푃 (푇퐴푖 − 퐿푖퐶) < 0
퐴푇푖 푇
푇푃 + 푃푇퐴푖 − 퐶푇퐿푇푖 푃 − 푃퐿푖퐶 < 0
Dene 푁푖 = 푃퐿푖 so that for 푃 > 0 results 퐿푖 = 푃
−1푁푖, after substituting this in the above matrix
inequality follows that
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퐴푇푖 푇
푇푃 + 푃푇퐴푖 − 퐶푇푁푇푖 −푁푖퐶 < 0
The use of these LMI onditions allow us to dene a stable TS fuzzy UIO design problem as
follows:
Problem 3.1 TS fuzzy UIO design: Find 푃 > 0 and 푁푖 (푖 = 1, . . . , 푟) satisfying
퐴푇푖 푇
푇푃 + 푃푇퐴푖 − 퐶푇푁푇푖 −푁푖퐶 < 0 (3.46)
Applying the relaxed stability onditions (given in the Appendix A.3) to the above TS fuzzy UIO
design problem results in:
Problem 3.2 TS fuzzy UIO design using relaxed stability onditions: Find 푃 > 0, 푄 ≥ 0
and 푁푖 (푖 = 1, . . . , 푟) satisfying
퐴푇푖 푇
푇푃 + 푃푇퐴푖 − 퐶푇푁푇푖 −푁푖퐶 + (푠− 1)푄 < 0 (3.47)
where 1 < 푠 ≤ 푟 and
푁푖 = 푃퐿푖
The above onditions are LMIs with respet to variables 푃 , 푄 and 푁푖. It an be found a posi-
tive denite matrix 푃 , a positive semidenite matrix 푄 and a matrix 푁푖 satisfying the LMIs or
determine that no suh 푃 , 푄 and 푁푖 exist. The observer gain matries 퐿푖 an be obtained as
퐿푖 = 푃
−1푁푖
The design problem given by eq. (3.47) is solved eiently using mathematial tools as for example
MATLAB. Following the proedure given in 3.2.1 is made an algorithm for the design of the TS
fuzzy UIO as follows
Algorithm 3.1 Takagi-Sugeno fuzzy UIO based residual generation
Step 1. Chek the rank ondition for 퐸푑 and 퐶퐸푑, if 푟푎푛푘(퐶퐸푑) = 푟푎푛푘(퐸푑) = 푘푑 is satised then
go to the next step, otherwise it is not possible to nd a TS fuzzy UIO for suh system
(STOP).
Step 2. Compute matries (퐶퐸푑)
+
, 퐻푐푒 and 푇 aording to eq. (3.30), (3.36) and (3.40) respe-
tively.
Step 3. Chek the observability: If eah pair (퐶, 푇퐴푖) is observable, then a TS fuzzy UIO exists
and matries 퐿푖 an be omputed using LMI tehniques.
Step 4. Find gain matries 퐿푖 using eq. (3.47) that ensures the stability of eah matrix (푇퐴푖−퐿푖퐶).
Step 5. Construt residual generator following eq. (3.38) and eq. (3.43).
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3.3 Robust sensor fault isolation shemes based on
TS fuzzy UIO
The main task of robust fault detetion is to generate a residual signal whih is robust to unknown
inputs (disturbane). To detet a partiular fault, the residual has to be sensitive to this fault. A
TS fuzzy system with possible sensor fault an be desribed by
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)
]
(3.48a)
푦(푡) = 퐶푥(푡) + 푓푠(푡) (3.48b)
where 푓푠(푡) ∈ ℝ푚 denotes the presene of sensor faults. To generate a robust (in the sense of
unknown input deoupling) residual, a TS fuzzy UIO desribed by eq. (3.35) is required. As
desribed before, when the state estimation is available, the residual an be generated as:
푟(푡) = 푦(푡)− 퐶푥ˆ(푡)
푟(푡) = (퐼푚×푚 − 퐶퐻푐푒)푦(푡)− 퐶휓(푡) (3.49)
When this TS fuzzy UIO based residual generator is applied to the system desribed in eq. (3.48),
the residual and the state estimation error 푒(푡) result as
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
(푇퐴푖 − 퐿푖퐶) 푒(푡)− 퐿푖푓푠(푡)−퐻푐푒푓˙푠(푡)
]
푟(푡) = 퐶푒(푡) + 푓푠(푡) (3.50)
The residual has to be made sensitive to 푓푠(푡) in order to detet sensor faults. This is generally
possible, sine the sensor fault vetor 푓푠(푡) has a diret eet on the residual signal 푟(푡).
The fault isolation problem has as main task the loalization of the fault, i.e. to determine in
whih sensor the fault has ourred. One approah that failitates fault isolation is to design a
strutured residual set. Eah residual in the set is designed to be insensitive to a ertain fault and
sensitive to all other faults.
To design robust sensor fault isolation shemes, all atuators are assumed to be fault-free and the
system equations an be expressed as
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)
]
(3.51a)
푦푘(푡) = 퐶푘푥(푡) + 푓푘푠 (푡) (3.51b)
푦푘(푡) = 퐶푘푥(푡) + 푓푠푘(푡) for 푘 = 1, . . . , 푚 (3.51)
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where 퐶푘 ∈ ℝ1×푛 is the 푘푡ℎ row of the matrix 퐶, 퐶푘 ∈ ℝ(푚−1)×푛 is obtained from the matrix 퐶
by deleting 푘푡ℎ row 퐶푘, 푦푘(푡) is the 푘푡ℎ omponent of 푦(푡) and 푦
푘(푡) ∈ ℝ푚−1 is obtained from the
vetor 푦(푡) by deleting 푘푡ℎ omponent 푦푘(푡).
Based on this desription, 푚 TS fuzzy UIO based residual generators an be onstruted as
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐸푑푑ˆ(푡) + 퐿
푘
푖
(
푦푘(푡)− 퐶푘푥ˆ(푡))]
=
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐸푑(퐶
푘퐸푑)
+
(
푦˙푘(푡)− 퐶푘퐴푖푥ˆ(푡)− 퐶푘퐵푖푢(푡)
)
+ 퐿푘푖
(
푦푘(푡)− 퐶푘푥ˆ(푡))]
=
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) +퐻
푘
푐푒
(
푦˙푘(푡)− 퐶푘퐴푖푥ˆ(푡)− 퐶푘퐵푖푢(푡)
)
+ 퐿푘푖
(
푦푘(푡)− 퐶푘푥ˆ(푡))] (3.52)
where
퐻푘푐푒 = 퐸푑(퐶
푘퐸푑)
+
(3.53)
As mentioned before, a modiation is needed to avoid problems due to on-line omputation of
the TS fuzzy UIO based residual generators. For this reason a new state vetor is introdued
휓푘(푡) = 푥ˆ(푡)−퐻푘푐푒푦푘(푡) (3.54)
whose derivative is given as
휓˙푘(푡) = ˙ˆ푥(푡)−퐻푘푐푒푦˙푘(푡)
휓˙푘(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡)−퐻푘푐푒
(
퐶푘퐴푖푥ˆ(푡) + 퐶
푘퐵푖푢(푡)
)
+ 퐿푘푖
(
푦푘(푡)− 퐶푘푥ˆ(푡)
)]
휓˙푘(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[(
퐴푖 − 퐿푘푖퐶푘 −퐻푘푐푒퐶푘퐴푖
)
푥ˆ(푡) +
(
퐵푖 −퐻푘푐푒퐶푘퐵푖
)
푢(푡) + 퐿푘푖 푦
푘(푡)
]
휓˙푘(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[(
푇 푘퐴푖 − 퐿푘푖퐶푘
)
푥ˆ(푡) + 푇 푘퐵푖푢(푡) + 퐿
푘
푖 푦
푘(푡)
]
휓˙푘(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[(
푇 푘퐴푖 − 퐿푘푖퐶푘
)(
휓푘(푡) +퐻푘푐푒푦
푘(푡)
)
+ 푇 푘퐵푖푢(푡) + 퐿
푘
푖 푦
푘(푡)
]
휓˙푘(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[(
푇 푘퐴푖 − 퐿푘푖퐶푘
)
휓푘(푡) + 푇 푘퐵푖푢(푡) +
((
푇 푘퐴푖 − 퐿푘푖퐶푘
)
퐻푘푐푒 + 퐿
푘
푖
)
푦푘(푡)
]
(3.55)
푥ˆ(푡) = 휓푘(푡) +퐻푘푐푒푦
푘(푡) (3.56)
where
푇 푘 = 퐼푛×푛 −퐻푘푐푒퐶푘 (3.57)
and furthermore, setting 퐺푘푖 = 푇
푘퐴푖 − 퐿푘푖퐶푘 and 퐻푘푖 = 푇 푘퐵푖 allows to express the eq. (3.55) as
휓˙푘(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐺푘푖휓
푘(푡) +퐻푘푖 푢(푡) +
(
퐺푘푖퐻
푘
푐푒 + 퐿
푘
푖
)
푦푘(푡)
]
(3.58)
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The system onstituted by eq. (3.55)-(3.56) is an unknown input observer of the Luenberger type
for TS fuzzy models, and by setting
푟푘(푡) = 푦푘(푡)− 퐶푘푥ˆ(푡)
푟푘(푡) = 푦푘(푡)− 퐶푘(휓푘(푡) +퐻푘푐푒푦푘(푡))
푟푘(푡) = (퐼(푚−1)×(푚−1) − 퐶푘퐻푘푐푒)푦푘(푡)− 퐶푘휓푘(푡) (3.59)
Eah residual generator is driven by all inputs and all outputs exept one output. When all
atuators are fault-free and a fault ours in the 푘푡ℎ sensor, the residual will satisfy the following
isolation logi
{ ∥푟푘(푡)∥ < 푇 푘푆퐹퐼
∥푟푙(푡)∥ ≥ 푇 푙푆퐹 퐼
for 푙 = 1, . . . , 푘 − 1, 푘 + 1, . . . , 푚 (3.60)
where 푇 푘푆퐹퐼 (푘 = 1, . . . , 푚) are isolation thresholds. A robust and TS fuzzy UIO based sensor fault
isolation sheme is shown in g. 3.1.
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Fig. 3.1: A robust sensor fault isolation sheme
3.4 An appliation example
A nonlinear system is used to implement the TS fuzzy UIO based residual generator, the nonlinear
system is desribed by⎡
⎣푥˙1(푡)푥˙2(푡)
푥˙3(푡)
⎤
⎦ =
⎡
⎣ −푥1(푡) + 푥1(푡)푥32(푡)−푥2(푡) + (3 + 푥2(푡))푥31(푡)
푥2(푡)− 푥3(푡)
⎤
⎦+
⎡
⎣ 10.1
0.2
⎤
⎦ 푢(푡) +
⎡
⎣ 1−2.5
0.1
⎤
⎦ 푑(푡)
⎡
⎣푦1(푡)푦2(푡)
푦3(푡)
⎤
⎦ =
⎡
⎣푥1(푡)푥2(푡)
푥3(푡)
⎤
⎦+
⎡
⎣푓푠1(푡)푓푠2(푡)
푓푠3(푡)
⎤
⎦
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it is onsidered that 푥1(푡) ∈ [−1, 1] and 푥2(푡) ∈ [−1, 1]. The above system an be written in the
following form:
푥˙(푡) =
⎡
⎣ −1 푥1(푡)푥22(푡) 0(3 + 푥2(푡))푥21(푡) −1 0
0 1 −1
⎤
⎦ 푥(푡) +
⎡
⎣ 10.1
0.2
⎤
⎦ 푢(푡) +
⎡
⎣ 1−2.5
0.1
⎤
⎦ 푑(푡)
푦(푡) =
⎡
⎣1 0 00 1 0
0 0 1
⎤
⎦ 푥(푡) + 푓푠(푡)
where 푥1(푡)푥
2
2(푡) and
(
3 + 푥2(푡)
)
푥21(푡) are nonlinear terms. For the nonlinear terms are dened
푧1(푡) = 푥1(푡)푥
2
2(푡) and 푧2(푡) =
(
3 + 푥2(푡)
)
푥21(푡) as premise variables. Substituting 푧1(푡) and 푧2(푡)
in the above system results in
푥˙(푡) =
⎡
⎣ −1 푧1(푡) 0푧2(푡) −1 0
0 1 −1
⎤
⎦ 푥(푡) +
⎡
⎣ 10.1
0.2
⎤
⎦ 푢(푡) +
⎡
⎣ 1−2.5
0.1
⎤
⎦ 푑(푡)
푦(푡) =
⎡
⎣1 0 00 1 0
0 0 1
⎤
⎦ 푥(푡) + 푓푠(푡)
Next, alulate the minimum and maximum values of 푧1(푡) and 푧2(푡), these are obtained as:
max
푧1(푡),푧2(푡)
푧1(푡) = 1 max
푥1(푡),푥2(푡)
푧2(푡) = 4
min
푧1(푡),푧2(푡)
푧1(푡) = −1 min
푥1(푡),푥2(푡)
푧2(푡) = 0
from the maximum and minimum values, 푧1(푡) and 푧2(푡) an be represented by
푧1(푡) = 푥1(푡)푥
2
2(푡) = 퐹11(푧1(푡)) ⋅ 1 + 퐹12(푧1(푡)) ⋅ −1
푧2(푡) =
(
3 + 푥2(푡)
)
푥21(푡) = 퐹21(푧2(푡)) ⋅ 4 + 퐹22(푧2(푡)) ⋅ 0
where:
퐹11(푧1(푡)) + 퐹12(푧1(푡)) = 1 and 퐹21(푧2(푡)) + 퐹22(푧2(푡)) = 1
The membership funtions an be alulated as follows
퐹11(푧1(푡)) =
푧1(푡) + 1
2
퐹12(푧1(푡)) =
1− 푧1(푡)
2
퐹21(푧2(푡)) =
푧2(푡)
4
퐹22(푧2(푡)) =
4− 푧2(푡)
4
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The membership funtions are named Positive, Negative, Big and Small, respetively. Then,
the nonlinear system is approximated by the following fuzzy IF-THEN rules
Model rule 1
IF 푧1(푡) is Positive and 푧2(푡) is Big
THEN
{
푥˙(푡) = 퐴1푥(푡) +퐵1푢(푡) + 퐸푑푑(푡)
푦(푡) = 퐶푥(푡) + 푓푠(푡)
Model rule 2
IF 푧1(푡) is Positive and 푧2(푡) is Small
THEN
{
푥˙(푡) = 퐴2푥(푡) +퐵2푢(푡) + 퐸푑푑(푡)
푦(푡) = 퐶푥(푡) + 푓푠(푡)
Model rule 3
IF 푧1(푡) is Negative and 푧2(푡) is Big
THEN
{
푥˙(푡) = 퐴3푥(푡) +퐵3푢(푡) + 퐸푑푑(푡)
푦(푡) = 퐶푥(푡) + 푓푠(푡)
Model rule 4
IF 푧1(푡) is Negative and 푧2(푡) is Small
THEN
{
푥˙(푡) = 퐴4푥(푡) +퐵4푢(푡) + 퐸푑푑(푡)
푦(푡) = 퐶푥(푡) + 푓푠(푡)
Here
퐴1 =
⎡
⎣−1 1 04 −1 0
0 1 −1
⎤
⎦ , 퐴2 =
⎡
⎣−1 1 00 −1 0
0 1 −1
⎤
⎦ , 퐴3 =
⎡
⎣−1 −1 04 −1 0
0 1 −1
⎤
⎦ , 퐴4 =
⎡
⎣−1 −1 00 −1 0
0 1 −1
⎤
⎦
퐵1,2,3,4 =
⎡
⎣ 10.1
0.2
⎤
⎦ , 퐸푑 =
⎡
⎣ 1−2.5
0.1
⎤
⎦ , 퐶 =
⎡
⎣1 0 00 1 0
0 0 1
⎤
⎦
The defuzziation (that gives the TS fuzzy model) is arried out as
푥˙(푡) =
4∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡)
]
푦(푡) = 퐶푥(푡) + 푓푠(푡)
where
ℎ1(푧(푡)) = 퐹11(푧1(푡)) × 퐹21(푧2(푡))
ℎ2(푧(푡)) = 퐹11(푧1(푡)) × 퐹22(푧2(푡))
ℎ3(푧(푡)) = 퐹12(푧1(푡)) × 퐹21(푧2(푡))
ℎ4(푧(푡)) = 퐹12(푧1(푡)) × 퐹22(푧2(푡))
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Following the steps given in Algorithm 3.1, the rank of 퐶퐸푑 and 퐸푑 are ompared
푟푎푛푘(퐶퐸푑) = 푟푎푛푘(퐸푑) = 1
The above ondition is satised, and hene matries (퐶퐸푑)
+
, 퐻푐푒 and 푇 using eq. (3.30), (3.36)
and (3.40) respetively are omputed.
(퐶퐸푑)
+ =
[
0.1377 −0.3443 0.0138] , 퐻푐푒 =
⎡
⎣ 0.1378 −0.3443 0.0138−0.3443 0.8608 −0.0344
0.0138 −0.0344 0.0014
⎤
⎦ ,
푇 =
⎡
⎣ 0.8622 0.3443 −0.01380.3443 0.1391 0.0344
−0.0138 0.0344 0.9986
⎤
⎦
The following gain matries 퐿푖 are obtained using eq. (3.47) with the relaxed stability onditions.
퐿1 =
⎡
⎣2.015 0.358 0.0820.358 1.739 0.458
0.082 0.458 0.501
⎤
⎦ , 퐿2 =
⎡
⎣0.638 0.079 0.0140.079 1.739 0.458
0.014 0.458 0.501
⎤
⎦
퐿3 =
⎡
⎣ 2.015 −0.504 0.082−0.504 1.051 0.472
0.082 0.472 0.501
⎤
⎦ , 퐿4 =
⎡
⎣ 0.638 −0.782 0.014−0.782 1.051 0.471
0.014 0.472 0.501
⎤
⎦
Simulation results
The TS fuzzy UIO (TSFUIO) based residual generator is ompared against a TS fuzzy observer
(TSFO) in normal operation (without aetation of disturbanes or faults). Their respetive resid-
uals are shown in g. 3.3 and in g. 3.2.
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Fig. 3.2: Residuals for TSFO
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Fig. 3.3: Residuals for TSFUIO
It an be notied that both observers onverge to zero at 푡 ≈ 12 푠. The use of the relaxed stability
onditions (푠 = 3) in the design of both observers allows to improve the onvergene as an be
seen in the following residuals:
34
3. Unknown input observer for TS fuzzy models
0 5 10 15
−10
−8
−6
−4
−2
0
2 x 10
−11
Time [s]
R
es
id
ua
ls 
[ ]
 
 
r1(t)
r2(t)
r3(t)
Fig. 3.4: Residuals for relaxed TSFO
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Fig. 3.5: Residuals for relaxed TSFUIO
The unknown input (disturbane) signal
푑(푡) = 0.3 cos (2푡)푒−0.2푡 (3.61)
is applied to the system.
In g. 3.6 and g. 3.7 the residuals for both observers are shown, when the disturbane aets the
system.
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Fig. 3.6: Residuals for TSFO with disturbane
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Fig. 3.7: Residuals for TSFUIO with disturbane
As an be seen in g. 3.6, the TS fuzzy observer is learly aeted by the unknown input while
the TS fuzzy UIO is deoupled from the unknown input as shown in g. 3.7.
The proedure desribed in the subsetion 3.3 is applied to build three TS fuzzy UIO based residual
generator. Eah observer is insensitive to one sensor fault but sensitive to the another two.
The rank ondition 푟푎푛푘(퐶푘퐸푑) = 푟푎푛푘(퐸푑) for 푘 = 1, 2, 3 is satised. All three observers fulll
this ondition.
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The sensitivity and insensitivity of the observers to the faults is shown in the tab. 3.1
TS fuzzy UIO Insensitive to Sensitive to
1 푓푠1 푓푠2 and 푓푠3
2 푓푠2 푓푠1 and 푓푠3
3 푓푠3 푓푠1 and 푓푠2
Tab. 3.1: Robust sensor fault isolation sheme
TS fuzzy UIO 1: The dynami equation for the rst TS fuzzy UIO is
휓˙1(푡) =
4∑
푖=1
ℎ푖(푧(푡))
[
퐺1푖휓
1(푡) +퐻1푖 푢(푡) +
(
퐺1푖퐻
1
푐푒 + 퐿
1
푖
)
푦1(푡)
]
and the parameter matries (퐶1퐸푑)
+
, 퐻1푐푒 and 푇
1
are omputed using eq. (3.30), (3.36) and (3.40)
respetively
(퐶1퐸푑)
+ =
[−0.3994 0.0159] , 퐻1푐푒 =
⎡
⎣−0.3994 0.01590.9984 −0.0399
−0.0399 0.0016
⎤
⎦ , 푇 1 =
⎡
⎣1 0.3994 −0.01590 0.0016 0.0399
0 0.0399 0.9984
⎤
⎦
The following gain matries 퐿1푖 are obtained using eq. (3.47) with the relaxed stability onditions
(푠 = 2):
퐿11 =
⎡
⎣−9.555 20.7741.044 2.091
−0.931 2.183
⎤
⎦ , 퐿12 =
⎡
⎣−7.962 36.8871.048 2.010
−0.665 4.575
⎤
⎦ ,
퐿13 =
⎡
⎣−24.651 21.2981.047 4.534
−3.296 2.179
⎤
⎦ , 퐿14 =
⎡
⎣−16.73 37.1581.049 3.273
−1.887 4.574
⎤
⎦
The residual is generated by
푟1(푡) =
(
퐼 − 퐶1퐻1푐푒
)
푦1(푡)− 퐶1휓1(푡)
TS fuzzy UIO 2: The dynami equation for the seond TS fuzzy UIO is
휓˙2(푡) =
4∑
푖=1
ℎ푖(푧(푡))
[
퐺2푖휓
2(푡) +퐻2푖 푢(푡) +
(
퐺2푖퐻
2
푐푒 + 퐿
2
푖
)
푦2(푡)
]
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and the parameter matries (퐶2퐸푑)
+
, 퐻2푐푒 and 푇
2
are omputed using eq. (3.30), (3.36) and (3.40)
respetively
(퐶2퐸푑)
+ =
[
0.9901 0.0990
]
, 퐻2푐푒 =
⎡
⎣ 0.9901 0.0990−2.4752 −0.2475
0.0990 0.0099
⎤
⎦ , 푇 2 =
⎡
⎣ 0.0099 0 −0.09902.4752 1 0.2475
−0.0990 0 0.9901
⎤
⎦
The following gain matries 퐿2푖 are obtained using eq. (3.47) with the relaxed stability onditions
(푠 = 2):
퐿21 =
⎡
⎣ 1.025 −0.233−1.558 29.896
−0.294 3.740
⎤
⎦ , 퐿22 =
⎡
⎣ 1.012 0.019−5.972 29.855
−0.419 3.753
⎤
⎦ ,
퐿23 =
⎡
⎣ 1.111 −1.332−4.956 71.827
−0.677 9.927
⎤
⎦ , 퐿24 =
⎡
⎣ 1.057 −0.261−10.719 71.65
−1.211 9.981
⎤
⎦
The residual is generated by
푟2(푡) =
(
퐼 − 퐶2퐻2푐푒
)
푦2(푡)− 퐶2휓2(푡)
TS fuzzy UIO 3: The dynami equation for the third TS fuzzy UIO is
휓˙3(푡) =
4∑
푖=1
ℎ푖(푧(푡))
[
퐺3푖휓
3(푡) +퐻3푖 푢(푡) +
(
퐺3푖퐻
3
푐푒 + 퐿
3
푖
)
푦3(푡)
]
and the parameter matries (퐶3퐸푑)
+
, 퐻3푐푒 and 푇
3
are omputed using eq. (3.30), (3.36) and (3.40)
respetively
(퐶3퐸푑)
+ =
[
0.1379 −0.3448] , 퐻3푐푒 =
⎡
⎣ 0.1379 −0.3448−0.3448 0.8620
0.0138 −0.0345
⎤
⎦ , 푇 3 =
⎡
⎣ 0.8620 0.3448 00.3448 0.1379 0
−0.0138 0.0345 1
⎤
⎦
The following gain matries 퐿3푖 are obtained using eq. (3.47) with the relaxed stability onditions
(푠 = 4):
퐿31 =
⎡
⎣2.517 −0.1970.921 2.207
0.152 0.952
⎤
⎦ , 퐿32 =
⎡
⎣1.138 −0.7480.920 2.207
0.014 0.952
⎤
⎦ ,
퐿33 =
⎡
⎣2.517 −1.1020.102 1.517
0.152 0.979
⎤
⎦ , 퐿34 =
⎡
⎣ 1.138 −1.399−0.152 1.517
0.014 0.979
⎤
⎦
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The residual is generated by
푟3(푡) =
(
퐼 − 퐶3퐻3푐푒
)
푦3(푡)− 퐶3휓3(푡)
In order to show the robust sensor fault isolation shemes based on TS fuzzy UIO, the following
sensor fault signal is applied to the system
푓(푡) =
{ −0.08 5 ≤ 푡 ≤ 10
0 elsewhere.
(3.62)
the orrespondent simulation is shown in g. 3.8.
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Fig. 3.8: Fault for sensor 1,2 and 3
The same sensor fault is applied to all the three sensors. In g. 3.9 the three evaluated residuals
without the sensor fault are shown.
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Fig. 3.9: Evaluated residuals
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Fig. 3.10: Isolation of the fault in sensor 1
Fig. 3.10 shows that the fault in sensor 1 does not aet the residual 1 but aet the another two
residuals, therefore this fault an be isolated.
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Fig. 3.11: Isolation of the fault in sensor 2
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Fig. 3.12: Isolation of the fault in sensor 3
It an be seen in g. 3.11 that the fault in sensor 2 does not aet the residual 2 but aets
the another two residuals, therefore this fault an be isolated, too. The same result is shown in
g. 3.12 where the fault on sensor 3 an also be isolated.
The proposed unknown input observer for a lass of nonlinear systems (desribed by the TS fuzzy
model) makes possible to deouple the unknown input from teh residual signal. The robust sensor
fault isolation sheme allows to isolate sensor faults using the TS fuzzy UIO theory.
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Chapter 4
Attenuating stohasti disturbanes based
on TS fuzzy models
This hapter onsiders the disrete TS fuzzy model with stohasti noise (disturbane) in order to
design a residual generator. An LMI optimization approah is proposed to minimize the expeted
value of the steady state estimation error, knowing the stohasti features of the noises.
4.1 Disrete TS fuzzy model
Consider the following disrete TS fuzzy model with inuene of stohasti noise and faults. The
model is represented by fuzzy IF-THEN rules
Model rule i
IF 푧1(푘) is 푀푖1 and . . . and 푧푝(푘) is 푀푖푝
THEN
{
푥(푘 + 1) = 퐴푖푥(푘) +퐵푖푢(푘) + 퐸푤푖푤(푘) + 퐸푓푖푓(푘)
푦(푘) = 퐶푖푥(푘) +퐷푖푢(푘) + 퐹푤푖푤(푘) + 푣(푘) + 퐹푓푖푓(푘)
(4.1)
where 푖 = 1, ..., 푟, 푟 is the number of IF-THEN rules, 푀푖푗 are fuzzy sets, 푧1(푘), . . . , 푧푝(푘) are the
premise variables, 푥(푘) ∈ ℝ푛 is the state vetor, 푢(푘) ∈ ℝ푘푢 is the input vetor, 푦(푘) ∈ ℝ푚 is the
output vetor, 푤(푘) ∈ ℝ푘푤 is the system noise vetor, 푣(푘) ∈ ℝ푘푣 is the measurement noise vetor
and 푓(푘) ∈ ℝ푘푓 is the fault vetor. Matries 퐴푖, 퐵푖, 퐸푤푖, 퐸푓푖 , 퐶푖, 퐷푖, 퐹푤푖 and 퐹푓푖 are known system
matries with appropriate dimension.
The defuzzied output of the disrete TS fuzzy model in eq. (4.1) is represented as
푥(푘 + 1) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐴푖푥(푘) +퐵푖푢(푘) + 퐸푤푖푤(푘) + 퐸푓푖푓(푘)
]
(4.2a)
푦(푘) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐶푖푥(푘) +퐷푖푢(푘) + 퐹푤푖푤(푘) + 푣(푘) + 퐹푓푖푓(푘)
]
(4.2b)
The above system desription provides
퐸푤푖 = 퐵푖 and 퐹푤푖 = 퐷푖
for the inuene of the system noise. It is assumed that noise signals 푤(푘) and 푣(푘) are unorre-
lated, zero-mean, and Gaussian white noise vetors, i.e. its mean vetor are
퐸 [푤(푘)] = 0 and 퐸 [푣(푘)] = 0
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where 퐸[⋅] denotes the expetation and onsequently, the ovariane matries for 푤(푘) and 푣(푘)
are dened as
퐸
[
푤(푘)푤푇 (푘)
]
= 훴푤, 훴푤 = 푑푖푎푔(휎푤,1 , . . . , 휎푤,푘푤 )
2
퐸
[
푣(푘)푣푇 (푘)
]
= 훴푣, 훴푣 = 푑푖푎푔(휎푣,1 , . . . , 휎푣,푘푣 )
2
The above assumptions on stohasti features of the noise are all reasonable from a pratial point
of view [25℄.
4.1.1 System reformulation
To get a more general desription of the disrete TS fuzzy model desribed in eq. (4.1), the noise
vetor 푛(푘) is introdued
푛(푘) =
[
푤(푘)
푣(푘)
]
(4.3)
Thus, the fuzzy IF-THEN rules in eq. (4.1) an be written into
Model rule i
IF 푧1(푘) is 푀푖1 and . . . and 푧푝(푘) is 푀푖푝
THEN
{
푥(푘 + 1) = 퐴푖푥(푘) +퐵푖푢(푘) + 퐸푛푖푛(푘) + 퐸푓푖푓(푘)
푦(푘) = 퐶푖푥(푘) +퐷푖푢(푘) + 퐹푛푖푛(푘) + 퐹푓푖푓(푘)
(4.4)
where 푛(푘) ∈ ℝ푘푛 is the vetor of stohasti noise and matries 퐸푛푖 and 퐹푛푖 are known system
matries with appropriate dimensions.
The defuzzied output of the disrete TS fuzzy model in eq. (4.4) is inferred as
푥(푘 + 1) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐴푖푥(푘) +퐵푖푢(푘) + 퐸푛푖푛(푘) + 퐸푓푖푓(푘)
]
(4.5a)
푦(푘) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐶푖푥(푘) +퐷푖푢(푘) + 퐹푛푖푛(푘) + 퐹푓푖푓(푘)
]
(4.5b)
where
퐸푛푖 =
[
퐸푤푖 0
]
퐹푛푖 =
[
퐹푤푖 퐼
]
(4.6)
Moreover, delaring
푤¯(푘) =
푟∑
푖=1
ℎ푖(푧(푘))퐸푛푖푛(푘) 푣¯(푘) =
푟∑
푖=1
ℎ푖(푧(푘))퐹푛푖푛(푘) (4.7)
allow us to obtain the standard system desription
푥(푘 + 1) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐴푖푥(푘) +퐵푖푢(푘) + 푤¯(푘) + 퐸푓푖푓(푘)
]
(4.8a)
푦(푘) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐶푖푥(푘) +퐷푖푢(푘) + 푣¯(푘) + 퐹푓푖푓(푘)
]
(4.8b)
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mostly used in the literature. The ovarianes matries an be dened as
퐸
[
푤¯(푘)푤¯푇 (푘)
]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))퐸푛푖훴푛퐸
푇
푛푗
퐸
[
푣¯(푘)푣¯푇 (푘)
]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))퐹푛푖훴푛퐹
푇
푛푗
where 훴푛 means
훴푛 =
[
훴푤 0
0 훴푣
]
= 푑푖푎푔(휎
푤,1
, . . . , 휎
푤,푘푤
, 휎
푣,1
, . . . , 휎
푣,푘푣
)2 (4.9)
and the ross ovariane matries are given by
퐸
[
푤¯(푘)푣¯푇 (푘)
]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))퐸푛푖훴푛퐹
푇
푛푗
퐸
[
푣¯(푘)푤¯푇 (푘)
]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))퐹푛푖훴푛퐸
푇
푛푗
4.2 Proposed approah for the TS fuzzy observer
Beause of the stohasti noise, the state estimates given by a TS fuzzy observer are no longer
aurate. Therefore, a TS fuzzy observer is proposed. The objetive of the observer is to minimize
the expeted value of the steady state estimation error, knowing the stohasti features of the
noises.
A TS fuzzy observer is onstruted to estimate the states and is given by the following fuzzy
IF-THEN rules
Observer rule i
IF 푧1(푘) is 푀푖1 and . . . and 푧푝(푘) is 푀푖푝
THEN
{
푥ˆ(푘 + 1) = 퐴푖푥ˆ(푘) +퐵푖푢(푘) + 퐿푖(푦(푘)− 푦ˆ(푘))
푦ˆ(푘) = 퐶푖푥ˆ(푘) +퐷푖푢(푘)
(4.10)
The defuzzied output of the TS fuzzy observer in eq. (4.10) is represented as
푥ˆ(푘 + 1) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐴푖푥ˆ(푘) +퐵푖푢(푘) + 퐿푖
(
푦(푘)− 푦ˆ(푘))] (4.11a)
푦ˆ(푘) =
푟∑
푖=1
ℎ푖(푧(푘))
[
퐶푖푥ˆ(푘) +퐷푖푢(푘)
]
(4.11b)
Based on the state equations (4.8a) and (4.11a), the state estimation error 푒(푘) is dened by
푒(푘) = 푥(푘)− 푥ˆ(푘) (4.12)
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and has to be minimized in order to nd the best estimation of 푥(푘). In order to analyze the
onvergene of the TS fuzzy observer, the dynamis of the state estimation error without the
presene of faults is onsidered.
푒(푘 + 1) = 푥(푘 + 1)− 푥ˆ(푘 + 1)
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))
[
(퐴푖 − 퐿푖퐶푗)푒(푘) + 푤¯(푘)− 퐿푖푣¯(푘)
]
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))
[
퐴푖푗푒(푘) + 푤¯(푘)− 퐿푖푣¯(푘)
]
(4.13)
where
퐴푖푗 = 퐴푖 − 퐿푖퐶푗
Using the desription of the noise vetors, espeially the assumption that they are zero-mean, the
following equation is given for the value of expetation
퐸 [푒(푘 + 1)] =
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푘))ℎ푗(푧(푘))퐴푖푗퐸 [푒(푘)] (4.14)
The error ovariane matrix an be dened based on eq. (4.13) as
푃 (푘 + 1)=퐸
[
푒(푘 + 1)푒푇 (푘 + 1)
]
푃 (푘 + 1)=
푟∑
푖=1
푟∑
푗=1
푟∑
푙=1
푟∑
표=1
ℎ푖(푧(푘))ℎ푗(푧(푘))ℎ푙(푧(푘))ℎ표(푧(푘))
(
퐴푖푗퐸
[
푒(푘)푒푇 (푘)
]
퐴 푇푙표 +퐴푖푗퐸
[
푒(푘)푤¯푇 (푘)
]−
퐴푖푗퐸
[
푒(푘)푣¯푇 (푘)
]
퐿푇푙 + 퐸
[
푤¯(푘)푒푇 (푘)
]
퐴 푇푖푗 +퐸
[
푤¯(푘)푤¯푇 (푘)
]− 퐸 [푤¯(푘)푣¯푇 (푘)]퐿푇푖 −
퐿푖퐸
[
푣¯(푘)푒푇 (푘)
]
퐴 푇푗푙 − 퐿푖퐸
[
푣¯(푘)푤¯푇 (푘)
]
+ 퐿푖퐸
[
푣¯(푘)푣¯푇 (푘)
]
퐿푇푗
)
(4.15)
Under the assumption that the urrent error is independent of the urrent noise, it is provided
퐸
[
푒(푘)푤¯푇 (푘)
]
=
(
퐸
[
푤¯(푘)푒푇 (푘)
])푇
= 0
퐸
[
푒(푘)푣¯푇 (푘)
]
=
(
퐸
[
푣¯(푘)푒푇 (푘)
])푇
= 0
Due to the fat, that the urrent error is independent of the urrent noise, the eq. (4.15) an be
redued to
푃 (푘 + 1)=
푟∑
푖=1
푟∑
푗=1
푟∑
푙=1
푟∑
표=1
ℎ푖(푧(푘))ℎ푗(푧(푘))ℎ푙(푧(푘))ℎ표(푧(푘))
(
퐴푖푗퐸
[
푒(푘)푒푇 (푘)
]
퐴 푇푙표 +
퐸
[
푤¯(푘)푤¯푇 (푘)
]− 퐸 [푤¯(푘)푣¯푇 (푘)]퐿푇푖 − 퐿푖퐸 [푣¯(푘)푤¯푇 (푘)]+ 퐿푖퐸 [푣¯(푘)푣¯푇 (푘)]퐿푇푗
)
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substituting 푃 (푘) = 퐸
[
푒(푘)푒푇 (푘)
]
and the orrespondent values for the ovariane matries in
the above equation results in
푃 (푘 + 1)=
푟∑
푖=1
푟∑
푗=1
푟∑
푙=1
푟∑
표=1
ℎ푖(푧(푘))ℎ푗(푧(푘))ℎ푙(푧(푘))ℎ표(푧(푘))
(
퐴푖푗푃 (푘)퐴
푇
푙표 +
퐸푛푖훴푛퐸
푇
푛푗 − 퐸푛푖훴푛퐹 푇푛푗퐿푇푙 − 퐿푖퐹푛푗훴푛퐸푇푛푙 + 퐿푖퐹푛푗훴푛퐹 푇푛푙퐿푇표
)
=
푟∑
푖=1
푟∑
푗=1
푟∑
푙=1
푟∑
표=1
ℎ푖(푧(푘))ℎ푗(푧(푘))ℎ푙(푧(푘))ℎ표(푧(푘))
(
퐴푖푗푃 (푘)퐴
푇
푙표 + 퐸푛푖푗훴푛퐸
푇
푛푙표
)
where
퐸푛푖푗 = 퐸푛푖 − 퐿푖퐹푛푗
Assuming that 푃 (푘 + 1)=푃 (푘), the following equation is obtained for the steady state
푟∑
푖=1
푟∑
푗=1
푟∑
푙=1
푟∑
표=1
ℎ푖(푧(푘))ℎ푗(푧(푘))ℎ푙(푧(푘))ℎ표(푧(푘))
(
퐴푖푗푃퐴
푇
푙표 − 푃 + 퐸푛푖푗훴푛퐸 푇푛푙표
)
= 0 (4.16)
It is lear that
퐴푖푗푃퐴
푇
푙표 − 푃 + 퐸푛푖푗훴푛퐸 푇푛푙표 = 0 (4.17)
has the form of a disrete algebrai Riati equation (DARE). It is known from [7, 87℄, that the
DARE in eq. (4.17) is solvable for a ommon matrix 푃 ≥ 0 if and only if ∃푃 ≥ 0 suh that
퐴푖푗푃퐴
푇
푙표 − 푃 + 퐸푛푖푗훴푛퐸 푇푛푙표 ≤ 0 (4.18)
In [20, 62℄ the relationship between the solution of a disrete algebrai Riati equation and its
assoiated LMI an be found. The following lemma from [62℄ is used to prove that the DARE in
eq. (4.17) whih is equivalent to the eq. (4.18).
Lemma 4.1 Given the disrete algebrai Riati equation
퐴푇푃퐴− 푃 +푄− (퐶 +퐵푇푃퐴)푇 (푅 +퐵푇푃퐵)−1(퐶 +퐵푇푃퐴) = 0 (4.19)
with 푅 > 0, 푃 푇 = 푃 , and let
풬(푃 ) = 퐴푇푃퐴− 푃 +푄− (퐶 +퐵푇푃퐴)푇 (푅 +퐵푇푃퐵)−1(퐶 +퐵푇푃퐴) (4.20)
Assume that there exists 푃 = 푃 푇 suh that 풬(푃 ) ≥ 0. Then if (퐴,퐵) is stabilizable, there exists
a minimal solution 푃− ≥ 0 to the Riati eq. (4.19). Moreover,
푃− ≤ 푃, ∀푃 suh that 풬(푃 ) ≥ 0 (4.21)
and 퐴− 퐵(푅 +퐵푇푃−퐵)−1(퐶 +퐵푇푃−퐴) is stable.
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In order to minimize the expeted value of the steady state estimation error 푒(푘) [64℄, the following
LMI optimization problem is formulated
min 푡푟(푃 ), subjet to 푃 ≥ 0
퐴푖푗푃퐴
푇
푙표 − 푃 + 퐸푛푖푗훴푛퐸 푇푛푙표 ≤ 0
(4.22)
Considering that all pairs (퐴푖, 퐶푖) are detetable and hene (퐴
푇
푖 , 퐶
푇
푖 ) are stabilizable, it follows
from Lemma 4.1 that the minimal solution of eq. (4.17) is indeed the minimal solution of eq. (4.22).
The above matrix inequality an be expressed in the following equivalent form
− 푃 + [퐴푖푗 퐸푛푖푗]
[
푃 0
0 훴푛
][
퐴 푇푖푗
퐸 푇푛푖푗
]
≤ 0 (4.23)
Aording to the Shur omplement, the eq. (4.23) is rearranged in the following matrix inequality⎡
⎢⎣−푃 퐴푖푗 퐸푛푖푗퐴 푇푖푗 −푃−1 0
퐸 푇푛푖푗 0 −훴 −1푛
⎤
⎥⎦ ≤ 0
Substituting 퐴푖푗 and 퐸푛푖푗 in the above matrix inequality results in⎡
⎢⎣ −푃 퐴푖 − 퐿푖퐶푗 퐸푛푖 − 퐿푖퐹푛푗퐴푇푖 − 퐶푇푗 퐿푇푖 −푃−1 0
퐸 푇푛푖 − 퐹 푇푛푗 퐿 푇푖 0 −훴 −1푛
⎤
⎥⎦ ≤ 0
Both sides of the above matrix inequality are multiplied by blok diagonal matrix
{
푃−1, 퐼, 퐼
}
,
and results in
⎡
⎣푃−1 0 00 퐼 0
0 0 퐼
⎤
⎦
⎡
⎢⎣ −푃 퐴푖 − 퐿푖퐶푗 퐸푛푖 − 퐿푖퐹푛푗퐴푇푖 − 퐶푇푗 퐿푇푖 −푃−1 0
퐸 푇푛푖 − 퐹 푇푛푗 퐿 푇푖 0 −훴 −1푛
⎤
⎥⎦
⎡
⎣푃−1 0 00 퐼 0
0 0 퐼
⎤
⎦ =
⎡
⎢⎣ −퐼 푃
−1퐴푖 − 푃−1퐿푖퐶푗 푃−1퐸푛푖 − 푃−1퐿푖퐹푛푗
퐴푇푖 − 퐶푇푗 퐿푇푖 −푃−1 0
퐸 푇푛푖 − 퐹 푇푛푗 퐿 푇푖 0 −훴 −1푛
⎤
⎥⎦
⎡
⎣푃−1 0 00 퐼 0
0 0 퐼
⎤
⎦ =
⎡
⎢⎣ −푃
−1 푃−1퐴푖 − 푃−1퐿푖퐶푗 푃−1퐸푛푖 − 푃−1퐿푖퐹푛푗
퐴푇푖 푃
−1 − 퐶푇푗 퐿푇푖 푃−1 −푃−1 0
퐸 푇푛푖 푃
−1 − 퐹 푇푛푗 퐿 푇푖 푃−1 0 −훴 −1푛
⎤
⎥⎦ ≤ 0
Let 푋 = 푃−1 and 푁푖 = 푋퐿푖. Thus, the following LMI is obtained:⎡
⎢⎣ −푋 푋퐴푖 −푁푖퐶푗 푋퐸푛푖 −푁푖퐹푛푗퐴푇푖 푋 − 퐶푇푗 푁푇푖 −푋 0
퐸 푇푛푖 푋 − 퐹 푇푛푗 푁 푇푖 0 −훴 −1푛
⎤
⎥⎦ ≤ 0
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Substituting 퐸푛푖 =
[
퐸푤푖 0
]
and 퐹푛푖 =
[
퐹푤푖 퐼
]
in the above LMI results in
⎡
⎢⎢⎢⎣
−푋 푋퐴푖 −푁푖퐶푗 푋퐸푤푖 −푁푖퐹푤푗 −푁푖
퐴푇푖 푋 − 퐶푇푗 푁푇푖 −푋 0 0
퐸 푇푤푖푋 − 퐹 푇푤푗 푁 푇푖 0 −훴 −1푤 0
−푁푇푖 0 0 −훴 −1푣
⎤
⎥⎥⎥⎦ ≤ 0
Therefore, the above LMI represents the optimization problem from eq. (4.22) as follows
max 푡푟(푋), subjet to 푋 ≥ 0
⎡
⎢⎢⎢⎣
−푋 푋퐴푖 −푁푖퐶푖 푋퐸푤푖 −푁푖퐹푤푖 −푁푖
퐴푇푖 푋 − 퐶푇푖 푁푇푖 −푋 0 0
퐸 푇푤푖푋 − 퐹 푇푤푖 푁 푇푖 0 −훴 −1푤 0
−푁푇푖 0 0 −훴 −1푣
⎤
⎥⎥⎥⎦ ≤ 0 (4.24)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−4푋
[
푋퐴푖 −푁푖퐶푗+
푋퐴푗 −푁푗퐶푖
] [
푋퐸푤푖 −푁푖퐹푤푗+
푋퐸푤푗 −푁푗퐹푤푖
]
−푁푖 −푁푗[
퐴푇푖 푋 − 퐶푇푗 푁푇푖 +
퐴푇푗 푋 − 퐶푇푖 푁푇푗
]
−푋 0 0[
퐸 푇푤푖푋 − 퐹 푇푤푗 푁 푇푖 +
퐸 푇푤푗푋 − 퐹 푇푤푖 푁 푇푗
]
0 −훴 −1푤 0
−푁푇푖 −푁푇푗 0 0 −훴 −1푣
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≤ 0 (4.25)
∀푖 < 푗
where
퐿푖 = 푋
−1푁푖 and 푃 = 푋−1
It is lear, that in the formulation of eq. (4.24)-(4.25), the maximization of matrix 푋 implies the
minimization of matrix 푃 in eq. (4.22).
4.2.1 Residual Evaluation
To evaluate the generated residual and based on [21, 48℄, the use of LMIs is the widely adopted ap-
proahes to alulate the threshold value 퐽푡ℎ > 0 and based on this, the following logi relationship
for fault detetion is used:
∥푟(푘)∥2,푁 ≤ 퐽푡ℎ ⇒ no alarm, fault-free
∥푟(푘)∥2,푁 > 퐽푡ℎ ⇒ alarm, a fault is deteted
where the so-alled residual evaluation ∥푟(푘)∥2,푁 is determined by:
∥푟(푘)∥2,푁 =
√√√⎷ 푁∑
푘=0
푟푇 (푘)푟(푘) (4.26)
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푁 a is disrete-time window. Sine an evaluation of the signal over the whole time range is
impratial, it is desired that the fault will be deteted as easy as possible. Based on eq. (4.13), it
follows
∥푟(푘)∥2,푁 = ∥푟푛(푘) + 푟푓(푘)∥2,푁 (4.27)
where 푟푛(푘) and 푟푓(푘) are dened as:
푟푛(푘) = 푟(푘)∣푓=0 (4.28)
푟푓 (푘) = 푟(푘)∣푛=0 (4.29)
Moreover, the fault-free ase residual evaluation funtion is
∥푟(푘)∥2,푁 ≤ ∥푟푛∥2,푁 ≤ 퐽푡ℎ,푛 (4.30)
where 퐽푡ℎ,푛 = sup푛∈퐿2 ∥푟푛∥2,푁 . Therefore, the threshold 퐽푡ℎ is hosen as 퐽푡ℎ = 퐽푡ℎ,푛. Where 퐽푡ℎ is
onstant and an be evaluated o-line.
To demonstrate the eetiveness of the proposed approah to minimize the expeted value of the
steady state estimation error, the approah is applied to the vehile lateral dynami model.
4.3 An appliation example
The vehile lateral dynami model, whih is represented by the so-alled biyle model [41, 54℄, it
is a linear parameter varying (LPV) system and it is approximated using the TS fuzzy model.
The ontinuous state spae representation for the vehile lateral dynami model is given by
[
훽˙(푡)
푟˙(푡)
]
=
⎡
⎣−퐶훼퐻+퐶
′
훼푉
푚푣푟푒푓
퐾휙푅
푙퐻퐶훼퐻−푙푉 퐶′훼푉
푚푣푟푒푓 2
퐾휙푅 − 1
푙퐻퐶훼퐻−푙푉 퐶′훼푉
퐼푧
− 푙2푉 퐶
′
훼푉
+푙2
퐻
퐶훼퐻
퐼푧푣푟푒푓
⎤
⎦[훽(푡)
푟(푡)
]
+
⎡
⎣ 퐶
′
훼푉
푚푣푟푒푓
퐾휙푅
푙푉 퐶
′
훼푉
퐼푧
⎤
⎦ (훿∗퐿(푡) + 푛훿퐿(푡))
[
푎푦(푡)
푟(푡)
]
=
[
−퐶훼퐻+퐶
′
훼푉
푚
푙퐻퐶훼퐻−푙푉 퐶′훼푉
푚푣푟푒푓
0 1
] [
훽(푡)
푟(푡)
]
+
[
퐶
′
훼푉
푚
0
]
(훿∗퐿(푡) + 푛훿퐿(푡)) +
[
1 0
0 1
] [
푛푎푦(푡)
푛푟(푡)
]
where 푣푟푒푓 is the varying parameter, 푥
푇 (푡) =
[
훽푇 (푡) 푟푇 (푡)
]푇
, 푢(푡) = 훿∗퐿(푡), 푤(푡) = 푛훿퐿(푡), 푣
푇 (푡) =[
푛푇푎푦 (푡) 푛
푇
푟 (푡)
]푇
and 푦푇 (푡) =
[
푎푇푟 (푡) 푟
푇 (푡)
]푇
. Using the numerial values from Appendix B, this
system an be written as follows:
[
푥˙1(푡)
푥˙2(푡)
]
=
[
−144.034
푣푟푒푓
58.896
푣푟푒푓 2
− 1
29.859 −170.981
푣푟푒푓
][
푥1(푡)
푥2(푡)
]
+
[
52.802
푣푟푒푓
40.939
]
푢(푡) +
[
52.802
푣푟푒푓
0 0
40.939 0 0
]
푛(푡)
[
푦1(푡)
푦2(푡)
]
=
[
−152.756 62.463
푣푟푒푓
0 1
][
푥1(푡)
푥2(푡)
]
+
[
56
0
]
푢(푡) +
[
56 1 0
0 0 1
]
푛(푡)
where 푛푇 (푡) =
[
푛푇훿퐿(푡) 푛
푇
푎푦(푡) 푛
푇
푟 (푡)
]푇
.
48
4. Attenuating stohasti disturbanes based on TS fuzzy models
In tab. 4.1 the typial sensor noise data for the vehile lateral dynami model are listed.
Sensor Standard variation 휎 Unit
푛훿퐿 휎훿퐿 = 3.5× 10−3 [푟푎푑]
푛푎푦 휎푎푦 = 0.2 [푚/푠
2]
푛푟 휎푛푟 = 3.5× 10−3 [푟푎푑/푠]
Tab. 4.1: Typial sensor noise of vehile lateral dynami model
To obtain the TS fuzzy model, it is neessary to dene two premise variables (eah premise variable
represent in this ase a varying parameter). The premise variables are dened as follows:
푧1(푡) =
1
푣푟푒푓
푧2(푡) =
1
푣푟푒푓 2
Matries 퐴(푧(푡)), 퐵(푧(푡)), 퐸푛(푧(푡)) and 퐶(푧(푡)) are expressed as follows:
퐴(푧(푡)) =
[−144.034푧1(푡) 58.896푧2(푡)− 1
29.859 −170.981푧1(푡)
]
퐵(푧(푡)) =
[
58.802푧1(푡)
40.939
]
퐸푛(푧(푡)) =
[
58.802푧1(푡) 0 0
40.939 0 0
]
퐶(푧(푡)) =
[−152.756 62.463푧1(푡)
0 1
]
The omputation of the minimum and maximum values of 푧1(푡) and 푧2(푡) for 푣푟푒푓 ∈ [5, 55] 푚/푠
are
max
푣푟푒푓
푧1(푡) = 푧
+
1 = 0.2 max
푣푟푒푓 2
푧2(푡) = 푧
+
2 = 0.04
min
푣푟푒푓
푧1(푡) = 푧
−
1 = 0.0182 min
푣푟푒푓 2
푧2(푡) = 푧
−
2 = 3.3× 10−4
from the maximum and minimum values, 푧1(푡) and 푧2(푡) an be represented by
푧1(푡) = 퐹11(푧1(푡)) ⋅ 0.2 + 퐹12(푧1(푡)) ⋅ 0.0182
푧2(푡) = 퐹21(푧2(푡)) ⋅ 0.04 + 퐹22(푧2(푡)) ⋅ 3.3× 10−4
where:
퐹11(푧1(푡)) + 퐹12(푧1(푡)) = 1 and 퐹21(푧2(푡)) + 퐹22(푧2(푡)) = 1
the membership funtions are alulated as follows
퐹11(푧1(푡)) =
푧1(푡)− 0.0182
0.1818
퐹12(푧1(푡)) =
0.2− 푧1(푡)
0.1818
퐹21(푧2(푡)) =
푧2(푡)− 3.3× 10−4
0.03967
퐹22(푧2(푡)) =
0.04− 푧2(푡)
0.03967
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Eah subsystem is disretized using 10 milliseonds as sample time, in order to have the TS fuzzy
model in its disrete form. The vehile lateral dynami model is represented by the following
disrete fuzzy IF-THEN rules:
Model rule 1
IF 푧1(푘) is 퐹11 and 푧2(푘) is 퐹21
THEN
{
푥(푘 + 1) = 퐴1푥(푘) +퐵1푢(푘) + 퐸푛
1
푛(푘)
푦(푘) = 퐶1푥(푘) +퐷1푢(푘) + 퐹푛
1
푛(푘)
Model rule 2
IF 푧1(푘) is 퐹11 and 푧2(푘) is 퐹22
THEN
{
푥(푘 + 1) = 퐴2푥(푘) +퐵2푢(푘) + 퐸푛
2
푛(푘)
푦(푘) = 퐶2푥(푘) +퐷2푢(푘) + 퐹푛
2
푛(푘)
Model rule 3
IF 푧1(푘) is 퐹12 and 푧2(푘) is 퐹21
THEN
{
푥(푘 + 1) = 퐴3푥(푘) +퐵3푢(푘) + 퐸푛
3
푛(푘)
푦(푘) = 퐶3푥(푘) +퐷3푢(푘) + 퐹푛
3
푛(푘)
Model rule 4
IF 푧1(푘) is 퐹12 and 푧2(푘) is 퐹22
THEN
{
푥(푘 + 1) = 퐴4푥(푘) +퐵4푢(푘) + 퐸푛
4
푛(푘)
푦(푘) = 퐶4푥(푘) +퐷4푢(푘) + 퐹푛
4
푛(푘)
Here
퐴1 =
[
0.7512 0.0099
0.2181 0.7118
]
, 퐵1 =
[
0.0941
0.3598
]
, 퐸푛1 =
[
0.0941 0 0
0.3598 0 0
]
퐴2 =
[
0.7486 −0.0072
0.2178 0.7093
]
, 퐵2 =
[
0.0901
0.3594
]
, 퐸푛2 =
[
0.0901 0 0
0.3594 0 0
]
퐴3 =
[
0.9761 0.0132
0.2904 0.9714
]
, 퐵3 =
[
0.0122
0.4048
]
, 퐸푛3 =
[
0.0122 0 0
0.4048 0 0
]
퐴4 =
[
0.9727 −0.0095
0.2900 0.9680
]
, 퐵4 =
[
0.0075
0.4043
]
, 퐸푛4 =
[
0.0075 0 0
0.4043 0 0
]
퐶1,2 =
[−152.76 12.49
0 1
]
, 퐶3,4 =
[−152.76 1.13
0 1
]
퐷1,2,3,4 =
[
56
0
]
, 퐹푛1,2,3,4 =
[
56 1 0
0 0 1
]
훴푤 = 1.2185× 10−5, 훴푣 =
[
0.04 0
0 1.2185× 10−5
]
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The defuzziation (that give the disrete TS fuzzy model) is arried out as
푥(푘 + 1) =
4∑
푖=1
ℎ푖(푧(푘))
[
퐴푖푥(푘) +퐵푖푢(푘) + 퐸푛푖푛(푘)
]
푦(푘) =
4∑
푖=1
ℎ푖(푧(푘))
[
퐶푖푥(푘) +퐷푢(푘) + 퐹푛푛(푘)
]
where
ℎ1(푧(푘)) = 퐹11(푧1(푘))× 퐹21(푧2(푘))
ℎ2(푧(푘)) = 퐹11(푧1(푘))× 퐹22(푧2(푘))
ℎ3(푧(푘)) = 퐹12(푧1(푘))× 퐹21(푧2(푘))
ℎ4(푧(푘)) = 퐹12(푧1(푘))× 퐹22(푧2(푘))
4.3.1 Simulation Results
The proposed approah to minimize the expeted value of the steady state estimation error is
applied to the vehile lateral dynami model, where eq. (4.24)-(4.25) are used to make the mini-
mization of the expeted value of the steady state estimation error for eah output separately.
The following longitude veloity prole is onsidered for the 푣푟푒푓(푘)
0 10 20 30 40 50
0
10
20
30
40
50
60
Time [s]
v r
e
f(k
) [m
/s]
Fig. 4.1: Longitude veloity prole
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4.3.1.1 Lateral aeleration output
The gain matries obtained for the lateral aeleration 푎푦(푘) output are:
퐿1 =
[−0.00091
0.00243
]
, 퐿2 =
[−0.00096
0.00288
]
, 퐿3 =
[−0.00194
−0.00321
]
, 퐿4 =
[−0.00170
−0.00215
]
.
An oset of 5 푚/푠2 is onsidered as a sensor fault that appears from 48 to 50 푠.
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Fig. 4.2: Lateral aeleration output
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Fig. 4.3: Estimated lateral aeleration
It an be seen in g. 4.3 that the estimated lateral aeleration 푎푦(푘) attenuates the eet of the
stohasti noise. Using 퐿2 norm as evaluation funtion and a residual evaluation window of 20 푠.
for the lateral aeleration output, the obtained threshold value (퐽푡ℎ) is 1.608.
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Fig. 4.4: Evaluated residual for the lateral aeleration sensor
In g. 4.4, the evaluated residual has exeeded the threshold value at 푡 = 48 푠. Therefore, the
sensor fault an be deteted.
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4.3.1.2 Yaw rate output
The gain matries obtained for the yaw rate 푟(푘) output are:
퐿5 =
[
0.02435
0.12236
]
, 퐿6 =
[
0.02304
0.11732
]
, 퐿7 =
[
0.06409
0.34173
]
, 퐿8 =
[
0.05863
0.34753
]
.
An oset of 10 ∘/푠 (0.1745 푟푎푑/푠) is onsidered as a sensor fault that appears from 44 to 46 푠.
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Fig. 4.5: Yaw rate output
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Fig. 4.6: Estimated yaw rate
As an be appreiated in g. 4.6, the estimated yaw rate 푟(푘) attenuates the eet of the stohasti
noise. Using 퐿2 norm as evaluation funtion and a residual evaluation window of 20 푠. for the yaw
rate output, the obtained threshold value (퐽푡ℎ) is 0.027.
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Fig. 4.7: Evaluated residual for the yaw rate sensor
It an be seen, that the evaluated residual has exeeded the threshold value at 푡 = 44 푠. Therefore,
the sensor fault an be deteted.
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4.3 An appliation example
A sheme to minimize the expeted value of the steady state estimation error for a lass of nonlinear
systems desribed by the TS fuzzy model has been presented. The minimization is made using
LMI tehniques for the solution of the problem.
The proposed sheme is applied to the vehile lateral dynami model. The simulation results for
the estimated lateral aeleration 푎푦(푘) and the estimated yaw rate 푟(푘) show that the eet of
stohasti noise is attenuated, and the applied faults an be easily deteted.
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Chapter 5
Fault detetion observer for TS fuzzy
systems
Robustness is the most fundamental problem in model-based fault detetion. Based on this prob-
lem, the study of a robust fault detetion problem, whih aims at enhaning the robustness to
disturbanes without sariing the fault detetion sensitivity has reeived attention in reent
years [19, 79, 81℄.
In this hapter, the robust fault detetion observer using iterative linear matrix inequality (LMI)
algorithms [79, 81℄ is generalized for a lass of nonlinear systems desribed by the TS fuzzy model.
These iterative LMI algorithms are implemented to design a robust TS fuzzy fault detetion
observer (FDO). The objetive of the FDO is to nd a trade-o between maximizing the eet
of faults in order to inrease the sensitivity to faults and minimizing the eet of disturbanes in
order to enhane the robustness to disturbanes.
In this design, two performane indexes need to be found, one of them is used to minimize the
eet of disturbanes (훾
1
) and the another one is used to maximize the eet of faults (훾
2
). Both
of them have a dependene on eah other, in whih, a gain ratio is established, it is given by 훾
1
/훾
2
.
Consider the following TS fuzzy model with inuene of disturbanes and faults and the model is
represented by fuzzy IF-THEN rules
Model rule i
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN
{
푥˙(푡) = 퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
푦(푡) = 퐶푖푥(푡) +퐷푖푢(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
(5.1)
where 푖 = 1, . . . , 푟 and 푟 is the number of fuzzy IF-THEN rules,푀푖푗 are fuzzy sets, 푧1(푡), . . . 푧푝(푡)
are premise variables, 푥(푡) ∈ ℝ푛 is the state vetor, 푢(푡) ∈ ℝ푘푢 and 푦(푡) ∈ ℝ푚 are the input and
output vetors respetively, 푑(푡) ∈ ℝ푘푑 is the disturbane vetor and 푓(푡) ∈ ℝ푘푓 is the fault vetor.
Matries 퐴푖, 퐵푖, 퐸푑, 퐸푓 , 퐶푖, 퐷푖, 퐹푑 and 퐹푓 are known system matries with appropriate dimension.
The defuzzied output of the TS fuzzy model in eq. (5.1) is represented as
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
]
(5.2a)
푦(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥(푡) +퐷푖푢(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
]
(5.2b)
For this TS fuzzy model, there is a TS fuzzy observer given by fuzzy IF-THEN rules
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Observer rule i
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN
{
˙ˆ푥(푡) = 퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖(푦(푡)− 푦ˆ(푡))
푦ˆ(푡) = 퐶푖푥ˆ(푡) +퐷푖푢(푡)
(5.3)
The defuzzied output of the TS fuzzy observer eq. (5.3) is represented as
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖 (푦(푡)− 푦ˆ(푡))
]
(5.4a)
푦ˆ(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥ˆ(푡) +퐷푖푢(푡)
]
(5.4b)
Dene the state estimation error as 푒(푡) = 푥(푡)− 푥ˆ(푡) and the residual vetor as 푟(푡) = 푦(푡)− 푦ˆ(푡),
then it follows from eq. (5.2)-(5.4) that
푒˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푒(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)− 퐿푖 (푦(푡)− 푦ˆ(푡))
]
(5.5a)
푟(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푒(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
]
(5.5b)
The following setions show the design of a TS fuzzy observer for the disturbane attenuation
problem and for the fault sensitivity problem. Then the TS fault detetion observer is formulated.
The objetive of this FDO is to solve both optimization problems at the same time.
5.1 Disturbane attenuation for TS fuzzy observer
The eet of disturbanes an be minimized by disturbane rejetion with a TS fuzzy observer.
For this purpose, the ontinuous TS fuzzy model given by eq. (5.2) without the eet of faults
푓(푡) is onsidered
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) + 퐵푖푢(푡) + 퐸푑푑(푡)
]
(5.6a)
푦(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥(푡) +퐷푖푢(푡) + 퐹푑푑(푡)
]
(5.6b)
where 푑(푡) is the disturbane, the eet of disturbanes on the residual signal need to be minimized.
A TS fuzzy observer is given by
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖
(
푦(푡)− 푦ˆ(푡))]
푦ˆ(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥ˆ(푡) +퐷푖푢(푡)
]
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The disturbane rejetion an be realized by minimizing 훾
1
subjet to
sup
∥푑(푡)∥2 ∕=0
∥푟푑(푡)∥2
∥푑(푡)∥2 ≤ 훾1 (5.7)
Suppose there exists a andidate quadrati Lyapunov funtion 푉1(푒(푡)) = 푒
푇 (푡)푃푒(푡), 푃 > 0, and
훾
1
> 0 suh that, for all 푡,
푉˙1(푒(푡)) + 푟
푇
푑 (푡)푟푑(푡)− 훾21푑푇 (푡)푑(푡) ≤ 0 (5.8)
for eq. (5.6a) and eq. (5.6b). The dynamis of the state estimation error is dened as follows
푒˙(푡) =
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푡))ℎ푗(푧(푡))
[(
퐴푖 − 퐿푖퐶푗
)
푒(푡) +
(
퐸푑 − 퐿푖퐹푑
)
푑(푡)
]
(5.9)
푟푑(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푒(푡) + 퐹푑푑(푡)
]
(5.10)
By integrating eq. (5.7) from 0 to 푇 , it is obtained∫ 푇
0
(
푉˙1(푒(푡)) + 푟
푇
푑 (푡)푟푑(푡)− 훾21푑푇 (푡)푑(푡)
)
푑푡 ≤ 0 (5.11)
It is assumed that the initial ondition for the state estimation error 푒(0) is 0, then eq. (5.12) is
obtained after the integration of eq. (5.11)
푉1(푒(푇 )) +
∫ 푇
0
(
푟푇푑 (푡)푟푑(푡)− 훾21푑푇 (푡)푑(푡)
)
푑푡 ≤ 0 (5.12)
Sine 푉1(푒(푇 )) ≥ 0, this implies
∥푟푑(푡)∥2
∥푑(푡)∥2 ≤ 훾1
Therefore the ℒ2 gain of the TS fuzzy model is less than 훾1. Considering the eq. (5.8), a LMI
ondition is derived from this equation
푒˙푇 (푡)푃푒(푡) + 푒푇 (푡)푃 푒˙(푡) + 푟푇푑 (푡)푟푑(푡)− 훾21푑푇 (푡)푑(푡) ≤ 0 (5.13)
For the following part, 푧(푡), 푒(푡) and 푑(푡) are expressed as 푧, 푒 and 푑 respetively.
푒˙푇푃푒+ 푒푇푃 푒˙+ 푟푇푑 푟푑 − 훾21푑푇 푑
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
푒푇 퐴¯푇푖푗 + 푑
푇 퐸¯푇푑푖
]
푃푒+
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)푒
푇푃
[
퐴¯푖푗푒+ 퐸¯푑푖푑
]
+
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[(
푒푇퐶푇푖 + 푑
푇퐹 푇푑
)(
퐶푗푒+ 퐹푑푑
)]− 훾2
1
푑푇푑
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
푒푇 푑푇
]⎡⎣퐴¯푇푖푗푃 + 푃퐴¯푖푗 + 퐶푇푖 퐶푗 푃퐸¯푑푖 + 퐶푇푖 퐹푑
퐸¯푇푑푖푃 + 퐹
푇
푑 퐶푖 −훾21 퐼 + 퐹 푇푑 퐹푑
⎤
⎦[푒
푑
]
≤ 0
(5.14)
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where
퐴¯푖푗 = 퐴푖 − 퐿푖퐶푗 and 퐸¯푑푖 = 퐸푑 − 퐿푖퐹푑
The following matrix inequality is obtained from eq. (5.14)⎡
⎢⎢⎢⎢⎣
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
퐴¯푇푖푗푃 + 푃퐴¯푖푗 + 퐶
푇
푖 퐶푗
] 푟∑
푖=1
ℎ푖(푧)
[
푃퐸¯푑푖 + 퐶
푇
푖 퐹푑
]
푟∑
푖=1
ℎ푖(푧)
[
퐸¯푇푑푖푃 + 퐹
푇
푑 퐶푖
]
−훾2
1
퐼 + 퐹 푇푑 퐹푑
⎤
⎥⎥⎥⎥⎦ ≤ 0 (5.15)
The matrix inequality given by eq. (5.15) an be rewritten as
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
⎡
⎣12
(
퐴¯푇푖푗푃 + 퐴¯
푇
푗푖푃 + 푃퐴¯푖푗 + 푃퐴¯푗푖 + 퐶
푇
푖 퐶푗 + 퐶
푇
푗 퐶푖
)
1
2
(
푃퐸¯푑푖푗 + 푃퐸¯푑푗푖 + 퐶
푇
푖 퐹푑푗 + 퐶
푇
푗 퐹푑푖
)
1
2
(
퐸¯푇푑푖푗푃 + 퐸¯
푇
푑푗푖
푃 + 퐹푇푑푖퐶푗 + 퐹
푇
푑푗
퐶푖
)
−훾2
1
+ 퐹푇푑 퐹푑
⎤
⎦ ≤ 0
Therefore, from the above inequality⎡
⎣ 12
(
퐴¯푇푖푗푃 + 퐴¯
푇
푗푖푃 + 푃퐴¯푖푗 + 푃퐴¯푗푖 + 퐶
푇
푖 퐶푗 + 퐶
푇
푗 퐶푖
)
1
2
(
푃퐸¯푑푖푗 + 푃퐸¯푑푗푖 + 퐶
푇
푖 퐹푑푗 + 퐶
푇
푗 퐹푑푖
)
1
2
(
퐸¯푇푑푖푗푃 + 퐸¯
푇
푑푗푖
푃 + 퐹푇푑푖퐶푗 + 퐹
푇
푑푗
퐶푖
)
−훾2
1
+ 퐹푇푑 퐹푑
⎤
⎦ ≤ 0 (5.16)
The disturbane rejetion an be ahieved by solving the following optimization problem:
Problem 5.1 The observer gain matries 퐿푖 that minimize 훾1 in eq. (5.7) an be obtained by
solving the following minimization problem based on LMIs
푚푖푛푖푚푖푧푒 훾2
1
푠푢푏푗푒푐푡 푡표 푃 > 0 푎푛푑
[
퐴¯푇푖푖푃 + 푃퐴¯푖푖 + 퐶
푇
푖 퐶푖 푃퐸¯푑푖 + 퐶
푇
푖 퐹푑
퐸¯푇푑푖푃 + 퐹
푇
푑 퐶푖 −훾21 퐼 + 퐹 푇푑 퐹푑
]
< 0 (5.17)
[
퐴¯푇푖푗푃 + 퐴¯
푇
푗푖푃 + 푃퐴¯푖푗 + 푃퐴¯푗푖 + 퐶
푇
푖 퐶푗 + 퐶
푇
푗 퐶푖 푃퐸¯푑푖 + 푃퐸¯푑푗 + 퐶
푇
푖 퐹푑 + 퐶
푇
푗 퐹푑
퐸¯푇푑푖푃 + 퐸¯
푇
푑푗
푃 + 퐹 푇푑 퐶푗 + 퐹
푇
푑 퐶푖 −2훾21 퐼 + 2퐹 푇푑 퐹푑
]
≤ 0 (5.18)
푖 < 푗
5.2 Fault sensitivity for TS fuzzy observer
Fault sensitivity an be ahieved using a TS fuzzy observer in order to maximize the eet of
faults in the residual signal 푟(푡). The ontinuous TS fuzzy model given by eq. (5.2) without the
eet of disturbanes 푑(푡) is onsidered
푥˙(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푓푓(푡)
]
(5.19a)
푦(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥(푡) +퐷푖푢(푡) + 퐹푓푓(푡)
]
(5.19b)
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where 푓(푡) is the fault, the eet of faults on the residual signal need to be maximized. A TS fuzzy
observer is given by
˙ˆ푥(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥ˆ(푡) +퐵푖푢(푡) + 퐿푖
(
푦(푡)− 푦ˆ(푡))]
푦ˆ(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥ˆ(푡) +퐷푖푢(푡)
]
The fault sensitivity an be realized by maximizing 훾
2
subjet to
inf
∥푓(푡)∥2 ∕=0
∥푟푓(푡)∥2
∥푓(푡)∥2 ≥ 훾2 (5.20)
Suppose there exists a andidate quadrati Lyapunov funtion 푉2(푒(푡)) = 푒
푇 (푡)푄푒(푡), 푄 > 0, and
훾
2
> 0 suh that, for all 푡
푉˙2(푒(푡))− 푟푇푓 (푡)푟푓(푡) + 훾22 푓푇 (푡)푓(푡) ≤ 0 (5.21)
for eq. (5.19a) and eq. (5.19b). The dynamis of the state estimation error is dened as follows
푒˙(푡) =
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푡))ℎ푗(푧(푡))
[(
퐴푖 − 퐿푖퐶푗
)
푒(푡) +
(
퐸푓 − 퐿푖퐹푓
)
푓(푡)
]
(5.22)
푟푓(푡) =
푟∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푒(푡) + 퐹푓푓(푡)
]
(5.23)
By integrating eq. (5.21) from 0 to 푇 , it is obtained
∫ 푇
0
(
푉˙2(푒(푡))− 푟푇푓 (푡)푟푓 (푡) + 훾22푓푇 (푡)푓(푡)
)
푑푡 ≤ 0 (5.24)
It is assumed that the initial ondition for the state estimation error 푒(0) is 0, then eq. (5.25) is
obtained after the integration of eq. (5.24)
푉2(푒(푇 )) +
∫ 푇
0
(
−푟푇푓 (푡)푟푓(푡) + 훾22 푓푇 (푡)푓(푡)
)
푑푡 ≤ 0 (5.25)
Sine 푉2(푒(푇 )) ≥ 0, this implies
∥푟푓(푡)∥2
∥푓(푡)∥2 ≥ 훾2
Therefore the ℒ2 gain of the TS fuzzy model is more than 훾2. Considering the eq. (5.20), a LMI
ondition is derived from this equation
푒˙푇 (푡)푄푒(푡) + 푒푇 (푡)푄푒˙(푡)− 푟푇푓 (푡)푟푓 (푡) + 훾22 푓푇 (푡)푓(푡) ≤ 0 (5.26)
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For the following part, 푧(푡), 푒(푡) and 푓(푡) are expressed as 푧, 푒 and 푓 respetively.
푒˙푇푄푒+ 푒푇푄푒˙− 푟푇푓 푟푓 + 훾22 푓푇 푓
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
푒푇 퐴¯푇푖푗 + 푓
푇 퐸¯푇푓푖
]
푄푒+
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)푒
푇푄
[
퐴¯푖푗푒+ 퐸¯푓푖푓
]
−
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[(
푒푇퐶푇푖 + 푓
푇퐹 푇푓
)(
퐶푗푒+ 퐹푓푓
)]
+ 훾2
2
푓푇푓
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
푒푇 푓푇
]⎡⎣퐴¯푇푖푗푄+푄퐴¯푖푗 − 퐶푇푖 퐶푗 푄퐸¯푓푖 − 퐶푇푖 퐹푓
퐸¯푇푓푖푄− 퐹 푇푓 퐶푖 훾22 퐼 − 퐹 푇푓 퐹푓
⎤
⎦[푒
푓
]
≤ 0
(5.27)
where
퐴¯푖푗 = 퐴푖 − 퐿푖퐶푗 and 퐸¯푓푖 = 퐸푓 − 퐿푖퐹푓
The following matrix inequality is obtained from eq. (5.27)⎡
⎢⎢⎢⎢⎣
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
퐴¯푇푖푗푄+푄퐴¯푖푗 − 퐶푇푖 퐶푗
] 푟∑
푖=1
ℎ푖(푧)
[
푄퐸¯푓푖 − 퐶푇푖 퐹푓
]
푟∑
푖=1
ℎ푖(푧)
[
퐸¯푇푓푖푄− 퐹 푇푓 퐶푖
]
훾2
2
퐼 − 퐹 푇푓 퐹푓
⎤
⎥⎥⎥⎥⎦ ≤ 0 (5.28)
The matrix inequality given by eq. (5.28) an be rewritten as
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
⎡
⎢⎢⎢⎢⎣
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧)ℎ푗(푧)
[
퐴¯푇푖푗푄+푄퐴¯푖푗 − 퐶푇푖 퐶푗
] 푟∑
푖=1
ℎ푖(푧)
[
푄퐸¯푓푖 − 퐶푇푖 퐹푓
]
푟∑
푖=1
ℎ푖(푧)
[
퐸¯푇푓푖푄− 퐹푇푓 퐶푖
]
훾2
2
퐼 − 퐹푇푓 퐹푓
⎤
⎥⎥⎥⎥⎦ ≤ 0
Therefore, from the above inequality⎡
⎣12
(
퐴¯푇푖푗푄+ 퐴¯
푇
푗푖푄+푄퐴¯푖푗 +푄퐴¯푗푖 − 퐶푇푖 퐶푗 − 퐶푇푗 퐶푖
)
1
2
(
푄퐸¯푓푖 +푄퐸¯푓푗 − 퐶푇푖 퐹푓 − 퐶푇푗 퐹푓
)
1
2
(
퐸¯푇푓푖푄+ 퐸¯
푇
푓푗
푄− 퐹푇푓 퐶푗 − 퐹푇푓 퐶푖
)
훾2
2
− 퐹푇푓 퐹푓
⎤
⎦ ≤ 0
The fault sensitivity an be ahieved by solving the following optimization problem:
Problem 5.2 The observer gain matries 퐿푖 that maximize 훾2 in eq. (5.20) an be obtained by
solving the following maximization problem based on LMIs
푚푎푥푖푚푖푧푒 훾2
2
푠푢푏푗푒푐푡 푡표 푄 > 0 푎푛푑
[
퐴¯푇푖푖푄 +푄퐴¯푖푖 − 퐶푇푖 퐶푖 푄퐸¯푓푖푖 − 퐶푇푖 퐹푓
퐸¯푇푓푖푖푄− 퐹 푇푓 퐶푖 훾22 퐼 − 퐹 푇푓 퐹푓
]
< 0 (5.29)
[
퐴¯푇푖푗푄 + 퐴¯
푇
푗푖푄 +푄퐴¯푖푗 +푄퐴¯푗푖 − 퐶푇푖 퐶푗 − 퐶푇푗 퐶푖 푄퐸¯푓푖 +푄퐸¯푓푗 − 퐶푇푖 퐹푓 − 퐶푇푗 퐹푓
퐸¯푇푓푖푄+ 퐸¯
푇
푓푗
푄− 퐹 푇푓 퐶푗 − 퐹 푇푓 퐶푖 2훾22 퐼 − 2퐹 푇푓 퐹푓
]
≤ 0 (5.30)
푖 < 푗
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5.3 Robust TS fault detetion observer
The TS fault detetion observer aims to solve the disturbane attenuation and the fault sensitivity
problem at the same time, i.e. it is neessary to solve both optimization problems simultaneously.
They an be solved using iterative LMI shemes. In the following part is shown the generalization
of two iterative LMI shemes for linear systems for its use with TS fuzzy models. The rst one is
taken from [79℄ and the seond one from [81℄.
5.3.1 Iterative LMI sheme 1
For the TS fuzzy model in eq. (5.2) with the TS fuzzy observer in eq. (5.4), determine observer
gain matries 퐿푖 suh that
1. The state estimation error in eq. (5.5a) is asymptotially stable.
2. The fault detetion disturbane-signal gain ratio
퐽1 =
훾
1
훾
2
is made small where 훾1 > 0, 훾2 > 0 and
∥푟푑(푡)∥2 < 훾1∥푑(푡)∥2 (5.31)
∥푟푓(푡)∥2 > 훾2∥푓(푡)∥2 (5.32)
where 푑(푡) and 푓(푡) are non-zero.
A solution sheme that leads to LMIs is that, by setting 푄 = 푃 in the fault sensitivity problem
5.2 given by eq. (5.29)-(5.30), the following optimization problem an be obtained
Problem 5.3 For given 훾1 > 0, 훾2 > 0 and 퐹푓 of full olumn rank, state estimation error in
eq. (5.5a) is asymptotially stable and satises
∥푟푑∥2
∥푟푓∥2 <
훾
1
훾
2
∥푑∥2
∥푓∥2 (5.33)
if 푃 > 0 and 푁푖 exists suh that LMIs[
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 푁푇푖 −푁푖퐶푖 + 퐶푇푖 퐶푖 푃퐸푑 −푁푖퐹푑 + 퐶푇푖 퐹푑
퐸푇푑 푃 − 퐹 푇푑 푁푇푖 + 퐹 푇푑 퐶푖 −훾21 퐼 + 퐹 푇푑 퐹푑
]
< 0 (5.34)
[
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 푁푇푖 −푁푖퐶푖 − 퐶푇푖 퐶푖 푃퐸푓 −푁푖퐹푓 − 퐶푇푖 퐹푓
퐸푇푓 푃 − 퐹 푇푓 푁푇푖 − 퐹 푇푓 퐶푖 훾22 퐼 − 퐹 푇푓 퐹푓
]
< 0 (5.35)
⎡
⎢⎢⎢⎣
[
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푗 푁푇푖 −푁푖퐶푗 + 퐶푇푖 퐶푗+
퐴푇푗 푃 + 푃퐴푗 − 퐶푇푖 푁푇푗 −푁푗퐶푖 + 퐶푇푗 퐶푖
] [
푃퐸푑 −푁푖퐹푑 + 퐶푇푖 퐹푑+
−푁푗퐹푑 + 퐶푇푗 퐹푑
]
[
퐸푇푑 푃 − 퐹 푇푑 푁푇푖 + 퐹 푇푑 퐶푖+
−퐹 푇푑 푁푇푗 + 퐹 푇푑 퐶푗
]
−2훾2
1
+ 2퐹 푇푑 퐹푑
⎤
⎥⎥⎥⎦ ≤ 0 (5.36)
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⎡
⎢⎢⎢⎣
[
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푗 푁푇푖 −푁푖퐶푗 − 퐶푇푖 퐶푗+
퐴푇푗 푃 + 푃퐴푗 − 퐶푇푖 푁푇푗 −푁푗퐶푖 − 퐶푇푗 퐶푖
] [
푃퐸푓 −푁푖퐹푓 − 퐶푇푖 퐹푓+
−푁푗퐹푓 − 퐶푇푗 퐹푓
]
[
퐸푇푓 푃 − 퐹 푇푓 푁푇푖 − 퐹 푇푓 퐶푖+
−퐹 푇푓 푁푇푗 − 퐹 푇푓 퐶푗
]
2훾2
2
− 2퐹 푇푓 퐹푓
⎤
⎥⎥⎥⎦ ≤ 0 (5.37)
hold, where 푁푖 = 푃퐿푖 and 푁푗 = 푃퐿푗 and gain matries are obtained as 퐿푖 = 푃
−1푁푖.
Based on this optimization problem, it is possible to onstrut an iterative LMI algorithm to
obtain a TS fault detetion observer, given in the following shemati form.
Algorithm 5.1 Given system matries 퐴푖, 퐵푖, 퐸푑, 퐸푓 , 퐶푖, 퐷푖, 퐹푑, 퐹푓 and let 휇1 ≥ 0 and 휇2 ≥ 0
be suiently small adjustable parameters. Set 푘 = 0.
Step 1. Choose a suiently large 훾
1
and let 훾
2
= 0 and solve LMIs in eq. (5.34)-(5.37) to nd
a feasible solution for 푃 and 푁푖 where 푁푖 = 푃퐿푖. Compute 퐿푖 = 푃
−1푁푖 and store it as
퐿0푖 . If 퐿0푖 annot be found , then this algorithm does not give a feasible solution to the
problem. STOP.
Step 2. (Main iterative steps)
(a) Put 푘 = 푘 + 1 with
훾
1
:= 훾
1
− 휇1 > ∥퐹푑∥, 훾2 := 훾2 + 휇2 < ∥퐹푓∥
Find a feasible solution for 푃 and 푁푖 for LMIs in eq. (5.34)-(5.37). Store 퐿푖푘 = 푃
−1푁푖
and 퐽푘 = 훾1/훾2. Repeat step 2(a). If a feasible solution an not be found, then 퐿푖푘 =
퐿푖푘−1.
(b) If the performane 훾
1
/훾
2
is less than some desired level, then a desired observer gain
퐿푖 = 퐿푖푘 is found. STOP.
LMIs in eq. (5.34) and eq. (5.36) are always feasible for suiently large 훾1 > ∥퐸푑∥. Furthermore,
the feasibility problems in step 2 are always solvable provided that step 1 is feasible and 휇1 and 휇2
are suiently small.
5.3.2 Iterative LMI sheme 2
For the TS fuzzy model in eq. (5.2) with the TS fuzzy observer in eq. (5.4), determine observer
gain matries 퐿푖 suh that
1. The state estimation error in eq. (5.5a) is asymptotially stable.
2. The fault detetion disturbane-signal gain ratio
퐽1 =
훾
1
훾
2
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is made small where 훾1 > 0, 훾2 > 0 and
∥푟푑(푡)∥2 < 훾1∥푑(푡)∥2 (5.38)
∥푟푓(푡)∥2 > 훾2∥푓(푡)∥2 (5.39)
where 푑(푡) and 푓(푡) are non-zero.
A solution sheme that leads to LMIs is that, the solution of both optimization problems allows
to obtain the following optimization problem
Problem 5.4 For given 훾1 > 0, 훾2 > 0 and 퐹푓 of full olumn rank, state estimation error in
eq. (5.5a) is asymptotially stable and satises
∥푟푑∥2
∥푟푓∥2 <
훾
1
훾
2
∥푑∥2
∥푓∥2 (5.40)
if 푃 > 0, 푄 > 0 and 퐿푖 exists suh that LMIs
[
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 퐿푇푖 푃 − 푃퐿푖퐶푖 +퐶푇푖 퐶푖 푃퐸푑 − 푃퐿푖퐹푑 + 퐶푇푖 퐹푑
퐸푇푑 푃 − 퐹 푇푑 퐿푇푖 푃 + 퐹 푇푑 퐶푖 −훾21 퐼 + 퐹 푇푑 퐹푑
]
≤ 0 (5.41)
[
퐴푇푖 푄+푄퐴푖 −퐶푇푖 퐿푇푖 푄−푄퐿푖퐶푖 − 퐶푇푖 퐶푖 푄퐸푓 −푄퐿푖퐹푓 − 퐶푇푖 퐹푓
퐸푇푓 푄− 퐹 푇푓 퐿푇푖 푄− 퐹 푇푓 퐶푖 훾22 퐼 − 퐹 푇푓 퐹푓
]
≤ 0 (5.42)
⎡
⎢⎢⎢⎢⎢⎣
[
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푗 퐿푇푖 푃 − 푃퐿푖퐶푗 + 퐶푇푖 퐶푗+
퐴푇푗 푃 + 푃퐴푗 − 퐶푇푖 퐿푇푗 푃 − 푃퐿푗퐶푖 +퐶푇푗 퐶푖
] [
푃퐸푑 − 푃퐿푖퐹푑 + 퐶푇푖 퐹푑+
−푃퐿푗퐹푑 + 퐶푇푗 퐹푑
]
[
퐸푇푑 푃 − 퐹 푇푑 퐿푇푖 푃 + 퐹 푇푑 퐶푖+
−퐹 푇푑 퐿푇푗 푃 + 퐹 푇푑 퐶푗
]
−2훾2
1
+ 2퐹 푇푑 퐹푑
⎤
⎥⎥⎥⎥⎥⎦ ≤ 0 (5.43)
⎡
⎢⎢⎢⎢⎢⎣
[
퐴푇푖 푄+푄퐴푖 − 퐶푇푗 퐿푇푖 푄−푄퐿푖퐶푗 − 퐶푇푖 퐶푗+
퐴푇푗 푄+푄퐴푗 − 퐶푇푖 퐿푇푗 푄−푄퐿푗퐶푖 − 퐶푇푗 퐶푖
] [
푄퐸푓 −푄퐿푖퐹푓 − 퐶푇푖 퐹푓+
−푄퐿푗퐹푓 − 퐶푇푗 퐹푓
]
[
퐸푇푓 푄− 퐹 푇푓 퐿푇푖 푄− 퐹 푇푓 퐶푖+
−퐹 푇푓 퐿푇푗 푄− 퐹 푇푓 퐶푗
]
2훾2
2
− 2퐹 푇푓 퐹푓
⎤
⎥⎥⎥⎥⎥⎦ ≤ 0 (5.44)
hold.
Based on this optimization problem, it is possible to onstrut an iterative LMI algorithm to
obtain a TS fault detetion observer, given in the following shemati form.
Algorithm 5.2 Given system matries 퐴푖, 퐵푖, 퐸푑, 퐸푓 , 퐶푖, 퐷푖, 퐹푑, 퐹푓 and let 휇1 ≥ 0 and 휇2 ≥ 0
be suiently small adjustable parameters. Set 푘 = 0, 푙 = 0 and 푚 ∈ 푍+ to ontrol the number of
omputational loops.
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Step 1. Choose a suiently large 훾
1
= 휁 and solve LMIs in eq. (5.41) and eq. (5.43) to nd a
feasible solution for 푃 and 푁푖 where 푁푖 = 푃퐿푖. Compute 퐿푖 = 푃
−1푁푖 and let 훾1 = 휁 and
훾2 = 0.
Step 2. (Main iterative steps)
(a) Substitute 퐿푖 into eq. (5.41)-(5.44) and nd a feasible solution set of variables 푃 , 푄.
(b) Put 푘 = 푘 + 1. With 푃 , 푄 obtained in step 2(a) and with
훾
1
:= 훾
1
− 휇1 > ∥퐹푑∥, 훾2 := 훾2 + 휇2 < ∥퐹푓∥
nd a feasible solution 퐿푖 for LMIs in eq. (5.41)-(5.44). Store 퐿푖푘 = 퐿푖 and 퐽푘 = 훾1/훾2.
Repeat step 2(b). If a feasible solution an not be found, then 퐿푖푘 = 퐿푖푘−1.
() If the performane 훾
1
/훾
2
is less than some desired level, then a desired observer gain
퐿푖 = 퐿푖푘 is found. STOP.
Step 3. Set 푙 = 푙 + 1. If 푙 < 푚, repeat step 2, else STOP (the feasible solution an not be found).
Step 1 is always feasible for suiently large 훾1 > ∥퐸푑∥. Furthermore, for given 푃 and 푄, matrix
inequalities in eq. (5.41)-(5.44) beome LMIs and a feasible solution 퐿푖 an always be obtained
provided that 휇1 and 휇2 are suiently small. Therefore, the feasibility problems in step 2 an
always provide a loal improvement through eah iteration.
5.4 Design of the threshold
After designing the TS fuzzy FDO, the remaining important task for robust fault diagnosis is
the evaluation of the generated residual. One of the widely adopted approahes is to hoose a
threshold 퐽푡ℎ > 0 and, based on this, use the following logial relationship for fault detetion
∥푟(푡)∥2,휏 ≤ 퐽푡ℎ ⇒ no faults
∥푟(푡)∥2,휏 > 퐽푡ℎ ⇒ with faults ⇒ 푎푙푎푟푚 (5.45)
where the residual evaluation funtion (REF) ∥푟(푡)∥2,휏 is determined by
∥푟(푡)∥2,휏 =
[∫ 푡2
푡1
푟푇 (푡)푟(푡)푑푡
] 1
2
, 휏 = 푡2 − 푡1 (5.46)
휏 ∈ (푡1, 푡2] is the nite-time window. Note that the length of the time window is nite, (i.e. 휏
instead of ∞) beause it does not make sense to detet faults over the whole time range. It is
assumed that the faults ould be deteted, if ourred, over the nite time interval.
By seleting eq. (5.46) as the residual evaluation funtion results in
∥푟(푡)∥2,휏 = ∥푟푑(푡) + 푟푓 (푡)∥2,휏
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where 푟푑(푡) and 푟푓(푡) are dened as
푟푑(푡) = 푟(푡)∣푓(푡)=0 푟푓(푡) = 푟(푡)∣푑(푡)=0
Furthermore, the fault-free ase residual evaluation funtion is dened as
∥푟(푡)∥2,휏 ≤ ∥푟푑(푡)∥2,휏 ≤ 퐽푡ℎ,푑
where
퐽푡ℎ,푑 = sup
푑∈퐿2
∥푟푑(푡)∥2,휏
The threshold is seleted as 퐽푡ℎ = 퐽푡ℎ,푑 and 퐽푡ℎ,푑 is onstant and an be evaluated o-line.
5.5 An appliation example
A nonlinear system [77℄ is used to implement the TS fault detetion observer, the nonlinear system
is desribed by
[
푥˙1(푡)
푥˙2(푡)
]
=
[ −푥1(푡) + 푥1(푡)푥32(푡)
−푥2(푡) +
(
3 + 푥2(푡)
)
푥31(푡)
]
+
[
1
0.1
]
푢(푡) +
[
0.8
−2.4
]
푑(푡) +
[
4
4
]
푓(푡)
[
푦1(푡)
푦2(푡)
]
=
[
푥1(푡)
푥2(푡)
]
+
[
0.2
0.4
]
푑(푡) +
[
2
−1
]
푓(푡)
it is onsidered that 푥1(푡) ∈ [−1, 1] and 푥2(푡) ∈ [−1, 1]. The above system an be written as
푥˙(푡) =
[ −1 푥1(푡)푥22(푡)(
3 + 푥2(푡)
)
푥21(푡) −1
]
푥(푡) +
[
1
0.1
]
푢(푡) +
[
0.8
−2.4
]
푑(푡) +
[
4
4
]
푓(푡)
푦(푡) =
[
1 0
0 1
]
푥(푡) +
[
0.2
0.4
]
푑(푡) +
[
2
−1
]
푓(푡)
where 푥1(푡)푥
2
2(푡) and
(
3 + 푥2(푡)
)
푥21(푡) are nonlinear terms. For the nonlinear terms are dened
푧1(푡) = 푥1(푡)푥
2
2(푡) and 푧2(푡) =
(
3 + 푥2(푡)
)
푥21(푡) as premise variables. It follows
푥˙(푡) =
[ −1 푧1(푡)
푧2(푡) −1
]
푥(푡) +
[
1
0.1
]
푢(푡) +
[
0.8
−2.4
]
푑(푡) +
[
4
4
]
푓(푡)
푦(푡) =
[
1 0
0 1
]
푥(푡) +
[
0.2
0.4
]
푑(푡) +
[
2
−1
]
푓(푡)
Next, alulate the minimum and maximum values of 푧1(푡) and 푧2(푡):
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max
푧1(푡),푧2(푡)
푧1(푡) = 푧
+
1 (푡) = 1 max
푥1(푡),푥2(푡)
푧2(푡) = 푧
+
2 (푡) = 4
min
푧1(푡),푧2(푡)
푧1(푡) = 푧
−
1 (푡) = −1 min
푥1(푡),푥2(푡)
푧2(푡) = 푧
−
2 (푡) = 0
From the maximum and minimum values of 푧1(푡) and 푧2(푡)
푧1(푡) = 푥1(푡)푥
2
2(푡) = 퐹11(푧1(푡)) ⋅ 1 + 퐹12(푧1(푡)) ⋅ −1
푧2(푡) =
(
3 + 푥2(푡)
)
푥21(푡) = 퐹21(푧2(푡)) ⋅ 4 + 퐹22(푧2(푡)) ⋅ 0
where
퐹11(푧1(푡)) + 퐹12(푧1(푡)) = 1 and 퐹21(푧2(푡)) + 퐹22(푧2(푡)) = 1
The membership funtions an be alulated as:
퐹11(푧1(푡)) =
푧1(푡) + 1
2
퐹12(푧1(푡)) =
1− 푧1(푡)
2
퐹21(푧2(푡)) =
푧2(푡)
4
퐹22(푧2(푡)) =
4− 푧2(푡)
4
The membership funtions are named Positive, Negative, Big and Small, respetively. Then,
the nonlinear system is approximated by the following TS fuzzy model:
Model rule 1
IF 푧1(푡) is Positive and 푧2(푡) is Big
THEN
{
푥˙(푡) = 퐴1푥(푡) +퐵1푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
푦(푡) = 퐶1푥(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
Model rule 2
IF 푧1(푡) is Positive and 푧2(푡) is Small
THEN
{
푥˙(푡) = 퐴2푥(푡) +퐵2푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
푦(푡) = 퐶2푥(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
Model rule 3
IF 푧1(푡) is Negative and 푧2(푡) is Big
THEN
{
푥˙(푡) = 퐴3푥(푡) +퐵3푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
푦(푡) = 퐶3푥(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
Model rule 4
IF 푧1(푡) is Negative and 푧2(푡) is Small
THEN
{
푥˙(푡) = 퐴4푥(푡) +퐵4푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
푦(푡) = 퐶4푥(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
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Here
퐴1 =
[−1 1
4 −1
]
, 퐴2 =
[−1 1
0 −1
]
, 퐴3 =
[−1 −1
4 −1
]
, 퐴4 =
[−1 −1
0 −1
]
퐵1,2,3,4 =
[
1
0.01
]
, 퐸푑 =
[
1
−2.5
]
, 퐸푓 =
[
4
4
]
퐶1,2,3,4 =
[
1 0
0 1
]
, 퐹푑 =
[
0.2
0.4
]
, 퐹푓 =
[
2
−1
]
The defuzziation (that give the TS fuzzy model) is arried out as
푥˙(푡) =
4∑
푖=1
ℎ푖(푧(푡))
[
퐴푖푥(푡) +퐵푖푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡)
]
푦(푡) =
4∑
푖=1
ℎ푖(푧(푡))
[
퐶푖푥(푡) + 퐹푑푑(푡) + 퐹푓푓(푡)
]
where
ℎ1(푧(푡)) = 퐹11(푧1(푡))× 퐹21(푧2(푡))
ℎ2(푧(푡)) = 퐹11(푧1(푡))× 퐹22(푧2(푡))
ℎ3(푧(푡)) = 퐹12(푧1(푡))× 퐹21(푧2(푡))
ℎ4(푧(푡)) = 퐹12(푧1(푡))× 퐹22(푧2(푡))
For the above example, the TS fault detetion observer is applied. The system was simulated with
a disturbane
푑(푡) = 0.3 cos (2푡)푒−0.2푡 (5.47)
and an atuator fault 푓(푡) suh that
푓(푡) =
{ −0.08 5 ≤ 푡 ≤ 10
0 elsewhere.
(5.48)
In g. 5.1 and g. 5.2 are shown the simulated disturbane and the atuator fault respetively.
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Fig. 5.1: Disturbane signal
0 5 10 15 20
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
Time [s]
f(t)
 [ ]
Fig. 5.2: Atuator fault signal
5.5.1 Iterative LMI sheme 1
A numerial simulation for the iterative algorithm 1 was arried out using LMI tools from MAT-
LAB 7.0, where 훾
1
= 0.762 and 훾
2
= 2.183 so that 퐽 = 훾
1
/훾
2
= 0.349 was ahieved. The following
gain matries 퐿푖 were obtained
퐿1 =
[−635.96 −839.05
2501.8 3289.3
]
퐿2 =
[−623.87 −842.51
2454.4 3302.9
]
퐿3 =
[−658.4 −963.62
2590.1 3778.3
]
퐿4 =
[−696.3 −918.3
2738.5 3600.2
]
Fig. 5.3 shows a residual signal designed with a TS fuzzy observer that aims only to make the
disturbane attenuation and, a residual signal design with a TS fuzzy observer, that realizes the
fault sensitivity is shown in g. 5.4.
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Fig. 5.3: Disturbane attenuation
0 5 10 15 20
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Time [s]
R
es
id
ua
ls 
[ ]
 
 
r1(t)
r2(t)
Fig. 5.4: Fault sensitivity
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As an be seen from g. 5.3, in the presene of faults and disturbanes in the system, the TS fuzzy
observer an not detet the fault. In the ase for a TS fuzzy observer that aims to ahieve only
teh fault sensitivity, the eet of disturbanes is diult to diereniate from the fault in g. 5.4.
The residual signal generated with a TS fuzzy fault detetion observer for iterative LMI sheme 1
is shown in g. 5.5
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Fig. 5.5: TS fault detetion observer for the iterative LMI sheme 1
In g. 5.5 a desirable fault detetion behavior is ahieved, i.e. despite the inuene of an unknown
input, it is muh easier to detet faults in omparison with the separated objetives in g. 5.3 and
g. 5.4. And for the design of the threshold was obtained 퐽푡ℎ푑 = 0.1088
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Fig. 5.6: Residual evaluation for the iterative LMI sheme 1
Using the threshold for the evaluated residual allows to detet the fault in g. 5.6 at 5 푠.
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5.5.2 Iterative LMI sheme 2
A numerial simulation for the iterative algorithm 2 was arried out using LMI tools from MAT-
LAB 7.0, where 훾
1
= 0.671 and 훾
2
= 1.595 so that 퐽 = 훾
1
/훾
2
= 0.4207 was ahieved. The following
gain matries 퐿푖 were obtained
퐿1 =
[
1.8993 −0.3783
−2.8515 8.1397
]
퐿2 =
[
2.1667 −0.6479
−5.6639 9.9531
]
퐿3 =
[
8.5931 −5.2915
−22.547 22.68
]
퐿4 =
[
1.5492 −0.8554
−8.6154 11.789
]
The residual signal for iterative LMI sheme 2 is shown in g. 5.7
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Fig. 5.7: TS fault detetion observer for the iterative
LMI sheme 2
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Fig. 5.8: Residual evaluation for the iterative LMI
sheme 2
In g. 5.7 a desirable fault detetion behavior is ahieved, i.e. despite the inuene of an unknown
input, it is easier to detet faults. For the design of the threshold was obtained 퐽푡ℎ푑 = 0.1145. The
fault in g. 5.8 an be deteted at 5 푠.
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Chapter 6
Fault diagnosis for systems with polytopi
unertainties
A nonlinear system an be represented by a linearization around some operating points, in this
form, a linear model for the nonlinear system is obtained. Through this linearization, part of the
dynami of the nonlinear system is not onsidered due to assumptions that are neessary to make
in order to linearize the nonlinear system.
The use of polytopi unertainty allows to use the unmodeled dynami into the linear model.
That means, the design of the residual generator will ontain more information about the nonlinear
system thanks to the polytopi unertainty and therefore the performane of the residual generator
will be improved.
6.1 Problem formulation
Linear systems that onsider polytopi unertainties are normally desribed by the following state
spae representation:
푥˙(푡) = (퐴+훥퐴)푥(푡) + (퐵 +훥퐵)푢(푡) + (퐸푑 +훥퐸푑)푑(푡) + 퐸푓푓(푡)
푦(푡) = (퐶 +훥퐶)푥(푡) + (퐷 +훥퐷)푢(푡) + (퐹푑 +훥퐹푑)푑(푡) + 퐹푓푓(푡) (6.1)
where polytopi unertainties are dened as:
[
훥퐴 훥퐵 훥퐸푑
훥퐶 훥퐷 훥퐹푑
]
=
푙∑
푖=1
훽푖
[
퐴푖 퐵푖 퐸푑푖
퐶푖 퐷푖 퐹푑푖
]
푙∑
푖=1
훽푖 = 1, 훽푖 ≥ 0, 푖 = 1, . . . , 푙.
and 푥(푡) ∈ ℝ푛 is the state vetor, 푢(푡) ∈ ℝ푘푢 is the input vetor, 푑(푡) ∈ ℝ푘푑 is the disturbane
vetor, 푓(푡) ∈ ℝ푘푓 is the fault vetor and 푦(푡) ∈ ℝ푚 is the measurement or output vetor. 퐴, 퐵,
퐸푑, 퐸푓 , 퐶, 퐷, 퐹푑,퐹푓 and the matries for the polytopi unertainty are known system matries
with appropriate dimensions.
The dynami of a residual generator using FDF theory, and for systems with polytopi unertain-
ties an be desribed by:[
푥˙(푡)
푒˙(푡)
]
=
[
퐴+훥퐴 0
훥퐴− 퐿훥퐶 퐴− 퐿퐶
][
푥(푡)
푒(푡)
]
+
[
퐵 +훥퐵
훥퐵 − 퐿훥퐷
]
푢(푡)+
[
퐸푑 +훥퐸푑
(퐸푑 +훥퐸푑)− 퐿(퐹푑 +훥퐹푑)
]
푑(푡)+
[
퐸푓
퐸푓 − 퐿퐹푓
]
푓(푡)
푟(푡) = 푉
([
훥퐶 퐶
] [푥(푡)
푒(푡)
]
+훥퐷푢(푡) + (퐹푑 +훥퐹푑)푑(푡) + 퐹푓푓(푡)
)
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where the matrix 퐿 is alled the observer gain matrix, and the matrix 푉 is a post-lter. In order to
ompute matries 퐿 and 푉 , it is used a referene residual model together with the above dynami
equation.
A referene residual model is an ideal solution for robust FDI under the assumption that no
disturbane or model unertainty are present on the system [17, 32, 52, 86℄. In suh a form, that
an augmented system is obtained, where the dynami of the referene model together with the
dynami of the FDF is onsidered.
6.1.1 Referene residual model
The referene model is made under the assumption that there is no model unertainty apart from
disturbanes aeting the system. The basi idea behind suh a referene model is the trade-o
between the robustness and fault detetability. The unied solution in [17℄, due to its optimal
trade-o, is adopted as referene model.
Consider the following linear system, whih has no aetation of polytopi unertainty and is
desribed by
푥˙(푡) = 퐴푥(푡) +퐵푢(푡) + 퐸푑푑(푡) + 퐸푓푓(푡) (6.2a)
푦(푡) = 퐶푥(푡) +퐷푢(푡) + 퐹푑푑(푡) + 퐹푓푓(푡) (6.2b)
A FDF in its state spae representation form is given by
˙ˆ푥(푡) = 퐴푥ˆ(푡) +퐵푢(푡) + 퐿표푝푡(푦(푡)− 푦ˆ(푡)) (6.3a)
푦ˆ(푡) = 퐶푥ˆ(푡) +퐷푢(푡) (6.3b)
푟(푡) = 푉표푝푡(푦(푡)− 푦ˆ(푡)) (6.3)
The dynamis of the FDF in the frequeny domain is desribed by
푟(푠) = 푁ˆ푑(푠)푑(푠) + 푁ˆ푓(푠)푓(푠) (6.4)
푁ˆ푑(푠) = 푉표푝푡
(
퐹푑 + 퐶(푠퐼 −퐴 + 퐿표푝푡퐶)−1(퐸푑 − 퐿표푝푡퐹푑)
)
(6.5)
푁ˆ푓 (푠) = 푉표푝푡
(
(퐹푓 + 퐶(푠퐼 −퐴+ 퐿표푝푡퐶)−1(퐸푓 − 퐿표푝푡퐹푓 )
)
(6.6)
The main objetive is to nd an observer gain matrix 퐿표푝푡 and matrix 푉표푝푡 suh that the FDF is
stable and the robustness of 푟(푠) against 푑(푠) and the sensitivity of 푟(푠) against 푓(푠) are enhaned
at the same time. The unied solution is given by the following theorem from [17, 20℄
Theorem 6.1 (the unied solution): Given the system desribed by eq. (6.2a)-(6.2b) and suppose
that the following assumptions are fullled
A1. The pair (퐶,퐴) is detetable;
A2. The matrix 퐹푑 has full row rank with 퐹푑퐹
푇
푑 = 퐼;
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A3. rank
[
퐴− 푗푤퐼 퐸푑
퐶 퐹푑
]
= 푛+푚,
then, the unied solution
퐿표푝푡 = (퐸푑퐹
푇
푑 + 푌 퐶
푇 )(퐹푑퐹
푇
푑 )
−1, 푉표푝푡 = (퐹푑퐹 푇푑 )
− 1
2
(6.7)
with 푌 ≥ 0 as the stabilizing solution to the following Riati equation
퐴푌 + 푌 퐴푇 + 퐸푑퐸
푇
푑 −
(
퐸푑퐹
푇
푑 + 푌 퐶
푇
)
(퐹푑퐹
푇
푑 )
−1 (퐹푑퐸푇푑 + 퐶푌 ) = 0 (6.8)
delivers an optimal FDF in the sense of ∀푤, 휎푖(푁ˆ푓 (푗푤)), 푖 = 1, ⋅ ⋅ ⋅ , 푘푓
sup
퐿표푝푡,푉표푝푡
휎푖(푁ˆ푓 (푗푤))
∥푁ˆ푑(푠)∥∞
= 휎푖(푁ˆ푓,표푝푡(푗푤)) (6.9)
with
푁ˆ푓,표푝푡(푠) = 푉표푝푡
(
퐹푓 + 퐶(푠퐼 −퐴 + 퐿표푝푡퐶)−1(퐸푓 − 퐿표푝푡퐹푓 )
)
The referene residual model, obtained from the unied solution [17℄, is shown below:
푥˙푟푒푓 (푡) = 퐴푟푒푓푥푟푒푓(푡) + 퐸푓푟푒푓푓(푡) + 퐸푑푟푒푓푑(푡)
푟푟푒푓(푡) = 퐶푟푒푓푥푟푒푓 (푡) + 퐹푓푟푒푓푓(푡) + 퐹푑푟푒푓푑(푡) (6.10)
where
퐴푟푒푓 = 퐴− 퐿표푝푡퐶, 퐸푓푟푒푓 = 퐸푓 − 퐿표푝푡퐹푓 , 퐸푑푟푒푓 = 퐸푑 − 퐿표푝푡퐹푑
퐶푟푒푓 = 푉표푝푡퐶, 퐹푓푟푒푓 = 푉표푝푡퐹푓 , 퐹푑푟푒푓 = 푉표푝푡퐹푑.
6.1.2 Design of the augmented system
The augmented system given in eq. (6.11) inludes the dynamis of the FDF for systems with
polytopi unertainties, and the dynamis of the referene residual model.
푥˙표(푡) = (퐴표 +훥퐴표)푥표(푡) + (퐸표푑 +훥퐸표푑)푑¯(푡)
푟푟푒푓(푡)− 푟(푡) = (퐶표 +훥퐶표)푥표(푡) + (퐹표푑 +훥퐹표푑)푑¯(푡) (6.11)
with
푥표(푡) =
⎡
⎢⎣푥푟푒푓(푡)푥(푡)
푒(푡)
⎤
⎥⎦ , 푑¯(푡) =
⎡
⎢⎣푢(푡)푑(푡)
푓(푡)
⎤
⎥⎦ , 퐴표 =
⎡
⎢⎣퐴푟푒푓 0 00 퐴 0
0 0 퐴− 퐿퐶
⎤
⎥⎦ , 퐶표 = [퐶푟푒푓 0 −푉 퐶]
퐸표푑¯ =
⎡
⎢⎣ 0 퐸푑푟푒푓 퐸푓푟푒푓퐵 퐸푑 퐸푓
0 퐸푑 − 퐿퐹푑 퐸푓 − 퐿퐹푓
⎤
⎥⎦ , 퐹표푑¯ = [0 퐹푑푟푒푓 − 푉 퐹푑 퐹푓푟푒푓 − 푉 퐹푓]
훥퐴표 =
푙∑
푖=1
훽푖퐴¯푖, 퐴¯푖 =
⎡
⎢⎣0 0 00 퐴푖 0
0 퐴푖 − 퐿퐶푖 0
⎤
⎥⎦ , 훥퐶표 = 푙∑
푖=1
훽푖퐶¯푖, 퐶¯푖 = −
[
0 푉 퐶푖 0
]
훥퐸표푑 =
푙∑
푖=1
훽푖퐸¯푖, 퐸¯푖 =
⎡
⎢⎣ 0 0 0퐵푖 퐸푑푖 0
퐵푖 − 퐿퐷푖 퐸푑푖 − 퐿퐹푑푖 0
⎤
⎥⎦ , 훥퐹표푑 =
푙∑
푖=1
훽푖퐹¯푖, 퐹¯푖 =
[
−푉 퐷푖 −푉 퐹푑푖 0
]
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6.1 Problem formulation
The residual generator design is formulated as
Find matries 퐿, 푉 suh that 훾 > 0 is minimized, where 훾 is given by∫ ∞
0
(푟푟푒푓(푡)− 푟(푡))푇 (푟푟푒푓(푡)− 푟(푡))푑푡 < 훾2
∫ ∞
0
푑¯푇 (푡)푑¯(푡)푑푡 (6.12)
The optimization problem given by eq. (6.12) as
min
퐿,푉
훾 subjet to⎡
⎢⎣(퐴표 + 퐴¯푖)
푇푃 + 푃 (퐴표 + 퐴¯푖) 푃 (퐸표푑¯ + 퐸¯푖) (퐶표 + 퐶¯푖)
푇
(퐸표푑¯ + 퐸¯푖)
푇푃 −훾퐼 (퐹표푑¯ + 퐹¯푖)푇
(퐶표 + 퐶¯푖) (퐹표푑¯ + 퐹¯푖) −훾퐼
⎤
⎥⎦ < 0 (6.13)
For some 푃 > 0. In order to solve the optimization problem given by eq. (6.13), let
푃 =
⎡
⎣푃11 푃12 0푃21 푃22 0
0 0 푃33
⎤
⎦ > 0, 퐿 = 푃−133 푌 (6.14)
then the eq. (6.13) beomes a LMI regarding to matries 푃 > 0, 푉 and 푌 , as desribed by
푁푖 = 푁
푇
푖 = [푁푗푘]7×7 < 0, 푖 = 1, ..., 푙 (6.15)
where
푁11 =
[
퐴푟푒푓 0
0 퐴+퐴푖
]푇 [
푃11 푃12
푃21 푃22
]
+
[
푃11 푃12
푃21 푃22
][
퐴푟푒푓 0
0 퐴+퐴푖
]
, 푁12 =
[
0
퐴푇푖 푃33 − 퐶푇푖 푌 푇
]
푁13 =
[
푃11 푃12
푃21 푃22
][
0
퐵 +퐵푖
]
, 푁14 =
[
푃11 푃12
푃21 푃22
][
퐸푑푟푒푓
퐸푑 + 퐸푑푖
]
, 푁15 =
[
푃11 푃12
푃21 푃22
][
퐸푓푟푒푓
퐸푓
]
푁16 =
[
퐶푇푟푒푓
−퐶푇푖 푉 푇
]
, 푁22 = 퐴
푇푃33 − 퐶푇푌 푇 + 푃33퐴− 푌 퐶, 푁23 = 푃33퐵푖 − 푌 퐷푖
푁24 = 푃33(퐸푑 + 퐸푑푖)− 푌 (퐹푑 + 퐹푑푖), 푁25 = 푃33퐸푓 − 푌 퐹푓 , 푁26 = −퐶푇푉 푇
푁33 = −훾퐼, 푁34 = 0, 푁35 = 0, 푁36 = −퐷푇푖 푉 푇 , 푁44 = −훾퐼, 푁45 = 0
푁46 = 퐹
푇
푑푟푒푓
− (퐹푑 + 퐹푑푖)푇푉 푇 , 푁55 = −훾퐼, 푁56 = 퐹 푇푓푟푒푓 − 퐹 푇푓 푉 푇 , 푁66 = −훾퐼
Based on this result, the optimal design of residual generators for systems with polytopi uner-
tainties an be ahieved using the following algorithm
Algorithm 6.1 [17℄: LMI solution of eq. (6.12)
Step 1. Form a matrix 푁푖 = [푁푗푘]7×7 < 0, 푖 = 1, ..., 푙
Step 2. Given 훾 > 0, nd 푃 > 0 , 푌 and 푉 so that
푁푖 < 0.
Step 3. Derease 훾 and repeat step 2 until the tolerane value for the LMI algorithm is reahed.
Step 4. Set 퐿 aording to eq. (6.14).
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6.2 Threshold omputation
One the residual generator is obtained, the next task is to design a threshold in order to evaluate
the residual signal. For this purpose, onsider the linear system with polytopi unertainties,
disturbanes and faults desribed by
푥˙푟(푡) = (퐴푟 +훥퐴푟)푥푟(푡) + (퐸푟푑 +훥퐸푟)푑푟(푡) + 퐸푟푓푓(푡) (6.16a)
푟(푡) = (퐶푟 +훥퐶푟)푥푟(푡) + (퐹푟푑 +훥퐹푟)푑푟(푡) + 퐹푟푓푓(푡) (6.16b)
where
푥푟(푡) =
[
푥(푡)
푒(푡)
]
, 푑푟(푡) =
[
푢(푡)
푑(푡)
]
, 퐴푟 =
[
퐴 0
0 퐴− 퐿퐶
]
, 퐶푟 =
[
0 퐶
]
퐸푟푑 =
[
퐵 퐸푑
0 퐸푑 − 퐿퐹푑
]
, 퐸푟푓 =
[
퐸푓
퐸푓 − 퐿퐹푓
]
, 퐹푟푑 =
[
0 퐹푑
]
, 퐹푟푓 = 퐹푓
훥퐴푟 =
푙∑
푖=1
훽푖퐴푟푖 , 퐴푟푖 =
[
퐴푖 0
퐴푖 − 퐿퐶푖 0
]
, 훥퐶푟 =
푙∑
푖=1
훽푖퐶푟푖 , 퐶푟푖 =
[
퐶푖 0
]
훥퐸푟 =
푙∑
푖=1
훽푖퐸푟푖 , 퐸푟푖 =
[
퐵푖 퐸푑푖
퐵푖 − 퐿퐷푖 퐸푑푖 − 퐿퐹푑푖
]
, 훥퐹푟 =
푙∑
푖=1
훽푖퐹푟푖 , 퐹푟푖 =
[
퐷푖 퐹푑푖
]
where the matrix 퐿 is the one obtained by solving the optimization problem in eq. (6.13).
Theorem 6.2 [17℄ Given system in eq. (6.16) onsidering the polytopi unertainties and 훾 > 0,
and suppose that 푥푟(0) = 0, then
∥푟(푡)∥2 < 훾 ∥푑푟(푡)∥2 (6.17)
if there exists 푃 > 0 so that ∀푖 = 1, . . . , 푙,⎡
⎢⎣(퐴푟 +퐴푟푖)
푇푃 + 푃 (퐴푟 +퐴푟푖) 푃 (퐸푟푑 + 퐸푟푖) (퐶푟 + 퐶푟푖)
푇
(퐸푟푑 + 퐸푟푖)
푇푃 −훾퐼 (퐹푟푑 + 퐹푟푖)푇
(퐶푟 + 퐶푟푖) (퐹푟푑 + 퐹푟푖) −훾퐼
⎤
⎥⎦ < 0 (6.18)
setting the matrix 푃 as
푃 =
[
푃1 0
0 푃2
]
> 0 (6.19)
yields
푒푞. (6.18)⇐⇒ 푁푖 = 푁푇푖 = [푁푗푘]5×5 < 0, 푖 = 1, ..., 푙 (6.20)
with
푁11 =
(
퐴푇 +퐴푇푖
)
푃1 + 푃1 (퐴+퐴푖) , 푁12 = 퐴
푇
푖 푃2 − 퐶푇푖 퐿푇푃2, 푁13 = 푃1 (퐵 +퐵푖)
푁14 = 푃1 (퐸푑 + 퐸푑푖) , 푁15 = 퐶
푇
푖 , 푁22 = 퐴
푇푃2 −퐶푇퐿푇푃2 + 푃2퐴− 푃2퐿퐶
푁23 = 푃2퐵푖 − 푃2퐿퐷푖, 푁24 = 푃2(퐸푑 + 퐸푑푖)− 푃2퐿(퐹푑 + 퐹푑푖), 푁25 = 퐶푇
푁33 = −훾퐼, 푁34 = 0, 푁35 = 퐷푇푖 , 푁44 = −훾퐼, 푁45 = 퐹 푇푑 + 퐹 푇푑푖 , 푁55 = −훾퐼
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Suppose that 푑푟(푡) is bounded by and in the sense of ∥푑푟(푡)∥2 ≤ 훿푢,2 + 훿푑,2. The root mean square
(RMS) value of the residual 푟 is dened by
∥푟(푡)∥푅푀푆 =
(
1
푇
∫ 푡+푇
푡
∥푟(휏)∥2푑휏
)1/2
(6.21)
∥푟(푡)∥푅푀푆 alulates the average energy of 푟 over the time interval (푡, 푡+ 휏). The RMS of a signal
is related to its ℒ2 norm. In fat, it holds
∥푟(푡)∥푅푀푆 ≤ 1√
푇
∥푟(푡)∥2 (6.22)
Dene
퐽푡ℎ,푅푀푆 = sup
푓푎푢푙푡−푓푟푒푒
∥푟(푡)∥푅푀푆 (6.23)
as the threshold, then the detetion logi beomes
∥푟(푡)∥푅푀푆 ≤ 퐽푡ℎ,푅푀푆 ⇒ no alarm, fault-free
∥푟(푡)∥푅푀푆 > 퐽푡ℎ,푅푀푆 ⇒ alarm, a fault is deteted
Based on the Theorem 6.2 as well as the relation between the ℒ2 norm and the RMS eq. (6.22),
the following algorithm an be formulated:
Algorithm 6.2 [17℄: Computation of 퐽푡ℎ,푅푀푆,2 for systems with polytopi unertainties
Step 1. Solve the optimization problem
min 훾 subjet to eq. (6.18).
for 푃 > 0 and set 훾∗ = 푎푟푔(푚푖푛 훾)
Step 2. Set 퐽푡ℎ,푅푀푆,2 =
훾∗(훿푑,2+훿푢,2)√
푇
6.3 Appliation to the aileron positioning system
The mathematial model of a ivil airraft primary ight ontrol atuation system (Aileron posi-
tioning system) has been often disussed [5, 53, 78℄ as hallenge to design FDI strategies.
6.3.1 Nonlinear model of the APS
The atuation system in an ative-standby onguration behaves no linear [65℄. Its dynamis is
represented in the blok diagram of the g. 6.1.
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Fig. 6.1: Blok diagram of the atuation system
6.3.1.1 Eletrohydrauli Servovalve
The modeled servovalve is formed by two stages, to transform the eletri input signal in a hy-
drauli output signal. The rst stage transforms the urrent 푖푠푣 reeived from the ACE into a
spool displaement 푦푠푣 and its mathematial model is represented by a seond order dierential
equation
푦¨푠푣 + 2훿푠푣휔푠푣푦˙푠푣 + 휔
2
푠푣푦푠푣 = 푘푠푣휔
2
푠푣푖푠푣 (6.24)
with 훿푠푣 as damping oeient, 휔푠푣 as natural frequeny and 푘푠푣 as the servovalve gain and 푦˙푠푣
and 푦¨푠푣 are the servovalve spool veloity and aeleration respetively.
The seond stage is formed by a spool-sleeve assembly (g. 6.2) with ideal zero-lapped ontrol
edges whih, with the aid of the supply pressure 푝
푆
, the tank pressure 푝
푇
, the diretion of the
spool movement 푦푠푣 and the pressures generated in the piston 푝퐴 and 푝퐵 , generate the ow rates
푄퐴 and 푄퐵 whih move the piston.
푄1 =
{
퐵푠푣∣푦푠푣∣
√∣푝
푆
− 푝
퐴
∣sign(푝
푆
− 푝
퐴
) for 푦푠푣 > 0
0 for 푦푠푣 ≤ 0 (6.25)
푄2 =
{
퐵푠푣∣푦푠푣∣
√∣푝
퐴
− 푝
푇
∣sign(푝
퐴
− 푝
푇
) for 푦푠푣 < 0
0 for 푦푠푣 ≥ 0 (6.26)
푄3 =
{
퐵푠푣∣푦푠푣∣
√∣푝
푆
− 푝
퐵
∣sign(푝
푆
− 푝
퐵
) for 푦푠푣 > 0
0 for 푦푠푣 ≤ 0 (6.27)
푄4 =
{
퐵푠푣∣푦푠푣∣
√∣푝
퐵
− 푝
푇
∣sign(푝
퐵
− 푝
푇
) for 푦푠푣 < 0
0 for 푦푠푣 ≥ 0 (6.28)
with 퐵푠푣 as the servovalve orie onstant. The system pressure 푝푃 = 푝푆 − 푝푇 .
퐵푠푣 = 훼퐷휋d
√
2
휌
(6.29)
where 훼퐷 is the ow rate oeient, 휋d is the ontrol edge length and 휌 is the density of the
hydrauli uid.
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Fig. 6.2: Servovalve spool-sleeve assembly
The ows 푄퐴 and 푄퐵, going to the ylinder hambers 퐴 and 퐵 g. 6.2, are alulated by:
푄퐴 = 푄1 −푄2, (6.30)
푄퐵 = 푄4 −푄3. (6.31)
The sign funtion is desribed by:
푠푖푔푛(휀) =
⎧⎨
⎩
−1 for 휀 < 0
0 for 휀 = 0
0 for 휀 > 0
(6.32)
6.3.1.2 Cylinder dynamis
The pressure in the hamber of the ylinders in the ative mode depends on the applied volume
ow 푄퐴 and 푄퐵, on the external loads and on the movement in the piston. The movement of the
piston in standby mode have eet through the volume ow of the damping fore.
The generation of the pressure in the ative ylinder, without onsider the internal leaks, is de-
sribed in the following ontinuity equations:
푝˙
퐴
= 퐸
푄퐴 − 퐴푝푥˙푝
푉퐷+ ∣ 퐴푝푥푚푖푛 ∣ +퐴푝푥푝 (6.33)
푝˙
퐵
= 퐸
퐴푝푥˙푝 −푄퐵
푉퐷+ ∣ 퐴푝푥푚푎푥 ∣ −퐴푝푥푝 (6.34)
where 퐸 is the oil bulk modulus, 푉퐷 is the dead volume of the ylinder, 푄퐴 and 푄퐵 are the ow
rates in the ontrol edges, 푥˙푝 is the piston speed, 푥푝 is the piston position and 퐴푃 is the piston
area, 푝
퐴
and 푝
퐵
are the pressure generated in the hambers A and B.
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Fig. 6.3: Cylinder
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Under onsideration of rigid xation [36, 45℄, the Newton movement equation of the piston is given
by eq. (6.35).
푚푝푥¨푝 = 퐴푝(푝퐴 − 푝퐵)− 퐹푓 − 퐹푑 − 퐹푎 (6.35)
with 푚푝 as the piston mass, 퐹푓 are the frition fores, 퐹푑 the fore of the eet reeted in the
ative atuator aused by the parallel atuator in damping mode and 퐹푒 represents the external
fores aeting the ontrol surfae.
The frition fores 퐹푓 an be modeled aording to the Stribek-urve [43℄. The urve is desribed
by the superposition of three frition parts, stati frition (푓푒), dynami frition (푓푑) and visose
frition (푓푣), shown in g. 6.4.
f
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e Ff
a) Viscose
Friction
b)Dynamic
Friction
c) Static
Friction
d) Superposition
xp xp xp xp
Fig. 6.4: Types of frition
The following equation is obtained from the frition ombination
퐹푓 = 푓푑푠푖푔푛(푥˙푝) + 푓푒푒
−휏퐻 ∣푥˙푝∣푠푖푔푛(푥˙푝) + 푓푣푥˙푝 (6.36)
The dynami frition (푓푑) depends on the sign of the piston veloity. The visose frition (푓푣)
depends on the piston veloity. The stati frition (푓푒) depends on the sign of the piston veloity
and will be onstruted with growing piston veloity with the derement 휏퐻 .
At rest (푥˙푝 = 0), only the stati frition aets the system. For low 푥˙푝, this frition is redued
with the diminution of 휏퐻 . The total frition for low veloities will be dominated by the dynami
frition. As the veloity inreases, the frition will be proportional to the visose frition. For the
generation of the system only the visose frition will be onsidered [37℄.
With the assumption of the inompressibility of the uid used in the atuation system [45℄, the
inuene of the standby atuator an be modeled by a quadrati damping equation:
퐹푑(푥˙푝) = 푑푡푥˙푝 ∣ 푥˙푝 ∣=
퐴3푝
퐶2푞퐴
2
퐷
푥˙푝 ∣ 푥˙푝 ∣=
퐴3푝
퐶2푞퐴
2
퐷
푥˙2푝푠푖푔푛(푥˙푝) (6.37)
where 퐶푞 is the ow oeient of the standby atuator and 퐴퐷 is the ross setion of the damping
valve. The value of the turbulent damping 푑푡 is given by the manufaturer system desription.
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6.3.2 Linearization of the APS
In this subsetion the linearization of the nonlinear model for the aileron positioning system is
onsidered. In order to make the linearization is onsidered that, for the servovalve, it is only
neessary to linearize the mehani to hydrauli transformation of energy in the servovalve.
푄푠푣 = 푄퐴 = 푄퐵 = 퐵푠푣푦푠푣
√
1
2
(푃푣 −훥푝푠푖푔푛(푦푠푣) (6.38)
The Taylor's series expansion for the ow 푄푠푣 is desribed below.
푄푠푣 = 푄푠푣
∣∣∣
(푦푠푣표푝 ,훥푝표푝)
+
∂푄푠푣
∂푦푠푣
∣∣∣∣
훥푝표푝
⋅(푦푠푣 − 푦푠푣표푝)+ ∂푄푠푣∂훥푝
∣∣∣∣
푦푠푣표푝
⋅(훥푝 −훥푝표푝)+푁퐿푡푒푟푚푠 (푦푠푣,훥푝) (6.39)
The piston entered position, i.e. hydrauli null, is hosen as operating point (op), so that 푥0 =
푦푠푣표푝 = 훥푝표푝 = 0. Negleting the nonlinear terms of eq. (6.39), the linearized ow equation is
presented below.
푄푠푣푙푖푛 = 퐶푦푦푠푣 + 퐶푝훥푝 (6.40)
where 퐶푦 is the ow rate gain and 퐶푝 is the pressure gain, 훥푝 = 푝퐴 − 푝퐵. The values of 퐶푦, and
퐶푝 are desribed below:
퐶푦 =
∂푄푠푣
∂푦푠푣
∣∣∣∣
훥푝표푝
= 퐵푠푣
√
푝푉
2
(6.41)
퐶푝 =
∂푄푠푣
∂훥푝
∣∣∣∣
푦푠푣표푝
= 0 (6.42)
Assuming that both ylinder hambers have the same volumes 푉퐴 = 푉퐵 = 푉 around the piston
initial ondition 푥0 and that ∣퐴푝푥푚푎푥∣ = ∣퐴푝푥푚푖푛∣, then they have the same hydrauli apaities
퐶퐻 , given by:
퐶퐻 =
∣퐴푝푥푚푎푥∣+ 푉퐷
퐸
=
푉
퐸
(6.43)
Applying the Bernoulli's ontinuity equation, it is possible to obtain 훥˙푝 = 푝˙퐴− 푝˙퐵 by subtrating
eq. (6.33) and eq. (6.34), and substituting eq. (6.43), so that:
훥˙푝 =
1
퐶퐻
[
2푄푠푣푙푖푛 − 2퐴푝푥˙푝
]
(6.44)
Substituting eq. (6.40) into eq. (6.44), the linearized equation for the pressure dierene is obtained
as:
훥˙푝 =
2퐶푦
퐶퐻
푦푠푣 − 2퐴푝
퐶퐻
푥˙푝 (6.45)
Aording to the Newton's movement equation for the piston position
푚푝푥¨푝 = 퐴푝훥푝 − 퐹푟 − 퐹푒 − 퐹푝 (6.46)
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In order to make it linear, it is neessary to linearize the terms 퐹푟, 퐹푒, and 퐹푝. 퐹푝푙푖푛 is set to zero
if the parallel atuator is in ative mode. From 퐹푟, given in eq. (6.36), only the visose frition 푓푣
is onsidered [37℄. It is now represented as a linear funtion, so that:
퐹푟푙푖푛 = 푓푣푥˙푝 (6.47)
The quadrati law funtion, shown in eq. (6.37), an be linearized [38℄ by:
퐹푝푙푖푛 = 푑푡푥˙푚푎푥푥˙푝 = 푑푙푖푛푥˙푝 (6.48)
The omplete system is represented by the following linearized dierential equations
푦¨푠푣 = −휔 2푠푣푦푠푣 − 2훿푠푣휔푠푣푦˙푠푣 + 푘푠푣휔 2푠푣푖푠푣
훥˙푝 =
2퐶푦
퐶퐻
푦푠푣 − 2퐴푝퐶퐻 푥˙푝
푥¨푝 =
퐴푝
푚푝
훥푝 − 푐푎푚푝푥푝 −
(푓푣+푑푙푖푛)
푚푝
푥˙푝
6.3.3 Model Unertainties for the APS
When a nonlinear system is linearized, some information is lost through it. This lak of information
an be represented as unertainties in the system. For the aileron positioning system two main
unertainties an be onsidered. The rst unertainty appears in the linearization of the standby
atuator whih is represented by a quadrati damping equation.
퐹푑 = 푑푡∣푥˙푝∣푥˙푝 (6.49)
Aording to [38℄, the quadrati damping equation an be linearized by
퐹푑푙푖푛 = 푑푡푥˙푚푎푥푥˙푝 = 푑푙푖푛푥˙푝 (6.50)
The linear and nonlinear response of the damping atuator are shown in g. 6.5.
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Fig. 6.5: Damping response
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It an be seen that the linear and nonlinear response oinide only in the origin and in its extremes,
whih means that between this points there is an unertainty. The seond unertainty omes from
the nonlinear equation for the ow 푄푠푣
푄푠푣(푦푠푣, 훥푝) = 퐶푦푦푠푣
√
1−
(
훥푝
푃푣
푠푖푔푛(푦푠푣)
)
(6.51)
The linearization of the ow rate depends on the operating points used by the linearization.
푄푠푣(푦푠푣, 훥푝)푙푖푛 = 퐶푦푦푠푣 + 퐶푝훥푝 = 퐶푦푦푠푣 (6.52)
However for the purpose of linearization, an operating point is hosen. The linearization will touh
the nonlinear response only in the point where it is linearized. For this work an operating point
of 훥푝 = 0 is hosen. It means that the linearization will touh the nonlinear funtion only at the
beginning and from there it will be linearized as a straight horizontal line. This an seen in the
g. 6.6.
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Fig. 6.6: Flow rate
The unertainties presented above aet the system matrix 퐴 and onsequently the unertainty
matrix 훥퐴 is dened as:
훥퐴 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0
0
훥1푖
푚푝
0 0 0
0 0 0 0 0
0 0
훥2푖
퐶퐻
0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.53)
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This kind of unertainties are of the polytopi type beause they are denoted by a onvex set that
depends of dierent operating points.
[
훥퐴 0 0
0 0 0
]
=
푙∑
푖=1
훽푖
[
퐴푖 0 0
0 0 0
]
,
푙∑
푖=1
훽푖 = 1, 훽푖 ≥ 0 (6.54)
For the polytopi unertainties were hosen 5 operating points. The orresponding values for 훥1
and 훥2 in eah operating point are shown in tab. 6.1.
i 훥1 훥2
1 −14227 0.09794
2 −78533 0.05084
3 −128614 0.02524
4 −185418 0.00714
5 −229773 0.00074
Tab. 6.1: Polytopi unertainties
The state spae representation of the linearized model is given by
⎡
⎢⎢⎢⎢⎢⎣
푦¨푠푣
푥¨푝
푦˙푠푣
훥˙푝
푥˙푝
⎤
⎥⎥⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎣
−2훿푠푣휔푠푣 0 −휔 2푠푣 0 0
0 − 푓푣+푑푙푖푛
푚푝
0
퐴푝
푚푝
− 푐푎
푚푝
1 0 0 0 0
0 − 2퐴푝
퐶퐻
2퐶푦
퐶퐻
0 0
0 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
푦˙푠푣
푥˙푝
푦푠푣
훥푝
푥푝
⎤
⎥⎥⎥⎥⎥⎦+
⎡
⎢⎢⎢⎢⎢⎣
푘푠푣휔
2
푠푣
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ 푖푠푣+
⎡
⎢⎢⎢⎢⎢⎣
0 0 0
− 1
푚푝
0 0
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎦ 푑+
⎡
⎢⎢⎢⎢⎢⎣
푘푠푣휔
2
푠푣 0 0
0 0 0
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎦ 푓
[
푦1
푦2
]
=
[
0 0 0 1 0
0 0 0 0 1
]
⎡
⎢⎢⎢⎢⎢⎣
푦˙푠푣
푥˙푝
푦푠푣
훥푝
푥푝
⎤
⎥⎥⎥⎥⎥⎦+
[
0 1 0
0 0 1
]
푑+
[
0 1 0
0 0 1
]
푓
where 푦˙푠푣 and 푦푠푣 are the servovalve veloity and position respetively, 훥푝 the pressure dierene,
푥˙푝 the piston veloity, and 푥푝 the piston position. There are two sensors available, one sensor
measures the piston position 푥푝, and the other one measures the pressure dierene 훥푝. The input
푢(푡) is onstituted by a urrent 푖푠푣, whih hanges aording to a ommand input. A variable and
unknown but bounded disturbane 푑(푡) aet the system all the time. The fault vetor 푓(푡) = [푓푇퐴
푓푇훥푝 푓
푇
푥푝℄
푇
is formed by additive faults that an our in the atuator 푓퐴, or in eah of the available
sensors, 푓푥푝 and 푓훥푝.
The matries for the linear mathematial model of the aileron positioning system are alulated
with the numerial values given in appendix B and they are
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퐴 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−884.7 0 −3.06 × 105 0 0
0 −36244 0 12.19 × 10−4−26.28
1 0 0 0 0
0 −3.29× 1010 4.96 × 1012 0 0
0 1 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 퐵 =
⎡
⎢⎢⎢⎢⎢⎣
33973
0
0
0
0
⎤
⎥⎥⎥⎥⎥⎦ , 퐸푑 =
⎡
⎢⎢⎢⎢⎢⎣
0 0 0
−0.143 0 0
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎦
퐸푓 =
⎡
⎢⎢⎢⎢⎢⎣
33973 0 0
0 0 0
0 0 0
0 0 0
0 0 0
⎤
⎥⎥⎥⎥⎥⎦ , 퐶 =
[
0 0 1 0 0
0 0 0 1 0
]
, 퐹푑 =
[
0 1 0
0 0 1
]
, 퐹푓 =
[
0 1 0
0 0 1
]
6.3.4 Simulation results
Solving the 푎푙푔표푟푖푡ℎ푚 6.1 give us the solution of the Riati equation eq. (6.8). The values of 퐿표푝푡
and 푉표푝푡 are
퐿표푝푡 =
⎡
⎢⎢⎢⎢⎢⎣
0 0
−6.79× 10−2 0
0 0
66889 −2.03× 10−6
−2.03× 10−6 0
⎤
⎥⎥⎥⎥⎥⎦ , 푉표푝푡 =
[
1 0
0 1
]
(6.55)
The matries for the solution of the optimization problem given in the step 2 of 퐴푙푔표푟푖푡ℎ푚 6.1
are
푉 =
[
1.0932 −2.62× 10−5
−2.62 × 10−5 1.1672
]
, 퐿=
⎡
⎢⎢⎢⎢⎢⎣
3.78× 106 113.09
−95.114 −0.154
230.58 5.47× 10−3
5.57× 1011 1.68× 107
24.676 199.98
⎤
⎥⎥⎥⎥⎥⎦ (6.56)
and 훾 = 1000.
In order to show the performane improvement of the residual generator with polytopi uner-
tainties, this residual generator is ompared against a residual generator without the polytopi
unertainty.
First, the residuals for the pressure dierene 훥푝 sensor are shown. Fig. 6.7 shows the residual
signal without onsidering the polytopi unertainty and g. 6.8 shows the residual generator
onsidering the polytopi unertainty.
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Fig. 6.7: 푟
훥푝
without polytopi unertainties
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Fig. 6.8: 푟
훥푝
with polytopi unertainties
The residuals for the piston position 푥푝 sensor are shown below, g. 6.9 shows the residual signal
without onsidering the polytopi unertainty and g. 6.10 shows the residual generator onsid-
ering the polytopi unertainty.
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Fig. 6.9: 푟
푥푝
without polytopi unertainties
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Fig. 6.10: 푟
푥푝
with polytopi unertainties
It an be seen that the residual signals, whih onsiders polytopi unertainties deliver a smaller
transient in omparison to the one that does not onsider the polytopi unertainty.
Threshold design
The observer gain matrix 퐿 (from eq. (6.56)) is used for the omputation of the threshold. It is
assumed that 훿푑,2 is 0.225 beause the disturbane is unknown but bounded and the evaluation
window (T) is 5 푠. The omputed values that solves the 퐴푙푔표푟푖푡ℎ푚 6.2 are:
훾∗ = 0.9
and for the step 2
퐽푡ℎ,푅푀푆,2 =
0.9 (0.225 + 훿푢,2)√
5
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ation to the aileron positioning system
The value of 훿푢,2 is alulated on-line, beause it depends on the harateristis of the input. In
g. 6.11 both the RMS value of the residual and the orresponding threshold are shown, where
an atuator fault 푓퐴 ourred at 푡 = 3 푠.
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Fig. 6.11: Evaluated residual for the atuator fault
As an be seen, the RMS value of the evaluated residual surpasses the orresponding threshold at
푡 = 3.85 푠. Thus, the atuator fault 푓퐴 is deteted.
Fig. 6.12 shows the RMS evaluation of the residual signal and the orresponding threshold, where
a fault in 훥푝 sensor ourred at 푡 = 3 푠.
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Fig. 6.12: Evaluated residual for fault in 훥푝 sensor
It an be seen that the omputed threshold ontains the disturbanes but allows the detetion of
the sensor fault 푓훥푝 at 푡 = 3 푠.
86
6. Fault diagnosis for systems with polytopi unertainties
Fig. 6.13 shows the RMS evaluation of the residual signal and the orresponding threshold, where
a fault in 푥푝 sensor ourred at 푡 = 3 푠.
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Fig. 6.13: Evaluated residual for fault in 푥푝 sensor
As an be seen, the RMS value of the evaluated residual surpasses the orresponding threshold at
푡 = 3.8 푠. Thus, the sensor fault 푓푥푝 is deteted.
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Chapter 7
Conlusions and future work
Two multiple-model approahes have been studied in this thesis in order to give a better perfor-
mane in fault detetion and isolation for nonlinear systems. Multiple-model approahes have an
advantage over linear approahes. They inorporate more information about the nonlinear system
in omparison to one linearization. The rst approah of this sheme is the TS fuzzy model and
the seond is the linear system with polytopi unertainties.
In hapter 3, the unknown input observer for TS fuzzy systems (TS fuzzy UIO) for a lass of
nonlinear systems is presented. This observer is an extension from the linear ase studied in [17℄.
A robust sensor fault isolation sheme [12℄ based on the TS fuzzy UIO is also onsidered.
An example is used to demonstrate the funtionality of the developed TS fuzzy UIO. The goal
of this observer is to deouple unknown inputs from the nonlinear system. The simulation results
show that the unknown inputs are deoupled from the system by delivering a residual signal free
of unknown inputs. Moreover, the robust fault sensor isolation sheme makes possible to isolate
the sensor faults appearing in the system.
Chapter 4 onsiders the disrete version of the TS fuzzy model with the inuene of stohasti
noise in order to design a residual generator. The design of the residual generator is made using a
LMI optimization approah, in order to minimize the expeted value of the steady state estimation
error and the eet of the noise is redued in the residual signal.
To demonstrate the eetiveness of this approah, the vehile lateral dynami model is onsidered,
and the results show that the stohasti disturbane is indeed redued. Therefore, the proposed
approah attenuates the eet of the stohasti disturbane and inreases teh detetion rate of
faults.
In hapter 5 the robust fault detetion observer for TS fuzzy systems has been applied. In this
design two performane indexes were found. The rst one is used to minimize the eet of dis-
turbanes and the another one to maximize the eet of faults. Both optimization problems are
solved simultaneously using iterative LMI.
Both performane indexes have a dependene on eah other, in whih, a gain ratio is established.
The gain ratio is the division of the performane index for disturbanes between the performane
index for faults.
Two shemes are proposed in order to solve the problem of robust fault detetion. The rst sheme
onsider that both optimization objetives are onsidered to have the same stability matrix in
the sense of Lyapunov. In ontrast, stability matrix of eah optimization objetive is onsidered
individually for the seond sheme. Simulation results of the proposed shemes have shown that
a desirable fault detetion behavior is obtained. Moreover, it is muh eetive to detet the fault
despite the inuene of the unknown inputs.
Chapter 6 presents the use of polytopi unertainty for the design of a residual generator and its
orrespondent threshold. In this approah, the design of the residual generator will ontain more
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information about the nonlinear system in the form of the polytopi unertainty and therefore the
performane of the residual generator will be improved. A referene model is onsidered in order
to onstrut an augmented system, where the generated residual is ompared with a referene
residual.
This approah has been applied to the aileron positioning system, and simulation results shown
that this fault detetion sheme improves the generated residual signals, by reduing the transient
magnitude ompared with one without polytopi unertainty.
Future work
Problems related with varying matries 퐶 and 퐸푑 (they depend on the states) in the TS fuzzy
UIO should be studied in the future work. This will allow to implement also robust atuator
fault isolation shemes for the TS fuzzy UIO. Another topi for further researh is an integrated
solution for nonlinear systems represented by TS fuzzy model, whih are aeted by deterministi
and stohasti disturbanes.
Another point is to onsider stability in the sense of Lyapunov for eah linear system in TS fuzzy
model instead of the ommon Lyapunov stability. One of the approahes that onsiders this topi
is the Lyapunov funtion desribed by fuzzy IF-THEN rules.
Eah TS fuzzy rule has fuzzy sets in the anteedent part and quadrati Lyapunov funtions in the
onsequent part. A generi rule for the Lyapunov funtion an be written as follows:
Rule i for the Lyapunov funtion
IF 푧1(푡) is 푀푖1 and . . . and 푧푝(푡) is 푀푖푝
THEN 푉 (푥(푡)) = 푥푇 (푡)푃푖푥(푡)
(7.1)
This an be expressed as
푉 (푥(푡)) =
푟∑
푖=1
ℎ푖(푧(푡))푥
푇 (푡)푃푖푥(푡) (7.2)
This approah has been done reently in some FDI approahes for TS fuzzy systems but only in the
disrete ase, the extension to ontinuous ases an be onsidered. Atually, the ontinuous version
for this fuzzy Lyapunov funtion implies the derivative of the membership funtion and this is not
straightforward to obtain. This option ould be a good alternative beause the onservatism for
TS fuzzy models an be redued.
The topi for residual generation in linear systems with polytopi unertainty is very interesting.
It an be also extended to other fault detetion and isolation problems, onsidering the referene
model proposed by [17℄.
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Mathematial tools
A.1 Norms for ontinuous and disrete systems
Norms for ontinuous and disrete systems are shown in the table given below
System type
Norm Continuous Disrete
ℒ1
푛∑
푖=1
∫ ∞
0
∣푟푖(푡)∣ 푑푡
푛∑
푖=1
( ∞∑
푘=0
∣푟푖(푘)∣
)
ℒ2
(∫ ∞
0
푟푇 (푡)푟(푡)푑푡
)1/2 ( ∞∑
푘=0
푟푇 (푘)푟(푘)
)1/2
ℒ∞ sup
푇→∞
max
푖
∣푟푖(푡)∣ max
푖
∣푟푖(푘)∣
ℒ푅푀푆
(
1
푇
∫ 푇
0
푟푇 (푡)푟(푡)푑푡
)1/2 (
1
푁
푁∑
푖=1
푟푖
푇 (푘)푟푖(푘)
)1/2
Tab. A.1: Norms for ontinuous and disrete systems
A.2 Shur omplement
The Shur omplement of a blok of a matrix within a larger matrix is dened as follows [87℄.
Suppose that 퐴11 ∈ ℛ푛1×푛1, 퐴12 ∈ ℛ푛1×푛2 , 퐴21 ∈ ℛ푛2×푛1, 퐴22 ∈ ℛ푛2×푛2 and 퐴22 is nonsingular.
Let
퐴 =
[
퐴11 퐴12
퐴21 퐴22
]
(A.1)
so that 퐴 ∈ ℛ(푛1+푛2)×(푛1+푛2). Then 퐴 has the following deomposition:[
퐴11 퐴12
퐴21 퐴22
]
=
[
퐼 퐴12퐴
−1
22
0 퐼
] [
훥 0
0 퐴22
] [
퐼 0
퐴−122 퐴21 퐼
]
(A.2)
with 훥 = 퐴11 −퐴12퐴−122 퐴21, and 퐴 is nonsingular if and only if 훥 is nonsingular. Dually, if 퐴11 is
nonsingular, then [
퐴11 퐴12
퐴21 퐴22
]
=
[
퐼 0
퐴21퐴
−1
11 퐼
][
퐴11 0
0 훥ˆ
] [
퐼 퐴−111 퐴12
0 퐼
]
(A.3)
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with 훥ˆ = 퐴22 − 퐴21퐴−111 퐴12, and 퐴 is nonsingular if and only if 훥ˆ is nonsingular. The matrix
훥(훥ˆ) is alled the Shur omplement [84℄ of 퐴22(퐴11) in A.
A.3 Relaxed stability analysis for TS fuzzy ob-
server
As has been shown in subsetion 2.2.1, the stability analysis of a TS fuzzy observer is redued
to a problem of nding a ommon 푃 . If the number of rules (푟) is large, it might be diult to
nd a ommon 푃 satisfying the onditions of Theorem 2.1. This subsetion presents new stability
onditions from [74, 77℄ by relaxing the onditions of Theorem 2.1.
Theorem A.1 ontains the relaxed stability onditions. But rst, the following lemmas are needed
to prove Theorem A.1.
Lemma A.1
푟∑
푖=1
ℎ2푖 (푧(푡))−
1
푟 − 1
푟∑
푖=푗
∑
푖<푗
2ℎ푖(푧(푡))ℎ푗(푧(푡)) ≥ 0
where
푟∑
푖=1
ℎ푖(푧(푡)) = 1 and ℎ푖(푧(푡)) ≥ 0 ∀ 푖
Proof. It holds sine
푟∑
푖=1
ℎ2푖 (푧(푡)) −
1
푟 − 1
푟∑
푖=푗
∑
푖<푗
2ℎ푖(푧(푡))ℎ푗(푧(푡)) ≥ 0
=
1
푟 − 1
푟∑
푖=1
∑
푖<푗
{
ℎ푖(푧(푡))− ℎ푗(푧(푡))
}2
≥ 0
푄.퐸.퐷.
Lemma A.2 If the number of rules 푟 that re for all 푡 is less than or equal to 푠, where 1 < 푠 ≤ 푟,
then
푟∑
푖=1
ℎ2푖 (푧(푡))−
1
푠− 1
푟∑
푖=1
∑
푖<푗
2ℎ푖(푧(푡))ℎ푗(푧(푡)) ≥ 0
where
푟∑
푖=1
ℎ푖(푧(푡)) = 1 and ℎ푖(푧(푡)) ≥ 0 ∀ 푖
Theorem A.1 [74℄: Assume that the number of rules 푟 that re for all 푡 is less than or equal
to 푠, where 1 < 푠 ≤ 푟. The equilibrium of the ontinuous fuzzy system desribed by eq. (2.14) is
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globally asymptotially stable if there exist a ommon positive denite matrix 푃 and a ommon
positive semidenite matrix 푄 suh that
퐴푇푖푖푃 + 푃퐴푖푖 + (푠− 1)푄 < 0 (A.4)(
퐴푖푗 + 퐴푗푖
2
)푇
푃 + 푃
(
퐴푖푗 + 퐴푗푖
2
)
−푄 ≤ 0 푖 < 푗 (A.5)
for all 푖 and 푗 with the exeption of the pairs (푖, 푗) so that ℎ푖(푧(푡))ℎ푗(푧(푡)) = 0, for all 푡 and 푠 > 1
.
Proof : Consider a andidate of Lyapunov funtion 푉 (푒(푡)) = 푒푇 (푡)푃푒(푡), where 푃 > 0. Then,
푉˙ (푒(푡)) = 푒˙푇푃푒(푡) + 푒푇 (푡)푃 푒˙(푡)
=
푟∑
푖=1
푟∑
푗=1
ℎ푖(푧(푡))ℎ푗(푧(푡))푒
푇 (푡)
[
(퐴푖 − 퐿푖퐶푗)푇 푃 + 푃 (퐴푖 − 퐿푖퐶푗)
]
푒(푡)
=
푟∑
푖=1
ℎ2푖 (푧(푡))푒
푇 (푡)
[
퐴푇푖푖푃 + 푃퐴푖푖
]
푒(푡)
+
푟∑
푖=1
∑
푖<푗
2ℎ푖(푧(푡))ℎ푗(푧(푡))푒
푇 (푡)
[(
퐴푖푗 + 퐴푗푖
2
)푇
푃 + 푃
(
퐴푖푗 + 퐴푗푖
2
)]
푒(푡)
From eq. (A.5) and Corollary A.2, it follows
푉˙ (푒(푡)) ≤
푟∑
푖=1
ℎ2푖 (푧(푡))푒
푇 (푡)
[
퐴푇푖푖푃 + 푃퐴푖푖
]
푒(푡)+
푟∑
푖=1
∑
푖<푗
2ℎ푖(푧(푡))ℎ푗(푧(푡))푒
푇 (푡)푄푒(푡)
≤
푟∑
푖=1
ℎ2푖 (푧(푡))푒
푇 (푡)
[
퐴푇푖푖푃 + 푃퐴푖푖
]
푒(푡) + (푠− 1)
푟∑
푖=1
ℎ2푖 (푧(푡))푒
푇 (푡)푄푒(푡)
=
푟∑
푖=1
ℎ2푖 (푧(푡))푒
푇 (푡)
[
퐴푇푖푖푃 + 푃퐴푖푖 + (푠− 1)푄
]
푒(푡)
푄.퐸.퐷.
if eq. (A.4) holds, then 푉˙ (푒(푡)) < 0 at 푒(푡) ∕= 0. Then, from the relaxed stability onditions of
Theorem A.1, the design problem to determine the gain matries 퐿푖 an be dened as follows
Find 푃 > 0 , 푄 ≥ 0 and 푁푖 (푖 = 1, 2, . . . , 푟) satisfying
퐴푇푖 푃 + 푃퐴푖 − 퐶푇푖 푁푇푖 −푁푖퐶푖 + (푠− 1)푄 < 0
퐴푇푖 푃 + 푃퐴푖 + 퐴
푇
푗 푃 + 푃퐴푗 − 퐶푇푗 푁푇푖 −푁푖퐶푗 − 퐶푇푖 푁푇푗 −푁푗퐶푖 − 2푄 ≤ 0 ∀ 푖 < 푗
where
푁푖 = 푃퐿푖 and 푁푗 = 푃퐿푗
The above onditions are LMI with respet to variables 푃 , 푄 and 푁푖. It an be nd a positive
denite matrix 푃 , a semi positive denite matrix 푄 and a matrix 푁푖 satisfying the LMI's or
determine that no suh 푃 , 푄 and 푁푖 exist.
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A.4 LMI and onvex optimization tehniques
Linear matrix inequalities (LMI) and onvex optimization tehniques (COT) are basi tools uti-
lized not only for stability analysis of Takagi-Sugeno fuzzy systems but also for the omputation
of gain matries and other performane indexes for Takagi-Sugeno fuzzy observers.
A.4.1 Convex optimization tehniques
Many important problems for fault detetion and isolation theory an lately be solved numerially
by reformulating them as onvex optimization problems with a linear objetive funtion and LMI
onstraints [8℄.
LMIs are an important lass of onvex onstraints. For their solution, the so-alled interior-point
methods are applied. Nowadays, there are software toolboxes available to solve numerially many
FDI problems suh as LMI Lab for MATLAB [33, 34℄.
The main strength of LMI formulations is the ability to ombine diverse design onstraints or
objetives in a numerially tratable manner.
A.4.2 Linear Matrix Inequalities
A linear matrix inequality has the form
퐴(푝) = 퐴0 +
푚∑
푖=1
푝푖퐴푖 < 0 (A.6)
where
∙ 푝 = [푝1, 푝2, . . . , 푝푚] is a vetor of 푚 variables or parameters, alled also deision or optimiza-
tion variables.
∙ 퐴푖 = 퐴푇푖 ∈ ℝ푛×푛 for 푖 = 0, 1, . . . , 푚 are given onstant symmetri matries.
∙ the inequality < 0 in eq. (A.6) means that 퐴(푝) is a negative denite matrix. That is,
푢푇퐴(푝)푢 < 0 for all non-zero real vetors 푢. Beause all eigenvalues of a real symmetri
matrix are real, the eq. (A.6) is equivalent to say that all eigenvalues 휆(퐴(푝)) are negative.
Equivalently, the maximal eigenvalue 휆푚푎푥(퐴(푝)) < 0 [67℄.
∙ its solution set, alled the feasibility set, is a onvex subset of ℝ푚, and
∙ nding a solution 푝 to eq. (A.6), if any exists, is a onvex optimization problem.
Convexity has an important onsequene: despite the fat that eq. (A.6) has no analytial solution
in general, it an be solved numerially with guarantees of nding a solution when one exists. If
no solution an be found, the orresponding optimization problem is referred as infeasible [44℄.
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A.4.3 Standard LMI-problems
Some standard problems with respet to solving LMI-onstraints in order to solve the optimization
problems in this work are listed below [44℄.
1. Finding a solution 푝 to the LMI system
퐴(푝) < 0 (A.7)
is alled the feasibility problem. Given the LMI in eq. (A.7), the orresponding feasibility
problem is to nd 푝푓푒푎푠 suh that 퐴(푝푓푒푎푠) < 0 or to determine that the problem is infeasible.
2. Minimizing a onvex objetive under LMI onstraints is also a onvex problem. In partiular,
the linear objetive minimization problem:
minimize 푐푇푝 over 푝 subjet to 퐴(푝) < 0.
plays an important role in the LMI-based design.
These LMI problems allow us to determine whether the problem is either infeasible or to
obtain a feasible solution with the orresponding optimal objetive values having presribed
auray.
In this thesis, all LMI-related omputations have been solved using the MATLAB LMI Lab [50℄.
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Appendix B
System parameters
Aileron positioning system
Salar Value Units
퐴푝 8.54× 10−3 [푚2]
푐1 90× 106 [푁/푚]
푐2 78.3× 106 [푁/푚]
퐹푚푎푥 170.7× 103 [푁 ]
푝
푆
205× 105 [푃푎]
푝
푇
5× 105 [푃푎]
푝
푉
200× 105 [푃푎]
푥푝푚푎푥 0.038 [푚]
푥푟 [−푥푝푚푎푥 , 푥푝푚푎푥 ] [푚]
Vehile lateral dynami model
Salar Value Units
퐶
′
훼푉
103600 [ 푁/푟푎푑 ℄
퐶훼퐻 179000 [ 푁/푟푎푑 ℄
푔 9.81 [ 푚/푠2 ℄
푖퐿 18 [ - ℄
퐼푧 3870 [ 푘푔 ⋅푚2 ℄
푙푉 1.52931 [ 푚 ℄
푙퐻 1.53069 [ 푚 ℄
퐾휙푅 0.9429 [ - ℄
푚 1850 [ 푘푔 ℄
푚푁푅 220 [ 푘푔 ℄
푚푅 1630 [ 푘푔 ℄
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