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Abstract. The phosphate data of the World Ocean Database 2013 are extensively statistically analyzed by splitting the mea-
surement results into a long scale, i.e., climatological, and a short scale part. Means, medians, absolute and relative standard
deviations, interquartile ranges, quartile coefficients of dispersion, correlations and covariances are estimated and analyzed. The
underlying probability distributions are investigated using visual inspection as well as statistical tests. All presented methods
are applicable to other data as long as they satisfy the postulated assumptions.
1 Introduction
Phosphate is a limiting nutrient for phytoplankton and therefore of central importance for understanding marine ecosystems
(cf. (Bigg, 2003, 4)). In the context of marine biogeochemical and ecosystem modeling, phosphate data play a dominant role
as they are available in a high number and by their good spatial and temporal coverage (cf. Kriest et al. (2010)).
A basic source for freely available and quality-controlled oceanic measurement data is the World Ocean Database, a project
established by the Intergovernmental Oceanographic Commission of UNESCO. The most recent release is the World Ocean
Database 2013 which is described in Boyer et al. (2013) and Johnson et al. (2013). Therein, millions of measurement data for
phosphate concentrations in the ocean are available.
The World Ocean Atlas, a project by the National Oceanographic Data Center in the U.S., provides analyzed and aggregated
data from the World Ocean Database. The most recent release of their analysis of phosphate data is introduced in Garcia et al.
(2014) as part of the World Ocean Atlas 2013 version 2. Means, standard deviations and standard errors of the means are
provided there on one and five degree spatial grids at selected depth levels, down to 500 m as monthly and seasonal averages
and down to 5500 m as annual averages. The provided data are climatological data (cf. (Storch and Zwiers, 1999, 1.2.1)), i.e.,
data from different years have been used to calculate these properties of an average year. This has been done only for (space-
time) grid boxes with enough data available. For all other grid boxes, the means (and only these) have been interpolated.
In this paper, we extended the analysis and aggregation provided in the World Ocean Atlas in several respects. The most
important one is the split of the measurement results into a long scale part, i.e., climatological part, and a short scale part,
i.e., noise part from a climatological perspective. This splitting allows to separately analyze and quantify the noise part in
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measurements and a noise free climatological part. Moreover, the noise part is useful in assessing the spatial and temporal
resolution used in the statistical analysis.
For each grid box, the climatological part is primarily described by its climatological mean, i.e., the average concentration
in an average year, and the climatological variability, i.e., the usual deviation between the average concentration in an actual
year and the climatological mean. The noise part is primarily described for each grid box by the usual deviation between the
average concentration in an actual year and the result of its measurement, and thus includes the variation of the concentration
inside a grid box as well as measurement errors.
Compared to the World Ocean Atlas, we used a slightly different spatial and temporal resolution. We took a monthly temporal
resolution within each year in all depth layers down to the sea floor, allowing us to capture time-dependent changes in deeper
layers, which can be especially important for fitting time-dependent models to these data. To counteract the sparseness of the
measurement data, especially in deeper layers, the vertical resolution was decreased. Details are given in Appendix A.
Additionally to monthly means, we provide medians, absolute and relative standard deviations as well as interquartile ranges
and quartile coefficients of dispersion, all of these for the entire ocean. Finally, we quantified the statistical dependencies
using correlations and covariances and investigated the underlying probability distributions using visual inspection as well as
statistical tests.
We feel confident that the results of this detailed statistical analysis may improve the understanding of the marine phosphate
concentration. They may also be used to increase the accuracy of model fitting procedures (cf. (Walter and Pronzato, 1997,
4) or (Seber and Wild, 2003, 2.1.4)) of marine biogeochemical models, and the information gain through new measurements
(cf. (Walter and Pronzato, 1997, 6) or (Pronzato and Pázman, 2013, 5)). Our approach is also applicable to other marine
concentrations satisfying the assumptions made.
Our method for the statistical analysis is presented in Section 2, the results obtained for the phosphate concentration are
presented in Section 3 and in Section 4, we draw our conclusion.
2 Methods used in the Statistical Analysis
To lay the foundation of the statistical analysis the statistical model is introduced and statistical assumptions postulated. Meth-
ods to estimate the associated expected values and to quantify the associated variabilities are presented afterwards. Thereafter,
methods to quantify the statistical dependencies including covariances and correlations are introduced. The section closes with
an investigation of the underlying probability distributions.
2.1 Statistical Model
We conducted our statistical analysis on a space-time grid described in detail in Appendix A and define:
– Xs as the set of all spatial grid boxes, identified e.g. by their center,
– Xt as the set of all time intervals within one year (which are the same for all years),
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– Xa as the set of years,
for which a statistical analysis should be carried out. We then identify:
– X := Xs×Xt×Xa×N as the set of all possible measurement point ,
where each measurement point (s, t,a,n) ∈ X in the grid box (s, t,a) has an unique index n and define:
– X ⊆X as the set of all points where measurement data are actually available and
– y(s, t,a,n) as the result of the measurement at (s, t,a,n) ∈X .
For the analysis presented below we use the sets:
– A(s, t) := {a | (s, t,a,n) ∈X} with all years where measurements are available at (s, t) ∈ Xs×Xt,
– N(s, t,a) := {n | (s, t,a,n) ∈X} with all indices of available measurements at (s, t,a) ∈ Xs×Xt×Xa.
Random Fields and Statistical Assumptions
In the statistical analysis, we use the following main variables, which are considered as random fields:
– the measurement results η, defined on X ,
– the true concentration δ, without noise, averaged in each grid box, defined on Xs×Xt×Xa,
– the noise , defined on X , including the variability due to the discretization introduced by the space-time grid as well as
by imperfect measuring instruments and methods.
Let (s, t,a,n),(sˆ, tˆ, aˆ, nˆ) ∈ X represent arbitrary measurement points for the rest of this section. It is assumed that the noise is
additive and unbiased:
η(s, t,a,n) = δ(s, t,a)+ (s, t,a,n), (1)
E((s, t,a,n)) = 0. (2)
Moreover, there is no interaction assumed between the true concentration and the noise as well as the noise at different points:
δ(s, t,a) and (sˆ, tˆ, aˆ, nˆ) are independent, (3)
(s, t,a,n) and (sˆ, tˆ, aˆ, nˆ) are independent if (s, t,a,n) 6= (sˆ, tˆ, aˆ, nˆ). (4)
The following additional assumptions were made due to the sparseness of the available data: The noise is assumed to have
equal distributions within the same grid box:
(s, t,a,n)
d
= (s, t,a, nˆ). (5)
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The true concentration is assumed to have the same distribution at two points where only the year differs:
δ(s, t,a)
d
= δ(s, t, aˆ). (6)
The covariance of the true concentration is assumed to be invariant with respect to annual shifts:
cov(δ(s, t,a), δ(sˆ, tˆ, aˆ)) = cov(δ(s, t,a+ z), δ(sˆ, tˆ, aˆ+ z)) with a+ z, aˆ+ z ∈ Xa. (7)
The annual periodicity of the climatological process that is described is a justification for the last two assumptions.
2.2 Climatological Means
The measurement results η and the true concentration δ have the same expected values (cf. (Storch and Zwiers, 1999, 2.6.5))
due to the additivity (1) and unbiasedness (2) of the noise:
E(η(s, t,a,n)) = E(δ(s, t,a))+E((s, t,a,n)) = E(δ(s, t,a)).
Due to the assumed annual periodicity (6) of the true concentration, its expected values do not depend on the year and thus can
be defined as µ : Xs×Xt→ R with:
µ(s, t) := E(δ(s, t,a)) = E(η(s, t,a,n))
which corresponds to the climatological mean concentration in the grid box (s, t).
The climatological mean µ(s, t) could be estimated using the average of all measurement results available in the grid box
(s, t). However, this could result in a very inaccurate estimate if the number of available measurements varies from year to
year. An estimate would then tend to the average true concentration in years with the most measurements available which can
be significantly differ from the climatological mean.
As a remedy, we first estimated the average true concentration in the grid box without noise for each year using the average
of the measurement results within the same year:
c(s, t,a) :=
1
|N(s, t,a)|
∑
n∈N(s,t,a)
y(s, t,a,n) if |N(s, t,a)| ≥ 1.
The climatological mean in a grid box was then estimated by the average, i.e., the sample mean (cf. (Storch and Zwiers, 1999,
4.3.1)), of the estimated true concentrations in the grid box for different years:
µ(s, t)≈m(s, t) := 1|A(s, t)|
∑
a∈A(s,t)
c(s, t,a) if |A(s, t)| ≥ 1.
Alternatively, the median (cf. (Storch and Zwiers, 1999, 2.6.4)) instead of the (arithmetic) mean could be used in the previ-
ously described calculations for which the true concentration would be estimated as:
cˆ(s, t,a) := median
n∈N(s,t,a)
y(s, t,a,n) if |N(s, t,a)| ≥ 1
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and the corresponding climatological mean as:
µ(s, t)≈ mˆ(s, t) := median
a∈A(s,t)
cˆ(s, t,a) if |A(s, t)| ≥ 1.
In general, the median provides a more accurate estimate in case of outliers, otherwise the mean should be preferred (cf.
(Linacre, 1992, 4)). If the number of measurements in several years is low, both estimates for µ might lack accuracy. Thus,
it is reasonable to choose the required number of years with measurements |A(s, t)| sufficiently high. We decided to require
measurements for at least two years, preventing one extraordinary year to cause a poor estimate.
At the grid boxes lacking enough measurements, values for the climatological mean were interpolated according to Appendix
B. Without sufficient data to achieve a meaningful interpolation, the average of the estimates could be used instead.
2.3 Variabilities
Due to the assumed independence of δ and , see Equation (3), the variances (var) (cf. (Storch and Zwiers, 1999, 2.6.7)) of the
measurement results η are given by the sum of the variances of the true concentration δ and the measurement noise :
var(η(s, t,a,n)) = var(δ(s, t,a))+var((s, t,a,n)).
The variances of the true concentration, describing the climatological variabilities, do not depend on the year due to the
assumed annual periodicity (6). Hence, the standard deviation (sd) (cf. (Storch and Zwiers, 1999, 2.6.7)) of the true concentra-
tion at a grid box was estimated by the sample standard deviation (cf. (Storch and Zwiers, 1999, 4.3.2)) of all estimated true
concentrations in this grid box and different years:
sd(δ(s, t,a))≈
√√√√ 1|A(s, t)| − 1 ∑
aˆ∈A(s,t)
(c(s, t, aˆ)−m(s, t))2 if |A(s, t)| ≥ 2.
Under the assumption of equal distributions of the noises in a grid box (5), the variance of the noises, describing the short
scale variability, do not depend on the number of measurements. Hence, the standard deviation of the noise for a specific grid
box and a specific year was estimated by the sample standard deviation of all measurement results in this grid box and year:
sd((s, t,a,n))≈
√√√√ 1|N(s, t,a)| − 1 ∑
nˆ∈N(s,t,a)
(y(s, t,a, nˆ)− c(s, t,a))2 if |N(s, t,a)| ≥ 2.
The sample interquartile range as an approximation of the interquartile range (iqr) can be used as well to quantify the
variability:
iqr(δ(s, t,a))≈ q75%
aˆ∈A(s,t)
c(s, t, aˆ)− q25%
aˆ∈A(s,t)
c(s, t, aˆ) if |A(s, t)| ≥ 1,
and
iqr((s, t,a,n))≈ q75%
nˆ∈N(s,t,a)
y(s, t,a, nˆ)− q25%
nˆ∈N(s,t,a)
y(s, t,a, nˆ) if |N(s, t,a)| ≥ 1.
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Here, q25% and q75% denote the first and third quartile, respectively. The value of the quartile was linearly interpolated between
two available values if necessary.
When interpreting the variability of a random variable, the variability relative to the expected value is usually more helpful
than just the variability. Therefore, we calculate the relative standard deviations, i.e., the standard deviations divided by the
means, and the quartile coefficients of dispersion, i.e., the interquartile ranges relative to the medians. Relative variabilities of
the noise  are meaningless since its expected values were assumed to be zero.
In the presence of outliers, interquartile ranges and quartile coefficients of dispersion perform better, otherwise standard
deviations and relative standard deviations should be preferred.
Estimates of the variabilities in all variants are more accurate if a high number of measurements can be used. We computed
these estimates only where at least three values were available and interpolated otherwise as described in Appendix B. The
average of the estimates could be used in absence of sufficient data for interpolation.
2.4 Statistical Dependencies
From the additivity of the noise (1), the assumptions (3), (4) and the bilinearity of the covariance, we immediately deduce:
cov(δ(s, t,a), (sˆ, tˆ, aˆ, nˆ)) = cov((s, t,a,n), (sˆ, tˆ, aˆ, nˆ)) = cov(η(s, t,a,n), (sˆ, tˆ, aˆ, nˆ)) = 0,
cov(η(s, t,a,n),η(sˆ, tˆ, aˆ, nˆ)) = cov(η(s, t,a,n), δ(sˆ, tˆ, aˆ, nˆ)) = cov(δ(s, t,a), δ(sˆ, tˆ, aˆ))
 if (s, t,a,n) 6= (sˆ, tˆ, aˆ, nˆ).
Thus, only the covariances of the true concentration δ had to be estimated. The corresponding correlations were calculated
using the estimated standard deviations.
Pointwise Covariances and Correlations
The covariances of δ were assumed to be invariant with respect to annual shifts (7) and its covariance between two specific
grid boxes and years was estimated by the sample covariance (cf. (Storch and Zwiers, 1999, 5.2.7)) of all pairs of estimated
true concentrations in the same grid boxes and with the same difference in the years:
cov(δ(s, t,a), δ(sˆ, tˆ, aˆ))≈ 1|B| − 1
∑
(b,bˆ)∈B
(c(s, t,b)−m)(c(sˆ, tˆ, bˆ)− mˆ), if |B| ≥ 2
with B := {(a+ z, aˆ+ z) | a+ z, aˆ+ z ∈A(s, t)}, m= 1|B|
∑
(b,bˆ)∈B
c(s, t,b) and mˆ=
1
|B|
∑
(b,bˆ)∈B
c(sˆ, tˆ, bˆ).
A higher |B| results, as usual, in more accurate estimate. The estimate of cov(δ(s, t,a), δ(s, t,a)) is equal to the estimate of
var(δ(s, t,a)) yielding a consistent estimate.
Covariance and Correlation Matrices
The pointwise covariance estimates were processed into a covariance matrix (cf. (Storch and Zwiers, 1999, 2.8.7)). For very
large dimension, the covariance matrix can not be stored as a dense matrix due to limited memory. Hence, we used a sparse
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matrix and assumed that the covariance is zero where no estimate was available, to that effect that, the number of stored entries
corresponds to the number of estimated pointwise covariances, which can be controlled by |B|, the number of concentration
estimates required for a covariance estimate. If estimated pointwise covariances close to zero are not stored and are thus
implicitly assumed to be zero, the number of entries to be stored can be reduced even further.
In order to obtain a consistent estimate of a covariance matrix, it is not sufficient to just combine the individual estimates into
a matrix. The resulting matrix has to be positive semidefinite and usually, even a well-conditioned positive definite estimate is
preferred.
Often, so called shrinking methods are applied for this purpose (cf. Ledoit and Wolf (2004); Chen et al. (2010); Schäfer
and Strimmer (2005)). These tend to pull the most extreme matrix entries towards more central values, achieved by a convex
combination of the covariance matrix estimate and some suitable chosen target matrix. A disadvantage of these methods is the
alternation of all matrix entries (i.e., pointwise covariances). In extreme cases, one poorly estimated covariance can lead to a
large impact of all other well estimated covariances.
Due to this and other disadvantages of these methods, we used the approach described in Reimer (2019) and implemented
in Reimer (2019a) where single off-diagonal entries are moved closer to zero generating a well-conditioned positive definite
matrix. The LDL> decomposition of the resulting covariance matrix were calculated by this approach as a byproduct and can
be used to solve corresponding linear equations quickly. Furthermore permutation methods are applied to reduce the number
of entries that must be stored allowing to efficiently process even larger matrices.
If the estimated variances, i.e. the diagonal values of the covariance matrix estimated, are considered sufficiently accurate,
the diagonal values can be left unchanged by the algorithm, or the correlation matrix instead of the covariance matrix can be
approximated by the algorithm. We decided to approximate the correlation matrix.
To get a well-conditioned matrix, we forced the approximation algorithm to ensure that each entry in the diagonal matrix D
of the LDL> decomposition is at least 0.01. This threshold directly affects the condition number and the approximation error
and can be adjusted to prioritize one of these two.
Correlations Dependencies on Distances
In many applications in natural sciences, the correlations of random fields depend solely on the distance between the associated
points and this we checked for the true concentration δ.
If the estimated correlations can be described by a function depending only on the distance of the associated points, the
estimated correlations for points with the same distance must be (approximately) the same. Hence, we grouped all estimated
correlations for points with the same distance. For each group, we calculated the interquartile range which must be close to
zero. 0.1 could be a good threshold here, or 0.05 as a more restrictive value.
Moreover, if the correlations could be described even by a continuous function, the correlations must be close to each
other if the distances of their associated points are close to each other. This can be also checked by grouping and calculating
interquartile ranges.
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Both can also be checked to some extend graphically by plotting the grouped correlations or the calculated interquartile
ranges. To ensure significance of theses checks, the number of involved correlations has to be sufficiently large.
2.5 Probability Distributions
In addition to the estimation of statistical parameters like expectation value or standard deviation, the type of the underlying
probability distribution (cf. (Storch and Zwiers, 1999, 2.6.3)) is of interest too. Visual inspection and statistical tests were used
to analyze from what probability distribution the data may originate (cf. (Linacre, 1992, 4)). We focused on normal distribution
(cf. (Storch and Zwiers, 1999, 2.7.3)) and log-normal distribution (cf. (Storch and Zwiers, 1999, 2.7.6)).
Histogram (cf. (Storch and Zwiers, 1999, 5.2.1)) and kernel density estimation (cf. Scott (2015)) were used to give an
idea of the underlying probability distribution. Box plots are an alternative which indicate the expected value, the spread, the
skewness and outliers. P-P (probability-probability) and Q-Q (quantile-quantile) plots are useful to study the data with respect
to a particular probability distribution.
For a particular probability distribution, Usually several statistical tests are available to verify if data originate from a partic-
ular probability distribution. Tests applied in this thesis regarding normal distributions were the Shapiro-Wilk test introduced in
Shapiro and Wilk (1965), the Anderson-Darling test introduced in Anderson and Darling (1952) and the D’Agostino-Pearson
test introduced in D’Agostino (1971) and D’Agostino and Pearson (1973). To check if the data originate from log-normal
distributions, first the natural logarithm and afterwards the tests for normal distributions were applied to the data.
To check the probability distribution at a particular point, by visual inspection or by statistical tests, all values originating
from random variables with the same probability distribution were used:
– For the measurement results η: all values y(sˆ, tˆ, aˆ, nˆ) with (sˆ, tˆ, aˆ, nˆ) ∈N(s, t,a).
– For the true concentration δ: all values c(s, t,a) with a ∈A(s, t).
– For the noise : all values
(
y(sˆ, tˆ, aˆ, nˆ)− c(s, t,a)) with (sˆ, tˆ, aˆ, nˆ) ∈N(s, t,a).
It should be noted that these statistical tests, as well as the graphical methods, cannot ensure whether data are really realiza-
tions from a normal distribution or not. They just can determine a reasonable certainty.
3 Results of the Statistical Analysis
We now present the results of our statistical analysis of the phosphate concentration data provided by the World Ocean Database
2013 presented in Boyer et al. (2013) and Johnson et al. (2013), obtained as described in Section 2, using the software men-
tioned in Appendix C and a one degree resolution with 33 depth layers and a monthly time resolution as described in Appendix
A. They are not interpreted in a marine context.
The spatial and temporal distribution of the data is described in Subsection 3.1, the climatological means in Subsection 3.2,
the long and short scale variabilities in Subsection 3.3, the covariances and correlations in Subsection 3.4, and the investigation
of the probability distributions in Subsection 3.5.
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3.1 Spatial and Temporal Distribution
All data in the World Ocean Database 2013 have been quality checked (cf. (Johnson et al., 2013, Section 3)). We used all
phosphate data that passed quality control, which were more than 4.1 million measurements in total.
Regarding the spatial distribution, the number of measurements decreases with the distance to the coast (Figure 1a, 1b) and
with growing depth (Figure 1c). In time, the measurements range from 1923 to 2012, with the majority between 1963 and 2009
(Figure 1d). Over most of the year, the measurements are uniformly distributed, significantly fewer measurements are only
available in December and January (Figure 1e).
(a) in all depths (1◦ grid) (b) between 0 and 25 m depth (1◦ grid)
(c) per 50 m depth (d) per year (e) per day in the year
Figure 1. Number of phosphate measurements with respect to space and time.
3.2 Climatological Means
The climatological mean concentrations, i.e. the concentrations in an average year, were estimated once using the arithmetic
mean and once using the median, (compare Subsection 2.2). The results using the arithmetic mean are described next and are
plotted in Figure 2.
The average estimated climatological mean is 2.17 mmolm−3. The time averaged climatological means near the surface are
shown in Figure 2a. Here, the highest values are at the Southern Ocean ranging from 1.5 to 2.2 mmolm−3. Other high values
are at the north of the Pacific Ocean, ranging from 1.0 to 1.5 mmolm−3, and at the southeast of the Pacific Ocean, around 1.0
mmolm−3. Elsewhere, they are usually below 0.5 mmolm−3.
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(a) water surface: averaged over time and 0 to 25 m depth (b) averaged over all but depth (c) average monthly change
(d) Pacific Ocean: averaged over time and between 125◦E and 70◦W (e) Atlantic Ocean: averaged over time and between 70◦W and 20◦E
Figure 2. Climatological mean of phosphate in mmolm−3.
The climatological means averaged over all but the depth are presented in Figure 2b. They strictly increase from 0.6 to 2.5
mmolm−3 with growing depth up to 1200 m. After that they remain constant at approximately 2.25 mmolm−3.
The average absolute change in the climatological means after one month is about 0.05 mmolm−3. The average absolute
monthly changes depending on the depth are plotted in Figure 2c. They strictly increase from 0.09 to 0.15 mmolm−3 with
growing depth up to around 250 m. Afterwards they strictly decrease with growing depth. After a depth of 1500 m they are
below 0.05 mmolm−3.
The climatological means in the Pacific Ocean depending on depth and latitude and averaged over longitude and time are
shown in Figure 2d. Near the surface they are usually between 0.2 mmolm−3 and 1 mmolm−3. Only south of 50◦S they
are between 1.1 mmolm−3 and 1.7 mmolm−3. After a few hundred meter depth they increase rapidly. After a depth of 500
m, they are above 2 mmolm−3 and between 25◦S and 60◦N they are above 2.5 mmolm−3. Even deeper, they change only
slightly.
The results for the Atlantic Ocean are shown in Figure 2e. They are similar to the one in the Pacific Ocean at the first few
hundred meters depth as well as south of 50◦S. However between 50◦S and 30◦N the average concentrations decrease from
around 2.2 mmolm−3 to around 1.5 mmolm−3 at a depth of about 1250 m and then increase again slightly near the seafloor.
North of 30◦N, the values remain almost constant at 1.1 mmolm−3 at a depth greater than 1000 m.
The estimated climatological means using the median instead of the arithmetic mean look quite similar. Their average
absolute difference is 0.004 mmolm−3. It is 0.011 mmolm−3 near the surface and decreases with growing depth.
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(a) water surface: averaged over time and 0 to 25 m depth (b) averaged over all but depth (c) average monthly change
(d) Pacific Ocean: averaged over time and between 125◦E and 70◦W (e) Atlantic Ocean: averaged over time and between 70◦W and 20◦E
Figure 3. Standard deviation of phosphate measurements (η) in mmolm−3.
3.3 Variabilities
The estimated variabilities of the measurement results η as well as the short and the long scale variabilities, i.e., the variabilities
of the noise  and the true concentration δ, are described next using standard deviations and relative standard deviations.
Standard Deviations
The estimated standard deviations of the measurement results η are plotted in Figure 3. The average estimated standard devia-
tion is 0.11 mmolm−3.
Its time averaged standard deviations near the surface are shown in Figure 3a. Here, the highest standard deviations are
between 0.35 and 0.45 mmolm−3 around the eastern part of Russia, near the west and south of South America and the west
coastal region of Southern Africa. Elsewhere near the coast or in the Southern Ocean, the standard deviations are between 0.15
and 0.25 mmolm−3. They are between 0.05 and 0.15 mmolm−3 in the remaining areas.
The standard deviations averaged over all but the depth is plotted in Figure 3b. It increases from 0.15 mmolm−3 at the
surface to 0.23 mmolm−3 at around 120 m depth. Afterwards it barely changes up to a depth of 500 m. Then it strictly
decreases to 0.06 mmolm−3 at a depth of 2500 m and hardly changes while going deeper.
The average absolute change in the standard deviation after one month is shown in Figure 3c. Up to a depth of 500 m, the
change is between 0.05 and 0.06 mmolm−3. Then it decreases to around 0.01 mmolm−3 at a depth of 2500 m whereupon it
remains almost constant.
In Figure 3d and 3e, the standard deviations in the Pacific Ocean and the Atlantic Ocean averaged over time and longitude
are shown. They are between 0.25 and 0.35 mmolm−3 above 1000 m depth in the Pacific and the South Atlantic. Elsewhere
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(a) water surface: averaged over time and 0 to 25 m depth (b) averaged over all but depth (c) average monthly change
(d) Pacific Ocean: averaged over time and between 125◦E and 70◦W (e) Atlantic Ocean: averaged over time and between 70◦W and 20◦E
Figure 4. Short scale, i.e. noise, standard deviation of phosphate concentration () in mmolm−3.
they are lower than 0.25 mmolm−3 and deeper than 1500 m even lower than 0.15 mmolm−3. Peaks between 0.40 and 0.45
mmolm−3 are located in the far north of the Pacific as well as in in the south of the Atlantic and the Southern Ocean.
As explained in Subsection 2.3, the standard deviations of the measurement results η are composed of the standard devia-
tions of the true concentration δ and the noise  and are plotted in Figure 4 and Figure 5. The standard deviation of the true
concentration describes the climatological variability. In contrast, the standard deviation of the noise covers the short scale
variabilities which include the variability within the grid boxes in specific years as well as measurement inaccuracies.
The average estimated standard deviation were 0.10 mmolm−3 for the true concentration and 0.05 mmolm−3 for the
noise. Hence, the difference between the measurement results and the climatological mean arose to about two thirds from
climatological variabilities and to about one third from short scale variabilities.
The standard deviations of the noise usually were below 0.10 mmolm−3 except around the eastern part of Russia, near
the west and south of South America and the west coastal region of Southern Africa, where they were between 0.25 to 0.45
mmolm−3, 0.15 to 0.35 mmolm−3 and 0.10 to 0.30 mmolm−3, respectively, in the upper few hundred meters.
As the standard deviation of the noise includes the variability within a grid box in a specific year, a high standard deviation of
the noise indicates that a finer resolution could provide more accurate climatological information and in contrast a low standard
deviation indicates that the resolution could be reduced without loosing climatological information. A higher resolution thus
seems to make sense for some coastal regions, whereas regions deep in the ocean and far away from coasts could also be
resolved with a lower resolution. This indicates that a more non-uniform resolution may be advantageous and should be
considered in any further analysis.
12
(a) water surface: averaged over time and 0 to 25 m depth (b) averaged over all but depth (c) average monthly change
(d) Pacific Ocean: averaged over time and between 125◦E and 70◦W (e) Atlantic Ocean: averaged over time and between 70◦W and 20◦E
Figure 5. Climatological standard deviation of phosphate concentration (δ) in mmolm−3.
The standard deviations averaged over all but the depth are for the noises about half of that for the measurement results.
The average monthly absolute change is usually 0.01 mmolm−3 lower for the noises than for the measurement results. In the
Pacific Ocean and the Atlantic Ocean averaged over time and longitude only the area around the eastern part of Russia stands
out for the noises.
Usually the standard deviations of the true concentrations are approximately 0.05 mmolm−3 lower than the standard devi-
ations of the measurement results except for areas where the standard deviations of the noise is high and thus the difference
as well. This relationship arises because the variances of the measurement results are the sum of the variances of the true
concentration and the noise.
We also quantified the variabilities of the true concentration δ and the noise  by interquartile ranges. However, the plotted
results look quite similar to the ones of the standard deviation and are therefore not included.
Relative Standard Deviations
The relative standard deviation is the standard deviation divided by the expected value and therefore allows to assess the
variability relative to the typical size. Since the expected values of the noise  are assumed to be zero, it only makes sense to
look at the relative standard deviations of the true concentration δ and the measurement results η. The expected value of these
two is the climatological mean.
The standard deviations for the true concentrations and the measurement results are quite similar as explained earlier. For
this reason, the relative standard deviations of the true concentration and the measurement results are quite similar, too, as
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(a) water surface: averaged over time and 0 to 25 m depth (b) averaged over all but depth (c) average monthly change
(d) Pacific Ocean: averaged over time and between 125◦E and 70◦W (e) Atlantic Ocean: averaged over time and between 70◦W and 20◦E
Figure 6. Relative standard deviation of phosphate measurements (η).
shown in Figure 6 and 7. The only differ notable near the eastern part of Russia where the standard deviations of the noise are
very high.
The average relative standard deviation of the measurement results is 0.07 and that of the true concentration is 0.06. The
highest values of the relative standard deviations of the measurement results are mostly between 0.4 and 1. This is mainly near
the surface between 40◦S and 45◦N everywhere expect in the east of the Pacific Ocean. Elsewhere near the surface, the relative
standard deviations are usually below 0.4 and in the Southern Ocean even below 0.2. Usually, high relative standard deviations
result from low climatological means as well as low relative standard deviations from high climatological means.
The average relative standard deviation of the measurement results depending on the depth is 0.45 near the surface and
decreases fast with growing depth. At 500 m depth it is 0.13, and below 2000 m depth it is below 0.05. The average absolute
difference after one month is 0.15 near the surface and decreases in a similar way. At 500 m depth it is 0.04, and below 2000
m depth it is below 0.01. Hence, the climatological variability is negligible after a few hundred meters of depth.
In the Pacific Ocean and the Atlantic Ocean only the previously mentioned areas between 40◦S and 45◦N and with a depth
up to 200 m stand out with higher values.
The quartile coefficients of dispersion of the true concentration δ and the measurement results η were also used to quantify
its variabilities as an alternative to its relative standard deviations. However, the results look quite similar and are thus not
illustrated here.
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(a) water surface: averaged over time and 0 to 25 m depth (b) averaged over all but depth (c) average monthly change
(d) Pacific Ocean: averaged over time and between 125◦E and 70◦W (e) Atlantic Ocean: averaged over time and between 70◦W and 20◦E
Figure 7. Relative standard deviation of climatological phosphate concentration (δ).
3.4 Statistical Dependencies
We quantified the statistical dependencies regarding δ,  and η with covariances and correlations. It suffices to estimate the co-
variance or correlation of the true concentration δ. The other covariances and correlations result from these estimates (compare
Subsection 2.4).
Pointwise Correlations
The calculated estimates depend on the required number of years where measurement results are available. We set up three
estimates: The first covers measurements within at least 35 years, second within at least 40 years and for the final at least 45
years resulting in 1.9×1010, 3.3×109 and 2.2×108 pointwise estimates, respectively. Estimating the correlation, we assumed
the standard deviation of the noise  to be at least 0.1 mmolm−3, which corresponds to a coarse measurements accuracy.
Otherwise some unrealistic low sample standard deviations would compromise our correlation estimation.
The number of estimated correlation values is shown in Figure 8 where estimates less than 0.01 in absolute value were not
considered. The figure shows clearly that most of the estimated correlations are small in amount supporting our approach to
assume that not estimated correlations are zero. High absolute values in the estimates are rare. Positive estimates are slightly
more frequent than negative ones. Of course, these results depend on the spatial and temporal distribution of the measurement
points and would possibly look different with a more uniform distribution of the measurement points.
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(a) 35 years required (b) 40 years required (c) 45 years required
Figure 8. Number of estimated correlations. (0.05 used as bin size in the histograms)
Correlation Matrix
To generate a well-conditioned positive definite correlation matrix, we considered 4.1 million measurement points.
In average, every estimate was reduced in absolute value by 0.078 to generate this matrix. In total 67% of the estimates were
modified. By saving the LDL> decomposition instead of the generated correlation matrix itself, the amount of entries could
be reduced by 36%. The sparsity pattern of the unmodified correlation matrix and the permuted well-conditioned correlation
matrix are plotted in Figure 9.
(a) unpermuted (b) permuted
Figure 9. Sparsity pattern of correlation matrix.
Correlations Dependencies on Distances
We analyzed if the estimated correlation depends solely on the distance between the related measurement points (compare
Subsection 2.4).
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We sorted all estimated pointwise correlations in groups in which the associated measuring points differ by the same value.
For each of these group with at least ten correlations, we calculated the interquartile range, resulting in more than 3× 105
values in total. If the estimated correlations would depend only on the distance between the associated measuring points, most
of these interquartile ranges must be close to zero. However, 50% are greater or equal than 0.05, 25% are greater than 0.10, and
5% are even greater than 0.20. Hence, it is unlikely that the estimated correlations can be described by a function depending
only on the distance between the corresponding measurement points when using 0.05 as a threshold or even 0.10 as a less
restrictive threshold.
The calculated interquartile ranges, associated with measuring points which differ in a single direction, are plotted in Figure
10. They show, especially with regard to depth, a solely distance-related dependence is unlikely.
(a) time (b) longitude (c) latitude (d) depth
Figure 10. Interquartile ranges of estimated correlations associated with measuring points which differ in a single direction.
The means of the groups were plotted in Figure 11 for measuring points which differ in a single direction. They must be close
to each other at points where the associated distances are close to each other, if the estimated correlations can be described by a
continuous function that depends only on the distances. The graphs do not support this assumption, especially for points which
differ by the depth or by long times.
(a) time (b) longitude (c) latitude (d) depth
Figure 11. Means of estimated correlations associated with measuring points which differ in a single direction.
It should be noted that considerably less estimates for points that differ only in longitude or only in latitude are available than
for points that differ only in time or only in depth. Hence, the results regarding the longitude and latitude lack significance.
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The plots also show that the correlation tend to decrease in terms of absolute value with increasing distance between the
measurement points.
3.5 Probability Distributions
We investigated the underlying probability distributions of the measurement results η, the true concentration δ and the noise ,
(compare Subsection 2.5).
(a) Mar 1951, N33◦-34◦, E136◦-
137◦, 0-25m
(b) Aug 1964, N55◦-56◦, E16-
17◦, 50-85m
(c) Aug 1997, N55◦-56◦, E14-
15◦, 0-25m
(d) Sep 1971, N30◦-31◦, W88-
87◦, 0-25m
(e) Mar 1959, N47◦-48◦, W123◦-
122◦, 0-25m
(f) July 1972, N20◦-21◦, W18◦-
17◦, 0-25m
(g) Apr 1986, N56◦-57◦, E18◦-
19◦, 25-50m
(h) July 1988, N43◦-44◦, E34◦-
35◦, 290-360m
(i) June 1970, N44◦-45◦, W125-
124◦, 0-25m
(j) Apr 1975, N55◦-56◦, E15-
E16◦, 50-85m
(k) June 1982, N47◦-48◦, W125-
124◦, 0-25m
(l) June 1988, N42◦-43◦, E32-
33◦, 220-290m
Figure 12. Selected histograms and kernel density estimations for the measurement results (η). Most of them look like the ones in the first
and second row, i.e., log-normal or normal distributed. A few look like the ones in the last row which do not look like either of the these two
distributions.
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To assess the probability distributions, we produced histograms and kernel density estimations (KDEs). For the histograms,
the sizes of the bins were determined by the rule of Freedman and Diaconis (1981). For the KDEs, normal kernel were used
with bandwidths determined by the rule of Scott (2015).
Histograms and KDEs with at least hundred values were generated for the measurement results η and with at least forty
values for the true concentration δ, resulting in around eight hundred and four hundred plots, respectively. When most of the
(a) Mar, N55◦-56◦, E15◦-16◦,
85-120m
(b) Apr, N55◦-56◦, E14-15◦, 25-
50m
(c) May, N59◦-60◦, E21-22◦, 0-
25m
(d) Aug, N56◦-57◦, E19-20◦, 0-
25m
(e) Mar, N55◦-56◦, E15◦-16◦,
50-85m
(f) May, N55◦-56◦, E15◦-16◦,
25-50m
(g) Aug, N58◦-59◦, E19◦-20◦,
50-85m
(h) Nov, N57◦-58◦, E20◦-21◦,
50-85m
(i) May, N57◦-58◦, E20-E21◦,
50-85m
(j) Aug, N52◦-53◦, E20-21◦, 0-
25m
(k) Nov, N57◦-58◦, E20-21◦, 85-
120m
(l) Dec, N57◦-58◦, E11-12◦, 0-
25m
Figure 13. Selected histograms and kernel density estimations for the true concentration (δ). Most of them look like the ones in the first and
second row, i.e., log-normal or normal distributed. A few look like the ones in the last row which do not look like either of the these two
distributions.
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values are close to zero, the plots usually look like log-normal distributions and otherwise usually like normal distributions.
However, there is no clear overall trend and some plots look like neither of these distributions.
A selection of these is presented in Figure 12 and 13. In the first rows typical plots which indicate log-normal distributions
are presented, in the second rows typical plots which indicate normal distributions and in the third rows some of the rear
obscure distributions.
As stated in Subsection 2.5, the values of the noise  are just the values of η shifted by a constant. Hence, the histograms and
KDEs for  look similar to the ones in Figure 12, just with other values on the horizontal axis.
We also applied the statistical tests mentioned in Subsection 2.5 to test against normal and log-normal distributions. We used
a significance level of 1% and tested only at points where at least 40 values are available.
Regarding the measurement results η, the tests rejected in average the normal distribution assumption for 73% of the cases.
The log-normal distribution assumption was rejected in average for 65% of the cases. For the true concentration δ, the tests
rejected in average the normal distribution assumption for 25% of the cases and the log-normal distribution assumption for
52% of the cases.
These high number of rejections gave a different impression than the visual inspection, indicating that at some grid boxes the
probability distributions might neither be a normal nor a log-normal one. The high proportion of rejections may be explained
by the fact that the measurement results have at most three significant digits. Thus they represent at best only heavily rounded
realizations of a normal or log-normal distribution. However, these roundings are not taken into account in the tests.
4 Conclusions
Phosphate is a key component in understanding the marine ecosystem. Millions of measurement data for phosphate are avail-
able at the World Ocean Database but these are not statistically analyzed in such extent as it is done here.
The climatological mean and variability as well as the short scale variability were quantified. The results indicate that it
makes sense to increase the resolution of the analysis in (some) coastal areas to obtain more accurate climatological information
and to decrease the resolution in areas far away from coasts and deep in the ocean without loosing climatological information.
The correlation of climatological concentrations were estimated as well. They generally decrease with increasing spatial and
temporal distance, but do not solely depend on the distance.
The climatological concentrations and the measurement results seem to be mostly normally or log-normally distributed.
However, there is no clear trend and in some cases they do not seem to belong to either distribution. Hence, they do not seem
to originate from a single type of distribution.
This extensive analysis is useful in understanding the marine phosphate concentration. It may also be valuable in the cali-
bration of marine biogeochemical models where our estimated standard deviations and correlations could be incorporated to
achieve a more accurate model calibration (cf. (Walter and Pronzato, 1997, 4) or (Seber and Wild, 2003, 2.1.4)).
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The analysis is also helpful in planning new phosphate measurements. A lower short-scale standard deviation would mean
that average concentration in this year could be be determined more accurate compared to a higher one. If the long-scale
standard deviation is small as well the climatological concentration can also be determined more accurate.
If the measurements should be used to estimate parameters of a model or to determine the most realistic one among several
models, optimal experimental design methods (cf. (Walter and Pronzato, 1997, 6) or (Pronzato and Pázman, 2013, 5)), which
include statistical properties such as standard deviations and correlations, can be used to determine the places and times of
measurements which provide the highest information gain.
The approaches in the statistical analysis are not limited to phosphate but can also be applied to other data which satisfies
the assumptions.
Appendix A: Spatial and Temporal Resolution
The spatial grid for our calculation was constructed using the one-degree spatial grid of the World Ocean Atlas 2013 (Garcia
et al., 2014, Chapter 3.4), which is based on the global relief model ETOPO2v2 (National Geophysical Data Center (2006)).
The spatial grid of the World Ocean Atlas 2013 has a resolution of one degree and 137 vertical layers with increasing
thickness. The annual data provided by the World Ocean Atlas 2013 are available up to a depth of 5500 meters which represents
102 layers. The seasonal and monthly data are available up to a depth of 500 meters which represents 37 layers.
We decided to reduce the vertical resolution to 33 layers in order to increase the number of data in each grid box. The new
depth in each grid box was chosen as the highest depth in Table A1b which is less or equal to the depth in the World Ocean
Atlas 2013. The resulting depths are plotted in Figure A1a.
For the temporal resolution one month was used at all layers, allowing to cover time-dependent changes in all layers.
(a) Depths in kilometer.
0 290 1080 2495 4510
25 360 1250 2740 4855
50 455 1420 3010 5200
85 550 1615 3280 6000
120 670 1810 3575 8000
170 790 2030 3870 10000
220 935 2250 4190
(b) Depths possible for grid boxes in meters.
Figure A1. Depths in the spatial grid used for this statistical analysis.
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Appendix B: Interpolation
The data in our calculations were linearly interpolated by triangulating the input data with the method of Qhull (Barber et al.
(1996)) and performing linear barycentric interpolation on each triangle. Values for points outside the convex hull of the data
points were interpolated using the value of the nearest data point. For this purpose, a kd-tree (Maneewongvatana and Mount
(1999)) was used to rapidly look up the nearest neighbor of each point. We used a Python (Python Software Foundation (2018))
implementation of both algorithms, which is part of the SciPy library (Jones et al. (2019) and Virtanen et al. (2019)).
The annual periodicity and the periodicity with respect to the longitude were included in the interpolation by assuming the
same values for data points plus/minus the period.
Instead of the depth, the number of the corresponding depths level described in Table A1b was used for the interpolation.
Thus, a vertical distance deep down in the ocean is weighted less than near the surface. This takes into account that the changes
of the values at great depth are smaller than those closer to the surface.
The points were scaled so that the distance between two consecutive depth levels corresponds to a distance of one degree,
and the length of one year corresponds to the circumference of the earth.
Appendix C: Software
The results in Section 3 have been calculated and visualized using the measurements software package (Reimer (2019b))
which is based on Python (Python Software Foundation (2018)), NumPy (Oliphant et al. (2019)), SciPy (Jones et al. (2019)
and Virtanen et al. (2019)), Matplotlib (Caswell et al. (2019) and Hunter (2007)), utillib (Reimer (2019c)) and the matrix-
decomposition library (Reimer (2019a)).
The measurements software package contains functions for all methods described in Section 2 as well as for visualizing
corresponding result. It is especially suited for data from the World Ocean Database because it provides special functions for
processing these data. However, it is not limited to these data.
22
References
Anderson, T. W. and Darling, D. A.: Asymptotic Theory of Certain "Goodness of Fit" Criteria Based on Stochastic Processes, The Annals of
Mathematical Statistics, 23, 193–212, http://www.jstor.org/stable/2236446, 1952.
Barber, C. B., Dobkin, D. P., and H., H.: The Quickhull Algorithm for Convex Hulls, ACM Trans. Math. Softw., 22, 469–483,
https://doi.org/10.1145/235815.235821, 1996.
Bigg, G. R.: The Oceans and Climate, Cambridge University Press, second edn., 2003.
Boyer, T., Antonov, J., Baranova, O., Coleman, C., Garcia, H., Grodsky, A., Johnson, D., Locarnini, R., Mishonov, A., O’Brien, T., Paver,
C., Reagan, J., Seidov, D., Smolyar, I., and Zweng, M.: World Ocean Database 2013, Tech. rep., National Oceanic and Atmospheric
Administration, Silver Spring, https://doi.org/10.7289/V5NZ85MT, s. Levitus, Ed.; A. Mishonov, Technical Ed., 2013.
Caswell, T. A., Droettboom, M., Hunter, J., Lee, A., Firing, E., Stansby, D., Klymak, J., de Andrade, E. S., Nielsen, J. H., Varoquaux,
N., Hoffmann, T., Root, B., Elson, P., May, R., Dale, D., Lee, J.-J., Seppänen, J. K., McDougall, D., Straw, A., Hobson, P., Gohlke,
C., Yu, T. S., Ma, E., Vincent, A. F., Silvester, S., Moad, C., Katins, J., Kniazev, N., Ariza, F., and Ernest, E.: Matplotlib: 3.1.1,
https://doi.org/10.5281/zenodo.3264781, https://doi.org/10.5281/zenodo.3264781, 2019.
Chen, Y., Wiesel, A., Eldar, Y. C., and Hero, A. O.: Shrinkage Algorithms for MMSE Covariance Estimation, IEEE Transactions on Signal
Processing, 58, 5016–5029, https://doi.org/10.1109/TSP.2010.2053029, 2010.
D’Agostino, R. B.: An omnibus test of normality for moderate and large size samples, Biometrika, 58, 341–348,
https://doi.org/10.1093/biomet/58.2.341, http://biomet.oxfordjournals.org/content/58/2/341.abstract, 1971.
D’Agostino, R. B. and Pearson, E. S.: Tests for departure from normality. Empirical results for the distributions of b2 and
√
b1, Biometrika,
60, 613–622, https://doi.org/10.1093/biomet/60.3.613, http://biomet.oxfordjournals.org/content/60/3/613.abstract, 1973.
Freedman, D. and Diaconis, P.: On the Histogram as a Density Estimator: L2 Theory, Zeitschrift für Wahrscheinlichkeitstheorie und Ver-
wandte Gebiete, 57, 453–476, https://doi.org/10.1007/BF01025868, 1981.
Garcia, H. E., Locarnini, R. A., Boyer, T. P., Antonov, J. I., Baranova, O. K., Zweng, M. M., Reagan, J. R., and Johnson, D. R.: World
Ocean Atlas 2013, Volume 4: Dissolved Inorganic Nutrients (phosphate, nitrate, silicate), Tech. rep., National Oceanic and Atmospheric
Administration, s. Levitus, Ed., A. Mishonov Technical Ed.; NOAA Atlas NESDIS 76, 25 pp., 2014.
Hunter, J. D.: Matplotlib: A 2D graphics environment, Computing in Science & Engineering, 9, 90–95,
https://doi.org/10.1109/MCSE.2007.55, 2007.
Johnson, D. R., Boyer, T. P., Garcia, H. E., Locarnini, R. A., Baranova, O. K., and Zweng, M. M.: World Ocean Database 2013 User’s
Manual, Tech. Rep. NODC Internal Report 22, National Oceanographic Data Center, https://doi.org/10.7289/V5DF6P53, sydney Levitus,
Ed.; Alexey Mishonov, Technical Ed.; NODC Internal Report 22, NOAA Printing Office, Silver Spring, MD, 172 pp, 2013.
Jones, E., Oliphant, T., Peterson, P., et al.: SciPy: Open source scientific tools for Python, http://www.scipy.org, version 1.3, 2019.
Kriest, I., Khatiwala, S., and Oschlies, A.: Towards an assessment of simple global marine biogeochemical models of different complexity,
Progress in Oceanography, 86, 337–360, https://doi.org/10.1016/j.pocean.2010.05.002, http://eprints.ifm-geomar.de/9204/, 2010.
Ledoit, O. and Wolf, M.: A well-conditioned estimator for large-dimensional covariance matrices, Journal of Multivariate Analysis, 88, 365–
411, https://doi.org/10.1016/S0047-259X(03)00096-4, http://www.sciencedirect.com/science/article/pii/S0047259X03000964, 2004.
Linacre, E.: Climate Data and Resources, Routledge, 1992.
Maneewongvatana, S. and Mount, D. M.: It’s okay to be skinny, if your friends are fat, in: Center for Geometric Computing 4th Annual
Workshop on Computational Geometry, vol. 2, pp. 1–8, 1999.
23
National Geophysical Data Center: ETOPO2v2 2-minute Global Relief Model, https://doi.org/10.7289/v5j1012q, 2006.
Oliphant, T. E. et al.: NumPy: N-dimensional array package for Python, http://www.numpy.org, version 1.17.3, 2019.
Pronzato, L. and Pázman, A.: Design of Experiments in Nonlinear Models: Asymptotic Normality, Optimality Criteria and Small-Sample
Properties, Lecture Notes in Statistics, Springer, New York, NY, 2013.
Python Software Foundation: Python, http://www.python.org, version 3.7, 2018.
Reimer, J.: Approximation of Hermitian Matrices by Positive Semidefinite Matrices using Modified Cholesky Decompositions, ArXiv e-
prints, https://arxiv.org/abs/1806.03196v2, 2019.
Reimer, J.: matrix-decomposition: a library for decompose (factorize) dense and sparse matrices in Python,
https://doi.org/10.5281/zenodo.3558540, version 1.2, 2019a.
Reimer, J.: measurements library: Python functions to handle, statistically analyze and plot measurement data.,
https://doi.org/10.5281/zenodo.3558700, version 0.3, 2019b.
Reimer, J.: utillib library: Python functions used in several other projects., https://doi.org/10.5281/zenodo.3558698, version 0.3, 2019c.
Schäfer, J. and Strimmer, K.: A Shrinkage Approach to Large-Scale Covariance Matrix Estimation and Implications for Functional Genomics,
Statistical Applications in Genetics and Molecular Biology, 4, 1–32, 2005.
Scott, D.: Multivariate Density Estimation: Theory, Practice, and Visualization, Wiley Series in Probability and Statistics, Wiley, 2015.
Seber, G. A. F. and Wild, C. J.: Nonlinear Regression, Wiley series in probability and statistics, Wiley-Interscience, 2003.
Shapiro, S. S. and Wilk, M. B.: An Analysis of Variance Test for Normality (Complete Samples), Biometrika, 52, 591–611, http://www.jstor.
org/stable/2333709, 1965.
Storch, H. v. and Zwiers, F. W.: Statistical Analysis in Climate Research, Cambridge University Press,
https://doi.org/10.1017/CBO9780511612336, 1999.
Virtanen, P., Gommers, R., Oliphant, T. E., Haberland, M., Reddy, T., Cournapeau, D., Burovski, E., Peterson, P., Weckesser, W., Bright, J.,
van der Walt, S., Brett, M., Wilson, J., Millman, K. J., Mayorov, N., Nelson, A. R. J., Jones, E., Kern, R., Larson, E., Carey, C. J., Polat,
I., Feng, Y., Moore, E. W., VanderPlas, J., Laxalde, D., Perktold, J., Cimrman, R., Henriksen, I., Quintero, E. A., Harris, C. R., Archibald,
A. M., Ribeiro, A. H., Pedregosa, F., van Mulbregt, P., and SciPy: SciPy 1.0-Fundamental Algorithms for Scientific Computing in Python,
CoRR, abs/1907.10121, http://arxiv.org/abs/1907.10121, 2019.
Walter, É. and Pronzato, L.: Identification of Parametric Models from Experimental Data, Communications and control engineering, Springer,
New York, 1997.
24
