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Summary
Wireless tecluiology constitutes the basis of the majority of modem communication 
systems. The deployment of wireless systems mainly concerns data seiwices such as mobile and 
broadcasting applications, or target identification and military services. The key element for the 
successful plamiing of any kind of wireless network is the detailed and m depth knowledge of the 
propagation channel. The mobility of the user and the physical obstmctions that may intervene in 
the propagation path between the communication points cause distortion to the transmitted 
infoiination. The understanding of the propagation conditions and the channel characterisation is 
achieved either by extensive measurement campaigns or by employing sophisticated propagation 
algorithms. Since the measurement campaign is an expensive and time consuming task, 
contemporary research is focused on the development of deterministic models that can accurately 
predict the channel behaviour in real environments. The demand for high data deliveiy services in 
modem communication systems requires the utilisation of large bandwidth at high frequency 
regions of the available spectrum. Therefore, asymptotic high frequency modelling techniques and 
relevant algoritlmis have emerged as the major propagation modelling tools for modem radio 
systems analysis and design.
In this thesis, we address the problem of high frequency diffi'action over complex stiuctuies 
and scenarios that incorporate a cascade of physical canonical obstmctions in the propagation path 
between the two ends. New formulations are derived for field predictions over rounded surfaces 
and a cascade of multi-shape structures. The Unifomi Theoiy of Diffraction (UTD) is applied in 
all the work and it is further extended to account for transition zone diffraction over scenarios that 
incorporate arbitraiy multiple canonical objects being multi-shaped in natiue. The concept of 
continuity equations and slope diffraction are also emphasized. The simulation results show 
uniform and accurate field predictions and extensive comparison tests are performed with other 
diffraction theories and measurements. The developed formulations are iircorporated in a 
propagation tool for irregular terrain channel modelling. An uirambiguous terrain modelling 
algorithm is synthesized and used to assign optimum fitted canonical shapes to the terrain 
iiTcgularities. The results of the simulations are compared with real measurements over irr egular 
scenarios and a very good fit is observed. The imporfarrce of the choice of the used canonical 
shape to the terrain modelling is also highlighted.
Keywords: Radio chamrel modelling, diffraction theoiy, irregular teiTain propagation, 
multiple diffraction theoiy, uniform theoiy of diffraction.
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Chapter L Introduction
Introduction
1.1 Motivation
Wireless communication systems have become the foundation of the every day 
communication in contemporary technologically advanced societies. Their development is 
enormous and it is difficult even to follow their growth and to predict their next step. The cellular 
networks, the Broadcasting systems, the Personal Area Networks (PAN) are the most commonly 
used systems. All kinds of systems that utilise wireless technology provide the freedom to the user 
to communicate at any time at any place without any imposed restrictions. The main concern for a 
wireless connection is the Quality of Service (QoS) parameter which should be above a specific 
threshold for acceptable quality. This parameter is affected by the mobility of the user and the 
surrounding enviromnent and the physical obstructions between the communicating ends, which 
result a channel variations that are time and environment dependent. The channel variations 
usually cause great distortions to the propagating signal degrading the QoS parameter. Sometimes 
communication is not feasible because of great path losses and the obstructions that are imposed 
between the transmitting and the receiving point. For the optimum system planning the channel 
variations should be investigated in detail and should be considered in the overall planning of the 
network. This is the reason why it is of great importance to predict the behaviour of the signal 
according to the propagation environment. The basic foiin of a wireless system is shown in Figure 
1.1. The transmitted signal suffers distortion by the wireless channel and then it is received by the 
obseivation point. The wireless channel is variable and places fundamental limitations to the 
overall system performance. The aim behind this thesis is to model the signal variations for 
systems that operate over iiTegular terrain.
The most important channel characteristic is the path loss. This determines the range of the 
system and constitutes the basis on which the whole network planning relies on. One can 
distinguish between two different methodologies that can be used for the path loss predictions. 
These are the empirical models and the deterministic models. The empirical models are based on 
extensive measurement campaigns whereas the deterministic ones are based on the exact 
mathematical modelling of the propagation process taking into account the physical obstmctions.
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Figure 1.1. W ireless communication model
There is a trade off between the computational demands and the accuracy. Empirical models give 
an estimate of the path loss with distance and their accuracy depends on the propagation 
environment. They are preferred for engineering applications due to their simplicity and time 
efficiency but they lack in accuracy. On the other hand the deterministic models are more 
complex and not time efficient but their accuracy is very high. The propagation process over 
irregular terrain includes transmission through, diffraction over, reflection from the clutter of the 
environment. The types of environment can be hilly, urban and indoor according to the system of 
operation. The deterministic models mathematically formulate the propagation processes and 
incorporate them to the propagation tool that includes both the environmental modelling and the 
propagation modelling. The description of the environment is of a vector or a raster format 
depending on the used propagation model and the type of the environment. For urban 
environment the vector format is preferred whereas for hilly area the raster format is usually used.
The mathematical modelling of reflection and transmission through is not a complex 
mathematical task and rigorous solutions exist in the literature [1]. On the other hand, diffraction 
is a more complex mathematical problem and different approximations have been used for its 
mathematical modelling. Diffraction is usually modelled by means of Fresnel integrals and exact 
solutions exist only for the case of perfectly conducting infinite half planes. For the diffraction 
over other geometrical entities, approximations and heuristic methodologies are used. The 
diffraction problem becomes an enormously difficult task when more than one obstruction exists 
in the propagation path between the two ends. This scenario unfortunately is met in real wireless 
applications and its accurate modelling is a vital factor for the overall network planning.
There are two different types of errors in the propagation modelling and channel 
characterisation in real environments. The first concerns the digital terrain database and the other 
the electromagnetic wave propagation algorithm. The digital terrain database might have errors
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and iiiaccui'acies, a situation that accumulates eiTors to the final prediction. In addition, the 
electromagnetic wave modelling algorithm uses some approximations, a thing that proves it 
inadequate for accurately predicting signal variations over certain scenarios. Since every error in 
each stage of the propagation modelling is accumulated in the final predictions, it is important to 
tiy to minimize each possible source of inaccuracies. The perfect propagation tool that can give 
fast, accurate results taking into account the deterministic nature of the propagation environment 
and present low sensitivity to the teiTain inaccuracies is not yet developed. The constraction of 
such a propagation tool becomes even more difficult for high frequencies that are employed by 
the modern seiwices. In this thesis, the Unifoim Theory of Diffraction (UTD) technique that is 
most preferred by the researchers is extended to include diffraction over arbitraiy placed 
canonical obstructions being rounded or multi-shape in natuie. The development of such a 
solution ensures the optimum modelling of the geometrical entities by means of multi-shape 
canonical obstmctions and the utilisation of an accurate algorithm that can handle such scenarios. 
In addition, diffraction over complex media is examined emphasizing on the rounded wedge 
geometry. The final stage of the thesis is the incorporation of the newly developed theories into a 
propagation tool for field predictions over inegular terrain.
1.2 Chapter Summary
Chapter 2 introduces the reader to the broadcasting systems and the terrestrial system 
planning. The definitions of the teiTain profile and the effect of the atmosphere to the propagation 
predictions are also discussed. A description of some of the used empirical models is given and 
more emphasis is placed on the multiple diffraction models that exist in the literature since some 
of them were programmed and used for validation puiposes. In addition, the full wave modelling 
techniques widely used for terrestrial field predictions are examined. A brief examination is made 
on the narrow angle parabolic equation and this teclniique was used and programmed to validate 
some of the results that are presented later.
Chapter 3 examines the high frequency diffraction theoiy. The geometrical optics field 
formulation is presented which constitutes the basis of the asymptotic diffraction methods. The 
Keller’s diffraction theoiy and Hie UTD are then analysed emphasising on the diffraction 
coefficients from knife edges, wedges and cylinders since they are mainly used for the purpose of 
this investigation. Diffraction from impedance cylinders is also examined. The second order 
diffraction effects fiom complex structures are presented in the later paragiaphs. The appropriate 
mathematical formulations for edge discontinuity and cuivature discontinuity diffraction effects 
are synthesized. This is followed by the examination of the analytical diffraction methodology 
named as Method of Moments (MoM) which is also programmed for validation puiposes. In the
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last part of the chapter there is a comparison between the UTD and MoM results obtained for 
cylinder and assuming perfectly conducting or impedance surface.
Chapter 4 introduces the mathematical formulation for the diffraction over rounded 
surfaces. The first part of the chapter concerns the diffraction pattern behind a rounded wedge. 
The geometiy was modelled by means of cuivature discontinuity surfaces smoothly joined 
together. The field from the rounded wedge was found to consist of three temis, the cylindrical 
component described by the UTD and higher order field teims produced by the discontinuities of 
the stmcture which were described by the Spectral Theoiy of Diffraction (STD) The predicted 
field variation seemed to be similar to the one obtained by the cylindrical apex of the wedge but 
with some additive ripples caused by the cuivature discontinuity field components. Comparisons 
with the MoM show that the simulated field predictions are accurate. The second part of the 
chapter extends the UTD to the case of diffraction over a cascade of roimded surfaces. The UTD 
is extended for the case of arbitrarily placed cylindrical surfaces and the concept of slope 
diffraction field terms and the continuity equations are presented followed by the appropriate 
foimulations. The total field is described as an iterative process that can be easily incorporated 
within a computer code. The simulation results and the comparison with other diffr action theories 
and measurements show that the performance of the algoritlnn more than acceptable.
Chapter 5 describes the multi-shape UTD solution. The presented algorithm is used for 
field predictions over multi-shape canonical obstructions such as knife edges, wedges and 
cylinders which are arbitiaiy placed. The solution is capable for uniform and accurate predictions 
even for the case of grazing incidence whish a challenging diffr action problem. Until now, there is 
now canonical solution capable for such predictions. The mathematical foimulations and 
simulations results are also presented. The validation of the solution is based on measurements 
taken in an anechoic environment. The later part of the chapter introduces the reader to tlie terrain 
modelling technique by employing multi-shape obstacles. The extraction of the gieat circle paths 
from a Digital TeiTain Elevation Map (DTEM) is presented with the appropriate manipulation of 
it, through modelling by means of multi-shape canonical shapes. An investigation of the field 
predictions by assuming single shaped or multi shaped obstacles shows the importance of the 
proposed algorithm. Moreover, an investigation is perfomied concerning the parabolic equation 
and the multi-shape UTD solution and conclusions are drawn for the performance of the different 
radio wave propagation modelling techniques. The sensitivity of the algorithm to the tenain data 
resolution and tlie constitutive parameters is also examined and crucial conclusions are reached. 
Finally, the chapter ends with the presentation of the developed propagation tool and the 
discussion of the produced output figures.
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1.3 Achievements
1.3.1 Diffraction from Rounded Wedges
The development of ray diffraction solutions for complex geometi ical entities is still under 
investigation. These solutions are preferred for engineering puiposes due to their fast and accurate 
predictions. Unfortunately the final ray solution consists of complex fields that are generated by 
the various geometrical features of the scatterer and this increases the complexity of the final 
solution. The incorporation of these fields is proved to be of great importance for accurate 
predictions over backscattering scenarios and for forward diffraction applications. A diffraction 
model for predictions behind a rounded wedge is developed that incoiporates the additional field 
components produced by the ciuvature discontinuities of the rounded wedge shape. The final 
solution is composed of three field components and it is found that they cause some phase 
interference to the overall field variation. These ripples depend on the used frequency, 
polarisation and geometry of the scenario.
1.3.2 UTD for a Cascade of Rounded Surfaces
The UTD is proved to be one of the most preferable ray approximations for engineering 
purposes. The accurate and quick predictions over single canonical obstmctions make it a useful 
tool for mobile applications and RADAR systems. The applicability of this solution for the case 
of a cascade of a laiife edges is a problem recently solved [2]. The UTD is extended to the case of 
a cascade of rounded surfaces for arbitiary placed scenarios. An accurate ray tracing algorithm is 
produced for the computation of the various interaction points. The predicted field variations are 
accurate and uniform and are also compared to other diffraction theories and measurements. The 
newly developed algorithm seems to be superior in terms of computational demands and speed 
comparatively to other diffraction theories of the literature.
1.3.3 Simple UTD Approximation for Rounded Surfaces
A simple matliematical fomiulation for the cascaded cylinder problem is presented. The 
slope diffraction tenus of the knife edge solutions are utilised together with the original UTD 
coefficients for cylinders to produce imiform and accuiate results for the case of grazing placed 
cylinders. The applicability of the solution is restricted to the grazing case where the field 
generated from cylinders can be thought as the knife edge field together with a perturbation term. 
The solution has a simplest mathematical form and is quicker than the original one but lack of 
accuracy for certain scenarios.
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1.3.4 Multi-Shape UTD Solution
When employing a ray solution for field predictions in real environments, the 
enviromnental features need to be modelled by means of canonical shapes. Until now the already 
used solutions assumed single shaped approaches or non uniform radio wave propagation 
approximations. The majority of the propagation clutter found in real environments is best 
characterised by numerous geometrical entities that do not have in all cases the same canonical 
basis. Therefore, it is important to constmct a propagation algorithm that can compute the 
electiomagnetic wave propagation over a cascade of multi-shaped obstructions with great 
accuracy and low computation demands. The UTD is extended to scenarios of a cascade of multi­
shaped canonical shapes arbitrarily placed, with any combination of knifed edges, wedges and 
cylinders. These shapes can better represent real environmental features. The outcome is uniform 
predictions even for the case of grazing placed obstacles with veiy good fit with measurements.
1.3.5 Terrain Modelling by Canonical Shapes
The teiTain is characterised by different and numerous alternations of shapes. The best 
modelling of the environment results to the minimization of the error produced by the terrain 
modelling step of the propagation tool. This has a great affect to the final predictions because this 
error is accumulative in nature. The optimum terrain modelling thiough multi shaped canonical 
obstmctions is performed by means of the coiTelation coefficient. The terrain modelling algorithm 
extracts the most important terrain features utilising the Fresnel zones concept and models the 
found obstacles as multi-shaped canonical shapes. This is done by comparing the conelation 
coefficients between the modelled shape and the original one and keeping the shape that has the 
greatest con elation value. The output of the model is the mapping of the original terrain profile to 
a set of canonical shapes that are defined by their position and geometrical parameter (like the 
internal wedge angle or radius). In this way a terrain data compression is also achieved.
1.3.6 Comparison of Different Propagation Algorithms
The developed algorithm is compared with already existing diffraction theories. This 
includes the MoM, the Fumtsu model and the paiabolic equation technique. These theories were 
all programmed for the puipose of the investigation and conclusions are drawn on the 
performance of each algorithm separately. In addition, numerous comparison tests were 
perfomied for the investigation of the effect of the used canonical shape, the terrain data 
resolution and the constitutive parameter to the field predictions over real terrain profiles. Cmcial 
conclusions are drawn for the use of the multi-shape modelling approach in contrast to the single 
shaped one. Moreover, the developed multi shaped propagation algorithm is proved to have lower
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sensitivity to the terrain data resolution compared to the parabolic equation teclinique and the full 
wave techniques and low sensitivity to the used constitutive parameter settings.
1.3.7 UTD Propagation Tool for Rural Areas
The developed electromagnetic wave solutions are integrated into a propagation tool. The 
propagation tool is based on a generic format and the user has the ability to choose the different 
propagation parameters and propagation models. The multi-shape UTD solution, the single 
shaped approach and the parabolic equation technique can be used as propagation models, 
something that makes it an educational tool. A better imderstanding of the propagation 
mechanisms and channel modelling over irregular terrain is achieved. This is also supported by 
the various graphical outputs of the tool which include surface plots, coverage area maps, ray 
plots and field predictions over measuiements lines. The ability of the propagation tool to plot the 
rays of the scenario is important for obseiving tlie physical propagation mechanism of the 
scenario that mainly affect the field variation.
1.4 Publications
The following publications have been produced from the work described in this tliesis. 
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Canonical Objects," Antennas and Propagation, IEEE Transactions on, vol. 54, no. 10, 
pp. 2969-2976, 2006.
2. G. Koutitas and C. Tzaras, "A UTD solution for multiple rounded surfaces," Antennas 
and Propagation, IEEE Transactions on, vol. 54, no. 4, pp. 1277-1283, 2006.
3. G. Koutitas and C. Tzaras, "Multiple cylinder UTD solution," Electronics Letters, vol. 41, 
no. 9, pp. 515-517, 2005.
Conference Papers
1. G. Koutitas and C. Tzaras, "Rounded Wedge Diffraction Including the Effect of 
Curvature Discontinuity," in Antennas and Propagation Society International Symposium 
2007, Honolulu, Hawaii: 2007.
2. G. C. Koutitas, K. Zacharias, and C. Tzaras, "A Multi-Shaped UTD Solution for Inegular 
TeiTain Propagation Modelling," in Antennas and Propagation Society International 
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Terrestrial Radio Channel Modeling
2.1 Terrestrial and Broadcasting Systems
Terresti'ial and broadcasting systems met an enormous development the last years. Novel 
broadcasting services aie available to the public. Systems such as Digital Audio Broadcast (DAB) 
and Digital Video Broadcast (DVB) are technologies that rapidly penetrate into the everyday life 
of the user to offer high quality data delivery services. In order to follow this giowth, new systems 
are created or existing systems are modernized. For example, the existing HF AM and VHF FM 
audio broadcast systems are replaced by the DAB to offer a CD quality reception to the mobile 
receiver.
The development of the first radio communication networks was made in an improper way. 
In order that the operators to overcome the noise floor limits and cover large geographical areas, 
the radiated power levels were increased to the maximum. With the introduction of new 
independent networks offering different services, the level of interference background noise 
increased even more since the new operators increased then transmit power. Of course, this 
continuous growth of the transmission power yielded to the saturation of the available spectrum 
and the degradation of the available resources and capital investments. This transformed the 
system to be interference limited instead of noise limited. In order to overcome this limitation, a 
network planning is essential. The network planning involves determining the number and 
location of transmitters, optimum radiated levels, antenna heights and patterns, used polarization, 
frequencies and reuse factors in such a way to optimise the perfonnance and functionality of the 
system. Broadcasting network planning approaches are presented in [3-5]
All the parameters that have to be determined in the network planning require a good 
laiowledge of the radio wave propagation within the environment in which the system operates. 
This knowledge is gained either by extensive measuiement campaigns in the same environment 
[6] or by the use of a sophisticated detenninistic propagation model that can have a generic form 
and can offer to the user the required degrees of freedom to adjust between different polarisation, 
different material properties, different antemia heights, etc and investigate the propagation 
characteristics.
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F igure 2.1. (a) Propagation scenario, (b) Received signal variation
2.2 Propagation Mechanisms
2.2.1 Constitutive Parameters and Clutter Information
The determination of the propagation characteristics in a real environment requires the 
knowledge of the propagation mechanisms that exist between the transmitter and the receiver. As 
the receiver moves in a terrestrial environment, the received signal undergoes variations that 
depend on the nature of the multiple rays that reach the observation point. A propagation scenario 
and the observed signal variations are presented in Figure 2.1. At each reception point multiple 
versions of the original signal are received in the form of rays that might be reflected, diffracted 
or scattered. These interactions are the main propagation mechanisms that are observed in 
terrestrial systems. The small scale variations are caused due to destructive or constructive 
interference of the multiple received rays that appear to have different phases. This is called fast 
fading and it is usually modelled statistically since the exact detailed knowledge of the 
environment is needed for a deterministic approach, something impossible. The large scale 
variations are caused due to the existence of physical obstructions, called clutter that shadows the 
path between the transmitter and the receiver and the phenomenon is named shadowing. These 
obstructions can be mountains, buildings, cars, trees, humans, walls according to the propagation 
scenario.
Different clutter interacts with the electromagnetic wave in a different way that depends on 
the geometrical shape, roughness and the material it consists of. The electrical properties of the 
material are called constitutive parameters and are the permittivity e (F/m), the permeability p 
(H/m) and the conductivity a (S/m) [1]. In a physical sense, the propagation mechanism is caused 
to the retransmission of the signal by the charges of the scatterer’s material which is due to the
10
Chapter 2. Terrestrial Radio Channel Modeling
incident electromagnetic radiation. This creates retransmitted waves that are launched from the 
surface in a form of reflected and diffracted waves.
2.2.2 Reflection
When an electromagnetic wave impinges on a surface boundary that has a different value 
of constitutive parameters and large dimensions compared to the wavelength, reflection occurs 
(Figure 2.2). If the surface is considered perfectly conducting, then all the incident energy will 
reflect back {E^ according to Snell’s law of reflection [7]. If the surface is considered dielectric 
then a part of the energy will be reflected similar to the previous case and some part will be
Hr
Specular direction
Energy Spread
A h
(b)(a)
Figure 2.2. (a) Reflection, (b) Scattering o f electromagnetic waves
transmitted through (£■,) as energy loss according to Snell’s law of refraction. The reflected field 
can be expressed as a function of the incident field according to Fresnel reflection coefficient. 
The reflection coefficient can be computed in a rigorous manner by the surface boundary 
condition of the obstacle [1]. This coefficient is a function of the material, polarisation and 
frequency of the incident field and the angle of incidence.
2.2.3 Scattering
In the majority of time the surface of the reflecting clutter is not smooth but is characterised 
by a roughness factor. In this case the energy is not reflected towards one direction but it is spread 
in different directions (Figure 2.2). In order to theoretically predict the reduction in the amplitude 
due to scattering, the reflection coefficient must be multiplied by a roughness factor/ according to 
the Rayleigh criterion. This factor can be calculated from equation
11
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/ ( o - J  = exp 0.5 Area, cos 9, (2 .1)
where a* is the deviation of the surface height (roughness) and depends on Ah. The greater the 
roughness of the surface, the larger is the spread of energy. For terrestrial application the 
scattering mechanism is mainly used to describe interactions with trees or reflections from 
mountains.
2.2.4 Diffraction
The diffraction mechanism characterises the propagation of electromagnetic waves in 
shadowed areas of the clutter (Figure 2.3). Diffraction plays an important role to the propagation 
prediction in mobile and broadcasting systems since in the majority of cases the receiver is non 
line o f  sight condition with the transmitter, shadowed by buildings or mountains. The 
mathematical description of this mechanism is a complex issue and diffraction prediction 
problems are considered the most difficult electromagnetic wave problems. Closed form solutions 
exist only in seldom cases. The first rigorous mathematical description of diffraction is given in 
[8] where the diffraction of a plane wave from a semi infinite screen was examined. In practical 
situations a rigorous diffraction solution is impossible and different diffraction approximations are 
made. In the following paragraphs some of them are described.
Wavefront
Huvgen s Sources
Wavelets
Wavefront
ow Regior
Figure 2.3. Diffraction scenario and Huygen’s principle
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2.3 Huygen’s Principle
The Huygen’s principle is the most acceptable diffraction approximation. The principle 
describes the propagation in a complicated manner that can be summarised as [9]:
• Each element of the wavefront may be regarded as the centre of a secondary 
disturbance which gives rise to spherical wavelets,
• The position of the wavefront at any later time is the envelope of all such 
wavelets as shown in Figure 2,3.
Each wavefront is normal to the straight optical rays emanating from the transmitter. The 
Huygen’s principle is also used for proving the laws of plane wave reflection and refraction. 
Unfortunately, the Huygen’s principle is not in agreement with the periodic nature of light and the 
fact that this periodicity is tied to space and time.
2.4 Fresnel Theory
Fresnel integrated the Huygen’s theory by taking into account the periodicity of light 
waves. A simple example of the Fresnel-Huygen’s theory is the propagation of waves in free 
space. For a spherical wavefront travelling in free space from point S  (source) to point P 
(observation) a number of spheres with centre P  and radii r, r+X/2,...,r-^nk/2 can be considered 
that cut the wavefront sphere in circles of gradually increasing radii as shown in Figure 2.4. These 
zones are called Fresnel zones.
ro
Zn
Figure 2.4. Fresnel zones
According to Huygen’s principle each point of the wavefront can be considered as a 
secondary source and the field at point P  is the superposition of these disturbances. Since the 
distances between the Fresnel zones and P  are gradually increasing, the received field that is the 
summation of the Fresnel zones will alternate between positive and negative values that originate 
from positive and negative phase contributions. For an unobstructed scenario the received field 
caused by the n-th spherical Fresnel zone is found to be [10]
13
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2 n rn+nA/2 ~Jk(po+r)
C/(P) = ^, I J  I{e)p^ osmy/d\i/d<j> (2.2)
0 r o + ( » - l ) . î/2 A  ^
where I  is the inclination factor that is maximum in the boresight {d=0) and gradually reduces to 
zero as 9^90°, Considering that the inclination factor can take an average value for each Fresnel 
zone, equation (2.2) can be reformulated as
C/(P) = - ;2 A C /„(P ) |j(- l) '“ '/„  (2,3)
where Uo(P) is the free space spherical wave at P. It can be found that the summation terai of
N(2.2) is equal to ^(-I)""^’ A. = — ‘ the total field can be approximated by:
H-i 2
U(,P) = U,{P) = ^ U,(,P) (2 4 )
where Ui denotes the contribution of the first Fresnel zone. With this obsei-vation it can be 
concluded that if the half of the first Fresnel zone is unobstructed between a communication link 
then the path is considered as free space. Some simple propagation examples can be considered 
with the aid of (2.3). For the case that the first Fresnel zone is obstmcted by an absorbing screen 
the total field can be found to be U(P) = 2Ug(P) meaning that the received field is two times
larger than if  the screen was absent. Also if  both the first and second Fresnel zone are screened the 
received field is found to bet/(P) = 0. This ripple in the observed field is explained later by the 
UTD with the positive and negative phase contributions of the free space and diffracted rays 
emanating from the screen.
The Fresnel zones can be thought as ellipsoids between the transmitter and the receiver 
side. The radius of the zones is thus a function of the distance measured between the source and 
observation and the wavelength. It can be found that the radius of the n-th Fresnel zone is
By applying the Fresnel-Kirchoff theory to the problem of a single infinite absorbing half plane 
diffraction problem the total field behind a screen can be found to be:
/ % % -j—t^U{P) = ^ U , { P ) \ e  : d u ]e   ^ dt (2.6)
- 0 0  V
and the attenuation relative to free space can be found
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L = 1 + 7 (2.7)
where the variable u is related to the x dimension and it extends to ±oo for the case of an infinite 
half plane and the variable v is related to the y  direction which extends from the height of obstacle 
h to +0 0 . The integral in (2.7) describes the contribution of the infinite number of secondary 
sources in the region above the edge similar to Huygen’s principle and can be calculated 
according to the Fresnel integrals. Despite the fact that the integral extends from the edge height 
to infinity, the major contribution arises from the region near the edge’s end. The parameter v is 
called the Fresnel v parameter and it actually quantifies the obstruction by the edge to the path 
between the transmitter and the receiver. Referring to Figure 2.5 the parameter is given by
v = e (2 .8)
Illuminated Region Shadow Regionr rTx
-1 5Rx
-2 0
-3 0-5 Fresnel v Parameter
Figure 2.5. (a)Diffraction scenario, (b) Fresnel diffraction pattern
The ripples that are observed in the illuminated region are caused by the constructive and 
destructive contributions of the field arising from the Fresnel zones. By considering the ray 
formulation of the field, these ripples can be thought to be caused by the interference of the free 
space ray and the ray diffracted from the edge of the obstruction.
2.5 Path Profiles
The Fresnel diffraction theory is used in terrestrial fixed links. The modelling of the 
obstructions between antennas in terrestrial systems by absorbing knife edges is a very common 
engineering solution since the diffraction mechanism can easily be computed. It is usually
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Figure 2.6. Geodesic path in terrestrial system
assumed that the propagation path for terrestrial systems is obstructed by obstacles that exist in 
between the transmitter and the receiver. This is the geodesic path and is actually the shortest 
distance measured across the Earth’s surface like the one presented in Figure 2.6. In order to 
investigate the propagation between the two ends, the path profile should be extracted. This 
profile lies on the geodesic path and is shown in Figure 2.7. In many communication systems the 
distance between the transmitter and the receiver is large, resulting to the need for accurate 
computation of the geodesic path and the path profile by considering the Earth’s bulge. For a 
geodesic path between two points with latitudes di and 6 2  and longitudes Xj and X2  the real path 
length is given by [7].
r = R cos ‘ [cos 9^  cos 6  ^cos(A, -  ) + sin 6  ^sin 6 2  ] (2.9)
with R denoting the Earth’s radius. In mobile services the cell radius is small so the Earth’s bulge 
is not important and may not be considered in the calculations.
Given the transmitter and receiver position and the path profile that exist in between, the 
Fresnel theory can be used to investigate if the path is obstructed or unobstructed. An example is 
shown in Figure 2.7. An obstruction within the Fresnel zone can be modelled as an absorbing 
knife edge and the F resnel-Huy gen ’ s theory can be applied to calculate the path loss. As will be 
shown later in this thesis, the modelling of the terrain irregularities by knife edges is not accurate 
enough, and other canonical obstacles can produce better prediction results.
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Figure 2.7. Path profile
2.6 Effect of Atmospheric Conditions
The refractive index of the atmosphere « is a function of the height above the Earth’s 
surface. Despite the fact that the variations of n are very small as we move at higher altitudes, it 
creates some distortion to the propagating waves. Since the refractive index is greater near ground 
levels the actual ray path is not straight but curved. The Snell’s law of refraction can be used for 
accurate computation of the real propagation path. The atmospheric refractivity holds an 
important part in HF applications where the distances between transmitter and receiver are 
enormous. For mobile systems it is of minor importance.
Meteorological conditions can play an important role to the system’s performance. Despite 
the fact that for mobile applications the meteorological conditions are of minor importance since 
the signal variation is caused due to the receiver or the environment motion, for the terrestrial 
fixed links the meteorological condition can distort the signal and cause large deviations. A 
common meteorological effect is called superrefractivity and is caused whenever the refractive 
index of the atmosphere decreases with height much more rapidly than normal. Temperature 
inversion can also cause multipaths in the system. The phenomenon is called ducting and is 
caused due to the abnormal change of the refractive index in the atmosphere.
2.7 Propagation Models
The propagation modelling between a transmitter and a receiver can be achieved by various 
ways. According to the nature of the environment different propagation models can be used. The 
desired achieved accuracy plays also an important role to the choice of the model which can vary 
from an empirical one to a deterministic. A network operator is usually confronted by a common
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problem in telecommunications and this is to calculate the link budget of the scenario. The link 
budget might be for the case of two terrestrial fixed links, a satellite mobile system or mobile 
application. The formulation of the link budget in dB is
+ G n T^yst
(2 .10)
where Pr and Pt is the received and the transmitted power, Gt and Gr are the gains of the 
transmitter and receiver Lrath are the losses imposed by the path and Lsyst are the losses of the 
system that can include the cable losses and in general losses of the RF components. Since all the 
parameters of (2.10) are known except o f the losses of the patli, the interest of the engineer is to 
accurately model this loss. In mobile and teirestrial systems, Lrath is a time varying process due 
to the effects of the atmospheric conditions or the mobility of user.
2.7.1 Free Space Loss Model
The free space loss model is used in the simplest communication link between two ends. It 
characterises the propagation in fiee space (unobstiiicted first Fresnel zone). This can be fixed 
satellites links or line o f  sight (LOS) systems. The most easily applicable used formulation is [7]
^Fs ~ 32.5 + 20 logjQ i®g|Q F}ahz (2 .11)
where the distance R  between the source and obseiwation is measured in kilometres and the 
frequency F  in megahertz. It can be observed that the loss increases with frequency and distance 
and for each doubling in either distance or frequency the loss is increased by 6dB.
2.7.2 Plane Earth Loss Model
The plane earth loss model is used whenever the tiansmitter and the receiver are placed in 
such a way that the contiibution of the ground is not negligible. In many cases the first Fresnel 
zone of the link is obstructed from the ground and reflection cause some interference in the 
received signal. The geometric optic describes this phenomenon and the direct ray and the 
reflected ray interfere and cause ripples in tlie observed signal. The ground is assumed perfectly 
conducting resulting to total reflection of the incident energy with a reflection coefficient R=~L 
the plane earth loss model is given by [7]
L.^=101oglO - Ï4M  ) (2.12)
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where the exponential term characterises the phase difference due to the path difference of the 
direct and reflected ray (Figure 2.8). For the case d»hj\,hR^ the plane earth loss model in dB is 
given
LpEL = 40 log, 0 d -  20 log, 0 h^  ^ -  20 log,  ^h^
(Z13)
where d  is the distance between the transmitter and the receiver and h represents their heights. An 
important observation is that this model is independent of the frequency and that it decreases more 
rapidly with distance than the free space loss model. In general it can be said the plane earth loss 
model describes a propagation condition worse than the free space.
Or
900MHz
1800MHz
Approximation o f PEL-50
- 1 0 0 PEL
-150
1010'
Distance from transmitter (meters)
10
Figure 2.8. (a) Plane Earth Loss model geometry, (b) Comparison of FSL and PEL
2.7.3 Empirical Models
Empirical models are derived from extensive measurements campaigns. The statistical 
analysis of the measured data gives information about the propagation parameters and the path 
loss decay exponent. The environment type (urban, suburban, rural areas), the antenna heights and 
the frequency of operation are the most important features affecting the empirical mathematical 
formulation. The empirical models are useful for engineering purposes since they can rapidly 
evaluate the propagation loss decay with distance. The accuracy of the empirical models is not 
always acceptable and their applicability is limited to scenarios and environments similar to the 
one they were derived from. An extensive review of propagation models can be found in [7;11]. 
The semi-deterministic models utilise the statistical nature of the propagating signal but also add 
physical factors within the computations.
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2.7.3.1 Okumura-Hata Model
The Olaimura-Hata model is widely used for signal propagation in urban and rural areas. 
The frequency range is 150MHz<f<1500MHz and the model depends on the distance between the 
transmitter and the receiver, the frequency of operation, tlie antenna heights and the environment 
type. The path loss is given by:
1 = 69.55 +26.16log 10 /-13.821og,o h, - )  + (44.9-6.55log,o /t,)log,o d
(2.14)
where /  is the frequency, h{ is the effective antenna height, h„, is the receiver height and d  is the 
distance between transmitter and receiver. The parameter a is a correction factor and
(l.llog,of -0.7)h„, - 1.56log^o f  -O .S,medhm ~ city 
aiK, ) = < 8.29(logio 1 Mh,„ )  ^ -1.1, / arg e -  city, f  < 30QMHz 
3.2(log,o 11 -7 5 /î„ ,-  4.9, / arge -  city, f  > 300MHz
(2.15)
For suburban environment the model takes the form
/= 1  —  2 logi 28 -5 .4  (2.16)
For mral areas
= I  -  4.78 log,„ V  +18-33 log,„ /  -4.94 (2.17)
It should be mentioned that the model works well for the case of large cell radius greater than 
1km.
2.13.2 CCIR Model
The CCIR model is an empirical model that takes into account the tenain irregularities in a 
statistical manner \  The effective antenna height of the transmitter is used and the value dh that 
describes the terrain irregularities [12]. The value dh is extmcted from the path profile and is 
equal to the height difference of the 90% of values of the heights and the 10% of the values of the 
terrain heights. The propagation curves presented in the report represent the field strength values 
for 50% of the location (L) and 1%, 10% and 50% of time (T) over land in the frequency range of 
30<f<250MHz. The local mean field strength is given
E[dB V / m] = Eccm [dBjuV / w ] -120 + P, [dBkW]-^ G, [dBd]-^ (2.18)
' The CCIR model is replaced by the ITU-R Recommendation P. 1546-2.
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where Eccm are related to a receiving antenna height of 10m and P, and G, are the transmit power 
and gain respectively. By applying correction curves the terrain irregulaiities dh can vaiy between 
10-500m and the location probability in range 1-99%. For DAB systems the receiving antenna can 
be adjust to 1.5m (mobile receiver) and the conection factor in that case is lOdB.
2.133  McGeehaii and Griffiths Model
This model is derived from tlie plane earth loss model and adds a correction temis in to the 
formulation.
L = 120-201og,o(/2j.^/î^,) + 401og,o c/ + 301og,o f  + A
(2.19)
where A is the modification term and A=45±5 for older cities with narrow twisting streets, 
^4=55+5 for modern cities with Manhattan stmcture, A= 65i^  for suburban areas with some mral 
areas and >4=75+5 for open rural areas.
2.7.4 Semi-Deterministic Models
2.7.4.1 Longley-Rice Model
The Longley-Rice approach is a semi-empirical model used for propagation predictions 
over irregular terrain where the tenain data is limited. The model takes into account the terrain 
profile and combines the statistical nature o f the scenario (tenain roughness, effective antenna 
height) and the physical obstmctions that might cause interference to the receiver (reflection from 
ground or diffraction by knife edges) [13; 14]. The input parameters of the model are the antenna 
heights, the used frequency and polarisation, the tenain inegularity factor (similar to the CCIR 
model), the distance between the two ends and the surface refractivity.
The model discretises the entire space into regions according to the receiver and transmitter 
positions. Tlierefore, the line of sight region, the diffraction or shadow region and the scattering 
region are used to estimate the received signal strength. In case of line of sight, the free space loss 
model or the reflection from ground (similar to plane earth loss model) is used by utilising a 
complex reflection coefficient that is computed according to the angle of incidence, polarisation 
and material parameters of ground {Fresnel reflection coefficient, see chapter 2.2.2). As the 
receiver moves towards the shadow region, a weighting function is used that manages to keep the 
field continuous as the receiver change region. This function depends on the terrain irregularity 
between the transmitter and the diffractive edge. As the receiver is within the shadow region, 
diffraction by one or two knife edges are considered that utilises the Fresnel-Kirchoff 
approximation, described in previous paragraph. In deep shadow region, the scattering
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fomiiilation is used that describes the attenuation due to he distance, smface refractivity, 
atmospheric absorption and the angular distance below radio horizon.
2.T.4.2 Bullington Model
This approach models the real terrain as single absorbing knife edge which is found from 
the intersection of the radio horizons of the tiansmitter and the receiver [15]. The Fresnel 
diffraction theoiy is used to deteraiine the diffraction loss from a single knife edge. Large eiTors 
occur by this approach since it does not account for a number of obstructions that might exist in 
between the propagation path.
2.7.4.3 Deygout Model
This method is a more complicated one and it has a better perfonnance for multiple 
diffraction scenarios. Deygout suggested that the propagation loss can be computed for each loiife 
edge as if the remaining edges were absent [16] based on the Fresnel diffraction theoiy. The larger 
computed loss is used initially and the edge that produces that loss is used to divide the space into 
two regions. The same process is repeated for the remaining regions and so on until all the 
diffracting edges are considered. A conection foimula is used to overcome some inaccuracies and 
over-estimation of the predicted losses.
2.7.4.4 Causebrook Model
Causebrook added some modifications to the Deygout approximation [17]. The correction 
concerns the over-estimation loss predicted by Deygout. According to Causebrook, each knife 
edge in a new sub-path is considered in the propagation process only if  it lies above the relative 
line of sight.
2.7.4.5 Epstein-Peterson Model
This model calculates the diffraction loss by adding the losses of each knife edge of the 
scenario [18]. The total loss is computed as a step process. The loss at each knife edge is found 
from the losses caused by the previous edge. This process goes on until the receiver location is 
reached. The final loss is the summation of the losses found with this process.
2.7.4.Ô Glovanell Model
The Giovaneli model [19] is similar to Deygout approximation and utilises the Fresnel 
integrals to compute diffraction loss from a single loiife edge. The edge that posses the highest 
diffraction loss is considered the main edge of the scenario that divides the space into two regions. 
Then the heights of the tiansmitter and the receiver are adjusted according to the maximum
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heights of the intermediate edges in the two regions. The diffraction loss is computed with the 
new transmitter and receiver locations as if the main edge was alone. This process goes on till all 
the diffracting edges are considered.
2.7.5 Deterministic Approaches
Detemiinistic models utilise the electromagnetic theory and the exact geonietiy of the 
propagating environment in order to give a good estimate of the propagation. Different 
approaches exist in the literature and these can vaiy according to the electromagnetic theory that 
they use or the type of modelling that they perform to the environment. Numerical solution of 
integral and differential equation (parabolic equation) is one type of these models. Multiple 
diffraction approximations such as the Vogler and Furutsu are also theories that model the tenain 
featmes by means of absorbing knife edges and rounded surfaces respectively. Another example 
is the GTD or UTD that are asymptotic diffraction approximations, that utilise the ray foimulation 
of the field and by means of ray tracing the total field is computed in a point to point manner. 
Each model presents some advantages and disadvantages and their peifonnance depends on the 
engineering application. The main trend now is to develop diffraction models that can accurately 
perform in cases where multiple diffractions exist, optimally model the tenain features by best 
fitted canonical obstnictions and give rapid predictions that can help the operator to plan the 
network without the need of extensive measurement campaigns. Always, there will be a frade off 
between the achieved accm acy and the computation time of the model.
2.8 Existing Multiple Diffraction Theory
The semi-empirical diffraction approximations present some inaccuracies for certain 
geometries [20]. In the majority of cases these inaccuracies are not acceptable and can yield an 
inadequate plamiing of the overall system. Analytical solutions over multiple diffractions are 
developed and have as main advantage the accurate and uniform field predictions over a cascade 
of diffracting obstacles. In this section, the most important multiple diffraction theories are 
examined.
2.8.1 Vogler Solution
Vogler described the propagation of electromagnetic waves over a cascade of multiple 
absorbing knife edges with a foimulation of multiple integrals [21;22]. His theoiy is based on the 
approach presented by Furutsu in [23], These integrals arise from the Fresnel-Kirchoff approach 
and describe the radiation of the infinite number of hypothetical sources over the knife edge’s 
space. The multiple integral foimulations represent the coupling between the hypothetical sources
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Figure 2.9. Vogler diffraction geometry
between the edges of the scenario. The Vogler model is used in propagation prediction over 
irregular terrain by representing the mountains or the buildings by absorbing edges. The relative 
attenuation coefficient is given by:
(2 .20)
where the notations Cn, cn, f  Pn can be foimd in[21] referring to the geometry of Figure 2.9. The 
computation of this multiple integral is difficult and becomes an impossible computational task 
for a large number of knife edges. The important contribution of Vogler was to transform (2.20) 
to a formulation suitable for numerical evaluation. According to [22] the attenuation function can 
be computed as
^ m=0 (2 .21 )
where the parameter 1^ is computed by the repeated integrals of the error function. Algorithms for 
computation of diffraction integrals can also be found in [24-26] and [27]. An improved version 
of the Vogler solution in terms of accurate computation of the diffraction integrals for negative 
values of the parameter P and computational time can be found in [28]. The computation of (2.21) 
is a demanding issue and the computational constrains become enormous as the number of edges 
increases. According to the number of edges and the geometry of the scenario, the convergence of 
the summation can vary and the number of terms that need to be taken into account is not always 
constant and depends on the propagation scenario.
2.8.2 Furutsu Model
The Furutsu model assumes that the propagation over irregular terrain is characterised by a 
path profile that consists of rounded obstacles similar to the scenario presented in Figure. 2.10.
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Figure 2.10. Furutsu diffraction geometry
The obstacles are characterized by a radius of curvature a„, diffraction angles 9^, electromagnetic 
parameter and separation distances r„. The quantity q„ is a function of the radius and electrical 
properties of the obstacle and the polarization and the wavelength and is zero for vertical 
polarization and for perfectly conducting cylinder and infinite for horizontal polarisation and 
perfectly conducting cylinder. For a path having N  obstacles the field strength relative to the free 
space is given by
M (2.22)
where
Cv = r  r \*  r l *  r N +  \ (2.23)
T'zCrJ = e x p [ - ,(2 tr j - '  /2 )" 'L _ ,
and = (ka„ IlY'^O^is the Pock parameter. The terms tm is the set of roots of Airy differential 
equation
W \t)-q „ W {t) = Q (2.24)
where W is the Airy function. For vertical polarization and for perfectly conducting cylinders the 
solution can be found in [29;30]
" 2
R = ( x - 0 .7 5 ) ; r
(2.25)
0.1237872
4 x - 3
By defining two new parameters, (2.22) can be reformulated in a more convenient form
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A = (2 .26)
2 /I tN  lm=l J
where
2(r„, +/%,+,)
«1 -  v--,„ ' ;K ^ ir,n = /2)
This mathematical expression has a complexity factor that increases as the teiTain profile becomes 
more complex and more obstmctions are introduced within the propagation path.
2.8.3 Sharples-Mehler Model
This model extends Vogler’s knife edge solution to treat scenarios for a cascade of 
cylinders that are grazing placed [31]. The author’s derivation of an alternative formulation for 
knife edges is based on the Green’s theorem which is very similar to Vogler’s notation but is more 
accurately concerning the phase terms. This is because for the cascaded cylinder scenario, the 
phase plays an important role to the overall propagation. Driven from the cylinder diffraction for 
grazing incidence found in [32], the author used tlie fact that the diffraction from a cylinder can be 
approximated as a knife edge diffraction (Fresnel diffraction) accompanied by an additive term 
that represents the cylinder’s geometrical and material characteristics. This perturbation teim is 
the surface field function that is related to the Fock function (Appendix B), which is also 
discussed in the next chapter. The total field behind N  cylinders is formulated as
U ' \  = ^ U ' ‘-",H"-\a„ff„Z,)r(,i,N) (2.28)
where v, h represents the vertical and horizontal polarization, Ui is the incident field, «/, are 
similar to Furutsu model, Zf is the surface impedance of the cylinders and H  is the function that 
includes the surface field characteristics.
+
The function V(i,N) represents the Vogler’s knife edge solution.
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This model can give accurate and unifonn results for the cascaded cylinder scenario. Since 
it is based on the cylinder formulation of grazing incidence it is limited for scenarios that there is 
no obstacle or receiver in the deep lit or shadow region. In addition, similarly to the Vogler’s 
solution the computation demands exponentially increase with the number of obstructions.
2.8.4 Computational Constraints
The multiple diffraction models presented in the previous paragraphs impose some 
computation constraints. The computation of the attenuation functions is a complex issue. Its 
convergence depends on the number of the obstructions that exist in the propagation path between 
the transmitter and the receiver, the geometry and the parameters of the rounded surfaces. The 
higher the number of the obstacles, the larger the summation terms to achieve convergence is. Of 
course this is a crucial problem for cases of multiple diffractions in a real environment. Since the 
propagation model is used for network planning and optimisation purposes, computation time and 
demands are of great importance. Convergence considerations arise also from the geometry and 
material properties of the obstacle. As long as the obstacle radii a„, is not too small, only a few 
terms of (2.26) are required to accurately compute the attenuation frinction. If the radii of the 
obstacle are small because of the natirre of physical obstructions or for the loiife edge 
approximation, the parameter a,„ and q,n decrease to zero and many terms of (2.26) need to be 
taken into account resulting to unfeasible computation effort. Finally, the grazing incidence 
scenarios infroduce slow convergence in the residue series. All these considerations show that the 
multiple diffraction analytical solutions are not very programming efficient methods and more 
research should be focused to the multiple diffraction phenomena.
2.9 Full W ave Modelling Techniques
Propagation modelling over inegular tenain is a research area of great importance. The 
various analytical solutions, presented in the previous paragraph, are some of the numerous 
approximations that can be used for such environments. In this section, the frill wave modelling 
techniques are presented and these are the integral equations and the parabolic equations. Both 
can be solved numerically and are widely used for validation purposes with other theories. Their 
main drawback is that they are not efficient techniques since a large number of field points need 
to be determined which makes them not preferable for point to point predictions. The integral 
equations are briefly described, and more emphasis is given to the parabolic equations since they 
were programmed for validation puiposes of this thesis.
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2.9.1 Integral Equations
Integral equations are widely used to solve propagation problems over irregular terrain. The 
integral equation approximation predicts the scattered field in terms of the induced cun ents on the 
surface of the terrain. The methodology follows a general rule that firstly requires the solution of 
the Helmlioltz propagation equation by applying the boundaiy conditions of the surface. In most 
cases, the boundary conditions are taken to be the one of perfectly conducting surface, a situation 
that simplifies the calculation. Once the boundaiy conditions have been applied, the cunents are 
computed and thus the scattered field can be found utilising the Green’s theorem. The resulted 
integral equations are usually solved numerically by considering paraxial propagation for 
simplicity. This condition bounds the applicability of the solution to irregular terrains with small 
tenain heights.
A variety of propagation models that utilise the integral equation are found in the literature. 
In [33] a model for rural area propagation is presented capable for vertical polarisation predictions 
over perfectly conducting surface. A simplification is also introduced that accelerates the required 
computation time. The predictions show a degradation of the agreement with measurements for 
frequency tests increasing from 144MHz, 435MHz, 970MHz and 1900MHz. The main drawback 
of the solution is that it is restricted to perfectly conducting surfaces and limited number of 
frequencies. Higher frequencies than the one examined require enormous computational effoii. 
Another integr al equation approach is presented in [34] where the Electric Field Integral Equation 
(EFIE) is applied for UHF predictions. A Magnetic Field Integral Equation (MFIE) is presented in 
[35]. Since the computation demands of these solutions are high, speed up techniques are found to 
work well for the engineer’s benefit. Such a method is found in [36-38]. A faster method than the 
integral equation is applied in [39] and it utilises the fast far field approximation. This method 
gives rapid and accurate predictions and at the same time it reduces the computation demands. 
The case of a radiation of a dipole in the presence of a penetrable irregular tenain is found in [40]. 
Finally, a Fresnel-Kirchoff integral equation applied for irregular terrain is shown in [41], This 
method discretises the terrain and applies the Fresnel-Kirchoff tlieoiy as if the tenain was 
constituted by a number of knife edges. The main advantage of the presented solutions is that they 
take into account all the propagation mechanisms that exist between the transmitter and the 
receiver. This includes reflections and diffraction and combinations of these since they are 
derived from the exact Hehnlioltz wave equation. The price to be paid is that for large tenain 
profile the solution requires manipulation of large matrices that restrict the use of the solution to 
lower frequencies or small propagation scenarios.
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2.9.2 Parabolic Equations
The Parabolic Equation (PE) method is an approximation of the differential Helmholtz 
equation and is a teclmique widely applied to electromagnetic and acoustic wave propagation. It 
applies a marching algorithm to describe the propagation of the field over inegular tenains. The 
solution discretises the domain of propagation and applies a numerical approach to solve the 
differential wave equation. A finite difference scheme or a Fourier (split step) approach are 
mainly used [42], For validation puiposes of this thesis, a two dimensional narrow angle parabolic 
equation method was used that employs a finite difference scheme. Therefore more investigation 
is focused on this case but a variety of various other algoritlims can be found in the literature. In 
[43] a split step approach is presented which represents the solution by means of Fourier 
transforms. This metliodology allows the PE marching step to be large, situation that is not met in 
the finite difference approach. The main drawback of the split step approach is that is more 
complex and difficult to implement. A three dimensional PE solution for propagation predictions 
in rural and urban areas are foimd in [44-46]. The main advantage of the parabolic wave equation 
is that can handle situations of variable refr active index without a lot of computational effort thing 
that makes the method attractive for underwater acoustic wave propagation and electromagnetic 
wave predictions over inhomogeneous terrain.
2.9.2.1 Derivation of the NAPE Solution
The NaiTow Angle Parabolic Equation (NAPE) is the simplest approach to model 
propagation over iiTegular terrain. A major simplification is made for small propagation angles 
(Figure 2.11). Starting from the two dimensional scalar wave equation for a standard atmosphere 
with refractive index n -1  wq have [42]
+ - ^  + /f"C/ = 0 (2.30)
where U(x,z) is the appropriate field component and for the specific scenario it can be horizontal 
polarisation Ey or vertical polarisation Hy. Since we are interested in field variations larger than a 
wavelength, it is convenient to remove the fast fading (rapid field variation) process from the field 
formulation. Thus, the field can be expressed as a slowing varying amplitude term u(x,y) and a 
phase term
U  (%, z) = u(x, (2.31)
So, we are interested in the slow variations of w as a fruiction of x, z coordinates. By substituting
(2.31) into (2.30) and taking into account only the forward propagating wave it is
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Figure 2.11. PE propagation domain
(2.32)
where n  = — ^ —  is the differential operator. Assuming a paraxial approximation for energy
propagation in the x direction, the square root term of (2,32) is simplified by using Taylor series 
expansion and can be rewritten as
The NAPE is then
du _  j  d^u  
dx 2k dz^
(2.33)
(2.34)
The accuracy of this approximation is good for propagating waves within 15° from the paraxial 
direction.
2.9.2.2 Implicit Finite Difference Method
The Implicit Finite Difference (IFD) method is the simplest way to treat numerically 
problems that include differential equations [47]. The concept behind this method is to discretise 
the domain of propagation and solve the NAPE equation numerically by means of the Crank- 
Nicolson scheme as a finite difference marching technique. The finite difference grid is depicted 
in Figure 2.12. The propagation domain is descritised by steps /Ix and Az. The notation w” is used 
to represent u(x„,z„), and x„={n-l)Ax and Zm=(m-l)Az. for n=l,2, ...,N  and m=l,2, ...,M
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Figure 2.12. Finite difference grid
The central finite difference approximations of the first and second order derivatives are taken 
into account to yield
[A]+ « r  [B]+ [a ] = [ q + [ £ > ] + «1.  [C]
where A = , B = l+  , C = —Î —— and £> = i  —  Employing (2.35) into
4A:(Az)' 2/:(Az)" #(Az)" 2A:(Az)"
the propagation domain, the field at each column of points separated by Az at position (n-^l)Ax are 
computed using the value of the column points at position nAx. This equation can be written in a 
matrix format as [42]
(2.36)
where U„ and f/„+/ are column vectors defined as
1
«2 t<r'
=
WÎ/-1
»^ /I+l -
(2.37)
and T u  are tridiagonal matrices
Ty
'1 0 0 0 • • 0 0 0 o' 1 0 0 0 • • 0 0 0 O’
C D c 0 • • 0 0 0 0 A B A 0 • • 0 0 0 0
0 C D C • • 0 0 0 0
5^ 2 —
0 A B A • 0 0 0 0
0 0 0 0 • • c D c 0 0 0 0 0 • A B A 0
0 0 0 0 ■■ 0 c D c 0 0 0 0 • 0 A B A
0 0 0 0 ■• 0 0 0 1 0 0 0 0 • • 0 0 0 1
(2.38)
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The problem is now focused on tlie computation of the inverse matrix This process is 
repeated for all n points of the domain.
2.9.2.3 Source Modeling
The NAPE algorithm is a marching technique applied to propagation problems over 
irregular terrain. Thus, an initial field should be introduced in the foimulation as a starting point 
for the algorithm. This is modelled by means of a near-field/ far-field transformation, which 
relates the aperture field with the far field beam pattern of the antenna. Assuming a Gaussian 
beam pattern and applying the Fast Fourier method to solve the Fourier integral of the near to far 
field transformation, one can obtain [42]
u (0 ,z )  = A
2^27r\n(2)
Sln(2) (2.39)
where yf is a normalisation constant, is the half-power beamwidth (HPBW), Ô is the beam 
elevation angle and Zs is the height of the source. This equation is used to compute the initial field 
at all point of the first column of field points atx=0.
2.9.2.4 Terrain Modelling
The staircase approach for the tenain modelling is considered. This is the simplest way to 
treat inegular terrains and is a technique proved to be veiy accurate for environments that appears 
to have small tenain variations. The scenario modelling is presented in Figme 2.13.
S.
Figure 2.13. Staircase tenain modelling Approach
On each segment of constant height, the field is propagated in the usual marching way for every 
x+Ax segments and the appropriate boundary condition is applied (see next paragraph). The field 
points which are within the tenain profile are assumed to have zero fields and for the field points 
that are on the terrain, the boundaiy condition is applied. For the ascending part of the tenain the 
field propagates on the horizontal segment Si, ignoring the presence of the vertical boundaiy S2  
neglecting the backscattering contributions. For the descending part of the tenain the field 
propagates on the horizontal segment S] ignoring again the presence of the vertical segment S2  
ignoring the corner diffraction. The accuracy of this modelling approach is analogous to the
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number of the segments Si assumed along the profile. For the case of urban scenarios, the comer 
diffractions should be considered since they play an important propagation role to the overall 
signal propagation. More details can be found in [42]. Other terrain modelling approaches are the 
piecewise linear terrain and the conformai mapping which can be found in the same reference.
2.9.2.5 Leontovich Boundary Condition
A major role to the overall predicted accuracy plays the boundary condition applied to the 
parabolic equation algorithm. According to the assumed polarisation and material property, the 
boundaiy condition varies and takes different forms. For the case of perfectly conducting terrain 
and for vertical and horizontal polarisation tlie boundaiy condition has the simplest form
^  = 0,î/ = 0 respectively. For more accurate predictions it is important to assume that the terraindz
has an impedance boundaiy condition, and in this way it is possible to model different tenain 
features such as diy land, forested land, etc. The most widely used boundaiy condition for such 
surfaces is the Leontovich Boundary Condition (LBC) [48]. A complete derivation can be found 
in [42]. The differential foiin of the condition for a vertical polarised propagation wave is
— (x,0) = {~jkô)u{x,Qi) (2.40)
where 3  -  — -1  and n = £^+ j  ^  and e,- is the relative permittivity of the surface with n '' kc£.
1 /----- 7 . cr
0^
conductivity a and c is the speed of light. By employing a central difference approximation 
according to height (2.40) can be written as 
,,«+1 _-.«+!
= = (2.41)
(2.41) is refoiinulated in a form suitable for the NAPE algorithm implementation as
+ < ' = "■ (2C) (2,42)
where the factors A, B, C, D  are similar to (2,35).
2.9.2.6 Absorbing Atmospheric Layer
The last part for the implementation of the NAPE algorithm is to define an Upper Boundaiy 
Condition (UBC). The simplest approach is the absorbing layer. The need for the UBC is to 
minimize the reflections that are caused due to the temiination of the field at the upper boundaiy. 
The purpose of this layer is to absorb the energy that travels upwards. The Hanning filter window 
is applied which is expressed as
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. .  1 + c o s M
2 (2.43)
This filtering ensures a smooth transition from the region of interest to the absorbing layer since 
q}{0)=l and (p{l)-0. The Hanning function is applied to the field points that exist in the absorbing 
layer. This layer can have a variable width that depends on the domain size and the frequency of 
operation. Usually, this layer is about the top third of the finite difference grid. The function is 
actually multiplied to the field points in the layer after the computation of the field produced by 
the marching technique. Despite the simple foiinulation of the absorbing layer, it increases the 
computation time of the algorithm since a large number of field points of no interest need to be 
computed. Another UBC is the perfectly matched filter  which adds some complexity in the 
algorithm but reduces the required computation number.
2.9.2.7 Field Computation Constraints
The predicted field can be calculated according to the path loss. The path loss is the 
transmitted over the received field and is given by
L{x, z )  = -2 0  logio |w(x, z)| + 20 log,o (4;r) +10 log^^ (% )-3 0  log,o {X) (2.44)
where u is the field found by NAPE, x  is the horizontal distance fiom the transmitter and X is the 
wavelength. The accuracy of the PE algorithm is a relative maimer and depends on different 
characteristics. First of all the paraxial approximation restricts the applicability to surfaces that do 
not have large elevation variations. In addition, the step size of the discretised tenain should 
follow specific rules that depend on the used wavelength. The maximum step size should be
and 6  is the propagation angle withwhere x  =2 2 cos 0 - 1 sin^
respeet to horizontal. This result is in agreement with the Nyquist sampling criterion. Of course, 
this makes tlie algorithm not suitable for propagation predictions of high fiequencies or over very 
large domains. The sensitivity of the algorithm’s performance according to the initial conditions, 
the boundaiy conditions, the step size and frequency is high and it is vital to perform numerous 
simulations before concluding the final result. A better understanding of the PE algorithm can be 
achieved through the use of Figme. 2.14. The initial field points, the absorbing layer and the 
terrain profile where the boundaiy condition is applied are presented.
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2.10 Conclusions
This chapter gave a brief overview of the propagation characteristics for broadcasting and 
terrestrial systems. The main propagation environment for these cases is the irregular terrain with 
diffraction holding the main role to the propagation process. Empirical models were presented 
that can perform well for cases where the average signal distribution is imder investigation. The 
main drawback of these models is that they work well only for environments similar to the ones 
that they were derived from. Different multiple diffraction approximations were also presented 
that incorporated canonical shapes such as knife edges and cylinders. These models are accurate 
but had restrictions and disadvantages that were presented in their relative paragraphs. In general 
it was found that their complexity increased exponentially with the number of the obstructions 
within the propagation path and the position of them relative to the transmitter and the receiver. A 
large number of summation series was necessary for convergence to be achieved. The Furutsu 
model was also explained in detail since it was developed and used for validation purposes of this 
thesis. The final part of this chapter was the description of the full wave propagation techniques. 
These arise from the direct solution of the wave equation either by the form of integral equation or 
parabolic equations. A brief introduction was given to the integral approach and a more detailed 
analysis for the parabolic equations since they were also developed and programmed for 
validation purposes of this thesis. Both techniques are not suitable for very high frequencies since 
their computation efficiency reduces with the frequency or the size of the propagation domain.
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Diffraction Theory
3,1 Asymptotic Diffraction M ethodologies
The use of high frequencies from modern communication systems has led to the 
development of novel asymptotic diffraction methods. Dur ing the past years, a lot of research has 
been focused on the interpretation and mathematical modelling of diffraction for high frequency 
phenomena. These phenomena occur when the electromagnetic waves interact with media that 
have large dimensions in terms of the wavelength, meaning that the variation of the medium is 
small for this interval. This chapter gives an introduction to the high frequency asymptotic 
diffraction methods and describes different approximations that have been developed up to 
nowadays. Special interest is placed on UTD since it is mainly applied in this thesis.
The asymptotic diffraction methodologies simplify the problem of diffraction by 
introducing some expansion functions directly to the Maxwell’s equation or by evaluating 
diffraction integrals or differential wave equations for parameters that tend to a limiting value. For 
high frequency phenomena the asymptotic methods become very accurate as the wave rrurnber 
tends to infinity (/c—^oo). One can distinguish two approaches for the constr uction of an asymptotic 
model. The one is ealled direct approach and the other indirect. The direct approach applies an 
asymptotic expansion to the Maxwell equations and tries to solve the new system of equations. 
This is observed in the geometrical optic approximation. The indirect approach introduces the 
asymptotic method to the exact scattering solution. This means that the eigenvalue solution should 
first be determined for the scattering scenario and then asymptotically evaluate the radiation 
integrals. The most commonly used methodology for evaluating these integrals is the stationary 
phase method.
3.2 Geometrical Optics
Geometrical Optics (GO) theory is developed by directly applying an asymptotic method to 
the Maxwell equations and trying to solve the new system of equations. The basic concept behind 
the GO is the representation of the propagating field in a ray format. Since the ray representation
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of the field is adopted for the development of UTD, it is important to go through the basic proof 
of the theory.
For an homogeneous medium with constant permittivity (e) and permeability (p), the 
electric and magnetic field components generated by a source are given by [49]:
V x E , . = 0 (3.1)
V + jcoÆj. =  0 (32)
V - 5 ,  = 0 (3.3)
V-ÂT, = 0 (3/1)
where the r is the spatial coordinate and œ is the radial frequency. Substitution of 7T frorn (3.2) to 
(3.1) results to the Helmlroltz equation:
(3.5)
A similar equation can be formulated for the magnetic field component. The next step for the 
construction of the GO theory is to substitute an asymptotic expansion function to the above 
equations and find the solution of tire new systems of equations.
3.2.1 Luneberg-KIine Approximation
Luneberg and Kline [50-52] developed and asymptotic approximation for the case of high 
frequency electromagnetic propagation which is:
(3.6)s  0<y)
(3.7)
where ~  and W(r) is the phase fiinction. In this expression only tlie first term (n=0) is
proved to characterize the GO field component. In order to determine the ray nature of the 
propagating wave and determine the high frequeney solution of E  and H, these two equations 
should be included in the Maxwell’s equation system (3.1-3.5).
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3.2.2 Eikonal Equation
The Eikonal equation is derived througli a number of steps that need to be perfonned. 
Equation (3.6) should be substituted into (3.1), taking into account the identity
V X {ab ) = V a x ô  + a V x 6
where
and
Ù ( M "
Extracting the n -0  and n=I terms and equating terms in ja>, one can find the following 
relation:
(v 'Fxêo)= //oÂ T o (3.8)
where v is the wave velocity. It should be mentioned that the detailed analysis and the 
manipulation of the equations ean be found in [53;54]. It is not the piupose of this thesis to 
include more details since they can be found in the literature. Only the basic most important part 
of the formulation is given in order to better understand the ray nature of the field.
The next step of the analysis is to include the Luneberg-Kline electric field to the zero 
divergence equation (3.3). Similar to the previous step the vector identity is used
V ‘ (ab) = b • V a  -h a V 'b
and one obtains
Repeating this procedure for the H  field component and substituting (3.7) into (3.2) and 
(3.4) one obtains:
(v 'P x 5 o) = - £ Ê o (3.10)
( V W -Ê ,)= 0 (3 2 1 )
From these equations the Eikonal Equation can be obtained in the fonn
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V Y =  1 (3.12)
The solutions of this first order nonlinear differential equation are the following phase 
fimctions'T(r) = ax +  ^ T + cz or 'F ( r)  = + z^ and ^ ( r )  = -\jx^ + y^  where £7,6,c
are the direction cosines of the rectangular coordinates for planar, spherical and cylindrical 
surfaces, conesponding to planar, spherical or cylindrical wave propagation.
3.2.3 Transport Equation
The transport equation represents the flow of energy of the electromagnetic wave. It is 
derived from the vector Helmholtz equation (3.5) in a similar manner with the Eikonal Equation. 
By substituting the Luneberg-Kline expansion of the field (3.6) in (3.5) one obtains:
- J k 'V  ■
n=0
l / v ( l -
0 '^ ) n- 2
-ËJ l/v[g,V"W + 2(VW-V)fJ I V X  
0 ® )"" ' (yw)"
=  0 (3.13)
Since E  and !F do not depend on co, the coefficients of the different powers of œ should be zero. 
The first part of the left hand side of the equation, if set to zero, yields the Eikonal equation found 
in the previous ehapter. The second term of (3.13) if set to zero yields the zero-order transport 
function which is:
2 ( v ¥ - v ) f „ + ( v ^ 'p ) f o = 0
The last term gives the condition:
(vX)=o
whereas for the higher order tiansport equation (n>l) one can obtain that,
2 (V Y . V X  +
(3.14)
(3.15)
(3.16)
The Poynting vector is defined as E x H *  and for high frequency fields (taking into 
aeeount only the zero teim in the Luneberg-Kline field approximation) this is E^ x  and from
(3.8) gives for Y  = l/(v //o)
£ „ x .ÿ * o = r |Ë „ x ( v 'r x .Ê „ ) ’ (3.17)
The time averaged Poynting vector is then proved to be
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R e [ £ x # * ] = 7 |£ , (3.18)
Equation (3.18) defines that the power flow of the travelling high frequency electromagnetic wave 
is in the direetion,
f = VT (3.19)
This is the direction perpendicular to the equiphase surfaces 'F found by the Eikonal Equation
(3.12) for the different types of waves. Therefore the traveling ray is pei-pendicular to the
equiphase siuTace and since from (3.8) and (3.9) is obvious that are mutually
peipendicular at any point, it is concluded that the GO field in homogeneous, lossless media are 
locally plane.
3.2.4 Ray Solution
The Eikonal and Transport equation can be reformulated as
d Y
ds = 1 (3.20)
^ + 1 ( V ' % = 0  (3.21)ds 2
where the dhectional derivative of the field is given by V T  'V  — s - V  — d  I ds A t  can be proved 
[54] that s = d r /d s  leading to
^  =  0 (3.22)
The solution of this equation is a straight line meaning that the propagating GO rays in 
homogeneous medium are straight lines. This property is actually the foundation of the UTD and 
other high frequency asymptotic diffraction models.
The polarisation infonnation should now be extracted from the already found equations. 
This is achieved by the transport equation (3.14). The definition of polarisation emanates from the 
orientation of the electric or magnetic field component. So, the polarisation vectors are defined as
for the electric and magnetic field respectively. From the already 
mentioned properties of GO fields, it can be concluded that
ê ' j  = 0
h — s x è
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From the Transport equation it can be proved tliat
^ = 0ds (3.23)
meaning that the polarisation vector is constant in homogeneous mediums.
The result of (3.20) shows that d ^  = ds . Integration of this from some reference point to 
another along the ray path gives the phase continuation equation
and considering as reference point the so=0 it can be reformulated as
(3.24)
(3.25)
The direction of propagation, the ray nature of the field, the polarisation and the phase of 
the field has already been defined. For the construction of the full ray solution of the propagating 
wave it is important to define the amplitude of the ray. The Transport equation will give the 
required information about the amplitude of the propagating ray. The solution of this differential 
equation is [55]
(3.26)
If  one considers that the reference phase surface is 'F(O) with a principal radii of curwature pi and 
p2  then the phase surface at s is W(s) and will have a principal radii of curvatme of pi+s and p2 +s 
respectively (Figure 3.1),
s=-pl s=0
' - /  Axial
Figure 3.1; GO ray propagation
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From [9;51;56] it can be found that by intioducing the Gaussian curvatures
1G(0) =
P x P l  
1G(5) =
the exponential term in (3.26) is equal to
= (3.27)J G(0)
The GO field expression now becomes
É (s) = É(0)  ------^ ------ -e-^“  (3.28)
] l ( P l+ ^ ) (P 2 +'^)
where Ê (0) = and for the UTD applications it is usually set to unity since we are
interested mainly to path loss computation.
3.2.5 Fermat’s Principle
The GO field theory gave a crucial simplicity for the prediction of electromagnetic waves 
travelling in homogeneous mediums. The ray representation of the field transformed the 
electromagnetic problem to a geometrical one. The question that rises at this point is how it is 
possible to predict the interaction of the propagating wave travelling in a homogenous medium 
with different scatterers. Fermat’s principle states that the optical path of a ray is an extremum. In 
a mathematical form the optical path is given by
= f ^ d s '  (3.29)
This principle is mainly used from ray tracing algorithms for the computation of 
propagating paths in environments where reflections and diffraction occurs. These paths contain 
information about the distances and diffraction or reflection angles that are used by UTD and are 
widely investigated in later parts of the thesis.
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3.2.6 GO Limitations and Summary
3.2.6.1 Caustics
The ray representation of the field in terms of GO simplifies the problem of 
electromagnetic wave propagation but at the same time adds some deficiencies. The main 
drawback is the caustic points or caustic surfaces that occur in fiee space propagation or when the 
GO ray hits an obstacle. The caustic is the position in space where the GO is inadequate to give an 
accurate description of the field. This position in space can be defined at the points when s=-pi or 
s=-p2  (Figure 3.1) where the rays forming the tube converge on a point or line. It is important to 
note that whenever a ray passes through a caustic, it is necessary to give a phase shift of 90 
degrees to the propagating field. Since in diffraction problems tlie presence of caustics is 
inevitable, the phase shift is usually included within the diffraction coefficient.
3.2.6.2 Plane, Spherical and Cylindrical Waves
Summarising all the above results, the GO field can be computed according to the 
formulation
£ ( s )  =
For the case of magnetic fields this can be written as
H (s )  =  ^
where H {s) ~ Y s x E { s )  , The term n and m is the number of caustic lines crossed from the start 
point to the observer’s position. The term ^(5 j  is called spreading factor and is shown in (3.28).
There are three different types of propagating waves and these are plane, spherical and 
cylindrical and they conespond to the different solution of the Eikonal equation derived in (3.12). 
For each of these types of wave propagation the only thing that changes in terms of the GO field 
prediction is the spreading factor. Thus, for plane wave, where p%—^oo, p2 —>oo the spreading factor 
is
For spherical waves where pi=p, pi=p and some more simplifications it is
(3.32)
= J  (3.33)
For cylindrical wave it is pi—>oo, p2 =p and some more simplification it is
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A (s) = . J j  (3.34)
At this point, the propagation of an electromagnetic wave in an environment free of scatterers is 
totally described for all types of waves. The question now is how the reflected and diffracted 
waves can be computed. The following parts of this chapter will analyse tliis, giving special 
attention to UTD since it is widely used in this thesis.
3.3 Reflected Fields
The problem of a propagating ray tube in the presence of a reflecting obstacle is 
investigated in this chapter. Since a lot of detail has been given in the previous chapter concerning 
the interpretation of the GO and the ray format of the field, the reflection case will be examined 
assuming that the reader is confident with the ray formulation. In order to determine the reflection 
of GO fields from surfaces there are some steps that need to be followed. These concern the 
definition of the incident and reflected field, the computation of the reflection coefficient, the 
computation of the polarisation change, the computation of the incident and reflecting angles and 
the computation of the point of reflection. The incident field on the surface similar to (3.28) is 
given by
The reflected GO ray is given similarly by
where the principal radii of curvature at the reference points Qs and Qr for the incident and 
reflected fields are shown in Figure 3.2. From the physical point of view, when the incident wave 
impinges the surface the induced cun ents of the sm'face will radiate electromagnetic waves which 
form the reflected waves. Since we are interested in high frequency fields, only the curTents in the 
near vicinity of the reflection point Qr will be responsible for the reflected field.
In order to determine the GO reflected field it is necessary to find a relationship between 
the incident and reflected field. This relationship is an analogy with a proportionality factor called 
reflection coefficient 7^ . The equation is
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The coefficient R can be computed from the Luneberg-Kline approximation and the 
electromagnetic boundary conditions on the surface of the reflector. The Snell’s law of reflection 
gives information about the incident and reflected angle and can be derived either from the 
Fermat’s principle or by applying the Luneberg-Kline series of the GO terms in the boundary 
conditions [54]. The law of reflection is the condition:
0: = l9. (3.38)
and the angles are measured in the principal plane of incidence and the principal plane of 
reflection which coincide.
reflected wavefront
indident wavefront
Ul'
Figure 3.2: Reflected GO ray and surface and ray coordinate systems 
According to Figure 3.2 the polarisation of the two field components are in the direction of 
the unit v e c t o r s w h i c h  defines the ray fixed coordinate system whereas the
vectors define the surface coordinate system. Using the ray fixed coordinate system for
simplicity, the law of reflection results to è 'i  = e \  and è 'u ^  è''u . Resolving the incident and 
reflected field into their two vertical and horizontal polarisation components it can be written that:
From (3.37) and (3.39, 3.40) it can be written:
E'’ H L
E'' 1 = R 2 \E ' n + R 2 2 E ' ±
(3.39)
(3.40)
(3.41)
(3.42)
45
Chapter 3. Diffraction Theoiy
From the surface boundary condition of a perfectly conducting surface the GO incident and 
reflected field should satisfy the relationship
Substituting (3.39) and (3.40) into (3.43) it is concluded that
E ' ' u  = E ' , i  
E ' \ = - E ' ±
and considering (3.41) and (3.42) the dyadic reflection coefficient is computed as
R„ 0 
. 0
(3.43)
(3.44)
(3.45)
(3.46)
(3.47)
where R^ ,^ =  + 1  and the symbols s and h correspond to soft and hard case  ^ or else the electiic 
and magnetic field component respectively.
3.4 Two Dimensional Case
In the majority of the scattering and diffraction problems, the electromagnetic field 
interacts with obstacles that are three dimensional in nature. These obstacles can be trees, cars, 
houses, mountain peaks, etc. Sometimes the scattering problem can be considered as a 2D 
problem according to the used frequency and the nature of the obstruction. In general a problem 
can be considered as a 2D problem when the scatterer is imiform along some axis and the incident 
GO field has a ray tube that is 2D with respect to the aforementioned axis. In this thesis, the 2D 
problem is considered since the used canonical objects are used to model rural and urban 
obstmctions which can be considered 2D in nature due to their large dimensions.
 ^Hard case refers to vertical polarization where the electric field vector is perpendicular to the main 
axis of the obstacle. Soft case refers to horizontal polarization where the electric field vector is parallel to 
the axis of the obstruction.
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3.5 Keller’s Diffraction Theory (GTD)
Keller developed the Geometrical Theory for Diffraction (GTD) in order to include the ray 
format of the field in the diffraction phenomena. According to GO ray formulation, one can 
consider the diffraction from an edge as a process of a ray that impinges on the edge and 
diffracted. Keller considered some GO results concerning the phase and amplitude continuation of 
rays that interact with media, and by taking into account the energy conservation law, he 
formulated the problem of diffraction in form similar to the GO reflection from surfaces (3.37). 
Thus the diffracted field from an edge is equal to the incident field on the edge multiplied by a 
factor of proportionality defined as diffraction coefficient. By comparing his result with the exact 
Sommerfeld’s solution to the diffraction problem, Keller extracted the diffraction coefficient and 
the Keller’s law o f  diffraction [57]. According to the Keller’s law of diffraction when a field 
impinges to an edge, diffracted rays emanate and form a cone around the point of diffraction. The 
shape of the cone depends on the incidence angle to the edge. An experimental detection of the 
Keller’s diffraction cone can be found in [58]. The diffraction point can be found by considering 
the Fermat’s principle. The nature of the phenomenon is presented in Figure 3.3.
Keller Cone
n=0
(a) (b)
Figure 3.3: (a) Half plane diffraction (b) Diffraction geometry
Similar to the reflection case, the diffracted field is proportional to the incident field to the 
point of diffraction.
(3.48)
Keller stated that the edge of the obstacle radiates the diffracted field like a line source in free 
space. Using the GO predictions and (3.48), the diffracted field can be written as
E,(R:, = E,(Q,)-D-A(s)e - jk s (3.49)
where D is the diffraction coefficient and A is the cylindrical wave spreading factor. The electric 
and magnetic fields satisfy the Helmholtz equation (3.5) and the Newmann and Dirichlet 
boundary conditions of the soft and hard case. Similar to the reflection case, the diffraction
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coefficient has a dyadic form for the two possible polarisations. The scalar diffraction coefficient 
for the two scenarios of Figure 3.3 can be computed as
sin(;r / n)
e o s ( ^ )  c o s ( t t£ )
1
(3.50)
1
.7T. A - 4 > \  +cos(—) -  C O S (- — ) cos(—) -  cos(- )« n n n .
(3.51)
The diffraction coefficients in (3.50) and (3.51) can work accurately in certain areas 
whereas they fail around the transition region of the scenario (Figure 3.4). The singularity of the 
coefficient can be viewed in Figure 3.4 (b) where a 45° wedge was assumed for a frequency of 
3GHz and incidence angle of (p ’=25 degrees. The two regions where the coefficient fails are the 
incidence shadow boundary and the reflection boundary.
Region! Region’
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(a) (b)
Figure 3.4: (a) Wedge Scenario (b) Keller’s GTD diffraction coefficient
3.6 The Uniform theory of Diffraction
The Uniform Theory of Diffraction (UTD) was developed in order to overcome the 
limitations imposed by the GTD [59]. The diffraction coefficients of (3.50) and (3.51) become 
singular as the observation point passes through the shadow boundaries of the scenario. Thus the 
field predictions at these areas become infinite and inaccurate. The basic concept behind the UTD 
is the incorporation within the diffraction coefficient of special functions that are called transition 
functions, which are responsible to keep the field bounded within finite values. Actually, this is 
accomplished by setting the rate that the transition function approaches zero to be equal to the rate 
the diffraction coefficient tends to infinity. All the formulations and explanations in the following 
paragraphs are restricted to the case of two dimensional diffraction.
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3.6.1 Boundaries and Transition Regions
Whenever a source is radiating in the presence of an obstruction, the whole space is divided 
in different regions depending on the position of the source and the obstacle. The observer can be 
either in the lit region or in the shadow region. The lit region is the area where there is line of 
sight between the source and the observer whereas the shadow region is the area where the 
obstruction physically shadows the observer. From the analysis performed in the previous 
paragraphs of this chapter, it can be concluded that the total electric and magnetic field can be 
given by the generic equation
E,otai = EiU. + + E j (3.52)
(3.53)
The parameter Ur are unit step functions that are equal to 1 when the receiver is in the incident 
or reflection region and zero when the receiver is outside these regions. The diffracted field of 
sharp edges is observed in all areas of the scenario, since the diffraction point reradiates the 
incident electromagnetic field to all directions.
Lit Region
Transition RegjjTransition RegionW
Shadow Region
Observation
Obstruction
II
(a) (b)
Figure 3.5: (a) Transition Regions, (b) Transition function
The GTD and GO predictions can give an accurate representation of the field in areas that 
are far away from the boundaries of the scenario. This means the deep shadow area or the deep lit 
area. Near the shadow boundary of the scenario, the rate of change of the field becomes high and 
the diffraction phenomenon can not be considered as local. These areas are called transition 
regions. The different regions of the wedge scenario are plotted in Figure 3.5. The UTD 
coefficients enforce that the predicted field is bounded and finite within the transition regions, 
whereas they yield to the GTD results in the deep shadow region and the GO predictions in the
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deep lit region. Despite the fact that UTD can be considered a heuristic approach, it is widely used 
by different researchers cuiTently. The tiansition fiinction is given by;
F {x) = 2 ( 3 . 5 4 )  
vr
and it contains the Fresnel integrals [54].
3.6.2 Sharp Edge Solutions
The basic sharp edge UTD solutions concern the diffraction from an absorbing half plane 
and a wedge with plane faces and perfectly conducting or impedance material. An exact solution 
for the three dimensional case of diffraction from a half plane can be found in [60]. The case of 
diffraction from thin lossless dielectric slab is presented in [61]. The absorbing knife edge 
diffraction UTD coefficient is given by [2]:
where a-(p-(p ' the diffraction angle and (p is the diffraction angle with respect to the o face  of the 
wedge and ^ ’ is the incident angle of the ray with the o face  of the wedge and F  is the transition 
fiinction (3.54). This equation represents the Huygen’s diffraction field as shown in Figure 3.6(a). 
Since the absorbing material of the loiife edge does not interact with the electromagnetic waves, 
the solution consist only from a Fresnel integral which describes the contribution of the radiating 
spectrum of sources in the line of integration. The diffraction of a 500MHz plane wave from an 
absorbing Imife edge and the nature of Huygen’s radiating sources are shown in Figure 3.7.
If one considers the case of diffraction fr om a wedge, it is expected to find more teiins 
within the UTD coefficients since the plane faces of the wedge and the material properties will 
result to some additional field components. Describing the diffraction phenomenon with the 
Fresnel-Kirchoff theoiy [41] one would expect to observe a diffracted component (similar to 
absorbing laiife edge) plus a reflected and then diffi-acted component from the o face  of the 
wedge, plus a diffracted and then reflected component from the n face  of the wedge and a 
reflected then diffr acted and then reflected component from the o, n face  respectively. A graphical 
representation of this case is found in Figure 3.6 (b).
The exact solution to the problem was given in [62]. The UTD diffraction coefficient for 
the case of a perfectly conducting wedge was first given in [59] where the author applied the 
asymptotic method (Pauli-Clemmow method of steepest descent [63]) in an indirect approach to 
the eigenvalue solution found for the specific scenario.
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(a) (b)
Figure 3.6: (a) Knife Edge diffraction, (b) Wedge diffraction
It must be stated that the preferred coordinate system to be used is the ray fixed coordinate system 
and not the edge fixed coordinate system (shown in Figure 3.3 (b)) since it reduces the size of the 
diffraction coefficient. One can better understand the importance of the choice of the coordinate 
system to the simplification of the problem if it considers the problem of antenna pattern 
construction in a Cartesian and Spherical coordinate systems. This problem is simplified if one 
uses the Spherical system since only the angle parameter is needed in order to give total 
representation of the antenna pattern. In the case of the Cartesian system the antenna pattern will 
have a more complex mathematical form. For that reason, the ray fixed coordinate system is used 
for the reflection and diffraction of electromagnetic waves with different mediums.
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Figure 3.7. Plane wave diffraction from absorbing half plane
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Later, in [64] an alternative and more practical formulation for the diffraction by a wedge 
was presented. A heuristic approach to include the effect of impedance surface wedge was 
presented in [65]. This solution presents some inaccuracies which arise from the fact that it 
doesn’t agree with the Fresnel-Kirchoff approximation. In [6 6 -6 8 ] a heuristic diffraction 
coefficient is presented working well for non perfectly conducting wedges. The UTD diffraction 
coefficient is given by:
^ s ,h  , c r )  =  4- R s,h ,o^s,h ,n^2 ^ s,h ,o ^ 2  ^ s,h ,n ^ 4 (3.56a)
A  = -  2 % cot(d),.)F\2kLn^ sin^ («,.)] (3,56b)
where k  is the wavenumber, L  = ss '/(s  +  5 ’') is the distance parameter, (2~n)K is the wedge angle, 
F  is the transition fimction (3.54) and û)^  = [7 r-{^ -^ ')] /2 n , 
<f)')]l2n,0^=[n;-{i^ + (zi')]/2«, =  [;r + (^Zi + (j)')]l2n which coiTcspond to the
diffracted ray, reflected-diffracted-reflected ray, reflected-diffracted ray and difffacted-reflected 
ray respectively. The parameters is the Fresnel reflection coefficient for the o and n face given 
by the two possible polarizations,
^  s m ( j y ) - 7 g . - c o s " ( r )  (3 5 7^ ,)
sm(y) + -Jg. -cos'(y/)
. . .  g rS in ( jy ) - 3 /g ,-c o s ^ ( (y )  ^ 3  5 7 ^)
s, sin({y) + -cos^{y/)
where \fi=(p' for the computation of Ro and y/^nir-g) for the computation of R„ and s,. is the 
complex permittivity of the wedge face which is equal to s r ~ s -  jcr l œ and a  is the conductivity 
of the material. The dif&'acted field is given in (3.58) where E^(R^ is the diffracted field at the 
receiver position, Ei(Q^ is the incident field at the diffraction point computed with GO, D  is the 
diffraction coefficient and^f is the spreading factor for spherical, cylindrical or plane waves.
(3.58)
An implementation of the UTD solution can be found in Figure 3.8 and Figure 3.9. The 
first gives the obtained results for the UTD (3.56) and Keller’s GTD diffraction coefficient (3.51) 
for the given wedge scenario. The importance of UTD is obvious in the area around the shadow 
boundaiy (transition region) where the GTD fails. In the deep shadow and lit region the UTD and 
GTD results coincide. The different UTD results obtained for absorbing knife edge, perfectly 
conducting and impedance wedges and perfectly conducting half planes are presented in Figure
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3.9. For the given scenario the variation of the diffraction pattern is obvious. It should be pointed 
out that the UTD coefficient of the wedge (3.56) for internal wedge angles approaching zero gives 
the diffraction from a conducting or impedance half plane and not of the absorbing knife edge. 
This is clear in Figure 3.9 if one considers the black and the green predictions.
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Figure 3.8. Keller and UTD wedge diffraction
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Figure 3.9. Wedge and half plane diffraction
Concluding the part of sharp edge diffraction, it is important to give a summary of the work 
that has been done for the case of high frequency diffraction from sharp edges. In [69] a 
comparison of different wedge diffraction coefficients is presented whereas in [70] the influence 
of the building wedge shape is investigated for mobile application within urban areas. An 
impedance boundary wedge solution is also presented in [71;72] and [73;74] and [75;76] present 
the effect of surface waves. A lossy dielectric wedge solution is presented in [77]. An incremental
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theory for wedge diffraction is presented in [78]. A three dimensional solution for the diffraction 
from penetrable wedges can be found in [79]. Finally, an interesting GO solution from 
metamaterial wedges is presented in [80].
3.6.3 Scattering from a Cylinder
Scattering from a cylinder is considered to be a more complicated problem. The effect of 
the surface waves to the diffraction process add some terms within the diffraction process. A 
major contribution to the development of cylindrical diffraction models was done by the necessity 
to model mountain ridges or aircrafts as cylinders. By applying the Kirchoff diffraction theory, 
the polarisation effects and the effect of the electrical properties of the cylindrical obstacle were 
not considered since the obstacle was assumed as a ‘black screen’ [15]. The first approach to give 
a ray representation to the diffraction from convex cylinders was given by [81], [82]. This 
solution is valid within the deep shadow region (region III of Fig. 3.10) of the scenario and fails at 
the transition region. In [32] the author applies the Green’s theorem and the Leontovich boundary 
condition to predict diffraction from cylindrical smooth obstacles when the receiver and the 
transmitter are far away from the obstruction. The obtained solution predicts the field at grazing 
incidence where other numerical solution had poorly convergence in this area. In [30] an 
asymptotic solution for the diffraction by large convex surfaces is presented. The solution utilises 
canonical integrals to represent the diffracted field within the transition region (region II of Fig. 
3.10). This solution is mainly used for earth diffraction problems since it is restricted to the case 
where the transmitter and the receiver are placed near the diffracting surface. The case of non 
perfectly conducting cylinders can be found in [83] where numerous diffraction curves are 
presented. The exact formulation of the problem can be found in [84].
PL Lit Region
Transition region
Reflected RaySource
PS\  Shadow Region
Penumbra region 111
/  / / / /
Figure 3.10. Scattering regions from Cylinder
The necessity of a uniform solution capable for field prediction at all the areas of the 
scenario leads to the development of UTD. The construction of the UTD solution was given by
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[85] where the authors asymptotically evaluated the exact radiation integral of the problem and 
added some heuristic approximation to obtain uniform predictions.
3.6.3.1 Asymptotic Evaluation of the Exact Integral
The development of the uniform solution for the diffraction of radio waves by a convex 
cylinder is presented in [8 6 ]. An indirect approach is used for the construction of the solution, 
meaning that the exact scattering problem is first solved by hand and then the asymptotic 
approximation is applied. Since the convex cylinder is assumed to extend to infinity, the problem 
can be considered as a two dimensional one and so it can be thought as a scalar problem. Let us 
assume a plane wave that travels in free space impinges on a perfectly conducting cylinder like 
the one shown in Figure. 3.11.
L it R eg io n
P lan e  W av esD if f ra c te d R a y
'D ire c t R ay
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R eflec te d  R ayS h ad o w  R eg io n
D iffrac ted  R ay
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The plane wave is
L it R eg io n
Figure 3.11. Scattering geometry for a plane wave on a cylinder
(3.59)
The total field can be considered as the summation of the incident field and the scattered field.
U j .  =  M,. +
(3.60)
It satisfies the wave equation of (3.5) and for the perfectly conducting cylinder the boundary 
condition of (3.44). It can be found in [84;87] that a formal integral solution subject to the wave 
equation, boundary condition and Sommerfeld radiation condition is
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00-75
Uj- —Uq J
-m - je
-jVI/f dv (3.61)
where
Q - {  -I1,7M, AM-Xa/6T),7E,
and s being a small positive number and = |^)|-7r / 2  • Since the integral in (3.61) contributes 
more significantly when v~ka in the transition regions, one can use the transfonnation,
v  =  /ca + w r  
m = (/ca/2 ) '”
and use the relation of the Bessel and Hankel fimction with the Aiiy function (shown in Appendix 
A) to rewrite the integral of (3.61) as
iij. = mtiQ J Qw^iv)
Following the work of [30] the total field can be rewritten as the sum of two integrals
(3.62)
O-Je
(3.63a)
(3.63b)
(3.63c)
By using the Debye approximation of Hankel fimction [84], [8 8 ] to the first integral of (3.63b) 
and the integral representation of the Hankel function to the second integral of (3.63b) one can 
rewrite It as:
/] =Wo« Ijg ¥ - P (3.64)
where the integration path cb is shown in Figure. 3.12 and the integral has a saddle point at 
P=ps=cos’‘(a/p) and a pole at P=Pp=v|/ and Ps=(ps-7i: / 2  as shown in Figure. 3.11. The first parameter 
of (3.64) is the incident field.
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Figure 3.12. Integration Path o f SDP
In the shadow zone it is (ps<(p<7t as shown in Figure 3.11 meaning that Pp>Ps and 0>O. By adapting 
the integration path Cb in the Steepest Descent Path (SDP) through Ps and taking the Taylor 
expansion of the exponent term of the integral of (3.64) one can write:
- jk (s+ a 0 ) [ jk s n ( f i - P s Ÿ \
■ ^ 0  J" ■dp (3.65)
where =p^ -a ^  and yosin/?  ^ = 5  as shown in Figure. 3.11. The ftinction H((p-(ps) is a step
function and is equal to zero when the input argument is smaller than zero and equal to one when 
it is larger than zero. This means that for the case of shadow zone where cp>cps it is equal to unity 
and so the first two terms of (3.65) cancel out. This is expected since there is no direct ray at the 
shadow zone. The SDP integral can be calculated in terms of Fresnel integral if one takes into 
account the transformation p  = e~^"'^{p- pp^l4 Ï  which maps the SDP onto the real p axis 
leading to:
, - jk s
(3.66)
^-jnlA^-jkaO
yjlTlkO f [kL 9^ I t\-
where F  is the transition function plotted at Figure. 3.5b and L=s is the distance parameter. For 
the evaluation of the integral I2 of (3.63c) one can use again the Debye approximation for the 
Hankel function in the integrands leading to
Q - j F l * Q - j k a 0  ^ - j k s
-fs y ?
- jk s
(3.67)
where Ps.h(0  is the Pekeris caret function which is related to the Fock scattering function [54;89] 
and ^=m6 and s,h denote the soft and hard polarization case (Appendix B).
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For the computation of the field in the lit region a similar approach can be followed. The 
found solutions of the integrals are:
- J k IA p  - ; A - ( / + o c o s < ? , )
(fy,) + 4 = ^ /"Fkz, '2cos^ d ] -  p/ , =M,.
and
FoJ   ___________\_ ^ p -M l+ a m s e ,)  jk2azo%e,-jÇ m  p  /  p s
where L ’=/ and ^ ’=-2mcos6i.
(3.68)
(3.69)
3.6.3.2 Diffraction Coefficients
The asymptotic solution found in the previous chapter can be used to fonnulate the total 
scattered field in a ray format similar to the one found for the GO in previous chapters. In the lit 
region, referring to Figure 3.13a, the solution is constituted of two rays. The Line o f  Sight (LOS) 
ray or else the free space incident ray and the reflected ray.
E{Pl) = = E; (Pyr ) + (Q, )R ,i,,
P r
(3.70a)
(3.70b)
where Rsj, is tlie reflection coefficient depending on the angle of reflection (9,-, the geometiy of the 
scenario and the electrical properties of the cylinder and
-1 - 1
P r  =
1
J i  a(Q,.) COS 0 i (3.71)
is the reflected ray caustic distance, a(Qr) is the radius of cui'vatiu’c of the surface at the point of 
reflection, s,. is the reflected ray distance and EfQ,) is the incident GO field at the point of 
reflection and E fP i) is the free space field to the receiver position.
F
(3.72)
The special functions found in (3.70) is the tiansition function F[X] (3.54) and the Fock scattering 
function p*(^), q*(^) [90] (Appendix B). The input parameters of these functions are given by:
= 2kL^ cos^ (3.73a)
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S ; S ,=
=-2m(gr)cos<9,
(3.73b)
(3.73c)
where m(Qr) is Fock curvature parameter at the reflection point. In the shadow region the solution 
is constituted of one diffracted ray (Figure. 3.13b).
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Figure 3.13. (a) Reflection from a convex surface, (b) Diffraction from a convex surface
E(Fs) = E ^ = E ,( g ,) r ,^ .P - e - '‘’- (3.74a)
(^a)_ (3.74b)
The Fock parameters at the two tangent points are mfQ/J and and t is the arc distance
between the points. The parameters are given by:
\
s, + s 
r(&) w(r)
r(Q,) 
HQ2 )
d r
= ^ d r
r{Q^)
(3.75a)
(3.75b)
(3.75c)
(3.75d)
3.6.3.3 Computation of Reflection and Diffraction Points
In order to evaluate the input arguments of the reflection and diffraction coefficient it is 
necessary to perform a ray tracing algorithm to determine the reflection and diffraction points.
59
Chapter 3. Diffraction Theory
The reflection point is Qr in Figure 3.13a and can be computed according to Snell’s law of 
reflection. The angle between the incident ray and the normal vector at the point of reflection is 
equal to the angle of the reflected ray and the normal vector described by
a(&).Sr (3.76)
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Figure 3.14. Propagating rays for a single cylinder scenario
This equation is a transcendental one and has to be solved for every receiver and transmitter 
position in order to accurately determine the reflection point. Methods for solving such an 
equation can be found in [91]. Since in the majority of the simulation scenarios the receiver 
position moves on a straight line, the prediction of the reflection point is based on the value of the 
previous receiver position. In this way the algorithm performs faster and more accurately. The 
diffraction point can be calculated by the tangent points to the cylinder (Qi, Q2 ) from the 
transmitter and receiver side. Since the energy is launched tangentially [81] the diffraction points 
can be computed as
(3.77a)
(3.77b)
The outcome of the ray tracing algorithm is an accurate computation of the propagating 
rays as shown in Figure. 3.14.
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3.6.3.4 Interpretation of the Coefficients and Results
The UTD coefficients of (3.70) and (3.74) are constituted of two terms. The first term 
includes the ti*ansition fimction and can be thought as the Fresnel part of the propagating field and 
the second term includes the Fock scattering function and can be thought as the surface wave part 
of the field. The Fresnel field is similar to the Huygen’s field and it does not depend on the 
electrical properties of the convex surface. On the other hard, the electrical properties of the field 
are included within the Fock part and can be thought as the creeping waves. The creeping wave 
effect can be observed on Figure. 3.15 where a snapshot of the scattered field from a cylinder is 
presented. The cylinder has a constant radius of X and the souice point is at 2X fiom the cylinder’s 
center.
The UTD solution is very accurate when k a » l  and when the distances between the 
transmitter and the surface and the receiver are large compared to the wavelength. For the case 
where the receiver or the transmitter is close to the surface one can refer to [86;92] or in later 
paragraph of the thesis. The presented UTD solution is veiy useful for engineering applications 
since it is based on the ray foimat of the field and includes both the polarization properties of the 
propagating wave and the electiical properties of the material. The important contribution of the 
solution is that it is uniform across the shadow boundary of the scenario since the transition 
function changes at the same rate with the diffracted field at the transition region keeping the total 
field continuous. In addition the solution approaches the GO and the Keller’s diffraction theoiy 
when the receiver moves in the deep lit or deep shadow region. In the deep lit region, Of-^O 
meaning that ^ i « 0  and X l » 7  (3.73). That means that F(Xi)=l and if  one considers the value of 
the Fock function for large negative input value (Appendix B) the reflection coefficient of (3.70) 
becomes = + 1  which is the GO result found in the previous chapter. When the receiver is at
the deep shadow region then the and X d » l ,  F(Xd)^.l The transition fimction in this
region plays a minor role to the overall diffracted field and the major contribution comes from the 
creeping waves. As it can be obseived from the Fock function and for large positive input values 
the total diffracted field is similar to the Keller’s diffracted field.
For plane wave incidence S j » J  and the L  parameter is similar to the one found in (3.66) 
and (3.68). For a cylinder, the curvature is constant at all points on the surface meaning that 
m(Qj)=m(Q2)=m(Qr). Thus, the total field takes the form similar to (3.66-3.69). In this thesis the 
case of convex cylindi ical surfaces is investigated so the aforementioned assumptions are valid.
For an obsei-vation point inside the lit region, the field that impinges to the cylindiical 
surface (incident ray) is reflected fr om the surface of the cylinder to a direction according to 
Snell’s law of reflection. The reflected field consists of two parts similar to those mentioned 
before.
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10 -10
F igure 3.15. Snapshot o f  scattered waves from a cylinder
The Fresnel component is the one that includes the transition function of (3.70b). Superimposed 
there is a surface field which is assumed as a pseudoray that is diffracted at point Qpi it creeps to 
the opposite direction and it is relaunched tangentially to the receiver form Qp2  like the one shown 
in Figure 3.13a. Of course, the deeper the receiver is in the lit region the smaller the effect of this 
component. When the receiver is at the shadow zone then the incident ray that impinges the 
cylinder tangentially creates creeping waves that travel in the same direction as the propagating 
wave and are launched tangentially from the surface to all directions.
When the cylindrical structure is open, meaning that there is no field coming from the 
bottom part of the surface (Figure. 3.13) then one needs to compute the direct field and the 
reflected field for an observation point in the lit region and one diffracted ray for the observation 
point in the shadow zone. For the case of a close cylinder, like the one shown in Figure. 3.11, 
when the receiver is in the lit region there is a direct field, a reflected field and also diffracted field 
that comes from the bottom part to the upper lit region. When the receiver is in the shadow zone 
there are two diffracted rays. It is important to include the diffracted ray in the lit region to 
achieve uniform predictions and this can be observed in Figure. 3.16 where a plane wave 
impinges to an open cylinder with a=X and p=2X (Figure 3.11). There is actually an infinite 
number of diffracted rays both in the lit and shadow region that encircles the cylinder n times but 
these rays are very attenuated and do not affect the final solution and an engineer should not take 
them into consideration. Therefore, for the lit region field computation and for closed cylinders 
the total field is
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Figure 3.16. Comparison of GO and UTD solution for plane wave diffraction from open cylinders
In order to obsei've the effect of tlie creeping wave field, the close cylinder scenario can be 
investigated. The creeping waves add in phase with the diffracted field and can increase or 
decrease the predicted field according to the used polarization. In Figure 3.17 the simulation 
results of cylinder diffraction are compared to the absorbing knife edge solution so as to obseiwe 
the variation of the diffracted field according to the used polarization. For the hard case (TE) the 
creeping waves are less attenuated than for the soft case (TM) since the electric vector is 
perpendicular to the axis of the cylinder. That is the reason why the diffracted field is less 
attenuated in comparison to the knife edge field (Fresnel field). The impact of the used 
polarization to the overall field can also be observed in Figure. 3.18 where the siuface plot is 
presented for a cylinder with radius a=X and a source placed at distance 2X from the cylinder’s 
center. It is important to mention the constructive and destructive contribution of the diffracted 
and reflected rays shown in Figure 3.15 and Figure. 3.18.
3.6.3.5 Discussion
The electi'omagnetic solution presented above concerns the case of scattering of waves 
from a two dimensional perfectly conducting convex surface. The UTD solution is based on the 
Fock theoiy [93]. The main difference of the scattering solution of convex surfaces with the sharp 
edge solution is the presence of the smface field named as creeping waves. A look at these waves 
is presented in [94]. The case of non perfectly conducting surfaces or the case where the
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cylindrical structure is surrounded by a dielectric coating is investigated in [95-98]. In [99] the 
extreme case of very high frequency field prediction in the deep lit region of cylinder is 
investigated and an improved solution in terms of UTD is presented.
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Figure 3.17. Comparison of cylindrical and knife edge solution. Perfectly conducting and 
impedance surface cylinders are assumed with er=10 and cr=0.012S/m
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Figure 3.18. Surface plot o f scattering from a cylinder
A macromodel for the scattering of a convex surface is presented in [100] and the solution is valid 
even for the case that the receiver is near the scattering surface. A different approach to the 
scattering problem from a convex surface is given in [101] that is based on the Incremental
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Length Diffi*action coefficients (ITD). Finally, the case of diffraction from three dimensional 
paraboloids is presented in [102] which utilises more complex ray tracing algorithms [103]
The UTD solution for convex surfaces consists of a geometrical and an electromagnetic 
problem. The geometrical problem is also called ray tiacing and given the transmitter, the receiver 
and the obstacle positions, the distances and the reflection and diffraction points must be 
deteimined. The electromagnetic problem has as input arguments the results obtained by the ray 
tracing algorithm computed arguments are used to evaluate the Fresnel and Fock integrals 
presented in the UTD coefficients.
3.7 Higher Order Surface Diffraction
The diffraction mechanism studied in the previous paragraphs concern the edge shape and 
the convex surface. Higher order field components are produced by discontinuities on the surface 
of the scatterer. These field components are generated whenever a surface suffers a first order 
discontinuity (edge) or a second order discontinuity (curvature discontinuity) [104]. From the 
point o f discontinuity, diffracted rays are launched to the region of the scenario or undergo 
surface diffraction in the fomi of creeping waves or whispering galleiy modes (Figure. 3.19). 
These diffraction phenomena are described by hybrid diffraction coefficients as presented in 
[105]. Refeii'ing to Figure 3.19 the incident field is diffracted by the cui'vature discontinuity point 
D which then undergoes surface diffraction. The produced creeping waves are diffracted from the 
edge E  and space waves are launched to all directions. Also, a part of the field is diffracted back 
as creeping waves and another part is diffracted on the concave region of the obstacle producing 
whispering gallery modes. Special attention is placed on the edge excited and surface 
discontinuity excited creeping waves. The first asymptotic solution to the case of edge diffracted 
creeping waves was given in [106] where the canonical problem is explicitly solved. Infonnation 
about the whispering gallery modes can also be found in the same reference.
Plane Wave
Space Rays
Figure 3.19. Hybrid diffraction phenomena
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3.7.1 Curved Wedge Case
The curved wedge shape is a good example where edge excited rays occur. In [59] the 
solution to the problem of diffraction from curved wedge is presented but it does not incoiporate 
the edge excited creeping waves within the total solution. When the wedge faces have a finite 
curvature value the solution fails in the deep shadow region where the edge excited creeping wave 
is the main propagation path (Figure 3.20).
y axis
Convex face 1
Convex face 2
Figure 3.20. Curved Wedge
An interesting solution to the edge excited waves is given in [107; 108] where it is shown 
that the dominant part of the solution is the straight wedge of [59] in case the transmitter and 
receiver are in the dip lit region of Figure. 3.20. Away from the boundaries of the scenario it is 
found that the diffracted field has the form of radiating equivalent line source which shares the 
same axis with the curved wedge (z axis) and depends on the polarisation and used material. In 
the deep shadow region where the edge excited creeping waves describe the field, the total field is 
then assumed as a radiation of an equivalent line soiu'ce in the presence of a convex stmcture, 
which is a problem already solved in [92; 109]. A different approach to the problem based on the 
Spectral Theoiy of Diffraction (STD) was given in [110-112] where the author described the edge 
excited creeping waves as a sequential process of edge (Keller diffraction) and surface diffraction 
(Fock diffraction). The core of this theory was the extension of STD to the penumbra region near 
tlie convex surface and the asymptotic evaluation of the field in this region that yielded to the 
Fock radiation functions. These observations are in agreement with [105;108]. For the case of 
grazing incidence where the shadow boundaries of the direct rays and the diffracted rays overlap
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the solution is presented in [113]. A generalized uniform solution in all regions of the scenario can 
be found in [114]. Depending on the receiver position the UTD theoiy for the case of curved 
wedge yields different diffraction coefficients according to the observation position. Detailed 
formulation can be foiuid in the mentioned references. The total diffracted field can be thought as 
a summation of the convex surface field plus the field produced by the edge.
Uj. = Hup + tip
(3.79)
where the field component up is the UTD result for tlie convex surface field given in (3.70) and
(3.74) and H  is the unit step function that is equal to 1 whenever the receiver point is in a region 
where an interaction from the convex face of the wedge is physically feasible. The edge field 
component % can be either the UTD wedge diffraction coefficient or the edge excited surface 
wave component according to the receiver position. For the case that the tangent point Q is far 
from the edge position O, the edge excited smface wave (Figure. 3.20) is given by:
u s (jRx) {Q)-
2
= (G)D„ %  f  )|
(3.80a)
(3.80b)
where g(^) is the Fock radiation function (Appendix C) and the input argument is similar to
(3.75) computed from the point of the edge O to the tangent point Q. Dgj, is the GTD diffraction 
coefficient. The physical meaning of the obtained results is that the field radiated from the 
transmitter position suffers surface diffraction in the same way, as if the edge was absent (field 
described by the Fock frmctions), and the resulted field at point O is then diffracted by the edge of 
the surface. In case that the points are close to each other, meaning that some of the transition 
regions overlap, the solution is more complicated [113]. By reciprocity, if the position of the 
ti ansmitter Tx and receiver Rx interchange, then the received field is given by
w\(Æc) = -w,.(0 )2 {S=0
1 Jkl jiks+nIA) 1
3.7.2 Curvature Discontinuity Case
The curvature discontinuity diffraction phenomenon was first investigated for the case of 
two smoothly joined parabolic cylinders. The smooth join forces the normal vector to be 
continuous at all points of the smface. Starting from the Maue ‘s integral equation, the author in
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[115; 116] proved that the field on the surface of each part of the joined cylinders is constituted of 
two components. The first is the one that would arise if the whole surface is assumed continuous 
and the second is a coiTection term ûom  the point of curvature discontinuity. This point launches 
waves similar to the case of edge excited waves. The curvature discontinuity diffraction 
component is actually generated fi-om the termination of the radiation integral to the point of 
discontinuity O of Figure. 3.21. A solution of radiation integrals in terms of their end point 
contribution can be found in [117]. The dominant part of the integral arises from the region 
around tliis point, yielding the discontinuity diffiacted field. Following the analysis of 
[115;116;118], the total diffracted field is a summation of two components.
axis
Rx
DSBDSB
X a x is
Tx
Figure 3.21. Curvature discontinuity scenario
The first component is the non terminated cylinder which is represented by tlie UTD 
solution of convex surfaces and the other is the discontinuity diffracted field. Similar to the edge 
excited waves, the cuiwature discontinuity waves can be thought as a sequential process of surface 
and discontinuity diffraction. Therefore, the discontinuity diffracted field consists of a diffraction 
coefficient that characterises the curvature discontinuity and a Fock radiation function. The 
similarity between the solutions of the edge and cui'vature discontinuity is highlighted in [118]. In 
a physical sense, the curvature discontinuity is a discontinuity of second order derivative of the 
surface whereas the edge is a discontinuity of the first order derivative of the smface.
According to the position of the receiver in the scattering space, the solution is constituted 
of different parts keeping the total field uniform. When the receiver is in the reflection transition 
region a uniform solution can be found in [87]. For the case that the distance between the tangent 
point Q and the point of curvature discontinuity is small, meaning that two transition regions
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overlap, the solution is found to consist of modified Fock functions that incoiporate incomplete 
Aiiy functions [119-122].
From the analysis performed in [116;118;123] the diffracted field from the point of 
cui'vature discontinuity O when the receiver is in line of sight with O (0 <cp<7i, 0<(p'<%) is given by
■\JS71kr
1  + cos((Zl + ^')
, \3
1 y (C0 S{^+ cos^')
(3.82)
(3.83)
In the case that one of the angles is negative ((p<0 or cp’<0) one should take into account the 
generation of the creeping waves from point O. The approach of [124] is based on the Physical 
Theory of Diffraction (PTD) and the STD and it proves that the diffraction from point O arises 
fr om the sum of the asymptotic endpoint contributions to the PTD integrals from - 0 0  to 0 and 0 to 
0 0 . Similar to the case of edge excited surface rays, the solution to tliis are tlie Fock radiation 
functions wliich correspond to the radiation of line sources placed on the point of discontinuity, 
sharing the same axis with the cylinder (z axis) and assuming tlie rest of the cylindrical structure 
is non tenninated. Again, these sources depend on the used polarization and material of the 
surface. For the different position of the receiver the cui'vature discontinuity surface wave is given 
by
7  a D ( ÿ ) , f ) ' ) g(4i)
(P=0
P (^t)u^'\j,(Rx) -  w , ( 0 -
. «I .
1 (3.84)
and (f is computed similar to (3.75) from the point O to Q.
3.8 Method of Moments
The Method of Moments (MoM) is considered as a general procedure for solving linear 
equations. The basic concept behind this method is to convert the complex solution of the integral 
or differential equations, met in electi'omagnetic wave propagation problems, into a set of linear 
equations which can be easily solved by a computer algorithm. The basic principles of the method 
can be better understood if one considers the inhomogeneous equation [125]
L ( n = g (3.85)
where L is the linear operator, /  is the unknown fimction and g  is the known input. Let /  be 
expanded in a series of functions in the domain of L as
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^  (3,86)
where a„ are constant parameters and f„ are called expansion or basis functions. By using the 
linearity property of L, (3.85) and (3.86) yields:
(3.87)
By considering a set of weighting frmctions, or testing functions w/, in the range of L and
taking the inner product defined in [125] from both sides of (3.87) we have
which can be written in a matrix form as
[^ HiH ][^„ ] “  [^m ]
and the constant parameters of the basis frmctions (3.86) are computed as [an]=[lmn''][gm] and an 
approximation of the original solution can be made with veiy good agreement. The weighting 
frmctions should be chosen carefully, so as to minimize tlie difference between the original and 
the approximate solution.
The integral evaluation of (3.89) is difficult and so approximate solution
should be improvised. The point matching technique is widely used which requires that the
equation (3.87) is satisfied at discrete points in the region of interest. In tenus of electromagnetic 
scattering problems, the scattering obstacle is divided in small regions and (3.87) is satisfied on 
each small segment of the obstacle. This method can be viewed equivalently as using Dirac delta 
functions for weighting functions
w,„ (f)  =  S ir  -  r„, ) =  ^ (3.90)
that minimize the residual L (r )~ ^ a „ L ( f,,) -g -Q ' Other approaches such as the Garlekin
approximation and the subsectional metliod can be found in [125]. For arbitraiy shaped obstacles, 
one can refer to [126] where the RWG basis functions are presented.
The implementation of MoM follows specific steps that can be summarized as:
• The scattering object is discretized in segments and the surface currents are 
computed on each segment using the “basis functions” and “weighting or testing 
frmctions”.
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• The effect of every segment on eveiy other is computed in a matrix format by 
means of Green’s functions
• By applying the boundaiy conditions for the used polarisation and material, a set of 
linear equations is generated
• The solution of this linear system gives the approximate cun ent on each segment.
3.8.1 TM Scattering from PEC Cylinder
A PEC cylinder is considered which extends to infinity in the direction of z (Figure. 3.22)
and is illuminated by an external field electric field . The incident field is assumed to be
horizontally polarized, which alternatively means we examine the '‘^ Transverse Magnetic (TM) ” 
case. Horizontal polarization implies that the field components present are The
imposed field produces surface currents with only z-component J . These currents reradiate as
element sources and produce the scattered field. It can be found by the method of Green’s 
fimction and the boundaiy conditions of the scenario that from the Electric Field Integral 
Equation (EFIE)
E, (P ) = I K  {k\p -  p])ds' (3,91)
where k  is the wavenumber and n is the intr insic impedance of free space n=120iz. Considering 
that for the boundary condition for the specific polarization, the electric field vanishes on the 
surface of the obstacle (Ez=E'2 +Ef ^ :=0 on C), the incident field is computed as:
with p on the surface of the scatterer C. This integral is solved numerically using pulse function 
for basis frmctions and point matching for testing. The pulse frmctions are similar to (3.90) where 
they are equal to 1 on the specific segment and 0 elsewhere. Letting the surface current to be 
substituting in (3.92) the matrix equation of (3.89) is obtained where
(3 93)
h , n  =  X  K o " ’ ( . k ^ ( . x - x „ , Ÿ + ( y - y „ , y ) d l  ( 3 ,9 4 )
AC..
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p-p
Cylindrical Scatterer
ACi
Figure 3.22. MoM scattering environment
Since there is no simple solution to this integral, each surface current element is assumed as a 
filament of current when the field point is not on AC„ and the following expressions are obtained
knL  = - x , Ÿ  #  «
l - y - l n
71 4e ,m  = n
(3.95)
(3.96)
where \p^ -  p„\ = |^{x„ -x„Ÿ +(y„-y„Ÿ  and for the computation of the diagonal elements (m=n) the
small argument approximation of the Hankel function was used [127]. The parameter y=0.5772 is 
the Euler’s constant and e=2.718.
The matrix Ln is called the impedance matrix and the surface currents can be computed as 
[an]=[lmn '][gm]- The Scattered field is then computed as the superposition of the elementary 
sources (3.92) on the surface of the cylinder and is
(3.97)
3.8.2 TE Scattering from PEC Cylinders
The same PEC cylinder is considered (Figure. 3.22) and is illuminated by an external
electric field . The incident field is assumed to be vertically polarized, which alternatively
means we examine the ''Transverse Electric (TE) ” case. Horizontal polarization implies that the 
magnetic field component has z components and there is transverse component to the surface
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current. Based on the Magnetic Field Integral Equation (MFÏE) the input argument and the 
impedance matrix of the MoM matrix equation can be computed according to [125;128]
hnn -  A,|) \Pm -  P ,\
,m ^ n
(3.98)
(3.99)
and the scattered is given by
L  -= -,m  = n
f  -  -  \Pm ~  Pn
\Pm Pn I
(3.100)
(3.101)
3.8.3 Impedance Boundary Condition Case
The case of a surface with impedance boundary (having finite relative permittivity e,. and 
conductivity a) is a more complicated problem to scattering predictions. In this case both the 
electric and magnetic cunent densities should be imposed to the surface of the cylinder to satisfy 
the electric and magnetic impedance boundary condition. The additional cunent on the surface, 
introduces an additional integral equation, resulting to more complex analysis and at the same 
time singularities and convergence have to be considered. The impedance boundary condition that 
is used is similar to one used in the Parabolic Equation approach and is the Leontovich boundary 
condition [48]. This method simplifies the problem of scattering from impedance surfaces since it 
excludes the interior region of the scatterer. Of course, this means tliat for acceptable accuracy, 
the skin depth should be small compared to the radius of the cylinder, which is a condition 
satisfied in our high frequency analysis. The magnetic cuiTents are given by
=Z.M X J
where Z, is the impedance of the surface given by
Z„ = JCDjUa  + jcoe
(3.102)
(3.103)
and p  is the permeability (H/in) of the material, e is the pennittivity (F/m) of the material and a is 
the conductivity (S/m). By using the more general expression of the Maxwell equation
(3.103)
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and taking into consideration the vector potential A can be written with respect to the surface 
currents through the use of Green’s functions and F  can also be written in the same way with 
respect to the magnetic currents M  one can use the analysis of [129-131] and apply the point 
matching technique to obtain
7 t \  Ae (3.105)
By using the duality principle [129] one can obtain the TE formulation for the impedance 
boundary case.
3.8.4 Comparison with UTD
A demonstration of the usefulness of the MoM solutions is achieved through a set of 
comparisons with other diffraction theories. The accuracy of the MoM theory makes it a strong 
validation tool for other theories. In this chapter the MoM results are compared to the UTD results 
for the case of plane wave incidence on a cylinder with axis that extends to infinity. Both the hard 
and the soft polarisation case are used for both perfectly conducting and impedance boundary 
cylinders. The UTD theory is widely used in this thesis so it is important to know the accuracy 
that the theory can achieve. Figure 3.23 presents the comparison of the theories.
UTD Hard MoM Hard
- 5
Rx
T3 - 1 0 PEC
-  IBC
- 1 5
-2 0 UTD Soft MoM Soft
1 0m
Rx -- 2 5
UTD Results MoM Results
- 3 0- 1 0 10- 5
Relative Receiver Position (m)
Figure 3.23. Comparison o f MoM and UTD for plane wave incidence on a PEC cylinder or IBC 
cylinder with er=10 and o=0.0I2S/m
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The left side of the graph is the UTD result where the right side presents the obtained result by 
using the MoM. The agreement of the theories is obvious. In later part of the thesis, the MoM will 
be used to validate results obtained by the UTD theory applied to rounded wedges. For the 
specific scenario a pulse basis function was used and point matching technique with point 
separation ofX/16.
The MoM is widely used form the scientific community as a tecluiique to validate other 
theories. The restrictions of the theory is that a lot of discretisation points should be used for high 
achieved accuracy and this means that it is not CPU efficient for scattering scenarios where the 
scatterer dimensions are much greater that the used wavelength. For these challenging scenarios 
hybrid techniques are applied and these are discussed in the next paragraph. In addition, the MoM 
for impedance boiuidary materials yields to accurate results only when the skin depth is small 
compared to the obstacle size.
3.9 Other Diffraction Theories
Various diffraction theories exist in the literatuie and each one presents its own advantages 
and disadvantages. Theoretically, an infinite number of diffraction theories can be developed 
according to the approximations (direct asymptotic evaluation or indirect asymptotic evaluation) 
and assumptions made. In this paragraph the most important theories are presented that were 
developed parallel to the UTD. The Spectral Theory of Diffraction (STD), the uniform 
Asymptotic Theory of Difftaction (ATD), the Incremental Length Diffraction Theory, the 
Physical Optics (PO), the Physical Theory of Diffraction (PTD), the equivalent cun ents (EC) and 
some hybrid tecliniques are briefly described.
The STD theoiy is presented in [132] and the basic concept behind this theory is to describe 
the scattered field in terms o f a superposition integral of a continuous spectmm of plane waves 
with the spectral diffraction coefficient holding the role of a weighting function of the spectral 
waves. From the physical point of view, this theoiy is in agreement witli the Huygens theoiy of 
difftaction where the diffracted field behind a screen is described by the contribution of the 
specti'um of the wavefronts arising ft'om the edge to infinity. The solution remains valid in the 
transition region of the scenario where the Keller’s theoiy is singular. At the shadow region the 
STD integral is computed with the steepest descent path technique whereas at the transition 
region, where the saddle point and the pole of the STD coefficient coincide, the evaluation of the 
integral is computed with the aid of the Fresnel integral resulting to similar expressions with UTD 
that incorporates the transition function. STD is a powerful technique and can also be used for the 
description and characterisation of creeping waves that are launched from surface discontinuities.
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The ATD [133]was also developed during tlie same period with STD so as to overcome the 
limitations imposed by the GTD. The advantage of this solution is that not only remains valid at 
the transition region but also is valid for small distances away from the diffracting edge point 
where UTD fails. ATD uses the concept of direct, reflected and diffracted rays and represents the 
Sommerfeld’s solution in a form that incoiporates Fresnel integrals. The main drawback of the 
solution is that it does not include the creeping waves and higher order tenus (secondaiy reflected 
rays) into the solution.
The ITD is a newly developed theory [134-136], The tlieory assumes that any obstacle can 
be locally approximated by canonical structures that have a uniform cylindrical configuration. A 
generalised localization process is applied to define incremental diffracted field contributions 
which are distributed along the edge discontinuities of the surface or the shadow boundaries of the 
surface, if it is a convex surface. This theoiy can handle both sharp edge objects and convex 
structure. It can also handle situations where the scattered field is produced by a finite sized 
scatterer. Finally, there is no need to compute the interactions point which is sometimes a 
complex geometrical problem.
The PO calculates the scattered field as a function of the surface cunents that are generated 
by the incident field on the surface. The radiation integral contains the surface current density and 
Green’s functions and is computed with the method of stationaiy phase [54;56]. The surface 
currents computed by PO are assumed to be zero at the shadow region of the surface and this 
produce an eiTor in cases where the field is computed in shadow region. A correction is 
introduced by PTD and the surface currents in the shadow region are also included in the total 
field computation. The PTD utilises the concept o f uniform field, which is the field associated 
with the regular part of the smface and the fiinge  field with arises from discontinuities on the 
surface [137].
The EC method utilises fictitious currents to predict scattered fields from complex 
geometries [54; 138; 139]. The main advantage of the theory is that it can handle situations where 
the field need to be determined at a caustic or the field computation concerns finite sized 
scatterers. The basic concept behind the theory is to equate the diffracted field produced by 
known theoiy with the one found from the potential theoiy assuming that a line source with 
unknown amplitude is placed upon the edge. With this procedure the amplitude can be determined 
and by changing the limits of the radiation integi al, the scattered field fiom finite sized scatterers 
can be obtained similar to the incremental length diffraction theoiy [140], The theoiy is widely 
used for computation of corner diffraction coefficients.
For many engineering applications it is useful to seek for hybrid diffraction theories 
according to the demands of the scattering problem. Since it is difficult to distinguish the proper
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solution for the specific problem, it is useful to utilise the concept of more than one technique in a 
hybrid approach. Hybrid teclmiques such as MoM-UTD, UTD-OM, PO-UTD, PO-MoM can be 
found in [102;141-144] and [145-150]. An overview of the used diffraction theories can also be 
found in [53;56;151]. The time domain version of the UTD theory can be found in [152;153] and 
a caustic correction version o f UTD is presented in [154]. For real time scenarios, a parametric 
formulation of UTD can be used and is described in [155].
3.10 Conlcusions
This chapter gave an analytical description of the most widely used high frequency 
asymptotic tlieoiy named as UTD. The case of sharp edge difftaction and diffraction from convex 
surfaces was investigated and numerous results were presented. The main advantage of this theory 
is that is gives fast and accurate predictions for a variety of canonical objects for different 
polarisations and different materials and geometrical settings. The UTD is veiy commonly used 
for telecommunications and radio planning purposes because the limitations it presents do not 
occur in real propagation scenarios. Thus, the achieved accuracy is in the majority of time 
acceptable. A major restriction that the theory presents is for the case where more than one 
obstacle exists in the propagation path between the transmitter and the receiver. The predicted 
results present discontinuities and inaccuracies. This situation is examined in the following 
chapter where the UTD is modified and applied for multiple obstiuction scenarios.
Moreover, the MoM was also presented and applied for scattering scenarios from single 
obstmction. The MoM is used for validation purposes with the results obtained by the UTD and a 
veiy good fit between the solutions was observed. The MoM was examined for the case of TE and 
TM polarisation for both perfectly conducting and impedance boundary surfaces. The main 
limitation of the solution is that a large number of points should be considered on the surface for 
acceptable accuracy. Sometimes, MoM is used in a hybrid approach with other diffraction 
theories so as to overcome the size limitations imposed. Thus it is found that for large scattering 
problems, MoM-UTD approach is quite usefril.
In the final part of the chapter, there was an introduction of the majority of the used 
diffraction theories. It is difficult to distinguish the optimum solution since this depends on the 
application scenario. In general, the last year’s hybrid approximations are widely used since they 
achieve high accuracy and fast computation time.
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Chapter 4
UTD for Rounded Surfaces and Extension to 
Multiple Diffraction
4.1 Introduction
This chapter introduces new formulations for diffraction over rounded wedges. In addition, 
the scenario for a cascade of rounded surfaces is also investigated and UTD formulations suitable 
for uniform predictions are presented. The scope is the accurate and uniform field representation 
for the scenarios under investigation. Generic mathematical formulations that can be easily 
utilised for engineering and planning applications are also presented. The first part of the chapter 
investigates the diffraction fiom a wedge that has a rounded apex. The modelling of this shape is 
by means of surface discontinuity structures. In this way the incoiporation of the surface 
discontinuity diffracted surface waves are also considered in the diffraction process. The second 
part of the chapter examines the case of multiple diffiaction phenomena over a cascade of 
arbitrarily placed rounded siuTaces. The disability of the original UTD formulation to give 
uniform field predictions over multiple obstructions is investigated and a heuristic approximation 
is made for the accurate representation of the field over such scenarios. The incoiporation of the 
slope diffraction mechanism and the continuity equations are proved to be essential for the field 
predictions. An extensive comparison of the theories with already known diffraction models that 
have been described in the theoretical chapters of this thesis (like the MoM, the Fumtsu model 
and the Shaiples-Mehler model) proves the accm acy of the newly introduced foimulations.
4.2 Rounded W edge Approximation
4.2.1 Research Motivation
Diffraction has been considered as the main propagation mechanism for many mobile or 
militaiy systems. The use of high frequencies for data deliveiy services has led to extensive use of 
asymptotic diffraction approximations, which employ canonical shapes, due to their low 
computation demands. The optimum modelling of the obstructions by means of different
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canonical shapes and the use of an accurate diffraction model holds an important part of the 
successfiil planning of the system [156], The diffraction over wedges that have irregular endings 
has attracted a lot of research over the years. These shapes are mainly used in Radar systems and 
backscattering scenarios. In [157] a hybrid MoM/GTD formulation for a wedge with rounded 
apex is presented and applied for backscattering cases over rough sea suiface. A physical optics 
calculation for backscattering over rounded wedges, cylinder tipped wedges and concave wedges 
is presented in [158]. The solutions are restricted only to nose incident cases and to narrow 
wedgfes. A finite element based diffraction coefficient for rounded wedges is presented in [159]. 
The diffraction by wide double wedges with rounded edges is investigated in [160] and is based 
on the field formulation from rounded wedge similar to [161]. A numerical diffraction coefficient 
for arbitrary irregular shaped wedges can be found in [162]. The scenario of a rounded ended 
screen is presented in [163] where the author examined the contributions of the different ray 
modes produced on the surface of the obstacle. The higher the number of the modes that are taken 
into account, the better the achieved accuracy is. This is also presented in [164-166]. The total 
field for the wedge with a cylindrical tip is expressed as the summation o f four different field 
contributions. The first is the one that exist from a cylindrical stmcture. The other is the field that 
is produced by the reflected wave on the face of the wedge and then diffracted around the 
cylindrical surface. The other field is the diffracted reflected field contribution and the last is the 
reflected diffracted and then reflected field. Infinite terms also exist for the field that oscillates 
between the two wedge faces,
A variety of different diffraction models exist in the literatme, describing diffraction from 
convex curved wedges (see Chapter 3.7.1). In [110;114] the cuiwed wedge diffraction was 
modelled as a combination of the regular wedge UTD coefficient and the edge excited surface 
waves. For the case o f rounded wedges, a diffraction model capable for unifomi predictions at all 
regions of the scenario is not still developed. An asymptotic diffr action model for rounded wedges 
is presented in this chapter that describes the diffraction process as a summation of the field 
diffracted by a cylinder and modelled by the UTD cylindrical coefficient, and the surface 
discontinuity excited field [167]. In this way the effect of creeping waves that are launched by a 
discontinuity in curvature is incorporated in the final prediction behind the obstmction. A 
scattering model for a semi-infinite perfectly conducting wedge with rounded edge is presented in 
[161] and is applied for lit zone field computation. The total field scattered from the rounded 
wedge is assumed to be the sum of the field coming fr om a wedge with a cylindrical tip plus a 
modification factor. Results are plotted for limited values of 0<ka<4, where k  is the wavenumber 
and a is the radius of cui'vature. This model presents difficulties in the computation of the 
diffr action coefficient for larger values of ka since a numerical solution of infinite system of 
equations is required. In addition, it is difficult to extend it to other polarizations and non perfectly
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conducting surfaces and to field computation in the shadow zone. In [124] a model for diffraction 
by a discontinuity in curvature including the effect of creeping wave is presented and applied to a 
sheet that consists of two surfaces with different radius of curvature joined in such a way, that the 
direction of their normal is continuous along the joint.
4.2.2 Modelling Approach
The investigated scenario is presented in Figure 4.1. The two dimensional rounded wedge 
consists of two sectors. The first is a surface consisting of a cylinder with constant curvature 
parameter a and a planar surface (a—>oo) which are joined in such way, that the direction of their 
normal is continuous along the surface. The second sector can be thought as a mirror image of the 
first one with respect to the y  axis. The developed solution is an asymptotic one and is
restricted to the case where the grazing point Q is far away from the surface discontinuity point O. 
For cases of Q-^O  one can refer to [120] where a modified Fock Function is considered that takes 
into account the distance between the grazing point and the discontinuity point and incorporates 
the incomplete Airy functions.
y axis
Region of Validity
Cylindrical 5urface^ 'lindrical Surface
Shadow Boundary
mature Discontinuity Curvature DiscontinuityTransmitter
Planar Surface Planar Surface
Sector 2Sector 1
F igure 4.1. Rounded wedge geometry
4.2.3 Field Computation
A line source excitation from a semi-infinite rounded wedge is assumed and the time factor 
is suppressed. The diffraction from a surface discontinuity is examined in [115; 116]. 
Starting from the Maue integral equation, the radiated field from such a surface was found to 
consist of two parts. The first is the one that would exist if the rounded surface was assumed
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continuous and the other one is the field component that represents the waves launched by the 
cui'vature discontinuity. For backscattering applications and for high frequency approximations, 
the diffracted field is given by the contribution of the radiated integral from the point of 
discontinuity (which is the sum of the asymptotic endpoint contributions to the integral from -oo to 
the discontinuity point and from the discontinuity point to +0 0 ). Evaluation of radiation integrals 
in terms of their end point contribution can be found in [117]. For the case of forward diffraction 
this fringe field is described by the Fock radiated functions [124] and is analogous to the radiation 
of equivalent line sources placed on the point of the discontinuity parallel to the axis of the 
obstmction.
For the scenario under investigation the diffracted field fiom the rounded wedge can be 
considered as the summation of tlnee factors [167]
(ftc) = (Æt) + (4 .1 ]
where z /  is the total field at the receiver, u^ is the diffracted field assuming the cylindrical sector 
is not terminated at the discontinuity points, is the surface discontinuity component from the
first sector of the rounded wedge and is the surface discontinuity component from the second 
sector of the rounded wedge. The cylindiical diffraction component can be found according to 
UTD [114;156] as
For the shadow zone,
For the lit zone,
k [ (4.2)
9* ( a (4.3)
where s, h refers to soft and hard polarization respectively, m = {kal'ïj'^, for the shadow zone
t~aO, ^=mO, X  -  — and for the lit zone ^^-2mcos(Q) mdX-2kLcos^(6) and pr is the reflected 2
ray caustic distance. Also, F(x) = 2 yVxe^ ‘^ Je"^" <7wis the transition fimction and
ff2î2ljüLrfT and a*(S^— !— j .  are the Fock scattering fiinctions for
perfectly conducting surfaces defined in Appendix B and V(i), W i(t) W2 (t) are the Fock type 
Airy fiinctions (Appendix A) and the prime represents the derivative with respect to t.
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The second and third te m  of (4.1) is the surface discontinuity diffracted field coming from 
the discontinuity of the first and second sector of tlie roimded wedge respectively. It is interesting 
to observe [118] that in a physical sense the discontinuity in cui'vature (second derivative surface 
discontinuity) is like a very subdued version of the edge smface discontinuity (first derivative 
discontinuity). According to the made assumptions, the cui'vature discontinuity diffraction can be 
considered as a sequential process similar to the cm'ved wedge solution [110]. Concerning the 
discontinuity diffi'acted field from the first sector of the rounded wedge, the surface discontinuity 
field is described by an equivalent line source which then undergoes surface diffraction and 
launches energy tangentially to the receiver position. For the second sector o f the rounded wedge 
the field firstly undergoes a surface diffiaction and then the discontinuity point is described by an 
equivalent line source which radiates towards the receiver position. The surface discontinuity 
diffi'acted field can be computed as:
= « /( 0 )e -JttlA 1
a W f ) ')
d<f>
[ D(0 ,<^')g(^J j
JKh +-sei-R*)
y (4.4)Q\-Rx
By reciprocity the third part of the total field can be calculated as [110] 
=w,(Gi)e■SiO . .  / / V  \  - J H - / 4  _1 - Æ 2 )f =0[ D($),0)^(^J J
Jk{tï+so-t<x)
4^ 0-1^
(4.5)
where the surfaee diffiaction coefficient is found from (3.83) considering that one surface is 
planar yielding to a—>oo.
jk  a (cos(^) + cos(^'))^ (4.6)
and the Fock radiated functions
1 dr (4.7)
defined in Appendix C. The double diffi'acted ray which is the ray diffracted on the first 
discontinuity point and then under surface diffraction is again diffracted at the second 
discontinuity point (coupling ray) is not considered in this paper since it is of minor importance.
4.2.4 Simulation Results
The proposed model was applied for field predictions behind a romided wedge. The 
scenario concerns a transmitter far away from the obstacle and the receiver moving along the 
shadow boimdai'y satisfying the assumed restiictions. The used frequency was 2GHz for radius of
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the cylinder a=3 and a=6m and wedge angle ct)=PO'’ and co=120°. The soft polarisation case is 
examined. It is also compared with a MoM solution that employed rectangular pulses as basis 
functions and point matching with points spaced ?J16, The agreement between the solutions is 
veiy gOoH and is nresented in Fipnre 4,7..
Proposed Model 
MoM
- 5
- 1 0
I P lane  W ave
Boundary
a=3m-20
- 2 5
- 3 0
S hadow  b o u n d ary
- 3 5-2 - 1 . 5 - 1  - 0 . 5
Receiver height (h) with respect to grazing incidence (m)
0 .5
Figure 4.2. Comparison of rounded wedge model with MoM for a rounded wedge and receiver 
moving along the shadow boundaiy at 2GHz.
The effect of the surface discontinuity field contribution is more obvious in the scenario 
presented in Figure 4.3 and Figure 4.4. The transmitter and the receiver are grazing placed and the 
frequency is varied between 500MHz and 2GHz. The distance again between the receiver and the 
rounded wedge is 10 meters similar to Figure 4.2. The observed ripples are caused due to the 
surface waves that are generated from the points of discontinuity. The path difference of these 
rays causes the field to ripple. It is found that the higher the frequency is, the less the effect of the 
surface discontinuity field is. This is expected since the attenuation caused on the creeping wave 
is analogous to the frequency of operation. For that reason the rounded wedge results converge to 
the cylindrical one by increasing the frequency as shown in the figures. Another obseiwation is 
that for hard polarisation the ripples are higher. This is because the creeping waves are less 
attenuated for hard polarisation, and the effect is more obvious. In addition, for smaller wedge 
angles, the effect of the surface discontinuity waves are less since the path distance of the 
creeping waves generated by these points increase, yielding to higher attenuations. For high 
frequencies or for small internal wedge angles, the effect of the discontinuity field reduces. It is 
safe to mention that the rounded wedge shape can be approximated by the cylindiical one when 
the scenario under investigation involves high frequencies or small wedge angles. In general, the 
effect of the additive fields is small and can mainly cause ripples around the cylindrical solution.
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Figure 4.3. Hard field variation with frequency for 500MHz<f<2GHz.
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Figure 4.4. Soft field variation with frequency for 500MHz<f<2GHz.
The rounded wedge geometry was investigated and a diffraction model capable for field 
predictions behind the obstruction was presented. The effect of the surface discontinuity creeping 
waves was also included in the computation. The formulation was based on the spectral theory 
results presented by [124]. The observed signal variation is similar to the case of a cylindrical 
obstruction and the effect of the curvature discontinuity is the presence of ripples caused by the 
different phase variations of the received rays.
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4.3 Extension of UTD for a Cascade of Rounded Surfaces
4.3.1 Research Motivation
In most cases wireless technology systems involve scenarios where the path between the 
transmitter and the receiver is obstructed from a cascade of different objects. For the case of 
mobile and cellular systems, the obstructions can be buildings, mountains, cars and clutter tliat are 
found in the different types of environments. In chapter 2 there was an introduction of some 
multiple diffraction theories that had as a main drawback the complexity and the computation 
demands since they were based on the integral theory. The multiple diffraction phenomenon is a 
highly complex mathematical problem and the existence of an exact solution is not a simple task. 
Despite the fact that an exact series solution can be derived for the TM case of two infinitely long 
perfectly conducting half planes [168], an exact solution for multiple diffractions over complex 
obstructions with arbitraiy materials and polarisation is impossible. Numerous approaches can be 
found in the literature that applies different modelling techniques. In [169-172] the propagation 
over buildings have been investigated based on the integral formulation of Fresnel-Kirchoff- 
Huygens teclinique. In [173] the equivalence principle was used for field predictions over a 
cascade of buildings blocks.
Since these algorithms impose great demands in terms of computation time and CPU usage, 
the prefeiTed solution should be one of the ray techniques. The problem of mechanically applying 
the GTD or UTD techniques to the case of a cascade of obstacles is that the field does not behave 
as a ray optical one. The field incident on the second object, after been diffracted by the first, 
presents rapid variations and non ray optical behaviour. This phenomenon is more obvious for 
grazing situations. The spectral representation of the field and the slope diffraction concept was 
used for these scenarios as presented in [174-176] and [65; 177-180].
The uniform theoiy of difft action (UTD) has been regarded as the most preferable solution 
for engineering planning in both cellular and broadcasting conditions. The high accuracy of the 
algorithm and its flexibility to describe multipath propagation in complex geometrical 
environments makes it a powerftil tool in radio propagation modeling. It also requires low 
computational effort and complexity in terms of actual implementation. After the development of 
the UTD for a single obstruction which can give accurate and continuous field predictions around 
the shadow boundary of the scenario, the research was then focused on the slope diffraction 
mechanism which gives continuous and accurate field predictions around the shadow region of 
the scene for the case of more than one obstruction. Until now, knife edge or wedge canonical 
models were mainly used to represent the various obstructions in tire propagation path. Due to 
very short wavelengths and high-fiequency approximations, these canonical objects can give
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accurate results although it usually depends on the particular engineering application. In many 
cases, however, especially when the objects have rounded shapes such as with mountains, hills or 
other rounded surfaces, the latter canonical forms usually fail to predict the path loss with 
acceptable accuracy. In this case, the use o f rounded canonical objects seems to be the most 
preferable choice since it resembles the enviromnerits witli better precision and can also lead to 
better results for different polarization methods.
The study of diffraction over a single convex structure is highly complex due to the 
presence of the creeping waves. A first attempt for an analytical solution was presented in [30] 
where the surface field function {Fock function) was employed in order to characterize the effect 
of both the curvatui e and the electric characteristics of the surface to the propagated waves. A ray 
optical solution was presented in [81; 181] whereas in [1 0 0 ] the authors describe a heuiistic 
approach for the study of high-frequency difhaction phenomena from a single surface. A UTD 
solution for the case of a single cuiwed obstruction is proposed in [54;85;87] with an extended 
solution in [182] for the case of rapidly vaiying cui*vature surfaces. Analytical solutions for a 
cascade of convex obstructions are shown in [23;31;32]. The main difficulty though is that all 
these solutions presented veiy high complexity and that required excessive computational efforts 
which makes them prohibitive as the number of cylindrical stmctures increases. Furthemiore, they 
sometimes fail to calculate the conect result due to numerical convergence difficulties. A rapid 
solution to the case of multiple diffraction over rounded surfaces can be found in [183] and is 
based on the Deygout’s multiple knife edge diffraction. Despite the fact that this method is time 
efficient, it does not give accurate results for all the possible scenarios.
In this section of the thesis, a UTD solution for the case of two-dimensional multiple 
cylindrical stmctures that aims to provide veiy accuiate results with low computational 
complexity and convergence for a large number of obstacles is presented [184]. It is based on tlie 
UTD coefficients that were presented in [54;85] but it extends the algorithm for a cascade of 
multiple obstmctions. Two different approaches are presented. The first is the complete rounded 
solution [184] and the other is based on a modified slope knife edge coefficient [185;186]. A 
comparison of these is also investigated. In contrast to the knife edge or wedge problem, where 
the diffraction points are stationaiy, the cylindrical problem requires additional computations for 
the diffraction and reflection points according to the geometiy of the scene and the receiver 
position. Thus, a simple two dimensional ray tracing algorithm was constmcted that takes into 
account the exact propagation path between the two ends. Despite the fact that this increases 
slightly the complexity of the algoritlim, it is vital for accurate predictions. It should also be noted 
that the solution follows a generic approach that can be used for arbitrary placed cylinders with 
any kind of values for the curvatuie and the material properties. It can also be extended to any 
kind of 2D convex stmctures with variable curvature.
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The proposed solution is then compared to the Furutsu model [23]as presented in [22] and 
a very good agreement was obtained. Furthermore the proposed model can easily be generalized 
since the same algorithm can be used for eveiy type of scenario and for eveiy value of the radius 
of the obstacles, whereas for the Furutsu model different solutions for different types of 
environments are used. Finally, the proposed model is compared with the latter model and also 
with the model and measiu'ements from [31] for both perfectly conducting and impedance 
cylinders. The results have shown an excellent agreement with the measurements and an excellent 
performance.
4.3.2 Computation of Interaction Points
The first step for the implementation of a UTD algorithm for any scattering application is to 
determine the points of the interaction. Since the UTD is based on the ray formulation of the field, 
it is essential to accurately compute the point of interaction of the propagating ray with the 
scatterer. For the case o f a single obstruction, this process is known and easy to implement as 
described in Chapter 3. When more than one object exist in the propagation path and have convex 
surface the computation of the interaction points becomes quite a difficult task. This is in contrast 
to the case of the knife edge or wedge diffraction where the points of interactions are always the 
edge of the obstacle. In this part of the thesis the solution to the geomefrical problem of ray 
tracing for convex surfaces is presented. The case of diffraction-reflection and the case of 
reflection-reflection are investigated in detail and can be easily extended to the case of refiection- 
diffraction or diffraction-diffraction. The computation of these points is based on tlie fact that the 
diffr acted rays are tangential to the surface and the reflected ray follows Snell’s law.
4.3.2.1 Diffraction-Reflection Case
The scenario under investigation is presented in Figure 4.5.
Rx
m
R1Tx
R2^
01
Figure 4.5. Diffraction-reflection point computation
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where Ri, R 2  are the radius of the two cylinders, gj, g2  are the angles that need to be determined, d  
is the distance of the centers of the two cylinders, 9 ? is the angle of O 1O2  with O2 RX vectors and m 
is the distance of O2  to Rx and 0 is the reflection angle.
From O 1BCO2
— + g l+ 7 r~ 0  + 7T-g2 - iT t
7 t
The angle CRXO2  can be calculated
g l  ~  ^  C R X O 2 7T — 0 — 7T
CRxO^ — Ô ^  ~ g^
From the triangle CO2 RX and (4.9)
sin(;r -  6) sin(^ -  g^ +fi)
R.rn
cos(gi -  g 2 ) cos(2 g 2 -  Ex-(!>)
(4.8)
m R.
(4.8)
(4.9)
(4.10)
From OiFC
From O2 EC
sin (;r-g j) = Rx-EO^
EO2 = R ^ - d  cos(g,)
C0 S(g2 - g , ) =  —
C0 S(g2 - g , )  =
(4.10)
-dcos(gi)
R.
(4.11)
(4.12)
From (4.12):
g 2 =gx +«cos(Rx - dcosjg^) R.
R ^ - d cos(gi) = m cos(gi ~ ^  + 2acos( -dcos(g^)R.
jp(g, ) = R, -  J  cos(gj ) -  m cos(g, ~ ^  + 2a cos(Rx - ^cos(gi) R.
(4.13)
Therefore in order to calculate gi and g2  the nonlinear equation F(gj) must be solved so as to 
determine g/. Then, g 2  can be easily computed. If  A is the angle of O 1O2  with the horizontal axis 
then the final formulation for g/ and g 2  is
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F { g \ ) - R ^  - d  cos(g, + A ) - m  cos(gi + X + 2 cos ‘ {—— ^R. (4.14)
For the case of the Reflection-Diffraction case, the procedure to calculate the reflected and 
diffi-acted angles is similar. The final formulation is
F  i s  2 ) = - ^ 2  ' ^d  cos(g2  A ) - m  cos(-g 2  + ^  + 2 cos ‘ + ^ co s(g 2R. (4.15)
4.3,2.2 Reflection-Reflectioii Case
The scenario is shown in Figine 4.6.
Rx
Tx
m2
m l
R2
Hoi z d 02
Figure 4.6, Reflection-reflection point computation
Form the figure it can be obseiwed that Rj, R 2  are the radius of the two cylinders, g/, g2  are the 
angles that we need to calculate, d  is the distance of the centers of the two cylinders, <pl, (p2 is the 
angle of O 1O2 with OjTx and OiRx respectively, ml, m2 is the distance of Oi to Tx and O2  to Rx 
respectively, and 61, 02 is the reflection angles and A is the angle of the vector O 1O2  with the 
horizontal axis.
From O 1BCO2
(4.16)
The angle OiTxB can be computed
89
Chapter 4. UTD for Rounded Surfaces and Extension to Multiple D i^action
O^TxB + ~ g\ — ^  ^
O^TxB = 6^  — — A
From the triangle TxOiB and from (4.17)
sin(;r -  ) _ sin(6 ’i + g x - ^ x ~ A )  
m, i?,
The angle OzRxC can be computed
O^RxC + 7 1 - 6 2 - ^ 2 '^
O^TxC — —g j ^ 2  ^ 2
From the triangle RXO2 C and from (4.19)
sin(;r -  02)  _  sm ( ^ 2  "  g"2 + A  +
/Mg TZg
Finally, from the triangles OiBZ and O2 CH and BCE
(4.17)
(4.18)
(4.19)
(4.20)
Equations (4.21), (4.20), (4.18) and (4.16) constitute a non linear system of foiu* equations with 
four unknowns. The method that is used to detennine the solution of the system is the Newton- 
Gauss Method, presented by Steihaug [187]. This method uses as optimization the least square 
technique. For the optimum results of a non linear system it is of a great importance to give an 
initial guess of the solution. Since in most diffraction problems we are interested in field 
predictions behind the obstmction when tlie receiver moves progressively in the vertical direction, 
a feedback is given to the algorithm so as to look for solutions near the solution obtained from the 
previous receiver position. Therefore, the non linear solution algorithm is fed with initial guesses 
values veiy near to the actual solution resulting to an optimum least square solution. The output of 
the ray tracing algoritlmi is the exact computation of the interaction points and the constinction of 
the propagating rays of the environment as shown in Figure 4.7.
4.3.3 Slope Diffraction and Continuity Equations
The slope diffraction component can be regarded as a second order effect to the overall 
diffr action process and it is of great importance in the transition regions of the scenario. The slope
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Figure 4.7. Propagating rays in a cascaded cylinder environment
diffracted field was first used for antenna pattern computations and it was found to be crucial 
when the incident field, due to the antenna pattern was zero to the edge of the horn antenna 
[1;188], Later, the slope diffracted fields were used for uniform predictions behind a cascade of 
edges. In [178] the author made an asymptotic expansion of the multiple diffraction integral and 
introduced higher order field terms named as slope terms. In order to achieve accurate and 
uniform predictions, field terms up to order of sixteen were used. Of course this yielded to 
complex and time consuming algorithms. The concept of continuity equations was first introduced 
by [177] so as to overcome the need to include very high field terms in the total field computation. 
By automatically enforcing the field to be continuous around the shadow boundaries of the 
scenario, the slope terms up to order of two were only needed. This algorithm presented some 
deficiencies which were improved in [2 ] by developing the continuity equations for each ray 
independently for both the amplitude and the slope diffraction component. This algorithm added 
some more complexity to the overall continuity equation concept but proved to be more uniform 
and accurate for all the examined scenarios. The shadow boundaries for the case of a cascade of 
three cylinders are presented in Figure 4.7. The innovation here is to develop a uniform solution 
for the case of a cascade of arbitrary placed convex surfaces that will utilise the continuity 
equations and the concept of slope diffraction. This is a new approach since there is no published 
ray algorithm for uniform and accurate predictions over such scenarios.
4.3.4 Cylindrical UTD Solution
According to the UTD formulation, the received field behind a single obstruction is given
by [54]
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E  = (4.22)
where Ei is the incident field, D{a) is the amplitude diffraction coefficient, a is the angle between 
the incident and the diffracted ray as given in Figuie 4.8, k  is the wavenumber and A(s) is the 
spreading factor. The slope diffraction component is given by:
1 Æf(a)
jk  da (4.23)
In the UTD theoiy, the scattering mechanism from a cylindrical stmcture is represented by 
a reflected and a diffracted field [85]. Both fields have an associated coefficient as a function of 
two parameters. The first parameter describes the Fresnel diffiaction process whereas the second 
one models the effect of the generated creeping waves on the surface of the cylinder. The creeping 
waves add in phase with the diffracted field and they are caused by the generation of the Fock 
cuiTcnts on the surface of the obstacle [29]. This justifies the fact that the scattered field fi*om 
convex surfaces appears to be less attenuated in comparison to shai*p obstructions according to the 
used polarization and material. This can be obseiwed in the following equations where the 
amplitude UTD coefficients are similar to [54] but they follow a more practical fomiulation
kPL
Lit Region
limE(PL)Direct Ray Reflected Ray
Shadow Boundary ^
^ffracted Ray lim E(PS)
Radius 'RadiusSource
Convex
Surface Shadow Region
Figure 4.8. Ray nature and path geometry for single convex diffraction
f  *(#((;))
1
f  *(#(«))
g*(f(4)
(4.24)
(4.25)
where Tgj, is the diffiaction coefficient, Rgj, is the reflection coefficient, s, h are the soft and
I
the hard polarizations, M f  where R is the radius of cmwature o f the obstacle and all other
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parameters follow the notation in [54;85] taking into account that a = ?r + 0 (Figure 4.8). It should 
be noted that equations (4.24) and (4.25) can be used for scattering problems both for open and 
closed stmctures while similar coefficients can be used for radiation and coupling problems with 
the transmitter or the receiver mounted on the surface of the obstacle [54]. This allows the term t 
to have comparable values with the propagation distances, sid.r- The scenario of far field scattering 
fi'om open stmctures is examined, similar to long-distance radio propagation through hilly or 
mountainous areas. In this case, s^  »  t and so the last tenn of (4.24) can be considered equal to 1
without affecting the accm acy.
The term F(x) is the known tiansition fiinction
F{x) = 2j^ ^^ e■>^  je~J^‘"du (4.26)v;
and its derivative can be computed as
(4.27)
The terms q*(Q, p*(^) are the so called Fock scattering functions and they depend on the 
polarization and the electrical characteristics of the curved obstacle [54;90]. Analytical 
formulation can be found in (Appendix B).
Following the notation in Figure 4.8, the total received field, when the receiver is at the 
shadow or the lit region, is
Shadow Region
Lit Region
E(Ps) = [F.zb)
(4.29)
The spreading factors in (4.28) and (4.29) are computed according to equation (4.30). The 
parameter st is the distance of the incidence ray either for the diffraction or the reflection case and 
p'dr is the caustic distances for the reflected or diffracted wavefront. For the multiple diffraction 
process, it is important to extract the UTD coefficient for the case of grazing incidence. This can 
be done by approaching the reflection and diffraction coefficients for scattering angles almost 
equal to k. The grazing coefficient is presented in equation (4.31),
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p\p^r
P  d — S‘ + t
p \  =  Si
1
Sj i?cos(fl/2 )
(4.30)
where
D, b (;r) = s ig n (a )0 .5 4 L  - p*( 0 )g*(0 )
sign(a) = - 1, a </r l ,a > ; r
(4.31)
(4.32)
It can be noticed that the grazing coefficient is similar to the one for knife edges or wedges [2] but 
with an additional term that characterizes the curvature of the obstmction. In the far-field zone, 
where s » R  and s » t ,  and for the 2D case die equations in (4.30) become [184]
p  d ^ S ,
P r = Sj (4.33)
P r — SiRcos(a/2)Rcos(a/2) + 2Sj
From (4.33), it can be obseiwed that for the far zone and so, the spreading factors take the
form
^di^d+^o) (4.34)
where so is the incident ray, tangent to the cylinder, for the diffraction case. We now need to 
formulate the terms in (4.28) and (4.29) in a more practical way in order to find the derivatives of 
the coefficients with respect to the diffraction angle without compromising in terms of prediction 
accuracy. To accomplish this, we use the following equations
For the shadow region
94
Chapter 4. UTD for Rounded Surfaces and Extension to Multiple Diffraction
B(Ps) =
where  ^ ^
For the lit region, if we include p \  of A,(sr) (4.34) in the reflection coefficient Rsj, of (4.25) and 
take into account the far field approximations presented above, the formulas in (4.25) and (4.34) 
can be written as [184]
where (4.36)
P*(f((Z))'
9*( (^Gr))
and
4( r^)mod = s.(s. + sA
with this approach all the parameters that are a function of the diffiacting or reflecting angle are 
included in the UTD coefficients. Thus in order to find the slope field, only the derivation of the 
coefficients in (4.35) and (4.36) are needed. The input arguments that are a function of the 
diffraction angle a in (4.35) and (4.36) can be calculated according to the following equations, 
considering that a = ;r + ô (Figure 4.8)
Diffraction Case
^{a) = m{a -  k ) 
t{a) = R{a -  7u)
(4.37)
Reflection Case
X{a)  = 2kLcos^{all)
(^cr) = - 2 OTcos(a/2 ) (4.38)
4.3.4.1 Slope Diffraction Coefficient
With the above foimulations, it is now easier to calculate the slope of the field. The 
equations in (4.24) and (4.25) are still employed for the computation of the amplitude field. From
(4.35) and (4.36), it can be noticed that the two foimulations converge around the transition 
region where the slope diffraction teim becomes important. Thus, the modified coefficients 
provide the same accuiacy for the calculation of the slope field, as it will be shown later. From
(4.35), (4.36), (4.37) and (4.38), the derivatives of the UTD coefficients are [184]
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jk
dn 5  v/c 2rn4^  ^ ^
jk
The derivatives of the reflection coefficient are
j  1 ?«'cos'‘(n/2)siii(n/2)i?,,,„„d
= ------------------- 1-----------------  (4.41)
r— «isin(a/2) fsm(o/2 )(l-  f (%)) ^
V m 2m 4jt jk
and
_  1 , w^(sin"(a/2)cos(a/2)/?,_^„,„j-0.5cos^(a/2)Æ ,;„„,d) 
dn s k (4.42)
_ ,.^(cos-(./2 )sin(a/2 )yM,.,„) ^ .
k
m sin (o /2 )|^  ® |. fk,-„"i^-,i;nrk,sia(a/2Xl-F(X)) ^
V ffi 2 m 4 ^  j k
1 ^  -j.t/ 4  - j f ^ / i 2rksCos( a / 2) ( l~F( X) )  k L / s i n ^ ( a / 2 ) c o s ( a / 2 ) F ' ( X )  ,
y* j k
where Rs,/,„,od is given by (4.36). It should be noted that in (4.39) and (4.40) the phase factor
is not included in the derivative of the coefficient since we are interested in the slope of the
amplitude and not the phase terms.
Overall, the above methodology depends on the receiver location and it employs equations 
(4.24), (4.28), (4.35), (4.39) and (4.40) for the shadow region whereas for the lit region it employs 
equations (4.25), (4.29), (4.36), (4.41) and (4.42). The slope multiple UTD solution requires
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careful computation of the distance parameters L and L .^ This has been accomplished through the 
use of some continuity equations that will provide field continuity around the shadow boundaries 
of the scenario.
4.3 4.2 Interpretation of Double Diffraction from Convex Surfaces at Grazing 
incidence
In this section, we consider two cylinders located at the same height with the transmitter 
and the receiver at arbitrary spacings Figure 4.9 and assuming that the slope of the field is zero 
only when it originates from the transmitter. It was shown in [2] that the derivation of the 
continuity equations for the case of knife edge diffraction is based on the fact that the field at 
grazing incidence is half the direct field. This can be justified due to the obstruction of half the 
Fresnel zone from the knife edge. This methodology is not directly applicable to the cylindrical 
case due to the presence of the Fock field thus, a different set of equations is derived based on the 
same principles with [2 ] but properly formulated for cylindrical structures.
PL '
Lit Region
ReceiverD irect Ræ S B 5^23Reflected 1^
D iffracted-R eflected  R: 
a" 123/i’012
Shadow  B o u n d ^ l
FSB
T ransm itter Radius 2Radius 1
Receiver
S23' .Double D iffracted RayC onvex Surface 1 Convex Surface 2
S hadow  Region'
LOI 2 
L 0 Ï3
L123
Rays for R eceiver Position in the Lit R egion 
Rays for R eceiver Position in the Shadow Region
Receiver
 Rays for R eceiver Position on the Shadow  Boundary
Figure 4.9. Ray geometry and used parameters for a cascade o f  two convex surfaces for the case o f
grazing incidence
Starting from [85] the field continuity is achieved by making equal the limiting values of 
the field as we approach the shadow boundary from the two regions. Thus,
lim E{P^)= lim E{Ps)Pl-^ Psb  ^ P.^ PsB ^ (4.43)
For the case of single diffraction (Figure 4.8), equation (4.43) will lead to the following continuity 
equation:
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^Dir.Graz ^ R e  fl.Graz ^Diff.Graz ^
.. =
Eq  ^ 0-5-^ Z-oi2
•5^ 7-012 “
9*(0)J
(4.44)
4 K )  = ••
9*(0)
where Dir refers to direct ray, Re/I to reflected ray, D iffto  diffracted ray and Graz to grazing case. 
Note that the amplitude coefficient for grazing incidence is given from (4.31). Equation (4.44) 
will give the following distance parameter
■ ^ 0 1 2  ~
s,s
(4.45)
If  E„^  is the total field at cylinder m and is the field at cylinder m due to cylinder n, the 
continuity equations for the case of two cascaded cylinders Figure 4.9 can be computed by 
implementing (4.43) for each ray independently, similar to [2] (In Figure 4.9 subscript 0 refers to 
the transmitter, whereas subscript 3 refers to the receiver):
-^ 02 +^Rey?I2 ~^D m i
^ 0 3  -^R eJ in  ~  3
R e/713 ^  DiJTXlKs J l t i  ~  ^  DiJf\2DiJfTi
(4.46a)
(4.46b)
(4.46c)
Equations (4.46a) and (4.46b) describe single interaction. Equation (4.46c) is the continuity 
equation required for the calculation of the L^s  par ameter (Figure 4.9) and describes the double 
interaction. Form (4.46), the distance parameters are [184]
r _  *^ 01*^ 13 ■^013 ~ 4" St
4 2 3
0.5,/Lnn — Dh 2 - y ; r / 4  P * ( 0 )  <7^ 0)
(4.47a)
(4.47b)
(4.47c)
where mi in (4.47c) is the value of the cui'vatui'e of the first cylinder and 5 /3 =5 /2 +-S2 j on the 
shadow boundary. The parameters that correspond to single interaction are the same with [2] but 
the parameter for the double interaction depends both on the separation distances and also to the 
electrical characteristics of the obstructions. Furthemiore, the distance parameter L 0 2 3  is not used
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for the case of two collinear cylinders contraiy to the knife-edge or wedge solution. Note that 
when tlie shadow boundary is approached from the top, a single reflected ray from cylinder 2 is 
not possible to occur since the reflection point should be lower than the peak of that cylinder and 
thus no line of sight condition exist between the transmitter and cylinder 2 .
Finally, for the slope field
(4.48)
1
d'^ .TV \ Si2 (■5oi+J|2)
I? (9) J -Soi 4" ■^12 V '^ 12("^01 4* •S'12)
Following the same methodology with (4.43), the Ls parameter is calculated according to 
the continuity equation
Pl-^ Psb dn Ps-^ PsB dn (4.49)
by taking into account that for grazing incidence the derivative of the slope diffraction coefficient 
can be computed (4.50) and is a frmction of the distances of the scenario but, in contiast to the 
laiife-edge case, it is also a frmction of the electrical characteristics of the first cylinder.
dd.
dn
s j t  _
S sign(a)0.5L/'^-------- —
k " (o )
A
(4.50)
The total field at tlie receiver for the grazing incidence is computed according to
^12^5,7)2 (^ 1 2 3 ) ^ 2 ?-(*^ 2 3 )^ '' "
+  RsJ, (^1 2 3  ) ^ 2 r  k
“ -^ 12^ 5,*2 ( ^ 1 2 3  )-^ 2rf (*^ 2 3 )^ ^
+  ^  («123  K r f  (■^23
(4.51)
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(4.52)
4.3.4.3 The General Case of Multiple Convex Structure Diffraction
Following the results in the previous section, the proposed method can easily be extended 
to N  convex structures where for each cylinder there will always be an amplitude diffraction term 
and a slope diffraction term. The L and values should be calculated through (4.43) and (4.49) 
which must be formulated for each ray independently. In those equations, the distance parameters 
are calculated so as to force the field to be the same when the shadow boundary is approached 
from either the top or the bottom. As an example. Figure 4.10 shows the use of the distance 
parameters for the case of a cascade of three cylinders which are arbitrary placed along a path 
profile. In our methodology, the distance parameters L ’ou and L ’0 1 4  ignore the existence of the 
second cylinder. For the case of a cascade of A cylinders, the received field will be [184]
L’Ol
L014SM
S34
L’O:
L013
823 L234
a234L012
834 L134
812 834aOli
813 Radius 3823al23 ReceiverRadius 1SOITransmit» L123823Radius 2 
( Convex Surfaci : 2< 'onvex Surface ( Convex Surfaci ; 3
Figure 4.10. Ray geometry and used parameters when three arbitrary placed convex surfaces
obstruct the propagation path
dE
dn (4.53)
where En is the total field at cylinder N  and the term EN-iDN-i(a) is analyzed for all the 
components of the field at cylinder N-1 since the diffraction coefficient could possess different
values for different rays. Finally, the same concept is followed for the term (a), where
dn
an additional calculation is required in order to find the derivative of the slope diffraction 
coefficient. According to the receiver position, the amplitude or slope coefficients and the 
spreading factors are replaced with the one that corresponds for reflection or diffraction case as 
shown before.
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4.3.4.4 Simulation Results and Comparisons
In order to validate the presented solution for the case of a cascade of two cylinders, two 
different scenarios were investigated. The first scenario concerns a grazing incidence case where 
the receiver is allowed to move vertically at equal steps from the grazing height. The simulation 
results are presented in Figuie 4.11 and it can be noticed that there is a veiy good agreement 
between the models and the measurements in [31]. The solution is also very accurate when the 
receiver is located close to the shadow boundary where the slope term provides the necessary 
correction field. The other simulation concerns a case where the second cylinder is allowed to 
vaiy in height in order to investigate non-grazing situations. The simulation results are shown in 
Figure 4.12 and, once again, an excellent agreement is achieved with the more complicated 
models. Example results of our cylindrical UTD solution are presented in Figure 4.13 and Figure 
4.14 for a cascade of three cylindrical obstmctions. If the predictions are compared with the 
Furutsu model, an excellent agreement is found.
In Figure 4.15 the effect of the curvature of the diffracting object to the overall field 
prediction is presented. The simulation utilised the same geometrical settings with the one 
presented by Vogler in [21] in order to observe the effect of the cuiwed surface and the used 
polarisation. The simulation results are compared to the knife edge scenario.
5 r Cylind. slope-UTD Vert. Pol Metallic Cyimder
-- Cylind. slope-UTD Hor. Pol. Metallic Cylinder 
I - ■ ■ ■ ■ Cylind. slope-UTD Vert. Pol. Dielectric Cylinder 
—B - Cylind. slope-UTD Hor. Pol. Dielectric CylSnder 
■ Cylind UTD witliout slope Vert. Pol. Metal, jzyl.
• Cylind UTD witliout slope Her. Pol. Metal. €yl.
O Furutsu Model Hor. Pol
d  -15 +2 c^m 
Shadow |_Rx
y -20
CylinderCylinder 1
M -25
ShadowlBoundary
-35-0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0,1 0.15 0.2
Receiver Position Relative to Grazing Incidence (m)
0.25
Figure 4.11. Cylindrical UTD for a cascade of two perfectly conducting and dielectric cylinders 
(Cylinder 1 has q'*=-0.15-4.66j and q '-0 .17-5.27], Cylinder 2 has q'*=-0.13-3.98] and q*-0.14-4.49]). It can 
be noticed that the output agrees well with the Furutsu model and also with the model and the 
measiuements in [31] (Fig. 8  and Fig. 9 of [31]).
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Figure 4.12. Comparison of the proposed cylindrical UTD solution with the Fumtsu model for the 
case where the second obstruction has a variable height. The used frequency is 29 GHz
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Figure 4.13. Cylindrical UTD for a cascade of three perfectly conducting cylinders. Comparison 
with the Furutsu model. The models are in very good agreement. The used frequency is 29GHz.
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Figure 4.14. A cascade of three cylinders. The second has a variable height H2. Comparison with 
the Fui'utsu model. Used frequency is 29GHz.
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Figure 4.15. A cascade of tliree perfectly conducting cylinders. The effect of the curvature of the 
cylinder to the received field is observed. When the radius of the cylinders tend to infinite small values then 
the solution approaches the knife edge. Comparison with Fig. 2 of [21]. Used frequency is lOOMHz
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4.3.4.S Application to Knife Edge Diffraction
In this section, we examine the differences between the cylindrical and the knife-edge 
canonical forms by employing the proposed solution for both modeling stmctures. The knife-edge 
configuration is accomplished by setting the radii of the cylindrical stmctures to very small 
values. For the case that the radius of cuiwatur'e of the surface approaches zero it is i? 0  and so 
m 0. From Figure 4.8 it is
(  <7 ^ / l-c o s 6 > . _
(4M )
For the far field case the diffracting angles are almost a w 180 and so ^ » 0 . From (4.54) it can be 
rewritten as
sin ^ Ûcosi —2j 2 2 (4.55)
Therefore the input argument of the diffraction coefficient (4.35), (4.37) can be rewritten as
kL{a~nŸ lcL6^
2 H ,c o s i - j  (4.56)
which is the same as the knife edge input argument of (3.55). The diffraction coefficient of (4.35) 
can be reformulated for R - ^ 0
lim T =  lim I ff2 K co s '(q /2 )l, (4.57)
e-'"'' f [2 /d .c o 5 ^ (g /2 )]  
lyjlTé COS^(a/2)
which is the same as (3.35). A similar methodology can be followed for the field computation in 
the lit region. Thus, for very small values of curvature the solution should approach the solution 
of [2] asymptotically. This is shown in Figure 4.15 and Figure 4.16, where we compare the 
proposed cylindiical UTD solution with the knife edge UTD solution in [2].
4.3.4.6 A Simplified Cylindrical UTD Approach
It is foimd that the diffraction effect over cylinders for scenarios that incoiporate grazing 
placed obstacles can be considered as a combination of knife-edge diffraction with a perturbation 
term that takes into account the electromagnetic characteristics of the cylindrical suiface [31;32]. 
This representation can also be observed in the formulation of the UTD coefficients (4.24) and
(4.25) where the diffraction and reflection formulas are a summation of two components. The first 
component represents the direct Fresnel diffraction mechanism as shown by the well known 
transition function whereas the other component includes the so called Pekeris or Fock scattering
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Figure 4.16. Cylindi ical diffiaction when the radius of the cylinders tend to infinite small values. 
Comparison with the knife edge solution of [2]. Used fi'equency is 29GHz
fiinction that considers the effect of the cylinder’s surface characteristics to the total diffracted 
field. Based on this observation, the proposed solution is to use the uniform scattering coefficients 
of the cylindrical case, accompanied by a modified knife edge slope diffiaction coefficient that 
considers the high-order diffraction phenomena [185; 186] .The slope diffiaction coefficient for the 
case of Icnide edges can be found from (3.55) as [2]
■sIlTtk sin(a / 2)(l -  F {x)) (4.58)
The proposed method uses a modified slope diffraction term, that is different from the one 
presented for knife edge or wedge diffraction in (4.58). The main difference is that a phase factor,
e ~-'^, is multiplied to the slope diffiaction coefficient (where t  is the distance travelled by the 
creeping wave on the surface of the cylinder) in order to accurately incoiporate the phase terms 
within the slope field. The modified slope diffraction coefficient is [185]
d m o d W = -
] _ d D ^  e - j nI A
j k  da V 2 ^ (4.59)
The total field prediction follows the analysis presented in the previous section. The only 
difference is that the modified slope term of (4.59) is used. The incorporation of the phase term in 
the slope diffraction component is essential for the overall field prediction. This can be obseiwed
105
0 0T3
Chapter 4. UTD for Rounded Surfaces and Extension to Multiple Diffraction
Cylindrical UTD 
Modified Cylindrical UTD 
Cylindrical UTD with 
Knife Edge Slope Term
Cylinder 1
Shadow Boundary
+ 2 5 c m  
Shadow ;^Rx
Cylindei
- 2 5-0 .2 5  -0 .2  -0 .1 5  -0 .1  -0 .0 5  0 0 .05  0.1 0 .15
Receiver Position Relative to Grazing Incidence (m)
0.2
F igure  4.17. Comparison o f Cylindrical UTD solution with the simplified solution and the ease 
where the knife edge slope term is considered. 29GHz for Hard polarisation was used and perfeetly
eonducting eylinders.
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F igure 4.18. Comparison o f  Cylindrical UTD solution with the simplified solution for a eascade o f 
three non grazing eylinder. 29GHz for Soft polarisation was used and perfectly conducting cylinders.
in Figure 4.17. The observed ripples are due to the phase mismatch that is caused if the phase 
term in (4.59) is not included in the slope diffraction coefficient. It can be observed that the 
modified cylindrical UTD solution behaves accurately for the causes of grazing incidence where
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the cylindrical diffracted field can be accurately modelled as a combination of a knife edge term 
and a correction term that considers the geometry, the polarisation and the material of the 
cylinder. For scenarios of non grazing incidence it is expected that the modified solution would 
cause errors that will depend on the geometiy of the scenario. An example is presented in Figure 
4.18 where a cascade of tlnee cylinders is investigated. It is obvious that the modified solution is 
not behaving accui ately and unifomily for the different heights of the middle cylinder.
4.4 Conclusions
This chapter presented ray approximations for the case of electromagnetic wave 
propagation studies over rounded obstacles. The first part of the chapter investigated the 
diffraction over single wedges with rounded apex and the second part examined the case of a 
cascade of cylindrical obstructions.
An innovative approximation for the diffraction from a rounded wedge was presented. The 
proposed model takes as input the transmitter and receiver position, the position of the rounded 
wedge, the radius of the cylinder, the angle of tlie wedge and the used fr equency and produces 
accurate and uniform field predictions for the scenarios under investigation. Comparison with the 
MoM solution shows a veiy good agreement. It was found that the field diffracted from rounded 
wedges consist of thiee components. The unteiminated cylinder field component and two 
cui vature discontinuity field components generated by the surface discontinuities. The simulation 
results show that the field predictions have similar values with the cylindrical predictions but the 
higher order field components add ripples to the observed field. The ripples are caused due to the 
additive field that arises from the points of curvature discontinuity. The magnitude of the field 
variation was found to be a function of the geometry of the scenario that includes the transmitter 
and the receiver position, the internal wedge angle and the radius of the cylindrical apex.
A multiple cylindrical slope-UTD model was also presented and it was compared with 
already existing theoretical models and with RF measurements. An excellent agreement was 
found for various kinds of scenarios. It was shown that the algorithm follows a generic approach 
and it can be used for all kinds of convex structures and for different kinds of materials. The 
concept of continuity equations and the slope field terms where considered for the construction of 
the final solution. The total received field is formulated as an iterative process that can be easily 
included in a computer code. It was shown that the slope field is essential for uniform and 
accurate field predictions accompanied with tlie continuity equations. The gain by using the 
continuity equations is to reduce the number of the required higher order field terms. Therefore 
only second order field terms were used for any propagation scenario, situation that improved the 
efficiency of the proposed algorithm compared to other multiple diffraction approxhnations. The
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continuity equations were applied both to the amplitude and the slope field terms for optimum 
results. The formulation is consistent with other canonical forms, such as knife-edges and it 
exliibits low computation demands and low complexity if compared with other methods. 
However, it should be noted that it still suffers from an inherent UTD deficiency which limits the 
achieved accuracy when the obstmctions are veiy close with each other. Fortunately, these 
conditions are rarely met in real environments at high frequencies. In addition, a simplified 
version of the algoritlim was also examined that utilised the slope tenns of the knife edge solution. 
The perfoimance of this algoritlmi was good for giazing incidence but presented errors for 
arbitraiy placed cylinders.
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ChMpim 5
Multi Shape UTD Model and Application to 
Irregular Terrain Propagation Modeling
5.1 Introduction
The multiple diffraction UTD technique is now extended to the case of a cascade of multi­
shape canonical obstructions. The presented UTD approach is accurate and uniform for the case 
of a cascade of two dimensional cylinders, wedges and knife edges for any possible geometrical 
setup for any kind of polarisation and material. The solution is then compared against 
measurements taken in an anechoic chamber and the simulation results show a very good 
accuracy and perfoimance. The fact that the solution is based on the ray representation of the field 
makes the proposed algorithm suitable for engineering puiposes without compromising in terms 
of accuracy. The multi shape anangements can have different engineering applications such as 
modelling of the propagation environment in indoor, urban, mral or hilly areas or for scattering 
predictions over complex geometries and targets. The second part o f the chapter is focused on the 
application of the proposed solution to field predictions over mountainous and inegular terrains. 
An algoritlim for implementing the proposed UTD solution to mral area field predictions is 
presented, based on a novel algoritlim for optimum fit of canonical shapes to the terrain 
irregularities. The modelling of the propagation environment with the best fitted canonical shape 
performs very well in real scenarios of irregular terrain. The importance of the choice of the used 
canonical object to tenain modeling is also discussed since different difhaction patterns are 
observed for different combination of the canonical objects. Furthermore the used data base 
resolution, the material settings and polarisation are also investigated. The output of this chapter is 
the development of a UTD based propagation tool for accurate and uniform predictions over hilly 
areas. The tool is based on a generic approach and all the propagation parameters can be defined 
by the user. Of course, since the algorithm is a multi shape one it is not restricted only to hilly 
areas predictions but can also be used for urban and indoor predictions where the main obstacles 
are modelled as wedges and knife edges respectively.
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5.2 A Slope UTD Solution for a Cascade of Multi-Shaped Canonical 
Objects
5.2.1 Research Motivation
The need for more reliable and efficient digital commmiication networks has lead to the 
development of accurate and time efficient theoretical models capable of generating field 
predictions in various scenarios. Among the different approaches, the deterministic models are 
regarded as the most preferable solution since they can be used to a wide range of scenarios 
without the need for extensive measurement campaigns.
A large number of deterministic models have been proposed for accurate field predictions 
over areas with irregular tenain. In [32], diffraction over hilly areas is studied by representing the 
field in an integral form whereas in [23] the field is transformed in a series representation. Both 
models have increased complexity and their application is usually constrained by convergence 
difficulties. The models in [33;42] employ an Integral Equations (IE) and a Parabolic Equations 
(PE) solution respectively. Both models use a discretized foim of the actual terrain profile but the 
final solutions are not optimum for point to point predictions since a large number of field points 
need to be considered in the propagation.
The use of higher frequencies in wireless communication systems has made possible the 
employment of knife edge, wedge and cylindrical representations. In [17] and [189], different 
approximations of knife edge diffraction and algorithms for tenain modeling by knife edges are 
presented. Depending on the engineering application, different canonical shapes, like wedges or 
convex surfaces, should be used for the optimum tenain modeling. In [190-192], a propagation 
model for hilly terrain using Geometrical Theoiy of Diffiaction (GTD) for wedges is presented by 
using a linearized approximation of tlie tenain profile. The GTD models present discontinuities in 
the predicted field which arise from the fact that the GTD theoiy is not capable for predictions 
around the shadow boundaries of the scenario, situation that is met in real applications. In [2] an 
enhanced UTD solution for multiple knife edges or wedges is presented. Extensive comparisons 
with other multiple diffraction models shown in [20] have confirmed that the UTD solution offers 
a more time-efficient solution with very good acciuacy in field predictions over inegular terrain. 
In many cases, however, it is more advantageous to employ cylindrical rather than knife-edge or 
wedge representations since they can model the terrain with better accuracy [31; 193]. This remark 
is also supported by [194] where the difference between loiife edge diffraction and wedge 
diffraction is investigated.
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All the previous studies have concentrated on canonical objects that have the same shape 
across the path profile such as only knife edges, only wedges or only cylinders. In real 
environments, the terrain profile tends to show variable irregularities that are difficult to model 
with a single type of object. In this part of the thesis, we present a slope-UTD algorithm that 
applies to a cascade of two dimensional canonical objects that are allowed to have different 
shapes [156; 195]. It will be shown that more accurate results can be obtained without any 
compromise on the computation time. These findings are confirmed with measurements taken in 
an anechoic chamber and also with measurements taken in a real terrain profile. Finally, a clear 
and unambiguous algorithm is presented for selecting the optimum shape of objects when the 
input information is based on real terrain data.
5.2.2 Multi-Shape UTD Solution
The proposed model is based on the ray representation of the field. Therefore, the exact 
knowledge of the diffraction and reflection points is vital for the performance of the algorithm. 
Since in the multi shape arrangement of the obstacles knife edges and wedges might be present, 
the ray tracing approach is easier to implement than the one presented for the rounded surface of 
Chapter 4.3.2. The interaction point of the edge shaped obstacles is always the edge and so there 
is no need to solve the complex systems presented for the case of rounded obstructions. The 
output of the ray tracing algorithm is presented in Figure 5.1.
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Figure 5.1. Propagating UTD rays for a cascade o f  cylinder-wedge-knife edge.
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Figure 5.2. Propagation path for diffraction over multi-shaped obstacles. 
According to the UTD formulation, the received field behind an obstruction is given by
E (5.1)
where Ei is the incident field, D{d) is the amplitude diffiaction coefficient, a is the angle between 
the incident and the diffracted ray as given in Figure 5.2, k  is the wavenumber and A(s) is the 
spreading factor. The slope diffraction component is given by;
jk  da (5.2)
According to the shape of the diffiacting object, the diffraction coefficient is represented by 
different formulations. In the presence of a wedge or knife edge, diffraction is observed both in 
the shadow region and the lit region of the scenario. For the case of cylindrical obstruction, the 
scattering mechanism is represented by a reflected and a diffracted field thus different coefficients 
need to be used according to the receiver position. The used UTD coefficients are given by 
[2;59;68;85].
Knife Edge
D{o) = -
i f l r à  C Q s{a  1 2 )
F[2kLcos\af2)] (5 3)
Wedge
where
(5.4)
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(5.5)
where Ro,n,s,h is the appropriate reflection coefficient for the o or n faee of the wedge for soft or 
horizontal polarization respectively and
o  _ sin{y/)-^js^-C05^{y/)s I ' '    ■ ........sin(^) +  Y&,. -  cos ((y) 
sin((y) + -y]e^ ~ cos^  (y/)
(5.6a)
(5.6b)
Also, a=^-ç)' m d  y/=(pi' fov the case of computation of Ro and \i/=nin-q)i for computation of i?„. In 
case of perfectly conducting wedges the conesponding reflection coefficients will be p = + i. The
diffraction coefficient in (5.5) is a modified version of the coefficient presented in [65] and it has 
been proven to give more accurate results especially in the shadow region of the scenario and for 
the case of foiward scattering, which is under this paper investigation [6 8 ]. For the back scattering 
scenario, the modified coefficient is presented in [6 6 ].
Cylinder
p  * (^ («))
P *(#(«)) 
9*(f(a))
(5J)
(5.8)
where a - tt + 0^ Tsj, is the diffiaction coefficient, Rsj, is the reflection coefficient and all the other 
notations follow the one presented in Chapter 4.3.4.
According to the receiver position, the received field for the case o f a single obstmction is
E Re ceived
E,DA{s)
^Los +EiDA(s)
^ L O S  ^ R e f le c t e d  +  E j D A { s )
(5.9)
where the first equation refers to reeeiver placed at the Shadow Region, the second equation refers 
to the Lit Region and the last equation refers to receiver placed at the Reflection Region for the 
case of wedge obstinction only. In (5.9), Elos is the free space field and Ej the incident field on
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obstacle U It should also be noted that the Reflection Region exists only in the case of wedge 
obstruction. The diffraction coefficient D  should be replaced by (5.3), (5.4), (5.7) and (5.8) 
according to the obstiucting object. For the case of diffiaction from any object, the spreading 
factor is given by (5.10a) whereas for the case of reflection from a cylinder it takes the form of 
(5.10b) (considering the far field approximation where P r« s i)
and
_ SiRcos(a/2)
Rcos{a/2) + 2Sj (5-H)
where 5 ,- is the reflected distance, is the diffracted distance and is the incidence to the obstacle 
distance. The next step in the slope UTD formulation is to compute the derivatives of the 
coefficients and the directional derivatives of field with respect to the diffiacting angles. For the 
case of knife edge and wedge obstructions, the only factors that depend on the diffracting angle 
are the con esponding UTD coefficients so tlie directional derivative of the field is found fi om the 
derivative of the coefficients. For the case of reflection from a cylinder, the spreading factor also 
depends on the diffracting angle resulting to a more complex computation of the directional 
derivative of the field. Fortunately, a far field approximation can be applied so that the reflection 
coefficient can be reformulated as [184]:
9*(f(a)) (5.12)
By using (5.12) instead of (5.8), the spreading factor of (5.10a) can be used for all kind of 
objects and for any receiver position. With this approach, all the parameters that are a function of 
the diffracting or reflecting angle are included in the UTD coefficients for all regions of the 
scenario and for all kind of canonical shapes, thus having a single formulation for different kind 
of canonical obstacles. To calculate the slope diffraction field, only the derivatives of the 
coefficients in (5.3), (5.4), (5.5), (5.6), (5.7) and (5.12) are used whereas the equation (8 ) and 
( 1 2 b) are still employed for the computation of the amplitude field for the case of reflection from 
a cylinder. It can be observed that (5.8) and (5.12) converge around the transition region where 
the slope diffraction term becomes important. Thus, the modified reflection coefficient provides 
the same accuracy for the calculation of the slope field, as it will be shown later.
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The derivatives of the coefficients for the case of knife edge diffiaction can be found in [2]. 
For the case of wedge diffraction, the derivative of the coefficient can be calculated according to 
(5.4) with respect to either the angle tp or cp’ [156].
^A,;i _ ^A./i n n , n ^^ns,h  rj n n ■
‘ d<fdf ‘ d(fd<f>' " (513 )
aP; ^  D a£ > 3  n  . D
 ^ a^na '^ ^
The derivative of each of these factors can be found in [65]. Note that Ro is a function of q>' 
whereas R„ is a flmetion of (p. For the case of cylindrical diffiaction, the derivatives for the 
diffraction and reflection coefficient are calculated in Chapter 4.3.4.
For the computation of the field tlu ough a cascade of obstacles, it is important to extract the 
UTD coefficients around the shadow boundary of the scenario. For single knife-edge diffraction 
at grazing incidence, the UTD coefficient in (5.3) presents a discontinuity when the receiver 
passes through the shadow boundaiy with a=ivi:s and e—>0. Similarly, the term D 2  in (5.4) of the 
wedge diffraction has the same discontinuity while the remaining components remain uniform. 
The grazing field for a single obstruction can be expressed as
where for knife edge obstiuction:
D = -O.5 V I
and wedge obstruction:
A./, = - 0 . 5 Æ A + Av'A +A,..aA
(5.15)
(5.16)
Considering, the cylindrical configiuation, the scattering process is expressed as a diffracted or 
reflected field according to the receiver position. Eaeh of these fields can be computed from 
different coefficients and spreading factors as shown in (5.7), (5.8) and (5.10). In addition, the 
coefficients in (5.7) and (5.8) consist of two parts. The first part expresses the Fresnel diffraction 
component similar to the knife edge representation whereas tlie second part describes the effeet of 
the surface to the diffraction process as represented by the Fock function. In order to investigate 
which of these parts present discontinuity when the receiver passes through the shadow boundary 
of the scenario, it is important to rewrite the coefficients in a more compact foiin. First of all, the 
phase term of the creeping wave in (5.7) should be considered as part of the overall phase factor 
of the field and not part of the diffraction coefficient. For far zone diffraction in the foi*ward
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direction, if the modified reflection coefficient in (5.12) is used then the spreading factor (5.10a) 
should be used for all receiver positions. The term that presents discontinuity for the cylindrical 
configuration is now the Fresnel component similarly to tlie knife edge and the wedge case. The 
grazing cylindrical UTD coefficient is given by
D s,h = —O.S-s/l  — m^j—e g*(0) (5.17)
5.2.3 Diffraction Over Grazing Placed Multi-Shape Objects
In this section, an arbitraiy configuration of wedge and cylindrical obstructions is 
investigated at grazing angles (Figure 5.3). The solution follows a generic approach where the aim 
is to derive a slope-UTD formulation that preserves field continuity across a path profile with 
various angles and different combinations of canonical obstacles. The continuity is accomplished 
by setting to equal the discontinuous field at the limits around the shadow boundaries and then 
calculatmg the distance parameters of the diffraction coefficients for each ray.
_SfU_ L012 .su .
sn i L013 .S12+S23..sni4-si2 L023
_S12_ L123
.^23.
..S23.
a012 al23
Shadow Boundary
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Obstacle 1 
Wedge
Obstacle 2 
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ReceiverTransmitter
Figure 5,3. The ray contributions and the used distance parameters L for a cascade of collinear
wedge and cylinder
The continuity equations that will enforce uniform field predictions for both the amplitude 
and the slope field term can be expressed as [156]
n^mk E mkE,„„A(s„k)e (5.18)
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i^mn ) Af \g -A t
dn
(5.19)
where E„,„ represents the field at obstacle n caused by obstacle m (if the subscript is 0 then it refers 
to the receiver position). For each of the above equations, the field should be analyzed over all the 
ray components that originate from a souice point and passing through each intermediate obstacle. 
In Figuie 5.3 the necessary distance parameters for unifoiin field prediction are presented. The 
field at the receiver is given by
(5.20)
where:
on
(5.21)
and
(5.22)
The factor dE^tdn is the directional derivative of the field that is incident to obstacle-2. 
Depending on the shape of the diffracting object, the diffiaction coefficients in (5.20) should be 
replaced by those presented in the previous section. Careful consideration is required for the 
computation of the term dD^^^idq) when non-perfectly conducting wedges are present. From
(5.6), it can be observed that the reflection coefficients Ro and R„ are a function of 9  and 9 ' 
respectively. Thus a derivative with respect to angle 9  will result to a different solution with the 
one for the case of 9 '. In (5.20), the diffraction coefficient is computed with respect to (5.16) 
whereas the coefficient Dq2 s and D m  with regard to (5.17). For each of the diffiaction coefficients 
in (5.20), the conesponding distance parameter from (5.18) and (5.19) should be used. For L 0 1 2  
used in Doi2 , the direct field fiom the tiansmitter to obstacle 2  {EqI) and the incident field from 
tiansmitter to obstacle 1 {Eoj) are used. In a similar way, for the computation of Lqj3  the field Eos 
and Eoi is used whereas for Loss the field Eos and E 0 2  is used. For the computation of the distance 
parameter the fields Ejj and Ej2  are used and are computed according to (5.22). Similar 
procedure is followed for Lsjss of ds}2 s (5.20). It should be noted that for the case of a cascade of
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knife-edges, the fields Eoh Eos and E 1 2  depend only on the position of the tiansmitter and the 
edges and not the receiver location. This is not time for the case of a cylindrical structure, where 
the diffraction and reflection points vaiy with tlie receiver position thus, the distances and the 
diffraction angles are also modified accordingly. In addition, a shadow test should be performed 
for each receiver position so as to determine which rays contribute to the received field. For 
instance, when the receiver is placed above the lit region in Figure 5.3, the ray contiibution of Lq2 s 
should not be considered since a reflection path between the transmitter and the receiver will 
require a reflection point on the suiface of the Cylinder-2 that is shadowed from Wegde-1. Note 
that this will not be time in the case of a cylinder followed by a wedge. For a cascade of more 
obstacles, the derivative of the slope diffraction coefficients can be calculated using the 
formulations presented above. The general field expression for a cascade of #  obstacles is [156]
where is the total field at object i'/and the term EM-iDM-i(a) is analyzed for all the components 
of the field at object N~1 since the diffiaction coefficient could possess different values for 
different rays. The field term EabsentN-i is the field resulted without takmg into account the object 
N-L
5.2.4 Measurements Setup
A measurement campaign within an anechoic environment is performed for the validation 
of the newly developed radio wave propagation teclinique. Since there is no existing algorithm for 
predictions over a cascade of multi shaped canonical obstimctions, it is important to perform 
anechoic measmements in order to establish an appropriate validation of the theoretical results. 
Different geometrical arrangements of a cascade of multi shape obstacles were measured in an 
anechoic environment within the Centre of Communications and Systems Research (CCSR) at the 
University of SuiTey as shown in Figuim 5.4. The transmitter was a Hewlet-Packard microwave 
generator. The operation frequency dui'ing the measmements was set at 29GHz. The generator 
connected to tlie transmit horn through a precision microwave cable. The receiver was a 
Rohde&S chwarz spectrum analyser and it was connected to the receive horn antenna through a 
precision microwave cable. The horn antennas were vertically polarised. Measmements were 
performed for the case of two and tlnee cascaded obstacles. The scenario of a cylinder-cylinder, 
cylinder-knife edge and cylinder-wedge was examined for the two cascaded obstacles whereas for 
the three cascaded obstacles the cylinder-cylinder-cylinder and cylinder-knife edge-wedge were 
measured.
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F igure 5.4. Measurement setup in the anechoic chamber of CCSR.
The canonical shapes were constructed within a mechanical laboratory of the University of Surrey 
from aluminium material representing perfectly conducting surfaces. The size of the obstacles and 
the geometrical arrangement of the scenario were carefully chosen in such a way so as to exclude 
the multipath propagation around the obstacles. This was achieved by computing the width of the 
obstacles greater than the first Fresnel zone of the scenario. In addition, all the main lobe of the 
antennas should cover an area that is smaller than the width of the obstacle so as to minimize the 
mutipaths around the obstacle. The antenna boresight was always pointed to the diffracting 
obstacle in order to minimize the effects of the antenna pattern to the final predictions. Far field 
measurements were achieved by considering the frequency of operation and the antenna size. 
Great attention should also be on the minimization of any other possible mutipaths within the 
chamber. A set of three measurements were taken for each cascaded scenario and the final result 
was the mean value of the three different samples. This was done so as to reduce the risk of errors 
within the measurements. Measurements samples were taken at a step of 2.5cm.
5.2.5 Simulation Results and Comparisons
This section of the thesis presents some simulation results of the multi-shaped UTD 
algorithm. The extreme case of grazing incidence is mainly investigated since it is the most 
challenging scenario for field predictions. The effect of the slope field and the continuity 
equations is also of major importance for this case. The proposed model is compared with 
measurements taken in an anechoic chamber for different geometrical arrangements of the 
cascaded obstacles. The first comparison concerns the case of a cascade of two grazing placed 
objects (cylinder-cylinder, cylinder-knife edge and cylinder-wedge) shown in Figure 5.5. The 
accuracy of the algorithm is clear and the results are uniform. The second experimental validation
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cylinder-lmife edge-wedge) as shown in Figure 5.6. The accuracy of the proposed model and the 
uniforai field predictions can be observed.
The use of different canonical shapes and the different geometrical arrangement of these 
shapes in the cascaded scenario of the obstractions can lead to totally different field predictions. 
This can be confirmed according to the simulation results presented in Figme 5.7. It can be 
noticed that the employment of multi-shaped obstacles can lead to more accurate results compared 
to single-shaped canonical objects. The differences are more obvious in the deep shadow region 
as shown in Figure 5.7 where a cascade of three arbitraiy placed objects is investigated. The 
second obstacle can vaiy in height and both perfectly conducting and impedance surfaces are 
investigated. Another simulation is presented in Figure 5,8 where three arbitrary placed objects 
are investigated. The receiver moves in the vertical direction and the results are compared for 
three different combinations of the cascaded obstacles. Firstly, a cascade of cylinder-knife edge- 
wedge is investigated and this is followed by the case of a wedge-cylinder-lcnife edge and knife 
edge-wedge-cylinder setup. The diffiaction pattern is different for each case. These remarks 
confimi that the radio engineer needs to make a careful selection of the appropriate canonical 
shape when real terrain is modeled.
Cylin^er-Cylinder Case- 1 0
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Figure 5.5. UTD model for a cascade o f two collinear perfectly conducting obstacles. A Cylinder- 
CyUnder case, a Cylinder-Wedge case and Cylinder-Knife Edge case is investigated. The lines indicate the 
model whereas the symbols indicate the measurements. Frequency is 29 GHz with vertical polarization. The 
Cylinder has a radius o f  30cm and the Wedge an internal angle o f  90 degrees.
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Figure 5.6. UTD model for a cascade of tlnee perfectly conducting collinear obstacles. A Cylinder- 
Cylinder-Cylinder case and a Cylinder-Knife Edge-Wedge case is investigated. The lines indicate the model 
whereas the symbols indicate the measurements. Frequency is 29GHz with vertical polarization. The 
Cylinder has a radius of 30cm and the Wedge an internal angle of 90 degrees.
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Figure 5.7. UTD model for a cascade of tliree obstacles where the second one has a variable height. 
Vertical polarization is investigated for perfectly conducting and impedance surface with 8r=10 and 
a=0.012S/m. Cylinder has a radius of 30m and wedge has internal angle 90 degrees. Frequency is 2GHz.
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Figure 5.8. UTD model for a cascade of three arbitrarily placed obstacles. Vertical polarization is 
investigated for impedance surfaces with 8r=10 and o=0.012S/m. Frequency is 2GHz.
5.3 Propagation Modelling over irregular Terrain
The propagation over irregular terrain is a research area with various applications. The 
output of the developed models concerning such areas is mainly used for broadcasting VHF/UHF 
field predictions, mobile systems and RADAR. Different radio wave techniques are used which 
are described in Chapter 2. In this section of the report, an introduction of some already existing 
propagation models and tools over irregular terrain is presented and emphasis is given on the 
novelty of the propagation modelling technique developed for the purpose of this thesis.
In [17; 196] the propagation of VHP is investigated. The propagation model is based on the 
integral diffraction theory. Some useful terrain modelling techniques are also presented 
concerning the alignment of knife edges and wedges to the terrain irregularities. A more detailed 
investigation of the VHF/UHF channel is presented in [197; 198]. The main task of a ray solution 
is to model the irregular terrain in terms of canonical shapes and perform the ray electromagnetic 
technique to predict the field variations. There are different approaches in the literature and the 
most common used is to model the terrain irregularities in terms of knife edges. A comparison of 
different knife edge solutions is presented in [199] and applied for VHF prediction over 
mountains. The wedge shape investigation is given in [192;194;200]. The importance of the 
accurate wedge shape modelling is also presented. The modelling of irregular terrain with
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cylindrical shapes is examined in [193;201]. A variety of electromagnetic solutions for iiTegular 
tenain can be found in [33;39;202;203]. Integrated propagation tools for field predictions over 
mountainous or urban areas that employ ray electiomagnetic techniques are found in [204-208]. A 
comparison between different inegular terrain propagation models is developed in [209].
The application of propagation models over irregular tenain is also on RADAR systems. 
Various models have been published in the literature that utilises diffraction theory. In [210] a 
computer program for low altitude Radar propagation is presented capable for accurate prediction 
over mountainous areas. A different approach is given in [44] where the parabolic equation 
technique is used to investigate the effect of lateral propagation to the low altitude Radar systems. 
A ray solution in terms of GTD is given in [211;212] where the authors mechanically applied the 
known UTD diffraction coefficients to investigate the propagation of Radar over irregular tenain. 
In the following part of the thesis, a propagation model and tool is presented that utilises the 
Multi-Shape UTD theory that is presented in the previous section of the chapter and employs best 
fitted canonical shapes to the tenain irregularities [156; 195]. It is shown that the perfoimance of 
this unifoiiii algoritlun is superior in terms of computation time and accuracy if  compared with 
other theories. Since it is a ray based algoritlun based on a generic format, its applicability covers 
the area of network planning, VHF/UHF systems and RADAR.
5.4 Digital Terrain Elevation Databases
The development of Digital Terrain Elevation Model databases (DTEM) has proved to be 
of great importance to the telecommunication industiy. The databases were first developed for 
civil engineering and earth sciences purposes but extended their applicability to other research 
areas too. The DTEM is a database that contains information about the height and the morphology 
of the terrain. DTEM’s are usually found in two foims-vector format and grid format. Vector 
based DTEM are a set of vectors describing the elevation contours and they mainly produced by 
digitized versions of topographic maps. For irregular teiTain propagation modelling purposes, 
vector databases are not usually preferred since they have non uniform density of the vector data. 
Vector database are mainly used for urban and indoor propagation modelling. Grid format DTEM 
is mainly used for irregular terrain modelling since it is simple to relate geographic position to the 
location of the data point in tlie database. Grid formats actually assign a height Z to each 
coordinates X  and Y  of the area under investigation. The output of the DTEM is a collection of 
points (X,Y,Z). The morphological information of the terrain is included in the clutter analysis 
which is based on the 14 clutter classes proposed by the GEC-Marconi. An example of a DTEM 
with its clutter information is presented in Figure 5.9.
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Figure 5.9. Surface plot o f  a DTEM with clutter information. The different colours correspond to
different types o f  environment.
The terrain clutter gives information about the constitutive parameters of the terrain according to 
the type of environment. The generation of such databases varies and different approaches have 
been used over the past years [213].
The databases have different resolutions according to the type of the environment. For flat 
areas a less detailed resolution is required. This is in contrast to the case of a mountainous area 
where a high resolution database is required to accurately represent the complex terrain 
irregularities [214]. The most common resolutions collected by the OS are 500m and 50m 
according to the type of environment. Sometimes, the terrain resolution is not acceptable and 
interpolation methods are used. The interpolation methods are also used for extracting terrain 
profiles from a DTEM. The types of the used interpolation schemes are presented in [213;215- 
218].
5.5 Extraction of Terrain Profiles
The majority of propagation models consider the propagation in the vertical plane between 
the transmitter and the receiver named as the great circle path. Therefore the 2D propagation 
problem is considered. It is important to accurately extract the great circle path, or else the terrain 
profile, since it is the basis of the electromagnetic wave propagation algorithm. It is obvious that
124
Chapter 5. Multi Shape UTD Model and Application to Irregular Terrain Propagation
_____________________________________________________________________ Modeling
any error in the extraction of the terrain profile will result to accumulative errors in the final 
predictions. It is found that an error of lOmeters in the database result approximately to a 2dB 
error in the final predictions [217].
The great circle path is computed by considering the X, Y directions of the terrain database. 
Given the transmitter and the receiver location (Xt.Yt)  and (Xr,Yr)  respectively, the connecting 
line of these points is assumed as the great circle path (Figure 5.10). Assuming that the DTEM is 
a matrix of NxM  elements spaced by dx and dy the X  axis is then extended to idx where 
i= l,2,3...N  and the Y axis to jdy  where j= l,2,3....M . The great circle path for mobile and short 
range communications is assumed a straight line but for long range communication systems it can 
be curved. In cases where the atmosphere presents variations or the distances between the 
transmitter and the receiver are large then the earth bulge should also be takes into account similar 
to the algorithm presented in Chapter 2.5. The great circle path does not always pass over the 
database grid points as shown in Figure 5.10, and an interpolation technique should be used to 
account for the accurate extraction of the terrain profile. The task is to compute the terrain profile 
according to the interpolated values of the grid points that exist in the near vicinity to the great 
circle path.
jd y G  ^ -------
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DTEM grid points
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Figure 5.10. Extraction o f terrain profile from DTEM.
In the majority of time, the field predictions concern a large number of receiving points and 
so the process of the extraction of the terrain profile from the DTEM is a repetitive task. It is 
important that the preferred interpolation scheme do not cause a great increase in the computation 
time of the algorithm. There is a trade off between computation demands and accuracy in the
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available interpolation schemes. The most commonly used techniques for extracting terrain 
profiles from DTEM are presented in [214]. Fitting canonical shapes to the terrain irregularities 
requires a continuous height function that will represent the terrain profile. In computer graphics 
the cubic B-spline functions are used for approximations of continuous functions. The use of 
cubic interpolation schemes for irregular terrain propagation modeling purposes has shown a good 
performance in terms of accuracy and computation efficiency [193]. The output of the 
interpolation algorithm is a terrain profile that has continuous first and second derivatives and the 
interpolated terrain height is given by
h{u) = z{x ,y) (5.24)
where u = yJ^x-Xj-Ÿ +(y~ y r Ÿ  • example is presented in Figure 5.11. The transmitter is the
black spot on the DTEM whereas the receiver is symbolized as a white spot. According to the 
position of the transmitter and the receiver, the great circle path passes over different grid points 
of the DTEM and produces different terrain profiles. The colors on the DTEM represent the 
terrain heights as shown in the corresponding colorbar.
500 Tcirain Profile
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Figure 5.11. (a) Great circle path of DTEM, (b) Terrain profile.
The extraction of the terrain profile from the DTEM database is represented by the paired
variable (w/,/j,) in a discretised form where d  is the data resolution
Wj. =  + dyU^ =  0,h- =  h{Uj) (5.25)
and i=l ,2, . . . ,L  with L representing the total number of points that constitute the terrain profile. In 
that way, the transmitter is always placed at uo~0  and the receiver is at UL=(L-l)-d.  The 
manipulation of the terrain profile concerns the processing of the variables {Ui,hl) in such a way to 
optimally describe the terrain profile to the needs of the propagation algorithm.
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5.6 Terrain Profile M anipulation
The extiaction of the terrain profile from the grid point database is the first step for the 
realization of irregular terrain propagation modeling. The next step is the manipulation of the 
terrain profile to fit the needs of the propagation model. As discussed earlier, different 
propagation models exist that employs various approximations. For example, the case of a knife 
edge diffraction model results to the necessity to fit knife edges to the different terrain 
irregularities. For the purpose of oui’ algorithm, a multi-shape tenain fit algoritlim is developed in 
order to fit the requirements of the multi-shape UTD solution presented previously. The 
manipulation of the tenain profile consists of various steps that are described in detail in the 
following paragraphs.
5.6.1 Clearance Criterion
According to tlie receiver position, the propagation path can be classified as Line of Sight 
(LOS) or Non Line of Sight (NLOS). For LOS condition the free space loss fonnulation of the 
field is used whereas for NLOS condition the propagation loss due to multipaths and diffraction is 
computed. The clearance criterion is the condition where we distinguish between LOS and NLOS 
situations. As mentioned in Chapter 2, the Fresnel zone gives information if a path can be 
considered obsti’ucted or not. It was found that if half the first Fresnel zone is clear then the 
propagation path can be considered unobstructed. Obstacles within the first Fresnel zone produce 
in phase diffraction contributions and obstacles outside the first Fresnel do not affect tlie received 
signal strength. According to the transmitter and receiver position the Fresnel zone is given by:
(5.26)
where dj is the distance away from the transmitter and d  is the distance between the transmitter 
and the receiver and X is the wavelength. The cases of unobstructed and obstructed propagation 
paths are shown in Figuie 5.12. For the case of the unobstructed path, the path loss is modeled as 
free space resulting to no need for fui’ther propagation modeling. The case of the obstructed path 
is different and there is the need to include multipath propagation modeling. Refening to Figure 
5.12b, the situation that the Fresnel zone is obstructed but there is still LOS between the 
transmitter and tlie receiver yields to a reflected ray from the obstruction. This causes distortion to 
the propagating signal. The situation tliat the Fresnel zone is obstructed and there is NLOS 
condition between the transmitter and the receiver results to diffracted field contributions. A 
symbolic code approach for wedge diffraction that considers the Fresnel zones is presented in 
[190].
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F igure 5.12. (a) Unobstructed propagation path, (b) Obstructed propagation path.
5.6.2 Obstacle Detection and Categorization
In most cases the propagation path is obstructed by terrain features. The milestone is to 
compute the most important part of the whole terrain profile that will cause the main obstruction 
loss. In that way a data compression is achieved since it is not necessary to account with the 
whole terrain profile but only with the most important parts of it. Fresnel zone concept is used to 
detect and categorize the obstacles. According to the position of the obstacles within the Fresnel 
zones they are categorized as main or geodesic obstacles and subpath obstacles. The main 
obstacles are determined by the “stretched string” technique and the Fresnel zone obstruction 
theory as in [17; 193]. Following the “stretched string” technique, the main obstacle is the one that 
obstructs the propagation path and it is named as geodesic.
Stretched String Stretched String Geodesic Obstacle
<  40<  40 ibpath Obstac]<
RxTerrain Profile
2000 6000 100004000 0 40000 2000
Distance (m) Distance (m)
(a) (b)
Figure 5.13. (a) Stercthed sting technique, (b) Geodesic and subpath obstacles
This technique involves the attachment of a string at the phase centre of the transmitter which is 
pulled tight over the terrain profile until it reaches the phase centre of the receiver (Figure 5.13).
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The propagation path predicted in that way follows tlie Fermat’s principle since it is the shortest 
propagation path of the scenario. The points of intersection of the stretched string to the terrain 
profile are called geodesic points. The determination of the geodesic points can be easily extracted 
fi om the terrain profile. Let g,- symbolise the index of the discrete tenain profile of the f '  geodesic 
point and so the geodesic points can be represented as {Ugi,hgi). The next geodesic point g;+/ is the 
point that makes the maximum angle between the line segment joining the previous geodesic 
point with the horizontal line. Therefore, the gj+j geodesic point, corresponds to the value of i of 
the tenain profile, where the geodesic tangent tan(g) is a maximum resulting to the following 
mathematical expression
tan(g) = ,i = g j + l , g , + 2 .....L  (5.27)
It should be mentioned that the first geodesic point is always assumed to be the transmitter, and so 
g i-0  and the last geodesic point is the receiver, go-L  where G is the total number of the geodesic 
points. In order to identify the geodesic obstacle, the Fresnel zones of the propagating scenario are 
computed. Since the Fresnel zone computation requires a transmitting and receiving point to be 
determined, the geodesic points are used as virtual transmitters and receivers for this purpose. 
Starting from the real transmitter, the Fresnel zone is computed assuming that the first geodesic 
point is the virtual receiver. Then the last geodesic point is assumed as the virtual transmitter and 
the Fresnel zone is constructed till the real receiver side is reached. This procedure is followed if 
more than one geodesic obstacles are detected. An example is presented in Figure 5.13b. The 
points that are included in the Fresnel zones and are adjacent to the geodesic points are also parts 
of the geodesic obstacle. Therefore, the geodesic obstacles are the collection of the geodesic 
points and the points within the Fresnel zone that are adjacent to them. Having computed the 
geodesic obstacles of the scenario, the next step is to determine tlie subpath obstacles of the 
terrain profile. These are the points of the tenain that are included within the Fresnel zones and 
are situated between geodesic obstacles. All parts of the tenain profile that are peneti ated inside 
the Fresnel zones are assumed as significant subpath obstacles. Example of the subpath obstacles 
is presented in Figure 5.13b. The output of this proceduie is the suppression of the real terrain 
profile to a set of obstacles that are most affecting the propagation between the two ends. This is 
shown in Figure 5.14, The most important terrain featmes will affect the propagation of the 
electromagnetic waves since they penetrate within the first 60% of the Fresnel zones. The 
geodesic obstacles play the most important role to the wave propagation since they intercept the 
propagation path and cause NLOS condition. Sometimes the subpath obstacles cause a great 
interference to the propagating waves, especially when they lie near the transmitter or the receiver 
side [193].
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Figure 5.14. (a) Propagation scenario, (b) Main teixain obstacles.
Algorithms for iiTcgular teiTain modeling by a cascade of wedges are presented in 
[190;191;219]. The algorithm of [191] presents similarities with the stretched string technique and 
the modeling approach used in this thesis. Considering the algoritlim in [191] where the phase 
map of the path profile is investigated, the geodesic obstacle is the one that presents a major 
minimum in the phase map and it is also the one that will cause the main variations in the received 
field. The subpath obstacles computed by tlie stretched string teclinique will be regions in the 
phase map where significant minimums can be observed. It is obvious that the two algorithms 
produce similar results by approaching the problem from different directions.
For small frequencies and paiticular terrain variations such as small cliffs, the second 
derivative can change signs within a Fresnel zone. In this case, the obstacle within the Fresnel 
zone will change horn convex to concave. Similar to [17;191] the final obstacle will be the region 
where the second derivative remains negative thus selecting the convex part of the obstacle and 
neglecting the concave part. In case the object changes from convex to concave and then back to 
convex, it should be separated into two paits and the same procedure should be followed for the 
two parts. The major obstacle is then selected according of the Fresnel v factor whereas the other 
obstacle is ignored. Since the two objects lie very near with each other, this process is not 
expected to affect the accuracy of the model. The Fresnel v factor is also used for the obstacle 
classification that is presented in the following paragraph.
5.6.3 Obstacle Classification
Once the obstacles have been detected and categorised as geodesic or subpath obstacles, the 
next step is to decide on the main objects that will be considered in the propagation study. This 
can be achieved by using the Fresnel v factor which must be calculated for each obstacle 
separately. Their classification is performed according the loss they induce to the propagation of
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the electromagnetic wave. In the simple case of an isolated knife edge obstacle, there is a rigorous 
solution to the problem of loss calculation. The loss is related to the Fresnel diffraction loss 
parameter v, which is related to the Fresnel zone clearance. The Fresnel v factor is computed 
according to equation (2.8) of Chapter 2.4. The parameter is positive when the obstacle obstmcts 
the line of site between the tiansmitter and the receiver and it is negative when the line of site is 
clear but the obstacle penetrates into the Fresnel zone. It was shown that the greater the value of 
the parameter v is, the more the electromagnetic wave is obstmcted by the knife edge. Referring
to Figuie 2.5a, The Fresnel zone clearance is the ratio A  and can be expressed with respect to the 
parameter v
v = — (5. 28) 
C
where n is the number of the Fresnel zone. The minimum value of the v parameter is for the first 
Fresel zone when A = _o . 6  and tlie parameter takes the value of v=-0.55.The electromagnetic
wave is practically considered unobstructed for that case. Above this value, the attenuation 
increases monotonically.
Since the Fresnel parameter is computed for knife edges and not for obstacles with finite 
dimensions, it is important to find a way to compute the Fresnel v factor for the teiTain obstacles 
found by employing the stretched string technique. This is achieved by assuming that each 
discrete value of the detected obstacle (iij, hj) constitutes an isolated knife edge. The Fresnel v 
factor is then computed for all these points of the detected obstacle and the value that will 
represent the obstacle’s v parameter is the greatest found value. In similar way to the Fresnel zone 
computation, the computation of the Fresnel v parameter requires a transmitter and receiver 
position. Again the concept of the virtual transmitter and receiver is used to determine these 
parameters. Since the electiomagnetic waves impinges of the first geodesic point of the geodesic 
obstacle and are relaunched from the last geodesic point of the geodesic obstacle, it can be 
thought as passive element in the propagation process. The first geodesic point is assumed as the 
virtual receiver whereas the last geodesic point acts as a virtual transmitter. Therefore, the 
computation of the Fresnel v parameter of the subpath obstacles that lie in between the geodesic 
obstacles the transmitter is assumed to the be the last geodesic point of the obstacle that lies on the 
real transmitter side, whereas the virtual receiver is the assumed as the first geodesic point of the 
obstacle that lies on the real receiver side. For the computation of the Fresnel v factor of a 
geodesic obstacle a similar procedure is followed. The classification of the obstacles according to 
their Fresnel v factor is important and can influence the CPU demands of an electromagnetic
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code. The computation of the diffraction losses is a time consuming task and it is vital for an 
engineer to try to minimize the required number of diffractions that are considered. If  an engineer 
requires a further reduction to the used detected teiTain features than the one achieved by the 
Fresnel zone concept and the stretched string technique mentioned earlier, then the Fresnel v 
parameter is used. The last step of the terrain modeling algorithm is the optimum terrain fit of a 
canonical shape to the found tenain iiTcgularity.
5.6.4 Obstacle Fitting
This is the last part of the tenain modelling algoritlim. The main tenain features that cause 
signal distortion have been detected and the task now is to model them as a cascade of canonical 
shapes and use the multi-shape UTD solution to predict the path losses of the link. Therefore the 
obstacles shown in Figure 5.14b, must be modelled as a cascade of cylinders and wedges and in 
the extreme case as knife edges. The obstacles are processed for tlie best possible alignment in the 
path profile. In om* study, this implies fitting a cylinder or a wedge for subsequent use by the 
multi-shaped model [156;195]. Following various approaches, it was found that the best results 
were achieved by employing a correlation coefficient study with respect to the original obstacle. 
For the cylindrical fit, the points of the detected obstacle are assumed to lie on a circle but with 
added noise which represents the roughness of the tenain. The best-fit circle to these points is 
found with regard to the minimization of the smn of the squared radial deviation. As an example, 
we can consider the points in Figure 5.15 which are presented as circular points. Each of these 
points will diverge fiom the optimum circle with a different value. The minimization of these 
values will result to the optimum-fit circle to these points (minimization algorithms can be found 
in [91]).
Once the cylindrical fit is performed, the model calculates the best-fit wedge to the given 
points. This is done similar to [17] where once the highest point of the obstacle has been found, 
the o J a ce  and the n J a c e  of the wedge are then fitted according to the least square teclinique for 
both sides of the wedge. Therefore, each section of the obstacle is fitted by straight line and the 
intersection point of the lines defines the coordinates of the wedge top. The intersection angle 
defines the wedge internal angle. The knife edge canonical shape is only used for situations that 
only one point constitutes tlie obstacle and a further modelling by cylinders or wedges is 
impossible. The final stage is to deteimine whetlier the obstacle will be best represented as a 
cylinder or as a wedge. This is done by considering the conelation between the original tenain 
obstacle and the fitted cylinder and wedge. The canonical shape that will show a greater 
conelation to the original obstacle is assumed to represent the tenain inegularity [156].
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Figure 5.15. Wedge and Cylinder fit to the terrain profile.
The correlation is computed by discretising the modelled cylinder or wedge at same intervals as 
the original detected obstacle. In this way both the terrain feature and the modelled canonical 
shape are represent by vectors of dimension [IxL] where L is the number of points of the obstacle. 
The correlation is found according to
r = (5.29)
where A^n and B^n are the vectors of size mxn of the original and fitted obstacles, and A^B  
symbolise the mean values.
The main advantage of the proposed algorithm is an optimum fitted terrain modelling by 
canonical shapes and at the same time achieving a great data suppression of the terrain profile. 
Instead of using a great number of discrete terrain pairs of (uj, z )  the algorithm stores only the 
coordinates of the position of the canonical shapes and the values of their internal wedge angle or 
radius of curvature. The overall terrain modelling procedure is presented in Figure 5.16. 
According to the transmitter and the receiver position, the Fresnel zones are computed and the 
stretched string technique is applied. The geodesic obstacle and the subpath obstacles are then 
computed. Referring to Figure 5.16 the geodesic obstacle is obstacle 4 and consists of the points 
between 7100-8100m away from the transmitter. The subpath obstacles are obstacle 1-3 and 
obstacle 5.
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Figure 5.16. The proposed algorithm for terrain modeling with multi-shaped canonical shapes. The 
three more important objects are modeled for a given transmitter and receiver location.
Each of the obstacles is a collection of points represented as («,„ Zy,) where j  symbolises the 
number of the obstacle and i is the number of the points of each obstacle. The three most 
important terrain features are modelled according to their Fresnel v factor. It is obvious that 
obstacle 1, obstacle 2 and obstacle 4 penetrate most into the Fresnel zones.
5.7 Simulation Results
Numerous simulations are performed in order to validate the predictions of the novel 
irregular terrain propagation model. In the majority of cases the irregular terrain is modelled as a 
cascade of cylinders and wedges. The predicted radius of the cylinders is usually of the order of 
hundred meters or even kilometres. Prior to the presentation of the results obtained for irregular 
terrain propagation prediction by means of the multi-shape UTD we will examine the case of a 
large cylinder hill obstructing the propagation between two ends. The UTD solution can be 
compared with the Fresnel-Kirchhoff results obtained in [41] and Figure 5.17 show that the UTD 
theory performs well even for the case of very large cylinders with impedance boundaries .
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Figure 5,17. Attenuation due to hill placed at 5Kin away from the transmitter. The used frequency is 
lOOMHz and the constitutive parameters are assumed sr=30 and o=0.01S/m (wet groimd). Comparison with
Figure 10 of [41].
The first comparison test coiTesponds to irregular tenain propagation in different areas of 
Denmark Four different tenain profiles are examined for two different sets of frequencies. The 
first measiued fr equency is at 1.9 GHz and the second is at 970MHz. In all cases, an average 
groimd peiinittivity and conductivity of Sr=10 and a=0.012S/m was applied as suggested in [7]. 
The receiver is allowed to move along the path profile with a height of 2.4m above the ground 
whereas the tiansmitter has a height of 10.4m above local ground. The results ofFigm e 5.18 show 
that the proposed multi-shape UTD solution gives similar results with the single-shaped UTD for 
receiver positions between 0-7.5km away from the transmitter. This is because the tenain profile 
up to this point is best fitted by cylindrical shape. After the 7.5km the two solutions differ 
significantly due to the presence of the hill (or Obstacle 4 of Figur e 5.16). The best fit of this hill 
is a wedge and it can be observed that better results are obtained witli the multi-shaped solution. 
Similar observations can be made in Figuie 5.19 where the best fitted multi-shape UTD is 
compared with the case where only wedges are assumed for the tenain modeling. Again, for 
receiver placed between 0-61on away fr om the tiansmitter, the two graphs are almost the same 
since the tenain profile presents some shaip changes resulting to better wedge fit. For distances 
greater than 6 km, the hill is better modeled by a cylinder since the tenain profile at this point is 
slowly vaiying and the multi-shape UTD solution gives better results. In Figure 5.20, the multi­
shape UTD solution is also compared against the knife-edge representation where the difference
 ^ The author’s would like to thank Prof. B. Andersen from Aalborg University for supplying the 
available measured data.
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in performance is even more obvious. Finally, in Figure 5.21 there is another comparison between 
the multi-shape UTD solution and the measurements around the Mjels area.
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Figure 5.18. Comparison between the proposed multi-shape UTD, the UTD solution for only 
cylinder fit and the measurements for a given terrain profile (Hjorring) at 1.9 GHz Vertical polarized.
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Figure 5.19. Comparison between the proposed multi-shape UTD, the UTD solution for only wedge 
fit and the measurements for a given terrain profile (Hadsund) at 1.9 GHz Vertical polarized.
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Figure 5.20. Comparison between the proposed multi-shape UTD, the UTD solution for only knife 
edge fit and the measurements for a given terrain profile (Jerslev) at 1.9 GHz Vertical polarized.
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Figure 5.21. Comparison between the proposed multi-shape UTD, and the measurements for a given 
terrain profile (Mjels) at 1.9 GHz Vertical polarized.
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Table 5.1 presents a further comparison of the multi-shape UTD concerning the obtained 
error data for the frequency range of 1.9GHz.
Hjorring 3.25 -0.52 4
Hadsund 4 -0.4 5
Jerslev 2 . 6 8 - 1 . 1 2 5.4
Mjels 3.47 -0 . 8 5.5
Table 5.1. Comparison data o f multi-shape UTD with measurements for 1.9GHz.
The same simulation results were performed for a carrier frequency of 970MHz. These are 
presented in the following figures. Figure 5.22 presents the comparison of the multi-shape UTD 
against the measured values for the Hjorring terrain profile. Similarly, Figure 5.23, Figure 5.24 
and Figure 5.25 present the comparison of the multi-shape UTD algorithm against the areas of 
Hadsund, Jerslev and Mjels respectively. There is a good fit between the predicted and the 
measured values for this frequency similar to the case of 1.9GHz. It must be mentioned that the 
needed computation time for each of the simulation result was in the order of tens of seconds.
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Figure 5.22. Comparison between the proposed multi-shape UTD and the measurements for a given 
terrain profile (Hjorring) at 970 MHz Vertical polarized
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Figure 5.23. Comparison between the proposed multi-shape UTD and the measurements for a given 
terrain profile (Hadsund) at 970 MHz Vertical polarized
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Figure 5.24. Comparison between the proposed multi-shape UTD and the measurements for a given 
terrain profile (Jerslev) at 970 MHz Vertical polarized.
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Figure 5.25. Comparison between the proposed multi-shape UTD, and the measurements for a given 
terrain profile (Mjels) at 970 MHz Vertical polarized.
From the above figures it can be concluded that the fit between the measurements and the 
predicted multi-shape UTD results is very good for all the examined terrain profiles and both 
frequency ranges of 1.9GHz and 970MHz.
5.7.1 Effect of Canonical shape and comparison with Parabolic Equations
A further investigation concerning the performance of the multi-shape UTD algorithm is 
presented in this part of the chapter. The previous examined terrain profiles are compared for 
different kind of terrain modelling. The case of modelling by single shaped canonical shapes such 
as only knife edges, only cylinders or only wedges is compared to the multi-shape approach and 
the parabolic equation solution (as presented in Chapter 2) for each terrain profile separately. This 
is performed in order to observe the importance of the optimum terrain fit to the final predictions. 
The following graphs add more confidence to the prediction observed at Figure 5.18-20. The used 
frequeney is 1.9GHz for the same terrain settings.
The first simulation result concerns the terrain profile of Hjorring. The Cummulative 
Density Function (CDF) of the different theoretical predictions and measurements are presented. 
The simulation results for the different terrain profiles are presented at Figure 5.26-27.
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Figure 5.26. CDF comparison for (a) Hjorringvej and (b) Hadsund terrain profile at 1.9GHz.
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Figure 5.27. CDF comparison for (a) Jerslev and (b) Mjels terrain profile at 1.9GHz
The simulation results show that the multi-shape UTD approach works in the optimum way for 
the examined environments. The superiority of the solution is obvious against the single shaped 
UTD approach and against the parabolic equation solution. Table 5.2 presents the obtained values 
of the mean error, mean absolute error and the standard deviation for each theoretical solution. 
The presented data proves the importance of the used canonical shape to the final predictions. The 
observation is that the multi-shape UTD solution gives the best results concerning the mean 
absolute error, the mean error and the standard deviation. Another observation is that the knife 
edge approach always gives a mean error that is a lot of decibels lower than the measured. This is 
expected since the knife edge shape cannot model the real terrain irregularities and result to 
overestimation of the predicted field.
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Hjorring
Multi-Shape 3.25 -0.52 4
Cylinders 3.44 0.61 4.2
Wedges 3.43 -1.13 4.4
Knife edges 7.12 -5.22 5.7
Parabolic equation 5.65 5 5.76
Hadsund
Multi-Shape 4 -0.4 5
Cylinders 5.53 - 1 . 2 5.98
Wedges 4.92 -1.32 5.9
Knife edges 7.68 -4.1 7.71
Parabolic equation 5.33 0.93 5.55
Jerslev
Multi-Shape 2 . 6 8 - 1 . 1 2 5.4
Cylinders 3.22 -0.61 5.7
Wedges 3.51 -0.94 5.9
Knife edges 7.02 -4.99 7.31
Parabolic equation 5.1 2 . 2 5
Mjels
Multi-Shape 3.47 -0 . 8 5.5
Cylinders 4.54 0.26 5.94
Wedges 4.95 -2.7 5.76
Knife edges 15.13 -12.97 8.54
Parabolic equation 3.9 -0.41 3.25
Table 5.2. Comparison data o f multi-shape UTD, single-shape UTD and parabolic equations with
measurements for 1,9GHz.
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The computation time needed for the UTD solution was always less than a minute and of 
the order of tens of seconds whereas tlie parabolic equation solution needed computation time of 
the order of minutes. Comparing the predicted results with the values obtained in [33] it can be 
observed that the mean absolute error and the standard deviation for the frequency ranges of 
970MHz and 1.9GHz is much lower for the multi-shape UTD algorithm. This is because the 
integral equations and the parabolic equations work better for lower fi'equencies. In the higher 
frequencies they are very CPU demanding and require a high resolution tenain data.
5.7.2 Effect of Data Resolution and Clutter information
An investigation concerning the data grid resolution and clutter infoiination is performed in 
this chapter, focusing on parameters that directly affect the planning of a system over inegular 
terrain. The network operators need to have an overall view of the behavioui' and the performance 
of the algorithm according to the available terrain data. Since the data grid size is usually a major 
influence to the electromagnetic wave propagation code, it is important to obseiwe the variation of 
the mean absolute eiTor and the standard deviation for various values of the tenain profile’s grid 
resolution. In addition, the clutter infoimation is not always available and average values are 
usually assumed to represent the tenain’s constitutive parameters, A vital contribution to the 
terrain planning is also to observe the influence of the used material settings to the obtained enor 
values.
The first compaiison tests concern the influence of the data grid size to the prediction 
results. The four different tenain profiles are tested for the frequency of 1.9GHz. The available 
data grid size is 50m for all cases. The cubic interpolation algorithm is used to increase or 
decrease the resolution data since it is proved to be the optimum method for inegular terrain 
applications [193]. For each scenario the predicted results were compared with the measured 
values. The comparisons are shown at Figure 5.28-29. The first comparison test is for the Hjoning 
tenain profile. The variation of the enor values according to the used gird size seems to be small. 
An increase o f the mean absolute enor and the standard deviation of the order of 1 dB is obseiwed 
by reducing the data grid size from 10m to 100m. This is an important obseiwation since it leads 
to the conclusion that the algorithm’s sensitivity is low. This is an important feature of the 
proposed solution especially for engineering applications where the available terrain data is not 
always in high resolution format. Implementing a full wave radio propagation technique such as 
the integral equation or the parabolic equation, the tenain data grid size should be analogous to 
the used frequency limited by the Nyquist sampling theorem. For the case of the multi-shape 
solution the grid size only depends on the geometiy of the scenario. For flat tenains a higher grid 
size is required whereas for hilly mountainous areas a smaller grid size is necessaiy. The same
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observations are made if one considers the comparisons tests for the other areas of Hadsund 
Jerslev and Mjels. For all cases the sensitivity of the multi-shape UTD solution according to the 
used gird resolution is small making the algorithm less vulnerable to errors produced from the 
terrain databases.
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Figure 5.28. Influence of resolution data to predicted field for (a) Hjorring and (b) Hadsund terrain
profiles at 1.9GHz.
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Figure 5.29. Influence of resolution data to predicted field for (a) Jerslev and (b) Mjels terrain
profiles at 1.9GHz.
The next comparison test concerns the sensitivity of the algorithm with the used material 
settings. The available clutter information is sometimes limited or an expensive manner and many 
DTEMs assume average constitutive parameter values. It is important to investigate how the final 
predictions are affected by adjusting the parameters of the material settings. The test is performed 
by adjusting the values of the permittivity (e^ ) and conductivity (a) and comparing the produced 
results with the measured data. The range of variation of the constitutive parameters was chosen 
to be around the values that are most commonly used. In the majority of cases an average ground 
is represented by Er=W and a=0.012S/m where a wet ground by Sr=^ 30 and a=0.01S/m. The used 
material range was chosen to be 10<8r<50 and 0.0001 <a<I so as to cover all possible types of 
terrains. The simulation results are presented in Figure 5.30-33.
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0^95-^  3.36
(a) (b)
Figure 5.30. Influence o f eonstitutive parameter to predieted field for the Hjorring area, (a) Mean 
absolute error (b) Standard deviation
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Figure 5.31. Influence of constitutive parameter to predicted field for the Handsund area, (a) Mean 
absolute error (b) Standard deviation
« 5 44UJ 2.65
[/) 2-75*.
(a) (b)
Figure 5.32. Influence of constitutive parameter to predicted field for the Jerslev area, (a) Mean 
absolute error (b) Standard deviation
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Figure 5.33. Influence o f constitutive parameter to predicted field for the Mjels area, (a) Mean 
absolute error (b) Standard deviation
The observation is that by varying the constitutive parameter, the predicted results present 
only minor variations. The obtained error value is of the order of 0.1-0.3 dB and it is safe to 
conclude that an average ground material setting is enough to produce accurate results. For the 
case of perfectly conducting surfaces, the situation is different. By assuming hard polarization 
case for perfectly conducting ground parameters, the obtained predictions are inaccurate if 
compared with the average ground material parameter. This is presented in Table 5.3 were 
simulation results are shown for the four different terrain profiles at the frequency of 1.9GHz for 
PEC surface. It is obvious that the predicted results presents inaccuracies if compared with the 
one presented on Table 5.1 that assumed an average ground material.
Hjorring 9.3 -7.62 6.45
Hadsund 9.37 -5.67 8 . 1 2
Jerslev 8.19 -6.3 7.46
Mjels 17.3 -16 11.46
Table 5.3. Comparison data of multi-shape UTD for PEC ground with measurements for 1.9GHz.
It is obvious that the error increased for several decibels by assuming a PEC ground. In addition, 
it can be observed that the mean error is always negative because the diffracted field from PEC 
surfaces and hard polarization is less attenuated than for impedance surfaces. This is because the 
creeping waves on the surface are relaunched from the surface without any losses. Similar 
observations were presented in Chapter 3 and Chapter 4.
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The veiy good fit of the predicted results with the measured values for all the examined 
teiTain profiles and for all the examined frequencies and the fact that the algoritluu is not 
influenced by data grid size and material settings makes it a strong propagation tool for networks 
planning pmposes. This is also supported fiom the fact that it is a ray solution and can give 
accurate results while keeping the CPU demands and the computation time to minimum values.
5.7.3 Advantages and Weaknesses of Multi-Shape UTD Algorithm
The presentation of the simulation results shows that the performance of tlie proposed 
multi-shape UTD irregular tenain propagation algorithm is more than acceptable. The predicted 
field was found to have a veiy good agreement with the measured data for the foui* examined 
scenarios and for the frequencies of 970MHz and 1.9GHz. The obtained mean absolute error and 
the standard deviation are always lower than the acceptable limit imposed by the engineers. It was 
also found that the predicted results were better than the one obtained from the integral equation 
presented in [33] and tlie parabolic equation. The main reason is that the full wave propagation 
modeling techniques work better for lower frequencies and are restricted by the Nyquist theorem 
for high frequencies. In addition, the proposed Multi-Shape UTD solution is superior in tenus of 
CPU demands and computation time if  compared with the full wave modeling solutions. The 
sensitivity of tlie algorithm according to the data grid size and the constitutive parameter is small 
making it a strong propagation tool for inegular tenain system planning. The use of multi-shape 
canonical shapes was also found to be important for all types of tenains. Another advantage of the 
multi-shape algorithm is that its fonuulation remains unchanged for all kind of environments 
whereas the full wave techniques require alternative solutions to cooperate with mountainous 
areas.
The weakness of the algorithm concerns the geometiy of the propagation scenario. For flat 
terrain it is not important to have a high resolution database. This is in contrast to the case of 
mountainous areas where a high resolution data is required. This is also a situation that is met in 
all the propagation models of the literatuie. In contrast to the full wave model the proposed 
algoritluu is weak for the case of flat terrains and small frequencies. This is because, the Fresnel 
zones of the scenario are large for such cases and the algoritluu cannot distinguish the important 
terrain featuies. But this is not met for the case of flat terrain and higher frequencies.
5.8 The Propagation Tool
The multi-shape UTD algorithm is integrated within a propagation tool capable for 
predictions over iiTegular teiTain. The constmction of the propagation tool is based on a generic
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approach and gives the opportunity to the user to define all the propagation settings. The first step 
is to define the DTEM or else the propagation scenario. The transmitter and the receiver position 
are also defined by the user with the appropriate constitutive parameters of the ground. The user 
has also the ability to define if the algorithm should work by means of multi-shape terrain 
modelling or by single shape canonical obstacles such as only cylinders, or wedges or knife edges. 
This gives the opportunity to observe the differences on the predicted field. The output of the 
propagation tool is the narrowband field predictions and the creation of the corresponding PDFs 
and CDFs so as to observe the statistics of the signal variations. From this it is then easy to extract 
the location variability and shadowing statistics, thing that are useful for mobile network 
planning. The propagation tool can also handle situations where more than one transmitter is 
placed in the propagation scenario and therefore create a map with the best server plot or 
interference map. The line of sight map can also be computed that includes all the receiver 
positions that are in LOS with the transmitter. There is also the choice to the user to consider the 
parabolic equation modelling technique and compare the Parabolic Equation predicted field 
variation with the UTD results. This can also work for educational purposes. Finally, the 
extraction of the terrain profile according to the transmitter and the receiver location is performed 
and it can also include a plot of the propagating rays. This is important for system planning 
purposes since the user should be able to observe the main obstructions and the propagating rays 
for a given link. The simulation results concern the predictions over random data of the hilly area 
Freienohl at Germany. The following paragraphs present the output of the propagation tool.
5.8.1 Line of Sight Paths
There are systems that require LOS condition between the two ends [220]. It is important to 
be able to compute the receiver locations of a DTEM that are in line of sight with the transmitter. 
The developed propagation tool can create such a map according to the transmitter and the 
receiver position.
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Figure 5.34. Terrain altitude map and LOS map.
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This task is not time consuming since there is no need to include any electromagnetic field 
computation. An example is presented in Figure 5.34. The red areas of the figure represent the 
receiver location where there is LOS with the transmitter whereas the blue areas represent the 
NLOS receiver locations. The results are plotted for a transmitter height of 20m above local 
ground and the receiver assumed as 2 m above ground.
5.8.2 Extraction of Path Profile and Ray Plot
For a given transmitter and receiver location the great circle path is extracted. Sometimes, it 
is of great importance to observe the main obstructions of the link and the nature of the 
propagating rays. The propagation tool creates such plots that can work as a base for a better 
understanding of the propagation mechanisms. Figure 5.35 presents a graphical output of the 
propagation tool. The propagating path on the DTEM is plotted at Figure 5.35a and the 
corresponding great circle path with the propagating rays is plotted at Figure 5.35b.
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Figure 5.35. (a) Propagation path on DTEM, (b) Nature o f  propagating rays.
For the given scenario it can be observed that multiple diffracted rays and diffracted 
reflected rays constitute the most important propagation mechanism for this environment.
5.8.3 Parabolic Equation Results and Comparisons
The parabolic equation algorithm is integrated within the developed propagation tool. The 
ability of the parabolic equation to predict the field in the whole vertical plane makes it an 
interesting tool mainly for RADAR systems. An example is given in Figure 5.36 where the terrain 
profile of Hjorring was used for vertical plane parabolic equation predictions similar to the 
comparison made in Chapter 5.7.1. In the present case a surface plot is given for the field points 
on the vertical plane. Another important use of the parabolic equation is for validation purposes in 
cases there are no measurement data. An example is given in Figure 5.37. For the given DTEM
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and the transmitter and receiver point the terrain profile is extracted. This profile is used for field 
predictions by means of the multi-shape UTD algorithm and the parabolic equation.
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Figure 5.36. Parabolic equation predictions for Hjorring at 1.9GHz.
The DTEM propagation path is given in Figure 5.37a and the comparison of the two 
modelling techniques at Figure 5.37b. The used frequency is 435MHz and the terrain parameters 
are unchanged. The transmitter height was assumed as 10.4m above local ground and the receiver 
is moving along the profile at a constant height of 2.4m above local ground.
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Figure 5.37. (a) Propagation path, (b) Comparison of Multi-Shape UTD and Parabolic equation 
technique for 435MHz carrier frequency.
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5.8.4 Vertical Predictions
Similar to the parabolic equation predictions, vertical field obsei-vations can be achieved by 
the multi-shape UTD algorithm. The propagation tool produces field predictions for a receiver 
moving vertically above ground. An example is given in Figure 5.38 where tlie receiver is allowed 
to move on the vertical axis at a constant distance away from the h'ansmitter. The predictions 
concern a canier frequency of 435MHz and hard case. The important observation is that the 
multi-shape UTD results are uniform for all receiving locations passing through different shadow 
boundaries of the scenario.
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Figure 5.38. Vertical predictions of Multi-Shape UTD algorithm for 435MHz.
5.8.5 Coverage Predictions
The final feature of the developed propagation tool concerns the coverage predictions for a 
given DTEM. This is the most challenging task since the DTEM is usually a large area. By 
employing full wave propagation techniques this would be impossible since there is a need to 
predict the field in a point to point manner. The full wave techniques require a large number of 
field point computation and makes it an impossible computational task for such areas. The ray 
solutions are mainly used for these purposes and the multi-shape UTD algorithm is expected to 
work in the optimum way for these scenarios. The transmitter is located to a fixed point and a 
given height and the receiver are assumed to be the whole points of the DTEM. An example of 
field coverage predictions are shown in Figme 5.39 and Figure 5.40 for two different transmitter 
locations. For both cases the used frequency is 2.27GHz for a transmitter height of 20m above
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local ground and receiver at 2m above local ground. This process can be followed for a large 
number of transmitters. The knowledge of the path loss for each transmitter location can produce 
the required interference maps and best server plots, parameters vital for the system planning.
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Figure 5.39. Coverage predietion for TXl at 2.27GHz.
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Figure 5.40. Coverage prediction for TX2 at 2.27GHz.
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F igure 5.41. Simplified Interference map for 2.27GHz.
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Figure 5.42. Simplified best server plot for 2.27GHz.
A simplified interference map is presented in Figure 5.41 where the interference source for 
TXl is assumed to be the TX2 and vice versa. As a result, a simplified best server plot is given in
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Figure 4.42 where the red area represents die best served area fiom TXl and the blue area the best 
served area from TX2.
5.9 Conlcusions
A multi-shape UTD solution was presented in this chapter. The solution was also integrated 
within a propagation tool for radio wave propagation predictions over irregular terrain. The multi­
shape UTD solution follows a generic foimulation and can accurately and uniformly compute the 
field variations for any kind of scenario that includes a cascade of multi-shaped canonical 
obstructions such as cylinders, wedges and knife edges. These shapes can describe the majority of 
physical obstructions that exist in the real propagation environment. The concept of slope 
diffraction and the continuity equations were used as a heuristic approach to enforce the field to 
be continuous around the shadow boundaries of the scenario. The final field formulation was 
presented as an iterative algorithm that can be easily incorporated-in a computer code. The 
extreme case of grazing placed obstacles was compared with measmements taken in an anechoic 
chamber and a veiy good agreement was found. In addition, it was shown that the observed 
diffiaction patterns for different geometrical anangements of the canonical shapes had great 
variations, yielding to the conclusion that the natui'e of the canonical shape is important to the 
overall prediction perfoimance. The multi-shape UTD solution was integrated in a propagation 
tool for iiTegular terrain predictions and compared with real measurements. The simulations show 
that the theoretical predictions are veiy close to the real measured values for different inegular 
terrain areas. The concept of the Fresnel zones and the stretched string technique was used and the 
choice of the used canonical shape to the terrain irregularity was according to the conelation 
coefficient the modelled obstacle imposed to the original tenain featuie. It was shown that in all 
cases the multi-shape approach yielded to more accuiate predictions if compared to the single 
shape one. Moreover, the predictions were validated for fom' different tenain profiles and for two 
different frequencies and a veiy good agreement was found with the real measured results. The 
majority of the comparisons were for the frequency of 1.9GHz which is a more challenging 
situation. It was shown that the obtained mean absolute error and the standard deviation were less 
than the one predicted from full wave modelling techniques. This is because these techniques 
work better for lower frequencies and fiat terrains. In tenus of computational demands, the multi­
shape algorithm is time efficient and less demanding if  compared to other theories. In addition, a 
data compression is also achieved since the tenain modelling is made by means of canonical 
shapes, making the algorithm more programmable efficient. The sensitivity of the algorithm with 
the data grid resolution was found to be low, thing that is important for engineering applications. 
It was found that the enor values changed by around IdB for decreasing the resolution ten times.
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Moreover, the sensitivity of the algorithm with the constitutive parameters is low and this 
provides the engineer the safety to use average teiTain parameters found in the literature. Finally, 
the last paragraphs of the chapter presented the characteristics of the developed propagation tool. 
The propagation tool can give accuiate predictions over inegular tenain and can also be used as 
an educational propagation tool since it employs different propagation techniques and algorithms. 
Multi-shape, single shaped UTD approaches and parabolic equations aim to the better 
understanding of the propagation characteristics.
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Conclusions
6.1 Overview and Discussion
The work of this thesis focused on the physical and mathematical foimulation of diffraction 
over complex rounded smfaces and cascaded canonical objects. The final goal was the 
constmction of a propagation tool that utilised the sophisticated developed propagation algorithms 
for tenestrial channel modelling. The literature review covered the area of teiTcstrial propagation 
techniques, emphasizing the existing multiple diffraction theories and full wave modelling 
methodologies. This was followed by the introduction to the high frequency asymptotic 
diffraction theories, highlighting the Uniform Theoiy of Diffraction (UTD) which was 
investigated in detail. The analytical solution of Method of Moments (MoM) was also included in 
the background study, since it was used for validation of the theoretical results. The developed 
formulations were based on high frequency asymptotic diffraction theories, resulting in ray 
representation of the final field predictions. The obtained formulations were incorporated in a 
propagation tool for inegular tenain propagation predictions. The terrain modelling was based on 
the optimum tenain fit by means of multi-shape canonical objects and the predictions show a veiy 
good performance in tenns of computation time and accuracy. The accuiate representation of the 
path profiles between two ends by means of canonical obstmctions and the implementation of a 
uniform solution capable to handle these cases was proved to be important for the overall 
performance of the algorithm.
The theoretical investigation covered the area of existing propagation modelling techniques 
and diffraction theories. Multiple diffraction integrals, full wave techniques, analytical 
mathematical solutions and asymptotic high frequency theories constitute the core of the 
background work of this thesis. The majority of the referenced work covers the aforementioned 
research areas and the application to terrestrial system planning. In Chapter 2, an introduction to 
the diffraction over iiTegular tenain was presented. Broadcasting and tenestrial systems were 
introduced to the reader accompanied by the definition of the major system planning problems. 
The effect of atmospheric and weather conditions was also investigated. This was followed by the 
inteipretation of some basic definitions concerning the broadcasting system planning and the later 
paragraphs of the chapter analysed some of the already existing empirical, semi-physical and
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deterministic propagation models and multiple diffraction techniques. The empirical propagation 
models are based on measuiement campaigns and were found to be preferred for engineering 
application where only rough estimates of the average field distribution was needed. Some semi­
physical models are presented later in the chapter that combine the physical modelling of 
propagation with statistical analysis. They perform with better accuracy than the empirical models 
but add some complexity to the prediction algorithm. The deterministic models utilised the 
existing multiple diffraction theories and were based on the Fresnel-ICirchoff theoiy and on the 
work of Furutsu and Vogler. It was found that tliey can give accmate description to the variation 
of the field but they lack of computational efficiency and simplicity. According to the propagation 
scenario, convergence considerations and computational constiaints were observed, and a single 
foimulation of the final field predictions was inadequate to perform well for all possible scenarios. 
The Fumrtsu model was programmed and was used as a validation tool for the developed multiple 
rounded UTD theory of the thesis. The final part of the chapter examined the full wave modelling 
teclmiques which make use of the integral equation and the parabolic equations. Emphasis was 
given to the parabolic equations since they were programmed for validation pmposes of the 
developed propagation tool. The Nan'ow Angle Parabolic Equation (NAPE) algorithm was used 
accompanied with an implicit finite different scheme and a staircase tenain modelling algorithm. 
The NAPE algorithm is a numerical solution of the differential propagation solution, making it a 
strong propagation tool. The disadvantages concern the applicability of the algorithm to 
moimtainous areas where the tenain variations are large and different formulations are needed for 
accurate predictions. In addition, the finite difference scheme imposed limitations to the used 
frequency since the discretisation of the propagation domain becomes enonnously dense for veiy 
high frequencies. The main advantage is that the full wave techniques take into accoimt all the 
propagation mechanisms in their modelling methodology such as multiple diffracted, multiple 
reflected or even combined field components, yielding to accuiate predictions.
In Chapter 5, a brief introduction to the asymptotic diffraction theoiy was presented. The 
geometric optics field formulation was derived since it is the basis of the ray diffraction 
methodologies. The reflected field formulation was also presented and this was followed by the 
definition of Keller’s diffraction theoiy which constituted the first asymptotic diffraction 
approximation. The field foimulation takes the form of an incident field multiplied by a 
multiplicative factor that describes the radio wave interactions with the media. The Uniform 
Theory of Diffraction (UTD) was introduced in the following paragraphs and this was followed 
by the presentation of the diffraction coefficients of the most commonly used canonical shapes 
which are the knife edges, wedges and rounded surfaces. The UTD coefficients provide a uniform 
and more accuiate representation of the scattered field. The final predictions are always unifoim 
even when the receiver passes though the shadow boundaries of the scenario, one thing that was
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not achieved by the Keller’s theoiy. In addition, an interpretation of some newly defined teims 
like the shadow boundaiy and the ray fixed and edge fixed coordinates systems were intioduced 
in the later paragiaphs of this chapter. Different simulation results were presented for the case of 
knife edges, wedges and cylinders canonical shapes. Great differences were obseiwed to the field 
predictions that depended on the used shape, polarisation and material settings. High frequency 
field fomiulations for more complex obstacles were presented in the last paragraphs of the 
chapter. It was found that higher order field terms arising from the surface discontinuities were 
important for the construction of a uniform solution at all areas of the scenario. The most common 
found shapes that incorporate suiface discontinuities were examined and these are the convex 
wedge and the smooth joined cm*vatm*e discontinuity surface. The diffraction from such surfaces 
was found to be a combination of different diffracted field terms. The higher order field teims that 
arise from the suiface discontinuities were found to be important for some of the areas of the 
propagating scenario. The final paragraph of the chapter introduced the analytical diffraction 
theoiy named as Method of Moments (MoM), which was used as a validation tool for the 
diffraction over impedance cylindrical surfaces and the diffraction over rounded wedges. Since 
the solution is rigorous, it is widely used by researchers for validation of other developed 
theoretical solutions. The main concern is that MoM is also inadequate to predict scattering 
phenomena over large propagation domains. Some hybrid approximations were presented in the 
final paragraphs that are able to accelerate the performance of Üie solution.
Chapter 4 introduces some of the newly developed fonnulations of this thesis. The first 
part of the chapter examined the diffraction over the roimded wedge which is a nomial wedge 
with a rounded apex, smoothly joined with the planar faces of the wedge. This shape was 
modelled as a pair of two curvatur e discontinuities surfaces. Each sector of the wedge consisted of 
a planar surface which was smoothly joined with a cylindrical suiface in such a way so as the 
second order derivative of the joint to be discontinuous. The Spectral Theory of Diffraction (STD) 
was used to analyse the higher order field teims that were generated by the suiface discontinuities. 
The results concern the case of forward diffraction and field predictions behind the obstacle. The 
final field foimulation was found to be a sunmiation of three field terms. The first teim 
corresponds to the field that would exist if tlie cylindrical part of the surface was unterminated. 
This field component is well described by the UTD coefficients for cylinders. The other field 
components are the higher order field terms generated by the curvature discontinuity. The first is 
the field that is diffracted from the cuiwatuie discontinuity point that is in LOS with the 
transmitter and then undergoes surface diffraction. The last field component is the field that 
undergoes surface diffraction and then is diffracted by the cui"vature discontinuity point that is in 
LOS with the receiver. Both of these fields were described by diffraction coefficients 
characterising the effect of the point of discontinuity and some special functions called Fock
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radiation functions and were fonnulated as a sequential process of surface diffraction ad radiation 
from the points of discontinuity. The results of the simulations showed that the effect of the higher 
order field terms is the presence of ripples that are actually oscillating around that field obtained 
by the cylindrical top surface of the rounded wedge. In most cases these ripples depend on the 
used frequency, the used polarisation and the geometry of the scenario. For soft diffraction the 
effect of tlie ripples was small since the surface attenuation of the waves is large. In addition, for 
small internal wedge angles or large cylinder’s radius, Hie effect of the ripples was minimised. 
Finally, this theory can be easily extended to otlier material settings and geometries since it is 
based on the ray formulation of the field. The second pari of the chapter examined the diffr action 
over a cascade of cylindrical canonical obstructions. The UTD theory was used and extended for 
such scenarios so as to accurately and uniformly predict the field variations. The developed 
formulation is capable of uniform predictions for any type of scenar io that incorporates a cascade 
of rounded surfaces. The model utilised the concept of slope diffraction and the continuity 
equations and it was fomid to work perfectly even for the case of grazing obstructions, which is a 
challenging electromagnetic problem. The final field formulation incorporated slope field 
components up to order of two. In contrast to other multiple diffraction theories where slope field 
components of the order of 16 were used, the presented theory utilised the concept o f continuity 
equations in order to minimise the required higher order field terms. This makes the algorithm 
programmable friendly and efficient for engineering applications. The final field formulation was 
presented as an iterative process that can be easily incorporated in a computer code. The 
diffraction over rounded surfaces was found to be also a challenging geometrical solution, since a 
ray hacing algorithm was required to accurately compute the interactions points of the 
propagating rays with the surfaces. The model was compared with analytical diffraction model 
presented by Fmirtsu [23] and it was found to be superior in terms of computation time and 
simplicity. The agreement of the two models was very good, a thing that verifies the predictions. 
Furfiiermore the model does not suffer of inefficiencies for receiver positions above the shadow 
boundary, a situation that is met in the model presented by Furntsu and Sharpies [31]. A 
simplified version of the multiple rounded diffraction models was also developed that employed 
the slope terms of the knife edge solution. It was found that this approximation work well for the 
case of grazing placed cylinders but yielded to inaccuracies for arbitrary placed scenarios.
In Chapter 5 the investigation was focused on field predictions over a cascade of multi­
shaped canonical obstructions. The developed solution extended the UTD formulation to predict 
the field accurately and uniformly for any geometrical ari'angement of multi-shaped canonical 
obstructions with any material settings. Emphasis was given on the importance o f the continuity 
equations and the slope diffraction term to the final field predictions. The multi-shape approach 
was validated with measurements taken in an anechoic environment since there is no other
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solution available in the literatui'e that can handle these types of scenarios. For multiple transition 
zone diffraction, the solution yielded to accurate and uniform results with a good agreement to the 
measured values. The final field formulation was presented as a single formulation for any kind of 
geometrical settings, thing that simplifies the applicability of the algorithm. The results of the 
simulations of the multi-shape UTD algorithm showed that different positioning of the canonical 
shapes yielded great differences to the observed diffraction patterns, a thing tliat proved the 
importance of the use of the optimum fitted shapes to the terrain irTegularities. In addition, an 
unambiguous terTain modelling algorithm was synthesized that assigned the multi-shape canonical 
shapes to the terrain. It was shown that by employing tire multi-shape solution the field 
predictions were very close to the actual measured values for all the examined terrain profiles. 
Four different terrain environments were examined for the frequencies of 970MHz and 1.9GHz. 
The high frequency simulations are demanding in terms of CPU and time. The full wave 
modelling approaches lack of accuracy and time efficiency [33] whereas the multi-shape UTD 
algorithm was found to perform very well. Comparisons concerned the case of single shape 
modelling and the parabolic equations and it was shown that optimum results were achieved by 
the multi-shape terrain modelling. The concept was. to use the Fresnel zones and the stretched 
string technique to extract the important features from the tenuin profile and then choose the best 
fitted canonical shape according to the correlation coefficient they impose with the original 
obstruction. The obtained mean absolute enor and the standard deviation was below the threshold 
imposed by engineers for radio planning pur*poses. A further investigation of the developed 
propagation tool concerned the sensitivity of tire algoritlirn to the terxain data resolution. It was 
proved that the predictions were less sensitive to the data resolution, and that the required data 
resolution dependent only on the geometry of the propagation scenario. This is in contrast to the 
full wave techniques where frequency also holds a factor for the required data resolution. This 
makes the proposed solution a useful propagation tool for engineering planning since the available 
terxain resolution is not always dense. The simulations were not CPU demanding and the required 
computational power was always less compared to other diffraction approximations. Another 
investigation concerned the effect of the constitutive parameters to the predicted field variations. 
Motivated by the lack of knowledge on the importance of the accur ate description of the clutter 
information to system planning, the investigation examined the effect of the constitutive 
parameters of the ground to the predicted field. A set of common used average values was used 
for the simulations and it was found that the results were almost unchanged (differences of 0 .2 - 
0.4dB were observed) for the examined parameters. This makes safe to use average terxain 
parameters to any type of environments minimizing the need for accm ate description of the clutter 
information. The multi-shape solution was integrated in a propagation tool capable for predictions 
over irregular terrains. It was developed generically and all the propagation parameters can be 
defined by the user. The incorporation of the parabolic equation technique and the choice to use
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single shaped canonical obsh*uctions makes it a useful educational tool for a better understanding 
of the propagation process.
This thesis aims and contributes to the advancement of understanding and modelling of 
wireless signals propagation over irregular domains and to the organisation of relevant useful 
engineering tools.
6,2 Weaknesses of Propagation Algorithms
The diversity of the propagation environments that is met is real wireless systems is large 
and a variety of geometrical features usually constitute the surrounding of the transmitter and the 
receiver. The propagation path can be obstmcted by mountains, hills, buildings, cars, humans, 
foliage according to the environment of operation. Since the shape of each of these physical 
entities varies, it is almost impossible to develop a propagation algorithm that can accurately 
perform to all possible scenarios. In addition, the statistical nature and the mobility of the 
environment constrain the performance of the deterministic modelling techniques. The successful 
constiirction of a propagation tool depends on a detailed representation of the simounding 
environment in a digital format, a proper manipulation of it to feed the needs of the radio wave 
algorithm and the development of a sophisticated electromagnetic wave solution. The terxain is 
usually applied as digital maps in a vector or raster format. For rrrban scenarios the vector format 
is preferred whereas for hilly areas the raster format performs better. The optimum propagation 
model should consider all the important terxain features to the propagation process and be 3D in 
nature. This is restricted by the availability of modem digital databases and by the complexity of 
the electromagnetic wave propagation problems. Full wave techniques solve the EM wave 
propagation problem by means of numerical solutions, descritising the terrain in a proper way. 
These solutions have heavy computational demands and they appear to be vulnerable to erxors 
since they propagate the errors aggressively dining the marching algorithm. On the otlier hand 
canonical solutions perform better for complex enviromnents, transforming the problem of 
propagation mainly to a geometrical one. The ray formulation of the field and the development of 
accurate reflection and diffraction coefficients drive the performance of these algoritlirns to high 
standards. The drawback is that the geometrical description of the enviromnent is simple and is 
performed in terms of canonical shapes Moreover, tlie extension of the already used coefficients 
to 3D propagation problems and multiple diffraction scenarios is a highly complex task.
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6,3 Conclusions
The work in this thesis emphasized the need for accurate and sophisticated physical 
propagation models. The optimum planning for wireless systems depend on the available 
propagation models. The advances in computer resources and topograpliical surveys drive the 
research to the construction of more sophisticated and complex mathematical formulations that 
tend to fill the demands of strong propagation tools. The scope of this thesis is to introduce the 
reader to some of the aheady existing models for terxestrial systems, highlight the problems that 
exist in the propagation prediction methodologies and present the newly develop formulations.
The work of this thesis will be extended to include the statistical variations of the signal 
and to predict the field variations in 3D propagation environments. The steps to be followed are 
the mathematical formulation of high frequency diffraction coefficients for finite sized 3D shapes 
and the extension of the algorithm to the case of a cascade of 3D finite sized shapes. This is 
expected to be a difficult electromagnetic and geometrical problem. The network operators have 
expressed their need for a propagation tool that is able to model the propagation environment with 
great accuracy and to use an electromagnetic wave model that can include full 3D shapes while 
keeping the computational demands to low standards.
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Appendix A
The Airy Function
The Airy function Ai(x) where x is a real argument is defined in an integral form with 
integration along the real axis as:
1 "r ( t^  1Ai(x) = —  cos — + xt IdtJ J (A.1)
For real input arguments the Airy function is real itself. The first five zeros of the function and its 
derivative are given by [126]
1 2.33811 1.01879 0.70121 0.53566
2 4.08795 3.24820 -0.80311 -0.41902
3 5.52055 4.82009 0.86520 0.38041
4 6.7867 6.16330 -0.91085 -0.35791
5 7.94413 7.37217 0.94734 0.34230
Table A.I. The first five zeros of Ai(x) and Ai’(x).
There are also other types of Airy functions used for electromagnetic wave propagation modeling. 
The UTD utilizes the Fock-type Airy junctions and these are symbolized as WJr), W2 (x) and V(x) 
and are complex in nature with complex input arguments. The formulation of these functions is 
given by:
W,(r) = j = [ e - ‘'''e'‘d2
(A.2)
“  (A.3)
where contour C; in the complex z plane goes from -oo to 0 along the line arg(z)=-2n/3 and from 0 
to 0 0  along the real axis. Contour goes from -oo to 0 along the line arg(z)=+2it/3 and from 0 to 
0 0  along the real axis. The Fock-type Airy function V(x) is defined as
(A.4)
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Appendix 6
The Fock Scattering Function
The Fock scattering function is symbolized as and q^(x) and are related to tlie also
known Pekeris functions (%). These functions are widely used for scattering scenarios over
rounded surfaces. The physical interpretation of these functions is the description of the surface 
field generated by the incident electromagnetic wave on the convex surface. The relationship 
between the Fock and Pekeris fonction is
where s denotes the soft polarization case and h the hard polarization case. Depending on the 
formulation of the UTD diffraction coefficient, the Fock fonction or the Pekeris function notations 
are used. The presented UTD coefficients utilized the Fock scattering function and for a perfectly 
conducting cylindiical surface they are given by
V F i
For x>2 (observation point in the deep shadow region) they are computed as
(B.3)
  ■ (B-4)
2 x^f^  2-4^ 1 ( 4  {-q„)Y
-Vir
2X-Æ- 2VP 1 (4  ))
where q„, q’n, Ai(-q’n) and A’i(-qn) are Airy Functions and are explained in Appendix A.
Forx<-5 (obseivation point in the deep lit region) they are computed as
5 * (:,)=  1 (B.7)
2x^71 z X
For -3^x<2 the Fock Function is computed using a linear inteipolation method according to [89].
For the case of impedance surface cylinder the computation of the Fock function is a more 
complex task. The functions aie related to the surface field function defined as
where q characterizes the effect of the impedance surface to the propagation of creeping waves 
and it is given by
180
4 = - y | y l
(B.9)
where is the surface impedance, a is the radius and is the free space impedance. This 
parameter is a function of the used polarization, radius of cylinder and constitutive parameters of 
the material. For soft case and perfectly conducting cylinder and for hard case and perfectly 
conducting cylinder q-*0. Therefore, (B.8 ) reduces to (B.2) and (B.3) for these cases. Following 
the methodology of [89], the surface field function can be written in a more easily programmable 
formulation that incorporates integration along the real axis as;
G{X,q)  =
-jrt IA
VF
+ (Y) + G2 (Y)
where
\AV{t) + qAi{r)^ -dt
(B .ll)
(B.12)
(B.12)2 le^’^ ‘^Ai\Te-^^"'^) + qe-^"‘^Ai(je-^^’^ '^ ) 
where A plot of the Fock scattering functions for both perfectly conducting (PEC) and
impedance surfaces is given in Figure B.l.
0.8 r
Re (Impeaance) -Xw,..,
-Im  (Impedance)
Re (Inmedance)
 -
-Im  (PEC)
Re (PEC)
(a) (b)
F igure  B .l. (a) Plot o f  the soft Fock scattering function, (b) Plot o f the hard Fock scattering function.
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Appendix C
The Fock Radiation Function
The Fock radiation function describes the radiation from sources mounted on convex 
surfaces. The mathematical formulation of this function is
G(x) =
G(x) =
g ( x ) , x < 0
g ( x ) , x > 0
g (x ) ,x < 0  
g(x) ,x>0
where g(x) and g(x) are given by
g(x) = - ^  f d r
(C.l)
(C.2)
(C.3)
(C.4)VP 1^ 2 ri)
and the contour of integration Cj and Q  were defined earlier in Appendix A. Following the 
methodology of [89], the Fock radiation function can be reformulated in a more easily 
programmable way that incorporates integration along the real axis
iTt -dt +... (C.5)
; > / 6
For soft case and perfectly conducting cylinder and for hard case and perfectly conducting 
cylinder q^O . A plot of the Fock radiation functions for perfectly conducting surfaces is given in 
Figure C.l.
(a) (b)
F igure  C .l.  (a) Plot o f  the soft Fock radiation function, (b) Plot o f the hard Fock radiation function.
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