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Resumen
Dentro de las posibles acepciones de la palabra, en este trabajo hablaremos de coordinacio´n para referirnos a la accio´n de actuar
sobre las referencias de los sistemas para lograr algu´n comportamiento colectivo deseado pero considerando las restricciones y
capacidades de cada sistema. Con este objetivo, se desarrolla una novedosa metodologı´a basada en te´cnicas de acondicionamiento
de referencia utilizando invarianza geome´trica de conjuntos y control por modos deslizantes. A partir de un marco general, se
proponen dos enfoques: uno global del tipo sistema supervisor, y otro local a trave´s de interacciones entre los distintos sistemas,
generando una red de interacciones.
La metodologı´a desarrollada permite abordar el el problema de coordinacio´n de sistemas cuya dina´mica no necesariamente es
igual para todos los sistemas, pudiendo ser lineal, no lineal, de diferente orden, con restricciones, etc. Para ello, la dina´mica propia
de cada sub-sistema se mantiene oculta al sistema de coordinacio´n. Por otro lado, el sistema de coordinacio´n dispone so´lo de la
informacio´n necesaria sobre las limitaciones y restricciones de cada sistema. La idea principal de enfoque de este trabajo es que
para coordinar varios sistemas es necesario modular las referencias locales de cada uno, teniendo en cuenta los objetivos globales,
las interacciones locales y las capacidades de cada uno de los sistemas. Copyright c© 2013 CEA. Publicado por Elsevier Espan˜a,
S.L. Todos los derechos reservados.
Palabras Clave: coordinacio´n de sistemas, invarianza de conjuntos, modos deslizantes, sistemas multi-agentes, control con
restricciones.
1. Introduccio´n
La coordinacio´n de sistemas de dina´micos es un tema muy
actual (Ren et al., 2007; Cao et al., 2013; Antonelli, 2013). Este
problema ha sido, en general. entendido como la accio´n de lo-
grar consenso entre un grupo de agentes. En este contexto, con-
senso se reﬁere a la idea de alcanzar un acuerdo sobre un estado
de informacio´n entre un conjunto de sistemas individuales con
el ﬁn de lograr un objetivo comu´n, en general, dependiendo de
las condiciones iniciales.
En la literatura se suele suponer que todos los sistemas im-
plicados son ide´nticos y que, por lo tanto, tienen la misma di-
na´mica. Por otra parte, generalmente se considera que estos
sistemas son integradores de primer orden. Recientemente, el
problema del consenso se ha abordado mediante la teorı´a de
grafos algebraica y las propiedades de la matriz laplaciana de
un grafo, para sistemas integradores de primer orden, ve´ase
∗Autor en correspondencia.
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(Olfati-Saber et al., 2007; Ren et al., 2007) y sus referencias.
Este enfoque se ha extendido a una cadena de integradores en
(He and Cao, 2011).
El uso de te´cnicas de control por modos deslizantes (MD)
se ha propuesto para el control de sistemas multi-agente para
lograr consenso. El ma´s popular es el control de formacio´n de
vehı´culos ae´reos no tripulados (UAV). En esas situaciones, en
general se utiliza una conﬁguracio´n maestro-esclavo o lı´der-
seguidor. En (Galzi and Shtessel, 2006), se utiliza MD de orden
superior en conﬁguracio´n lı´der-seguidor para controlar forma-
ciones.
En (Cao and Ren, 2012) se utilizan estimadores de modo
deslizantes de tiempo ﬁnito para lograr un consenso en con-
trol de formacio´n descentralizada, con lı´der virtual. Tambie´n
se ha utilizado una accio´n de control discontinua en (Cortes´,
2006) elegida de forma proporcional al gradiente de una fun-
cio´n deﬁnida por el Laplaciano del grafo que forman los sis-
temas, que conduce a un algoritmo de consenso de modo desli-
zante.
En este trabajo nos alejamos de algunos supuestos habitua-
les en la literatura. Utilizamos te´cnicas de MD para inducir la
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coordinacio´n, sin embargo, no asumimos que los sistemas que
van a ser coordinadas tienen la misma dina´mica. Por el con-
trario, el enfoque aborda el problema de coordinacio´n de sis-
temas con dina´micas posiblemente diferentes (por ejemplo, lin-
eales y no lineales, diferentes o´rdenes y limitaciones, etc).
La idea detra´s de nuestro enfoque del problema de coordi-
nacio´n es que a ﬁn de coordinar los sistemas, podemos dar for-
ma a sus referencias locales en funcio´n de los objetivos locales,
las capacidades de cada sistema y la informacio´n disponible que
cada sistema tiene sobre sus vecinos, siguiendo las ideas origi-
nales de la regla del vecino ma´s cercano (Tanner et al., 2007).
Esto se ha realizado desde dos enfoques diferentes. Una global,
con un sistema jera´rquico supervisor que modiﬁca las referen-
cias de los sistemas, y otra local, que se basa en interacciones
directas entre los sistemas, y en la que no hay ningu´n lı´der.
La estructura del artı´culo es la siguiente. En la seccio´n 2 se
presenta el problema de coordinacio´n en forma general. Luego
en la seccio´n 3 se explican algunos resultados previos conoci-
dos en invarianza de conjuntos y acondicionamiento de refer-
encia por modos deslizantes que se utilizan para plantear la es-
trategia propuesta para coordinacio´n de sistemas con dina´micas
diferentes. La seccio´n 4 propone un me´todo global supervisado
para resolver el problema de coordinacio´n, mientras que en la
seccio´n 5 se reformula el problema de forma descentralizada y
se presenta una solucio´n alternativa que no asume distintas jer-
arquı´as entre los sistemas, ni necesita la existencia de un lı´der
del grupo. Finalmente la seccio´n 6 muestra ejemplos de am-
bas conﬁguraciones para clariﬁcar las metodologı´as propuestas
y una seccio´n de conclusiones resume las ideas principales del
trabajo y presenta algunas lı´neas futuras.
2. Coordinacio´n de sistemas
En esta seccio´n se presenta el planteo general del problema
de coordinacio´n, como ası´ tambie´n deﬁniciones y suposiciones
generales relacionadas con la coordinacio´n de sistemas.
2.1. Presentacio´n del problema
Considere un conjunto de N sistemas, no necesariamente
con la misma dina´mica. Asimismo, considere que cada sistema
posee un lazo de control estable. Los sistema intervinientes,
como se ha dicho, pueden tener diferentes restricciones y ca-
pacidades a la hora de seguir su referencia. En este contexto
de control con restricciones aparece el concepto de referencia
realizable (Hanus et al., 1987): la referencia mas ra´pida que
el sistema es capaz de seguir sin violar sus restricciones, man-
tenie´ndose siempre en lazo cerrado. Por ejemplo, en el caso de
un sistema con restricciones de actuador, una referencia realiz-
able nunca intentara´ llevar a los actuadores fuera de su rango de
operacio´n, ya que esto dejarı´a al sistema en lazo abierto (pudi-
endo dar lugar al feno´meno de windup).
La coordinacio´n sera´ entendida como la accio´n de lograr
un comportamiento colectivo deseado para un conjunto de sis-
temas considerados. En este trabajo, se aborda el problema ac-
tuando sobre las referencias de los sistemas. De esta manera se
tienen dos tipos de referencia sobre las que actuar: la referencia
local de cada sistema y la referencia global.
Entre los comportamientos colectivos deseados podrı´an en-
contrarse:
Mantener una funcio´n χ de las referencias locales lo mas
cerca posible de la referencia global.
Mantener una distancia entre las referencias locales de
los sistemas, una a una o entre centroides de agrupamien-
tos.
Lograr sincronizacio´n generalizada, como un caso lı´mite
de los anteriores.
Cabe destacar que la funcio´n χ puede ser cualquier tipo de com-
binacio´n de las referencias locales, por ejemplo el promedio, la
moda, el ma´ximo, el mı´nimo, etc.. En consecuencia, esta deﬁni-
cio´n de coordinacio´n es muy general, y depende de que´ tipo de
funcio´n se elija para χ. Asimismo la deﬁnicio´n de la distancia
utilizada para medir las referencias, tambie´n puede ser general,
dando lugar a una amplia gama de comportamientos colectivos
admisibles.
2.2. Intercambio de informacio´n entre sistemas
Uno de los elementos necesarios para llevar a cabo la coor-
dinacio´n entre sistemas dina´micos, es el intercambio de infor-
macio´n entre ellos. La forma en que se ataca dicho problema en
este trabajo es uno de sus principales aportes. La idea principal
es que cada sistema envı´a informacio´n de sus restricciones lo-
cales a los otros sistemas intervinientes a trave´s de su referencia
realizable.
Dependiendo del nivel jera´rquico al que se transmite la in-
formacio´n (ver Fig. 1) resulta:
la topologı´a global cuando la informacio´n se transmite a un
nivel superior tipo supervisor;
la topologı´a local cuando la informacio´n se distribuye en el
mismo nivel jera´rquico a sistemas vecinos.
En cualquiera de las dos topologı´as, los sistemas individ-
uales ocultan sus estados y salidas al resto de sistemas, envian-
do solamente la referencia realizable y minimizando la informa-
cio´n transmitida. La referencia realizable reﬂeja en que´ situacio´n
se encuentra el sistema con respecto a sus restricciones fı´sicas
locales.
Aunque la informacio´n transmitida se minimice, la comuni-
cacio´n es en general el cuello de botella de las topologı´as cen-
tralizadas, ya que el tiempo para recoger toda la informacio´n de
los sistemas depende directamente del nu´mero de sistemas y no
del dia´metro de la red, como en el caso descentralizado.
Asimismo, la topologı´a global presenta los problemas nor-
males de vulnerabilidad, puesto que el nodo supervisor central-
iza toda la informacio´n, y es por lo tanto el punto de´bil de la
red, ya que un fallo en el supervisor acarrea el fallo de todo el
conjunto de sistemas.
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Figura 1: Topologı´a de conexio´n en las distintas conﬁguraciones.
2.3. Suposiciones y deﬁniciones generales
Bajo la siguiente suposicio´n,
Suposicio´n 1. Cada sistema interviniente es un lazo cerrado
internamente estable y puede seguir una referencia realizable,
se puede deﬁnir la coordinacio´n de sistemas de la siguiente
manera:
Deﬁnicio´n 1. El objetivo de coordinacio´n se puede deﬁnir en
te´rminos de un conjunto al que se desea convertir en un con-
junto controlado invariante Φc (x, ρ), a trave´s de modiﬁcar la
referencia realizable de cada sistema. El conjuntoΦc (x, ρ) ma´s
general se deﬁne como:
Φc (x, ρ) = {x ∈ X : φc (x, ρ) = ‖r(x) − ρ‖ − δ ≤ 0} (1)
donde x ∈ X ∈ Rn son los estados de los sistemas, r(x) es
una referencia realizable funcio´n de los estados x, ρ es una
funcio´n que depende de la informacio´n que llega de los otros
sistemas y δ es un valor preestablecido. La norma ‖·‖ puede
hacer referencia a cualquier norma deﬁnida enRn, sin embargo
de aquı´ en adelante se referira´ a la norma euclı´dea.
3. Invarianza y Acondicionamiento de Referencia por Mo-
dos Deslizantes
A continuacio´n se describe la metodologı´a utilizada para
obtener la referencia realizable, basada en ideas de invariancia
y acondicionamiento de referencia por modos deslizantes.
La idea del acondicionamiento de referencia, esta´ basada en
el concepto de lograr una referencia realizable, nace original-
mente en el contexto del control con restricciones. En concreto,
Hanus y Walgama (Hanus et al., 1987; Walgama et al., 1992)
han aplicado este tipo de soluciones para resolver el problema
de saturacio´n en los actuadores (windup).
Basa´ndose en este enfoque y aprovechando las posibilida-
des del control por modos deslizantes, como por ejemplo la ro-
bustez frente a perturbaciones externas y a incertidumbre en los
para´metros (Sira-Ramı´rez, 1989; Utkin et al., 1999), Mantz y
colegas (Mantz et al., 2004) han aplicado acondicionamiento de
referencia por modos deslizantes (SMRC) para obtener refer-
encias realizables teniendo en cuenta las restricciones, tanto en
los actuadores, como en las salidas. En (Garelli et al., 2006a,b;
Garelli, 2011) se ha utilizado SMRC para acotar interacciones
cruzadas en sistemas lineales MIMO. Luego en (Pico´ et al.,
2009) se ha utilizado SMRC para bu´squeda de consigna en sis-
temas no lineales con restricciones dependientes del estado. En
(Gracia et al., 2012b,a) se ha utilizado SMRC para resolver re-
dundancia y acondicionar caminos evitando trampas en algorit-
mos de robo´tica mo´vil.
El el contexto de coordinacio´n de sistemas, en (Vignoni,
2011; Vignoni et al., 2011) se ha realizado un esquema de co-
ordinacio´n, en donde se coordinan las referencias de dichos sis-
temas involucrados utilizando SMRC y una topologı´a global
de modo supervisor. A continuacio´n, en (Vignoni et al., 2012)
se ha abordado la coordinacio´n desde una topologı´a local, te-
niendo en cuenta las interacciones entre los distintos sistemas,
como ası´ tambie´n las restricciones de los mismos. En este tra-
bajo se presenta un esquema uniﬁcado para coordinar sistemas
dina´micos utilizando ideas de invarianza de conjuntos y acon-
dicionamiento de referencia.
El modo de funcionamiento ba´sico del acondicionamiento
de referencia por modo deslizante es el siguiente. El control
por modos deslizantes aparece aquı´ como un lazo adicional que
actu´a de manera transitoria para generar la referencia realiz-
able. El lazo de acondicionamiento estara´ inactivo hasta que
las trayectorias del sistema alcancen por sı´ mismas la superﬁcie
de deslizamiento (intentando violar alguna restriccio´n), pasan-
do el lazo de acondicionamiento al estado activo. Una vez que
las trayectorias dejen de querer violar dichas restricciones y el
lazo principal pueda operar normalmente, entonces el lazo de
acondicionamiento pasara´ nuevamente al estado inactivo.
Figura 2: Sistema con restricciones.
3.1. Invarianza geome´trica de conjuntos
Considere el siguiente sistema dina´mico (Fig. 2):
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x˙ = f (x) + g(x)w,
y = h1(x)
v = h2(x)
(2)
donde x ∈ X ⊂ Rn es el vector de estados del sistema, w ∈ R es
la accio´n de control (posiblemente discontinua), f : Rn −→ Rn
es el campo de deriva, g : Rn −→ Rn es el campo de control, y
h1(x), h2(x) : Rn −→ R, campos escalares deﬁnidos en X, con
g(x)  0, ∀x ∈ X.
Las variables y y v son ambas salidas reales del sistema, y es
la salida controlada principal mientras que v es una variable que
debe ser acotada para cumplir con alguna restriccio´n especiﬁca-
da por el usuario del sistema (e.g. algu´n estado medible, o una
funcio´n de los estados o acciones de control).
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La cota superior sobre la variable v deﬁne el siguiente con-
junto acotado superiormente:
Φ (x,w, v∗) = {x ∈ X | φ(v∗) = v − v∗ ≤ 0} (3)
El conjunto Φ (x,w, v∗) especiﬁca una regio´n en el espacio de
estados compatible con la restriccio´n φ(v∗). Cabe destacar que
esta regio´n deﬁnida por Φ, en general, puede depender de las
restricciones, de los mismos estados del sistema o incluso en-
tradas al sistema. En particular v∗ podrı´a ser una funcio´n vari-
ante en el tiempo, y puede depender por ejemplo de informa-
cio´n recibida de alguno de los otros sistemas intervinientes.
Nota 1. Es importante notar que si se desea deﬁnir un conjun-
to completamente acotado para la variable v, basta con deﬁnir
dos restricciones y obtener el conjunto ﬁnal como la intersec-
cio´n de estos dos conjuntos. Por ejemplo, si se desea v∗1 < v < v
∗
2,
es posible deﬁnir
Φ1
(
x,w, v∗1
)
=
{
x ∈ X | φ(v∗1) = −v + v∗1 ≤ 0
}
,
Φ2
(
x,w, v∗2
)
=
{
x ∈ X | φ(v∗2) = v − v∗2 ≤ 0
}
y luego Φ = Φ1 ∩ Φ2.
Desde un punto de vista geome´trico, el objetivo es encontrar
una accio´n de control w, de modo que la regio´n Φ se convier-
ta en un conjunto controlado invariante robusto (Blanchini and
Miani, 2008), es decir, que queremos encontrar una accio´n de
control w, tal que para todo x(0) ∈ Φ ⊆ X la condicio´n de que
x(t) ∈ Φ se cumple para todo t > 0.
Para asegurar la invarianza del conjunto Φ, se debe cumplir
la condicio´n de sub-tangencialidad de Nagumo (Blanchini and
Miani, 2008):
f (x) + g(x)w ∈ TΦ(x), ∀ x ∈ ∂Φ. (4)
Conceptualmente signiﬁca que, cuando las trayectorias del
sistema se encuentren sobre ∂Φ (la frontera del conjunto Φ),
la accio´n de control w debe ser tal que el campo controlado
f (x)+ g(x)w pertenezca a TΦ(x), el cono tangente del conjunto
Φ.
Figura 3: Interpretacio´n geome´trica de la condicio´n de invarianza.
Cuando se utilizan conjuntos convexos (con fronteras con-
tinuas y diferenciables), la condicio´n anterior se puede reformu-
lar (ver Fig. 3) en te´rminos del gradiente de la restriccio´n (∇φ)
que acota al conjunto, pidiendo que la proyeccio´n del campo
x˙ = f (x) + g(x)w sobre el gradiente ∇φ sea menor que cero, es
decir, que apunte hacia adentro del conjunto:
∇φ x˙ = φ˙(x,w) ≤ 0,∀x ∈ ∂Φ (5)
lo que constituye una forma esta´ndar de condicio´n implı´cita de
invarianza para conjuntos convexos (Mareczek et al., 2002):
ı´nf
w
φ˙ (x,w) ≤ 0, cuando x ∈ ∂Φ (6)
Ahora considere la deﬁnicio´n de φ˙(x,w) en notacion de derivadas
de Lie, siendo L(·)φ la derivada de Lie en la direccio´n de un
campo vectorial (·) de la funcio´n φ
φ˙ (x,w) = Lfφ + Lgφw. (7)
Luego resolviendo para w y con Lgφ  0, se obtiene:
w =
(
Lgφ
)−1 [
φ˙ − Lfφ
]
= wφ +
(
Lgφ
)−1
φ˙ (8)
con wφ = −Lfφ/Lgφ. Luego despejando φ˙ se obtiene
φ˙ =
(
w − wφ
)
Lgφ (9)
De esta manera, utilizando (9) para resolver (6), se obtiene
el conjunto solucio´nW (x) al cual debe pertenecer w, para hac-
er al conjunto Φ invariante, condicio´n explı´cita de invarianza
(Pico´ et al., 2009; Vignoni, 2011) para el sistema (2):
W (x) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
w ≤ wφ : x ∈ ∂Φ ∧ Lgφ > 0
w ≥ wφ : x ∈ ∂Φ ∧ Lgφ < 0
vacio : x ∈ ∂Φ ∧ Lgφ = 0 ∧ Lfφ > 0
w = libre : x ∈ ∂Φ ∧ Lgφ = 0 ∧ Lfφ ≤ 0
w = libre : x ∈ Φ \ ∂Φ,
(10)
en donde se ha tenido en cuenta que si x ∈ ∂Φ y al mismo
tiempo Lfφ < 0, las trayectorias del sistema no esta´n intentando
abandonar el conjunto Φ. Luego para los dos primeros casos de
(10), se asume Lfφ > 0. Asimismo notese que, cuando x ∈ ∂Φ,
para que exista wφ y la invarianza del conjunto sea factible, debe
cumplirse
Lgφ =
dφ
dx
g(x)  0 (11)
Luego (11) constituye una condicio´n de existencia del control
invariante w. En particular, una vez que tanto la frontera del
conjunto, ∂Φ, como la campo de control g(x) estan deﬁnidos,
solo uno de los dos primeros casos de (10) se cumple, es de-
cir, Lgφ es positiva o negativa, pero no cambia de signo sobre
la frontera. Luego la condicio´n de invarianza del conjunto Φ
se cumplira´ siempre que el conjuntoW (x) no sea vacio. Note
que la accio´n de control w puede ser tomada arbitrariamente del
conjuntoW (x) (10) de modo tal que se cumpla la condicio´n
de invarianza. En particular, en el interior de Φ puede ser selec-
cionada w = 0, y permitir al sistema evolucionar libremente en
el interior del conjunto.
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3.2. Acondicionamiento de referencia por modos deslizantes
A continuacio´n se va a proceder a obtener la w necesaria
para lograr en tiempo ﬁnito la invarianza del conjuntoΦ deﬁnido
en (3), con el sistema Σ presentado en (2). En este trabajo se
implementa un lazo auxiliar con un bloque de decisio´n discon-
tinuo, que permite encontrar el valor de referencia que cumple
con las restricciones y fuerza al sistema a permanecer en el con-
junto invariante. Tambie´n se incorpora un ﬁltro de primer orden
F, cuyo propo´sito es suavizar la referencia acondicionada r f .
En la ﬁgura 4, se puede ver la implementacio´n del lazo de
acondicionamiento de referencia implementado con modos des-
lizantes.
Figura 4: Esquema gene´rico de acondicionamiento de referencia por modos
deslizantes.
El bloque discontinuo es implementado con la siguiente ley
de control de estructura variable:
w =
{
wSM si φ(v∗) > 0
0 si φ(v∗) ≤ 0 (12)
donde φ es la superﬁcie de deslizamiento o salida auxiliar, deﬁni-
da de la siguiente forma y de acuerdo con (3):
φ(v∗) = v − v∗ (13)
donde v∗ es la restriccio´n impuesta a la sen˜al v y wSM es la am-
plitud de la sen˜al discontinua. El valor de wSM debe ser disen˜ado
de forma tal que cuando las trayectorias del sistema intenten
salir del conjunto Φ, se establezca modo deslizante sobre la
frontera del conjunto, para lo cual debe cumplirse localmente
alrededor de ∂Φ la condicio´n necesaria y suﬁciente de existen-
cia del modo deslizante (Edwards and Spurgeon, 1998; Perru-
quetti and Barbot, 2002):
φ˙(x) =
{
Lfφ + LgφwSM < 0 si φ(v∗) > 0
Lfφ > 0 si φ(v∗) < 0
(14)
La segunda desigualdad de (14) se satisface localmente cuando
las trayectorias del sistema tratan de salir delΦ. Mientras que la
primera desigualdad de (14) implica que para que se establez-
ca modo deslizante en φ(v∗) = 0, se debe cumplir localmente
alrededor de ∂Φ la condicio´n de transversalidad (Sira-Ramı´rez,
1989),
Lgφ =
dφ
dx
g(x)  0 (15)
Cabe destacar tambie´n que utilizando el me´todo del control
equivalente (Utkin et al., 1999; Edwards and Spurgeon, 1998),
una vez que el modo deslizante se establece, el control equiva-
lente continuo se obtiene como weq = −Lfφ/Lgφ = wφ, el cual
de acuerdo con (10) es el control requerido para mantener el
sistema justo en la frontera ∂Φ. En consecuencia, el modo des-
lizante realiza el mı´nimo cambio necesario en la referencia para
lograr que el conjunto Φ sea invariante. Adema´s, la condicio´n
de necesaria y sufuiciente para el modo deslizante (14) garanti-
za la existencia del control invariante en (10).
Nota 2. En caso de que las trayectorias se inicien fuera del
conjunto Φ, se puede obtener convergencia en tiempo ﬁnito a
la frontera ∂Φ tomando wSM tal que L fφ+LgφwSM < −γ, para
una determinada constante positiva γ (Perruquetti and Barbot,
2002). Lo mismo se aplica en caso de una perturbacio´n abrupta
que envı´e al sistema fuera de la region permitida.
Por otro lado el ﬁltro F es implementado como un ﬁltro de
primer orden,
r˙ f = −α
(
r f + w − r
)
, (16)
con α, para´metro de disen˜o que representa la frecuencia de corte
del ﬁltro, que debe ser tal, que la dina´mica del ﬁltro no interﬁera
con la dina´mica del sistema (es decir debe ser ma´s ra´pido).
En resumen, el acondicionamiento de referencia obtiene la
referencia realizable correspondiente que se aplicara´ al sistema,
en determinado instante de tiempo, para evitar que se violen
las restricciones. Una caracterı´stica interesante es que no se re-
quiere ningu´n modelo del sistema para obtener dicha referencia.
4. Topologı´a global tipo supervisor
En esta seccio´n se presenta la coordinacio´n de sistemas uti-
lizando una topologı´a global tipo supervisor y constituye uno
de los resultados del presente trabajo, junto con la coordinacio´n
de sistemas con topologı´a local que se presentara en la Seccio´n
5.
El problema que se plantea, es el primero de los presentados
en la Seccio´n 2.1, para lo cual se particulariza la Deﬁnicio´n 1
de la siguiente manera:
Deﬁnicio´n 2. El objetivo de coordinacio´n se puede deﬁnir en
te´rminos de un conjuntoΦχ al que se desea convertir en un con-
junto controlado invariante, modiﬁcando la referencia acondi-
cionada r. El conjunto Φχ se deﬁne como
Φχ(x, r f i) =
{
x ∈ X, r f i ∈ RN : φχ(r f i) =
∣∣∣r − χ(r f i)∣∣∣ − Δ ≤ 0}
(17)
donde x ∈ X ∈ Rn son los estados de los sistemas, r ∈ R
es la referencia acondicionada global, y χ(r f i) es una funcio´n
que depende de las referencias acondicionadas de los sistemas
intervinientes, ﬁnalmente Δ es un valor preestablecido, para el
ancho de la banda permitida.
Luego el objetivo de coordinacio´n es hacer al conjunto Φχ
un conjunto controlado invariante, para lo cual se propone el
siguiente esquema de coordinacio´n global.
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4.1. Esquema propuesto de coordinacio´n
Considere un conjunto de N sistemas dina´micos, que cum-
plen con la Suposicio´n 1. Se plantea el objetivo de coordinacio´n
como en Deﬁnicio´n 2. Si los sistemas cumplen con la proposi-
cio´n 1 entonces es posible lograr coordinacio´n, entendida co-
mo en Seccio´n 2.1 utilizando un esquema como el propuesto
a continuacio´n, donde se incorpora el objetivo de coordinacio´n
(Deﬁnicio´n 2) en un lazo de acondicionamiento de la referencia
global.
Si bien en la pra´ctica cada sistema puede tener restricciones,
de entrada, estados o salida, a lo largo de este trabajo y a los
efectos de clariﬁcar la exposicio´n del esquema propuesto, se
han utilizado sistemas con saturacio´n de actuador y controlado-
res bipropios.
Proposicio´n 1. Cada sistema interviniente posee un lazo de
acondicionamiento de referencia por modos deslizantes, como
el presentado en la seccio´n 3.2. Este lazo permite manejar las
restricciones locales comandando una referencia realizable al
lazo cerrado y aporta informacio´n a trave´s de la referencia
condicionada, al resto de los sistemas.
Figura 5: Topologı´a del modo supervisado.
En la Fig. 5 se muestra el esquema de coordinacio´n global
propuesto. Cada sistema Σi, donde i = 1, . . . ,N identiﬁca al sis-
tema en cuestio´n, posee su lazo local de acondicionamiento de
referencia (φi, wi y Fi), que genera la referencia acondicionada
r f i a partir de la referencia global r.
En un nivel jera´rquico superior se encuentra otro lazo de
acondicionamiento, esta vez de la referencia global. Dicho la-
zo esta´ formado por una funcio´n de conmutacio´n φχ en la que
interviene la referencia global y la funcio´n χ de las referencias
locales.
Este lazo, tambie´n posee una accio´n discontinua (wg), la
cual a trave´s del ﬁltro global de coordinacio´n Fg y a partir de la
consigna global cg, genera la referencia global suave r.
4.1.1. Filtro de Coordinacio´n
El ﬁltro de coordinacio´n (Fg) es el encargado de suavizar
la accio´n discontinua global (wg). Adema´s, es el encargado de
integrar las distintas acciones discontinuas que pueden formar
parte de la coordinacio´n global, que procedan de las distintas
Tabla 1: Variables utilizadas en Fig. 5
Variable Sı´mbolo
Referencia global r
Consigna global cg
Filtro de coordinacio´n Fg
Funcio´n de conmutacio´n global φχ
Accio´n discontinua global wg
Sistema i Σi
Referencia acondicionada r f i
Salida yi
Sistema i Variable con restriccio´n ui
Filtro de primer orden Fi
Funcio´n de conmutacio´n φi
Accio´n discontinua de la funcio´n φi wi
funciones de conmutacio´n. El ﬁltro junto con la funcio´n de con-
mutacio´n global φχ determinara´ la polı´tica de coordinacio´n y la
dina´mica global. La dina´mica del ﬁltro es la siguiente:
r˙ = −λ
(
r − cg − kT · wg
)
(18)
donde wg es el vector de acciones discontinuas globales, y k es
un vector de pesos, que deﬁne la polı´tica de coordinacio´n, en
caso de que exista mas de una restriccio´n global. De aquı´ en
adelante, el vector wg pasara´ a ser un escalar wg, ya que sin
pe´rdida de generalidad, trabajaremos con una sola funcio´n de
conmutacio´n global.
4.1.2. Deﬁnicio´n de la superﬁcie de deslizamiento φχ
A partir del conjunto que deseamos hacer invariante, debe-
mos deﬁnir a sus fronteras como restricciones (que luego se
convertira´n en superﬁcies de deslizamiento cuando el modo des-
lizante se encuentre activo). Para eso deﬁnimos las fronteras de
Φχ como
φ+χ = r − χ(r f i) − Δ
φ−χ = r − χ(r f i) + Δ
(19)
y la accio´n discontinua, que forzara´ al sistema a permanecer
dentro del conjunto Φχ en caso de que la dina´mica del mismo
sistema trate de salir fuera del conjunto
wg =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
w+g si φ
+
χ > 0
w−g si φ
−
χ < 0
0 caso contrario.
(20)
Para asegurar la invarianza del conjunto Φχ (10) se debe ele-
gir w−g ≤ −w
g y w+g ≥ w
g , siendo w
g la cota obtenida en el
Ape´ndice˜A.
4.2. Funcio´n χ: el mı´nimo
Un ejemplo interesante de polı´tica de coordinacio´n es que
la funcio´n χ sea la funcio´n mı´nimo de las referencias acondi-
cionadas,
χ(r f i) = r f mı´n = mı´n
{
r f i : i ∈ {1, . . . ,N}
}
. (21)
Esta funcio´n se utilizara´ en el ejemplo de la Seccio´n 6, para lo
cual en el Ape´ndice˜C se demuestra la invarianza de Φχ para
esta funcio´n utilizando ana´lisis de funciones no suaves.
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5. Topologı´a local distribuida
En esta seccio´n se presenta la coordinacio´n de sistemas uti-
lizando una topologı´a local distribuida. El problema que se plan-
tea, es el segundo de los presentados en la Seccio´n 2.1, para lo
cual se particulariza la Deﬁnicio´n 1 de la siguiente manera:
Deﬁnicio´n 3. El objetivo local entre dos sistemas conectados
es mantener entre sus referencias una distancia menor que un
valor preestablecido δi j. Con lo que se puede deﬁnir el conjunto
Φi j como
Φi j(x, r f k) =
{
x ∈ X, r f k ∈ R, k = 1, 2 : φi j =
∣∣∣r f i − r f j∣∣∣ − δi j ≤ 0}
(22)
donde x ∈ X ∈ Rn son los estados de los sistemas, y r f i ∈ R y
r f j ∈ R son las referencias acondicionadas de los sistemas i y
j respectivamente.
Adema´s, los sistemas estara´n conectados segu´n la siguiente
suposicio´n:
Suposicio´n 2. La topologı´a de la red de interconexio´n de los
sistemas es ﬁja, en el sentido de cual sistema puede conectarse
con otro. Esta red puede ser representada por un grafo dirigido
cuya matriz de adyacencia es A = [ai j], con ai j = 1 cuando el
sistema i se puede comunicar con el sistema j, y ai j = 0 en caso
contrario. Se asume que dicho grafo es un grafo simplemente
conexo (Olfati-Saber et al., 2007).
Luego se puede deﬁnir el conjunto Φ como la unio´n de los
conjuntos anteriores, cuando este´n conectados (ai j = 1), para
todos los sistemas integrantes del grupo.
Φ =
N⋃
i=1, j=1,i j
ai jΦi j (23)
Entonces el objetivo de coordinacio´n es hacer al conjunto Φ
un conjunto controlado invariante, para lo cual se propone el
siguiente esquema de coordinacio´n local.
5.1. Esquema propuesto de coordinacio´n
Considere un conjunto de N sistemas dina´micos, con N ≥ 2,
que cumplen con la Suposicio´n 1, con una topologı´a de conexio´n
que cumple con la Suposicio´n 2, con un lazo de acondiciona-
miento como en Proposicio´n 1 y un objetivo de coordinacio´n
como en Deﬁnicio´n 3, entonces es posible lograr coordinacio´n,
entendida como en Seccio´n 2.1 utilizando un esquema como el
propuesto a continuacio´n, donde se incorporan los objetivos de
coordinacio´n (Deﬁnicio´n 3) en cada lazo de acondicionamiento
de la referencia local de los sistemas individuales.
En la Fig. 6 se muestra el esquema propuesto, donde apare-
cen so´lo dos sistemas, por simplicidad. La sı´mbolos que apare-
cen en dicha ﬁgura se explican en la Tabla 2. El lazo cerrado
del sistema i, Σi incorpora la planta y un controlador bipropio:
Σi :
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
x˙i = fi(xi) + gi(xi)vi
yi = hi(xi)
x˙ci = Acixci + bciei
vi = ccixci + dciei
(24)
Figura 6: Objetivos locales incorporados al esquema de acondicionamiento de
referencia.
Tabla 2: Variables utilizadas en Fig. 6
Variable Sı´mbolo
Referencia global r
Sistema i Σi
Referencia acondicionada r f i
Salida yi
Sistema i Variable restringida vi
Filtro de primer orden Fi
Restriccio´n φi
Accio´n discontinua de φi wi
Restriccio´n virtual de
coordinacio´n entre sistemas i y j φi j
Accio´n discontinua de φi j wi j
con xci y ei los estados del controlador y la sen˜al de error deﬁni-
da como ei = r f i − yi. Aci, bci, cci, dci son para´metros constantes
del controlados.
El objetivo de coordinacio´n local, incorporado en el lazo
de acondicionamiento, junto con el ﬁltro de primer orden, dan
lugar a la siguiente estructura para el ﬁltro Fi:
Fi : r˙ f i = −αi(r f i − r + w˜i) (25)
donde w˜i es una combinacio´n de las acciones discontinuas prove-
nientes de las restricciones fı´sica (wi), y de la virtual que sinteti-
za el objetivo de coordinacio´n (wi j); esta deﬁnida de la siguiente
manera:
w˜i = wi +
N∑
j=1, ji
ai jwi j (26)
La accio´n discontinua wi se deﬁne como en Garelli et al. (2006a):
wi =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Mi si φ+i = vi − v+ip > 0
−Mi si φ−i = vi − v−ip < 0
0 caso contrario
(27)
en donde Mi es la amplitud de la accio´n discontinua wi. Asimis-
mo, la accio´n discontinua wi j se deﬁne de acuerdo con las fron-
teras del conjunto Φi j que se deﬁnen a continuacio´n como re-
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stricciones virtuales (φi j).
wi j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Mij sign(r f i − r f j) si φi j
(
r f i, r f j
)
≥ 0
0 si φi j
(
r f i, r f j
)
< 0
(28)
con Mij siendo la amplitud de la accio´n discontinua. Finalmente
las restricciones fı´sica y virtual esta´n deﬁnidas de la siguiente
manera (22):
φ±i = vi − v±ip (29)
φi j =
∣∣∣r f i − r f j∣∣∣ − δi j (30)
con v+ip y v
−
ip las cotas superior e inferior de la saturacio´n de
actuador y δi j la cota para la diferencia deseada entre las refer-
encias.
En el Ape´ndice˜B se realiza el ana´lisis correspondiente y se
demuestra la invarianza del conjunto Φi j, de donde se obtienen
las siguientes cotas para las acciones discontinuas wi j:
Mij > −αir f i − α jr f j
αi + α j
− αi − α j
αi + α j
r (31)
y para las acciones discontinuas wi
Mi >
∑
i j
Mi j −
b¯civ±ip + A¯cixci
bi
− ρi. (32)
6. Simulaciones
En esta seccio´n se muestran las caracterı´sticas principales
de las topologı´a de coordinacio´n propuestas, para un conjun-
to de 5 sistemas con distinta dina´mica, controladores y restric-
ciones (ver Ape´ndice˜D); a trave´s de resultados de simulacio´n
obtenidos con MATLAB. Entre los sistemas simulados hay
de primero y de segundo orden. Asimismo las saturaciones de
actuador consideradas varı´an en un amplio rango y los contro-
ladores fueron ajustados utilizando diferentes criterios. Por otro
lado, cada sistema posee un lazo de acondicionamiento de ref-
erencia, con su respectivo ﬁltro ajustado teniendo en cuenta la
dina´mica del lazo cerrado. Las amplitudes de las acciones dis-
continuas fueron ajustadas de acuerdo con los resultados obte-
nidos en cada caso.
6.1. Topologı´a Global
Utilizando la topologı´a global tipo supervisor hay varias
posibles polı´ticas de coordinacio´n dependiendo de que funcio´n
se elija para χ(r f i) y del ancho de la regio´n permitida para r
alrededor de χ(r f i).
A modo de ejemplo se considera el mı´nimo de de las ref-
erencias acondicionadas como polı´tica de coordinacio´n y por
ende como funcio´n χ(r f i):
χ(r f i) = r f mı´n = mı´n
{
r f i : i ∈ {1, . . . ,N}
}
. (33)
La invarianza del conjunto Φχ para esta funcio´n se demuestra
en el Ape´ndice˜C.
Figura 7: Topologı´a global: (a) Consigna global, referencia global y media de
las referencias locales, junto con la banda o regio´n permitida. (b) Accio´n dis-
continua.
La consigna global cg es un escalo´n positivo en t = 0,5seg,
y uno negativo en t = 3seg. El ancho de la regio´n alrededor
de χ(r f i) donde se quieren mantener a r fue seleccionado como
Δ = 6. Las siguientes ﬁguras muestran los resultados obtenidos
mediante simulacio´n. En la Fig. 7a se observa la consigna glob-
al cg, la referencia acondicionada global r y la funcio´n χ(r f i).
Adema´s tambie´n se puede ver la regio´n permitida.
Figura 8: Topologı´a global: (a) Consigna global y referencias acondicionadas
locales. (b) Salidas de los sistemas individuales.
En la Fig. 7b se muestra la accio´n discontinua global wg. En
interesante observar que cuando la accio´n discontinua esta´ acti-
va, la referencia global acondicionada r se encuentra en la fron-
tera del conjunto Φ, es decir r = χ(r f i) ± Δ. Cuando r vuelve
dentro del la regio´n permitida, llevado por la propia dina´mica
de los sistemas, la accio´n discontinua se desactiva.
En la Fig. 8a se muestran las referencias acondicionadas.
Aquı´ se pueden observar algunas particularidades. En primer
lugar, la dina´mica global es ma´s lenta, para poder cumplir con
las restricciones, y que todos los sistemas puedan seguir la ref-
erencia global. Como consecuencia, ocurre un feno´meno de
agrupamiento, dividiendo al grupo en diferentes subgrupos que
comparten alguna caracterı´stica, en principio relacionada con
las restricciones de los sistemas. Este agrupamiento es un com-
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portamiento colectivo emergente, que aparece cuando se coor-
dinan sistemas dina´micos.
Finalmente en la Fig. 8b se muestran las salidas de los sis-
temas individuales. Aquı´ se aprecia que el transitorio de cada
sistema depende de sus restricciones y para´metros de contro-
lador. A pesar de dichas diferencias, se obtiene coordinacio´n
tambie´n a la salida, ya que cada sistema es capaz de seguir una
referencia, siempre y cuando e´sta sea realizable.
6.2. Topologı´a local
Utilizando la topologı´a local, un factor muy importante es
la red de conexiones. En particular para este ejemplo se ha uti-
lizado la red propuesta en la Fig. 1.
Figura 9: Topologı´a local: (a) Consigna y referencias acondicionadas. (b) Sali-
das de los sistemas individuales.
En la Fig. 9a se muestran las referencias locales de los cinco
sistemas. Se puede ver como se logran los objetivos de coordi-
nacio´n, y la diferencia resultante entre cada referencia concuer-
da con los para´metros δi j de la tabla 3.
Figura 10: Variable restringida u2, objetivo de coordinacio´n (r f2 − r f5) y sus
respectivas acciones discontinuas (w2 y w25).
En la Fig. 9b se observan las salidas de los sistemas individ-
uales, y co´mo se obtiene el objetivo de coordinacio´n incluso en
las salidas, aunque con pequen˜as diferencias debidas a la con-
ﬁguracio´n de los lazos cerrados de cada sistema.
Tabla 3: Para´metros de simulacio´n.
Sistema δ Amplitud de la accio´n discontinua
1 δ13 = 1 M13 = 2 M1 = 5
2 δ25 = 1 M25 = 2 M2 = 3
δ31 = 1 M31 = 2
3 δ34 = 0,7 M34 = 1,5 M3 = 8
δ35 = 1 M35 = 2,2
4 δ43 = 0,7 M43 = 2 M4 = 4
5 δ52 = 1 M52 = 1 M5 = 3
δ53 = 1 M53 = 1
A continuacio´n se muestra una seleccio´n de acciones dis-
continuas, a modo explicativo. Por motivos de espacio, se han
seleccionado los sistemas 2 y 5. En la Fig. 10 se muestran las
acciones discontinuas w2 y w25 junto con las variables restringi-
das (u2) y objetivo de coordinacio´n correspondiente (r f2 − r f5).
Se observa que, por un lado, la sen˜al w2 maneja la variable re-
stringida u2; por ejemplo w2 esta´ activa cuando u2 se encuentra
en su lı´mite. Por otro lado, w25 se encarga de que la diferencia
entre las referencias r f2 y r f5 sea menor que δ25 = 1.
Finalmente en Fig. 11, se muestran las trayectorias de las
mismas variables restringidas (u2 y u5) y de la diferencia de las
referencias (r f2 − r f5) en lı´nea roja continua, y por otro lado,
se ha graﬁcado el conjunto invariante deseado, en lı´nea puntea-
da azul. Es evidente que la trayectoria comenzando dentro del
conjunto nunca lo abandona, ya que en efecto la metodologı´a
propuesta hace al un conjunto invariante.
7. Conclusio´n
La coordinacio´n de sistemas es un tema muy actual. En este
trabajo se presenta una metodologı´a para coordinar sistemas
con distintas dina´micas utilizando invarianza y acondiciona-
miento de la referencia por modos deslizantes. Esta metodologı´a
permite la implementacio´n con diferentes arquitecturas, cen-
tralizada o distribuida, y asimismo permite una gran ﬂexibili-
dad, ya sea desde el punto de vista de aplicaciones (robo´tica
mo´vil, UAVs, etc.), como desde el punto de vista de la robustez,
que es inherente al los sistemas de control de estructura vari-
able. El hecho de que cada sistema interviniente incorpore un
lazo de acondicionamiento de referencia, para hacer frente a
sus limitaciones, es de particular relevancia para que los sis-
temas siempre este´n en lazo cerrado y sean capaces de seguir
una referencia (realizable), para luego ser coordinados a trave´s
de las mismas. Asimismo, la referencia acondicionada, respon-
sable de la coordinacio´n, es la u´nica informacio´n que comparten
los sistemas intervinientes ya sea en la topologı´a global tipo su-
pervisor o en la topologı´a local.
Con esta metodologı´a se minimiza el intercambio de infor-
macio´n entre sistemas, mejorando la performance del algoritmo
de coordinacio´n, teniendo en cuenta que la comunicacio´n suele
ser un aspecto limitante en el rendimiento de los mismos. De-
bido a que el acondicionamiento de referencia es un lazo aux-
iliar, no representa un problema de implementacio´n, ya que se
puede incorporar a cualquier tipo de controlador ya existente en
el sistema.
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Figura 11: Trayectorias de los estados que involucran a los sistemas 2 y 5.
English Summary
Systems coordination: using geometric set invariance and
sliding modes ideas.
Abstract
Among the possible meanings of the word, this paper will dis-
cuss coordinated action to refer to the act on references of sys-
tems to achieve some collective behavior desired but consider-
ing the constraints and capabilities of each system. To this end,
we develop a new methodology based on conditioning tech-
niques reference using geometric invariance sets and sliding
mode control. From a general framework, we propose two ap-
proaches: a global centralized one and a local through interac-
tions between diﬀerent systems.
The approach addresses the problem of coordinating dy-
namical systems with possibly diﬀerent dynamics (e.g. linear
and nonlinear, diﬀerent orders, constraints, etc.).The main idea
is to shape the systems local feasible references in order to keep
them coordinated.To show the applicability of the approach, the
problem of coordinating diﬀerent dynamical systems with con-
trol saturations is addressed as a particular case with both global
and local conﬁguration.
Keywords:
systems coordination geometric set invariance sliding modes
multi-agents systems constrained control.
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Ape´ndice A. Ana´lisis de la topologı´a global
Considere el caso de tener dos sistemas individuales (N =
2), para clariﬁcar la explicacio´n. La representacio´n en espacio
de estados del sistema de lazo cerrado (cuando el acondiciona-
miento de referencia esta activo) es:
x˙ = f (x) + g(x)wg + h(x) + p (A.1)
con
x =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
r f1
r f2
r
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , f (x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−α1(r f1 − r)
−α2(r f2 − r)
−λr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A.2)
y
g(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
−λ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , h(x) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−α1w1
−α2w2
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ , p =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
λcg
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (A.3)
donde f es el campo de deriva, g es el campo de control, p actu´a
como perturbacio´n y h contiene las acciones discontinuas de los
lazos de acondicionamiento internos de cada sistema.
Ahora calculamos el gradiente de la restriccio´n φχ
∂φχ
∂x
=
[
− ∂χ
∂r f1
− ∂χ
∂r f2
1
]
. (A.4)
Note que la diferencia entre φ+χ y φ
−
χ no se vera´ reﬂejada en sus
gradientes, luego ∂φχ
∂x puede hace referencia tanto al gradiente
de φ+χ como al de φ
−
χ .
Entonces la derivada de Lie de φχ en la direccio´n de f es
Lfφχ =
∂χ
∂r f1
α1
(
r f1 − r
)
+
∂χ
∂r f2
α2
(
r f2 − r
)
− λr (A.5)
y en la direccio´n g es
Lgφχ = −λ (A.6)
Luego para asegurar que el conjunto Φχ sea invariante, debe
cumplirse la condicio´n de invarianza explı´cita (10). Como el
ﬁltro Fg es estable, entonces λ > 0 y
Lgφχ = −λ < 0. (A.7)
Entonces para asegurar (10),
wφχg =
α1
λ
∂χ
∂r f1
r f1 +
α2
λ
∂χ
∂r f2
r f2 −
(
α1
λ
∂χ
∂r f1
+
α2
λ
∂χ
∂r f2
+ 1
)
r (A.8)
Suponga una constante ﬁja
∣∣∣w+g ∣∣∣ , ∣∣∣w−g ∣∣∣ < ∞, y w
g > 0. Luego
si Fg es un ﬁltro a BIBO estable con entrada acotada
∣∣∣wg∣∣∣ ≤
ma´x
{∣∣∣w+g ∣∣∣ , ∣∣∣w−g ∣∣∣} = w
g y cg (suponiendo que la consigna global
es acotada), observe que |r| < Kr. Luego como los ﬁltros Fi
tienen entradas acotadas (r y wi), entonces
∣∣∣r f i∣∣∣ < Krf i .
Con respecto a la cota de
∥∥∥∥ ∂χ∂r f i
∥∥∥∥ < Kχi , es tambie´n necesaria,
pero depende solamente de la seleccio´n de la funcio´n χ.
Luego, ∃ wσχg tal que
∣∣∣∣wφχg
∣∣∣∣ ≤ 1
λ
⎡⎢⎢⎢⎢⎢⎣
N∑
i=1
(
KriKχi
)
+ Kr
⎤⎥⎥⎥⎥⎥⎦ ≤ K ≤ w
g (A.9)
y es posible elegir alguna w−g ≤ −w
g y w+g ≥ w
g de la desigual-
dad previa para asegurar la invarianza del conjunto Φχ (10).
Ape´ndice B. Ana´lisis de la topologı´a local
A continuacio´n analizamos la dina´mica extendida para luego
disen˜ar los para´metros del SMRC de la topologı´a local. Asum-
iendo que el sistema comienza desde el interior del conjunto
invariante, la trayectoria evoluciona hasta la frontera del con-
junto y donde al intentarse violar alguna restriccio´n, se fuerza a
la trayectoria a deslizarse sobre la superﬁcie de la frontera del
conjunto, hasta que por si mismo vuelva a dentro del mismo.
Este ana´lisis puede realizarse con el sistema i, incorporando la
informacio´n que viene del sistema j.
Para realizar el ana´lisis, primero reescribirlos la dina´mica
del controlador y ﬁltro del sistema i. A partir de las ecuaciones
(24) y (25), y utilizando ei = d−1ci (ui − ccixci), se obtiene:
x˙ci =
(
Aci − bcid−1ci cci
)
xci + bcid−1ci ui (B.1)
v˙i = cci
(
Aci − bcid−1ci cci − αi
)
xci +
(
ccibcid−1ci − αi
)
ui
− dciαiw˜i + dciαi(r + yi) − dciy˙i (B.2)
Entonces, considerando el estado extendido:
xie

= [xi, xci, ui]T ∈ Rn+nc+1,
la dina´mica conjunta esta dada por la ecuacio´n (B.3)
x˙ie =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
fi(xi) + gi(xi)ui(
ccib¯ci + αi
)
ui + cci
(
A¯ci − αi
)
xci
b¯ciui + A¯ci xci + biρi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
bi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ w˜i (B.3)
con
A¯ci =
(
Aci − bcid−1ci cci
)
b¯ci = bcid−1ci
bi = −dciα
ρi = b−1i
[
dciαi(r − yi) − dciy˙i] . (B.4)
Para lograr que se cumpla la condicio´n de invarianza (10)
para la restriccio´n φ+i , a partir de (29) tenemos
∂φ±i
∂xie
= [0 0 1] (B.5)
y tambie´n
wφii = −
b¯civ±ip + A¯cixci
bi
− ρi. (B.6)
Ahora para la restriccio´n virtual, primero debemos incorpo-
rar al sistema j y reescribir la dina´mica en una forma mas con-
veniente, utilizando ui = ccixci + dciei = ccixci + dcir f i − dciyi y
considerando el estado extendido
xi je

=
[
xi, xci, r f i, x j, xc j, r f j
]T ∈ Rni+nci+1+n j+nc j+1,
obtenemos
x˙i je =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
fi(xi) + gi(xi)
(
ccixci + dcir f i
)
− gi(xi)dciyi
Acixci + bcir f i − bciyi
−αir f i + αir
f j(x j) + gj(x j)
(
cc jxc j + dc jr f j
)
− gj(x j)dc jy j
Ac jxc j + bc jr f j − bc jy j
−α jr f j + α jr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
−αi
0
0
α j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
wi j.
(B.7)
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Nota 3. En este caso, para poder expresar la dina´mica con-
junta, con respecto a solo una accio´n discontinua utilizamos la
relacio´n wi j = −wji.
Y para que se cumpla la condicio´n de invarianza (10) para
la restriccio´n φi j, a partir de (30) tenemos
∂φi j
∂xi je
=
[
0 0 sign(r f i − r f j) 0 0 − sign(r f i − r f j)
]
,
(B.8)
y
wφi ji = −
αir f i − α jr f j
αi + α j
− αi − α j
αi + α j
r (B.9)
Entonces las amplitudes de las acciones discontinuas Mi y
Mij deben ser disen˜adas utilizando los criterios presentados en
la Seccion 3.
En primer lugar, se elige wi j como en (28) porque Lgφi j =
sign(r f i−r f j)(αi+α j) cambia de signo dependiendo del signo de
r f i− r f j. Luego para cumplir con la condicio´n (10), wi j tambie´n
tiene que cambiar su signo de la misma manera. Entonces, Mij
se puede elegir utilizando (B.9)
Mij > w
φi j
i (B.10)
En segundo lugar, Mi tiene que ser disen˜ada utilizando el pro-
cedimiento usual (Garelli, 2011) de acuerdo con al condicio´n
de invarianza (10), pero en este caso tiene que ser mayor para
dominar a los te´rminos Mij, ya que le damos mayor preferencia
a las restricciones fı´sicas de los sistemas, para que se cumplan
siempre, por sobre las restricciones virtuales. Lo antedicho nos
permite enviar a los sistemas referencias que son siempre real-
izables con respecto a sus propias restricciones fı´sicas.
Ahora bien, en el peor de los casos, la diferencia (r f i − r f j)
tiene el mismo signo ∀ i  j, y al mismo tiempo el signo op-
uesto a wi, entonces la cota para Mi debe ser
Mi >
∑
i j
Mi j + w
φi
i (B.11)
con wφii a partir de (B.6).
Ape´ndice C. Gradiente de la funcio´n r f mı´n
A continuacio´n se obtiene una cota para el gradiente de
r f mı´n deﬁnida en (33) a partir de ana´lisis de funciones no suave.
Cabe recordar que r f i es la solucio´n de la ecuacio´n (16). Dicha
ecuacio´n es una ecuacio´n diferencial ordinaria con lado dere-
cho discontinuo (wi) y no puede ser analizada en te´rminos de
continuidad y diferenciabilidad utilizando herramientas tradi-
cionales de calculo. Sin embargo la ecuacio´n (16) puede ser
reformulada en te´rminos de una inclusio´n diferencia de la for-
ma:
r˙ f i = f (x,wi)
r˙ f i ∈ G[ f ](x) (C.1)
utilizando el vector de estados
x =
[
r f i
r
]
(C.2)
donde f : R2×W −→ R,W =
{
w−i ,w
+
i
}
⊆ R es el conjunto de
posibles acciones de control y G[ f ](x) es la siguiente funcio´n
multivaluada
G[ f ](x)  { f (x,wi) : wi ∈ W} , (C.3)
que captura todas la direcciones en R que pueden ser generadas
en x con una accio´n de control perteneciente aW.
Se sabe que una funcio´n multivaluadaG[ f ](x) es localmente
Lipschitz si f (x,wi) es localmente Lipschitz (Filippov and Ar-
scott, 1988, ver), y que entonces la inclusio´n diferencial (C.1)
tendra´ solucio´n en el sentido de Filippov y dicha solucio´n sera´ tam-
bie´n localmente Lipschitz (Bacciotti and Rosier, 2005, ver Teo-
rema 1.5).
Luego a partir del teorema de Rademacher (Clarke, 1990)
toda funcio´n f localmente Lipschitz es diferenciable casi en
todo punto, salvo en un conjunto ﬁnito de puntos de medida
cero en el sentido de Lebesgue. Adema´s, la funcio´n tendra´ un
gradiente generalizado ∂ f en el conjunto de puntos donde f no
es diferenciable. El gradiente generalizado hereda las tı´picas
propiedades del gradiente convencional como puntos crı´ticos y
direcciones de descenso maximal.
A continuacio´n, de Cortes (2008, Proposicio´n 7.), y sien-
do las r f i funciones localmente Lipschitz, las siguientes aﬁrma-
ciones son ciertas para r f mı´n.
1. r f mı´n es localmente Lipschitz,
2. Si Imin denota el conjunto de ı´ndices i para los cuales r f i =
r f mı´n entonces gradiente generalizado de r f mı´n es
∂r f mı´n ⊆ co
⋃{
∂r f i : i ∈ Imin
}
. (C.4)
Y como la envoltura convexa de funcione acotadas es aco-
tada, entonces el gradiente de χ es acotado, lo cual asegura la
invarianza el conjunto Φχ de acuerdo con (A.9).
Ape´ndice D. Dina´mica de los sistemas individuales
La dina´mica de los sistemas individuales utilizados, como
se ha dicho son diferentes, con distintos controladores, y dis-
tintas restricciones de entrada. Los controladores utilizados son
proporcional-integral con la siguiente expresio´n:
PI : Kp
(
1 +
1
sTi
)
(D.1)
Los valores para cada sistema se pueden ver en la siguiente
tabla D.4.
Tabla D.4: Dina´mica de los sistemas.
Sistema Estados Salida u±p Kp Ti
1 x˙ = −10x + 4u y(x) = 5x ±10 18 0,33
2 x˙ =
[−22 0
1 0
]
x +
[
4
0
]
u y(x) =
[
0 6,25
]
x ±12 20 0,25
3 x˙ =
[−18 −4,25
4 0
]
x +
[
2
0
]
u y(x) =
[
0 3,25
]
x ±10 10 0,16
4 x˙ = −15x + 4u y(x) = 5x ±8 22 0,16
5 x˙ =
[−20 0
1 0
]
x +
[
4
0
]
u y(x) =
[
0 5
]
x ±12 25 0,25
