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We update our eikonal fit and comprehensive asymptotic fits to high energy data on proton–proton
and antiproton–proton scattering for σtot, σelas, σinel, ρ, and B. The fits include the new TOTEM
values of total proton-proton cross section, ρ, and B at W =
√
s = 13 TeV and the Telescope
Array value of the total proton-proton cross section at W =
√
s = 95 TeV, data from the latest
measurements of the inelastic cross sections at W= 8 TeV (by TOTEM and ATLAS) and 13 TeV
(by CMS, ATLAS, and TOTEM). An important new feature of this work is the correction of the
data to include the effects of curvature in ln (dσ/dt) on the values of B, dσ/dt at t = 0, and σtot
obtained by extrapolation from the larger values of t where the differential cross section is measured,
The effects are significant. The stability of the fits is excellent and the new results agree well with
the predictions of earlier fits. This work again confirms the evidence for the proton asymptotically
becoming a black disk of gluons.
PACS numbers: 13.85.Dz, 13.85.Lg, 13.85.-t
I. INTRODUCTION
In a recent paper [1], we presented a detailed eikonal fit to the then-current data on proton-proton and antiproton-
proton scattering at center-of-mass energies W =
√
s from 5 GeV to 57 TeV. The fit included data on the total
and elastic scattering cross sections, the ratios ρ of the real to the imaginary parts of the forward elastic scattering
amplitudes, and the logarithmic slopes B of the differential cross sections dσ/dt at t = 0.
In second paper [2], we gave the results of a comprehensive fit to the data on the total, inelastic, and elastic
scattering cross sections, ρ, and B for pp and p¯p scattering between 6 GeV and 57 TeV using parametrizations of
those quantities which reflect the established ln2 s behavior of the cross sections at high energies [3, 4]. The data were
sufficient to show that σelas/σtot → 1/2 at very high energies, and that 8piB/σtot → 1. These relations are exact for
scattering from a black disk, and are satisfied in our eikonal model. The fact that they hold in experiment provides
strong evidence that the pp and p¯p scattering amplitudes approach the black-disk limit asymptotically.
In the present paper, we update our eikonal fit and comprehensive asymptotic fits to high energy data on pp and
p¯p scattering for σ, ρ, and B, including the new TOTEM values of the pp total cross section σtot = (110.6± 2.3) mb,
and B = (20.36±0.19) GeV−2 [5], and ρ = (0.1±0.01) [6] at W = 13 TeV; σtot = (102.9±3.4) mb , ρ = (0.12±0.03),
and B = (20.47 ± 0.14) GeV−2 at W = 8 TeV [7]; and the Telescope Array value of the total pp cross section
σtot = 170
+48
−44(stat)
+19
−17(syst.) mb at W = 95 TeV [8]. We also include data from the latest measurements of the
inelastic cross sections at W=8 TeV, σinel = 74.7± 1.7 mb by TOTEM [9] and σinel = 71.73± 0.15(stat)± 0.69(syst)
mb by ATLAS [10]; and at W= 13 TeV, σinel = 71.26± 0.06(stat)± 0.47(syst)± 2.09(lum) ± 2.72(ext) mb by CMS
[11], σinel = 78.1± 0.6(exp)± 1.3(lum)± 2.6(ext) mb by ATLAS [12], and σinel = 79.5± 1.8 mb by TOTEM [5].
In a new feature of this analysis, we include the corrections to the experimental values of B and the total cross
sections in the energy range 52–7000 GeV discussed in [13]. These result from the effects of curvature terms in
ln(dσ/dt) which were not included in earlier experimental analyses, but affect the extrapolation of ln(dσ/dt) from the
often fairly large values of |t| or q2 measured to t = 0 to determine B and dσ(W, t)/dt|t=0 = (1 + ρ2)σ2tot/16pi. These
terms were included by the TOTEM Collaboration in the recent analyses of their data at 8 TeV [7, 14] and 13 TeV
[5].
We find that our new fits are stable, differing only slightly from the earlier results. The agreement with the data is
impressive in both cases. This work again confirms the evidence for the proton asymptotically becoming a black disk
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2of gluons.
We comment also on corrections to ρ, the problems we encounter in fitting the differential cross section at large
momentum transfers and the highest energies, and on unitarity violations and other difficulties encountered with some
models which attempt to parametrize the differential cross sections directly.
II. DATA AND CORRECTIONS TO SIMPLE EXPONENTIAL FITS TO dσ/dq2
The data we use in our analysis consists of results on σtot for W ≥ 6 GeV, σinel for W ≥ 540 GeV, σelas for W ≥ 30
GeV, and ρ for W ≥ 10 GeV. The energy ranges for σtot, σinel, and ρ are the same as those used in our previous
work [2], including the new TOTEM values of total proton-proton cross section, ρ, and B at W = 13 TeV [5], the
Telescope Array value of total proton-proton cross section at W = 95 TeV [8] and the latest measurements of the
inelastic cross sections at W= 8 TeV (by TOTEM [9] and ATLAS [10]) and at 13 TeV (by CMS [11], ATLAS [12],
and TOTEM [5]).
In addition to including new data, we have used the results of [13] to take into account approximately the effects
on measurements of B and σtot of the nonlinear “curvature” terms in the square of the invariant momentum transfer
q2 = |t| in the expansion
ln(dσ/dq2) = A−Bq2 + Cq4 −Dq6 + · · · = A+Bt+ Ct2 +Dt3 + · · · . (1)
These effects have been ignored in most experimental analyses, with ln(dσ/dq2) assumed to vary strictly linearly with
q2 or t, with the experimental values Aexp and Bexp determined by least-squares fits to dσ(W, q
2)/dq2 over a range of
small q2. The fits are then used in extrapolations of the nuclear part of the differential cross section to q2 = t = 0 to
determine dσ(W, q2)/dq2|q2=0 and, with the Coulomb-nuclear interference included, the ratio ρ(W ) of the real to the
imaginary parts of the forward scattering amplitude and then σtot through the relation
dσ
dq2
(W, 0) =
1
16pi
(1 + ρ2)σ2tot(W ). (2)
As we showed earlier [13], the curvature-type effects from C and D are significant even for momentum transfers q2
which are quite small, q2 . 0.1 GeV2. These affect the local slope B(W, q2) of dσ/dq2 which increases as q2 → 0. As
a result, the values Aexp and Bexp determined in fits over ranges of q
2 away from zero are too small. The shifts in
B are frequently well outside the quoted experimental uncertainties. The shifts in A and σtot are smaller, but still
significant in some cases. Higher order terms in the expansion of ln (dσ/dq2) are unimportant for q2 . 0.10 GeV2 in
realistic models, but must be taken into account for q2 > 0.1− 0.15 GeV2.
We derived the general expressions for the curvature terms in [13]. When the real part of the elastic scattering
amplitude is small, these can be expressed in terms of products of moments of the imaginary part of the amplitude,
and are strongly constrained by the total cross section in both magnitude and energy dependence. In general, the
lower-order terms are quite well-determined in eikonal fits to the scattering amplitude which reproduce σtot and
dσ/dq2 at small q2.
The curvature effects were observed directly by TOTEM, first at 8 TeV [7, 14] and more recently at 13 TeV [5], in
analyses which included B, C, and D, or b1, b2, b3 in the TOTEM notation, in their fits to the observed differential
cross sections. The values of B, C and D predicted by our eikonal model fitted to pp and p¯p data from 5 GeV to
57 TeV [1], agreed well with the values of the parameters obtained in their analysis, even though C and D were not
used in making our eikonal fit. For example, with the slightly modified eikonal fit described below, we find B = 20.26
GeV−2, C = 9.18 GeV−4, and D = 26.53 GeV−6 at 8 TeV compared to the values 20.47 ± 0.14 GeV−2, 8.8 ± 1.6
GeV−4, and 20± 6 GeV−6 found by TOTEM [7]. We note that the range in q2 used in the TOTEM analysis extends
far enough, up to 0.19 GeV2, that the next term in the series for ln(dσ/dq2) is expected to enter and slightly decrease
the effective value obtained for D.
Since most of the data on differential cross sections at lower energies are not precise or extensive enough to support
direct experimental determinations of C and D, we will adopt the procedure used in [13], where we showed that the
inclusion of curvature terms calculated using the earlier eikonal fit improved the fits to experiment at representative
energies, and furthermore, that a simple semi-analytic expression gave corrections to B and σtot consistent with the
refitted values.
Our approximate expression for the correction to Bexp follows from the observation that, with dσ/dq
2 steadily
increasing and curving upwards as q2 decreases over the fitting interval q2max ≥ q2 ≥ q2min, the fitted value Bexp must
match the local slope B(W, q20) of ln (dσ/dq
2) at a unique point q20 inside the interval. In terms of the series expansion
of ln (dσ/dq2) in Eq. (1),
B(W, q20) = B − 2Cq20 + 3Dq40 − · · · . (3)
3Thus, at the matching point,
B = Bexp + 2Cq
2
0 − 3Dq40 + · · · (4)
as stated in [13], with the final terms giving the small correction to the experimental result needed to obtain B at
q2 = 0.
The numerical fits to data in [13] showed that q20 ≈ 0.6q2min+0.4q2max for a selection of cross sections from 52.8 GeV
to 8 TeV for q2 intervals with q2max . 0.1 GeV
2. The slight shift of q20 from the central point in the interval reflects
the steady increase in the differential cross section as q2 decreases. As a check, we made a series of calculations in
which we fitted “data” from the eikonal model to the exponential form dσ/dq2 = exp(Afit − Bfitq2); we found that
the approximation Bfit = B(W, q
2
0) with q
2
0 chosen as above is, in fact, quite accurate. We will therefore use the
expression in Eq. (4) to adjust the data used in in the fits B below. The corrections are generally a few percent, but
range up to ∼ 10% in several cases where the q2 ranges used in the experimental analyses were large.
The foregoing construction suggests that Afit should be given approximately by A(W, q
2
0) + B(W, q
2
0)q
2
0 , where we
have made a linear extrapolation from the local amplitude at q20 to q
2 = 0. We found in the calculations above that
this approximation is good and accurate enough for our purposes. Thus, using the expression
A(W, q20) = A−Bq20 + Cq40 −Dq60 − · · · , (5)
replacing Bexp by the expression in Eq. (3), and Afit by the experimentally determined amplitude Aexp, and solving
for A, we find that
A ≈ Aexp + Cq40 − 2Dq60 + · · · . (6)
The corrections are quite small for q20 small. Using the relation dσ(W, q
2)/dq2|q2=0 = exp[A(W )] and Eq. (2), we
find that the fractional change in σtot relative to the value given by Aexp is
σtot/σtot, exp ≈ 1 + (Cq40 − 2Dq60)/2. (7)
This agrees with the results we obtained in [13] by directly refitting experimental data using curvature terms C and
D taken from the eikonal model. The corrections are quite small, ranging from a fraction of a percent for most points
to a maximum value of 2.5%, and are within the experimental uncertainties. We do not have similar expressions for
the corrections to σelas and σinel, but would clearly expect those to be very small as well. We will ignore them.
Given these results and their stability over the energy range of interest, we have applied the corrections to all the
q2-dependent data used in the following analyses, using the ranges q2min ≤ q2 ≤ q2max given by the experimenters, with
the condition that q2max ≤ 0.15 GeV2.
The potential corrections to ρ are more complicated, as these involve the Coulomb-nuclear interference. As em-
phasized recently by Pacetti, Srivastava, and Pancheri [15], the results for ρ are sensitive to the very rapid decrease
of the real part of the nuclear amplitude and the ratio Ref/Imf away from the forward direction, with a change in
sign well before the first diffraction minimum in dσ/dq2. This decrease has been ignored in some analyses, or taken
as much less rapid than is found in realistic models such as the model in [15] or the eikonal model considered here.
We intend to return to this problem in the future.
III. UPDATE OF THE COMPREHENSIVE FITS
A. Fit without high-energy constraints
We begin with an update on our global fits to the high-energy total, elastic, and inelastic pp and p¯p scattering cross
sections, and the ratios ρ of the real to the imaginary parts of the forward elastic scattering amplitudes f(s, t). As
before, we use the parametrizations of σtot, σel, and ρ for pp and p¯p scattering introduced by Block and Cahn [3, 4],
σ0(ν) = c0 + c1 ln
( ν
m
)
+ c2 ln
2
( ν
m
)
+ β
( ν
m
)µ−1
, (8)
σ±tot(ν) = σ
0(ν)± δ
( ν
m
)α−1
, (9)
σ±elas(ν) = b0 + b1 ln
( ν
m
)
+ b2 ln
2
( ν
m
)
+ βe
( ν
m
)µ−1
± δe
( ν
m
)α−1
, (10)
ρ± =
1
σ±tot(ν)
[
pi
2
c1 + pic2 ln
( ν
m
)
− β cot
(piµ
2
)( ν
m
)µ−1
+
4pi
ν
f+(0)± δ tan
(piα
2
)( ν
m
)α−1]
, (11)
4where the upper and lower signs are for pp and p¯p scattering, respectively. Here ν is the laboratory energy of the
incident particle, with 2mν = s− 2m2 =W 2 − 2m2 where W is the center-of-mass energy and m is the proton mass.
The inelastic cross sections are given by the differences between the total and elastic cross sections, σ±inel = σ
±
tot−σ±elas.
They are therefore parametrized simply as the differences of the expressions in Eqs. (9) and (10); no new parameters
appear.
The 13 parameters in these expressions are not constrained at very high energies. We did use the two low-energy
analyticity constraints on the cross sections found by Block and Halzen [16, 17] and Igi and Ishida [18, 19] using finite-
energy sum rules to fix the cross sections at 4 GeV and assure that the model connects smoothly to the low-energy
region where the data are dense, namely
c0 + c1 ln (ν0/m) + c2 ln
2 (ν0/m) + β(ν0/m)
µ−1 = 48.58mb, (12)
δ(ν0/m)
α−1 = −8.405mb, (13)
where ν0 = 7.59 GeV corresponding to W = 4 GeV. We also used the two new ratio constraints on the coefficients of
the Regge-like terms discussed in [2],
βe = 0.302 β, δe = 0.203 δ, (14)
so end up with 9 free parameters.
In [1] we included a similar expression for B with 5 free parameters. We have since concluded that this was not
really appropriate at present energies. When the real parts of the scattering amplitudes are small, as here, B is given
to very good approximation as the ratio of the second moment of the imaginary part of the scattering amplitude in
impact-parameter space, asymptotically fourth-order in ln ν, to the total cross section. The ratio can only approach a
second-order polynomial at very high energies while we used that form also down to 10 GeV. The five free parameters
also provide too much flexibility in fitting the high-energy data.
In our initial calculations, we used the expressions in Eqs. (8)-(11) to fit both the uncorrected and corrected data on
the cross sections and ρ. As expected from the small size of the corrections to the cross sections, those results agreed
within the uncertainties of the fits. The fit using the corrected data gave the asymptotic value b2/c2 = 0.486± 0.062
for the ratio σel/σtot, a value consistent within the uncertainty to the ratio 1/2 expected if the scattering amplitudes
approach the so-called black-disk limit asymptotically. We regard this as strong evidence that the black-disk limit is
reached at very high energies, with its effects already evident in the multi-TeV region.
Since a large fraction of the total χ2 in the fit arose from a few datum points, we used the sieve algorithm [16, 20]
to better identify outlying points and remove them from the data set used in our final fit. The sieve procedure is
based on a Lorentzian probability distribution adjusted to give results that agree very well with those from a Gaussian
distribution in the absence of outliers, but which still eliminates the latter efficiently when they are present. The
theory and details of the sieve procedure and various tests are given in [20].
Using a cutoff Lorentzian χ2 of 6 [20] to identify outlying points, the sieve eliminated 5 points from the corrected
data set of 115 datum points (6 from the uncorrected data), including 1 total cross section, 1 elastic cross section, 1
inelastic cross section, and 2 values of ρ. This left 110 points overall with 9 parameters in the fit, thus 101 degrees
of freedom to fit. The χ2/d.o.f. for the final Gaussian fit to the data with the outliers eliminated was 0.819, or,
renormalized by the sieve factor R ≈ 1.11 [20] to correct for the cutoff, Rχ2/d.o.f. = 0.908. This is an excellent fit,
and gave a black-disk ratio b2/c2 = 0.570 ± 0.108, again consistent with the expected value 1/2. We therefore take
the black-disk limit as established, and impose this as a further constraint in the analysis in the following section.
We do not give separate lists of the parameters for this fit or the fit without the use of the sieve, or curves for the
cross sections and ρ, as those parameters agree within statistics with the parameters obtained in the next section and
given in Table I, and the the curves for the cross sections and ρ are nearly identical to the curves in Fig. 1.
B. Fit using the black disk constraint
In our final fit, we used the general parametrization in Eqs. (8)-(11) with both the low-energy constraints in Eqs.
(12) and (13) and the high-energy black-disk constraint b2/c2 = 1/2 imposed, to fit the combined pp and p¯p data over
the same energy ranges as above. The sieve algorithm was again used to eliminate the same 4 outliers among 115
datum points. There are now only 8 parameters in the fit.
The result of the fit is excellent as seen in the last lines in Table I, with a χ2 of 90.9 for 103 degrees of freedom for
a raw χ2 per d.o.f. of 0.882 and a renormalized χ2/d.o.f. of 0.979. As would be expected, the parameters of the fit
have smaller uncertainties than in the previous fit using only the low-energy constraints, and change only within the
previous uncertainties.
5We give combined plots of the total, inelastic, and elastic cross sections and ρ at high energies in Fig. 1. All the
data used are shown, including the 2 cross section points and 2 values of ρ which were dropped in the sieve analysis.
We also show the statistical error bands for the fit; these show that the fit is very tightly constrained over the region
of the data. The consistency with the fit without the high-energy constraints and the rather small uncertainty in
c2 = 0.233± 0.023 mb indicate that the asymptotic cross sections are also well-determined.
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FIG. 1: Top figure: the fits, top to bottom, to the total, inelastic, and elastic scattering cross sections using the high-
energy black-disk constraint as well as the the low-energy analyticity constraints and the ratio constraints on the Regge-like
contributions to the low-energy cross sections: σp¯ptot and σ
p¯p
elas (red squares and dashed red line); σ
pp
tot and σ
pp
elas (blue dots and
solid blue line); σp¯p
inel
(black diamonds and line); σpp
inel
(purple triangles and line). The fit used only data on σtot for W ≥ 6
GeV, σelas for W ≥ 30 GeV, and σinel for W ≥ 540 GeV. The curve for σelas includes data down to 10 GeV to show how the
cross section is tied down at lower energies. The statistical error bands determined by the error analysis are shown. Bottom
figure: the fit to ρ for p¯p (red squares and dashed line) and pp (blue dots and line) scattering. In both figures, outlying points
identified in the sieve analysis and not used in the fit are shown with large open symbols surrounding the central points; the
size of those symbols is not connected to the quoted errors.
The crossing-even high energy inelastic cross section σ0inel(ν), valid in the energy domain
√
s ≥ 100 GeV where the
odd Regge-like terms are very small and σpptot and σ
p¯p
tot are essentially equal, is given by
σ0inel(ν) = 18.76 + 1.062 ln
( ν
m
)
+ 0.1166 ln2
( ν
m
)
+ 30.40
( ν
m
)−0.3494
mb, (15)
6Parameters ∆χ2imax = 6
c0 (mb) 25.64 ± 2.36
c1 (mb) 0.158 ± 0.647
c2 (mb) 0.233 ± 0.023
b0 (mb) 6.903 ± 1.859
b1 (mb) −0.904 ± 0.290
b2 (mb) 0.117 ± 0.012
β (mb) 44.84 ± 4.00
βe (mb) 14.44 ± 1.29
f(0) (mb GeV) 0.630 ± 1.282
δ (mb) −29.30± 0.37
δe (mb) −5.95± 0.08
α 0.403 ± 0.006
µ 0.651 ± 0.032
χ2min 90.9
R× χ2min 100.8
Degrees of freedom (d.o.f). 103
R× χ2min/d.o.f. 0.979
TABLE I: The results for our 8-parameter χ2 fit to the p¯p and pp total, elastic, and inelastic cross sections, and ρ values using
the low-energy constraints, the black-disk constraint on the ratio σel/σtot, and the cut ∆χ
2
imax = 6 in the sieve filtering of the
data which eliminated 4 outlying points, 1 elastic and 1 inelastic cross section and 2 values of ρ. The renormalized χ2min/d.o.f.,
taking into account the effects of the Lorentzian ∆χ2imax cut is given in the row labeled R × χ2min/d.o.f., with R(6) = 1.110
[20].
the difference of the expressions for σtot and σelas with the coefficients in Table I.
We note that the recent very precise TOTEM value of ρ, ρ = 0.1±0.01 at 13 TeV, was rejected in the sieve analysis
as seen in the lower panel in Fig. 1, and again lies well off the nearly identical curves obtained with the complete data
set with or without the black-disk constraint. The deviation of this point from the trend of the lower-energy data
was interpreted by the TOTEM group [6] as evidence for a crossing-odd “odderon” contribution to the scattering
amplitude, as developed in detail by Martynov and Nicolescu [21]. This conclusion is not justified at present.
As shown by Pacetti, Srivastava, and Pancheri [15], the strong variations in magnitude of the real part of the
scattering amplitude and of the ratio ρ(W, q2) = Ref/Imf over the Coulomb interference region significantly change
the Coulomb-nuclear interference effects. Their reanalyses of the TOTEM data gives ρ = 0.136 and ρ = 0.134 at 8
TeV and 13 TeV respectively, compared to the corresponding TOTEM values ρ = 0.12± 0.03 [7] and ρ = 0.10± 0.01
[6] shown in Fig. 1. The modified values agree well with the predictions of the fit. These results are supported by the
work of Kohara et al. [22], who obtained similar results in a less detailed analysis.
Pacetti et al. [15] based their analysis on the Barger-Phillips type model [23] of Fagundes et al. [24] which fits the
data on differential and total cross sections from ISR to LHC energies very accurately, and correctly predicted the
differential cross section at 13 TeV. The model has the phase demanded by analyticity and crossing symmetry and
the parametrized energy dependence built in. This leads, as noted, to a rapid decrease in Ref to a zero and change
in sign at q2 = |t| ≈ 0.15 GeV2. The eikonal model considered in the next section also has the correct phase relations
for crossing and analyticity built in, and again gives a rapid decrease of ρ(W, q2) with increasing q2, with a zero and
change of sign at q2 = 0.155 GeV2 at 13 TeV. The TOTEM group, in contrast, assumed constant or slowly decreasing
values of ρ(W, q2) over the interference region in their analysis.
IV. UPDATE ON THE EIKONAL FIT
A. Fits to the cross sections, B, and ρ
We have used the eikonal parametrizations of the pp and p¯p scattering amplitudes given in [1] to refit the combined
data on pp and p¯p total cross sections for W ≥ 6 GeV and the elastic scattering cross sections, ρ, and B for energies
W ≥ 10 GeV. The fit was constrained as described in [4] by fixing the values of the total cross sections at W = 4 GeV
to match the results obtained from the extensive low-energy data. This is the same general energy range with the
7TABLE II: Summary of the parameters used in the fit to the pp and p¯p scattering data in the eikonal model
Fixed values Fitted parameters
m0 = 0.6 GeV C0 = 7.386 ± 0.07
W0 = 4 GeV C1 = 31.00 ± 0.02
µgg = 0.705 GeV C2 = −0.360± 0.0004
µqq = 0.89 GeV C3 = −1.203± 0.004
µodd = 0.60 GeV C4 = 7.381 ± 0.013
C5 = −26.24± 0.02
αs = 0.5 α1 = 0.3196 ± 0.0003
Σgg = 9piα
2
s/m
2
0 α2 = 0.4640 ± 0.0001
= 19.635 GeV−2 β = 0.1786 ± 0.0002
same constraints as used in [1], but the data now include the new values of total proton-proton cross section, ρ, and
B at W = = 13 TeV from TOTEM collaboration and the value of the total proton-proton cross section at W =
√
s
= 95 TeV from the Telescope Array collaboration. We also include data for the inelastic cross sections in the energy
range 546 GeV - 57 TeV in the fit, including the new cross sections measured at 8 TeV [9, 10] and 13 TeV [5, 11, 12]
by the ATLAS, CMS, and TOTEM collaborations.
The values of B and σtot used in the fit were corrected for curvature effects in the extrapolation to q
2 = 0 using
the expressions in Eqs. (4) and (7), the values of the parameters C and D obtained in the earlier eikonal fit [1], and
the q2 ranges used in the respective experimental analyses. The corrections are most significant for B.
The fit was performed using the sieve algorithm [20] to eliminate 11 outlying points among 199 total datum points.
Nine parameters were used in the fit leaving 179 degees of freedom, a total χ2 of 199.2, and a raw χ2/d.o.f. = 1.11.
This must be renormalized by the sieve factor R ≈ 1.11 to Rχ2/d.o.f. = 1.22 to account for the elimination of the
outliers [20]. We note that all datum points including the outliers omitted in the final fit are shown in the figures
comparing the fits with data.
Our parametrization of the eikonal scattering amplitude is given in the appendix to [1]. The values of the parameters
found in the fit is given in Table II.
The results for the fits to the total, inelastic, and elastic scattering cross sections are shown in Fig. 2. The fits
are excellent, and very close to those obtained in Sec. III B using the Block-Cahn parametrization [3, 4] of their
expected high-energy behavior with the black-disk constraint. However, the eikonal model is more informative in
that it allows the calculation of more quantities of experimental interest including differential cross sections and the
curvature parameters discussed earlier.
The fits to the logarithmic slopes B of the forward differential elastic scattering cross sections dσ/dt, are shown in
Fig. 3. The data for B include the TOTEM results [25, 26] atW = 8 TeV where curvature corrections were included in
the experimental analysis. The results of that analysis gave values for B, C, and D in agreement with the predictions
of the eikonal model, as already noted. The parameters of the TOTEM analysis at 13 TeV were unfortunately not
included in [6], and the range of q2 used in their fit extends beyond that for which the result in Eq. (4) is reliable as
determined in [13]. The next term in the series in Eq. (1) is expected to be significant at the larger values of q2 in the
range used, and act to decrease the effective value of D.
The fit to ρ is also shown in Fig. 3. The highest energy data for ρ are from the TOTEM Collaboration at 13 TeV.
The TOTEM values of ρ obtained at 8 TeV and, especially, at 13 TeV appear to lie well below the trend of the
lower energy data. The value at 13 TeV, quoted with very low uncertainty, is excluded in the sieve analysis, though
its inclusion in our fit makes very little difference in the results because of the preponderance of other data and the
constraints imposed by the cross sections.
As discussed at the end of Sec. III B, the low values of ρ have been shown by Pacetti, Pancheri, and Srivastava [15]
to result from the neglect in the TOTEM analysis [6] of the strong q2 dependence of the real part of the scattering
amplitude, with Ref having a diffraction zero and changing sign at the very low value q2 ≈ 0.15 GeV2, within the q2
range used in the analysis. The corrected values of ρ obtained in [15] are 0.136 at 8 TeV and 0.134 at 13 TeV, with
some uncertainty. The eikonal model predicts a changes in sign of Ref at q2 = 0.17 and 0.155 GeV2, and values of ρ
of 0.131 and 0.126 at 8 and 13 TeV, quite consistent with the analysis of Pacetti et al.. We conclude that there is no
reason to be concerned at this point about the the exclusion of the 13 TeV point in our fit, and no need to include an
odderon contribution in the scattering amplitude as proposed in [6] and [21].
The differential cross sections were not used directly in our overall fits. The latter use only the information encoded
in σtot, B, and ρ defined at small q
2. As is evident in the figures, the fits also compromise among datum points of
comparable stated accuracy that may disagree by amounts larger than the quoted uncertainties, so we do not expect
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FIG. 2: Eikonal fits to σtot,pp (blue dots and solid line) and σtot,p¯p (red squares and dashed line). Only data above 5 GeV were
used in the final fit, with the cross sections constrained to fit compilations of low-energy data at 4 GeV [4].
to match individual differential cross sections exactly even for q2 small.
The measured and predicted cross sections dσ/dq2 are shown in Fig. 4 at W = 1.8 and 7 TeV. The results at 546
GeV and 62 GeV are comparable to those at 1.8 TeV. Our descriptions of the cross sections at small q2 are good at all
energies, corresponding to our fits to the B and ρ parameters and total cross sections. The predicted locations of the
diffraction minimum is reproduced properly at 1.8 TeV and below, but is shifted slightly toward smaller q2 relative
to experiment at 7 TeV. This pattern persists at the higher energies, with the predicted diffraction minimum shifted
slightly toward smaller q2 than observed, and the following peak somewhat too high.
The lack of precision near the diffraction minimum is not surprising. The minimum results from the vanishing of
the imaginary part of the scattering amplitude caused by cancellations between contributions from large and small
impact parameters in the oscillating impact-parameter integral for that quantity. This was discussed in [1].
The changes needed to correct this problem are small: calculation shows that an addition to the imaginary part of
the amplitude near q2 = 0.55 GeV2 of ∼ 0.7% of its value at q2 = 0 would shift the minimum at 7 TeV to the proper
location and reduce the height of the following maximum. A detailed fit would require finer modeling of the shape of
the eikonal function than we have attempted so far, with an emphasis on the cancellations involving the terms which
are the dominant at the higher energies.
It is interesting in this connection to note that a different set of problems is encountered with models which attempt
to fit the differential cross section directly using analytic expressions. An example is given by the Regge-type model of
Donnachie and Landshoff [30] which seemingly fits dσ/dt and σtot very well from ∼20 to 8000 GeV. However, a close
examination shows that the values of B derived from the model do not vary properly with energy over the lower part
of this energy range, and the impact-parameter amplitudes derived from the the model amplitude by inverse Fourier-
Bessel transformation are inconsistent with the eikonal form at high energies, hence violate unitary, a possibility of
which those authors were aware.
V. CONCLUSIONS
We have updated our eikonal fit and comprehensive fits to high energy data on proton–proton and antiproton–
proton forward scattering for σ, ρ, and B, including the Telescope Array value of total proton-proton cross section at
W = 95 TeV and the latest measurements of the inelastic cross sections at W= 8 TeV (by TOTEM and ATLAS) and
13 TeV (by ATLAS, CMS, and TOTEM). A new feature of the analysis is our inclusion of corrections to the reported
values of B and σtot associated with the effects of curvature in ln(dσ/dq
2) on the extrapolation from the measured
range of q2 to q2 = 0 [13]. We give semi-analytic expressions for the corrections, and have implemented them using
9æ
ææ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
à à
à
à
à
à
à
à à
10 50 100 500 1000 5000 1´104
-0.2
-0.1
0.0
0.1
0.2
W, GeV
Ρ
æ
æ
æ
ææ
æ
ææ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
æ
ææ
æ
æ
ææ
æ
æ
æ
æææ
æ
æ
æ
ææ æ
à
à
à
à
à
à
à
à
à
à
à
à
à
à
10 50 100 500 1000 5000 1´104
8
10
12
14
16
18
20
22
W, GeV
B,
HG
eV
c
L-
2
FIG. 3: Top panel: eikonal fits to the ratios ρ of the real to the imaginary parts of the forward scattering amplitudes for pp
(blue dots and solid line) and p¯p (red squares and dashed line) scattering. The horizontal dashed line is at ρ = 0. Bottom
panel: fits to the logarithmic slopes of the elastic differential scattering cross sections dσ/dt for pp (blue dots and solid line)
and p¯p (red squares and dashed line) scattering.
the earlier eikonal model [1]; the results are not changed significantly in our updated eikonal fit.
We find that the fits agree well numerically and graphically with our earlier works. The stability of the fits is not
unexpected given the general agreement of the new data with our original predictions. The comprehensive fit using
the Block-Cahn asymptotic parametrization of the cross sections and ρ again gives an asymptotic ratio of σelas to σtot
consistent within rather small uncertainties with 1/2, strongly indicating that the scattering approaches the black
disk limit at very high energies. Earlier results on the “edge” of the scattering amplitude and black disk limit in
[1] are unchanged in the updated eikonal fit. We find, however, that there are still problems in fitting dσ/dq2 near
the diffraction minimum where the scattering amplitude is very sensitive to small changes in the cancellations in the
impact-parameter integrals which lead to the minimum. Some small changes in the shape of the eikonal function are
clearly needed.
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FIG. 4: Top: differential cross section dσ/dt calculated in the eikonal model compared to that from the E710 experiment
[27, 28] at W = 1800 GeV. Bottom dσ/dt from the eikonal model and the TOTEM experiment [29] at W = 7000 GeV.
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