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1. Introduction
Over the past few decades, Hidden Markov models HMMs have been widely applied as a
data-driven modeling approach in automatic speech recognition (Rabiner, 1989). In this field,
signals are encoded as temporal variation of a short time power spectrum.HMMs applications
are now being extended to many fields such as pattern recognition (Fink, 2008); signal
processing (Vaseghi, 2006); telecommunication (Hirsch, 2001); bioinformatics (Baldi et al.,
2001), just to name a few applications.
Recently, HMMs represent in a natural way the individual component states of a
dynamic system. This fact make them useful in biomedical signal analysis and in medical
diagnosis (Al-ani et al., 2004; 2008; Al-ani & Trad, 2010a; Daidone et al., 2006; Helmy et al.,
2008; Novák et al., 2004a;b;c;d). For the same reason, they are used in fault detection and
mechanical systemmonitoring (Al-ani & Hamam, 2006; Bunks et al., 2000; Heck &McClellan,
1991; Miao et al., 2007; Smyth, 1994) as well inmodelling, identification and control of dynamic
systems (Elliot et al., 2004; Frankel, 2003; Fraser, 2010; Kwon1 et al., 2006; Myers et al., 1992;
Tsontzos et al., 2007; Wren et al., 2000). An HMM may be used also to describe discrete
stochastic changes in the system and then folds in the continuous dynamics, by associating
a set of dynamic and algebraic equations with each HMMmode1. This leads to a model called
probabilistic hybrid automaton (PHA) for short hybrid complex Systems (Hofbaur, 2005).
In these fields, it is essential to effectively learn all model parameters from a large amount of
training data according to certain training criteria. It has been shown that success of HMMs
highly depends on the goodness of estimated models and the underlying modeling technique
plays an critical role in the final system performance.
The objective of this chapter is to sensitize the reader on two problems related to conventional
HMMs which are important for dynamic system modelling and diagnosis: the training
problem and the data-driven selection methods of the structure for the constructed HMM and
then to introduce two application examples of HMMs in diagnosis of mechanical and medical
dynamic systems.
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2. Hidden Markov Models (HMMs)
This section introduces briefly the mathematical definition of Hidden Markov Models. We
introduce only their conventional training aspects. The notations will be done to remain in the
contexts cited by Rabiner (Rabiner, 1989).
The HMMs are double stochastic processes with one underlying process (state sequence) that
is not observable but may be estimated through a set of processes that produce a sequence
of observations. HMMs are a dominant technique for sequence analysis and they owe their
success to the existence of many efficient and reliable algorithms.
Consider a discrete time Markov chain with a finite set of states S = {s1, s2, ..., sN}. A HMM
is defined by the following compact notation to indicate the complete parameter set of the
model λ = (Π,A,B) where Π, A and B are the initial state distribution vector, matrix of state
transition probabilities and the set of the observation probability distribution in each state,
respectively (Rabiner, 1989).
Π = [pi1,pi2, ...,piN ], pii = P(q1 = si),A = [aij], aij = P(qt+1 = sj|qt = si),
1 ≤ i, j ≤ N, si, sj ∈ S, t ∈ {1, 2, ...,T}. In the rest of this chapter, the states si and sj will be
written as i and j respectively for simplicity.
The observation at time t, Ot , may be a discrete symbol (Discrete HMMs (DHMMs) case),
Ot = vk, vk ∈ V = {v1, v2, ..., vM}, or continuous, Ot ∈ R
K. For a discrete observation, vk will
be written as z for simplicity.
The observation matrix B is defined by B = [bi(Ot)], where bi(Ot) is the state conditional
probability of the observation Ot defined by bi(Ot) = P(Ot = z|qt = i), 1 ≤ i ≤ N, 1 ≤ z ≤
M. For a continuous observation (Continuous HMMs (CHMMs) case), bi(Ot) is defined by a
finite mixture of any log-concave or elliptically symmetric probability density function (pd f ),
e.g. Gaussian pd f , with state conditional observation mean vector µi and state conditional
observation covariance matrix Σi, so B may be defined as B = {µi, Σi}, i = 1, 2, ..., N. The
















In the case of left-to-right HMMs (Rabiner, 1989), multiple observation sequencesmust be used.
Unlike the ergodic HMM case, the left-to-right HMM necessitates taking into account that the
initial state probability is always equal to one. Thus, all the sequences are supposed to start
with the same state. In this work, the specific structures are taken into account by weighting
the values of the elements of thematrix A. The weights are defined by zeros and ones elements
corresponding to the structure of the matrix A.
In general, at each instant of time t, the model is in one of the states i, 1 ≤ i ≤ N. It outputs
Ot according to a discrete probability (in the DHMMs case) or according to a a continuous
density function (in the CHMM case) bj(Ot) and then jumps to state j, 1 ≤ j ≤ N with
probability aij. The state transition matrix defines the structure of the HMM (Rabiner, 1989).
The model λ may be obtained off-line using some training algorithm. In practice, given the
observation sequence O = {O1 O2 ... OT}, and amodel λ, the HMMs need three fundamental
problems to be solved. Problem1 is how to calculate the likelihood P(O|λ)? The solution to
this problem provides a score of howO belongs to the model λ. Problem 2 is how to determine
the most likely state sequence that corresponds to O? The solution to this problem provides
the sequence of the hidden states corresponding to the given observation sequenceO. Problem
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3 is how to adjust the model λ in order to maximize P(O|λ)? This is the problem of estimating
the model parameters given a corpus of training observations sequences. Problems 1 and 2
are solved in the decoding stage using either the forward probability (Rabiner, 1989) or the
Viterbi decoding algorithm (Viterbi, 1967), while problem 3 is solved during the training stage
using either a conventional algorithm such as the Baum-Welch algorithm and the Viterbi-based
algorithm, known as segmental K-mean in the case of CHMMs (Rabiner et al., 1986; Rabiner,
1989) or some other new training algorithm.
2.1 The decoding problem





which generates a given observation sequence O = {O1 O2 ... OT} could be desired. To
estimate the optimum state sequence, the stochastic dynamic programming based Viterbi






We define the probability function δt(i) at the ith state, time t of the multi-stage by
δt(i) = max
q1 q2 ...qt
ln p(q1 q2 ..., qt = i,O1O2...Ot|λ, qt),
t ≥ 1, i.e. the maximum partial observation probability associated with state sequence of
HMM at time t. In order to allow for path tracking,Ψt(i) is also introduced to keep track of the
most probable state sequence visited by an observation Ot.
2.2 The training problem
The HMMs owe their success to the existence of many efficient and reliable generative
training algorithms. The generative training has the advantage that one may impose all
kinds of structure constraints, such as graphical models (Jordan, 2004). These constraints
are related to inherent dependency or various relationship of data. More recently, a hybrid
generative/discriminative training schemes were proposed for training. In a more general sense,
the discriminative training of generative models may include any alternative estimation methods
for traditional generative models based on a different training criterion rather than the maximum
likelihood estimation (MLE). The discriminative training directly optimises a mapping function
from the input data samples to the desired output labels by adjusting a decision boundary
in the feature space. Several mapping functions can be estimated using some criteria that
are directly relevant to the ultimate classification and regression purpose. The more used
mapping functions in the literature are the conditional maximum likelihood (CML) (Jebara &
Pentland, 1998), also known as maximum mutual information (MMI) estimation (Bahl et al.,
1986; Woodland & Povey, 2002), empirical risk minimization (ERM) (Meir, 1995) and large
margin estimation (LME) (Scholkopf & Smola, 2002; Smola et al., 2000).
2.2.1 Conventional Baum-Welch training
In many conventional generative training methods, a new set of parameters λ˜ is chosen such
that P(O|λ˜) is maximized for a given observation sequence O = {O1 O2 ... OT}. In these
methods, a new set of parameters λ˜ is chosen such that P(O|λ˜) is maximized for a given
observation sequence Ot+1 Ot+2 ... OT . The re-estimation formulas of a given HMM (Rabiner,
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1989) may be derived directly by maximizing (using standard constrained optimization
techniques) the Baum’s auxiliary function (Baum et al., 1970),
Qaux(λ, λ˜) = ∑
Q
P(O, Q|λ) logP(O, Q|λ˜),
over λ˜. It has been proven by Bawm-Welch & Eagon (Baum & Eagon, 1967) that maximization
of Qaux(λ, λ˜) leads to increased likelihood, i.e.
max
λ˜
[Qaux(λ, λ˜)] ⇒ P(O|λ˜) ≥ P(O|λ).
Eventually the likelihood function converges to a critical point.
In the literature, the solution space of HMMs is usually coded as a function of the
model parameters (Π,A,B). The MLE or the probability of the observation sequence
associated to the HMM parameters may be applied. This may be obtained using the
Expectation-Maximization algorithm (EM) (Dunmur & Titterington, 1998). This algorithm leads
to Baum-Welch reestimation formulas which are based on the calculation of the forward and
backward probabilities (Rabiner, 1989). The EM algorithm is slow, computationally expensive
in practice and its estimation performance in the case of CHMMs depends on the given initial
model.
The Baum-Welsh algorithm has become very popular due to its simplicity and efficiency.
However, this algorithm may be easily trapped in a local optimum.
2.2.2 Conventional K-mean (Viterbi-based) training
Viterbi training (or segmental K-means) method is proposed as a generative training approach
to speed up the learning process. The basic idea behind Viterbi training is to replace
the computationally costly expectation E-step of the EM algorithm by an appropriate
maximization step with fewer and simpler computations. Thus the MLE criterion can be
approximated bymaximizing the probability of the bestHMM state sequence for each training
sample, given the model. The most probable path for each training sequence is derived using
Viterbi decoding algorithm. Based on this path, the state transition and observation emissions
occurrences are estimated and used for the reestimation of the HMM parameters:
• Initialization: Choose model parameters randomly.
• Iteration:
– Derive the most probable state sequence Q using the Viterbi decoding algorithm.
– Calculate aij and bi(Ot) for the given Q.
– Estimate the new model parameters using the estimated occurrences of state transition
and observation emissions.
• Termination: Stop, if convergence of the model parameters.
As mentioned by Rodríguez & Torres (Rodríguez & Torres, 2003) and by
Koloydenko (Koloydenko, 2007), Viterbi training involves much less computational
effort than Baum-Welch, still providing the same or slightly worse performance, so it is a
common choice among designers of speech recognition systems.
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2.2.3 New generative and discriminative training algorithms
There is no theoretical method to overcome the model initialisation and the local optimum
problems. In practice, many generative training as well as discriminative training methods were
proposed to overcome the limitations of the above conventional algorithms.
2.2.3.1 New generative training algorithms for the generative models
Some authors (Kanevsky, 2004; Povey & Kingsbury, 2007; Woodland & Povey, 2002)
suggested an Extended Baum-Welch (EBW) algorithm which is an iterative algorithm that uses
a specific set of update rules performed at each iteration. Huda et al. (Huda et al., 2006)
proposed different initial guesses and the solution that corresponds to the local maximum
with the largest probability is selected. The authors (Aupetit et al., 2007; Fengqin et al.,
2008; Xue et al., 2006) used the Particle Swarm Optimization (PSO) algorithm (Kennedy et al.,
2001). Wang et al. (Wang et al., 2008) proposed anHMM based on a mixture of factor analysis
(HMM-MFA) to model the correlation between the feature vector elements in speech signals.
Turner (Turner, 2008) proposed an effective implementation of a direct approach using an
adaptation of the Levenberg-Marquardt algorithm. This approach is based on the possibility of
maximizing the likelihood of HMMs by means of a direct gradient-Hessian approach, without
resorting to the EM algorithm.
Meta-heuristics approaches such as simulated annealing or Tabu search algorithms (Aarts & Korst,
1990; Kinney et al., 2007; Kirkpartrick et al., 1983; Lee, 2008; Lyu et al., 1996; Mazumdar et al.,
2007; McKendall & Shang, 2008) were used to minimize general energy or cost functions with
the aim of finding global optimal solutions within the feasible parameter domain. Due to the
non convexity of the maximum likelihood criterion, some meta-heuristics such as evolutionary
programming and simulated annealing algorithms in their original implementation in the
context ofHMMs have been proposed (Andrieu et al., 2000; Eddy, 1995; Lee& Park, 2007; Paul,
1985; Pérez et al., 2007; Rao & Rose, 2001; Tang et al., 2006; Yang et al., 2008; Won et al., 2007;
Zhao et al., 2007). In these works, the simulated annealing algorithm is applied to the CHMM
parameters. It is well known in simulated annealing that the convergence and the size of the
chain used at each temperature depend on the size of the solution space. A continuous coding
of the solution space leads to an infinite size of this space which gives rise to convergence
difficulties whereas the discrete coding of the solution space leads to a finite size of this space
which gives rise to better convergence properties (Al-ani & Hamam, 2010b).
2.2.3.2 New discriminative training algorithms for the generative models
Based on the mapping functions, many discriminative models were developed (Jiang, 2010).
Particularly, based on the generalization bounds in statistical learning theory (Vapnik, 1998), large
margin estimation (LME) (Scholkopf & Smola, 2002; Smola et al., 2000) have been applied
with success in several fields. However, as stated by Jiang (Jiang, 2010), there are still
some limitations in the discriminative training scheme. For example, it is not straightforward
to deal with latent variables and exploit the underlying structure of data in discriminative
models. Moreover, computational complexity is considerably higher in discriminative training
since it requires simultaneous consideration of data from all classes. Hence, no standalone
discriminative model can yield comparable performance as generative models, i.e., HMMs, on
any significant application task.
More recently, several hybrid algorithms have emerged combining generative models and
discriminative training based on some discriminative criteria that are related to the application
purposes (Altun et al., 2003; Jaakkola&Haussler, 1998; Jaakkola et al., 1999; Taskar et al., 2003).
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This scheme makes possible to deal with latent variables and exploit the underlying structure
of data. Discriminative training of HMMs have been applied in many fields:
• Speech and handwritten recognition (Altun et al., 2003; Arslan & Hansen, 1999; Bach &
Jordan, 2005; Cheng et al., 2009; 2010; Do & Artières, 2009; Dong & Li, 2007; Ganapathiraju
et al., 2000; Golowich & Sun, 2007; Gu et al., 2000; Jiang et al., 2006; Jiang & Li, 2006; Jiang,
2010; Krüger et al., 2005; 2006; Lee & Park, 2005; Li & Jiang, 2005; Li et al., 2005a;b; Li &
Juang, 2006; Liu et al., 2007a;b; Markov et al., 2001; Sanguansat et al., 2004; Saon & Povey,
2008; Sha & Saul, 2009; Solin & Burshtein, 2008),
• Computational biology (Li & Noble, 2003),
• Dialog act tagging (Surendran & Levow, 2006),
• Analysis of Facial expression temporal dynamics (Valstar & Pantic, 2008)
• Financial applications (Rao & Hong, 2001),
• Information extraction (Altun et al., 2003),
• Modeling chaotic nonlinear dynamical systems (Myers et al., 1992),
• Teleoperation tasks (Castellani et al., 2004),
• Temporal signals and EEG analysis (Xu et al., 2005; 2006),
2.3 Selection of the number of states in HMMs
A practical implementation but fundamental issue to be addressed when using HMMs is the
determination of their structure, namely the topology (or the transitions between the states) and
the number of states. The structure of an HMM is determined by some constraints that may
be introduced in the HMM structure, such as forcing the presence or absence of connections
between certain states.
Several approaches were proposed for learning the structure of HMMs. Stolcke &
Omohundro (Stolcke & Omohundro, 1993) proposed a data-driven technique where the
induction process starts with the most specific model consistent with the training data
and generalises by successively merging states. Both the choice of states to merge and the
stopping criterion are guided by the Bayesian posterior probability. Takara et al. (Takara
et al., 2007) proposed the application of a genetic algorithm (GA) to search out an optimal
structure. Biem et al. (Biem et al., 2002; Biem, 2003) proposed a model selection criterion for
classification problems. The criterion focuses on selectingmodels that are discriminant instead
of models based on the Occam’s razor principle of parsimony between accurate modeling and
complexity. The criterion, dubbed Discriminative Information Criterion (DIC), was applied to
the optimisation of HMM topology aimed at the recognition of cursively-handwritten digits.
The results showed that DIC generated models achieve a good relative improvement in
performance from a baseline system generated by the Bayesian Information Criterion (BIC).
Bcego et al. (Bcego et al., 2003) proposed a technique which is able to deal with drawbacks
of standard general purposemethods, like those based on the Bayesian inference criterion (BIC),
i.e., computational requirements, and sensitivity to initialisation of the training procedures.
The basic idea is to perform “decreasing” learning, starting each training how to learn model
structure from data and how to make the best use of labeled and unlabeled data. They
showed that a manually-constructed model that contains multiple states per extraction field
outperforms a model with one state per field, and discussed strategies for learning the model
structure automatically from data. They also demonstrated that the use of distantly-labeled
data to set model parameters provides a significant improvement in extraction accuracy.
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Siddiqi et al. (Siddiqi et al., 2007) proposed a new state-splitting algorithm that addresses
two problems: choosing the structure (model selection) and estimating model parameters
(learning).
Other approaches were also proposed for estimating the number of states. Celeux &
Durand (Celeux & Durand, 2008) proposed a technique for selecting HMM state number
with cross-validated Likelihood and they gave two approaches to compute cross-validated
likelihood for a HMM. The first one consists of using a deterministic half-sampling procedure,
and the second one consists of an adaptation of the EM algorithm for HMMs, to take into
account randomly missing values induced by cross-validation. Gunter & Bunke (Gunter &
Bunke, 2003) examined some optimization strategies for an HMM classifier that works with
continuous feature values and uses the Baum-Welch training algorithm. The free parameters
of the optimization procedure introduced in their paper are the number of states of a model,
the number of training iterations, and the number of Gaussian mixtures for each state.
The proposed optimization strategies are evaluated in the context of a handwritten word
recognition task.
3. Some selected applications of Hidden Markov models in dynamic systems
In this section, we introduce two application examples on dynamic processes. The first
application concerns the condition-based maintenance of machines using HMMs and the second
one concerns the diagnosis in medicine. For more details, see (Al-ani et al., 2004; Bunks et al.,
2000)
3.1 Condition-based maintenance of machines using HMMs
The term condition-based maintenance (CBM) is used to signify the monitoring of machines for
the purpose of diagnostics and prognostics. Diagnostics are used to determine the current health
status of a machine’s internal components and prognostics are used to predict their remaining
useful life. CBM has the potential to greatly reduce costs by helping to avoid catastrophic
failures (an extremely important point, for example, for helicopter gearboxes) and by more
efficiently determining the intervals required for maintenance schedules. The economic
ramifications of CBM are many fold since they affect labour requirements, replacement part
costs, and the logistics of scheduling routine maintenance. The reduction of maintenance to
that which is strictly necessary can have the effect of prolonging machine life and that of
diminishing the defects that can be introduced by the maintenance itself. Finally, the reduction
of catastrophic failures which lead to the loss of life and equipment can have an important
e!ect on insurance premiums.
One method for performing CBM is by using vibration measurements. The main objective
is the detection of vibrational characteristics which correspond to physical changes in the
machine which indicate abnormal operation. Examples of this could be chipping in a roller
bearing or spalling on a pinion gear. The primary challenge is to achieve a high degree of
precision in classifying a machine’s health given that its vibrational characteristics will vary
with many factors not all corresponding to defective components. For example, two identical,
newmachines will generally have different vibrational characteristics due to differences in the
manufacturing process. Furthermore, a machine’s underlying vibrational character is likely
to change over time as a function of the operating conditions, the maintenance schedules
it has undergone, and aging of the machine. Finally, the specific vibrational characteristics
of the machine will change as torque loads vary. Clearly, it is important to be able to
differentiate between vibrational changes which are due to machine component defects and
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those due to changing operating conditions. Assuming that torque loads vary slowly with
time, recorded vibration data should demonstrate practically stationary statistics over short
intervals. Under these conditions the following approach suggests itself. First, all the different
operating conditions which give rise to significantly different statistics in vibration data must
be identified. Second, the statistics of vibration data for various defects must be determined
either experimentally or by modelling. The combined sets of statistics would then serve as
a universe of models with which hypothesis testing could be performed on segments of the
data. Continuous processing of sequential segments of the data would result in classification
of operating condition and defect type (if any) as a function of time. Prior knowledge of how
a machine were to be operated or information about the relative frequency of the occurrence
of different types of defects could also be used to improve the performance of the above
classification algorithm. This would be accomplished by constructing a doubly stochastic
process which describes probabilistically how the machine is likely to undergo transition from
state to state and what the statistics are at each state. This type of process is well suited to the
statistical modelling methodology defined by HMMs.
HMMs are well suited to modelling of quasi-stationary signals and thus, as will be discussed
in what follows, can be used to perform detection and estimation for machine diagnostics and
prognostics. Two features of HMMs are particularly useful in themonitoring ofmachine health.
The first is that computationally efficient methods exist for computing likelihoods using
HMMs (Van Trees, 1968). This feature is important since it promises that signal processing
tools based on HMMs can be implemented cost effectively. Furthermore, there exist efficient
techniques which can be used for system identification with HMMs. This means that HMMs
can be used to build data-driven models of machines relieving somewhat the need to identify
specific features in data to be used as health indicators.
Bunks et al. (Bunks et al., 2000) compared problems of speech processing, an area where
HMMs have been applied extensively, to those of machine health monitoring. Their
comparison was useful since it helpedmotivate the use of HMMs for CBM as well as indicated
what some of the critical issues. Then, they used the Westland helicopter gearbox data to
illustrate some of the characteristics of vibration data under different operating conditions
and types of defects and to illustrate the application of HMMs to CBM.
3.1.1 The Westland helicopter gearbox data
The laboratory data set is made available by the Office of Naval Research for the evaluation of
machine health monitoring algorithms. This data set consists of vibration measurements from
a set of accelerometers placed on the casing of a Westland helicopter gearbox (Bunks et al.,
2000). The gearbox was operated at various torque levels and with various seeded defects in
a special test rig. This data set is used in examples of the application of HMMs to CBM.
The data set consists of 68 distinct operating conditions constituting nine different torque
levels and eight different seeded defects (of which one is actually a no-defect case). For each
operating condition time samples at a sampling rate of 100 kHz from eight accelerometers are
available for analysis. Bunks et al. (Bunks et al., 2000) noted the following observations on the
salient features of the Westland helicopter gearbox data set:
• The data are not stationary as a function of operating torque level.
• There are clear, although complex, differences in the spectra as a function of the types of
defects.
• There are clear, although complex, differences in the spectra as a function of the severity of
defect level.
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These observations were important since they validated the comparisons made by Bunks et
al. (Bunks et al., 2000), imply the feasibility of prognostics, and motivate the construction of
HMMs models for CBM.
3.1.2 HMM modelling for the Westland helicopter gearbox data
The objective is to construct someHMMmodels which can be used on data from theWestland
helicopter gearbox.HMMs are composed of twomain components. There is the state transition
matrix which probabilistically describes how the model moves from one stationary type of
behaviour to another. There is also the probability distribution associated to each state which
describes the statistics of the particular stationary model. In order to effectively model the
Westland helicopter gearbox data presented briefly in the previous section it is necessary
to construct a reasonable model for both of these components. This is achieved by first
specifying the total number of states for the model and then by estimating the parameters
of an appropriate probability density for each state. As for the state transition matrix this
information can only be obtained by using a prior experimental knowledge of the frequency
of occurrence of each defect and the average time spent operating at each of the torque levels.
For the purposes of their work this information was not available; nevertheless, some effort
was made Bunks et al. (Bunks et al., 2000) to construct a reasonable state transition model.
3.1.2.1 Modelling state probability densities
As noted in Section 3.1.1 the characteristics of the power spectra of the Westland data change
significantly for different torque levels and for different defect types. For the Westland data
set there are a total of 68 different torque-level defect-type pairs available. Thus, the HMM
constructed contains the same number of states.
An essential part of applying HMM technology to any problem is to decide what the
appropriate observations are. In general, the observations could be the raw data or some
function or transformation of the data. A transformation of the data is preferable when the
result allows for the diminution of the quantity of data which needs to be processed without
losing the ability to effectively monitor the HMM process. This may be important for the
Westland data since it is acquired at a rate of 100k samples per second for each of the eight
sensors and thus represents a relatively heavy data volume.
Each state of the Markov chain associated to an HMM must have a state process model
which implicitly or explicitly specifies a probability density function. In the HMM literature
the Gaussian distribution is often used although multi-modal distributions are also used by
taking mixtures of Gaussians (Liporace, 1982; Rabiner, 1989). Other common choices include
mixtures of autoregressive and autoregressive moving-average models (Poritz, 1982). In this
application a simple multi-dimensional Gaussian distribution was used. A different Gaussian
is estimated for each of the 68 operating conditions. Each Gaussian is eight-dimensional (8D)
(due to the eight sensors) and is estimated using the first 10k samples of each of the operating
condition runs (i.e. the first 0.1 s of data). The mean vectors, µi, and covariance matrices, Σi
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where T=10000 and yi(t) is the 8-vector of observations at time t∆t for data from operating
condition i.
We note that, in principle, the vibration data should be zero mean since having a DC level of
vibration is meaningless. Nevertheless, it is important to take the sample mean into account to
cancel the effects of bias coming from electronic amplification. We further note that modelling
the time sample data as an independent and identically distributed 8D Gaussian process does
not take advantage of the spectrally banded features of the data that were pointed out in
Section 3.1.1. The choice does have, however, a physical interpretation. Since the mean does
not contain any information the difference in data can only be contained in the second-order
statistics, namely the covariance. Looking at the broadband covariance matrix associated to
an operating condition yields information about the rms vibrational power on each sensor
(the diagonal terms of the covariance matrix) as well as the rms cross-power between sensors.
Since the various sensors are distributed equally around the gearbox it can be concluded that
this model provides information on proximity (i.e. relative power) and multipath effects (i.e.
events that lead to high correlation between sensors). As shown by Bunks et al. (Bunks et
al., 2000), this model results in an extremely robust classification of the Westland helicopter
gearbox data.
To measure the ability of the 68 Gaussian models to discriminate the data they were used
in three classification experiments. The experiments were conducted by testing which of the
68 models maximized the likelihood of observed data. This was done with varying sample
lengths for the observed data (10k, 1k, and 200 samples). The three tests were performed using
the fourth second of data. Note that since the models were created using the first 0.1 s of data
that these tests are performed by applying the models to data removed by 3.9 s. The results of
the above three experiments are illustrated in Fig. 1.
(a) (b) (c)
Fig. 1. Classification test using fourth second’s first (a) 10k samples. (b) 1k samples. (c) 200
samples (Bunks et al., 2000).
Each sub-figure illustrates the classification index (1-68) vs the data set index (also 1-68). Thus,
each circle in Fig. 1 (a) yields the result of deciding which is the best model (classification)
given the data set specified on the independent axis. Perfect classification requires that all the
circles lie on the diagonal as they almost do in Fig. 1 (a). The classification indices were chosen
to group operating conditions together by defect type. The ensemble of rectangular boxes in
Fig. 1 (a) indicates groups of indices whose defect type and level are the same. As shown in
the figure each rectangle is labelled by the defect type and level it represents. Finally, inside
each rectangle the torque level is increasing from the lower left to the upper right of the box.
As can be seen in Fig. 1 (a) the classification of the 68 cases only has minor errors consisting
of two torque-level misclassifications. In particular, for the level 2 defect d8 the torque at
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50% is misclassiëd to be 45% and that of 60% is taken to be 50%. Thus, it can be concluded
that using eight-dimensional Gaussian distributions to model the data is sufficient to identify
defect types and almost sufficient to identify all torque levels. This remains true when the
observed data set is reduced to only 1000 samples as is seen in Fig. 1 (b). However, as shown
in Fig. 1 (c), when the number of samples is reduced to only 200 the classification of the 68
cases starts to show a more significant number of errors. Nevertheless, these errors continue
to consist of only torque-level classification errors and none are defect-type errors.
The next test shows how the above classification procedure might work on a data set from
an operating helicopter gearbox. The tests are made using a composite data set which was
created by splicing together data from 10 of the 68 different operating conditions. An example
of this data set for the port quill shaft sensor is illustrated in Fig. 2.
Fig. 2. Illustration of sequenced data from port quill shaft sensor.
The figure shows the 10 segments delineated by vertical lines. Also shown on each of the
segments is a four-digit code of the form XYZZ for which X gives the defect level (1 or 2),
Y gives the defect type (1-9), and ZZ gives the torque level (the torque level designated by
99 actually indicates a torque of 100%.). The sequence of segments is also summarized in the
lower-left corner of the plot. The left-most segment of the data set is thus the no-defect case at
100% torque. This is followed by a diminishing of the torque to 75, 50, and then 27% at which
point defect #4 (spiral bevel input opinion spalling) is introduced also at a torque level of 27%.
The torque level is then increased to 70 and then 100% with this defect. The situation then
becomes more serious evolving to a level-2 defect #4 at 100% torque. The torque level then
decreases to 50 and then 27% for this defect level.
It is interesting to note that in the sequence presented in Fig. 2 the amplitude of vibration is
higher for low torque levels than for high torque levels. This was already noted previously
in the examination of power spectra (see Fig. 1 and the associated comments). The sequenced
data set for all eight sensors (of which only one is illustrated in Fig. 2) were used to perform
three classification experiments. Each experiment was conducted by applying a sliding
window (with no overlap) of length 1k, 200, and 100 samples, respectively, over the data.
The models used in the prior examples were used to classify the data output from the sliding
window at each step. The results are shown in Fig. 3.
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(a) (b) (c)
Fig. 3. Comparison of classification and true sequence with (a) a sliding window 1000
samples wide. (b) a sliding window 200 samples wide. (c) a sliding window 100 samples
wide (Bunks et al., 2000).
In Fig. 3 (a) there are very few errors of classification for the case where a sliding window of
1k samples is used. Since model index is organized by torque as was illustrated in Fig. 1 it
can be seen that the several small errors are torque-level classification errors only. For the case
of the sliding window using 200 samples shown in Fig. 3 (b) there are more errors but they
remain small and are still only slight torque-level discrepancies. Finally, in Fig. 3 (c) which
illustrates the case of the sliding window with 100 sample points, there are several important
errors which give rise to misclassifications in the type of defect. These errors are indicated by
circles and are labelled by their type codes.
The tests presented in the preceding figures indicate that the 68 models are quite robust and
are quite capable of performing accurate classification of defects and even classification of
torque level. Furthermore, the examples show that the use of more samples is preferable since
it improves the accuracy of classification and proportionally diminishes the amount of data to
consider. It is important to note that the computational burden necessary to obtain the decision
statistics is quite light depending only on a number of multiplies proportional to the number
of samples as defined in Equation 2.
3.1.2.2 Modelling state transition probabilities
The construction of a state transition model improves classification performance over that
obtained from simply using a finite set of unrelated models. That is to say the additional
information obtained from knowing what are the relative state visitation frequencies provides
a smoothing mechanism to the estimation of state (i.e. classification). Detection and estimation
algorithms based on HMMs incorporate state transition information in a Bayesian way.
In the previous section, a description of how to model state probability densities for the
Westland helicopter gearbox data was described and the resulting models were shown to
be effective in discriminating between various types of seeded defects. The models were also
shown to be robust and sufficiently discriminating to determine the operating torque levels of
the gearbox. These results seem to be sufficiently good to forego the need for the construction
of a state transitionmodel. However, theWestland data set is a high-quality laboratory test set.
Under true helicopter-operating conditions the recorded data would certainly be a lot noisier
and would most likely contain features not apparent in the test data.
Another important point is that for general problems of machine health monitoring there will
not always be laboratory test data from which state probability densities can be estimated
as was done in the previous subsection. Under these circumstances it may be necessary
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to determine these densities from explicit modelling using only the knowledge of the
physical characteristics of the various machine components (for a description of how to do
this with gears see (Mark, 1992)). Consequently, additional statistical information obtained
from the state transition model is very important for the performance of any classification
computations.
This section discusses a state transition model for the gearbox data. This model should be
based on prior information about the frequency of occurrence of each defect and the average
time spent operating at each of the torque levels. Although, for the Westland helicopter
gearbox data set, this information is not available it is still useful to discuss a potential model.
The model describes how a simple state transition diagram might reasonably be constructed.
The model is illustrated in Fig. 4 which shows three rows of states the top one for no-defect,
the middle one for a level 1 defect, and the bottom one for a level 2 defect.
Fig. 4. Transition diagram for Westland helicopter gearbox.
Each row contains nine states representing the nine torque levels under which the Westland
helicopter gearbox was operated. The arrows between torque levels are associated with
probabilities for transitioning from one torque level to the next. As shown in the diagram
they indicate that the torque can only increase or decrease by increments. The torque level
can also stay the same. The arrows between defect levels are associated with probabilities for
transitioning from no defect to a level-1 defect and subsequently to a level-2 defect. Notice
that once a no-defect state is left there is no way to return. This is also true for the transition
from a level-1 defect to a level-2 defect.
The state diagram in Fig. 4 illustrates a model for transitions from a no-defect to a single-defect
case. Since the Westland data set consists of seven distinct defect types the full-state transition
diagram would be based on Fig. 4 where the bottom two rows would be repeated six more
times and each attached in parallel to the top row. The full-state diagram model would
then permit a transition from the no-defect case to any one of the seven defect cases. The
state transition model could then be made more complex by allowing multiple defects to
be simultaneously present. Under these circumstances, additional branches representing the
multiple defect cases would be added to the state transition diagram. The new branches would
be appropriately attached to the single defect states. For example, simultaneous defects A and
B could be accessed by transitioning from either the single defect A or the single defect B (not
necessarily with the same probability).
3.1.2.3 Prognostics
An important problem in CBM is planning essential maintenance. Maintenance must be
performed before the expiration of the remaining useful life of critical machine components.
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Nevertheless, performing machine maintenance before it is needed gives rise to unnecessary
costs and can lead to maintenance-caused defects (damage inflicted on the machine via the
maintenance procedure). Thus, the estimation of mean useful life, known as prognostics, is
an interesting and important problem. HMMs provide a natural framework within which
problems of prognostics can be formulated. To illustrate this, Fig. 5 shows an HMMwhich can
be used for estimating the mean remaining useful life. In the figure, each state represents the
degree of incipient failure of a particular machine defect. The random process of each state
is determined by a row of Fig. 4. That is, state 1 in Fig. 5 is associated to a random process
generated by the top row of Fig. 4 (i.e. for no-defects). State 2 in Fig. 4 gets its random process
from the middle row of Fig. 4 and so on. For each state n there is a probability of remaining in
that state, ann, and a probability of leaving it, an,n+1. Since defects always become worse and
never improve the chain only allows transitions in the direction of increasing defect.
Fig. 5. Hidden Markov model for prognostics.
Thus, if state N represents the state of zero remaining useful life then the mean time, t∗, to this
state given that the current state, n, is calculated as a function of the mean number of steps
required to go from state n to state N. From the definition of expectation this is accomplished







This shows, at least in principle, how the problem of prognostics can be formulated
if the appropriate transition probabilities can be determined. Transition probabilities are
determined from experiential knowledge. As an example, it is well known that timing belts on
cars fail at around 70 000 miles. This sort of information is known for many types of machine
components and can be incorporated into the HMM in Fig. 5 as transition probabilities. Used
in conjunction with observations of vibration data it helps to determine the current state in the
HMM and the transition probabilities can then be used to compute a mean remaining useful
life estimate. This also illustrates how HMMs can be used in a hierarchical way to build up
complex models from simpler ones.
This application example does not answer all questions of how to apply HMMs to CBM
and many issues remain to be resolved. In particular, it is important to explore the practical
question of how to train HMMs for CBM. Since it is impractical to test each machine for each
operating condition that might be encountered, Bunks et al. (Bunks et al., 2000) suggested a
dynamic modelling approach for synthetically generating vibration data.
3.2 Sleep apnea diagnosis using HMMs
In this example, an automatic diagnosis approach based on HMMs is proposed for the
diagnosis of sleep apnea syndrome (Al-ani et al., 2004; 2008).
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Sleep apnea Syndrome (SAS) (American Academy of Sleep Medicine Task Force, 1999), is a very
common sleep disorder. SAS is considered as clinically relevant when the breath stops during
more than 10 seconds and occurs more than five times per sleep hour. These non breathing
episodes may sometimes occur more than 300 times a night. Health studies affirm that more
than 30 of these non breathing episodes per night should be considered abnormal. There exist
two kinds of apneic events that may cause insufficient pulmonary ventilation during sleep apnea
and hypopnoea. Apnea is defined as the total absence of airflow, followed by the reduction
of oxygen levels in arterial blood. The term hypopnoea is used when the breath doesn’t stop
but decrease over 50% of its normal value , followed by the reduction of oxygen levels in
arterial blood. The SAS is present mainly in adults and in 11% of children especially in the
male population (Eliot et al., 2003). Different form of apnea/hypopnoea may be distinguished:
obstructive, and mixed. Obstructive sleep apnea (OSA) is the most common type of sleep apnea.
OSA occurs when the upper airway occludes (either partially or fully) but the effort to
continue breathing is persistent. The primary causes of upper airway obstruction are lack
of muscle tone during sleep, excess tissue in the upper airway, and anatomic abnormalities in
the upper airway and jaw.
The treatment of SAS depends on the diagnosis quality of the apnea/hypopnoea event by the
expert physician. Nowadays the sleep apneas are classified manually by the expert physician
thanks to the nocturnal polysomnographic monitoring that simultaneously records several
vital signals during the entire sleeping process (Nasal airflow (NAF), electrocardiogram (ECG),
electroencephalogram (EEG), electromyogram (EMG), esophageal pressure (Pes), gastric pressure
(Pgas), Oxygen Saturation (OS), ...). A sleep apnea diagnosis is a very time consuming, expensive
and tedious task consisting of expert visual evaluation all 10 minutes pieces of approximately
8 hour recording with a setting of many channels.
Al-ani et al. (Al-ani et al., 2004), demonstrated that sleep apnea classification may be done
automatically using three simultaneous records of NAF, Peso and Pgas issued from the current
techniques of investigating patients with suspected sleep disordered breathing. The inference
method of this approach translates parameter values into interpretations of physiological and
pathophysiological states. If the interpretation is extended to sequences of states in time,
a state-space trajectory may be obtained. The identification of state-space trajectories is a
useful concept in diagnosis because some disorders may only be distinguished from each
other by time sequences of pathophysiological states. The probabilistic concept of HMMs
captures the uncertainty inherent in state interpretation. A major interest of using HMMs is
their capabilities for predictive inference. This inference makes our diagnosis system useful
in the evaluation of treatment plans, in the optimization of treatment plans, in the predictive
alarming.
The proposed diagnosis system, Fig. 6, is organized in such a manner that to be interactive
with the expert. It is organized as three phases: training phase, state interpretation phase and
detection phase.
3.2.1 Training phase
In the training phase, a real polysomnographic clinical records (observations) were used.
These records were organised as a multiple observation sequences of observations vectors.
Each vector contains three vital signals: NAF, Peso and Pgas. In Patient monitoring, we may
represent the evolution of the processes, modelled by different HMMs (normal respiration,
snoring, hypopnea, apnea, ...), by some intrinsic hidden states corresponding to some events
of interest (e.g., two events normal inspiration and normal expiration in the case of normal
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Fig. 6. Diagnosis system.
respiration. Simulated annealing algorithm (Al-ani & Hamam, 2010b) was used to construct
these HMMs.
3.2.2 Segmentation of the training data sequence into different pathophysiological state
sequence - state interpretation phase
Given the training observation sequences and their corresponding HMMs, this phase allows
an expert to decode, off-line, their corresponding state labels using Viterbi decoding algorithm.
The expert may then interpret these decoded state labels by some pathophysiological state
interpretations (e.g. snoring, inspiration, expiration, obstructive apnea, etc.), Fig. 7. The
interpretation of each state will be useful in on-line detection and interpretation of the
on-line state sequence. The identification of state-space trajectories is useful concept in
diagnosis since some disorders can only be distinguished from each other by the sequences of
pathophysiological states that they follow in time.
Fig. 7. An example of data segmentation of the air flow into different states and their
interpretations. Event model contains three states: state 1: week airflow, state 2: snoring
during expiration and state 3: snoring during inspiration.
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3.2.3 Off-line or on-line detection phase
Once the HMMs are available, the detection of hidden pathophysiological states in a given
observation sequence becomes possible. This may be done by two consecutive steps. At step1,
select the model that gives the maximum likelihood and at step 2, detect the Pathophysiological
state using Viterbi algorithm. Two modes of detection are possible: off-line detection using the
complete length of the observation sequence or on-line detection using a sliding window on
the observation sequence stream.
In the above work, it was demonstrated that sleep apnea classification may be done
automatically using three simultaneous records of NAF, Peso and Pgas issued from the current
techniques of investigating patients with suspected sleep disordered breathing. Correctly
identifying obstructive hypopneas and episodes of upper airway resistance needs a sensitive
measure of airflow and inspiratory effort. The measurement of swings in pleural pressure
by esophageal manometry is the current gold standard techniques for detecting changes in
respiratory effort. However, the placement of an esophageal catheter is often uncomfortable
and unacceptable, it may modify the upper airway dynamics, and some believe that it
contributes to the sleep disturbance during the sleep study. Furthermore, this technique is
available in only a proportion of sleep laboratories and, if performed, adds significantly to the
cost of the sleep study. For all these reasons, a new preliminary approach on detecting and
classifying sleep apneas and other breathing disorders is realised using mainly the ECG (Al-ani
et al., 2008). In this work, the observation sequences were obtained by feature extraction
technique which is based on Heart Rate Variability (HRV) defined in term of RR intervals of
ECG signals.
4. Conclusions
We tried throughout this chapter to sensitize the reader
1. on two problems related to conventional HMMs: the training problem and the selection of
a convenient structure for the constructed HMM. We recommend the reader to explore
some of the new training schemes introduced in section 2.2.3 that may significantly
improve the modelling results. The hybrid generative/discriminative approach is more
sensitive to change detection in dynamic systems than the purely generative or the purely
discriminative methods.
Concerning the choice of the structure, when it have a clear domain interpretation, as
for example in fault monitoring, the structure may be naturally dictated by the domain.
When the structure is not so conveniently available, however, we can employ some of
the data-driven selection methods introduced in section 2.3 to discover an appropriate
structure.
2. to the use of HMMs as a powerful tool for dynamic system modelling, fault detection and
diagnosis applications.
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