Uncertainty is naturally present in the context of many optimization problems. In the past several decades stochastic programming models have proved to be useful in dealing with uncertainty in many such applications. (Two-stage) stochastic linear programs (with recourse) (SLPs) [8, 9, 5, 10, 13] were introduced in the 1950s as a paradigm for dealing with uncertainty associated with data in applications leading to (deterministic) linear programs (DLPs) and since then they have been studied extensively. Algorithms for SLPs have been implemented in many commercial software packages, which have friendly user interfaces and efficient built-in solvers for solving practical problems.
(Deterministic) semidefinite programs (DSDPs) [1, 16, 19, 20] have been the focus of intense research during the past 15 years, especially in the context of interior point methods for optimization. DSDPs generalize DLPs, and they have a wide variety of applications, especially beyond those covered by DLPs. There are efficient interior point algorithms for solving DSDPs. Ariyawansa and Zhu [2] recently introduced a new paradigm termed Stochastic Semidefinite Programming (SSDP) for dealing with uncertainty in data leading to DSDPs. SSDPs are related to DSDPs in the same way that SLPs are related to DLPs.
We now present the definition of an SSDP as given in [2] . Let R m×n and R n∨n denote the vector spaces of real m × n matrices and real symmetric n × n matrices respectively. For U, V ∈ R n∨n , we write U 0 (U 0) to mean that U is positive semidefinite (positive definite), and U V or V U to mean that U − V 0. For U, V ∈ R m×n , we write U • V := trace (U T V ) to denote the Frobenius inner product between U and V . Given U i ∈ R n i ×n i for i = 1, 2, . . . , n, we use diag(U 1 , U 2 , . . . , U n ) to denote the matrix in R (
where X ∈ R n 1 ∨n 1 is the first-stage decision variable, Q (X, ω) is the minimum of the problem
where Y ∈ R n 2 ∨n 2 is the second-stage variable, and
An SSDP with recourse in dual standard form based on deterministic data A i ∈ R n 1 ∨n 1 for i = 1, 2, . . . , m 1 , b ∈ R m 1 and C ∈ R n 1 ∨n 1 ; and random data d ∈ R m 2 , W i ∈ R n 2 ∨n 2 for i = 1, 2, . . . , m 1 , T i ∈ R n 2 ∨n 2 for i = 1, 2, . . . , m 2 , and D ∈ R n 2 ∨n 2 that depend on an underlying outcome ω in an event space Ω with a known probability function P is defined as:
where y ∈ R m 1 is the first-stage variable, Q (y, ω) is the maximum of the problem maximize d(ω) T x subject to
where x ∈ R m 2 is the second-stage variable, and
Based on our experience with modeling so far, we find that models in applications lead to SSDPs in dual standard form more readily than to SSDPs in primal standard form. Indeed, this is the case in all applications presented in this paper.
A prominent alternative to SLP for handling uncertainty in data defining DLPs is chanceconstrained linear programming (CCLP) [6, 7, 12, 13, 14] . In [3] Ariyawansa and Zhu introduced an extension of semidefinite programs termed chance-constrained semidefinite programs (CCSDPs) for handling uncertainty in data defining semidefinite programs. CCSDPs are related to DSDPs in the same way that CCLPs are related to DLPs, and CCSDP is an alternative to SSDP for handling uncertainty in data defining DSDPs.
Consider the DLP maximize b T y subject to A T y ≤ c, T T y ≤ ξ,
where A ∈ R m×n 1 , T ∈ R m×n 2 , b ∈ R m , c ∈ R n 1 , and ξ ∈ R n 2 are deterministic data, and y ∈ R m is the decision variable. Clearly, (7) is an DLP in dual standard form.
A CCLP based on (7) is defined as follows. Suppose that the vector ξ and the matrix T are both random depending on an underlying outcome ω in an event space Ω with a known probability function P . Let the symbol P denote probability. Then it is meaningful to require that the probability of the constraints T T (ω)y ≤ ξ(ω) being satisfied is at least some prescribed value p ∈ (0, 1), rather than requiring that they hold for all outcomes ω ∈ Ω. This leads to the problem
which is termed a CCLP [6, 7, 12, 13, 14] . Constraints in the form of the last constraint of (8) arise naturally in various applications and are called chance-constraints (or probabilistic-constraints). Such constraints can be viewed as a relaxation of the requirement that constraints are enforced for all possible values of uncertain data, which could be prohibitive or even impossible. In practice, p ∈ (0, 1) may be chosen close to 1.
We define a CCSDP based on deterministic data A i ∈ R n 1 ∨n 1 for i = 1, 2, . . . , m, b ∈ R m , and C ∈ R n 1 ∨n 1 ; and random data W i ∈ R n 2 ∨n 2 for i = 1, 2, . . . , m, and D ∈ R n 2 ∨n 2 whose realizations depend on an underlying outcome ω in an event space Ω with a known probability function P . Given this data, we define a CCSDP as the problem
where y ∈ R m is the variable, and p ∈ (0, 1) is some prescribed probability. The rest of the paper is organized as follows. Each of the following four sections is devoted to an application. For each application we present a problem description leading to an SSDP model and if appropriate to a CCSDP model. In addition, for each SSDP and CCSDP model we indicate a notational reconciliation which shows how to transform the model into the generic form (4, 5, 6) or (9) respectively. The final section contains some brief concluding remarks.
An Application in Geometry
Many geometrical problems involving quadratic functions can be expressed as semidefinite programs. One example is the minimum volume covering ellipsoid problem (MVCEP). MVCEP [15, 16] has been studied for over fifty years and it has applications in computational statistics, robust statistics and data mining. The classical MVCEP is defined with deterministic data. In this section we suppose that some of the data is random with a known distribution and formulate an SSDP model and a CCSDP model that may be appropriate for that nondeterministic setting. The SSDP and CCSDP models in this section were first presented in [2] and [3] respectively. As we shall see, concrete versions of these models may be appropriate for determining optimal strategies for tracking randomly moving targets.
Optimal Covering of Random Ellipsoids-An SSDP Model
Suppose that we are given n f fixed ellipsoids
Here H i ∈ R n∨n , H i 0, g i ∈ R n and v i ∈ R for i = 1, 2, . . . , n f are deterministic data. We are also given n r random ellipsoidsẼ i (ω) := {x ∈ R n :
∈ R are random data that depend on an underlying outcome ω in an event space Ω with a known probability function P .
Suppose that at present we do not know the realizations of the n r random ellipsoids, and suppose that at some point in time in the future the realizations of these n r ellipsoids become known. Also suppose that we need to determine a ball that contains all n f fixed ellipsoids and the realizations of the n r random ellipsoids. However, this decision needs to be made before the realizations of the random ellipsoids become available. Therefore, when the realizations of the random ellipsoids do become available, the ball that has already been determined may or may not contain all the realized random ellipsoids. We assume that at that stage we are allowed to change the radius of the ball (but not its center), if necessary, in order to insure that the modified ball contains all (fixed and realizations of random) ellipsoids. We assume that the cost of choosing the ball has three components: the cost of the center, which is proportional to the Euclidean distance to the center from the origin; the cost of the initial radius, which is proportional to the square of the radius; and the cost of changing the radius after the realizations of the random ellipsoids become available, which is proportional to the increase in the square of the radius. The center and the radius of the initial ball are determined so that the expected total cost is minimized.
Our first goal is to determinex ∈ R n and γ ∈ R such that the ball B defined by
contains the fixed ellipsoids E i for i = 1, 2, . . . , n f , or equivalently if and only if there is τ i ≥ 0 such that
As indicated above this determination is made before the realizations of the random ellipsoidsẼ i (ω) for i = 1, 2, . . . , n r become known. Note that the center of B isx and that the square of the radius of B isx Tx − γ. We introduce the following constraints
and
By Schur Complements (10) is equivalent to When the realizations of the random ellipsoids become available, if necessary, we determineγ so that the new ballB := {x ∈ R n :
contains all the realizations of the random ellipsoids. This new ballB has the same centerx as B but a larger radius,r = x Tx −γ. We note thatr 2 − r 2 = (x Tx −γ) − (x Tx − γ) = γ −γ, and thus we introduce the constraint
where z is an upper bound ofr 2 − r 2 . Letc > 0 denote the cost per unit of the Euclidean distance between the center of the ball B and the origin, α > 0 be the cost per unit of the square of the radius of B, and let β > 0 be the cost per unit increase of the square of the radius if it becomes necessary after the realizations of the random ellipsoids are available. We define the following decision variables
where except for τ ∈ R n 1 and δ ∈ R n 2 the other components are as specified above. We also introduce the following unit cost vectors Then we get the model
where Q(x, ω) is the minimum of the problem minimize q T y subject to
Problem (12, 13, 14) is an SSDP in dual standard form as defined in Section 1. We now demonstrate this by indicating the assignments that need to be made in (4, 5, 6 ) to obtain (12, 13, 14) . First let n 1 := n f + 3(n + 1), m 1 := n f + n + 3, n 2 := n r + n + 2 and m 2 := n r + 2. We use 0 n to denote the zero vector in R n , and0 n to denote the zero matrix in R n∨n . Let e i be the i-th elementary vector in R n , and I n be the identify matrix in R n∨n . Then for i = 1, 2, . . . , (n f + n + 3), we define matrix A i ∈ R (n f +3(n+1))∨(n f +3(n+1)) as follows:
for i = 3, 4, . . . , (n + 2)
0 ;
and for i = (n + 4), (n + 5), . . . , (n f + n + 3)
Next we define C ∈ R (n f +3(n+1))∨(n f +3(n+1)) as
Now for i = 1, 2, . . . , (n f + n + 3), we define matrix T i (ω) ∈ R (nr+n+2)∨(nr+n+2) as follows:
for i = (n + 3), (n + 4), . . . , (n r + n + 3)
Now for i = 1, 2, . . . , (n f + 2), we define matrix W i (ω) ∈ R (nr+n+2)∨(nr+n+2) as follows:
With these assignments in (4, 5, 6) we get (12, 13, 14) .
Optimal Covering of Random Ellipsoids-A CCSDP Model
In this section we present a CCSDP model that may be appropriate for the application setting in §2.1. Suppose again that we are given n f fixed ellipsoids
. . , n f are deterministic data. We are also given n r random ellipsoidsẼ i (ω) := {x ∈ R n :
∈ R are random data whose realizations depend on an underlying outcome ω in an event space Ω with a known probability function P .
Suppose that we need to determine a ball subject to two types of constraints: the ball must contain all n f fixed ellipsoids; and it must contain the n r random ellipsoids with a prescribed probability p ∈ (0, 1). We assume that the cost of choosing the ball has two components: the cost of the center is proportional to the Euclidean distance to the center from the origin, and the cost of the radius is proportional to the square of the radius. The second type of constraint mentioned above can be viewed as a relaxation of the requirement that the ball contains all the realizations of the n r random ellipsoids, which could be prohibitive or even impossible. The center and the radius are to be determined so that the total cost is minimized.
Our goal is to determinex ∈ R n and γ ∈ R such that the ball B defined by
contains the fixed ellipsoids E i for i = 1, 2, . . . , n f , and the realizations of the random ellipsoids E i (ω) for i = 1, 2, . . . , n r with a prescribed probability p ∈ (0, 1). Note that the center of B isx and that the square of the radius of B isx Tx − γ. We introduce two constraints
By Schur Complements (15) Letc ≥ 0 denote the cost per unit of the Euclidean distance between the center of the ball B and the origin, and α ≥ 0 be the cost per unit of the square of the radius of B.
We define the decision variable x ∈ R (n f +nr+n+3) as
where except for the auxiliary variables τ ∈ R n f and δ ∈ R nr , other variables are as specified above.
We also introduce the unit cost vectors c ∈ R (n f +nr+n+3) as
Then we get the model
We now demonstrate that Problem (17) is a CCSDP as defined in Section 1. First let n 1 := n f + n r + 3(n + 1), m := n f + n r + n + 3, and n 2 := n + 1. Then let y := x and b := −c. We use 0 n to denote the zero vector in R n , and0 n to denote the zero matrix in R n∨n . Let e i be the i-th elementary vector in R n , and I n be the identify matrix in R n∨n . Then for i = 1, 2, . . . , (n f + n r + n + 3), we define matrix A i ∈ R (n f +nr+3(n+1))∨(n f +nr+3(n+1)) as follows:
,0 nr ;
for i = (n + 4), (n + 5), . . . , (n f + n + 3)
and for i = (n f + n + 4), (n f + n + 5), . . . , (n f + n r + n + 3)
Next we define C ∈ R (n f +nr+3(n+1))∨(n f +nr+3(n+1)) as
Then for i = 1, 2, . . . , (n f + n r + n + 3), we define matrix W i (ω) ∈ R (n+1)∨(n+1) as follows:
With these assignments in (9) we get (17).
A Possible Concrete Application of Models in Sections 2.1 and 2.2
The models in Sections 2.1 and 2.2 were formulated in generic terms. In this section we indicate a concrete application involving military operations where the generic models may be useful. Let n := 2. The fixed ellipsoids contain targets that need to be destroyed in a bombing run. Fighter aircrafts take off from the origin with a planned disk of coverage that contains the fixed ellipsoids. The random ellipsoids contain targets that are moving and in order to be accurate only the latest information about them is used. This may require increasing the radius of the planned disk of coverage after the initial fighter aircrafts have taken off. This increase, dependent on the initial disk of coverage and the specific information about the moving targets, results in an additional cost. Our SSDP model in Section 2.1 determines the initial disk of coverage so that the expected total cost is minimized. Now we consider the problem from the following slightly different perspective. The fixed ellipsoids contain targets that need to be destroyed, and the random ellipsoids contain targets that also need to be destroyed but are moving. Fighter aircrafts take off from the origin to destroy both types of targets with a planned disk of coverage having the following properties: the disk contains all the fixed ellipsoids; and it contains the realizations of the random ellipsoids with a prescribed probability p ∈ (0, 1). Our CCSDP model in Section 2.2 determines the disk of coverage so that the total cost is minimized.
An Application in Mobile Ad Hoc Networks
Mobile ad hoc networks consist of wireless mobile hosts that communicate with each other in the absence of a fixed infrastructure. Design of routing protocols is a crucial issue in mobile ad hoc networks and a number of routing algorithms [11, 18] have been proposed and studied. In many of these approaches, the authors use traditional strategies to model the movement of mobile nodes. For instance, they assume that mobile nodes move at a deterministic speed (average speed), or they preset an upper bound on their speed (worst-case). These strategies significantly simplify the problem. However, they also set apart the model from the reality that the model is supposed to approximate. Since nodes move randomly (both in speed and direction) in a mobile ad hoc network, the assumption that they move at a deterministic speed is restrictive.
Stochastic models are appropriate when data evolve over time and decisions need to be made prior to observing the entire data stream. In practice stochastic models can handle uncertainty in the data that leads to a problem more precisely and usually yield more satisfactory results. We incorporate SSDP and CCSDP models into the existing deterministic location-aided routing (LAR) algorithms in ad hoc networks, and propose a class of stochastic location-aided routing (SLAR) strategies for mobile ad-hoc networks. We expect SLARs to achieve better performance and higher efficiency since the randomness in the routing problem can be captured by such models better than deterministic models.
We begin by describing existing deterministic location-aided routing strategies.
Location-aided Routing (LAR)
The LAR protocol [11, 18] utilizes the location information for the mobile hosts to reduce the search space for a desired route. As a result, the overhead of route discovery can be reduced. When a sender node, say S, needs to find a route to a destination node, say D, S broadcasts a route request message to all its neighbors. When the neighbors receive the route request, they forward it to all their neighbors. If the same route request is received more than once by the same node, it will simply be discarded. As the route request is propagated to various nodes, the path followed by the request is included in the route request packet. On receiving the route request, D responds by sending a route reply message to S. The route reply packet follows a path that is obtained by reversing the path followed by the route request received by D. If the route request message does not get to D due to transmission error, S needs to be able to re-initiate the process of route discovery. Therefore, when S initiates route discovery, it sets a timeout interval. If during the timeout interval, a route reply is not received, then a new route discovery is initiated. Route discovery is initiated either when the sender detects that a previously determined route to the destination node is broken, or if the sender does not know a route to the destination.
In LAR, two zones are calculated: expected zone and request zone. Consider a node S that needs to find a route to a node D. Assume that node S knows that node D was at location L at time t 0 , and that the current time is t 1 . The expected zone of node D from the viewpoint of node S at time t 1 , is the region that node S expects to contain node D at time t 1 . Node S can determine the expected zone based on the knowledge that node D was at location L at time t 0 . If node S knows that node D travels with average speed v, then S may assume that the expected zone is the circular region of radius v(t 1 − t 0 ), centered at location L. This is an estimate, since if the actual speed is larger than the average, the destination may be outside the expected zone at time t 1 . Also, if S does not know a previous location of node D, the entire region occupied by the ad hoc network is assumed to be the expected zone.
Consider a node S that needs to find a route to a node D. Node S defines a request zone for the route request. A node forwards a route request only if it belongs to the request zone. To increase the probability that a route request will reach node D, the request zone should include the expected zone. The request zone may also include additional regions around the expected zone. Still there is no guarantee that a path can be found consisting only the hosts in a chosen request zone. Therefore, if a route is not discovered within a suitable timeout period, this protocol allows S to initiate a new route discovery with an expanded request zone. Increasing the size of the initial request zone can increase the probability of finding a path in the first attempt. However, route discovery overhead also increases with the size of the request zone. Thus, there is a trade off between latency of route determination and the message overhead.
Simulation results indicate that using location information in LAR results in significantly lower routing overhead, as compared to an algorithm that does not use location information.
Stochastic LAR (SLAR)-An SSDP Model
In our proposed approach, an SSDP model will be utilized to determine the "right" expected zone for us. We only focus on the decision of the expected zone, since the request zone depends on the expected zone. A "better" expected zone will give a "better" corresponding request zone.
We make the following assumptions:
• The nodes in the network are uniformly distributed.
• The source node S knows the location L of the destination node D at time t 0 .
• The node D moves at a random speed v(ω 1 ), which depends on an underlying outcome ω 1 in an event space Ω 1 with a known probability function P 1 .
• The node D moves at a (normalized) random direction d(ω 2 ), which depends on an underlying outcome ω 2 in an event space Ω 2 with a known probability function P 2 .
• P 1 and P 2 are both discrete.
. . , K } be the possible realizations of the random variables (v(ω 1 ), d(ω 2 )), and let
be the associated probability for k = 1, 2, . . . , K . Then by our assumptions, at time t 1 > t 0 , the destination node will be at the location L + (
, with probability p k . Note that our assumptions are more realistic than many traditional approaches. One of the main characteristics of mobile ad hoc networks is the mobility of their users. It is very important to know how the users roam around the geographical area covered by such networks. This knowledge if utilized can result in reduction in routing overhead. We model the movement speed of a mobile node by a random variable rather than assuming that it is a constant (such as average speed). Also, the movement direction is modeled as a random variable, which gives us the flexibility to capture the mobility patterns of the mobile nodes. For instance, if a mobile user moves mostly in a same direction, sayd, we can assign a very high probability to the scenario (d(ω 2 ) =d). Such an assignment may be suitable to model the movement of mobile users on a straight highway, road, or a street.
When K is large, we have too many cases (realizations) to consider. So we aggregate these realizations, and make the following assumptions:
• The node S knows the location of node D at time t 0 .
• We are given K fixed ellipsoids, E k := {x ∈ R n :
. . , K, as the possible realizations of the random ellipsoidẼ(ω) := {x ∈ R n :
0,g(ω) ∈ R n andṽ(ω) ∈ R for k = 1, 2, . . . , K are random data which depend on an underlying outcome ω in an event space Ω with a known probability function P , and H k ∈ R n∨n , H k 0, g k ∈ R n and v k ∈ R for k = 1, 2, . . . , K are deterministic data.
• K K
• At time t 1 , the destination node is in E k with probability p k , for k = 1, 2, . . . , K.
• Not all of the ellipsoids E k , k = 1, 2, . . . , K are covered by the disk C 0 of radius v(t 1 − t 0 ), centered at L, where v is the lowest possible moving speed of node D (v might be zero).
Then, knowing the location of D at time t 0 , in order to determine the expected zone for D at time t 1 , we take the following procedure:
• Stage 1: We pick a disk C of radius γ, centered atx, which contains the disk C 0 as our initial guess of the expected zone. Then we calculate the request zone according to the expected zone, and send out the routing request. Note that C 0 is among our choices for the initial guess of the expected zone.
• Stage 2: If it happens that node D is in C, no further action is needed; route request message gets to the destination and the reply message is sent back to the source; a route is established between the source and destination nodes.
Otherwise, D is in E k (the portion of E k not covered by C 0 ) for some k. Nodes in C initiate another route request and send to an enlarged disk C * that covers E k . The request message will get to the destination node D, and D replies to the node in C from which it received the request message. A route going through that node will be established between the source and destination nodes.
In order to have our algorithms work properly, we need to consider the following details:
• When the sender initiates a route discovery, it sets a timeout interval,t 1 . If during the timeout interval, a route reply is not received, then a new route discovery is initiated.
• When a node in C receives a routing request message, it will do three things: marks the message with a special flag; set a timer, sayt 2 ; and forwards the message. If the destination node receives this message, it will know that this message was forwarded to it from a node that is in C.
• The destination node replies to the route request message forwarded from a node in C.
•t 2 t 1 .
Under these assumptions the routing discovery procedure is as follows: the route request message is sent out from the source node S to the expected zone C, and the timert 1 is set. If the destination node D is in C, a reply message will be sent back to S, and a route will be established. The reply message will also be sent back to the nodes in C before the timet 2 expires; If D is not in C, the timert 2 will eventually expire and one node in C will initiate a routing request message and send it to an enlarged disk C * that contains C. If the message gets to D, a route will be established going through that node in C; if D cannot be reached at all, the timert 1 will expire and the source note will initiate another route request. Roughly speaking, we make a decision on the disk C before knowing the current location of D, and if there is discrepancy between this decision and the realization of the location of D, we make corrections to make sure that D is covered by an enlarged disk C * .
We assume that the cost of choosing the disk C has four components: the cost of choosing the center of C is proportional to the Euclidean distance from the source node to the center of C, which is in turn proportional to the number of nodes along the path from the source to the center of C; the cost of choosing the initial radius of C is proportional to the square of the radius, which is in turn proportional to the number of nodes in the initial expected zone; the cost of changing the radius of C after the realizations of the random parameters become available is proportional to the increase in the square of the radius, which is in turn proportional to the number of nodes added to the enlarged disk C * ; and latency penalty cost.
Our goal is to determine the center and radius of the initial disk, so that the expected total cost is minimized. The first step is to determinex ∈ R n and γ ∈ R such that the disk C defined by
contains the disk C 0 . As indicated above this determination is made before the realizations of the random variables become known. Note that the center of C isx and that the square of the radius of C isx Tx − γ. We introduce the two constraints
By Schur Complements (18) is equivalent to (19) is similarly equivalent to d 2 + γ −x T I −1x ≥ 0 and to the constraint d 2 ≥x Tx − γ. Thus d 1 is an upper bound on the distance between the center of the disk C and the origin (source node), √x Tx . Similarly, d 2 is an upper bound on square of the radius of the disk C, x Tx − γ.
When the realizations of the random variables become available, if necessary, we determineγ so that the new disk
contains the realization of the random ellipsoid. This new disk C * has the same centerx as C but a larger radius,r = x Tx −γ. We note thatr 2 − r 2 = (x Tx −γ) − (x Tx − γ) = γ −γ, and thus introduce the constraint 0 ≤ γ −ȳ ≤ z where z is an upper bound ofr 2 − r 2 . Letc > 0 denote the cost per unit of the Euclidean distance between the center of the disk C and the origin (source node), α > 0 be the cost per unit of the square of the radius of C, and let β > 0 be the cost per unit increase of the square of the radius if it becomes necessary after the realizations of the random ellipsoid are available. We define the following decision variables
where except for τ ∈ R n 1 and δ ∈ R n 2 other components are as specified above. We also introduce the following unit cost vectors
where Q(x, k) is the minimum of the problem minimize q T y subject to
Here we omit the notational reconciliation, since (20, 21, 22 ) is very similar to (12, 13, 14) which has been examined carefully in Section 2.1.
Stochastic LAR (SLAR)-A CCSDP Model
The randomness in LAR can also be handled by our CCSDP model. Instead of trying to cover all the realizations for the random ellipsoids, we determine a disk C such that C covers all the outcome of the random ellipsoids with a prescribed probability p ∈ (0, 1). This CCSDP model is more meaningful for handling extreme cases. For instance, one realization of the random ellipsoids might appear far away from our initially guessed disk, and our SSDP model will try to compensate this case and introduce a large cost. If this event happens with a low probability, our CCSDP model can ignore this event and give a much lower expected total cost. So which model to choose depends on the requirements of the problem. If every single outcome of the random ellipsoids needs to be considered, then we have to choose the SSDP model. If the total cost is important and ignoring some events as long as they happen with low probability is acceptable, then the CCSDP model is more appropriate than the SSDP model.
Our CCSDP model is:
Here we omit the notational reconciliation, since (23) is very similar to (17) which has been examined carefully in Section 2.2.
An Application in RC Circuit Design
Consider the linear resistor-capacitor (RC) circuit that can be described by the differential equation [17] 
where v(t) ∈ R n is the vector of node voltages, u(t) ∈ R n is the vector of independent voltage sources, C ∈ R n∨n is the capacitance matrix, and G ∈ R n∨n is the conductance matrix. We assume that the matrices C and G are affine functions of design parameters x ∈ R m , i.e.,
where C i ∈ R n∨n and G i ∈ R n∨n for i = 1, 2, . . . , m.
We refer to a circuit described by (24, 25) as a general RC circuit. When the general RC circuit is composed of two terminal resistors and capacitors, we will refer to it as a RC circuit. Linear RC circuit are often used as approximation models for transistors and interconnect wires. When the design parameters are the physical widths of conductors and transistors, the conductance and capacitance matrices are affine in these parameters.
Studies have been conducted on how fast a change in the input propagates to the different nodes in the circuit and how this propagation delay varies as a function of the resistances and capacitances. There have been several measures of this propagation delay: the threshold delay, the Elmore delay, and the dominant time constant. In [17] , Vandenberghe and Boyd proposed using the dominant time constant of the RC circuit as a measure of the propagation delay.
Let λ 1 , . . . , λ n denote the eigenvalues of the circuit, i.e., the eigenvalues of −C −1 G. We assume that they are sorted in decreasing order [17] , i.e.,
The largest eigenvalue, λ 1 , is called the dominant eigenvalue of the RC circuit and they define the (crucial) dominant time constant as
The dominant time constant can also be expressed in another form [17] :
We have:
So T max is an upper bound on T dom if and only if T max G(x) − C(x) 0. We will use this result in our application.
In RC circuit design we may want also to consider the following factors:
• The area of the circuit: Suppose the lengths of transistors and conductors, say l i , are fixed and the design variables represent the widths of them, then the circuit area has the form
where a 0 is the area of the fixed part of the circuit. In this case the area of the circuit is a linear function of the design variables x ∈ R m .
• The power dissipation: The total dissipated energy in the resistors from initial voltagev to final voltage 0 during a transition is the energy stored in the capacitors. It can expressed as (1/2)v T Cv. Therefore for fixed clock rate and fixed probability of transition, the average power dissipated is proportional tō
It is also a linear function of the design variables x.
RC Circuit Design-An SSDP Model
Now consider a company that manufactures RC circuits for various customers. These customers have different requirements on the propagation delay of these circuits. Customer requirements could be quit uncertain, and we assume that their requirements satisfy a probability distribution. We assume the lengths of transistors and conductors are fixed, say l i , and we need to make a decision on the design variables, say x ∈ R m , which represent the widths of transistors and conductors. This decision is subject to upper and lower bounds on the widths and upper and lower bound on average power dissipation.
This decision must be made before we know the requirements of customs on the propagation delay. After the customers place their orders and give their bounds on the dominant time constant (here we use the dominant time constant as the measure of the propagation delay of the RC circuit), the decision we made before may or may not satisfy customers' requirements. If necessary, we take some recourse action to modify the design parameters related to the capacitance matrices so that the new RC circuit will satisfy the given bounds on the dominant time constant.
We assume that there are costs associated with the area of the RC circuit and costs associated with the modification of the design parameters. We make a decision in such a way that the expected total costs are minimized.
The problem can be formulated as:
where Q(x, ω) is the minimum of the problem minimize dt subject to
In the first stage problem (28), the inequalities represent the constraints that our decision are subject to upper and lower bounds on the widths and average power dissipation. We assume that a cost c i is associated with each unit of the area l i x i . In the second stage problem (29), T (ω) represents the customer requirement on the dominant time constant. It is a random variable that depends on an underlying outcome ω in an event space Ω with a known probability function P . The matrix inequality represents the constraint that the modified RC circuit must have a dominant time constant no greater than the given upper bound. We need to measure how "big" the modification needs to be since this modification involves costs. We use the Euclidean norm to define the "difference" between x and y due to its simplicity. Other norms can be used as long as they are meaningful in practice. We use the last inequality in (29) to define an upper bound on the norm of (x − y) and assign the cost d to each unit of this bound.
We notice that in (28) there are only linear constraints and no matrix inequalities. In (29) the last inequality is not even a linear constraint. In order to transform this problem into the form of (4, 5, 6), we need the following observations:
• A vector x ∈ R n is nonnegative if and only if the matrix diag(x) ∈ R n∨n is positive semidefinite.
• By Schur complement, the inequality x − y ≤ t is equivalent to the matrix inequality
Problem (28, 29, 30) is an SSDP as defined in Section 1. We now indicate the assignments that need to be made in (4, 5, 6 ) to obtain (28, 29, 30). First let n 1 := 2m + 2, m 1 := m, n 2 := m + 1 and m 2 := m + n + 1. Let e i be the i-th elementary vector in R m , and I n be the identify matrix in R n∨n . We use 0 n to denote the zero vector in R n , and0 n to denote the zero matrix in R n∨n . Then for i = 1, 2, . . . , m, we define matrix A i ∈ R (2m+2)∨(2m+2) as
Next we define C ∈ R (2m+2)∨(2m+2) as
and T m+1 (ω) := diag 0 n , I m+1 .
With these assignments in (4, 5, 6 ) we see that (28, 29, 30 ) is an SSDP in dual standard form.
RC Circuit Design-A CCSDP Model
Now we model the problem as a CCSDP. Consider again the company that manufactures RC circuits for various customers that we considered in Section 4.1. These customers have different requirements on the propagation delay of these circuits. Customers requirements could be quit uncertain, and we assume that their requirements satisfy a probability distribution. As in Section 4.1 we assume that the lengths of transistors and conductors are fixed, say l i , and we need to make a decision on the design variables, say x ∈ R m , which represent the widths of transistors and conductors. This decision is subject to upper and lower bounds on the widths and upper and lower bound on average power dissipation.
This decision must be made before we know the requirements of the customs on the propagation delay. Since the requirements of the customers are random, the decision we make may or may not satisfy the requirements of all the customers. Recall that the SSDP model in Section 4.1 resulted from an initial decision x followed by a recourse decision y. As an alternative the company may find it acceptable to make decision x on the design parameters so that this decision will satisfy the requirements of all the customers with a prescribed probability p ∈ (0, 1).
We assume that there are costs associated with the area of the RC circuit and we make a decision in such a way that the total costs are minimized.
where p ∈ (0, 1) is a prescribed probability. In (32), the first two inequalities represent the constraints that our decision is subject to the upper and lower bounds on the widths and the average power dissipation. And we assume that a cost c i is associated with each unit of the area (l i x i ). T (ω) represents the customer requirement on the dominant time constant. It's a random variable that depends on an underlying outcome ω in an event space Ω with a known probability function P . The probability constraint says that the RC circuit we design will satisfy the customers requirements on the dominant time constant with a probability at least p.
Problem (32) is a CCSDP as defined in Section 1. We now indicate the assignments that need to be made in (9) to obtain (32). First let n 1 := 2m + 2 and n 2 := n. Let e i be the i-th elementary vector in R m , and I n be the identify matrix in R n∨n . We use 0 n to denote the zero vector in R n , and0 n to denote the zero matrix in R n∨n . Then for i = 1, 2, . . . , m, we define matrix A i ∈ R (2m+2)∨(2m+2) as
With these assignments in (9) we get (32) and so (32) is a CCSDP.
An Application in Structural Optimization
In structural optimization, one is often interested in finding the stiffest truss consisting of bars of a given total volume, carrying given external loads. Ben-Tal and Bendsøe [4] considered the following problem: a structure contains k linear elastic bars connected at a set of p nodes. They assume that the geometry and the material are fixed. The goal is to determine appropriate cross-sectional areas for the bars. In the simplest version of the problem they consider a fixed set of externally applied nodal forces f i , i = 1, 2, . . . , p, and they denote the node displacements resulting from the load f := [ f 1 , f 2 , . . . , f p ] T ∈ R p by the vector d ∈ R p . Then the elastic stored energy ε within the structure will be given by
which is a measure of the inverse of the stiffness of the structure. They try to find the stiffest truss by minimizing ε subject to constraints on the total volume and upper and lower bounds on the cross-sectional area of each bar. Let x i be the cross-sectional area of the i-th bar for i = 1, 2, . . . , k, and let x := [x 1 , x 2 , . . . , x k ] T . They define the stiffness matrix G(x) ∈ R p∨p by
where matrices G i ∈ R p∨p , i = 1, 2, . . . , k depend only on fixed parameters (such as lengths of the bars, geometry and material). Then the relationship between f and d is f = G(x)d.
Let v be the maximum volume, l i be the length of the i-th bar, and x i , x i be the lower and upper bounds on the cross-sectional area of the i-th bar, respectively, for i = 1, 2, . . . , k. 
The optimization problem they consider is
By using Schur complements (see [16] ) to express f T G(x) −1 f ≤ t as a linear matrix inequality, (34) is equivalent to the DSDP minimize t subject to
Structural Optimization-An SSDP Model
We will now suppose that the external forces applied to the nodes are random variables with known distributions. We believe this assumption is much closer to the reality since the environmental conditions (such as temperature and wind speed) around the structure change frequently. So the external forces applied to the nodes of the structure vary accordingly. We use the vector f (ω) ∈ R p to denote the random external forces applied to the nodes of the structure. The vector f (ω) depends on an underlying outcome ω in an event space Ω with a known probability function P . The vector of node displacements resulting from the load f (ω) will be denoted by d(ω), which is also random. Then the elastic stored energy within the structure will be
and it is a measure of the inverse of the stiffness of the structure. Let x ∈ R k be the design variables, which represent the cross-sectional areas of the bars and we define the stiffness matrix
where matrices G i ∈ R p∨p , i = 1, 2, . . . , k depend only on fixed parameters. Then we have the following relationship
Let v be the maximum volume, l i be the length of the i-th bar and x i , x i be the lower and upper bounds on the cross-sectional areas of the i-th bar, respectively, for i = 1, 2, . . . , k. Let
For simplicity we also assume that x > 0 and G(x) 0 for all positive values of x. Then G(x) −1 exits and (36) becomes
For a given stiffness lower bound, say 1/t, t is an upper bound of ε(ω) since ε(ω) is a measure of the inverse of the stiffness of the structure. So the constraint that the stiffness of the structure is no less than 1/t is equivalent to
By Schur complement, (37) is equivalent to
Suppose we design a structure for a customer. The structure will be installed in an open windy environment. From past experience the customer can provide us with sufficient information so that we can model the external forces that will be applied to the nodes of the structure as random variables with known distribution functions. The customer requires that our product must be stiff enough to survive most of the windy days and they will tolerate doing necessary (small) reinforcement on the structure under extreme situations (for example, a hurricane). When the weather information becomes available, the customer wants to know how much reinforcement needs to be done and requests us to provide instructions on how to do it. There are costs associated with the construction of the structure and costs associated with the reinforcement of the structure under extreme conditions.
The model we construct below will accomplish the following:
• This model will give us a set of design parameters for the structure. The structure with this set of parameters will satisfy the constraints on the total volume of the structure and upper and lower bounds on the cross-sectional area of each bar.
• The structure will achieve up to a certain level of stiffness (given) under various wind conditions.
• For each given stiffness level bound the model will give the most economical design of the structure (taking both the construction costs and the costs for doing necessary reinforcement under extreme conditions into account).
• The model can be used to give a tradeoff curve between costs and stiffness of the structure.
Our model is:
where Q(x, ω) is the minimum of the problem minimize qy
and E[Q(x, ω)] = Ω Q(x, ω)P (dω).
In the first stage problem (38) the decision variables are subject to upper and lower bound on the cross-sectional areas of the bars and the upper bound on the total volume. In the second stage problem (39) we check whether the decision we made in the fist stage satisfies the stiffness constraint. If not, necessary modification is made and the cost q is assigned to each unit of this modification. For a set of given stiffness bounds, solving this SSDP will give us a set of solutions on the cross-sectional areas of the bars and consequently we can draw a tradeoff curve between costs and stiffness. In practice a meaningful value for the stiffness bound, sayt, could be found and we can use it to find the optimal solution of the problem (38), sayx. For each realization of the random variable f (ω), sayf , solving (39) usingt,x andf will give us an optimal solution, saȳ z, and the difference betweenx andz will tell us how much modification needs to be done under the current wind condition and how to do it.
Problem (38, 39, 40) is an SSDP as defined in Section 1. We now indicate the assignments that need to be made in (4, 5, 6 ) to obtain (38, 39, 40). First let n 1 := 2k + 1, m 1 := k, n 2 := p + k + 2 and m 2 := p + 1. Let e i be the i-th elementary vector in R k , and I n be the identify matrix in R n∨n . We use 0 n to denote the zero vector in R n , and0 n to denote the zero matrix in R n∨n . Then for i = 1, 2, . . . , k, we define matrix A i ∈ R (2k+1)∨(2k+1) as A i := diag diag(e i ), diag(−e i ), l i . Finally, we define D(ω) ∈ R (p+k+2)∨(p+k+2) as
With these assignments in (4, 5,6) we get (38, 39, 40).
Structural Optimization-A CCSDP Model
Now we model the problem as a CCSDP. Consider again that we design a structure for a customer. As in Section 5.1 the structure will be installed in an open windy environment. From past experience the customer can provide us with sufficient information so that we can model the external forces that will be applied to the nodes of the structure as random variables with known distribution functions. The customer requires that our product will survive all the windy days with a desired probability p ∈ (0, 1). Our CCSDP model is:
In (41) the decision variables are subject to upper and lower bound on the cross-sectional areas of the bars and the upper bound on the total volume. For a given stiffness bound, our product will survive all of the windy days with a desired probability p ∈ (0, 1).
Problem (41) is a CCSDP as defined in Section 1. We now indicate the assignments that need to be made in (9) to obtain (41). First let m := k, n 1 := k + 1 and n 2 := p + 1. Let e i be the i-th elementary vector in R k , and I n be the identify matrix in R n∨n . We use 0 n to denote the zero vector in R n , and0 n to denote the zero matrix in R n∨n . Then for i = 1, 2, . . . , m, we define matrix A i ∈ R (2k+1)∨(2k+1) as A i := diag diag(e i ), diag(−e i ), l i .
Next we define C ∈ R (2k+1)∨(2k+1) as C := diag xI k , −xI k , v . Now for i = 1, 2, . . . , k, we define matrix W i (ω) ∈ R (p+1)∨(p+1) as W i (ω) := diag 0, G i .
Finally, we define D(ω) ∈ R (p+1)∨(p+1) as
With these assignments in (9) we get (41), and so (41) is a CCSDP.
Concluding Remarks
SSDPs and CCSDPs were introduced in [2] and [3] respectively as optimization models to handle uncertainty in data defining DSDPs. DSDPs enjoy wide applicability, and since uncertainty is naturally present in applications, SSDPs and CCSDPs can be expected to enjoy even wider applicability than DSDPs. In this paper, we have presented four application areas that lead to DSDPs under assumptions implying deterministic data, and shown that when such assumptions are relaxed to include random data one gets SSDPs and CCSDPs. The new models presented in the paper imply that SSDP and CCSDP may indeed be useful new paradigms for stochastic optimization. We conclude the paper with the hope that models presented in the paper would encourage the construction of SSDP and CCSDP models in other areas.
