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Chapitre 1
Introduction
1.1 Motivation
L’ultrason est une technologie de diagnostic médical largement utilisée. Elle a les avantages
d’être non intrusive, sans douleur, et permet de suivre le mouvement d’organes en temps réel
[Cho et al., 1993]. En analysant les images échocardiographiques, le praticien peut détecter
les désordres des valves cardiaques, mesurer la fonctionalité des ventricules, diagnostiquer
l’épanchement pericardial, évaluer les maladies cardiaques congénitales et détecter les tumeurs
cardiaques [Webb, 1988].
Cependant, cette modalité d’images présente deux inconvénients majeurs qui rendent com-
plexe la tâche du diagnostic médical : (i) les images ultrasons ont un contraste faible, et (ii)
elles possèdent un important niveau de bruit appelé communément speckle.
L’objectif de cette thèse a été de développer un outil d’aide au diagnostic de certaines
maladies cardiaques (ischémie et infarctus [Weyman, 1994]) qui se manifestent par la rigidité
de parties des parois des cavités. L’idée est d’observer le mouvement cardiaque sur une série
d’images échocardiographiques et de déceler les zones rigides des parois. Pour contribuer à la
résolution de ce problème, nous avons établi les objectifs suivants :
– détecter les contours des cavités du cœur dans les images.
– mettre en correspondance ces contours pour estimer le mouvement local des parois.
– analyser les champs de mouvement des images successives pour déterminer les zones
ayant un mouvement faible.
Afin d’atteindre le premier objectif et étant donné la prédominance du bruit multiplicatif
dans les images échographiques, nous avons développé une méthode de segmentation robuste.
Cette méthode consiste en un contour actif implicite ayant une fonction d’arrêt originale.
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Celle-ci met en œuvre la statistique du coefficient de variation et la norme de Tukey. Pour
rendre la détection de contours plus précise, nous avons conçu un réseau de neurones qui
participe au contrôle de l’équation d’évolution du contour actif.
Pour le deuxième objectif, nous avons développé une méthode d’estimation de mouvement
par recalage géométrique. En effet, notre méthode met en correspondance les contours trouvés
à l’étape de segmentation par l’algorithme ICP (Iterative Closest Point). Dans ce processus,
nous estimons une déformation paramétrique composée de trois types de transformations :
une transformation rigide, une B-spline globale, et une série de raffinements locaux de la
B-spline produisant une B-spline dite hiérarchique.
Le dernier objectif est traité en sommant les vecteurs de mouvement pour chaque point
des contours sur une séquence d’images. Ces quantités sont analysées pour détecter les zones
rigides.
Les deux étapes de segmentation et recalage ont donné lieu à des expérimentations sur des
images réelles et la comparaison avec des méthodes classiques de la littérature. Les indicateurs
quantitatifs de performance montrent des résultats intéressants de notre méthode.
1.2 Contributions
Le travail de cette thèse a abouti à des contributions portant à la fois sur la segmentation
des cavités cardiaques dans des images ultrasons et sur son recalage. Nous en citons les
éléments majeurs :
– une nouvelle fonction d’arrêt pour le contour actif géométrique basée sur la norme de
Tukey.
– l’adaptation de cette fonction d’arrêt au bruit des images ultrasons par l’introduction
du Coefficient de Variation pour la segmentation de cavités cardiaques.
– l’enrichissement de la fonction d’arrêt du contour actif basée sur un réseau de neurones
de type Multilayer Perceptron (MLP).
– la proposition d’une méthode de recalage adaptée à la complexité des contours de cavités
cardiaques. Cette proposition enchaîne trois types de recalage : un recalage rigide itératif
à l’aide de l’algorithme ICP, un recalage élastique B-spline en utilisant des courbes, et
le raffinement hiérarchique B-spline.
– la conception d’une méthode d’analyse de mouvement du cœur basée sur nos méthodes
de segmentation et de recalage.
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1.3 Organisation du document
Le reste de ce manuscrit se divise en trois chapitres.
Chapitre 2 : Ce chapitre bibliographique présente une revue de la littérature des sujets
qui concernent la thèse. Tout d’abord, nous étudions les caractéristiques générales du cœur.
La première partie de ce chapitre est consacrée à l’ultrason et aux images échographiques.
La deuxième partie traite le bruit speckle endémique dans les images ultrasons. Notamment
nous présentons sa nature, son origine et les approches statistiques pour sa modélisation. La
troisième partie montre la segmentation des images échographiques, et tout particulièrement
la technique des contours actifs implicites. La quatrième partie traite du recalage géomé-
trique d’images 2D. Nous présentons sa formulation mathématique et ses étapes. Dans la
dernière partie, nous étudions le problème de l’estimation du mouvement cardiaque en pré-
sentant d’abord sa formulation générale, les méthodes proposées pour les diverses modalités
d’imagerie, en particulier les images ultrasons.
Chapitre 3 : Dans ce chapitre, nous développons notre méthode de segmentation des ca-
vités cardiaques. En premier lieu nous abordons le contour actif géométrique et ses problèmes
pour détecter les contours dans des images ultrasons, le coefficient de variation en tant que
détecteur de contours robuste au speckle, et la classification basée sur un réseau de neurones
de type MLP. Ensuite, nous présentons une nouvelle fonction d’arrêt pour le contour actif
géométrique basée sur la norme de Tukey, le coefficient de variation, et un MLP. Finalement,
nous montrons des résultats de segmentation par notre méthode sur des images de synthèse
et réelles, et nous les comparons avec une méthode représentative de la littérature [Chan and
Vese, 2001].
Chapitre 4 : Dans ce chapitre, nous développons notre méthode d’analyse de mouvement
du cœur basée sur le recalage hiérarchique B-spline. Tout d’abord, nous présentons trois types
de recalage d’images : le recalage rigide à l’aide de l’algorithme ICP, le recalage B-spline à base
de courbes, et le raffinement hiérarchique B-spline. Ensuite, nous proposons notre méthode
d’analyse fondée sur ces méthodes de recalage. Finalement, nous montrons les résultats en
utilisant notre méthode, et nous les comparons avec ceux obtenus par une méthode récente
[Arganda-Carreras et al., 2006].
Enfin des conclusions sont tirées et des perspectives esquissées.
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Chapitre 2
Contexte et état de l’art
2.1 Introduction du chapitre
L’objectif principal de cette thèse est la détection de zones rigides dans les parois car-
diaques par des images échographiques. Cette tâche nécessite l’enchaînement de plusieurs
techniques d’analyse d’images : de l’acquisition à l’interprétation, en passant par l’améliora-
tion, la segmentation et le recalage.
Ce chapitre présente une synthèse bibliographique pour ces cinq étapes en se focalisant
sur les images échographiques. Tout d’abord, nous étudions les caractéristiques générales de
l’organe étudié : le cœur. Les sections 2.3 et 2.4 sont consacrées à l’acquisition des images
échographiques. La section 2.3 traite des ultrasons et de leurs applications. La section 2.4
présente la formation des images ultrasons, notamment les phénomènes physiques associés à
la transmission des ondes ultrasons dans le corps et les modes de visualisation des ondes de
retour. Les phénomènes et modes de visualisation introduisent des bruits dans les images.
La section 2.5 est consacré au bruit, dit speckle, qui nous concerne dans cette thèse. Nous
présentons sa nature, son origine et les approches statistiques pour sa modélisation.
La segmentation des images échographiques est traitée dans la section 2.6. Nous présentons
tout particulièrement la technique des contours actifs implicites et les travaux correspondants
dans la littérature. La section 2.7 est consacrée au recalage géométrique d’images 2D : sa
formulation mathématique, son processus, et les outils mathématiques utilisés dans chacune
des étapes de ce processus.
Finalement, dans la section 2.8 nous étudions le problème de l’estimation du mouvement
cardiaque en présentant d’abord sa formulation générale, puis les méthodes proposées dans
la littérature pour diverses modalités d’imagerie, en particulier les images ultrasons.
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2.2 Le cœur
2.2.1 Introduction
Dans cette section, nous nous intéressons à l’organe qui est l’objet de notre étude, le cœur.
Nous présentons d’abord des notions générales de l’anatomie du cœur (section 2.2.2) ; ensuite,
nous étudions son fonctionnement (cycle cardiaque) (section 2.2.3).
2.2.2 Anatomie du cœur
Le cœur est un organe creux et musculaire qui assure la circulation du sang en le pom-
pant par des contractions rythmiques à travers les vaisseaux sanguins vers les différentes
parties du corps. Il est constitué de quatre chambres, appelées cavités cardiaques : les atria
ou oreillettes en haut, et les ventricules en bas. La figure 2.1 montre un schéma simple des
éléments principaux qui composent le cœur.
Fig. 2.1 – Structure du cœur : (1) Atrium droit (2) Atrium gauche (3) Veine cave supérieure
(4) Aorte (5) Artère pulmonaire (6) Veine pulmonaire (7) Valve mitrale(auriculo-ventriculaire)
(8) Valve aortique (9) Ventricule gauche (10) Ventricule droit (11) Veine cave inférieure (12)
Valve tricuspide (13) Valve sigmoïde(pulmonaire)
Du sang appauvri en oxygène par son passage dans le corps entre dans l’atrium droit (1)
par trois veines, la veine cave supérieure (3), la veine cave inférieure (11) et le sinus coronaire.
Le sang passe ensuite vers le ventricule droit (10). Celui-ci le pompe vers les poumons par
l’artère pulmonaire (5).
Après avoir perdu du dioxyde de carbone dans les poumons et s’être pourvu en oxygène,
le sang passe par les veines pulmonaires (6) vers l’atrium gauche (2). De là le sang oxygéné
entre dans le ventricule gauche (9). Cette chambre est la pompe principale, ayant pour but
d’envoyer le sang par l’aorte (4) vers toutes les parties du corps sauf les poumons.
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Des valves entre les oreillettes et les ventricules assurent le passage unidirectionnel du
sang depuis les atria vers les ventricules.
2.2.3 Le cycle cardiaque
Le cœur possède une fréquence d’impulsion au repos de 60 à 70 battements par minute.
Chaque battement du cœur entraîne une séquence d’événements formant le cycle cardiaque.
Ce cycle consiste en trois étapes majeures : la systole auriculaire, la systole ventriculaire
et la diastole. De manière générale, la systole correspond à un mouvement de contraction
et la diastole à un mouvement de relaxation. Au début du cycle cardiaque le sang remplit les
oreillettes droites et gauches grâce aux veines caves et pulmonaires.
Durant la systole auriculaire, les oreillettes se contractent et éjectent du sang vers les
ventricules (remplissage actif). Une fois le sang expulsé des oreillettes, les valves situées entre
les oreillettes et les ventricules se ferment. Ceci évite un reflux du sang vers les oreillettes.
La figure 2.2a explique graphiquement le remplissage actif des ventricules. Le remplissage
du ventricule droit est représenté au moyen d’une flèche noire ; de même le remplissage du
ventricule gauche est représenté au moyen d’une flèche grise.
La systole ventriculaire implique la contraction des ventricules, expulsant le sang vers le
système circulatoire. Une fois le sang expulsé, les deux valves sigmoïdes - la valve pulmonaire à
droite et la valve aortique à gauche - se ferment. Ainsi le sang ne reflue pas vers les ventricules.
Pendant cette systole les oreillettes relâchées, se remplissent de sang. Dans la figure 2.2b,
la flèche noire illustre l’expulsion du sang pauvrement oxygéné du ventricule droit vers le
poumon, et l’envoi du sang riche en oxygène vers le système circulatoire pour nourrir les
tissus et les organes est représenté avec la flèche grise.
La diastole est la relaxation de toutes les parties du cœur, permettant le remplissage
(passif) des ventricules et l’arrivée de nouveau sang.
2.3 Développement de l’ultrason et ses applications médicales
2.3.1 Introduction
Pour soigner les patients les ondes d’ultrason correspondent à un phénomène physique qui
a été utilisé dans divers domaines d’application. Dans cette section nous donnons un aperçu
historique des applications des ondes ultrasons. Dans la section 2.3.2, nous commentons les
premières applications de l’ultrason, et dans la section 2.3.3 nous introduisons les utilisations
de l’ultrason dans la médecine actuelle.
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(a) (b)
Fig. 2.2 – Le cycle cardiaque : (a) Systole auriculaire (b) Systole ventriculaire
2.3.2 Antécédents historiques de l’ultrason dans la médecine
L’ultrason est défini comme une onde acoustique dont la fréquence est au-dessus de la
limite perceptible par l’audition humaine (approximativement 20 KHz). L’ultra-son est uti-
lisé dans des applications industrielles (par exemple la mesure de distances, la caractérisation
interne de matériels, essais non destructifs, etc.), et en médecine (l’échographie et la physio-
thérapie).
Les applications médicales de l’ultrason ont leur origine dans la mesure de distances sous
l’eau en utilisant des ondes. Une première étude a été effectuée en 1826 par les suédois J.
Colladen et C. Sturm ; ils ont mesuré la vitesse du son sous l’eau en utilisant une cloche sous-
marine. Après cette expérience pionnière, de nombreux scientifiques ont étudié les propriétés
physiques des vibrations sonores, c’est-à-dire, la transmission, la propagation et la réfraction.
Spécialement, on peut mentionner l’anglais Rayleigh et son traité “The Theory of Sound", où
il modélise la propagation de l’onde par une équation mathématique, établissant ainsi la base
des futures recherches en acoustique.
Un progrès énorme dans la recherche des ondes sonores à très haute fréquence a été la
découverte en 1880 de l’effet piézoélectrique par les français Pierre et Jacques Curie. Ils ont
observé qu’un potentiel électrique se produit quand une pression mécanique est exercée sur
un cristal de quartz. L’effet réciproque d’obtenir une tension mécanique comme réponse à
une différence de potentiel électrique a été mathématiquement déduit par G. Lippman, ce qui
postérieurement a été vérifié par les frères Curie.
Basé sur l’effet piézoélectrique, une étape importante dans le développement d’instru-
ments ultrasons de haute fréquence a été l’“hydrophone" par P. Langévin et C. Chilowsky.
Ce dispositif a été conçu pour la production de signaux sous-marins et pour la localisation à
distance d’obstacles sous-marins.
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Une application antérieure au diagnostic médical par ultra-son, est la détection de défauts
internes de pièces métalliques, idée suggérée initialement par S. Sokolov en 1928 [Sokolov,
1935].
Le premier antécédent de l’utilisation de l’ultrason comme technique de diagnostic médical
ont été les recherches de H. Gor et Th. Wedekind [Gohr and Wedekind, 1940]. Ils proposèrent
la possibilité du diagnostic ultrason pour détecter des tumeurs en se basant sur le même
principe physique utilisé pour la détection de défauts dans des métaux. Cependant, le premier
à obtenir des résultats positifs dans l’application de l’ultrason dans le diagnostic médical a été
k. Dussik en 1941. Il a présenté les considérations théoriques de la génération, la transmission
et les effets des ultrasons, ainsi que la possibilité de différencier les tissus du corps [Dussik,
1941]. En 1945, K. Dussik a présenté un prototype pour faire des images du cerveau et des
ventricules humains, et en 1953 il a publié des résultats sur la recherche avec ultrason des
maladies du cerveau [Dussik, 1952].
Dès le début du diagnostic par ultrason, le mode A, ou mode d’amplitude a été utilisée.
Dans ce mode, l’amplitude de l’écho peut être affichée en fonction de la profondeur de pé-
nétration de l’onde sonore. En 1953, Wild introduit un scanner ultrason à deux dimensions
[Wild and Reid, 1952] avec lequel il est possible de sonder une région d’un organe.
2.3.3 Applications actuelles de l’ultrason dans la médecine
L’ultrason est une technologie de diagnostic médical largement utilisée. Elle présente plu-
sieurs avantages [Cho et al., 1993] :
– L’ultrason est une technologie de diagnostic non intrusive.
– L’utilisation de l’ultrason n’est pas dangereuse pour la santé du patient.
– L’application de l’ultrason est non douloureuse. Au contraire, l’ultrason est largement
utilisé en physiothérapie.
– L’ultrason est une technologie relativement peu coûteuse.
– Généralement un échographe est un appareil mobile
– Le résultat de l’examen est immédiat.
– L’ultrason fournit une image en temps réel, par conséquent, c’est un bon outil pour
guider des procédures d’inspection, et il permet de suivre le mouvement d’organes.
L’ultrason a d’importantes applications en médecine, parmi celles-ci citons [Webb, 1988;
Piñeiro, 2005] :
– En Obstétrique : pour superviser le développement du fœtus, et pour diagnostiquer des
désordres maternels et fœtaux.
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– En Gynécologie : pour mesurer la taille et de la forme de l’utérus, diagnostiquer des
tumeurs malignes de l’utérus, et détecter des kystes ovariens.
– Dans l’abdomen : pour mesurer la taille et la forme du foie, détecter les calculs et l’in-
flammation de la vessie, diagnostiquer le carcinome pancréatique, et traiter les maladies
de la rate.
– Dans le système cardiovasculaire : pour détecter les désordres des valves cardiaques,
mesurer la fonctionalité des ventricules, diagnostiquer l’épanchement pericardial, évaluer
les maladies cardiaques congénitales et détecter les tumeurs cardiaques.
C’est ce dernier type d’application qui forme le sujet de notre étude. Nous souhaitons en
effet fournir un outil logiciel permettant de détecter certaines maladies congénitales cardiaques
qui se manifestent par la rigidité d’une partie des parois des cavités.
2.4 L’ultrason et les images échographiques
2.4.1 Introduction
Les images échographiques correspondent à une des applications les plus importantes de
l’ultrason dans la médecine. Dans ce travail, nous nous sommes intéressé aux images ultrasons
du cœur, appelées échocardiographiques, lesquelles représentent un des moyens les plus utilisés
pour l’analyse et le diagnostic de maladies cardiaques.
Dans cette section, nous abordons la formation et la visualisation des images échogra-
phiques. En 2.4.2, nous expliquons la transmission des ultrasons dans les tissus humains.
Ensuite, en 2.4.3, nous analysons les phénomènes physiques associés à la propagation de
l’onde ultrason dans les tissus. Finalement, en 2.4.4, nous présentons les différentes modes de
visualisation des signaux ultrasons.
2.4.2 L’ultrason dans les tissus du corps humain
Les scanners ultrason en utilisation clinique fonctionnent de la manière suivante. On émet
une onde ultrason dans le corps du patient à l’aide d’un transducteur. L’onde ultrason pénètre
dans les tissus internes, qui reflètent ou dispersent une partie de l’énergie transmise. Ce
signal réfléchi sera détecté par le transducteur. Si on connaît la vitesse de transmission de
l’ultrason dans le tissu, nous pouvons déterminer la distance entre le transducteur et le lieu
où s’est produit l’interaction. Les caractéristiques de l’onde reçue (amplitude, phase, etc...)
nous donnent de l’information sur la nature de l’interaction, c’est-à-dire, le type de tissu dans
lequel s’est produit cette interaction.
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Les ondes ultrasons se propagent dans le tissu à une vitesse caractéristique. La vitesse du
son dans les tissus varie en fonction du type de tissu, de la température et de la pression. On
considère normalement la température et la pression normales du corps, donc la différence de
vitesse va seulement dépendre du type de tissu. La table 2.1 présente quelques exemples de
propriétés acoustiques des tissus. En général la vitesse moyenne dans un tissu humain est de
1450 m/s.
Tab. 2.1 – Propriétés acoustiques des tissus
Type de tissu Densité Vitesse Atténuation
[g/cm3] [m/s] 1 MHz
[dB/cm]
Sang 1.055 1580 0.295
Os 1.738 2770 13.029
Cerveau 1.03 1460 0.521
Sein - 1510 1.911
Grasse 0.937 1479 0.608
Cœur 1.048 1546 1.607
Rein 1.040 1572 0.782
Foie 1.064 1569 1.294
Poumon 0.4 658 37.35
Muscle 1.07 1566 1.303
Eau 1.0 1500 -
2.4.3 Phénomènes physiques de la transmission d’ondes ultrason
Dû au fait qu’une partie de l’énergie de l’onde transmise est absorbée, dispersée ou reflétée
de manière continue en traversant les tissus, l’onde s’atténue à mesure qu’elle pénètre plus
profondément dans le tissu. L’atténuation est due à plusieurs facteurs, mais principalement à
l’absorption et à la dispersion. L’atténuation est une fonction exponentielle de la distance, et
normalement représentée selon l’expression suivante :
A(x) = A0 ∗ e−αx (2.1)
26 Contexte et état de l’art
où A(x) est l’amplitude de l’onde, x est la distance parcourue, A0 est à l’amplitude initiale
et α est le coefficient d’atténuation en Nepers, lequel dépend de la fréquence.
L’énergie acoustique retourne au transducteur à cause de deux effets : la réflexion et la
diffraction.
La réflexion est due à des changements dans l’impédance acoustique dans des zones qui
sont significativement plus grandes en extension que la longueur d’onde acoustique. De la
même manière qu’une onde électromagnétique se propage dans une ligne de transmission,
quand une onde acoustique perpendiculaire à l’interface se déplace, d’un milieu ayant une
impédance Z1 à un autre milieu caractérisé par une impédance Z2, une partie de l’onde
incidente se reflète et une autre partie se transmet. Le coefficient de réflexion est donné par :
Γ = Z2 − Z1
Z2 + Z1
(2.2)
Si l’onde incidente n’est pas perpendiculaire à la surface de séparation entre les deux ma-
tières, l’onde transmise sera réfractée selon la loi de Snell. En interprétant la loi de Snell, on
apprend que l’amplitude de l’onde reçue par le transducteur dépend de l’orientation angu-
laire du signal incident. Une structure interne va retourner un signal fort, si la surface est
perpendiculaire à la direction de propagation de l’onde, et un signal très faible, si la surface
est parallèle à la direction de propagation.
La diffraction se produit quand les ondes acoustiques ont une interaction avec des struc-
tures comparables ou plus petites que la longueur de l’onde. Ces structures reflètent des ondes
faibles dans toutes les directions (dispersion type Rayleigh). Un volume disperseur, comme
les cellules sanguines ou les tissus organiques, se comporte comme un réflecteur diffus. L’am-
plitude du signal de retour d’un volume diffuseur ne dépend pas forcément de l’orientation
angulaire, contrairement à la réflexion. Par exemple, à cause de la présence de zones striées,
la dispersion dans un muscle dépend de l’orientation, tandis que la dispersion dans le tissu
hépatique sain n’est pas particulièrement dépendante de l’orientation angulaire.
Ces phénomènes physiques produisent des bruits qui affectent les images ultrasons. Nous
détaillerons plus loin ces bruits et les techniques de leur filtrage.
2.4.4 Modes de visualisation du signal
Il existe fondamentalement 4 modes de visualisation du signal d’échos : le mode A, le
mode B, le mode B en temps réel, et le mode M [Shung et al., 1992].
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2.4.4.1 Le mode A
Ce mode de visualisation est le plus ancien et le plus simple. Le faisceau d’ultrason est
dirigé dans une seule direction vers le corps. Le récepteur détecte l’enveloppe des échos, qui est
visualisée dans un oscilloscope comme un déplacement vertical le long d’un axe horizontal. La
valeur de déplacement vertical est une mesure de l’amplitude de l’écho, d’où le nom du mode
A (pour amplitude). La position de l’écho le long de l’axe horizontal est une mesure du temps
mis par le signal pour retourner depuis la transmission de l’impulsion, et par conséquent,
une mesure de la profondeur à laquelle on trouve l’interphase qui crée l’écho. On calcule la
profondeur à travers l’expression suivante :
x = c ∗ τ2 (2.3)
où c est la vitesse, et τ est le retard.
L’avantage du mode A est qu’il fournit une information sur la position des irrégularités du
tissu de manière rapide avec un appareil simple. L’inconvénient est qu’il est unidimensionnel.
(a) (b)
Fig. 2.3 – Mode de visualisation A : (a) Le transducteur et son fonctionnement général. (b)
Visualisation des échos dans l’oscilloscope
La figure 2.3 illustre le fonctionnement du mode A. La figure 2.3a montre schématiquement
le transducteur, un organe, le faisceau d’ultrasons, et les échos produits par l’organe. La figure
2.3b illustre la manière dont sont visualisés les échos sur l’écran de l’oscilloscope.
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2.4.4.2 Le mode B
Dans ce mode, la puissance de l’écho module le signal de l’écran en luminosité, pas en
amplitude comme le mode précédant. L’écran montre une ligne sur l’axe, dont la luminosité
dans chaque point et à chaque moment, dépend de la puissance du signal reçu. L’axe le long
de la direction du faisceau correspond à la profondeur de pénétration en distance. Le mode
B permet d’avoir une représentation visuelle d’un point de tissu ou d’un organe.
Le transducteur contrôlé manuellement, se déplace pour balayer un plan du corps, tandis
que des capteurs de position détectent l’angle et le déplacement du faisceau d’ultrasons par
rapport à un point de repère. On dessine sur l’écran le faisceau avec cet angle et ce même
déplacement, on obtient ainsi une image 2D du plan balayé. Ces dispositifs ont cessé d’être
utilisés en faveur du mode B en temps réel.
2.4.4.3 Le mode B en temps réel
Dans cette configuration, le faisceau d’ultrasons effectue périodiquement un balayage sur
le plan en exploration, en utilisant des moyens mécaniques ou électroniques, pour modifier
seulement l’angle d’orientation du transducteur.
Un balayage complet le long d’un plan se traduit par plusieurs lignes espacées réguliè-
rement, qui partent de la position de la sonde vers différentes orientations, en balayant une
certaine région. Pour remplir les espaces qui peuvent rester entre des lignes adjacentes de
l’image, on utilise l’interpolation et la combinaison de balayages successives. Ce mode est
appelé temps réel par la capacité de produire entre 5 et 40 images 2D par seconde.
2.4.4.4 Le mode M
Dans cette modalité, on prétend représenter la position d’un objet en fonction du temps.
Les faisceaux d’ultrasons sont orientés dans une direction unique. Les échos reçus sont mon-
trés sur l’écran comme des lignes modulées en luminosité par rapport au temps. Les lignes
correspondant à des impulsions consécutives sont visualisées une à côté de l’autre, en formant
une image 2D qui montre comment varient les positions des interphases par rapport au temps.
Le mode est appelée M en faisant allusion au mouvement qu’on prétend représenter.
Les images que nous analyserons dans cette thèse sont issues du mode B temps réel.
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2.5 Le speckle dans les images ultrasons
2.5.1 Introduction
Il existe plusieurs avantages à l’utilisation de l’ultrason, et particulièrement des images
échocardiographiques dans le diagnostic de maladies cardiaques. Cependant, étant donné les
caractéristiques propres du scanner ultrason, les images résultantes ont deux propriétés qui
rendent complexe la tâche du diagnostic médical : (i) Les images ultrasons ont un contraste
faible, et (ii) elles possèdent un important niveau de bruit.
Cette section est consacrée à l’étude du bruit présent dans les images échographiques,
lequel est appelé communément speckle. La section 2.5.2 présente les origines physiques du
speckle dans les images ultrasons, et ensuite, dans la section 2.5.3 on décrit les distributions
statistiques pour modéliser le speckle.
2.5.2 Origine du speckle
Comme il a été exposé dans la section 2.4.3, les échos qui retournent au transducteur ont
deux origines : (i) la réflexion, et (ii) la diffraction. La première correspond aux échos qui
se produisent quand il y a des changements d’impédance acoustique dans des zones dont les
dimensions sont supérieures à la longueur d’onde du faisceau d’ultrason. La seconde origine
correspond aux échos produits par des éléments dont la dimension est comparable avec la
longueur d’onde.
Les échos produits par la diffraction, c’est-à-dire par des structures microscopiques, pro-
duisent une moucheture aléatoire dans l’image ultrason, qui dissimule les petits détails et
complique l’analyse médicale. Ce type d’interférence est appelé “speckle".
2.5.3 Les modèles statistiques du speckle dans les images ultrasons
Le signal à l’entrée du récepteur est le résultat de la somme des échos des éléments
diffuseurs. Le signal a des caractéristiques aléatoires, parce qu’il est formé par la somme de
signaux d’éléments situés dans des positions aléatoires. Cependant, il est possible que certains
de ces éléments présentent une certaine périodicité dans leur disposition géométrique, ce qui
donne lieu à l’apparition d’une composante déterministe dans le signal. De cette manière, le
signal reçu est formé par des composantes aléatoires et par des composantes déterministes.
Divers modèles statistiques ont été utilisés pour représenter la densité de probabilité de
l’enveloppe du signal d’échos reçu. Les modèles supposent certains comportements de la den-
sité des éléments diffuseurs et leur disposition géométrique.
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2.5.3.1 Le modèle de Rayleigh
Il a été démontré dans [Goodman, 1976] et [Oosterveld et al., 1985] que, s’il y a un
grand nombre de diffuseurs comparables avec la longueur d’onde du signal ultrason, et que
la distribution spatiale des diffuseurs est totalement aléatoire, les statistiques de l’enveloppe
suivent une distribution de Rayleigh. Cette modélisation a permis la caractérisation de tissus
dans des images ultrasons [Tuthill et al., 1988].
Le signal reçu est considéré comme une somme de vecteurs complexes d’amplitude et
phase aléatoires, tournant à la fréquence angulaire ω0. Si chaque diffuseur reflète un écho
d’amplitude xn, qui arrive au récepteur avec la phase φn, le signal reçu est donné par :
X =
n=0∑
N−1
xne
iφn (2.4)
En utilisant la distribution de Rayleigh, la modélisation de l’enveloppe est donnée par
l’expression suivante :
fR(x) =
x
σ2
e−
x2
2σ2 (2.5)
Un élément pour vérifier la validité des suppositions concernant les diffuseurs est le rapport
signal sur bruit (SNR), défini par l’expression suivante :
SNR = E{X}√
E{X2} − E2{X2} (2.6)
Le SNR pour cette distribution est approximativement 1.91 [Dutt, 1995]. Si en mesurant
la SNR de l’enveloppe on obtient des valeurs proches de 1.91, le nombre de diffuseurs peut être
considéré grand et sans composante déterministe ; par conséquent, la distribution Rayleigh
serait appropriée pour la modélisation du speckle.
2.5.3.2 Le modèle de Rice
L’existence d’une disposition régulière des diffuseurs produit une composante déterministe
dans le signal d’échos reçu et une augmentation de la valeur du SNR [Tuthill et al., 1988]. Ce
signal est représenté par :
X = Xs +
n=0∑
N−1
xne
iφn (2.7)
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où Xs est la composante cohérente ajoutée au modèle initial.
Considérant la composante déterministe, l’enveloppe du signal reçu peut être représentée
par une distribution de Rice [Rice, 1945] :
pX =
X
σ2
e−
x2+s2
2σ2 I0(
sX
σ2
) (2.8)
où I0 est une fonction de Bessel modifiée du premier type et d’ordre zéro. Cette distribution
a été utilisée pour analyser la texture dans des images ultrasons [Insana et al., 1986; Wagner
et al., 1986].
2.5.3.3 Le modèle de la distribution K
Quand le nombre de diffuseurs est élevé et qu’il n’existe pas de composante déterministe
le modèle Rayleigh est adéquat. Mais, si le nombre effectif de diffuseurs est petit, le modèle
de Rayleigh cesse d’être adéquat. Dans ce cas l’enveloppe peut être représentée par une
distribution K, qui devient une distribution de Rayleigh quand le nombre effectif de diffuseurs
est très grand.
L’amplitude du signal d’échos reçu peut être modélisée par l’expression suivante :
pX = 2
(
X
2
)α bα+1
Γ(α)Kα−1(bX) (2.9)
où :
– b =
√
4α
E{X2} .
– Kα−1 est la fonction de Bessel du deuxième type et d’ordre α− 1.
– α caractérise l’agrégation spatiale des diffuseurs.
Les résultats de la modélisation de l’enveloppe du signal par la K-distribution ont montré
l’adéquation de cette distribution pour représenter le speckle quand la densité de diffuseurs est
variable [Molthen et al., 1993; Weng et al., 1991]. Ce modèle a été utilisé pour l’identification
de tumeurs de la poitrine dans des images en modalité B [Shankar et al., 1993], et pour filtrer
d’une manière adaptative le speckle dans le même type d’images [Dutt and Greenleaf, 1996].
2.5.3.4 Le modèle de la distribution K-Homodine
Le modèle qui utilise la distribution K suppose une généralisation de la distribution Ray-
leigh, qui considère la possibilité d’avoir des densités faibles de diffuseurs. Cependant, la
distribution K ne prend pas en compte la présence d’une composante déterministe dans le
signal reçu. D’autre part, la distribution de Rice est une généralisation de la distribution
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Rayleigh, qui prend en considération la présence d’une composante déterministe, mais qui
n’est pas valable quand le nombre de diffuseurs est petit. Pour construire un modèle général
qui prend en compte la possibilité d’avoir un nombre effectif de diffuseurs petit ainsi que la
présence d’une composante déterministe dans le signal reçu, la distribution K-Homodine a
été proposée [Dutt and Greenleaf, 1994].
L’expression de la distribution K-Homodine est la suivante [Dutt, 1995] :
p(A) =
∫ ∞
0
pr(A/x)pγ(x)dx (2.10)
où pr(x) est la distribution de Rice avec l’expression suivante :
p(A/x) = Aα
σ2x
e−
α
2σ2x (A
2+s2)I0(
α
σ2x
sA) (2.11)
et pγ(x) est la distribution Gamma avec l’expression suivante :
pγ(x) =
xα−1
Γ(α) e
−x (2.12)
L’équation précédente montre que la distribution K-Homodine peut être vue comme une
distribution de Rice dont la variance est une variable aléatoire qui suit une distribution
Gamma.
2.6 La segmentation par ensembles de niveaux
2.6.1 Introduction
Les contours actifs sont des techniques de segmentation permettant d’extraire un objet
d’intérêt d’une image. Cette segmentation requiert une phase dynamique du contour qui évo-
luera itérativement au cours du temps artificiel t, de sa position initiale vers les bords de
l’objet à extraire. Une telle évolution temporelle peut se formaliser mathématiquement sous
la forme d’une équation d’évolution exprimant la vitesse du contour actif. Il existe fonda-
mentalement deux façons de représenter un contour actif : la “représentation explicite", et la
“représentation implicite".
La représentation explicite du contour actif a émergé en premier grâce aux travaux pion-
niers de Kass, Witkin et Terzopoulos [Kass et al., 1987; Kass et al., 1988]. Cette repré-
sentation consiste à paramétrer le contour actif par un paramètre arbitraire et le temps.
L’idée de représenter un contour actif par des polynômes à support compact a eu un
énorme succès, en particulier le modèle appelé “B-snake" [Menet et al., 1990; Tauber, 2005;
Troadec et al., 2000] utilisant des courbes B-splines.
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Contrairement aux modèles explicites, la représentation “implicite" considère une équation
implicite pour localiser les points du contour actif. Parmi les méthodes implicites, la méthode
des ensembles de niveaux (Level Sets) [Osher and Sethian, 1988] a été proposée pour résoudre
le problème de propagation de courbes avec vitesse dépendante de la courbure. Cette méthode
a été largement utilisée dans différents domaines d’application, parmi lesquels la géométrie,
le mécanique des fluides, et la vision par ordinateur. Une vision d’ensemble des applications
de cette méthode peut être trouvée dans [Sethian, 1996].
Pour le traitement d’images, notamment dans le domaine médical, cette méthode a été
proposée pour résoudre des problèmes comme le filtrage [Malladi and Sethian, 1995; Malladi
and Sethian, 1996], la segmentation [Malladi et al., 1995] et le recalage d’images [Vemuri et
al., 2003; Vemuri et al., 2000].
Nous consacrons cette section à l’étude de la méthode d’ensembles de niveaux et ses
applications à la segmentation d’images médicales. Nous organisons cette section de la manière
suivante : tout d’abord nous commençons par poser le problème de la propagation de courbes
avec vitesse dépendant de la courbure et les problèmes des approches classiques dans la
section 2.6.2. Ensuite, dans la section 2.6.3 nous abordons la résolution de ce problème de
propagation de courbe au moyen des ensembles de niveaux. La section 2.6.4 présente les
détails de l’application de la méthode des ensembles de niveaux au problème de segmentation
d’images. Nous introduisons notamment le premier contour actif qui fait usage de la méthode
des ensembles de niveaux, appelé Contour Actif Géométrique. Finalement, la section 2.6.5 est
destinée à effectuer une révision des contours actifs implicites proposées pour la segmentation
d’images.
2.6.2 La propagation de courbes avec vitesse dépendant de la courbure
Le problème de l’évolution de courbes avec vitesse dépendant de la courbure a été traité
dans [Sethian, 1985]. Dans le but d’introduire le problème, considérons sa formulation de
Lagrange. Étant donné le vecteur position d’une courbe plate γ(s, t) en mouvement x(s, t) =
(x(s, t), y(s, t)), si la vitesse F de la courbe dans le plan dépend uniquement de la courbure,
l’équation qui représente le mouvement est :
xt(s, t) = F (κ)N (2.13)
où κ correspond à la courbure et N à la direction normale à la courbe. Il découle de la théorie
des courbes paramétriques que κ et N sont données par les expressions suivantes :
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N = (ys,−xs)
(x2s + y2s)
1
2
(2.14)
κ = yssxss − xssys
(x2s + y2s)
3
2
(2.15)
En remplaçant les expressions précédentes dans l’équation (2.13), on obtient les équations
de mouvement pour les deux composants :
xt = F (κ)
ys
(x2s + y2s)
1
2
(2.16)
yt = F (κ)
−xs
(x2s + y2s)
1
2
(2.17)
Parmi les problèmes utilisant cette approche, traités dans [Sethian, 1985; Sethian, 1996],
nous citons :
– Des instabilités dans le calcul des positions des marqueurs se produisent si les pas utilisés
ne sont pas petits.
– Malgré l’existence de conditions initiales lisses l’évolution de la courbe développe des
singularités, ce qui entraîne la non différenciabilité de la solution.
– Les changements de topologie de l’interface sont difficiles à gérer quand il y a séparation
où fusion de la courbe.
2.6.3 La propagation de courbes avec vitesse dépendant de la courbure par
Level Sets
Les problèmes précédents sont levés par la méthode proposée dans [Osher and Sethian,
1988] pour faire évoluer des courbes dont la vitesse dépend de la courbure. Comme point
de départ de cette approche, on considère une courbe fermée γ(t) en mouvement sur le plan
x-y. L’objectif est d’obtenir une formulation d’Euler pour le mouvement de la courbe dans sa
direction normale avec la vitesse F ; F pouvant être fonction de la courbure, de la direction
normale, etc. L’idée centrale de la méthode est de considérer le front en propagation comme
le niveau zéro (ou la courbe de niveau zéro) d’une surface de dimension plus grande Ψ(t).
La surface initiale (pour t=0), est donnée par l’expression suivante :
Ψ(x, t = 0) = ±d (2.18)
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où d est la distance depuis x à la courbe γ(0), et le signe est “+" si le point x est à l’extérieur
de la courbe initiale et “-" négatif si le point x est à l’intérieur de la courbe. Pour illustrer ces
idées, on considère l’exemple d’un cercle en expansion dans la figure 2.4. Le cercle initial de
la figure 2.4a correspond au niveau zéro de la surface de la figure 2.4b. Dans la figure 2.4c on
montre l’évolution du cercle dans le temps t, et la surface correspondante est montrée dans
la figure 2.4d.
(a) (b)
(c) (d)
Fig. 2.4 – Exemple d’un cercle en expansion : (a) Cercle initial γ(0) (b) Surface initiale Ψ(0)
(c) Cercle dans le temps t γ(t) (d) Surface dans le temps t Ψ(t)
Nous établissons ici l’équation d’évolution de la surface Ψ(x, t) [Mulder et al., 1992]. Étant
donné que γ(t) est le niveau zéro de Ψ, nous pouvons écrire :
Ψ(x(t), t) = 0 (2.19)
Ainsi :
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dΨ(x(t), t)
dt
= 0 (2.20)
En utilisant la règle de la dérivation en chaîne, nous obtenons :
∂Ψ(x(t), t)
∂t
+ ∂Ψ(x(t), t)
∂x
∂x(t)
∂t
= 0 (2.21)
∂Ψ(x(t), t)
∂t
+ ∂x(t)
∂t
∇Ψ(x(t), t) = 0 (2.22)
Comme la courbe se déplace selon sa direction normale, alors F est donnée par :
F = ∂x(t)
∂t
n (2.23)
De l’expression précédente on déduit :
n = F
∂x(t)
∂t
(2.24)
En outre, en considérant que n correspond au vecteur normal à la surface, nous pouvons
écrire :
n = ∇Ψ(x(t), t)|∇Ψ(x(t), t)| (2.25)
Des équations (2.24) et (2.25), nous avons :
F
∂x(t)
∂t
= ∇Ψ(x(t), t)|∇Ψ(x(t), t)| (2.26)
F |∇Ψ(x(t), t)| = ∂x(t)
∂t
∇Ψ(x(t), t) (2.27)
En remplaçant l’équation (2.27) dans l’équation (2.22) nous obtenons :
∂Ψ(x(t), t)
∂t
+ F |∇Ψ(x(t), t)| = 0 (2.28)
L’équation (2.28) est connue comme la formulation Level Set de l’équation de Hamilton-
Jacobi. Cette formulation présente les avantages suivants :
– Tandis que la surface Ψ évolue, la courbe γ peut se casser, être combinée, et changer
de topologie.
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– Les propriétés géométriques de la courbe depuis un ensemble de niveaux particulier sont
facilement déterminables. Par exemple le vecteur normal à n’importe quel point de la
courbe est déterminé par :
n = ∇Ψ (2.29)
et la courbure K est obtenue comme la divergence du vecteur normal unitaire :
K = div( ∇Ψ|∇Ψ|) =
ΨxxΨ2y − 2ΨxΨyΨxy + ΨyyΨ2x
(Ψ2x + Ψ2y)
3
2
(2.30)
– Cette formulation eulerienne présente des avantages pour l’approximation numérique.
– L’évolution de la courbe est facilement étendue à des dimensions supérieures.
2.6.4 Détection de contours par Level Sets : Le contour actif géométrique
Dans le but d’utiliser l’évolution de courbes dans la détection d’objets, [Caselles et al.,
1993] et [Malladi et al., 1995] proposent le contour actif géométrique. Le terme F de l’équation
de mouvement est décomposé en deux parties selon l’expression suivante :
F = FA + FG (2.31)
Le premier terme FA est constant et force la courbe à s’étendre ou à se contracter uni-
formément en se basant sur son signe, de la même manière que dans le modèle traditionnel
de “snakes" dans [Cohen, 1991]. Le deuxième terme FG dépend de la géométrie de la courbe,
notamment de la courbure K, et agit pour lisser des régions de courbure élevées, de la même
façon que le terme d’énergie interne [Kass et al., 1988].
Pour arrêter l’évolution de la courbe sur les contours, deux fonctions d’arrêt fondées sur
le gradient de l’image sont proposées dans [Malladi et al., 1995] :
g(∇I) = 11 + |∇(G ∗ I)|p , p ≥ 1 (2.32)
et
g(∇I) = e−|∇(G∗I)| (2.33)
En réécrivant l’équation de mouvement (2.28) de la surface Ψ, et en considérant les nou-
velles expressions pour la vitesse F ainsi que le terme d’arrêt g, on obtient :
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Ψt + g(∇I)(FA + FG)|∇Ψ| = 0 (2.34)
Ψt + g(∇I)(FA|∇Ψ|+ FG|∇Ψ|) = 0 (2.35)
Le schéma de différences finies introduit dans [Malladi et al., 1995] pour résoudre l’équation
2.35 est le suivant :
Dx− = Ψni,j −Ψni−1,j (2.36)
Dx+ = Ψni+1,j −Ψni,j (2.37)
Dy− = Ψni,j −Ψni,j−1 (2.38)
Dy+ = Ψni,j+1 −Ψni,j (2.39)
FA|∇Ψ| = [max(Dx−, 0)2 +min(Dx+, 0)2] +max(Dy−, 0)2 +min(Dy+, 0)2]
1
2 (2.40)
FG|∇Ψ| = −K
(Ψni+1,j −Ψni−1,j
2
)2
+
(
Ψni,j+1 −Ψni,j−1
2
)2 12 (2.41)
L’équation de mouvement (2.28) est définie sur tout le domaine de la surface Ψ, cependant
le terme de vitesse basé sur l’image est défini seulement sur la courbe en évolution. Pour
remédier à ce problème, [Malladi et al., 1995] proposent d’étendre la fonction de vitesse F à une
fonction Fˆ définie globalement. La vitesse d’un point quelconque de la surface correspondra
au point le plus proche sur la courbe. La même procédure est effectuée pour obtenir le critère
d’arrêt étendu gˆ.
Finalement, le schéma numérique d’évolution est :
Ψn+1i,j = Ψni,j −∆tgˆ(∇I)(FˆA|∇Ψ|+ FˆG|∇Ψ|) (2.42)
2.6.5 Les méthodes de segmentation par Level Sets
En plus du contour actif géométrique initial, proposée dans [Caselles et al., 1993; Malladi
et al., 1995], il existe plusieurs contours actifs qui ont été proposés pour la segmentation
d’images. Dans cette section nous présentons quelques uns de ces travaux. Cette présentation
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considère la classification suivante : (i) contours actifs avec un critère d’arrêt basé sur le
gradient (ii) contours actifs avec un critère d’arrêt régularisé et (iii) contours actifs basées sur
des régions.
2.6.5.1 Contours actifs avec un critère d’arrêt basé sur le gradient
Le premier contour actif basé sur le gradient est proposé dans [Malladi and Sethian, 1997] :

∂φ
∂t = |∇φ|
(
−ν + ν(M1−M2)(|∇Gσ ∗ u0| −M2)
)
φ(0, x, y) = φ0(x, y) dans [0,∞) x R2
(2.43)
où ν est une constante, et M1 et M2 sont les valeurs maximale et minimale de |∇Gσ ∗ u0|.
Un autre travail important, dans la ligne des contours actifs avec un critère d’arrêt basé
sur le gradient a été le contour actif géodésique proposé dans [Caselles et al., 1997] et défini
par le problème de minimisation suivant :
inf J2(C) = 2
∫ 1
0
|C ′(s)|g(|∇u0(C(s))|)ds (2.44)
La formulation Level Sets de ce contour actif est :

∂φ
∂t = |∇φ|div
(
g(|∇u0|) ∇φ|∇φ| + νg(|∇u0|)
)
dans [0,∞) x R2
φ(0, x, y) = φ0(x, y) dans R2
(2.45)
Le problème des modèles précédents est que dans la pratique, pour arrêter la courbe la
fonction d’arrêt doit s’annuler sur les bords des objets de l’image. L’absence de contours fermés
fait que la courbe traverse les bords. Plusieurs travaux ont essayé de résoudre ce problème
d’arrêt.
Une première approche est l’ajout d’un critère d’arrêt au modèle. En ce sens, [Kiche-
nassamy et al., 1996] et [Yezzi et al., 1997] introduisent un terme appelé “pull back term",
exprimé mathématiquement comme :
∂φ
∂t
= c(x)(κ+ V0)|∇φ|+ (∇c.∇φ)︸ ︷︷ ︸
Pull Back Term
(2.46)
avec c(x) la fonction d’arrêt, κ la courbure et V0 une constante. ∇c.∇φ correspond à une
projection d’un vecteur de force attrayante sur la normale de la surface. Un autre terme
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d’arrêt appelé “Area Minimization Term" est proposé dans [K. Siddiqui and Zucker, 1998] et
[Kichenassamy et al., 1996]. L’expression de ce terme d’arrêt est donnée par :
∂φ
∂t
= c(x)(κ+ V0)|∇φ|+ (∇c.∇φ) + V02 x.∇c|∇φ|︸ ︷︷ ︸
Area Minimization Term
(2.47)
Une autre approche plus radicale est proposée dans [Sarti and Malladi, 1999] en suppri-
mant le terme d’expansion exigeant une initialisation proche de la solution finale. Tandis que
[Jin et al., 2002] proposent de maintenir ce terme initialement et de l’inhiber quand la courbe
est près des contours.
Une autre approche concernant le problème de segmentation d’un objet avec des frontières
absentes a été présenté dans [Sarti and Malladi, 1999] en proposant un nouveau modèle
géométrique pour les surfaces subjectives.
Toutes les méthodes que nous venons de présenter sont basées sur l’intensité du gradient ;
par ceci, la courbe continue à évoluer dans les zones qui ont un contraste faible. Un autre
problème réside dans le fait que la segmentation est très sensible à l’initialisation de la courbe ;
en effet le processus peut converger vers des faux contours qui correspondent aux minima
locaux d’une fonctionnelle à optimiser. Deux approches peuvent être suivies pour résoudre
ces limitations. La première approche est fondée sur l’idée de régulariser la fonction de vitesse.
Ce type d’approches peuvent être trouvées dans [Suri et al., 2002]. Une deuxième approche
est de formuler le problème en termes de méthodes de segmentation basées sur des régions,
inspirées par la fonctionnelle de Mumford-Shah [Mumford and Shah, 1989].
2.6.5.2 Contours actifs avec un critère d’arrêt régularisé
Cette classe de contours actifs incorpore une information statistique provenant de l’image
pour éviter des erreurs de segmentation quand le critère d’arrêt est défini par le gradient.
Clustering-Based Regularizers : Pour la segmentation basée sur des ensembles de
niveaux [Suri, 2000] propose la fonctionnelle d’énergie suivante :
∂φ
∂t
= (κ+ Vp)|∇φ| − Vext∇φ (2.48)
où Vp est un terme flou de force régionale exprimé comme la combinaison d’une aire régionale
interne et externe de la courbe en propagation.
2.6. LA SEGMENTATION PAR ENSEMBLES DE NIVEAUX 41
Bayesian-Based Regularizers : [Baillard and Barillot, 2000; Baillard et al., 2000] pro-
posent une fonctionnelle d’énergie semblable à celui du travail précédent conformément au
modèle suivant :
∂φ
∂t
= g(|∇φ|)(κ+ V0)|∇φ| (2.49)
où V0 est une modification du terme de propagation. Ce terme est dérivé à partir de la densité
de probabilité interne et externe de la structure à segmenter.
Shape-Based Regularizers : L’approche proposée dans [Leventon et al., 2000] incorpore
l’information de la forme des objets à segmenter dans le processus d’évolution du contour actif
géodésique. La méthode calcule en premier lieu un modèle statistique de forme en utilisant un
ensemble de courbes d’entraînement. Pour segmenter un objet dans l’image, on fait évoluer
le contour actif basé localement sur le gradient et sur la courbure, et globalement sur une
estimation de la probabilité maximale a posteriori de la forme. L’expression de la surface en
évolution est la suivante :
φ(t+ 1) = φ(t) + α1{g(|∇φ|)(c+ κ)|∇φ|+ g(|∇φ|).∇φ(t)}+ α2{φ∗(t)− φ(t)} (2.50)
où α1 et α2 sont des paramètres pour déterminer l’influence du terme basé sur le gradient de
la courbure, et le terme représentant la forme de l’objet à segmenter, respectivement.
Coupling-Surfaces Regularizers : En se basant sur la méthode proposée dans [X.Zeng
et al., 1998], le travail effectué dans [Zeng et al., 1999] propose un nouvelle approche pour la
propagation de paires de surfaces dans le but de segmenter et de mesurer l’écorce cérébrale.
2.6.5.3 Contours actifs basées sur des régions
Le modèle de contour actif proposé dans [Chan and Vese, 2001] ne se base pas sur l’infor-
mation des contours fournie par le gradient pour contrôler l’évolution de la courbe, comme
c’est le cas pour tous les modèles de contours actifs précédents. En faisant évoluer une courbe
le modèle essaye de trouver la courbe qui minimise une fonctionnelle. Cette fonctionnelle
est basé sur l’information que fournissent les régions définies par la courbe. À partir de la
fonctionnelle de segmentation proposée par Mumford-Shah [Mumford and Shah, 1989], la
fonctionnelle à minimiser correspond à l’expression suivante :
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F (c1, c2, C) = µ ∗ Lenght(C) + ν ∗Area(inside(C))
+λ1
∫
inside(C) |uo(x, y)− c1|2dxdy
+λ2
∫
ouside(C) |uo(x, y)− c2|dxdy
(2.51)
où C correspond à la courbe en évolution, µ,ν,λ1 et λ2 sont des paramètres positifs, et c1 et
c2 correspondent aux moyennes à l’intérieur et hors de la courbe respectivement.
Dans cette thèse nous proposons un modèle de level set avec un critère d’arrêt robuste au
speckle. Le critère se fonde sur la statistique du coefficient de variation au lieu du gradient et
adopte un réseau MLP (Multilayer Perceptron) pour estimer la proximité des contours.
2.6.5.4 Segmentation des images échocardiografiques par contours actifs impli-
cites
Dans cette thèse nous nous intéressons à la segmentation des images échocardiographiques,
lesquelles correspondent aux images ultrasons du cœur. Plusieurs sont les approches proposées
dans la littérature pour la segmentation de ce type d’images. Parmi ces approches, nous
pouvons citer : les champs aléatoires de Markov [Xiao et al., 2002; Boukerroui et al., 2003a],
les modèles espace-temps multidimensionnels [Mulet-Parada and Noble, 2000; Angelini et
al., 2001], la logique floue [Sanchez-Ortiz et al., 2002], les réseaux de neurones [Rekeczky et
al., 1999; Binder et al., 1999], des approches bayésiennes [Mignotte et al., 2001; Boukerroui
et al., 2003a], la morphologie mathématique [Klingler et al., 1988], et les contours actifs
paramétriques [Mignotte et al., 2001; Mishra et al., 2003], entre autres.
Nous pouvons trouver des travaux de segmentation par contours actifs implicites des
images échocardiographiques selon le type de segmentation réalisée. Pour la segmentation des
images 2D nous pouvons citer [Chen et al., 2002; Yan and Zhuang, 2003; Lin et al., 2003].
Pour la segmentation et le suivi de contours dans des séquences d’images nous mentionnons
[Singh and Allen, 1992; Chalana et al., 1996a; Kucera and Martin, 1997; Corsi et al., 2002a;
Paragios, 2003; Sarti et al., 2005]. Finalement pour les images 3D et 4D nous citons [Sarti et
al., 2000; Sarti et al., 2002; Corsi et al., 2002b; Mikula et al., 2004]
2.7 Le Recalage d’images 2D
2.7.1 Introduction
Dans cette thèse, nous adoptons la méthode de recalage pour estimer le mouvement car-
diaque. Nous consacrons ainsi cette section à l’étude de cette technique de traitement d’images.
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Tout d’abord, nous introduisons en section 2.7.2 le problème du recalage. Dans la section 2.7.3,
nous présentons une formulation mathématique du recalage et nous présentons les différentes
étapes nécessaires pour sa résolution. Nous effectuons une synthèse bibliographique.
2.7.2 Définitions
Donner une définition précise du recalage est une tâche difficile. En effet, sous ce nom, on
regroupe plusieurs tâches de traitement d’images. De manière générale, le terme recalage est
souvent utilisé comme synonyme aux expressions mise en correspondance ou alignement.
Selon [Roche, 2001] le recalage consiste essentiellement à “établir une relation géomé-
trique entre les objets représentés par deux images". Dans [Noblet, 2006] le recalage est défini
comme “le processus de déterminer une transformation spatiale entre deux images permet-
tant de mettre en correspondance des caractéristiques équivalentes" ou “le déplacement ou la
déformation d’une image afin qu’elle ressemble le plus possible à une autre", dans [Hill et al.,
2001] “la détermination de l’alignement spatial entre des images du même ou de différents
objets, acquises par la même modalité ou par des modalités différentes". Et dans [Crum et
al., 2004] le recalage est défini comme “le processus de déterminer la correspondance de ca-
ractéristiques entre deux images prises en même temps ou à différents instants, en utilisant
la même ou différentes modalités".
Dans le domaine du traitement d’images médicales nous pouvons mentionner les applica-
tions suivantes du recalage [Malandain, 2006] :
– Fusion d’information des images de modalités différentes du même patient.
– Mesure d’évolution des images de même modalité du même patient, mais acquises à des
instants différents.
– Comparaison des images de même modalité, mais de sujets différents.
– Superposition d’atlas avec des images de modalités différentes de sujets différents.
Pour avoir une vision d’ensemble des différentes méthodes de recalage proposées dans la
littérature, nous orientons le lecteur vers les travaux suivantes : [Brown, 1992; Zhang, 1993;
Glasbey and Mardia, 1998; Maintz and Viergever, 1998; Zitova and Flusser, 2003; Crum
et al., 2004]. Pour un état de l’art sur le recalage dans le traitement d’images médicales,
le lecteur pourra consulter les travaux de [Weber and Ivanovic, 1994; Treves et al., 1998;
Hutton et al., 2002] pour la médecine nucléaire, [Chen et al., 1990; Rosenman et al., 1998]
pour la radiothérapie et l’oncologie, et particulièrement [Gilardi et al., 1996; Makela et al.,
2002] pour l’imagerie cardiaque.
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2.7.3 Formulation du problème du recalage et ses étapes
Le problème du recalage est formalisé par :
Tˆ = argmax
T
S(Iref , T (Itest)) (2.52)
Étant donné deux images, une image de test Itest et une image de référence Iref , le recalage
est un ensemble d’opérations consistant à estimer une transformation Tˆ, qui permet d’aligner
ou mettre en correspondance l’image Itest sur l’image Iref . L’estimation de la transformation
est faite par un processus d’optimisation d’une mesure de similitude S entre les deux images.
En considérant la formulation précédente, le recalage est composé de 4 étapes [Zitova and
Flusser, 2003] :
1. Détection de caractéristiques sur les images Itest et Iref .
2. Mise en correspondance des caractéristiques entre les images Itest et Iref .
3. Estimation de la transformation.
4. Rééchantillonnage de l’image Itest.
2.7.3.1 Étape de détection de caractéristiques
L’étape de détection de caractéristiques consiste à trouver dans chacune des images des
éléments comme points, courbes et surfaces. Les caractéristiques permettent de guider le
processus de recalage et peuvent être trouvées de manière manuelle ou automatique. Selon
la nature des caractéristiques choisies deux approches se distinguent [Noblet, 2006] : des
méthodes géométriques, des méthodes denses (ou iconiques) et des méthodes hybrides.
Les méthodes géométriques consistent à extraire des primitives géométriques de l’image
comme des points d’intérêt (landmarks), des courbes ou des surfaces, et les mettre en cor-
respondance. Des méthodes de recalage basées sur des points peuvent être trouvées dans
[Bookstein, 1989; Evans et al., 1991; Hill et al., 1991; Rohr et al., 1996; Ganser et al., 2004].
Pour des algorithmes de recalage non supervisés, des méthodes d’extraction automatique ont
été proposées dans [Thirion, 1994; Amit, 1997; Rohr, 1999]. Une forte application de mé-
thodes basées sur des courbes pour le recalage d’images cérébrales peut être trouvée dans
[Bakircioglu et al., 1998; Gueziec and Ayache, 1997; Subsol, 1999; Collins and Evans, 1999;
Royackkers et al., 1999; Pennec et al., 2000]. Dans les méthodes basées sur des surfaces, nous
trouvons préférentiellement l’utilisation de modèles déformables et level sets [Davatzikos, 1997;
Thompson and Toga, 1990; Cootes et al., 1995; Nikou et al., 1999; Fleute and Lavallée, 1999;
2.7. LE RECALAGE D’IMAGES 2D 45
Montagnat et al., 1999]. Une approche automatique pour extraire une zone d’intérêt à l’aide
de méthodes statistiques est proposée dans [Carona et al., 2007]. Cette méthode peut être
utilisée pour initialiser les ensembles de niveaux.
Les approches denses utilisent l’ensemble de l’information portée par les niveaux de gris de
l’image, soit directement en comparant les intensités, soit en comparant les valeurs de l’image
ayant subi un traitement. Des approches basées sur des mesures différentielles de l’image
peuvent être trouvées dans [VandenElsen et al., 1995; Maintz et al., 1996; Pluim et al., 2000].
D’autres approches consistent à utiliser un espace de représentation de l’image au moyen de
transformées comme la transformée de Fourier [Mellor and Brady, 2005] et les ondelettes [Xue
et al., 2004].
Quelques auteurs ont proposé l’utilisation de primitives hybrides où l’approche géomé-
trique et l’approche dense sont utilisées conjointement. La fonction de similarité permettant
de mettre en correspondance les objets à recaler est composée d’une contribution liée aux
informations denses et d’une contribution liée aux amers géométriques. Des exemples de ces
méthodes peuvent être trouvés dans [Cachier et al., 2001; Johnson and Christensen, 2002;
Hellier and Barillot, 2003].
Dans cette thèse, nous adoptons une approche géométrique basée sur les courbes de niveau
détectées par notre modèle de level sets.
2.7.3.2 Étape de mise en correspondance de caractéristiques
Dans la formulation générale du recalage 2.52, le critère de similarité S permet d’associer
une valeur à un couple d’images Itest et Iref , permettant de quantifier leur proximité ou
bien leur ressemblance. Cette fonction S devrait théoriquement être minimale (ou maximale)
lorsque les images sont en parfaite correspondance.
Si le recalage est guidé par des primitives géométriques, le but de l’étape de mise en
correspondance des caractéristiques, est de faire correspondre les caractéristiques 2 à 2 entre
l’image de référence et l’image à transformer. Cette tâche a besoin d’un critère de similarité
permettant de définir une certaine distance entre deux images. Pour mesurer la distance entre
points correspondants, la norme euclidienne est classiquement utilisée [Arun et al., 1987].
Dans le cas de courbes ou de surfaces, on utilise différentes méthodes dont : l’algorithme
ICP (Iterative Closest Point) [Besl and Mckay, 1992], l’algorithme Head and Hat [Pelizzari
et al., 1989], ou la construction d’une carte de distances [Borgefors, 1988]. Un état de l’art
concernant les distances utilisées pour le recalage de primitives géométriques peut être trouvé
dans [Veltkamp and Hagedoorn, 1999].
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Pour les méthodes denses parmi les mesures de similarité on trouve le coefficient de corréla-
tion [Pratt, 1991], l’algorithme de détection de similarité séquentielle (sequential similarity de-
tection algorithm) [Barnea and Silverman, 1972], le rapport de corrélation [Roche et al., 1998],
la distance Hausdorff [Huttenlocher et al., 1993] et la corrélation vectorielle [Pratt, 1974]. Pour
accélérer le temps de calcul et une meilleure adaptation aux images bruitées, des méthodes
basées sur la transformée de Fourier ont été proposées dans [Castro and Morandi, 1987;
Chen et al., 1994; Reddy and Chatterji, 1996]. Particulièrement adaptées au recalage mul-
timodal, l’information mutuelle a été proposée initialement dans [Viola and Wells, 1997].
Pour plus de détails concernant les différents critères dans les méthodes denses voir [Hill and
Hawkes, 2000].
2.7.3.3 Étape d’estimation de la transformation
Une fois défini le type de caractéristique et la mesure de similarité pour effectuer le re-
calage, il est nécessaire d’établir la transformation qui effectue la déformation de l’image.
Le processus d’estimation de la transformée est effectué considérant l’ensemble de primitives
trouvées. Il s’agit de mettre en œuvre un algorithme d’optimisation ayant pour fonction de
coût la mesure de similarité.
On peut donc différencier les méthodes de recalage selon la nature de la transformation.
Ansi, on distingue les modèles linéaires et non linéaires, et des modèles globaux et locaux.
Les modèles linéaires considèrent l’application de transformations rigides. Les modèles non
linéaires sont caractérisés par la mise en œuvre de transformations non linéaires.
Parmi les modèles linéaires locaux, on peut mentionner l’utilisation d’un maillage tri-
angulaire [Ashburner et al., 1999], la décomposition de l’image en oct-arbre [Kochunov
et al., 1999], et plus récemment des transformations localement affines [Hellier, 2000;
Arsigny et al., 2005]. En considérant des modèles non linéaires, on trouve les polynômes
[Woods et al., 1998], les fonctions trigonométriques [Ashburner and Friston, 1999], les
fonctions ondelettes [Amit, 1994], les fonctions B-splines [Szeliski and Coughlan, 1997;
Musse et al., 2003; Kybic and Unser, 2003; Sorzano et al., 2005], les fonctions radiales [Book-
stein, 1989], et les déformations de forme libre [Rueckert et al., 1999; Schnabel et al., ;
Rohlfing et al., 2003]. Cette dernière approche consiste à considérer une grille régulière de
points de contrôle sous-jacente à l’image ; l’image étant déformée en agissant sur chacun de
ces points de contrôle. Une fonction interpolante assure au champ de déformation d’être lisse
et continu.
Un modèle indépendant des méthodes globales et locales est le recalage élastique. Dans ce
modèle il n’y plus de fonction de mapping et la recherche d’un modèle se fait en même temps
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que la mise en correspondance [Zitova and Flusser, 2003]. L’image est vue comme une feuille
élastique dont la déformation engendrée par une force extérieure est régie par l’équation de
Navier. La force tend à mettre en correspondance des caractéristiques communes entre les
images à recaler au sens d’une distance [Noblet, 2006]. Le recalage vu comme un problème
de déformation élastique a été introduite dans [Broit, 1981; Bajcsy and Broit, ]. Un autre
modèle très utilisé pour l’estimation du mouvement connue sous le nom de flux optique a été
proposé dans [Horn and Schunck, 1981]. Cette méthode se base sur l’hypothèse exprimant que
dans une séquence d’images l’intensité d’un même point reste constante au cours du temps.
Des méthodes considérant le recalage comme un processus de diffusion ont été proposées
dans [Thirion, 1998; Andersen and Nielsen, 2001]. On note aussi l’utilisation des ensembles
de niveaux dans [Vemuri et al., 2003].
Dans cette thèse, nous adoptons une transformation par B-splines hiérarchiques pour
déformer l’image de test. Nous estimons les paramètres de cette transformation par une
méthode itérative que nous exposons dans le chapitre 4.
2.7.3.4 Étape de rééchantillonnage
L’étape de rééchantillonnage correspond à la déformation de toute l’image selon la trans-
formation estimée dans l’étape précédente, c’est-à-dire, la transformation pixel par pixel de
l’image complète. Il y a fondamentalement deux façons pour effectuer cette tâche, la méthode
directe et la méthode indirecte.
Dans la méthode directe les pixels de l’image sont transférés directement sur l’image de
référence. Cette méthode est plutôt simple et intuitive, mais possède l’inconvénient de faire
apparaître des trous et des superpositions de pixels sur l’image recalée.
Dans la méthode indirecte, on part d’un pixel de l’image de référence et on cherche sa
correspondance par la transformation inverse. Si on ne tombe pas exactement sur un pixel,
on déduit sa valeur par interpolation. Parmi les interpolations les plus utilisées, il y a le
plus proche voisin, bilinéaires, bicubiques, splines quadratiques [Toraichi et al., 1988], splines
cubiques [Hou and Andrews, 1978], splines du haut ordre [Lehmann et al., 2001], et les splines
cardinaux [Keys, 1981].
Dans notre travail, pour déformer l’image nous avons adopté une transformation B-spline.
Dû au fait que cette transformation n’a pas d’inverse définie, pour l’étape de rééchantillonnage,
nous avons mis en œuvre une méthode directe en interpolant avec le plus proche voisin.
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2.8 L’estimation de mouvement
2.8.1 Introduction
L’estimation de mouvement dans des séquences temporelles d’images est un des problèmes
fondamentaux en analyse d’images. Parmi les domaines d’applications concernés, nous pou-
vons mentionner [Delhay, 2006] :
– la compression de vidéos dans la télévision numérique.
– l’interprétation de scènes animées en robotique.
– le suivi de masses nuageuses sur des images satellitaires en météorologie.
– l’estimation de mouvement d’organes mobiles (notamment des structures cardiaques)
en médecine.
Dans cette section, nous présentons d’abord (section 2.8.2) la formulation générale du
problème d’estimation de mouvement. Dans la section 2.8.3, nous esquissons une classification
des méthodes d’estimation de mouvement. Nous nous concentrons dans la section 2.8.4 sur
l’estimation du mouvement cardiaque, avec un intérêt particulier pour les images ultrasons.
2.8.2 Formulation générale du problème d’estimation de mouvement
Les méthodes d’estimation de mouvement reposent sur l’hypothèse que l’intensité de
l’image reste constante au cours du mouvement ou qu’elle varie d’une manière prédictible
d’une image à l’autre au cours du temps [Grava et al., 2003].
Si I(x, t) est l’intensité d’un point de coordonnées x dans une image à l’instant t, l’hypo-
thèse de conservation de l’intensité peut être exprimée par l’équation suivante :
D(x, t, t+ dt) = I(x+ dx, t+ dt)− I(x, t) = 0 (2.53)
où dx représente le déplacement vectoriel du point x. Si on considère deux images d’une
séquence aux instants t et t+4t , l’équation 2.53 devient :
D(x, t, t+4t) = I(x+ u(x), t+4t)− I(x, t) = 0 (2.54)
où u(x) correspond au déplacement du point x entre les deux images. La vitesse instantanée
du point x peut être exprimée par :
v(x) = u(x)4t (2.55)
En considérant les expressions précédentes, l’estimation de mouvement consiste à déter-
miner le champs u ou v à partir d’un ensemble fini d’images.
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2.8.3 Méthodes d’estimation de mouvement
Dans la littérature, on peut distinguer des modèles non-paramétriques et paramétriques
d’estimation de mouvement. Dans cette section, nous présentons brièvement quelques mé-
thodes de chacune de ces classes.
2.8.3.1 Méthodes d’estimation de mouvement non-paramétriques
Parmi les méthodes d’estimation non-paramétriques de mouvement, nous pouvons dis-
tinguer les méthodes différentielles, les méthodes de mise en correspondance de blocs, et les
méthodes statistiques.
Les méthodes différentielles se basent sur le travail fondateur effectué dans [Horn and
Schunck, 1981] appelé flux optique. Le flux optique est défini comme la distribution de mou-
vement apparant dans une image. La méthode consiste à estimer le flux optique entre deux
images à partir de l’estimation de gradients spatio-temporels de l’intensité en chacun des
pixels de l’image. Le mouvement est estimé selon l’équation suivante :
It +∇I · v = 0 (2.56)
où v correspond à la vitesse, ∇I le gradient spatial de l’intensité, et It représente la dérivée
temporelle de l’intensité. Dans le but d’obtenir un champ de mouvement lisse, des amélio-
rations au travail original ont été proposées dans [Nagel, 1987; Ghosal and Vanek, 1996] en
proposant des lissages anisotropes. D’autres développements intéressants ont été réalisés afin
d’introduire la notion de discontinuité de mouvement dans un cadre variationnel [Deriche et
al., 1996].
Les méthodes de mise en correspondance de blocs ont comme principe de base l’idée
de découper une image de référence en blocs de pixels. Pour chacun des blocs, on essaie de
trouver celui qui lui ressemble le plus dans l’image suivante de la séquence. Les caractéristiques
associées à cette catégorie de méthodes sont les tailles des blocs et de la fenêtre de recherche,
le critère de similarité et la stratégie de recherche du bloc correspondant [Stiller and Konrad,
1999].
Parmi les méthodes statistiques, les méthodes Markoviennes ou Bayesiennes sont les plus
répandues. Elles reposent sur la formulation probabiliste du champ de mouvement. L’estima-
tion du champ est considérée comme étant une réalisation particulière d’un champ aléatoire.
Une formulation très répandue du problème d’estimation de mouvement repose sur l’esti-
mateur du maximum a posteriori (MAP) [Gee et al., 1995; Odobez and Bouthemy, 1995;
Stiller and Konrad, 1999].
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2.8.3.2 Méthodes d’estimation de mouvement paramétriques
Les méthodes d’estimation de mouvement paramétriques se fondent sur l’estimation des
paramètres d’une transformation pour modéliser le champs de mouvement. Dans cette thèse
nous adoptons une méthode de recalage qui rentre dans cette catégorie de méthodes paramé-
triques. Nous modélisons le mouvement par une transformation B-spline (voir 2.7.3.3).
2.8.4 Méthodes d’estimation de mouvement cardiaque
Cette partie du travail est consacrée à la revue des méthodes qui sont spécifiquement
utilisées dans l’estimation de mouvement cardiaque. Nous montrons quelques exemples d’ap-
plication dans les différentes modalités d’images médicales, parmi lesquelles les images de
résonance magnétique (IMR), la tomographie d’émission monophotonique (SPECT), la tomo-
graphie calculée (CT), et les images ultrasons (US). La présentation des travaux d’analyse
de mouvement cardiaque dans les images ultrasons est effectuée séparément étant donné son
importance pour notre thèse.
2.8.4.1 Estimation de mouvement cardiaque dans des images non échocardio-
graphiques
Les images IMR correspondent à la modalité de référence actuellement utilisée pour
l’analyse de mouvement cardiaque. Dans cette modalité nous trouvons de nombreux tra-
vaux d’analyse de mouvement [Radeva et al., 1997; Huang et al., 1999; Clarysse et al., 2000;
McEachen et al., 2000; Shi et al., 1999; Declerck et al., 1998; Ozturk and McVeigh, 2000;
Rueckert et al., 2002; Chandrashekara et al., 2002].
Parmi les travaux de la modalité SPECT, nous pouvons citer [Declerck et al., 1999; Thirion
and Benayoun, 2000] et pour la modalité CT nous pouvons citer [Nastar and Ayache, 1996;
Gorce et al., 1996].
2.8.4.2 Estimation de mouvement cardiaque dans des images échocardiogra-
phiques
Plusieurs méthodes ont été proposées pour étudier le mouvement du cœur par des images
échocardiographiques de 2 dimensions.
Quelques méthodes proposent de quantifier le mouvement cardiaque en se basant sur la
segmentation et le suivi des parois du cœur en utilisant des modèles déformables. Les plus
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connues dans ce type sont les travaux trouvés dans [Giachetti, 1998; Mikiae et al., 1998;
Chalana et al., 1996b; Ledesma-Carbayo et al., 2005]. Un groupe intéressant de travaux de
reconstruction du mouvement cardiaque [Jacob et al., 2002; Bosch et al., 2002] introduisent
l’utilisation de la connaissance a priori pour représenter statistiquement le mouvement et les
formes.
Une autre approche est celle qui considère l’utilisation de méthodes de flux optique [Horn
and Schunck, 1981; Lucas and Kanade, 1981], dans lesquels nous pouvons souligner les travaux
effectués dans [Mailloux et al., 1989; Chunke et al., 1996; Baraldi et al., 1996; Zini et al.,
1997; Cohen and Dinstein, 2002; Boukerroui et al., 2003b; Suhling et al., 2005]. Un élément
intéressant est celui apporté par le travail de [Baraldi et al., 1996] car il considère l’utilisation
des statistiques de Rayleigh.
Un autre groupe de travaux intéressants est celui qui utilise le suivi du speckle [Kaluzynski
et al., 2001] et techniques elastographiques [Hein and O’Brien, 1993; Konofagou and Ophir,
1998; D’Hooge et al., 2002]. Ces méthodes sont basées sur le traitement de signaux de radio
fréquence.
2.9 Conclusion
Dans cette thèse nous exploitons des images échographiques en mode B. Nous segmentons
les cavités à l’aide de notre contour actif implicite robuste au speckle. Nous recalons les images
successives d’une séquence pour estimer les paramètres de la transformation des parois du
cœur. Ce traitement produit des champs de vecteurs de mouvement pour chaque couple
d’images successives. Nous analyserons alors ces champs pour détecter les zones rigides qui
indiquent des maladies.
Le reste de ce document présente ces différentes étapes du travail. Le chapitre suivant
développe la méthode de segmentation. Le chapitre 4 traite le recalage et l’analyse du mou-
vement.
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Chapitre 3
Ensembles de niveaux robustes pour
la segmentation d’images ultrasons
3.1 Introduction
Dans le chapitre précédent, nous avons étudié en particulier le contour actif géométrique
proposé dans [Caselles et al., 1993; Malladi et al., 1995]. Dans ce chapitre, afin de détecter des
cavités du cœur, nous présentons une adaptation de ce contour actif aux images ultrasons.
Notre modèle de contour actif adapté à la détection des contours des cavités du cœur repose
sur deux éléments fondamentaux. Le premier consiste en une nouvelle fonction d’arrêt basée
sur la norme de Tukey. Le deuxième élément est l’adaptation de la nouvelle fonction d’arrêt
à la détection de contours dans des images ultrasons. Ainsi, tout d’abord nous proposons de
remplacer l’utilisation de l’opérateur gradient par le coefficient de variation (CV), statistique
qui a démontré être plus efficace pour la détection de contours dans les images affectées par
du bruit multiplicatif. De plus, nous améliorons la détection de contours de notre fonction
d’arrêt en incorporant un classificateur supervisé basé sur un réseau de neurones Multilayer
Perceptron (MLP).
Le chapitre est construit de la manière suivante. La section 3.2 étudie le mécanisme de la
détection de contours par contour actif géométrique, et énonce les problèmes de la détection
de contours des images ultrasons. La section 3.3 étudie les caractéristiques du CV en tant
que détecteur de contours dans des images avec bruit multiplicatif. Dans la section 3.4, nous
proposons notre fonction d’arrêt, en montrant l’adaptation au speckle par l’utilisation du
CV. Dans la section 3.5, nous montrons comment améliorer l’efficacité de la fonction d’arrêt
en utilisant un schéma de classification supervisée. Dans la section 3.6, nous montrons les
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résultats de l’application de notre méthode sur des images de synthèse et sur des images
réelles. Finalement, les conclusions du chapitre seront présentées dans la section 3.7.
3.2 Étude des ensembles de niveaux pour la segmentation des
images échographiques
Le contour actif proposé dans [Caselles et al., 1993; Malladi et al., 1995] a été une impor-
tante contribution dans le domaine de la détection de contours en imagerie médicale. Dans
cette partie du travail, nous revoyons le mécanisme de détection de contours par cette tech-
nique, et nous énumérons les problèmes rencontres quand on l’applique aux images ultrasons.
3.2.1 Détection de contours par ensembles de niveaux
En considérant de nouveau l’équation de l’évolution du contour actif proposée dans [Ca-
selles et al., 1993; Malladi et al., 1995] nous avons :
∂Ψ(x(t), t)
∂t
+ gF |∇Ψ(x(t), t)| = 0 (3.1)
où Ψ correspond à la surface en évolution, F représente la vitesse de la courbe, et g est connu
comme la fonction d’arrêt.
Dans la détection de contours, la fonction d’arrêt g joue un rôle primordial. En effet, cette
fonction est l’unique liaison entre la courbe en évolution et l’image. La fonction d’arrêt a été
définie classiquement comme une fonction du gradient, et son expression est la suivante :
g(z = ∇I) = 11 + |∇(G ∗ I)|p , p ≥ 1. (3.2)
où I est l’intensité de l’image, ∇ est l’opérateur gradient, et G∗I est la convolution de l’image
d’intensité I par le filtre gaussien G.
Quand nous sommes en présence d’un contour, le gradient de l’image est élevé, ainsi la
fonction d’arrêt g prend une petite valeur, stoppant de cette façon l’évolution de la courbe.
La fonction d’arrêt g(z) doit avoir 3 propriétés [Caselles et al., 1993; Chan and Vese,
2001] :
1. Être définie positive.
2. Avoir comme valeur maximale 1.
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3. Être décroissante, et devant respecter lim
z→∞ g(z) = 0.
Ces trois conditions doivent être remplies pour que la fonction d’arrêt s’intègre correcte-
ment à l’équation de l’évolution, et pour assurer la stabilité du front.
3.2.2 Le problème de la fonction d’arrêt classique
En général, la fonction d’arrêt g traditionnelle a deux inconvénients qui ont été décrits
dans la littérature [Chan and Vese, 2001] :
1. Dans la pratique, pour arrêter l’évolution de la courbe, il est nécessaire que la fonction
d’arrêt s’annulle complètement sur les contours des objets. Si ce n’est pas le cas, la
courbe traverse les objets.
2. En étant dépendant du gradient, le contour actif détecte mal les contours quand les
images sont bruitées ; ce qui rend nécessaire le lissage de l’image, et par conséquent le
lissage des contours.
En plus de ces limitations générales, il faut ajouter un inconvénient important si l’on
souhaite utiliser ce type de contour actif dans les images ultrasons. Comme nous l’avons men-
tionné dans le chapitre précédent, ces images ultrasons sont touchées par un bruit de type
multiplicatif nommé speckle. L’opérateur gradient n’est pas un bon détecteur de contours en
présence de ce bruit. Avec pour objectif de dépasser ces problèmes et d’adapter le fonction-
nement du contour actif aux images échographiques, nous proposons dans ce chapitre une
fonction d’arrêt basée sur le Coefficient de Variation.
3.3 Le coefficient de variation comme détecteur de contours
Le coefficient de variation (CV) est une statistique qui a longuement été utilisée pour
le filtrage du speckle. Les filtres de Lee [Lee, 1980], de Frost [Frost et al., 1982], de Kuan
[Kuan et al., 1987], et de Lopes [Lopes et al., 1990] sont des exemples de filtres basés sur le
CV proposé pour le filtrage d’images radar. Pour le filtrage d’images ultrasons, des méthodes
récentes de diffusion anisotrope basées sur le CV peuvent être trouvées dans les travaux de
Black [Black et al., 1998], Yu [Yu and Acton, 2002; Yu and Acton, 2004], et Tauber [Tauber
et al., 2004].
Dans cette section, nous réalisons une étude du CV avec pour but de déterminer ses
propriétés en tant que détecteur de contours dans les images avec bruit multiplicatif. Pour
plus de détails sur le CV et son utilisation dans le filtrage d’images ultrasons, nous renvoyons
le lecteur vers [Tauber, 2005].
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3.3.1 Le coefficient de variation global et local
Soit X une variable aléatoire, le CV de X est défini selon l’expression suivante :
CV 2 = var(X)
X
2 , (3.3)
où var(X) est la variance de la variable aléatoire, et X est sa moyenne.
Le coefficient de variation global (CVG) ξ d’une image I correspond à l’évaluation de
l’expression (3.3) sur toute l’image, et le coefficient de variation local (CVL) γ correspond à
l’évaluation de l’expression (3.3) dans un voisinage de l’image I.
3.3.2 Le coefficient de variation dans une zone homogène d’une image avec
bruit multiplicatif
Une image affectée par un bruit multiplicatif peut être exprimée ainsi :
Ii,j = Ri,j ∗ni,j ,
où R est la réflectivité, et n le bruit multiplicatif. Sur une zone Ω avecN éléments et réflectivité
constante k, nous pouvons écrire le CVG comme :
ξ2 =
1
N
∑
i,j∈Ω(kni,j −kn)2
(kn)2 =
var(n)
n2
(3.4)
Dans l’expression (3.4), le CV dépend uniquement du bruit multiplicatif, et ne dépend
pas de la réflectivité de l’image.
3.3.3 Le coefficient de variation dans des zones de contour d’une image
avec bruit multiplicatif
La variance d’une variable aléatoire A peut être écrite comme :
var(A) = E(A2)− E(A)2 (3.5)
En remplaçant (3.5) dans (3.3) nous pouvons écrire l’équation du CVL de la façon sui-
vante :
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var(Rn)
E(Rn)2 =
1
E(Rn)2 [E((Rn)
2)− E(Rn)2] (3.6)
En développant (3.6) nous pouvons obtenir (3.7) :
var(Rn)
E(Rn)2 =
var(n)E(R)2
E(Rn)2︸ ︷︷ ︸
premier terme
+ var(R)(var(n) + E(n)
2)
E(Rn)2︸ ︷︷ ︸
second terme
. (3.7)
Dans (3.7) le premier terme se rapproche du CVG. Le deuxième terme est toujours positif
et croît à mesure que la variance croît. Nous pouvons ainsi conclure que dans des zones
homogènes γ ≈ ξ, et que dans les contours γ  ξ. Cette propriété fait du CV un bon
détecteur de contours pour des images touchées par du bruit multiplicatif. En se basant sur
la valeur du CVL et sa proximité avec le CVG, nous pouvons déterminer si nous sommes en
présence d’un contour. Les filtres de bruit multiplicatif mentionnés au début de cette section
reposent sur ce principe.
3.3.4 Comparaison de la détection de contours par le coefficient de varia-
tion et le gradient
La détection de contours par gradient n’est pas adaptée au cas d’images affectées de bruit
multiplicatif. Nous comparons au travers d’un exemple l’efficacité de l’opérateur gradient et
de l’opérateur CV dans cette tâche.
La figure 3.1(a) montre une image composée par deux zones d’intensité constante, un
cercle gris sur fond blanc. Dans la figure 3.1(b), on peut voir l’image précédente avec bruit
multiplicatif. Dans les figures 3.1(c) et 3.1(e), on montre le résultat de la détection de contours
grâce respectivement au gradient et au CV.
En observant la figure 3.1(c), on peut remarquer que l’opérateur gradient détecte de petits
contours sur toute l’image, et que les contours détectés ne sont ni nets ni précis par rapport au
reste de l’image. La figure 3.1(d) montre un agrandissement de la zone du contour de l’image
3.1(c) ; on peut y observer des zones indiquées en rouge où l’opérateur gradient n’a pas réalisé
une bonne détection du contour. Au contraire, dans la figure 3.1(d), nous observons que sur
les zones homogènes il n’existe pas de détection de contours, alors que dans la région où ceux-
ci se trouvent, les contours sont détectés de façon plus précises et avec un meilleur contraste
par rapport au reste de l’image. Cette comparaison présente l’évidence empirique de la plus
grande efficacité du CV pour détecter des contours par rapport à l’opérateur gradient dans
les images touchées par un bruit multiplicatif.
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Une autre constatation peut être faite en observant l’image 3.1(e) : la valeur du CV dans
des zones d’intensité constante dépend seulement des caractéristiques du bruit. Comme on a
appliqué à toute l’image un même modèle de bruit, la région circulaire et le fond de l’image
sont représentés de la même façon par le CV, sans tenir compte de l’intensité de l’image sur
ces zones, ce qui est en accord avec l’interprétation de l’expression (3.4).
(a) (b)
(c) (d) (e)
Fig. 3.1 – Détection de contours par gradient et par CV
3.4 Fonction d’arrêt basée sur le Coefficient de Variation
Dans cette section, nous développons une nouvelle fonction d’arrêt pour le contour actif
géométrique proposé dans [Caselles et al., 1993; Malladi et al., 1995]. L’objectif de cette
nouvelle fonction d’arrêt est d’adapter ce contour actif à la détection de contours dans les
images ultrasons.
Le champ de la statistique robuste est en relation avec des problèmes d’estimation de
paramètres, dans lequel les données contiennent de grandes erreurs ou des valeurs aberrantes
nommées outliers [Rousseeuw and Leroy, 1987]. Des techniques statistiques robustes ont été
appliquées à différents problèmes en vision par ordinateur, et en particulier, dans la détection
de contours [Lui et al., 1990]. La statistique robuste nous offre un moyen de définir et de
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détecter des contours dans une image, en considérant les contours comme des points aberrants
[Hampel et al., 1986].
3.4.1 Relation entre la fonction d’arrêt et la norme de Tukey
Une technique robuste d’estimation de paramètres correspond aux M-estimateurs. Dans
cette partie du travail, nous mentionnerons des éléments très généraux des M-estimateurs,
qui nous permettrons d’introduire la relation qui existe entre cette méthode d’estimation
robuste et la fonction d’arrêt du contour actif géométrique. Pour de plus amples détails sur
les M-estimateurs et la statistique robuste voir [Rousseeuw and Leroy, 1987].
Soit ri le résidu ou différence pour la i-ème donnée, c’est-à-dire la différence entre le i-
ème échantillon et sa valeur approchée. La méthode standard des moindres carrés essaye de
minimiser l’expression :
min
∑
i
r2i
Il est bien connu que la méthode des moindres carrés est instable s’il existe des points
aberrants dans les données. Les M-estimateurs essayent de réduire l’effet des points aberrants
en remplaçant le résidu carré par une autre fonction dépendante du résidu, laissant le problème
de minimisation comme il est montré dans l’expression :
min
∑
i
ρi(r)
où ρ est une fonction symétrique, définie positive, avec un unique minimum en zéro, et pos-
sédant la propriété d’être moins croissante que le carré.
On définit la fonction d’influence ψ(x), qui représente l’influence des données sur la valeur
des paramètres estimés. La fonction d’influence est donnée par l’expression suivante :
ψ(x) = ρ′(x)
De plus, on définit la fonction poids de la façon suivante :
w(x) = ψ(x)
x
Une relation peut être réalisée entre la fonction d’arrêt qui contrôle l’évolution de la courbe
des contours actifs classiques [Caselles et al., 1993; Malladi et al., 1995; Caselles et al., 1997]
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et les M-estimateurs de la statistique robuste. En effet, la forme de la fonction d’arrêt des
contours actifs est similaire à la fonction de poids w(x) de l’estimateur Fair [Rousseeuw and
Leroy, 1987], laquelle a pour expression :
w(x) = 1
1 + |x|c
(3.8)
Les inconvénients de cette fonction d’arrêt ont été abordés dans la section 3.2.2, et il
est fondamental pour arrêter l’évolution de la courbe que, la fonction s’annule complètement
sur les contours. Pour respecter cette propriété, c’est-à-dire nulle dans les contours, nous
proposons comme fonction d’arrêt la fonction de poids de l’estimateur de Tukey. Cette fonction
a été proposée pour arrêter le processus de diffusion anisotrope dans les travaux de Black
[Black et al., 1998], et plus récemment dans le travail de Tauber [Tauber et al., 2004].
La fonction poids de l’estimateur de Tukey a pour expression :
w(x, σ) =
 12 [1− (xσ )2]2 if |x| ≤ σ0 sinon (3.9)
Le graphe de la fonction poids de Tukey est montré dans la figure 3.2. L’interprétation
statistique de cette fonction est la suivante : les valeurs échantillonnées plus grandes qu’un
seuil σ, sont considérées aberrantes, et sont négligées. Appliquée à la détection de contours,
la fonction considérerait un pixel comme contour si sa valeur est plus grande que le seuil.
Fig. 3.2 – Fonction de poids de Tukey
3.4.2 Fonction d’arrêt fondée sur la norme de Tukey et le CV
Dans la section 3.3 nous avons établi que dans des images avec bruit multiplicatif, le
CV permet une meilleure détection de contours que le gradient. De plus, nous avons établi
dans la section 3.4.1 que la fonction de poids du M-estimateur de Tukey a de meilleures
3.4. FONCTION D’ARRÊT BASÉE SUR LE COEFFICIENT DE VARIATION 61
caractéristiques en tant que détecteur de contours que la fonction de poids du M-estimateur
Fair.
Dans cette section, nous utilisons les deux résultats antérieurs, et proposons une fonction
d’arrêt pour les contours actifs. Celle-ci correspond à la fonction de Tukey, dans laquelle nous
introduisons le coefficient de variation, pour pouvoir mieux détecter les contours dans les
images ultrasons largement bruitées.
La première décision de conception consiste à établir correctement le domaine de définition
de la fonction. Dû au fait que la variable x de l’expression (3.2) est toujours positive, nous
pouvons simplifier la fonction de poids de l’estimateur de Tukey de la façon suivante :
w(x, σ) =
 [1− (xσ )2]2 if x ≤ σ0 sinon (3.10)
Avec cette modification, le graphique 3.2 sera seulement valable dans le deuxième quadrant.
La deuxième décision de conception est d’utiliser le coefficient de variation local (CVL)
comme variable de la fonction. Il est à noter que dans le contexte de la diffusion anisotrope,
le même type de modélisation a été adopté par [Tauber et al., 2004].
Avec ces deux décisions, nous établissons la fonction suivante :
g′(γi,j) =

[
1− γ
2
i,j
γ2s
]2
if γi,j ≤ γs
0 sinon
(3.11)
où γi,j est le coefficient de variation local CVL, et γs est le seuil à partir duquel la valeur
dans un voisinage du CVL est considérée comme un contour (l’évolution de la courbe doit
alors être stoppée).
A partir de l’expression (3.7), nous avons établi que dans les zones homogènes γ ≈ ξ, et
dans les contours γ  ξ. Nous avons ainsi un critère pour déterminer si nous sommes en
présence d’un contour. Partant de toutes ces considérations, nous définissons notre fonction
d’arrêt comme :
g(γi,j) =

0 si γi,j > γs[
1− γ2i ,j
γ2s
]2
sinon
(3.12)
Pour rendre opérationnelle cette fonction, il reste à estimer le seuil γs au dessus duquel
les valeurs du coefficient de variation seront considérées aberrantes. Ce seuil correspond à
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une estimation du coefficient de variation global, qui doit être faite dans une zone homo-
gène de l’image [Yu and Acton, 2002]. Malheureusement, cette estimation est difficilement
automatisable car nous ne savons pas délimiter une zone homogène.
Dans [Black et al., 1998] il est proposé un calcul automatique de ce seuil de la façon
suivante :
γs =
√
5 ∗ γe (3.13)
où γe correspond à un facteur d’échelle donné par l’expression suivante :
γe = 1.4826 ∗MAD(x) (3.14)
MAD étant la médiane absolue de la déviation des données :
MAD(X) = med(X −med(X)) (3.15)
Cette estimation introduit un biais dans le filtrage (voir [Tauber, 2005]). Dans cette thèse,
nous adoptons l’approche proposée dans [Tauber et al., 2004], qui correspond à un calcul plus
robuste. L’expression du facteur d’échelle est donnée ainsi par :
γe = 1.4826 ∗MAD(γ) +med(γ) (3.16)
3.4.3 Validation théorique de la fonction d’arrêt
Il est facile de vérifier que notre fonction respecte les trois propriétés de la section 3.2.1 :
1. Notre fonction est définie positive ; de plus, elle n’est définie que dans le deuxième
quadrant.
2. Elle a pour valeur maximale 1, et cette valeur est atteinte quand γi,j = 0.
3. Elle est décroissante, car g′(z) < 0 , et prend la valeur zéro à partir du seuil.
3.5 Fonction d’arrêt basée sur un Perceptron Multicouche
La fonction de poids associée à l’estimateur de Tukey, a été utilisée avec succès dans
divers travaux pour arrêter le processus de lissage d’une image dans des schémas de diffusion
anisotrope [Black et al., 1998; Tauber et al., 2004]. Ce processus considère un modèle d’image
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constante par morceau. Les itérations successives rapprochent l’image de son modèle en lissant
les zones homogènes. Ainsi, dans [Tauber et al., 2004], le seuil γs du coefficient de variation
local est rééstimé à chaque itération.
Dans notre cas, il s’agit de l’évolution d’une courbe guidée par l’estimation initiale de
contours. Le seuil γs étant calculé uniquement une fois, il est souvent trop bas pour détecter
tous les pixels contours. Par conséquent, la courbe du level set traverse les contours par ces
pixels non détectés. Ce phénomène se produit en présence du speckle même pour une image
initialement constante par morceau (voir section 3.5.2).
De plus, les images ultrasons présentent souvent un contraste très faible causant une vraie
difficulté de détection des contours.
Pour toutes ces raisons, nous avons besoin de renforcer la détection des contours afin que
notre fonction d’arrêt soit efficace. A cette fin, nous avons choisi de prendre en considération
la connaissance a priori sur les contours en utilisant une classification supervisée par un réseau
de neurones de type MLP.
3.5.1 Classification par un Perceptron Multicouches
Les réseaux de neurones MLP, et l’algorithme d’apprentissage backpropagation [Rumel-
hart and McClelland, 1986] ont été utilisés avec succès dans la classification de données et
dans l’approximation de fonctions. Une caractéristique intéressante du MLP est sa capacité
de regrouper des données dans des classes non linéairement séparables. De plus, il a été dé-
montré qu’un MLP d’une couche cachée permet l’approximation de n’importe quelle fonction.
C’est-à-dire qu’un MLP est un estimateur universel de fonctions [Funahashi, 1989]. La théorie
et les applications des réseaux de neurones ont largement été traitées dans [Haykin, 1999].
Dans cette section nous présentons brièvement le MLP avec pour but de comprendre son
fonctionnement.
Dans sa version la plus simple, le MLP a trois couches, une couche d’entrée qui reçoit les
données de l’extérieur sans effectuer aucun type de traitement, une couche de sortie qui livre
les classe des données, et une couche cachée de neurones. Les neurones de la couche cachée et
de la couche de sortie ont chacune un paramètre connu comme le poids du neurone.
Un MLP peut être considéré comme une transformation non linéaire, et l’entraînement
comme un processus d’optimisation dans lequel on calcule un ensemble de paramètres qui
minimisent une certaine fonction de coût. Nous renvoyons à [Luenberger, 1984] un recueil des
algorithmes d’optimisation. Les applications de ces algorithmes à l’entraînement de réseaux
de neurones peuvent être trouvées dans [Demuht and Beale, 2003]. Ainsi, du point de vue
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de l’optimisation, l’algorithme backpropagation correspond à la minimisation de l’erreur en
utilisant la descente du gradient. D’un autre point de vue, le MLP peut être vu comme une
technique d’interpolation, où les fonctions de bases sont les fonctions d’activation et les poids
des neurones les pondérations de ces fonctions.
L’algorithme backpropagation a deux inconvénients : sa convergence lente, et ses erreurs
de généralisation. Comme pour toute interpolateur, il est possible d’appliquer des techniques
de régularisation pour améliorer la généralisation. Ceci se traduit par l’ajout d’un terme à la
fonction à optimiser. Le lecteur pourra trouver des schémas de régularisation pour des réseaux
neuronaux dans [Hinton, 1989], [Weigend et al., 1991], et [Moody and Rogntvalddson, 1997].
Une autre technique de régularisation, appelée régularisation bayesienne, reprend la fonction
de coût proposée dans [Hinton, 1989], et résout le problème d’optimisation grâce à l’algo-
rithme de Levenberg-Marquardt [Foresee and Hagan, 1997]. Une approximation bayesienne
est utilisée pour le calcul des paramètres de la fonction de coût [Mackay, 1992]. Les avantages
de cette approche sont les suivantes :
1. L’algorithme de Levenberg-Marquardt permette une meilleure vitesse de convergence.
2. L’algorithme fournit les paramètres effectifs du réseau de neurones. On peut ansi estimer
le nombre de neurones dans la couche cachée [Foresee and Hagan, 1997].
3.5.2 Proposition d’une fonction d’arrêt basée sur le CV et un MLP
L’inclusion d’un MLP dans la fonction d’arrêt du contour actif a pour objectif de mieux
s’adapter aux images ayant un fort niveau de bruit. Rappelons (cf. section 3.5) que le calcul du
seuil déterminant l’appartenance d’un pixel au contour n’est pas précis. Nous allons illustrer
ce problème grâce aux images de la figure 3.3. La figure 3.3(a) montre une image composée
de deux régions d’intensité constante et un bruit multiplicatif faible. La figure 3.3(b) montre
l’image du CVL ; la figure 3.3(c) montre les zones où le CVL est plus élevé que le seuil estimé.
Les figures 3.3(d), 3.3(e) et 3.3(f) montrent le même type d’images, mais pour une image
touchée par un bruit multiplicatif plus intense. En observant les images 3.3(c) et 3.3(f), nous
pouvons noter qu’à cause du bruit intense, dans l’image de la figure 3.3(f) l’estimation du
seuil est moins précise, ce qui fait que les contours ne sont pas détectés de manière adéquate.
Pour enrichir notre fonction d’arrêt (eq. 3.12), nous mettrons en œuvre un MLP pour
réaliser une classification supervisée. Nous supposons que l’image est constituée par deux
sortes de zones : des zones homogènes et des contours. Le MLP sera entraîné à reconnaître
l’appartenance d’un pixel à une zone en fonction de son voisinage.
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(a) (b) (c)
(d) (e) (f)
Fig. 3.3 – Détection imprécise du seuil dans des images avec un bruit fort.
3.5.2.1 Structure du réseau
La figure 3.4 montre la structure du MLP que nous avons mis en œuvre. Une entrée
correspond à chaque pixel du voisinage du pixel candidat dans l’image du CVL, Icv. Le
réseau dispose d’une seule sortie qui indique la classe du pixel. Ansi,
MLP =
 1 si V γi,j ∈ Contours0 si V γi,j ∈ Zone homogène (3.17)
où V γi,j correspond à un voisinage de l’image du CVL.
Fig. 3.4 – Perceptron Multicouche
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3.5.2.2 Construction de l’ensemble d’entraînement
Pour construire l’ensemble d’entraînement nous suivons la procédure suivante :
– filtrer l’image par diffusion anisotrope [Yu and Acton, 2002],
– calculer la carte du CVL de l’image filtrée,
– calculer la fonction d’arrêt basée sur Tukey et CVL,
– détecter manuellement les zones à trous,
– dans ces zones, prendre un petit échantillon de pixels le long du contour (5%-10%)
– autour des zones, dans les régions homogènes, prendre un nombre semblable de pixels.
Nous illustrons cette procédure à l’aide de la figure 3.5. La figure 3.5(a) montre l’image
originale, la figure 3.5(b) montre l’image filtrée, la figure 3.5(c) montre la carte du CVL,
la figure 3.5(d) présente la fonction d’arrêt basée sur Tukey et CVL, et la figure 3.5(e) les
zéros de cette fonction. Dans la figure 3.5(f), nous montrons une zone à trous encadrée par
un rectangle rouge. Dans la figure 3.5(g), à l’intérieur du rectangle jaune, nous observons les
points (choisis manuellement) représentant le contour manquant (en jaune), et les points de
la région homogène (en vert).
Fig. 3.5 – Construction de l’ensemble d’entraînement
3.5.2.3 Apprentissage du réseau
Pour l’apprentissage du réseau de neurones, nous avons adopté la méthode proposée dans
[Foresee and Hagan, 1997]. L’ensemble d’entraînement d’un réseau de neurones d’apprentis-
sage supervisé est composé de n paires (pi, ti) où pi correspond à la donnée d’entrée i, et
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ti correspond à la classe de cette donnée. L’objectif du processus d’entraînement est la mi-
nimisation d’une fonction de coût F , laquelle correspond à la somme des carrés des erreurs
d’entraînement (SSE) :
F = ED =
n∑
i=1
(ti − ai)2
où ai correspond à la réponse du réseau associé à la donnée pi.
La stratégie de régularisation consiste à modifier la fonction F en ajoutant un terme qui
dépend des poids du réseau. La nouvelle fonction à minimiser devient :
F = α ∗ ED + β ∗ EW
où EW est la somme des carrés des poids du réseau (SSW) :
EW =
n∑
i=1
w2i
et α et β sont connus comme les paramètres de régularisation.
Pour apprendre le réseau, nous utilisons 80% de l’ensemble d’entraînement. La méthode
d’apprentissage consiste à faire des entraînements successifs en augmentant le nombre de
neurones dans la couche cachée, jusqu’à atteindre la stabilité des paramètres effectifs du
réseau. Nous choisissons alors le nombre de neurones minimum permettant d’avoir la stabilité
des paramètres effectifs.
3.5.2.4 Validation du réseau
Pour valider le réseau, nous prenons les 20% des données de l’ensemble d’entraînement
restants. Pour mesurer la validité nous adoptons le pourcentage de réussite, et la somme des
carrés des erreurs de classification. Si le pourcentage de réussite est inférieur à un certain
seuil, nous ré-entraînons le réseau.
3.5.2.5 Application du réseau
Pour appliquer le réseau dans une séquence, nous savons considéré les scénarios : (a)
entraîner le réseau à chaque image de la séquence, (b) entraîner le réseau avec un petit
nombre d’images (deux où trois images), et appliquer le réseau créé au reste des images de
la séquence. C’est ce dernier cas que nous avons adopté. Dans le cas où le réseau échoue à
classifier une nouvelle image de la séquence, nous renforçons l’apprentissage en choisissons de
nouveaux points manuellement et ré-entraînons le réseau.
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3.5.2.6 Fonction d’arrêt basée sur le CV et le MLP
Finalement, si on considère le CVL et le MLP, notre fonction d’arrêt devient :
g =

0 si γi,j > γs ou MLP = 1[
1− γ2i ,j
γ2s
]2
sinon
(3.18)
Avec cette fonction, nous améliorons la détection de contours. Les points contour ayant
un CVL sous le seuil calculé seront détectés par le MLP.
3.6 Expérimentations
Un fait bien connu est que l’algorithme standard des ensembles de niveaux a une haute
complexité. Dans le but de réduire la complexité, quelques méthodes comme le fast marching
et le narrow-band [Adalsteinsson and Sethian, 1995] ont été proposées. Nous avons adopté
cette dernière méthode pour nos expérimentations. Nous avons aussi utilisé un voisinage 3x3,
avec un réseau de 9 entrées et 1 sortie.
Par ailleurs, afin d’évaluer quantitativement la performance de notre méthode, nous avons
adopté l’indicateur Figure Of Merit (FOM) proposé par Pratt [Pratt, 1991] :
FOM = 1
max(II , IA)
IA∑
i=1
1
(1 + a ∗ d2(i)) ,
avec II et IA représentant respectivement le nombre attendu et le nombre effectif retrouvé de
pixels contours. a est un facteur d’échelle (habituellement 1/9). d(i) est la distance séparant
le pixel effectif i du plus proche pixel attendu. Les valeurs du FOM sont comprises entre 0
et 1 ; l’unité correspondant à une détection parfaite. Il est à noter que cet indicateur ne peut
être utilisé que dans le cas où on dispose de vérité terrain. Dans notre expérimentation, nous
nous en servons pour évaluer la détection dans les images de synthèse.
3.6.1 Expérimentations sur des images synthétiques
Dans cette section nous comparons la fonction d’arrêt classique basée sur l’opérateur
gradient, celle basée sur le CV, et notre fonction d’arrêt basée sur le CV et le MLP sur des
images de synthèse contenant un bruit multiplicatif. La séquence de figures 3.6(a-g) montre
la détection des bords en utilisant une fonction d’arrêt basée sur le gradient. La séquence
de figures 3.6(h-n) montre la détection en utilisant une fonction d’arrêt fondée sur le CV.
3.6. EXPÉRIMENTATIONS 69
Finalement, la séquence de figures 3.6(o-u) montre la détection de contours avec notre fonction
d’arrêt basée sur le CV et un MLP. Dans toutes les figures le nombre d’itérations du processus
d’évolution de la courbe est précisé.
(a) 001 (b) 200 (c) 300 (d) 400 (e) 500 (f) 580 (g) 600
(h) 001 (i) 080 (j) 120 (k) 160 (l) 200 (m) 240 (n) 280
(o) 001 (p) 060 (q) 090 (r) 120 (s) 150 (t) 180 (u) 210
Fig. 3.6 – Résultats sur une image de synthèse avec du speckle : (a-g) Évolution de la courbe
avec une fonction d’arrêt paramétrée par le gradient (h-n) Évolution de la courbe avec une
fonction d’arrêt paramétrée par le CV (o-u) Évolution de la courbe avec une fonction d’arrêt
paramétrée par CV et un MLP
La séquence de figures 3.6(a-g) illustre bien que la courbe mobile ne détecte pas convena-
blement les objets lorsque le critère d’arrêt est basé sur le gradient. Le bruit empêche d’arrêter
l’évolution de la courbe sur les contours des objets. La séquence de figures 3.6(h-n) montre
qu’en employant un terme d’arrêt basé sur le CV, la courbe entoure seulement une partie du
contour d’objet circulaire. La séquence de figures 3.6(o-u) atteste que notre fonction d’arrêt
basée sur le CV et un MLP est mieux adaptée pour la segmentation d’images ultrasons.
Les résultats présentés dans la figure 3.6 témoignent que la nouvelle fonction d’arrêt amé-
liore la précision de la segmentation. En outre, nous observons que notre fonction d’arrêt basée
sur le CV et un MLP permet de réduire le nombre d’itérations et donc le temps d’exécution.
Cette expérimentation a nécessité une couche cachée de 3 neurones.
La table 3.1 montre les valeurs du FOM pour l’image finale obtenue par chacune des trois
méthodes, respectivement figure 3.6(g), figure 3.6(n), et figure 3.6(u). Nous pouvons observer
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que notre méthode combinant le CV et le MLP obtient le plus haut score. La méthode du
gradient a un score nul ; ceci est dû au fait que la courbe a continué à évoluer en traversant
l’objet rond.
Tab. 3.1 – Mesure du FOM pour les trois méthodes étudiées (gradient, CV, CV et MLP)
Method Gradient CV CV-MLP
FOM 0 0.8697 0.9090
3.6.2 Expérimentations sur des images réelles
Dans cette section, nous abordons la détection de cavités du cœur en utilisant notre
modèle de contour active géométrique. Dans toutes les expérimentations l’initialisation est
faite manuellement.
La complexité des images ultrasons, en particulier leur haut niveau de bruit, requiert en
pratique, la mise en œuvre d’une étape d’amélioration de l’image. Dans notre cas, l’améliora-
tion est menée à bien au moyen d’un filtrage robuste au speckle (figure 3.7). La figure 3.7(a)
montre une image ultrason réelle, et la figure 3.7(b) correspond à l’image du CVL. On y
observe la difficulté de distinguer les vrais contours. Pour éviter cela, nous filtrons l’image par
une méthode qui préserve les contours.
Des méthodes de filtrage robuste au speckle basées sur la diffusion anisotrope ont été
proposées dans les travaux de Yu [Yu and Acton, 2002] et Tauber [Tauber et al., 2004]. Ces
deux méthodes arrêtent le processus de diffusion sur les contours en utilisant une fonction
d’arrêt basée sur le CVL. Dans le cas du travail proposé dans [Yu and Acton, 2002], le seuil
qui détermine si un point est aberrant, c’est-à-dire un contour, est calculé au moyen d’une
estimation du CV global sur une zone homogène de l’image, choisie de manière manuelle. Au
contraire, dans [Tauber et al., 2004] est proposée une méthode automatique pour le calcul
du seuil. Nous adoptons la méthode manuelle, avec l’objectif d’obtenir une estimation plus
précise, et mieux préserver les contours. La figure 3.7(c) montre le filtrage de l’image de la
figure 3.7(a). On y observe que grâce à ce filtrage la cavité a conservé de manière adéquate
ses contours. La figure 3.7(d) montre l’image du CVL de l’image filtrée. Il est possible d’y
noter que les contours sont bien définis.
La figure 3.8 montre l’évolution de la courbe contrôlée par la fonction d’arrêt basée sur le
CVL. La figure 3.8(a) montre l’image de la fonction d’arrêt ; la figure 3.8(b) montre les points
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(a) (b) (c) (d)
Fig. 3.7 – Nécessité du filtrage robuste au speckle dans les images réelles
où la fonction est complètement annulée. La figure 3.8(c) correspond à un agrandissement
de la figure précédente. On y observe, dans le rectangle rouge, des zones où les contours de
la cavité ne sont pas complètement fermés. L’existence de discontinuités sur la courbe de
contours a un effet négatif sur la précision de la détection de la cavité. En effet, le front en
évolution traversera le contour dans les zones avec des trous. La séquence de figures 3.8(d-h)
montrent une évolution correcte de la courbe. Mais à partir de l’image 3.8(i) on observe le
front traverser le contour par l’orifice, produisant une détection imprécise de la cavité.
Afin de présenter l’expérimentation avec notre fonction d’arrêt basée sur le MLP, nous
commençons par donner un aperçu de l’entraînement du réseau. La figure 3.9 montre le
processus de création de l’ensemble d’entraînement du MLP. Ce processus a été décrit dans
la section 3.5.2. La figure 3.9(a) montre l’image du CVL. Les points où la fonction d’arrêt
est nulle sont blancs. La figure 3.9(b) montre un agrandissement de la zone de la cavité.
Les rectangles jaunes indiquent les zones d’où on obtient les voisinages qui correspondent à
la classe contour, et le rectangle vert délimite la zone d’où on obtient les échantillons qui
correspondent à des zones homogènes.
Dans ce cas particulier, l’ensemble d’entraînement est formé par 15 échantillons de
contours (classe 1), et 15 échantillons de la classe non contour (classe 0). Le processus pour
déterminer le nombre de neurones dans la couche cachée consiste à effectuer des entraînements
du réseau en augmentant le nombre de neurones de cette couche, jusqu’à obtenir la stabilité
du nombre de paramètres effectifs du réseau. Les paramètres effectifs du réseau sont ceux
qui sont réellement utilisé. À partir d’un certain nombre de neurones dans la couche cachée,
le réseau n’a pas besoin d’autres paramètres pour classer correctement les données. Ainsi, il
n’est pas nécessaire de continuer à augmenter le nombre de neurones dans la couche cachée.
Le tableau 3.2 illustre ce processus. La première colonne du tableau montre le nombre de
neurones (NN) de la couche cachée, la deuxième colonne montre le nombre d’époques (EP)
nécessaires pour arriver à l’erreur souhaitée de classification des données ; la troisième colonne
montre la somme des carrés des erreurs de classification (SSE) ; la quatrième colonne montre
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(a) F. A. (b) Zeros (c) Orifices
(d) it 000 (e) it 010 (f) it 020 (g) it 030 (h) it 040 (i) it 050
(j) it 060 (k) it 070 (l) it 080 (m) it 090 (n) it 100 (o) it 110
(p) it 120 (q) it 130 (r) it 140 (s) it 150 (t) it 160 (u) it 170
Fig. 3.8 – Évolution de la courbe avec une fonction d’arrêt basée sur le CV
la somme des carrés des poids des neurones (SSW) ; la cinquième colonne montre les para-
mètres effectifs du réseau (PE) ; la dernière colonne montre le total de paramètres du réseau.
On observe qu’à partir de 2 neurones dans la couche cachée le nombre de paramètres effectifs
ne croît plus, donc il suffit de 2 neurones dans la couche cachée pour classer les données.
La figure 3.10 montre l’entraînement du réseau en utilisant 2 neurones dans la couche
cachée , et la classification de l’ensemble d’entraînement. Le graphique supérieur de la figure
3.10(a) montre l’évolution de l’erreur de classification (SSE). On y observe qu’au fur et à me-
sure des itérations, le SSE diminue progressivement, cela permettra une classification correcte
de l’ensemble d’entraînement. Le graphique central de la figure 3.10(a) montre l’évolution de
la somme des carrés des poids (SSW). La stabilisation de cette courbe à la fin des itérations
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(a) (b)
Fig. 3.9 – Sélection de l’ensemble d’entraînement : (a) Image du CVL avec zéros (b) Zones
de sélection de points
Tab. 3.2 – Entraînement du MLP
NN EP SSE SSW PE PT
1 23 0.0003 259.223 5.86 12
2 14 0.0008 88.043 13.03 23
3 19 0.0009 86.191 13.05 34
4 19 0.0009 80.791 13.13 45
5 16 0.0009 81.946 13.81 56
indique la convergence de l’algorithme, et un calcul correct des poids du réseau. Le graphique
inférieur de la figure montre l’évolution du calcul des paramètres effectifs. La stabilisation de
la courbe indique le calcul correct des paramètres effectifs. Les résultats positifs de l’analyse
des courbes précédentes permettent de valider le processus d’entraînement du réseau. Fina-
lement la figure 3.10(b) montre la classification du réseau de l’ensemble d’entraînement. On
y observe que les 30 échantillons de l’ensemble d’entraînement ont été correctement classifiés
grâce au processus d’apprentissage adéquat.
Les résultats de l’enrichissement de la fonction d’arrêt par un MLP sont illustrés par les
images de la figure 3.11. La figure 3.11(a) montre l’image de la fonction d’arrêt basée sur
le CV et un MLP, et la figure 3.11(b) montre les zéros de cette fonction. On observe dans
cette dernière que les contours n’ont plus de discontinuités grâce à l’apport du MLP. Ce fait
permettra une détection correcte du contour de la cavité. La séquence de figures 3.11(c-j)
montre l’amélioration de la détection de la cavité. Après l’itération dans la figure 3.11(i) le
front ne continue plus à évoluer.
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(a) (b)
Fig. 3.10 – Entraînement du MLP et classification avec 2 neurones dans la couche cachée :
(a) Courbes de l’apprentissage (b) Classification de l’ensemble d’entraînement
3.6.3 Comparaison des résultats
Pour comparer les résultats de notre méthode, nous avons choisi une méthode qui a eu
une influence importante dans la segmentation d’images médicales. Il s’agit du contour actif
appelé Active Contours without Edges (ACwE) proposé dans [Chan and Vese, 2001]. La
caractéristique principale de ce contour actif est qu’il n’a pas de fonction d’arrêt. En partant
d’une courbe initiale, ce modèle analyse l’information qui se trouve dans les régions intérieures
et extérieures du front. L’évolution de la courbe correspond à la recherche de régions qui
minimisent un certain fonctionnel. Ce minimum est atteint quand la courbe en évolution se
trouve sur les contours des objets. Le fonctionnel proposé dans [Chan and Vese, 2001] est :
F (c1, c2, C) = µ ∗ Lenght(C) + ν ∗Area(inside(C))
+λ1
∫
inside(C) |uo(x, y)− c1|2dxdy
+λ2
∫
ouside(C) |uo(x, y)− c2|dxdy
(3.19)
où C correspond à la courbe en évolution, µ,ν,λ1 et λ2 sont des paramètres positifs, et c1 et
c2 correspondent aux moyennes à l’intérieur et hors de la courbe respectivement.
Initialement nous allons effectuer une comparaison qualitative considérant les éléments
globaux des deux méthodes. Ensuite, nous effectuerons une comparaison quantitative des
résultats de la segmentation obtenus par les deux méthodes au moyen de l’indicateur FOM.
3.6. EXPÉRIMENTATIONS 75
(a) F. A. (b) Zéros
(c) it 00 (d) it 10 (e) it 20 (f) it 30
(g) it 40 (h) it 50 (i) it 60 (j) it 70
Fig. 3.11 – Évolution de la courbe avec une fonction d’arrêt basée sur le CV et un MLP
La comparaison qualitative se présente dans le tableau . La méthode 1 correspond à notre
modèle, et la méthode 2 est le contour actif proposé dans [Chan and Vese, 2001]. Cette
comparaison porte sur les caractéristiques générales des deux méthodes : le type de contour
actif (implicite ou paramétrique), la méthode de segmentation mise en œuvre (basée contour
ou basée région), l’existence d’une fonction d’arrêt, le type d’initialisation nécessaire pour
détecter plusieurs cavités, et la nécessité du filtrage pour segmenter des images ultrasons.
En plus de la comparaison qualitative des méthodes de segmentation, nous effectuons une
comparaison quantitative. Cette comparaison va être effectuée sur la base de 4 images qui
sont montrées dans figure 3.12. La première colonne de la figure 3.12 montre les images à
segmenter ; la deuxième colonne montre les images lissées en utilisant la méthode proposée
dans [Yu and Acton, 2002] ; la troisième colonne montre les fonctions d’arrêt basées sur le
CV ; et finalement la quatrième colonne montre les fonctions d’arrêt basées sur le CV et le
MLP. On note encore une fois que les contours de la fonction d’arrêt basée sur le CV ont des
discontinuités, et ceux de la fonction d’arrêt basée sur le CV et le MLP sont complètement
fermés.
Les figures 3.13 et 3.14 montrent la détection de contours par notre méthode et la méthode
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Tab. 3.3 – Comparaison qualitative des méthodes de segmentation
Initialisation Nécessité du
pour détecter filtrage
Type de Méthode de Fonction plusieurs images
Méthode contour actif segmentation d’arrêt cavités ultrasons
Méthode 1 implicite basée oui multiples oui
(notre) contour courbes
Méthode 2 implicite basée non une seule oui
(ACwE) région courbe
ACwE respectivement. Dans la figure 3.13 on peut observer que notre méthode détecte les
contours de façon adéquate dans tous les cas. Au contraire, dans la figure 3.14 on peut y
observer que la méthode ACwE détecte incorrectement les zones qui composent l’image de la
cavité à cause du contraste faible des parois cardiaques.
Nous effectuons une évaluation numérique de la qualité des contours obtenus à l’aide de
l’indicateur FOM. Le figure 3.15 montre les contours concernés pour l’évaluation. La pre-
mière colonne de cette figure montre les images à segmenter ; la deuxième colonne montre les
contours tracés manuellement ; la troisième colonne montre les contours obtenus par notre
méthode ; et la dernière colonne montre les contours obtenus par la méthode ACwE. Le ta-
bleau 3.4 montre les valeurs du FOM pour chacune des deux méthodes. La première colonne
du tableau montre les valeurs du FOM de notre méthode, et la dernière colonne les valeurs
par la méthode ACwE. On y observe que les valeurs de FOM de notre méthode sont plus
élevées, ce qui indique une meilleure précision.
3.7 Conclusions
La détection de contours des cavités du cœur dans des images ultrasons est une tâche
complexe dû principalement à deux problèmes : le premier est que ce type d’images présente
un haut niveau de bruit, appelé speckle. Le second problème est que ces images ont un
contraste faible.
Dans ce chapitre, nous avons proposé un contour actif implicite pour la détection des
cavités du cœur. Pour adapter le contour actif aux images ultrasons, nous avons proposé trois
contributions dans le but d’améliorer la fonction d’arrêt.
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Tab. 3.4 – Comparaison quantitative des méthodes de segmentation
FOM FOM
Méthode 1 Méthode 2
Image (notre) (ACwE)
Image 1 0.5750 0.2141
Image 2 0.5295 0.1551
Image 3 0.6337 0.1695
Image 4 0.6190 0.2650
La première contribution consiste à remplacer la fonction d’arrêt classique par la fonction
de poids du M-estimateur de Tukey. Nous avons montré que cette nouvelle fonction a toutes
les propriétés mathématiques que doit avoir une fonction d’arrêt.
La fonction d’arrêt classique dépend de l’opérateur gradient pour détecter les contours.
Notre deuxième contribution est d’utiliser le coefficient de variation comme détecteur de
contours au lieu du gradient. Le coefficient de variation est une statistique plus robuste que le
gradient d’intensité permettant une meilleure détection de contours dans les images ultrasons.
Dans la pratique, la fonction d’arrêt classique d’un contour actif ne permet pas d’arrêter
l’évolution de la courbe du fait qu’elle ne s’annule jamais totalement sur les contours. Ces
deux contributions ont permis d’adapter le contour actif aux images ultrasons, de manière à
arrêter entièrement l’évolution de la courbe sur les contours. En outre, nous avons proposé
une méthode automatique pour le calcul des paramètres de la fonction d’arrêt.
Finalement, pour enrichir la détection des contours de la fonction d’arrêt, nous avons
proposé l’utilisation de la connaissance a priori sous la forme d’un MLP classificateur de
contours.
Avec l’ensemble de ces améliorations, nous avons proposé un nouveau modèle de contour
actif implicite adapté à la segmentation d’images ultrasons. Les résultats expérimentaux que
nous avons présentés montrent le potentiel de cette approche.
Dans le chapitre suivant, nous montrons comment nous exploitons les contours ainsi dé-
tectés pour estimer le mouvement de parois des cavités cardiaques.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Fig. 3.12 – Images à segmenter et leurs fonctions d’arrêt
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(a) it ini (b) it 15 (c) it 30 (d) it 45 (e) it 60
(f) it ini (g) it 20 (h) it 40 (i) it 60 (j) it 70
(k) it ini (l) it 20 (m) it 30 (n) it 50 (o) it 60
(p) it ini (q) it 20 (r) it 40 (s) it 60 (t) it 70
Fig. 3.13 – Segmentation basée sur notre méthode
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(a) it ini (b) it 10 (c) it 300 (d) it 1000 (e) it 3000
(f) it ini (g) it 100 (h) it 300 (i) it 2000 (j) it 4000
(k) it ini (l) it 100 (m) it 1000 (n) it 2000 (o) it 3000
(p) it ini (q) it 100 (r) it 1000 (s) it 2000 (t) it 3000
Fig. 3.14 – Segmentation basée sur la méthode ACwE
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Fig. 3.15 – Contours finaux et contours tracés manuellement
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Chapitre 4
Analyse du mouvement du cœur
par recalage géométrique B-spline
hiérarchique
4.1 Introduction du chapitre
Au chapitre précédent nous avons proposé une méthode de détection robuste des cavités
du cœur à travers le contour actif implicite basé sur le coefficient de variation et un réseau de
neurones d’apprentissage supervisé. Dans ce chapitre, nous développons une méthode pour
l’analyse du mouvement du cœur basée sur le recalage hiérarchique B-spline des contours des
cavités.
Nous supposons que la cavité correspond à une partie significative de la surface totale de
l’image du cœur, donc l’image entière se déforme en suivant le mouvement des cavités. En
plus, nous travaillons avec des séquences d’images, et le modèle est basé sur la supposition
que deux images consécutives de la séquence ont un mouvement faible, et qu’on observe
approximativement la même section du cœur dans chaque image de la séquence.
Le chapitre est organisé de la façon suivante. La section 4.2 traite du problème d’inter-
polation des courbes par des bases B-splines. En suivant les mêmes concepts exposés dans
la section précédente, la section 4.3 explique le problème du recalage élastique B-spline des
images en utilisant les courbes de contours. Cette section traite le problème du recalage des
courbes comme la résolution d’un système d’équations sur-déterminé, lequel est résolu par
l’approximation aux moindres carrés. En outre, il traite l’usage des contraintes de mouvement
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sur le calcul des points de contrôle de la transformation B-spline, afin d’obtenir des défor-
mations qui représentent d’une façon appropriée le mouvement des cavités. On discute aussi
l’usage de l’algorithme ICP pour la mise en correspondance entre les points des courbes de
test et de référence. Dans la section 4.4, nous développons notre proposition pour l’analyse du
mouvement du cœur. Cette proposition considère d’une façon fondamentale deux étapes : pre-
mièrement une détection des contours des cavités ; deuxièmement, la mise en correspondance
des contours trouvés. L’étape de mise en correspondance considère trois types de recalage
consécutifs, tout d’abord un recalage rigide, ensuite un recalage B-spline, et pour finir un
raffinement hiérarchique B-spline. En outre, ce chapitre présente en section 4.5 les résultats
expérimentaux de l’application de notre méthode à une paire d’images, afin de montrer en
détail tout le procédé. Ensuite, nous comparons les résultats de notre méthode avec ceux qui
sont obtenus avec une méthode récente de recalage proposée dans la littérature [Arganda-
Carreras et al., 2006]. Après cette comparaison, nous montrons les résultats sur une séquence
d’images. Pour évaluer d’une façon numérique l’erreur de recalage de chaque étape, on fait
l’usage de l’indicateur figure of Merit (FOM) et le Coefficient de Corrélation (CC), mesures
qui sont largement utilisées pour évaluer les résultats du recalage. Le chapitre se termine par
la section 4.6 où des conclusions sont tirées.
4.2 Interpolation par B-splines
Cette section est consacrée à la introduction des éléments généraux de l’interpolation B-
splines. La théorie des splines est approfondie et exposée d’une façon détaillée dans les travaux
de [Farin, 2001]. Dans les sous-sections qui suivent, on développe seulement les éléments
nécessaires pour la compréhension de son usage dans cette thèse. Dans la section (4.2.1), on
introduit le problème d’interpolation des courbes à une dimension. Dans la section (4.2.2), on
traite le problème d’interpolation de ces courbes à travers l’utilisation des bases splines à une
dimension. Finalement, dans la section (4.2.3) nous traitons l’interpolation des courbes dans
deux dimensions à travers des bases B-splines. Ces éléments basiques seront le soutien de la
méthode de recalage géométrique pour les courbes des contours des cavités et de l’analyse du
mouvement du cœur.
4.2.1 Présentation générale du problème d’interpolation des courbes
Les polynômes peuvent être utilisés pour approcher des fonctions continues localement.
La série de Taylor
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f(x) =
∞∑
n=0
f (n)(a)
n! (x− a)
n
fournit une approximation satisfaisante de f(x) si f est suffisamment lisse, et x est suffisam-
ment près de a. Si on désire approcher une fonction dans tout un intervalle [a, b], le degré n
du polynôme résultant peut être top élevé.
Une alternative est de diviser l’intervalle [a, b] en une quantité l suffisante de petits in-
tervalles [ξj , ξj+1], avec a = ξj et b = ξl+1 ; tel que, sur chaque petit intervalle, un polynôme
pj de degré relativement faible, permet une bonne approximation de f(x). Cette séquence de
polynômes est appelée spline. On peut écrire les polynômes pj de la manière suivante :
pj(x) =
k∑
i=1
cji(x− ξj)k−i j=1 ...l (4.1)
où [ξ1 ... ξj , ξj+1 ... ξl+1] correspond aux l intervalles, et cji correspond aux k coefficients de
chaque polynôme pj .
4.2.2 Interpolation des courbes par B-splines
Les courbes B-splines sont des courbes polynômiales construites de la manière suivante.
Étant donné l’ensemble {tj} j=0 à m ; tel que tj ∈ [0, 1] et tj < tj+1 ∀j, on définit une courbe
spline de degré k
f(u) =
m−k−1∑
j=0
bjNj,k(u), u ∈ [0, 1]
où les bj sont appelés points de contrôle et forment le polygone de contrôle. Noter que ce
polygone est formé de m-k points.
Les bases B-splines Nj,k sont définies par récurrence de la manière suivante :
Nj,0(u) =

1 si tj ≤ u ≤ tj+1
0 sinon
Nj,k(u) =
u− tj
tj+k − tjNj,k−1(u) +
tj+k+1 − u
tj+k+1 − tj+1Nj+1,k−1(u)
L’ensemble {tj} est appelé les nœuds de la courbe.
Les bases B-splines ont les propriétés suivantes :
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– Les fonctions de bases Nj,k sont déterminées par la position des nœuds.
– Nj,k(u) =

> 0 si tj ≤ u ≤ tj+k+1
0 sinon
par conséquent le déplacement d’un point de contrôle modifie la forme de la courbe
uniquement localment.
– Les fonctions de base forment une partition de l’unité :
m−k−1∑
j=0
Nj,k(u) = 1
– Les fonctions sont k − 1 différentiables.
D’un point de vue numérique, étant donné un ensemble de n points (xi, yi) de la courbe, on
peut exprimer le problème de l’interpolation de la courbe spline comme un système linéaire :
yi =
n−1∑
j=0
bjNj,k(xi) (4.2)
La résolution de ce système permet de déterminer n points de contrôle parmi les n + 2
nécessaires. Les deux points de contrôles extrêmes seront retrouvés par une autre technique,
telle que les points fantômes.
4.2.3 Interpolation de courbes en deux dimensions
La détection des cavités du cœur à travers les contours produit des courbes situées sur
le plan X O Y. Ainsi, pour travailler avec des courbes dans le plan, il faut une extension du
modèle proposé par l’expression (4.2), laquelle fait usage du produit tensoriel B-spline [Xie
and Farin, 2004] :
zl = f(xl, yl) =
n−1∑
i=0
m−1∑
j=0
bi,jNi,3(xl)Nj,3(yl) (4.3)
où l = 1, ..., L = nxm, L étant le nombre d’échantillons disponibles de la courbe à interpoler,
b = [bi,j ] est un vecteur qui contient nxm points de contrôle, Ni,3 est la i-éme base B-spline
cubique sur l’axe X, et Nj,3 est la j-éme base B-spline cubique sur l’axe Y. Le groupe de
vecteurs et matrices concernées dans l’expression (4.3) est le suivant :
Q = [zl = f(xl, yl)]T = [z1 z2 z3 ... zL]T
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B = [bi,j ]T = [b11 ... b1m b21 ... b2m ... bn1 ... bnm]T
N =

N1,3(x1)N1,3(y1) N1,3(x1)N2,3(y1) ... Nn,3(x1)Nm,3(y1)
N1,3(x2)N1,3(y2) N1,3(x2)N2,3(y2) ... Nn,3(x2)Nm,3(y2)
... ... ... ...
N1,3(xL)N1,3(yL) N1,3(xL)N2,3(yL) ... Nn,3(xL)Nm,3(yL)

(4.4)
Le système d’équations à résoudre est :
Q = N ∗B (4.5)
où le vecteur B contient les inconnues.
4.3 Recalage élastique d’images par B-splines
Si on considère les méthodes de recalage selon les caractéristiques qui guident la mise
en correspondance, il en existe essentiellement trois classes [Zitova and Flusser, 2003] : des
méthodes fondées sur des points, des méthodes fondées sur des courbes et surfaces, et des mé-
thodes fondées sur l’intensité de l’image. Les références qui concernent chacune des méthodes
ont été traitées dans le chapitre de l’état de l’art. Notre méthode d’analyse du mouvement
du cœur est fondée sur la deuxième catégorie. Dans ce sens, nous proposons une méthode
d’analyse du mouvement du cœur, en réalisant une mise en correspondance des contours des
cavités de pairs d’images consécutives.
Par suite, dans cette partie nous abordons les détails techniques du recalage guidé par des
courbes de contours, notamment sur le recalage B-spline. Nous traitons dans cette section le
calcul de la transformation, le rôle des contraintes du mouvement pour l’estimation correcte de
la déformation, l’usage de l’algorithme ICP dans la recherche automatique des caractéristiques
correspondantes, et une méthode adaptative de réduction de l’erreur de recalage fondée sur
les B-splines Hiérarchiques.
4.3.1 Le Recalage B-spline d’images basé sur des courbes
Le problème du recalage de deux ensembles de points q et p sur le plan, peut être formulé
comme la recherche d’une fonction telle que :
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f : R2 → R2
qi = f(pi) i = 1, ..., n
(4.6)
où n est le nombre d’éléments de chaque ensemble de points. Autrement dit, on désire trouver
la transformation qui met en relation les points de p sur les points de q.
Si un point pi de p est composé par la paire (pxi , p
y
i ), et en même temps, un point qi de q
est composé par la paire (qxi , q
y
i ) , le problème proposé dans l’expression (4.6) est transformé
en deux problèmes d’interpolation. Le premier d’entre eux rattache (pxi , p
y
i ) avec qxi , et le
deuxième (pxi , p
y
i ) avec q
y
i . Plus précisément, les problèmes d’interpolation sont analogues à
celui de l’expression (4.3), et sont décrits par :
qxi = f1(pxi , p
y
i ) =
n∑
i=1
m∑
j=1
bi,jNi,3(pxi )Nj,3(p
y
i ) (4.7)
qyi = f2(pxi , p
y
i ) =
n∑
i=1
m∑
j=1
bi,jNi,3(pxi )Nj,3(p
y
i ) (4.8)
Les deux systèmes d’équations (4.7) et (4.8) sont résolus d’une façon indépendante, avec
un vecteur de nœuds equi-distants.
Un problème important qui se pose au moment d’appliquer directement les transforma-
tions trouvées à l’image complète, est l’obtention de déformations brusques. La raison de
ce comportement est que la transformée, plus précisément, les points de contrôle calculés
ne se disposent pas d’une façon régulière sur le plan. Pour obtenir une déformation lisse de
l’image, il est nécessaire d’appliquer des contraintes au mouvement des points de contrôle.
Ces contraintes s’expriment sous forme d’équations qui sont ajoutées aux systèmes (4.7) et
(4.8).
Le premier type de contraintes est celui minimisant ∂2b/∂x∂y. La forme discrète de ces
contraintes est [Farin, 2001] :
(bi+1,j+1 − bi+1,j)− (bi,j+1 − bi,j) = 0 ,∀i,j (4.9)
lesquelles obligent que les points de contrôle {bi,j , bi,j+1, bi+1,j , bi+1,j+1} forment un parallélo-
gramme (figure 4.1). On nomme grille de la B-spline l’ensemble de ces parallélogrammes ; et
chaque parallélogramme sera nommé cellule de la grille dans la suite.
Le nombre d’équations qui proviennent de ce type de contraintes, correspond au nombre
de cellules de la grille. Afin de mettre en pratique ces contraintes, définissons les éléments
suivants :
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Fig. 4.1 – Représentation géométrique de contraintes de premier type
Qr1 = [0 0 ... 0 0]T
où Qr1 est un vecteur de (n− 1)x(m− 1) éléments nuls.
B = [bi,j ]T = [b11 ... b1m b21 ... b2m ... bn1 ... bnm]T
où B est le vecteur de points de contrôle.
Nr1 =

1 −1 0 0 ... 0 1 −1 0 0 ... 0 ... 0 0 0 0 ... 0
0 1 −1 0 ... 0 0 1 −1 0 ... 0 ... 0 0 0 0 ... 0
0 0 1 −1 ... 0 0 0 1 −1 ... 0 ... 0 0 0 0 ... 0
... ... ... ...

où Nr1 est une matrice de (n−1)x(m−1) lignes et nxm colonnes. Chaque ligne est constituée
par m groupes de n éléments chacun. Dans la première ligne de la matrice, le premier et le
second élément du premier et second groupe sont respectivement 1 et −1. Les autres éléments
de la ligne sont nuls. Les autres lignes se construisent en décalant la ligne précédente d’un
élément vers la droite.
Le nouveau système d’équations à résoudre, devient :
 Q
Qr1
 =
 N
Nr1
 ∗B (4.10)
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Les contraintes précédentes assurent que chaque cellule de la grille a la forme d’un paral-
lélogramme, mais elles n’empêchent pas qu’un point de contrôle se trouve à l’intérieur de la
cellule formée par d’autres points de contrôle, et en plus, que les arêtes opposées du paral-
lélogramme soient éloignées. Pour résoudre ce problème, on fait l’usage d’un autre type de
contraintes en minimisant le fonctionnel d’énergie dénommé Thin Plate Spline [Bookstein,
1989], dont l’expression est la suivante :
∫∫
α
[
( ∂
2b
∂x2
)2 + 2( ∂
2b
∂xy
)2 + (∂
2b
∂y2
)2
]
dxdy = 0
La forme discrète pour la fonctionnelle d’énergie précédente correspond à [Forsey and
Wong, 1998] :
n∑
i=1
m∑
j=1
α
[
(bi,j)2xx + 2(bi,j)2xy + (bi,j)2yy
]
= 0 (4.11)
où :
– α est un paramètre de régularisation de l’approximation.
– Le terme (bi,j)2xx est calculé à travers l’opérateur [1 − 2 1].
– Le terme (bi,j)2yy est calculé à travers l’opérateur [1 − 2 1]T .
– Le terme (bi,j)2xy est calculé à travers l’opérateur
 −1 1
1 −1
.
Tenant compte du calcul de tous les termes de l’expression (4.11) dans une seule équation,
la forme discrète est exprimée ainsi :
bi−1,j + bi,j−1 − 6bi,j + 3bi,j+1 + 3bi+1,j − 2bi+1,j+1 = 0 (4.12)
L’expression (4.12) donne lieu à une contrainte pour chacune des 4 cellules voisines. Pour
implémenter cette contrainte, nous définissons :
Qr2 = [0 0 ... 0 0]T
où Qr2 est un vecteur de (n− 2)x(m− 2) éléments nuls.
B = [bi,j ]T = [b11 ... b1m b21 ... b2m ... bn1 ... bnm]T
où B est le vecteurs de points de contrôle.
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Nr2 =

1 1 −6 3 3 −2 0 0 0 ... 0
0 1 1 −6 3 3 −2 0 0 ... 0
0 0 1 1 −6 3 3 −2 0 ... 0

où Nr2 est une matrice de (n− 2)x(m− 2) lignes et nxm colonnes. Les six premiers éléments
de la première ligne correspondent aux valeurs 1, 1, -6, 3, 3, -2. Le reste des éléments de la
ligne sont nuls. Les autres lignes de la matrice sont obtenues en décalant la ligne précédente
d’un élément vers la droite.
Le nouveau système d’équations à résoudre, devient :

Q
Qr1
Qr2
 =

N
Nr1
Nr2
 ∗B (4.13)
Le système d’équations linéaires de l’expression (4.10) et celui de l’équation (4.13) corres-
pondent à des systèmes sur-déterminés, c’est à dire, avec plus d’équations que d’inconnues,
et se résolvent par la méthode des moindres carrés.
4.3.2 L’ algorithme ICP
L’algorithme ICP (Iterative Closet Points) proposé en [Borgefors, 1986] fournit une mé-
thode efficace pour aligner un ensemble de points source sur un ensemble de points objectif.
L’idée centrale de cet algorithme est de réaliser un rapprochement itératif entre deux courbes,
en calculant les paramètres d’une transformation qui minimise la distance entre les courbes.
L’algorithme ICP a été appliqué avec succès dans la mise en rapport des diverses re-
présentations géométriques d’objets. Dans [Borgefors, 1988], on trouve la mise en corres-
pondance des ensembles de points qui représentent les contours d’objets. Dans [Besl and
Mckay, 1992], on trouve la généralisation de la mise en correspondance à des ensembles de
points, ensembles de lignes, des courbes implicites, des courbes paramétriques, ensembles
de triangles, surfaces implicites et surfaces paramétriques. Les recherches mentionnées pré-
cédemment estiment des transformations de type rigides. L’usage de transformations non
linéaires produit deux problèmes décrits dans [Xie and Farin, 2004] qui ne sont pas dési-
rables en recalage d’images. Le premier est dû à ce qu’une transformation non linéaire puisse
mettre en correspondance dans une seule itération deux ensembles de points, et le recalage
de l’image va dépendre de la position initiale des objets. Le second problème est que des
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transformations locales peuvent se produire sur les zones proches des objets mis en corres-
pondance, non dans le reste de l’image. D’autres références par rapport à l’usage de l’algo-
rithme ICP dans le recalage d’images peuvent être trouvées dans [Feldmar and Ayache, 1994;
Malandain et al., 1994].
Considérant deux ensembles de points : un ensemble de points p de n éléments dénommé
de test, et un ensemble de points q de m éléments dénommés de référence, l’algorithme ICP
peut être résumé ainsi [Xie and Farin, 2004] :
1. Pour une itération k, pour chaque pki , calculer les points qki correspondants, plus proches
selon la distance euclidienne.
2. Une fois calculés les correspondants, estimer les paramètres d’une transformation T k
qui minimise ∑ni=1(T k(pki )− qki ).
3. Calculer un nouvel ensemble de points de test pk+1i = T k(pki ).
4. Vérifier le critère d’arrêt indiquant la proximité entre les points pk+1i et qki . Si le critère
de proximité n’est pas atteint, k = k + 1, refaire le processus depuis le point 1.
4.3.3 Raffinement du Recalage avec des B-splines Hiérarchiques
Les méthodes de raffinement hiérarchique de B-splines, aussi connues comme B-splines
à plusieurs niveaux, ont été proposées pour diminuer l’erreur de recalage dans des zones
localisées de l’image. Ce processus est réalisé en général en augmentant le nombre de bases
B-spline dans des zones où l’erreur de mise en correspondance est plus grande qu’un seuil
déterminé .
Un schéma de raffinement B-spline a été proposé dans [Lee et al., 1997], où on commence
avec une grille B-spline comportant peu de fonctions de bases par axe ; classiquement on
choisit 4x4, et on augmente d’une façon progressive le nombre de fonctions de bases jusqu’à
l’obtention d’une erreur de recalage acceptable. Cette méthode nécessite un changement de
coordonnées des points de l’ensemble source ; par conséquent la déformation est influencée
par la position relative entre les points et les cellules. Dans [Forsey and Bartels, 1988; Forsey
and Bartels, 1995] est développé une méthode pour ajuster des surfaces en utilisant des
splines hiérarchiques adaptatives avec des grilles rectangulaires. Une méthode de déformation
d’images basée sur des ensembles de points et B-splines hiérarchiques a été proposée dans
[Xie and Farin, 2001]. Dans [Xie and Farin, 2004] la méthode précédente a été généralisée
pour déformer des images en se basant sur des ensembles de points, courbes, surfaces, et en
utilisant l’information de l’intensité de l’image.
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Dans cette thèse, nous avons mis en œuvre une méthode de raffinement hiérarchique à
deux dimensions [Xie and Farin, 2004]. Après avoir trouvé une déformation initiale, on vérifie
la proximité de chaque point pi de l’ensemble de test par rapport à ses correspondants qi dans
l’ensemble de référence. Pour les points qui ont une déviation plus grande qu’un seuil fixé, la
déformation est modifiée selon la procédure suivante :
1. La grille B-spline est localement raffinée en insérant des nœuds.
2. Les quatre points de contrôle dans la grille raffinée qui sont les plus proches du point pi
en question sont recalculés. On calcule d’abord les déplacements des points de contrôle,
puis, on ajoute ces déplacements à la position actuelle.
La figure 4.2 montre graphiquement le raffinement. La figure 4.2(a) montre un point p avec
déviation non désirable et la grille B-spline de nœuds avant le raffinement. La zone en gris
correspond au voisinage à raffiner. La figure 4.2(b) montre l’insertion de nœuds au voisinage.
Finalement, la figure 4.2(c) montre les 4 points de contrôle qui seront recalculés.
(a) (b) (c)
Fig. 4.2 – (a) Grille avant raffinage (b) Insertion de nœuds (c) Nouveau voisinage et 4 points
de contrôle à recalculer
Il est important de remarquer que, les points de contrôle recalculés produisent des chan-
gements dans l’image seulement à l’intérieur de la zone en gras de la figure 4.2(c), ceci est dû
au fait que le raffinement du recalage est effectué de façon localisée.
4.4 Analyse du mouvement du cœur basée sur le recalage élas-
tique
Cette section est consacrée à décrire notre méthode pour l’analyse du mouvement du cœur
basée sur le recalage hiérarchique B-spline. Des études récentes considèrent des modèles de
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déformation libre basés sur des B-splines pour analyser le mouvement du cœur en imagerie
ultrason [Ledesma-Carbayo et al., 2001; Ledesma-Carbayo et al., 2002; Ledesma-Carbayo et
al., 2005; Suhling et al., 2005]. De manière analogue à ces études, nous adoptons un modèle
de déformation libre pour représenter le mouvement des cavités du cœur, mais basé sur des
B-splines hiérarchiques.
Notre approche comporte fondamentalement deux étapes :
1. Détection robuste des contours des cavités du cœur de notre contour actif adapté au
speckle. Ce contour actif est décrit dans le chapitre 3 ; il est basé sur l’usage du coefficient
de variation et d’un réseau de neurones.
2. Recalage hiérarchique B-spline des contours des cavités du cœur.
4.4.1 Méthode de recalage élastique pour les contours des cavités du cœur
En considérant les problèmes du recalage utilisant une transformation non linéaire exposés
dans la section 4.3, notre méthode de recalage est composée de trois étapes principales :
– La première étape met en œuvre un recalage rigide. L’objectif est d’éliminer les diffé-
rences linéaires entre une paire de courbes de contours.
– La deuxième étape recherche une transformation non linéaire de type B-spline.
– La troisième étape consiste à raffiner hiérarchiquement la transformation B-spline trou-
vée dans l’étape précédente.
La première étape de recalage rigide correspond à l’élimination des différences linéaires
entre deux courbes de contours. Dans cette étape, on recherche une transformation rigide de
translation (T) et de rotation (R) telle que :
q = T +R ∗ p
qui s’écrit plus précisément : qx
qy
 =
 tx
ty
+
 cos(θ) −sin(θ)
−sin(θ) cos(θ)
 x
 px
py
 (4.14)
où p est le point à transformer, q est le point transformé, T le vecteur de déplacements, et R la
matrice de rotation d’angle θ. L’étape de recalage rigide réalise un rapprochement itératif de
deux courbes de cavités en insérant la transformation rigide dans l’algorithme ICP. Chaque
itération correspond à un processus, où on calcule les valeurs de tx,ty et θ qui minimisent la
distance euclidienne entre la courbe de test et la courbe de référence.
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Dans l’étape de recalage non linéaire B-spline, on calcule les coefficients de la transforma-
tion en résolvant le système (4.13). A cette fin, nous adoptons des bases B-splines cubiques, et
des vecteurs de nœuds uniformes pour les deux axes du plan X O Y, ansi que les contraintes
de régularisation pour le calcul des points de contrôle de la transformation B-spline.
Dans l’étape finale, on met en œuvre un raffinement hiérarchique B-spline, dans le but
d’éliminer les erreurs encore existantes dans le recalage des courbes. Ce raffinement est réalisé
selon la procédure détaillée dans la section (4.3.3).
4.4.2 Algorithme général de mesure de mouvement
Nous présentons ci-dessous, l’algorithme d’estimation de mouvement. Étant données deux
images successives Ir et It, l’algorithme général de mesure de mouvement est le suivant :
1. Détecter les contours Cr et Ct, respectivement des images Ir et It
2. Recalage rigide
– Estimer la transformation linéaire T0 par l’algorithme ICP pour ramener Ct sur Cr
– Calculer la courbe transformée C0t = T0(Ct).
– Appliquer T−10 pour ré-échantillonner l’image : I0t = T−10 (It)
3. Recalage initial
– Estimer une déformation initiale B-spline T1 pour ramener C0t sur Cr
– Calculer C1t = T1(C0t )
– Calculer les erreurs δi∀i ∈ [1, card(C1t )]
– Appliquer T−11 à I0t : I1t = T−11 (I0t )
4. Raffinage
– Lors de l’itération k, soit S une cellule B-spline telle qu’ ∃j, δj > 
– Subdiviser le voisinage S en une nouvelle grille 7 × 7
– Estimer la B-spline locale Lk
– Calculer Tk = Lk ◦ Tk−1
– Calculer le contour déformé Ckt = Tk(Ck−1t )
– Appliquer Tk à l’image transformée de l’itération précédente Ikt = T−1k (I
k−1
t )
– Répéter jusqu’à δi < ,∀i ∈ [1, card(Ckt )]
Cependant, la transformation B-spline n’est pas inversible. Nous effectuons le rééchan-
tillonnage de l’image par application de la transformation directe et en interpolant l’image
résultante.
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4.4.3 Méthode d’analyse du mouvement des cavités du cœur
Notre modèle d’analyse du mouvement considère une séquence d’images des cavités du
cœur. Le modèle est basé sur la supposition que deux images consécutives de la séquence ont
un mouvement faible, et qu’on observe approximativement la même section du cœur dans
chaque image de la séquence.
Dans les images que nous avons utilisées dans ce travail, la cavité correspond à une partie
significative de la surface totale de l’image du cœur. Nous pouvons supposer donc, que l’image
entière se déforme en suivant le mouvement des cavités.
Dans nos expérimentations nous prenons deux images consécutives de la séquence, nous
détectons les courbes des contours des cavités, et nous calculons la déformation que subissent
les contours. Après l’estimation de la déformation des contours, nous appliquons cette dé-
formation au reste de l’image. Ainsi, à partir du mouvement des contours des cavités, nous
pouvons estimer le champs de mouvement qui concerne toute l’image.
Pour déterminer les zones rigides des cavités, notre méthode d’analyse se décompose en
deux étapes : le calcul de la distance parcourue par les points du contour de la première cavité,
et la détermination des points ayant un mouvement faible. Pour effectuer cette analyse, nous
procédons de la manière suivante :
Soit It0, ..., Itk la séquence d’images.
On considère la courbe de la cavité à l’instant t0 comme étant la référence. Soit C0 =
{p01, ..., p0n} l’ensemble des pixels de cette courbe.
Nous appliquons la transformation T obtenue par le recalage de l’image It avec l’image
It+1 à Ct−1. Nous obtenons l’ensemble :
Ct = {pt1, ..., ptn}
où
pti = T (pt−1i ).
Nous calculons pour chaque pixel de l’ensemble Ct son déplacement par rapport à Ct−1.
Nous obtenons ainsi l’ensemble des quantités de mouvement
Dt = {dt1, ..., dtn}
où
dti = d(pt−1i , pti)
4.5. RÉSULTATS 97
d étant la distance euclidienne.
Ces quantités de mouvement sont alors cumulées pour maintenir le mouvement global de
chaque pixel. Nous avons ainsi l’ensemble de mouvement cumulés à l’instante t :
Mt = {mt1, ...,mtn}
où
mti =
t∑
j=0
d(pj−1i , p
j
i )
Ainsi, Mtk représentera le mouvement cumulé total. La représentation de ces quantités
sur une image permet de visualiser la mobilité des parois, par exemple à l’aide de couleurs.
La binarisation de cette image montrerait les zones rigides.
4.5 Résultats
Dans cette section, on présente les résultats de notre algorithme d’analyse de mouvement
basé sur la détection robuste des contours des cavités du cœur et le recalage B-spline hié-
rarchique. En premier lieu, on présente le détail du recalage d’une paire d’images ultrasons ;
puis, on présente les résultats obtenus dans une séquence d’images représentant le mouvement
d’une cavité du cœur. Finalement, on présente une stratégie pour analyser le mouvement du
cœur, où on segmente les points des cavités avec mobilité réduite.
Pour évaluer quantitativement l’erreur de recalage, nous avons adopté l’indicateur Figure
of Merit (FOM) proposé par Pratt [Pratt, 1991]. De plus, nous utilisons l’opérateur Coefficient
de Corrélation (CC), pour évaluer la similitude entre l’image déformée et l’image de référence
[Xie and Farin, 2004].
4.5.1 Résultats sur une paire d’images ultrasons
On a validé notre méthode initialement sur une paire d’images échographiques cardiaques
fournies par le Service de Cardiologie de l’Hôpital de Talca, Chili. Les images et leurs contours
obtenus sont présentés dans la figure 4.3. Les figures 4.3(a) et 4.3(b) correspondent aux images
de test et référence respectivement, les figures 4.3(c) et 4.3(d) montrent les contours des cavités
des images précédentes.
La figure 4.4 montre l’étape du recalage rigide. Pour observer clairement l’effet de la
transformation rigide sur une image, nous avons choisi d’illustrer le processus de recalage à
l’aide d’une grille couvrant l’image. La figure 4.4(a) montre la grille initiale, et la figure 4.4(b)
98 Analyse du mouvement du cœur par recalage géométrique B-spline hiérarchique
(a) (b)
(c) (d)
Fig. 4.3 – (a) Image de Test (b) Image de Référence (c) Contour de l’image de Test (d)
Contour de l’image de Référence
montre la déformation rigide appliquée à la grille de synthèse, où le carré en bleu correspond
aux bords de l’image originale. On observe que la grille a subie une translation et une rotation.
Dans la figure 4.4(c), la courbe bleue correspond au contour de l’image de test ; la courbe en
couleur verte correspond au contour de référence ; et la courbe rouge au recalage rigide obtenu
de la courbe de test. La figure précédente montre l’effet de la transformation rigide, qui peut
être appréciée en observant les courbes de couleurs bleue et rouge. La figure 4.4(d) montre
l’application de la transformation obtenue à l’image de test. Dans cette étape, il existe une
erreur de recalage importante, qui est nettement perceptible en observant la séparation entre
les courbes rouge et verte. Cette erreur sera corrigée dans les étapes suivantes.
La figure 4.5 montre le recalage obtenu par la transformation B-spline. Dans ce cas on
montre un recalage en utilisant 11 nœuds (knots) par axe (7 bases ou 7 points de contrôle).
Les figures 4.5(a) et 4.5(b) montrent respectivement l’image de test et l’image de référence
avec la grille de nœuds utilisée pour effectuer le recalage. On choisit une grille plus large afin
de effectuer l’interpolation dans les zones proches du bord de l’image. La figure 4.5(c) montre
les contours, en bleu le contour obtenu dans l’étape de recalage rigide, en rouge le contour
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(a) (b)
(c) (d)
Fig. 4.4 – Recalage rigide : (a) Image de synthèse (b) Image de synthèse transformée (c)
Contours (d) Image réelle transformée
obtenu avec la transformation B-spline, et en vert le contour de référence. On observe que le
contour rouge est en grande partie superposé sur les points de contour en vert, ce qui indique
une amélioration dans la correspondance, par rapport à l’étape de recalage rigide. La figure
4.5(d) montre la grille de points de contrôle obtenus pour réaliser le recalage. On y observe
l’effet des contraintes de régularisation imposées aux points de contrôle, qui permettent de
maintenir une grille formée par des parallélogrammes. La figure 4.5(e) montre la grille de
points de contrôle et les contours, où on constate que le mouvement des points du contour de
test correspond à celui qui est indiqué par les ondulations de la grille. La figure 4.5(f) montre
la déformation B-spline de la grille de synthèse en plus de la transformation rigide (figure
4.4(b)). Finalement dans la figure 4.5(g) on montre l’image transformée, où on observe que
la grille de points de contrôle permet une déformation harmonieuse de toute l’image.
La figure 4.6 montre les résultats globaux de l’étape de raffinement hiérarchique. La figure
4.6(a) montre la grille de nœuds, en rouge le contour obtenu dans l’étape B-spline, et en
vert, le contour de référence. Les cercles bleus montrent les points où persistent des erreurs
indésirables. Dans le but de mieux visualiser l’erreur, la figure 4.6(b) montre en détail la
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partie de la figure précédente qui se trouve entre les nœuds 3 et 9. La figure 4.6(c) montre
une série de 4 raffinements de premier niveau. Les zones concernées dans les raffinements
sont délimitées par les carrés. On observe que les raffinements de premier niveau ont réduit
l’erreur qui provient de l’étape B-spline. La figure 4.6(d) montre une série de 4 améliorations
de deuxième niveau. Les raffinements de premier et deuxième niveau ont notamment amélioré
la mise en correspondance des contours en question. La figure 4.6(e) montre uniquement les
contours, où on y observe que le contour raffiné (en couleur rouge) est presque superposé
au contour de référence (en couleur verte). La figure 4.6(f) montre la déformation subie par
l’image de synthèse. Finalement, la figure 4.6(g) montre la déformation de l’image. On y
observe que la différence de cette image par rapport à l’image résultante du recalage B-spline
est minime, ceci est dû au fait que le recalage hiérarchique produit des effets locaux.
Les figures 4.7, 4.8, 4.9 et 4.10 montrent des détails du processus de raffinement hiérar-
chique. La figure 4.7 montre des améliorations progressives de la mise en correspondance des
contours au moyen des raffinements de premier et deuxième niveau. Les figures 4.7(a),(b),(c)
et (d) correspondent à 4 grilles raffinées de premier niveau, et les figures 4.7(e),(g),(h) et (h)
présentent les grilles correspondant à 4 raffinements de deuxième niveau. Dans la figure 4.8
on observe la déformation de l’image de synthèse dû au raffinement hiérarchique. Dans cette
figure, on montre des paires d’images avant et après le raffinement. Nous pouvons voir que
des changements de la déformation se produisent seulement à l’intérieur des rectangles, ceci
est dû à la localité de ce processus. Finalement, les figures 4.9 et 4.10 montrent les raffine-
ments hiérarchiques de premier et deuxième niveau respectivement sur l’image réelle. Chaque
rangée est constituée de 3 images, la première et la deuxième montrent l’image avant et après
la déformation, la troisième image correspond à la différence entre ces deux images. On y
observe que le mouvement se produit exclusivement dans le rectangle rouge où la différence
entre les deux images ne s’annulle pas.
Pour évaluer les résultats du recalage, nous faisons usage de deux indicateurs, le FOM et
le CC. On utilise le FOM pour évaluer l’erreur de recalage des contours des cavités. En outre,
on fait usage du CC afin de mesurer le degré de similitude entre l’image déformée et l’image
de référence.
Le tableau 4.1 présente l’indicateur FOM pour le contour initial (deuxième colonne), pour
le contour obtenu dans l’étape de recalage rigide (troisième colonne), celui de l’étape spline
(quatrième colonne), et celui de l’étape hiérarchique (cinquième colonne), par rapport au
contour de référence. Le tableau présente par chaque rang les indicateurs selon le nombre
de bases splines utilisées pour effectuer le recalage (le nombre de bases est indiqué dans la
première colonne).
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Tab. 4.1 – Indicateur FOM de la paire d’images selon nombre de bases B-splines
FOM FOM FOM FOM
n bases Initial Rigide B-spline Hiérarchique
6 0,13851 0,26475 0,49076 0,78919
7 0,13851 0,26475 0,57498 0,75959
8 0,13851 0,26475 0,61347 0,77889
9 0,13851 0,26475 0,67067 0,78179
10 0,13851 0,26475 0,69656 0,78177
11 0,13851 0,26475 0,71560 0,77841
12 0,13851 0,26475 0,73142 0,77958
13 0,13851 0,26475 0,73906 0,77721
14 0,13851 0,26475 0,74975 0,78002
15 0,13851 0,26475 0,75719 0,77470
16 0,13851 0,26475 0,76329 0,77811
17 0,13851 0,26475 0,76852 0,78049
18 0,13851 0,26475 0,77213 0,78439
19 0,13851 0,26475 0,77615 0,78540
20 0,13851 0,26475 0,77872 0,78804
Indépendamment du nombre de bases utilisées, on observe dans le tableau que le FOM
augmente avec les étapes de recalage mises en œuvre. Ceci montre numériquement l’amélio-
ration progressive de la mise en correspondance des contours. Ainsi, les contours non recalés
ont une valeur du FOM proche de 0, et pour l’étape hiérarchique la valeur est proche de 1 (le
FOM est égal à l’unité quand on compare les mêmes courbes). Il peut être constaté en plus
que les valeurs du FOM de l’étape hiérarchique sont très semblables, même en augmentant le
nombre de bases splines. Ce comportement est dû au fait qu’ à partir d’un nombre de bases
déterminé, le résultat de l’interpolation pour recaler les contours ne s’améliore pas substan-
tiellement. Au contraire, si on augmente excessivement le nombre de bases, le coût de calcul
du recalage augmente de façon inacceptable.
Le tableau 4.2 présente la similitude entre les images déformées et l’image de référence
pour les transformations B-spline et hiérarchique selon le nombre de bases B-splines. La
première colonne indique le nombre de bases splines, la seconde colonne montre le CC pour
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la transformation B-spline, et la troisième colonne montre le CC pour la transformation
hiérarchique. Selon l’inspection du tableau, il peut être dit que, la similitude générale de
l’image ne présente pas d’améliorations substantielles entre la transformation B-spline et les
raffinements. Ceci est dû à deux éléments ; le premier élément est que les raffinements sont
très localisées ; et le second est que le critère de similitude du recalage considère seulement
les contours, pas la similitude globale entre les images de test et référence.
Tab. 4.2 – Indicateur CC de la paire d’images selon nombre de bases B-splines
CC CC
n bases B-spline Hiérarchique
6 0,82894 0,84830
7 0,83716 0,83886
8 0,83469 0,82970
9 0,83435 0,83466
10 0,83207 0,83290
11 0,82870 0,82928
12 0,83006 0,82964
13 0,82816 0,82803
14 0,82464 0,82381
15 0,82391 0,82468
16 0,81793 0,81842
17 0,81766 0,81809
18 0,81351 0,81368
19 0,81159 0,81198
20 0,80921 0,80952
Le tableau 4.3 présente le temps en secondes de la transformation B-spline et des raffine-
ments. La première colonne montre le nombre de bases b-splines, la deuxième colonne montre
le temps de la transformation B-spline, la troisième colonne montre le temps des raffinements,
la quatrième colonne montre le temps total, et la dernière colonne montre le nombre de raf-
finements effectuées. On ne considère pas dans le tableau le temps pour calculer le recalage
rigide parce que celui-ci est constant et ne dépend pas du nombre de bases splines. Il est
intéressant de constater qu’au fur et à mesure que le nombre de bases augmente, le temps
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pour calculer la transformation B-spline augmente. Un autre fait intéressant est que plus le
nombre de bases augmente, moins de raffinements sont nécessaires pour obtenir une erreur de
recalage acceptable. Dû au fait précédent on observe dans la troisième colonne que le temps
de calcul des raffinements diminue. En observant la troisième colonne, il peut être noté que le
temps pour effectuer les deux transformations a le comportement suivant : le temps diminue
jusqu’à arriver à une valeur minimale, et ensuite la valeur commence à augmenter progressi-
vement. Cette valeur minimale de temps permet de décider du nombre de bases adéquat pour
effectuer le recalage de l’image. Dans notre cas 11 bases splines permettent le recalage le plus
rapide.
Tab. 4.3 – Temps pour les transformations selon le nombre de bases
Temps Trans. Temps Trans. Temps Nombre
n bases B-spline (secs.) Hiérarchique (secs.) Total (secs.) Raffinements
6 0,23 1,50 1,73 10
7 0,21 0,94 1,15 8
8 0,23 1,11 1,34 10
9 0,27 0,67 0,94 6
10 0,48 0,58 1,06 5
11 0,44 0,43 0,87 4
12 0,59 0,43 1,02 4
13 0,69 0,34 1,03 3
14 0,87 0,26 1,13 2
15 1,05 0,17 1,21 1
16 1,41 0,16 1,57 1
17 1,69 0,16 1,85 1
18 2,19 0,18 2,36 1
19 2,98 0,16 3,14 1
20 3,78 0,18 3,96 1
4.5.2 Comparaison des résultats
Pour comparer les résultats de notre méthode, nous avons choisi une méthode récente qui
a été proposée dans [Arganda-Carreras et al., 2006]. Cette méthode calcule les coefficients B-
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splines en minimisant une fonction de coût au moyen de l’algorithme de Levenberg-Marquardt.
La fonction de coût à minimiser correspond à l’expression (4.15) :
E = wi ∗ Eimg + wµ ∗ Eµ + (wd ∗ Ediv + wr ∗ Erot) + wc ∗ Econs (4.15)
L’expression précédente a 4 termes, Eimg qui correspond à la différence entre l’image de
test et de référence, Eµ correspond à la distance entre des points de type landmarks, Ediv
et Erot correspondent à une stratégie de régularisation pour le calcul des points de contrôle,
et Econs qui correspond à un terme de consistance lequel permet d’estimer la transformation
inverse dans le processus d’optimisation. Les coefficients wi, wµ, wd, wr, wc sont des para-
mètres qui doivent être fixés, et d’eux dépend l’importance de chacun des termes dans le
calcul de la transformation. Des recommandations des valeurs que doivent prendre ces para-
mètres peuvent être trouvées dans [Arganda-Carreras et al., 2006]. Les détails du processus
de régularisation peuvent être trouvés dans [Sorzano et al., 2005], et en ce qui concerne le
calcul des coefficients B-spline pour l’obtention de la transformation inverse nous renvoyons
le lecteur à [Christensen and He, 2001].
Nous allons effectuer une comparaison qualitative considérant les éléments globaux des
deux méthodes. Ensuite nous effectuerons une comparaison quantitative des résultats du
recalage obtenus par les deux méthodes au moyen des indicateurs CC et FOM.
La comparaison qualitative se présente dans le tableau 4.4. La méthode 1 correspond à
la méthode proposée dans [Arganda-Carreras et al., 2006] et la méthode 2 correspond à la
notre. Cette comparaison porte sur les procédures de recalage des deux méthodes : les types
de points correspondants, la similitude entre les images, la régularisation pour le calcul de la
transformation, et la consistance pour le calcul de la transformation inverse. On note aussi
que notre méthode n’emploie pas une mesure globale de similitude entre les images. Ce fait
n’est pas particulièrement significatif parce que nous nous intéressons fondamentalement à
la précision du recalage des contours. En outre, notre méthode ne permet pas l’estimation
de la transformation inverse, ce qui n’est pas non plus significatif car nous appliquons la
transformation par rééchantillonnage de l’image en utilisant une interpolation (du plus proche
voisin).
Après cette comparaison qualitative, nous effectuons une comparaison quantitative des
méthodes de recalage. Cette comparaison va être effectuée sur la base de 4 paires d’images
qui sont montrées dans la figure 4.11. Chacune des rangées de la figure 4.11 montre l’image
de test, l’image référence, l’image transformée par la méthode 1, et l’image transformée par
la méthode 2 (la notre). À première vue, il n’est pas possible de constater une différence
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Tab. 4.4 – Comparaison qualitative des méthodes
Types de points Mesure de Stratégie de Estimation de
Méthode correspondants similitude Régularisation l’inverse
Méthode 1 landmarks globale oui directe
Méthode 2 (Notre) countours local oui par rééchantillonage
substantielle entre les images déformées au moyen des deux méthodes mises en œuvre. Afin
d’effectuer une comparaison exhaustive, nous présentons dans le tableau 4.5 les indicateurs
CC et FOM des deux méthodes. La première colonne indique le numéro de la paire d’images
que nous comparons, la seconde colonne montre le CC entre l’image déformée et l’image de
référence de la méthode 1, la troisième colonne montre le CC de la méthode 2 (la notre), la
quatrième colonne montre le FOM des contours obtenues par la méthode 1, et la dernière
colonne montre le FOM pour les contours obtenues en utilisant la méthode 2 (la notre). Il est
possible d’observer que pour toutes les paires, la mesure de similitude est meilleure pour la
méthode 1, cependant, dans le cas des contours, notre méthode a des résultats considérable-
ment supérieurs. Ce comportement est justifié par le fait que notre méthode n’incorpore pas
dans le calcul de la transformation la similitude entre les images, en revanche, notre méthode
de recalage se concentre sur la précision de la mise en correspondance des contours.
Tab. 4.5 – Comparaison quantitative des méthodes
CC FOM
CC Méthode 2 FOM Méthode 2
n paire Méthode 1 (la notre) Méthode 1 (la notre)
1 0.9596 0,92133 0,37038 0,83734
2 0.9789 0,91958 0,60426 0,89993
3 0.9419 0,88824 0,44782 0,84613
4 0.9604 0,95501 0,72366 0,86633
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4.5.3 Résultats de la méthode d’analyse du mouvement
Notre méthode d’analyse de mouvement consiste à détecter le mouvement qui existe entre
une paire de contours de cavités du cœur (voir section 4.4.3), et ensuite à quantifier ce mou-
vement pour mesurer le degré de mobilité des parois cardiaques.
Premièrement nous montrerons le détail du processus d’estimation du mouvement pour la
paire d’images que nous avons utilisée pour les trois étapes de recalage ; deuxièmement nous
présenterons de manière globale l’estimation du mouvement pour une séquence d’images.
Finalement nous montrerons les résultats de la méthode d’analyse de mouvement.
4.5.3.1 Résultats de la méthode d’estimation du mouvement sur une paire
d’images
La figure 4.12 montre le détail de l’estimation du mouvement pour une paire d’images.
La première rangée correspond au mouvement produit par la transformation rigide. La figure
4.12(a) montre le mouvement entre le contour de test et le contour produit par la transfor-
mation rigide, la figure 4.12(b) montre le champ de mouvement extrapolé à toute l’image, et
la figure 4.12(c) montre le champ précédent sur l’image de test. La deuxième et la troisième
rangées montrent le mouvement produit par la transformation B-spline et les raffinements. Il
est nécessaire de faire remarquer que les trois premières rangées ne montrent pas des mouve-
ments réels subis par l’image du cœur. Uniquement la dernière rangée montre le mouvement
réel entre l’image de test et l’image de référence, c’est-à-dire, celui produit par l’accumulation
des trois transformations. Il peut être observé dans la dernière rangée que, grâce à la série de
transformations appliquées, l’image dans sa totalité suit harmonieusement le mouvement des
parois des cavités.
4.5.3.2 Résultats de la méthode d’estimation du mouvement sur une séquence
d’images
Après les détails de notre méthode d’estimation de mouvement sur une paire d’images,
nous nous consacrons à montrer l’estimation de mouvement dans une série d’images. La figure
4.13 montre une séquence d’images, où on apprécie le mouvement d’une cavité du cœur. Les
deux premières rangées de figures montrent une séquence de 8 images, et les deux dernières
montrent les contours de la cavité dans ces images. La séquence représente le mouvement
d’expansion de la cavité, ce qui peut être apprécié en comparant les contours de la première
et dernière image de la séquence.
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La figure 4.14 montre l’estimation de mouvement entre des images consécutives de la
figure 4.13. La courbe blanche correspond au contour de test, et la courbe rouge au contour
de référence. On observe que le mouvement global de l’image suit la déformation imposée par
les contours.
4.5.3.3 Résultats de la méthode d’analyse du mouvement sur une séquence
d’images
La figure 4.15 montre graphiquement le degré de mouvement des contours de la cavité.
La première image montre le contour de la cavité dans la première et dernière image de la sé-
quence (rouge et bleu respectivement). Les flèches vertes permettent d’apprécier visuellement
la quantité de mouvement du point correspondant. Les autres figures de l’image montrent
avec des couleurs le degré de mobilité du point respectif. Les zones bleues correspondent à
des points de mouvement faible, et les zones jaunes et rouges correspondent à des zones avec
un mouvement fort. Cette figure souligne le fait qu’il est possible d’identifier et de segmenter
les zones d’un certain degré de mouvement de la cavité en se basant sur le recalage des coupes.
Finalement la figure 4.16 quantifie dans un graphique le mouvement de points sur le
contour. La figure 4.16(a) montre deux zones de la cavité, celle enfermée dans un carré noir
avec un mouvement faible, et la zone enfermée dans un carré rouge avec un mouvement fort.
Nous avons choisi 4 points de chaque zone, et montrons l’évolution du mouvement de ces
points dans le graphique de la figure 4.16(c). La quantification est effectuée comme montre la
figure 4.16(b), c’est-à-dire, nous évaluons la distance de déplacement du point depuis l’origine.
Les points avec mouvement fort sont montrés avec un carré, et les points avec mouvement
faible sont montrés avec un cercle. On y observe que, la tendance des points du même degré
de mouvement est similaire. C’est-à-dire, les points avec un mouvement faible ont une courbe
qui s’approche d’une droite horizontale, et les points avec mouvement fort ont une courbe
avec une pente positive. Le graphique en question permet de caractériser le mouvement, et la
forme de la courbe pourrait être utilisée pour analyser l’activité cardiaque.
4.6 Conclusions
Dans ce chapitre nous avons présenté une méthode d’estimation du mouvement des cavités
cardiaques basé sur un recalage hiérarchique B-spline. La méthode suppose que les cavités du
cœur forment une partie importante de la surface de l’image, et que la totalité du cœur suit
le mouvement des cavités.
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La méthode consiste à utiliser les courbes des contours des cavités, à effectuer un recalage
entre ces courbes, et à appliquer la transformation calculée à l’image entière. Le recalage pro-
posé pour les contours des cavités du cœur est composé de trois étapes, la première correspond
à un recalage rigide, ensuite un recalage B-spline , et finalement un raffinement hiérarchique
du recalage B-spline.
Les 3 étapes proposées ont permis d’effectuer des déformations globales dans l’image, avec
une grande précision dans la mise en correspondance des contours. La précision du recalage
des contours a permis d’effectuer une bonne estimation du mouvement de l’image entière.
La comparaison effectuée avec une méthode récente de recalage de la littérature permet
d’affirmer que nos résultats sont adéquats. Nous avons finalement montré que notre méthode
permet d’effectuer une analyse du degré de mobilité des parois du cœur, ce qui peut être
utilisé pour étudier la dynamique cardiaque.
L’intérêt de ces méthodes devient évident quand on analyse des coupes cardiaques géoré-
férencées, mais aussi quand on les généralise aux images échographiques 3D.
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(a) (b)
(c) (d)
(e) (f) (g)
Fig. 4.5 – Recalage B-spline : (a) Image de test et grille de nœuds (b) Image de référence et
grille de nœuds (c) Contours (d) Grille de points de contrôle (e) Grille de points de contrôle
et contours (f) Déformation de l’image de synthèse (g) Image transformée
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(a) (b)
(c) (d)
(e) (f) (g)
Fig. 4.6 – Résultats généraux du recalage hiérarchique : (a) Erreurs de recalage (b) Zoom
sur les erreurs de recalage (c) Raffinements de premier niveau (d) Raffinements de deuxième
niveau (e) Contours (f) Déformation de l’image de synthèse (g) Déformation de l’image réelle
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fig. 4.7 – Détail du Recalage Hiérarchique : (a-d) Raffinements de premier niveau (e-h)
Raffinements de deuxième niveau
112 Analyse du mouvement du cœur par recalage géométrique B-spline hiérarchique
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Fig. 4.8 – Détail du Recalage Hiérarchique sur l’image de synthèse : (a-h) Raffinements
de premier niveau paires (a,b),(c,d),(e,f),(g,h). (i-p) Raffinements de premier niveau paires
(i,j),(k,l),(m,n),(o,p)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 4.9 – Détail du Recalage Hiérarchique de premier niveau sur l’image réelle
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 4.10 – Détail du Recalage Hiérarchique de deuxième niveau sur l’image réelle
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(a) Test paire 1 (b) Réf paire 1 (c) Méthode 1 (d) Méthode 2(la notre)
(e) Test paire 2 (f) Réf paire 2 (g) Méthode 1 (h) Méthode 2(la notre)
(i) Test paire 3 (j) Réf paire 3 (k) Méthode 1 (l) Méthode 2(la notre)
(m) Test paire 4 (n) Réf paire 4 (o) Méthode 1 (p) Méthode 2(la notre)
Fig. 4.11 – Images de la Comparaison de résultats.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 4.12 – Estimation de mouvement entre un paire d’images : (a-c)Transformation rigide
(d-f) Transformation B-spline (g-i) Raffinements (j-l) Mouvement total
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
Fig. 4.13 – Estimation de mouvement d’une série d’images : Images et contours
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(a) a avec b (figure 4.13) (b) b avec c (figure 4.13)
(c) c avec d (figure 4.13) (d) d avec e (figure 4.13)
(e) e avec f (figure 4.13) (f) f avec g (figure 4.13)
(g) g avec h (figure 4.13)
Fig. 4.14 – Estimation de mouvement d’une série d’images : Champs de mouvement
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(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 4.15 – Segmentation de points de mouvement faible : Par paires
(a) (b) (c)
Fig. 4.16 – Graphique de mouvement de points
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Chapitre 5
Conclusion et perspectives
5.1 Conclusion
Le but initial de cette étude était de concevoir des méthodes de traitement d’images
ultrasons permettant de faciliter les tâches d’analyse et diagnostic cardiaques. Plus particu-
lièrement, l’objectif était de détecter les zones rigides des parois des cavités. Cette forme de
rigidité indiquerait certaines maladies cardiaques comme l’ischémie.
Nous avons reformulé ce problème de la manière suivante. Nous avons émis l’hypothèse que
les images successives dans une séquence capturée par un échographe visualisent approxima-
tivement la même coupe cardiaque. De plus, nous avons considéré que les cavités forment une
proportion importante de chaque image, et que le mouvement entre deux images successives
est assez faible.
Ainsi, pour résoudre le problème posé, nous avons procédé de la manière suivante. En pre-
mier lieu, nous segmentons chaque image de la séquence pour détecter les cavités cardiaques.
Puis, nous recalons chaque paire d’images successives pour estimer le mouvement en chaque
pixel. Enfin, nous analysons la suite de champs de mouvement estimés pour localiser les éven-
tuelles zones de rigidité des parois. Cette méthode de résolution suppose que les contours
représentent bien les parois des cavités.
Selon cette reformulation, nous avons ramené le problème initial à la résolution des trois
sous problèmes suivants :
– segmentation des cavités en présence du speckle,
– recalage d’images par mise en correspondance des cavités,
– suivi des parois dans une séquence d’images.
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Pour résoudre le premier problème, nous avons opté pour une méthode de contour actif
implicite. Le choix de cette technique a été dicté par le besoin de segmenter les quatre cavités,
ce qui serait difficile avec un contour actif explicite. Cependant, la prédominance du speckle
dans les images échographiques nous a amené à concevoir un contour actif robuste. Ainsi, nous
avons établi une fonction d’arrêt pour notre équation d’évolution qui s’annule totalement
sur les contours. Ceci a été rendu possible par l’introduction d’un détecteur de contours
fondé sur la norme de Tukey et le coefficient de variation. Malgré cette fonction originale, la
faible résolution des images échographiques causait la détection de contours non fermés. Afin
de remédier à ce problème nous avons renforcé notre détecteur par un réseau de neurones
supervisé. Ceci a permis d’obtenir des résultats satisfaisants. La comparaison de ces résultats,
par l’indicateur quantitatif FOM, avec une méthode représentative de la littérature a montré
la pertinence de notre approche.
Afin d’estimer les mouvements des contours, nous avons mis en œuvre une méthode de
recalage géométrique. Les contours détectés dans deux images successives sont mis en corres-
pondance à l’aide de l’algorithme ICP. Afin de réduire l’erreur de mise en correspondance,
nous estimons la transformation des contours de la deuxième image. Vu la complexité de la
forme des contours et de leur mouvement local, nous avons opté pour un modèle de transfor-
mation composé de trois parties : une transformation rigide, une B-spline globale, puis une
série de raffinements locaux de la B-spline.
La transformation ainsi estimée est appliquée à l’image entière pour mesurer la similarité
globale. Nous avons mesuré la similarité de l’image recalée avec l’image de référence par deux
quantités : le FOM et le Coefficient de Corrélation. Là aussi, la comparaison des résultats
avec une méthode récente de la littérature a montré l’adéquation de notre approche.
Finalement, le suivi du mouvement des pixels des contours a été fait en sommant l’ensemble
des mouvements des pixels correspondants dans la séquence d’images. Ces quantités sont
représentées dans une image de mouvement. L’examen visuel, ou la binarisation par seuillage,
de cette image permet de détecter les zones rigides.
5.2 Limitations
Malgré l’effort fourni, ce travail souffre de quelques limitations, dont les suivantes :
– l’utilisation d’un MLP pour la détection de contours rend l’automatisation difficile,
– la nécessité de filtrer l’image avant l’application de la méthode de segmentation accentue
la complexité, prolonge le temps de traitement, et affaiblit l’efficacité de la fonction
d’arrêt car elle est basée sur la caractérisation du bruit,
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– l’initialisation manuelle du contour demande l’intervention humaine et réduit la possi-
bilité d’exécution de notre méthode comme tâche de fond dans un échographe,
– la méthode de recalage proposée est mieux adaptée pour des images géoréférencées,
– l’hypothèse que les images d’une séquence montrent la même coupe du cœur et pré-
sentent un mouvement faible est difficilement realisable. La méthode devra être géné-
ralisée au 3D.
5.3 Perspectives
Afin de remédier à ces limitations, plusieurs perspectives peuvent être esquissées.
Pour la segmentation d’images ultrasons :
Nous avons utilisé un réseau de neurones supervisé pour enrichir la fonction d’arrêt du
contour actif géométrique. Il serait intéressant d’essayer avec des réseaux de neurones non
supervisés comme les Self-Organizing Maps (SOM), pour augmenter le niveau d’automaticité
de notre méthode.
Par ailleurs, nous avons adopté une approche basée contours pour segmenter les cavités
cardiaques [Caselles et al., 1993; Malladi et al., 1995]. Pour comparer nos résultats nous avons
choisi une approche basée région [Chan and Vese, 2001]. Cette dernière approche a inspirée
plusieurs travaux qui exploitent les caractéristiques statistiques des images ultrasons. Nous
envisageons de continuer la recherche sur cet axe, et incorporer les statistiques du coefficient
de variation, notamment pour formuler une nouvelle fonctionnelle à minimiser.
Ainsi, nous avons commencé à utiliser des distributions statistiques comme la Gamma Gé-
nélarisée pour modéliser le speckle des images ultrasons. Cette distribution est très attractive
puisqu’elle peut modéliser un grand nombre de distributions : Rayleigh, exponentielle, Naka-
gami, Weibull, log-normale, et la distribution Gamma classique [Tauber, 2005]. Dans le sens
de la perspective précédente, nous envisageons d’utiliser la distribution Gamma Génélarisée
et proposer un nouveau fonctionnel pour le contour actif de [Chan and Vese, 2001].
Un effort pour aborder le problème de la segmentation d’un objet avec des frontières
absentes a été présenté dans [Sarti and Malladi, 1999] en proposant un nouveau modèle géo-
métrique pour les surfaces subjectives. Nous envisageons d’étudier les adaptations au speckle
de ce contour actif pour les images ultrasons.
La formulation Level Set des contours actifs implicites est facilement étendue à des di-
mensions supérieures. Il est possible donc, de développer des méthodes de segmentation pour
traiter les images cardiaques 3D.
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Pour le recalage d’images :
Une partie importante de la méthode de recalage est le modèle de la transformation.
Grâce à notre travail sur des réseaux de neurones pour segmenter des images, nous pouvons
envisager d’essayer des modèles comme les Réseaux Neuronaux de Base Radiale. Ce dernière
modèle est très intéressant, car son algorithme d’apprentissage est moins complexe que celui
du MLP.
En considérant que le recalage d’images est un problème d’optimisation, il est pertinent de
penser à l’utilisation de méthodes heuristiques d’optimisation comme les Algorithmes Géné-
tiques et la Recherche Tabou, pour initialiser les recherches locales, ou pour servir d’algorithme
central de recalage en présence de fonctions de coût complexes.
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Chapitre 6
Annexes
6.1 Glossaire
Dans cette annexe, nous présentons les principales abréviations utilisées dans ce rapport
CC Coefficient de corrélation
CT Tomographie calculée
CV Coefficient de variation
EP Nombre d’époques
FOM Figure of merit
IMR Images de résonance magnétique
MLP Multilayer perceptron
NN Nombre de neurones de la couche cachée
SSE Somme des carrés des erreurs de classification
SSW Somme des carrés des poids des neurones
PE Nombre de paramètres effectifs du réseau
PT PT Nombre total de paramètres du réseau
US Ultrasound
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Résumé 
 
  
 
L’analyse du mouvement local des parois du cœur dans des images ultrasonores est souvent utilisée 
pour diagnostiquer certaines malformations cardiaques. Malheureusement, cette modalité produit 
des images caractérisées par un niveau élevé de speckle, rendant difficile la détection des cavités. 
La   thèse présente une méthode d’estimation du mouvement des cavités dans des images 2D. Nous 
proposons un nouveau modèle de level sets pour segmenter l’image. Ce modèle s’appuie sur une 
fonction d’arrêt adaptée au speckle. Celle-ci se démarque des fonctions habituelles en remplaçant le 
gradient par le coefficient de variation, une statistique robuste aux bruits multiplicatifs. De plus, 
nous renforçant cette fonction par un classificateur perceptron multicouche rendant plus fiable la 
détection de contours. Les résultats obtenus montrent un apport significatif en précision. 
L’estimation du mouvement se fait par un processus de recalage adaptatif qui calcule une B-spline 
hiérarchique. Cette méthode prend en entrée les courbes produites par la segmentation et estime la 
déformation en appliquant successivement l’algorithme ICP, une optimisation aux moindres carrés, 
et un raffinage hiérarchique. L’expérimentation montre que ce modèle aboutit à une approximation 
précise des déformations 2D des parois du cœur.           
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Segmentation de cavités cardiaques, ensembles de niveaux, speckle, analyse du mouvement du 
cœur, recalage B-spline, images ultrasons. 
