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The Elastic Network (EN) is a prime model that describes the long-time dynamics of biomolecules.
However, the use of harmonic potentials renders this model insufficient for studying large confor-
mational changes of proteins (e.g. stretching of proteins, folding and thermal unfolding). Here, we
extend the capabilities of the EN model by using a harmonic approximation described by Lennard–
Jones (LJ) interactions for far contacts and native contacts obtained from the standard overlap
criterion as in the case of Go¯-like models. While our model is validated against the EN model by
reproducing the equilibrium properties for a number of proteins, we also show that the model is
suitable for the study of large conformation changes by providing various examples. In particular,
this is illustrated on the basis of pulling simulations that predict with high accuracy the experimen-
tal data on the rupture force of the studied proteins. Furthermore, in the case of DDFLN4 protein,
our pulling simulations highlight the advantages of our model with respect to Go¯-like approaches,
where the latter fail to reproduce previous results obtained by all-atom simulations that predict an
additional characteristic peak for this protein. In addition, folding simulations of small peptides
yield different folding times for α-helix and β -hairpin, in agreement with experiment, in this way
providing further opportunities for the application of our model in studying large conformational
changes of proteins. In contrast to the EN model, our model is suitable for both normal mode
analysis and molecular dynamics simulation. We anticipate that the proposed model will find ap-
plications in a broad range of problems in biology, including, among others, protein folding and
thermal unfolding.
1 Introduction
One of the main goals in the computer simulation arena of
biomolecules is to build the simplest yet computationally most
efficient models able to reproduce accurately and predict faith-
fully dynamic and structural properties of proteins. A most prime
example of this is the elastic network (EN)1, which reproduces
well the low-frequency motion (long-time dynamics) of proteins.
The EN has been also employed for modelling other important
biomolecules such as DNA2, RNA3,4, graphene sheet5, and cellu-
lose fibers6, providing information on their equilibrium dynam-
ics, the influence of the native-structure topology on their sta-
bility, the localization properties of protein fluctuations or the
definition of protein domains7. Although a number of similar
models have subsequently appeared in the literature and vari-
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Poland; E-mail: poma@ifpan.edu.pl, panos@ifpan.edu.pl
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ous improvements have been suggested8–13, the EN still remains
the standard model having attracted particular interest due to its
simplicity and ability to provide realistic frequency data7. The
use of EN model for studying processes that involve large con-
formational changes of proteins is a current challenge though,
in practice due to the required numerical complexity. Therefore,
several methodologies have been developed to tackle this prob-
lem. For example, certain approaches are based on the update of
the connectivity or Kirchoff matrix during a linear interpolation
between two known protein states14–17. However, this approx-
imation fails when the two states are unknown or when one or
both of these states are represented by an ensemble of equivalent
configurations (e.g. unfolded state).
The EN model is based only on a single-parameter harmonic
potential between residues that are represented in the model by
the Cα atoms. In this model, the harmonic interaction is intro-
duced when two residues overlap, i.e. the van der Waals radii
augmented by a cutoff distance of any pairs of atoms belonging
to different residues overlap (see Table 1). Here, the harmonic
approximation of EN contacts models the interaction between Cα
Journal Name, [year], [vol.], 1–9 | 1
ar
X
iv
:1
81
1.
01
19
1v
1 
 [p
hy
sic
s.b
io-
ph
]  
3 N
ov
 20
18
Fig. 1 Left panel shows the EN model for a tryptophan-cage motif (PDB
ID: 1L2Y), the “unbreakable” harmonic EN contacts are shown in blue
color. Right panel shows the GEN model, where a subset of the EN
contacts are formulated as Go¯ contacts (in red) and far contacts by an
effective harmonic term based on the LJ potential (in green). The EN and
GEN models do not assume a priori Cα -backbone connectivity. Hence,
the tube representation of the Cα backbone in grey serves only as a guide
for the eye. Still, consecutive Cα atoms are connected by EN harmonic
bonds, because they are within the cutoff distance of the EN model (see
main text for further details).
atoms in the native state, such as the electrostatic and van der
Waals interactions, as well as the covalent bonds along the back-
bone of Cα atoms (Fig. 1). On the one hand, the harmonic ap-
proximation is incompatible with the dissociation of native con-
tacts for certain processes involving large conformational changes
in biomolecules. On the other hand, some important advantages
of the EN from the modeling point of view are avoiding: the
use of computationally expensive simulations based on all-atom
force-fields and the necessity of including ad hoc backbone stiff-
ness in the model. The latter is generally implemented in coarse-
grained models based on Cα atoms18–20 to mimic the all-atom
description of proteins, which is based on harmonic interactions
used to maintain bonds and bond and dihedral angles. Techni-
cally, the EN model1 is suitable for Normal Mode Analysis (NMA),
which requires the calculation of the second-derivative (or Hes-
sian) matrix. However, this step requires substantial computer
memory and processing power to perform the matrix diagonaliza-
tion, which becomes a severe bottleneck in the study of very large
complexes. Moreover, one typically ignores molecular-interaction
details21 at this coarse-grain level of description, which is an ap-
proach that has been shown to work better in cases where the pro-
tein is packed uniformly22. While an initial energy-minimization
step is needed to satisfy the harmonic pairs (e.g. steepest de-
scent23 and conjugate gradient24 methods), this is not necessary
for small systems25.
Despite the aforementioned advantages of the EN, this model
cannot be currently used for studying certain processes that in-
volve large conformational changes of proteins apart from a few
previous attempts that require a priori knowledge of the protein
states14–17, due to the presence of the harmonic bonds. In the
following, we overcome this barrier and enhance the number
of possible applications of the EN, for example, protein stretch-
ing20,26–29, prediction of elastic properties30 without the assump-
tion of continuum theory31, characterization of folding path-
ways32 denaturation due to high temperature33, pressure34 and
surfactants35, as well as denaturation processes at interfaces (e.g.
air–water and oil–water interfaces) based on simple CG poten-
tials36. Here, we propose a model where harmonic interactions
beyond the nearest neighbors (distance in sequence larger than
three) are substituted by harmonic effective terms approximated
by the Lennard–Jones (LJ) potential37. In addition, our model
assumes LJ contacts obtained from a contact map based on the
standard overlap criterion (Fig. 1)38,39, namely, we determine
native contacts based on the overlap (OV) of vdW radii of heavy
atoms (N, C, Cα and O). For the determination of the contact map
one considers each residue as a cluster of spheres. In this case,
the radii of the spheres are equal to the van der Waals radii en-
hanced by a factor of about 25% (see Table 1). In addition, our
model does not require bending- and dihedral-angle parameters
along the Cα backbone in the native state. Our model is based
only on a single parameter as the EN model does, but it enables
the study of large-conformational changes in biomolecules due to
the use of the contact map. In this respect, we anticipate that our
work opens the door for the use of EN in a wider range of appli-
cations, for example, folding, thermal unfolding, denaturation of
proteins at interfaces, etc.
In the following sections, we provide details about our model
and methodologies. After validating the proposed model with the
EN model for a number of proteins, we present various studies
that involve large conformational changes of proteins highlight-
ing model’s advantages in comparison with the EN and Go¯-like
models.
2 Materials and Methods
2.1 Generalized elastic network model
In the case of EN, if any two heavy atoms belonging to different
residues are within a distance rc = vdWi+vdWj+Rc, then the two
residues form an EN contact and a harmonic potential that con-
nects the Cα positions of these residues is applied. Rc is simply a
cutoff distance and vdWi and vdWj are the van der Waals radii of
heavy atoms belonging to residues i and j (see Table 1). In this
case, the harmonic potential has the form Vh =C(rij− r0ij)2, where
r0ij is the distance between Cα atoms in the native structure of
the protein and C is a constant indicating the strength of the har-
monic potential. The energy scale associated to the EN model1 is
given by εEN = CR2c . In the case of our model, we use the same
guideline for defining contacts due to EN. They contribute both to
bonded and nonbonded energy of the Hamiltonian. The energy
can be written as,
H = ∑
|i− j|<4
C(rij− r0ij)2+ ∑
|i− j|>3
U nbij (1)
The first term is the standard harmonic potential associated
with the EN model while the second term is the nonbonded
contribution, which enables large conformational changes
in the protein. This second term is defined as follows:
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Table 1 List of vdW radii for heavy atoms used to determine the presence of the native contacts in proteins, sugars, and the sugar–protein complex.
The third column refers to proteins. The values are taken from ref. 39. The radii of the enlarged spheres are defined as the vdW radii multiplied by 1.24
to account for attraction 40.
No. Atomic Group vdW radius [Å] enlarged radius [Å]
1 C3H0 1.61 2.00
2 C3H1 1.76 2.18
3 C4H1 1.88 2.33
4 C4H2 1.88 2.33
5 C4H3 1.88 2.33
6 N3H0 1.64 2.03
7 N3H1 1.64 2.03
8 N3H2 1.64 2.03
9 N4H3 1.64 2.03
10 O1H0 1.42 1.76
11 O2H1 1.46 1.81
12 S2H0 1.77 2.19
13 S2H1 1.77 2.19
U nbij =
{
ULJ(εcm) if a native contact forms according to the OV criterion as in Go¯-like models
ULJ(εharm) If a non-native contact forms according to the cutoff distance as in the EN model
(2)
The native contacts found by the OV criterion are described
by a Go¯-like model41,42 with LJ interactions (ULJ(εcm)). In addi-
tion, we use an effective-harmonic term based on the LJ potential
[ULJ(εharm)] for contacts between residues with a distance in se-
quence larger than three. The LJ potential reads
ULJ(εij) = 4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
, (3)
where rij is the distance between any pair of i and j Cα atoms in
the system. The relation between the effective harmonic term
and the strength of the LJ potential εij is simply described by
the formula37: εij = εharm, where εharm =Cσ2ij36
−1(22/3) (see SI),
σij = 2−1/6r0ij. Hence, one infers about the εharm from C and
r0ij. In addition, we include contacts by using a contact map
based on the standard overlap criterion38,39. The latter contacts
are represented by LJ potentials ULJ(εcm)43,44. In this case, the
strength of interaction is independent of the distance and equal
to εij = εcm for any pair of residues in contact, where εcm is the
unit of energy, and σij = 2−1/6r0ij. Here, the subindex “cm” de-
notes the “contact map" obtained by the overlap criterion. More-
over, the latter contacts apply only for residues at a sequential
distance larger than three. If a native contact coincides with a
harmonic effective contact, then the native contact [ULJ(εcm)] re-
mains and the harmonic contact [ULJ(εharm)] is removed. An im-
portant characteristic of the model is the proper balance of the
energy scales assigned between contacts for the Cα backbone and
those that represent the non-bonded contributions. In particular,
there are three energy scales: the EN-type interactions (εEN), the
native (εcm) and the effective harmonic-type interactions (εharm).
εEN = CR2c , which corresponds to 12.250 kJmol−1 for Rc = 0.35
nm, and εcm = 6.276 kJmol−1, which reflects the strength of hy-
drogen bond in proteins37. εharm is about 2.0 kJmol−1. Hence-
forth, we will simply refer to our model as Generalized Elastic
Network (GEN) model. We have also investigated other pos-
sibilities, such as excluding the effective harmonic interactions
ULJ(εharm) and substituting all effective harmonic terms with stan-
dard LJ potentials (εij = εcm, “M1” model) or eliminating all con-
tacts beyond 1–4 [ULJ(εharm)] and keeping only the native con-
tacts [ULJ(εcm)] based on the overlap criterion (“M2” model) .
Finally, we have also considered the case that we have all EN
harmonic bonds irrespective of the sequential distance between
residues as in the standard EN model, but those contacts that co-
incide with the native contacts derived from the overlap criterion
will be substituted by LJ potentials ULJ(εcm) resulting in what we
will simply refer to as the “M3” model. In the following, we will
discuss these models for the sake of comparison with the GEN
and EN models on the basis of the different number of harmonic,
effective harmonic and Go¯ contacts (see Table 2).
2.2 Normal mode analysis and pulling simulations
We used the GROMACS package45–48 to perform standard Nor-
mal Mode Analysis (NMA)7. The output of NMA is independent
(normal) modes (harmonic motions) characterized by an eigen-
value (characteristic frequency). Each normal mode acts as a
simple harmonic oscillator of a concerted motion of atoms with-
out moving the center of mass with all atoms passing through
their equilibrium position at the same time. Moreover, normal
modes resonate independently and can be obtained directly by
data obtained from vibrational spectroscopy. In practice, the nor-
mal modes are the eigenvectors of the Hessian matrix, which rep-
resents the force constants between every possible pair of residues
in the system in all directions of the Cartesian coordinate system.
The mean square fluctuations of the Cα atoms are calculated
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from the normal modes as follows:
〈∆r2j 〉= kBT∑
i
|~aij|2
ω2i
, (4)
here, ~aij is the vector of the projections of the i-th eigenvector of
the normal modes set with frequency ωi on the Cartesian compo-
nents of the displacement vector for the j-th Cα atom, kB is the
Boltzmann constant, and, T , the reference temperature. The B-
factor related to the expected residue fluctuations is calculated by
the following relation
Bj =
8pi2
3
〈∆r2j 〉. (5)
To perform the protein stretching, we used Molecular Dynamics
(MD) simulation in the NVT ensemble. The time step was 0.01
ps and the protein was pulled along the end-to-end vector con-
necting the Cα -atoms from the N- and C-termini and the reac-
tion coordinate is the displacement of the pulling spring. More-
over, additional beads have been attached to those Cα -atoms with
the spring constant being 37.6 kJ mol−1 nm−2, which is a typi-
cal value of the Atomic Force Microscopy (AFM) cantilever stiff-
ness in protein stretching studies49. Each system was pulled over
the course of 107 ps with a velocity of 10−2 m/s. Although this
value is still far from the experimental value of cantilever ve-
locity50 (∼ 10−6 m/s ), it gives comparable results with exper-
iments showing the intrinsic speedup associated to the smooth-
ing of the potential energy landscape, which is typical for coarse-
grain methods.
3 Results and Discussion
In this section, we first validate the GEN model in terms of B-
factors by comparing with data obtained from the EN model.
Then, using this model we have performed stretching and fold-
ing simulations, in this way providing two illustrative examples
of large conformation changes in proteins.
3.1 Validation of the GEN model
To validate our model, we have calculated the B-factors for sev-
eral target proteins by using NMA51, which are proportional to
the mean square fluctuations of atom positions. We juxtaposed
our results with those of Tirion1, which were also obtained by
using the same EN approach (Fig. 2). The results shown in Fig. 2
were obtained for a cutoff distance of Rc = 0.35 nm, but, for other
models considered in this study, we have also investigated differ-
ent cutoffs, namely, Rc = 0.2 - 0.85 nm. In our case, the best
correlation was obtained for Rc =0.35 nm. Our data manifests
an excellent agreement with the EN model showing that the GEN
model reproduces closely the properties of the EN, which we have
also confirmed for all proteins discussed in ref.1 providing a the-
oretical validation of the GEN model in the case of the chosen set
of proteins. Another EN model, the so-called Gaussian Network
model (GNM)8,9, is able to reproduce closer the experimental re-
sults of B-factor related to larger protein complexes. However,
this may not be the case for atomic fluctuations derived from
all-atom simulation52. Moreover, the GNM cannot be used in
simulation and, therefore, the one-to-one correspondence with
short-time atomic fluctuations is not conceived in this formalism.
In addition, this model introduces additional concepts from the
elastic theory of random polymer network53 and it is found to be
more appropriate to reproduce available experimental fluctuation
data reported by the B-factors in the case of G-actine. Yet, even
models based on this assumption are not reliable for describing
large conformational changes as they rely by construction on the
“unbreakable” harmonic bonds.
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Fig. 2 The B-factors for the lowest 30 modes for the proteins with PDB ID:
5RSA (Ribonuclease-A, a) , 5PTI (Bovine Pacreatic Trypsin Inhibitor, b),
and 1ATN (G-actine, c). The results obtained from different models are
illustrated as indicated. Here, Rc =0.35 nm. Insets show the frequency ω
(cm−1) for the lowest 30 modes.
To further validate the GEN model, we have compared it with
the standard EN and other possible versions of a breakable EN
model (M1, M2 and M3) for a number of different protein struc-
tures determined by X-Ray diffraction and within 1-2 Å of resolu-
tion. For this purpose, we performed extensive tests on the follow-
ing proteins: The first one is about 124 residues (PDB ID: 5RSA)
and corresponds to ribonuclease A55, the second one is obtained
from the bovine pancreatic trypsin inhibitor56 with a length of 58
residues (PDB ID: 5PTI), and the last one corresponds to a muscle
4 | 1–9Journal Name, [year], [vol.],
Table 2 Total number of bonds/contacts for different models as indicated. Here, the columns are as follows: “EN” indicates the number of EN bonds,
“cm” the number of native contacts by using the contact map (overlap criterion), and the “Eff. Harm. (LJ)” indicates the number of effective-harmonic
contacts. Rc =0.35 nm.
PDB ID:1AOH PDB ID:1TIT
Model
Nr. of bonds/contacts
EN cm Eff. Harm. (LJ) EN cm Eff. Harm. (LJ)
Elastic Network 1131 – – 632 – –
GEN 352 349 430 203 156 273
M1 352 779 – 203 429 –
M2 352 349 – 203 156 –
M3 782 349 – 476 156 –
protein (G-actine)57 with 373 residues ((PDB ID: 1ATN). The first
two protein chains are made by helices and beta-strands while the
last chain is folded so as to form two large domains joined by a
narrow neck region. These two domains are partly held together
by salt bridges and hydrogen bonds provided by a nucleotide that
stabilizes the two domains. Our NMA results are presented in
Fig. 2 along with their corresponding frequency data. Clearly, the
GEN model exhibits the best agreement with the EN, again indi-
cating the very good approximation of our harmonic terms with
appropriate effective LJ interactions and the small influence of the
native LJ contacts in the model. We have also checked a number
of additional proteins and we have found consistent results and
a similar agreement between the GEN and the EN models. More-
over, the M3 model, which has undergone a small modification
by including the native LJ contacts in the EN, exhibits obviously
almost absolute agreement with the EN, whereas the M1 and M2
models show considerable deviation from the EN, due to the lack
of a large number of harmonic or effective-harmonic interactions
[ULJ(εharm)] (see Table 2). This shows that the ULJ(εcm) terms
are not enough to preserve the structure and properties of the
targeted proteins without assuming extra terms that contribute
to backbone stiffness (e.g. bond and dihedral angles). Moreover,
the latter terms require tuning, as in the case of Go¯-like models.
For a comparison of 64 different Go¯ models, see Ref.40.
3.2 Pullling simulations
As our aim here is to propose an as simple and accurate as possi-
ble model for studying mechanical unfolding of proteins, we have
carried out pulling simulations in the same manner as in the case
of single molecule studies performed with AFM26,49. We used
implicit solvent conditions similar to ref.58. Overall, the correct
redistribution of contacts between the above three categories (see
Table 2) results in the excellent agreement of our simulations re-
sults (GEN model) with the experimental maximum pulling force,
Fmax, in pulling simulations as is shown here for two examples,
cohesin (PDB ID: 1AOH) (Fig. 3) and I27 domain of titin (PDB
ID: 1TIT) (see Fig. S1 in SI). The temperature during pulling
simulations is 0.3εcm/kB. The early unfolding scenario at the ex-
perimental pulling speed, which gives rise to the assessment of
the mechanical properties of proteins, is difficult to achieve by
using all-atom simulations, because the time-scale involved is too
short for stretching proteins in the case of all-atom methods. In
particular, the typical speed used to stretch proteins in all-atom
simulations is nowadays of the order of 10−2 nm/ps59 and the
experimental cantilever speed is around 10−9 nm/ps49. In this
regard, the CG nature of our approach can be used to study a
range of speeds much closer to the experimental conditions in
comparison with all-atom models.
Multiple proteins are linked sequentially and one can typically
observe a number of corresponding peaks, which signal the full
unfolding of individual protein modules. Due to the space res-
olution, intermediate unfolding states are not detected in AFM
experiments60. However, by using CG models one can usually ac-
cess these intermediate states with a better resolution and assign
to each of them a force peak20. The largest of these force peaks,
Fmax, defines the characteristic unfolding force for the whole pro-
tein domain.
The GEN model is the best to reproduce the experimental rup-
ture force for cohesin and the I27 domain of titin (Fig. 3). In
particular, the maximum force is 480±14 and 204±30 pN for
1AOH, and 1TIT, respectively (see SI). The M2 model provided
a much lower force peak, while a much higher one was observed
in the case of the M1 model. This can be explained in terms of
the number of contacts associated with the LJ interactions (see
Fig. 3, bottom panel), which in the case of M2 model appears to
be smaller, but in the case of M1 is much larger (Table 2). In ad-
dition, in the case of M3 and EN models there is no peak due to
the presence of the harmonic bonds between the Cα atoms that
prevent the unfolding even at very large stretching forces. The
unfolding pathway for 1AOH protein has been previously charac-
terized by a Go¯-like model61 and experiment62. It is known that
the detachment of β1(6− 15) from β9(136− 147) domains occurs
at the same position of the maximum force in the F-d plot. We
have carried out the analysis of native contacts between pairs of
β -strands which are responsible for stabilizing the protein (see
SI). Our results capture the sequential detachment of the sec-
ondary structures that give rise to the largest force peak. Our
observation agrees well with the breaking of native contacts be-
tween β1 and β9 strands. The characterization of the unfolding
pathway for titin also agrees with the experimental results63,64
and is shown in SI. Moreover, proteins do not show any spuri-
ous effects with respect to their structure (e.g. local aggregation)
during the stretching due to the presence of harmonic bonds in
the structure for our GEN model. We have further confirmed our
conclusions by investigating a number of different proteins.
The mechanostability of the DDFLN4 protein (with PDB ID:
1KSR) has been studied experimentally65,66 and theoretically
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Fig. 3 Top panel shows the plot of force vs. cantilever displacement, d,
for the type I cohesin domain (PDB ID: 1AOH). Also, the experimental
value for the maximum force, which is 480±14 pN 54 in the case of 1AOH
is indicated by a horizontal line. The bottom panel shows two snapshots
at d = 0 nm and d = 10 nm. In the middle, we highlight the contacts
responsible for the first peak (in blue) in GEN model and the additional
yellow contacts that are present in the M1 model. We have performed a
similar analysis for the I27 domain of titin (see SI).
with all-atom simulation by Kouza et al..69. In experiment, two
peaks were observed in the force–displacement curve: one was
located at d = 11 nm and another one at 22 nm. Here, we tested
the performance of the GEN model against a standard Go¯-like
model68 for this protein. The Go¯-like model captures the first ex-
perimental peak approximately at d = 13 nm, but it misses the
second peak (see Figure 4). This is due to the lack of additional
far distance contacts, which are only included by the GEN model
(in GEN model these are treated by the harmonic approximation).
In this regard, the GEN model performs better than the Go¯-like
model as it reproduces both experimental peaks. Moreover, the
GEN model is as good as the all-atom model69 in predicting me-
chanical unfolding intermediates because both models provide
three peaks at nearly the same positions. Note that in our CG
simulations we obtained an earlier force peak at d = 4 nm, which
is consistent with all-atom simulation69. However, this peak has
not been detected in experiment.
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Fig. 4 Top panel shows the force–displacement profiles for domain 4 of
the DDFLN4 protein. The results were obtained by using the GEN model
(blue line), the EN model (black line) and the Go¯ model (inset) for pulling
speed v=5×10−4 nm/τ, where τ is approximately 1ns. Results were av-
eraged over 40 trajectories. Arrows refer to positions of the second peak
at d = 22 nm, which is expected to be the same as in experiments 65,66.
Bottom panel illustrates a simulation snapshot for d = 22 nm, where the
contacts that stabilize the structures are in blue (Go¯-like) and in red (har-
monic). The N- and C- termini beads are shown in green and the pulling
direction is denoted by arrows. The data points for the Go¯-like model
were extracted by using g3data software 67 from ref. 68.
3.3 Folding simulation of small peptides
We are presenting here the folding process of two, well docu-
mented in the literature, small peptides, namely, an α-helix com-
prising the sequence segment 70–83 of the protein HPr from Es-
cherichia coli (PDB ID: 1HDN70 with 85 residues in total) and
a β -hairpin (residues 41–56 of the immunoglobulin binding do-
main of streptococcal protein G with PDB ID: 1GB171 and 56
residues in total). Initial configurations for MD simulation are un-
folded conformations without any Go¯-like or effective harmonic
contacts. According to a standard criterion that is commonly used
in the case of Go¯-like models, the Go¯-like contacts are present in
the structure when the actual distance between two Cα atoms
is smaller than 1.5σij, where r0ij is the distance between two Cα
atoms that form a contact in the native conformation. Unfolded
structures were obtained by heating up the system at 500 K with-
out water and making sure that no native contacts are present
in the protein structure by using the above criterion based on
the distance between the Cα atoms in the native structure. In
this way, we produced initial configurations for 50 statistically
independent MD trajectories of length 200 τ at 300 K. Figure 5
shows the convergence of the total number of contacts towards
the folded structure.
The GEN model and two of its variants (M1 and M2) allow
for the study of protein folding, whereas the EN model appar-
ently is not suitable for folding studies, due to the presence of
the harmonic bonds. Our results and typical snapshots of un-
folded and well-folded (native) structures are presented in Fig-
ure 5. In the case of the α-helix, the folding did occur in all
independent trajectories, whereas about 5% of the trajectories in
the case of β -hairpin did not reach the native structure within
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Fig. 5 Folding of two small peptides, a β -hairpin and an α-helix. Plots
show the percentage of Go¯-like and harmonic contacts present at a cer-
tain time during the folding process for each case and breakable model.
Top panel for GEN model, middle panels for M1 model and M2 and bot-
tom panel for M3 model, as indicated. A typical folding time for the α-helix
is about 10 τ, while for the β -hairpin it is about 70 τ in the GEN model.
Snapshots indicate examples of an unfolded state at the beginning of the
simulation and a final folded (native) structure for each peptide. The Cα
atoms are represented by grey color. Native and harmonic contacts are
described by solid blue lines.
the time scale of the simulation. Assuming that the time unit
τ=1 ns, we obtained the folding times for β -hairpin and α-helix
equal to tβf old= 70 ns and t
α
f old= 10 ns , respectively. Accord-
ing to the temperature-jump fluorescence experiment by Munoz
et al.72, tβf old ≈ 6µs. Since the folding time of α-helix is about
0.7 µs73 the experimental ratio tβf old/t
α
f old ≈ 9, which is close to
the value of 7, which was obtained from our simulations. In this
regard, the other models underestimate the ratio. For instance,
M1 and M2 give approximately 2 and 1.3, respectively. Moreover,
the M3 model does not capture any distinction between both pep-
tides. This is due to the presence of the harmonic contacts that
place the unfolded state in a very high energy state. This induces
a rapid process towards the folded state just after energy mini-
mization. Still, the absolute folding time in GEN is much shorter
than the real time, due to the coarse-graining, while all-atom sim-
ulations from different groups have predicted values in the range
1–7 µs74–76. The fact that folding of the α-helix is about seven
times faster than the folding of the β -hairpin in the GEN model
is also in agreement with our previous study20, whereas M1 and
M2 lead to a shorter time scale separation.
4 Conclusions
In conclusion, this work presents a simple and apparently accu-
rate model based on the EN approach for studying large confor-
mational changes in proteins. Here, we have shown that the GEN
model, despite its simplicity, maintains a close match with the
EN, while it reproduces with high accuracy the maximum force
in AFM-pulling experiments and the folding time scales of pep-
tides. On the one hand, there are several limitations in mod-
eling proteins by CG approaches in particular due to the lack
of details (e.g., solvent effect, amino acid specificity, etc.) and
thus we do not expect to capture all possible effects that stabi-
lize protein complexes. However, our model handles native inter-
actions with simplicity (Go¯-like potentials), which is crucial for
enabling conformational changes. Moreover, the effective har-
monic interactions described by LJ potentials and the native Go¯-
like potentials prevent the steric clashes during the studies carried
out in the present work. However, more sophisticated functional
forms of non-native interactions could be included a posteriori
and their effect may be relevant in other applications. The GEN
model has enabled the study of protein folding confirming the
timescale separation (about seven-fold difference in folding time
between the α-helix and the β -hairpin). On the other hand, our
model uses a reduced number of parameters in comparison with
any structured-based CG model that enables large conformational
studies, while its foundation is based on the simple EN model
with no assumptions about backbone connectivity. As we have
shown, the GEN model provides the same number of peaks in
the force–displacement profile as observed in the case of the all-
atom models for the DDFLN4 protein. This result highlights the
advantage of our model over standard Go-like models. In per-
spective, one can interface the GEN model with knowledge-based
and free-energy derived potentials for the study of protein aggre-
gation phenomena. It could also be used to study denaturation
phenomena, for example, due to large changes in temperature or
pressure. Such and other phenomena could possibly be described
by our simple EN-type model and it would be interesting to check
in the future the prediction power of GEN for different protein
systems.
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