We investigate the Dirichlet solution for a semianalytic continuous function on the boundary of a semianalytic bounded domain in the plane. We show that the germ of the Dirichlet solution at a boundary point with angle greater than 0 lies in a certain quasianalytic class used by Ilyashenko in his work on Hilbert's 16 th problem. With this result we can prove that the Dirichlet solution is definable in an o-minimal structure if the angle at a singular boundary point of the domain is an irrational multiple of π.
Introduction
Traditional and outstanding settings for 'tame geometry' on the reals are given by the category of semialgebraic sets and functions and by the category of subanalytic sets and functions. The sets considered may have singularities but behave still 'tame', i.e. various finiteness properties hold, see Bierstone-Milman [3] , Bochnak et al. [4] , Denef-Van den Dries [7] , Lojasiewicz [28] and Shiota [30] . These categories are excellent for geometrical questions but as often observed they are insufficient for imposing problems from analysis. For example, the solution to the differential equation y ′ = y x 2 on R >0 , given by x → e − 1 x , is not subanalytic anymore. Therefore a natural aim was a better understanding of the solutions to first order ordinary differential equations or more general of Pfaffian equations with polynomial or analytic raw data, and a lot of research activities was done in this direction. It was shown that sets defined by the solutions of Pfaffian equations, so-called semiand sub-Pfaffian sets, show a 'tame' behaviour, see for example Cano et al. [5] , Gabrielov [15] , Gabrielov et al. [16] and Lion-Rolin [26] . Also a more axiomatic understanding was obtained. This axiomatic setting is given by the o-minimal structures. They generalize the category of semialgebraic sets and functions and are defined by finiteness properties. They are considered as "an excellent framework for developing tame topology, or topologie modérée, as outlined in Grothendieck's prophetic "Esquisse d'un Programme" of 1984" (see the preface of Van den Dries [9] , which provides a very good source for the definition and the basic properties of o-minimal structures). The basic example for an o-minimal structure is given by the semialgebraic sets and functions; this are all sets definable from the real field R by addition, multiplication and the order. The subanalytic category fits not exactly in this concept (compare with Van den Dries [8] ), but the globally subanalytic sets, i.e. the sets which are subanalytic in the ambient projective space, form an o-minimal structure, denoted by R an (see Van den Dries-Miller [10] ). A breakthrough was achieved by Wilkie, who showed in [33] , using Khovanskii theory for Pfaffian systems (see [25] ), that the real exponential field R exp , i.e. the field of reals augmented with the global exponential function exp : R → R >0 , is an o-minimal structure.
Subsequently Van den Dries et al. [11] proved that the structure R an,exp is o-minimal. For general Pfaffian functions o-minimality was again obtained by Wilkie [34] . This result was extended by Karpinski-Macintyre [24] and finally stated by Speissegger [31] in its most generality: The Pfaffian closure of an o-minimal structure on the real field is again o-minimal.
So first order differential equations or more general Pfaffian equations in the subanalytic context resp. in the context of o-minimal structures are well understood. As an application integration of a one variable function in an o-minimal structure can be handled (for integration with parameters this is the case so far only for subanalytic maps by the results of Lion-Rolin [27] and Comte et al. [6] ).
Our goal is to attack partial differential equations in the subanalytic resp. o-minimal setting. Compared to ordinary differential equations there are distinct classes of equations and boundary value problems, each with its own theory. A very important class of PDE's is given by the elliptic ones and one of its outstanding representative is the Laplace equation. We consider the Dirichlet problem, i.e. the Laplace equation with boundary value problem of the first kind: Let Ω ⊂ R n be a bounded domain and let h ∈ C(∂Ω) be a continuous function on the boundary. Then the Dirichlet problem for h is the following: Is there a function u continuous on Ω and twice differentiable in Ω such that ∆u = 0 in Ω, u = h on ∂Ω.
Thereby ∆ :=
is the Laplace operator. If the answer is yes, i.e. if such a u exists, we call it the Dirichlet solution for h. We are interested in the case that Ω is a subanalytic domain and that the boundary function h is subanalytic. Note that the Dirichlet solution may not exist. In [20] necessary and sufficient conditions of subanalytic nature were found to decide whether or not the Dirichlet solution exists for any continuous boundary function. The natural question is now the following: What can be said about the Dirichlet solution? Is it definable in an o-minimal structure? We consider the case that Ω is a domain in the plane (then Ω and h are semianalytic; see the preliminary section). By [20] the Dirichlet solution exists for any boundary function if the domain has no isolated boundary points; we assume this from now on. Under the additional assumption that the boundary is analytically smooth it was shown in [21] that the Dirichlet solution is definable in the o-minimal structure R an,exp . This result is obtained by reducing the problem to the unit ball. There the Dirichlet solutions are given by the Poisson integral (see the preliminary section) and we can apply the results about integration of subanalytic functions (see [6] and [27] ). The challenging part are domains with singularities. The starting point to attack singularities are asymptotic expansions. Given a simply connected domain D in R 2 which has an analytic corner at 0 ∈ ∂D (i.e. the boundary at 0 is given by two regular analytic arcs which intersect in an angle ∢D greater than 0) and a continuous boundary function h which is given by power series on these analytic arcs, Wasow showed in [32] that the Dirichlet solution for h is the real part of a holomorphic f on D which has an asymptotic development at 0 of the following kind:
i.e. for each N ∈ N 0 we have
where α n ∈ R ≥0 with α n ր ∞, P n ∈ C[z] monic and a n ∈ C * . Moreover, if
∢D/π ∈ R \ Q we have that P n = 1 for all n ∈ N 0 . (Note that P 0 = 1 for any angle).
To use this asymptotic development we want to have a quasianalytic property; we want to realize these maps in a class of functions with an asymptotic development as in ( †) such that the functions in this class are determined by the asymptotic expansion. Such quasianalyticity properties are key tools in generating o-minimal structures (see [23] , Van den Dries-Speissegger [12, 13] and Rolin et al. [29] ; see also Badalayan [2] for quasianalytic classes of this kind).
Exactly the same kind of asymptotic development occurs at a transition map of a real analytic vector field on R 2 at a hyperbolic singularity (see Ilyashenko [18] ). Poincaré return maps are compositions of finitely many transition maps and are an important tool to understand qualitatively the trajectories and orbits of a polynomial or analytic vector field on the plane. Following Dulac's approach (see [14] ), Ilyashenko uses asymptotic properties of the Poincaré maps to prove Dulac's problem (the weak form of (the second part) of Hilbert's 16th problem): A polynomial vector field on the plane has finitely many limit cycles (see Ilyashenko [19] for an overview of the history of Hilbert 16, part 2). One of the first steps in Ilyashenko's proof is to show that the transition map at a hyperbolic singularity is in a certain quasianalytic class. Formulating his result on the Riemann surface of the logarithm (compare with the introduction of [23] and with [23, Proposition 2.8]) he proves that the considered transition maps have a holomorphic extension to certain subsets of the Riemann surface of the logarithm, so-called standard quadratic domains (see Section 1 below), such that the asymptotic development holds there.
Extending the result of Wasow and doing reflections at analytic arcs infinitely often, using thereby that the boundary function is by assumption semianalytic and hence given by Puiseux series (compare with the preliminary section), we obtain the following
Theorem A
Let Ω ⊂ R 2 be a bounded semianalytic domain without isolated boundary points with 0 ∈ ∂Ω. Let h be a semianalytic and continuous function on the boundary and let u be the Dirichlet solution for h. Let C be a semianalytic representative of a component of the germ of Ω at 0. If the angle of C at Ω is greater than 0, then u| C is the real part of a holomorphic function which is in the quasianalytic class of
Ilyashenko described above.
Transition maps at a hyperbolic singularity exhibit a similar dichotomy of the asymptotic development as indicated in ( †), depending whether the hyperbolic singularity is resonent or non-resonant, i.e. whether the ratio of the two eigenvalues of the linear part of the vector field at the given hyperbolic singularity is rational or irrational, see [14] and [23] . In [23] it is shown that transition maps at non-resonant hyperbolic singularities are definable in a common o-minimal structure, denoted by R Q . This is obtained by proving that the functions (restricted to the positive line) in Ilyashenko's quasianalytic class which have no log-terms in their asymptotic expansion generate an o-minimal structure called R Q . As application we obtain that the Green function of a bounded semianalytic domain fulfilling the assumptions of Theorem B, is definable in the o-minimal structure R Q,exp . If the considered domain is semilinear the assumption on the angles can be dropped.
In paper [22] it is shown that the Riemann map from a simply connected bounded and semianalytic domain in the plane with the same assumptions on the angles as above to the unit ball is definable in R Q . There it is also the key step to realize the function in question in the quasianalytic class of Ilyashenko. But the main ingredient, the reflection procedure, differs in a relevant way. There is some overlap in the definitions. To keep this paper selfcontained we include all necessary definitions here.
The paper is organized as follows: In a preliminary section we give the basic facts about semi-and subanalytic sets, o-minimal structures and the Dirichlet problem. Section 1 is about the Riemann surface of the logarithm and the classes of functions on it we use later. In particular Ilyashenko's quasianalytic class is introduced. In Section 2 we define the notion of an angle for semianalytic domains in a rigorous way and we present the concept of a domain with analytic corner. In Section 3 we prove Theorem A and Theorem B and give applications.
Notation.
With N we denote the set of natural numbers and with N 0 the set of nonnegative integers. Let a ∈ R n and r > 0. We set B(a, r) := {z ∈ R n | |z − a| < r}, B(a, r) := {z ∈ R n | |z − a| ≤ r} andḂ(a, A semianalytic set in R n is given locally by finitely many equalities and inequalities of real analytic functions. A subanalytic set is locally a projection of a bounded semianalytic set (see [3] and [28] ). A map is called semianalytic (resp. subanalytic) if its graph is semianalytic (resp. subanalytic). A set is globally semianalytic (resp. subanalytic) if it is semianalytic (resp. subanalytic) in the ambient projective space, see [8] and [10, p.505] . So bounded semianalytic (resp. subanalytic) sets are globally semianalytic (resp. subanalytic). Semi-and subanalytic sets show nice 'tame' behaviour (see for example [3] , [7] , [28] and [30] ). One-dimensional (globally) subanalytic sets and (globally) subanalytic subsets of R 2 are (globally) semianalytic (see [3, Theorem 6.13] ). A bounded semianalytic function on the positive real line is given locally at 0 by a convergent Puiseux series
(ii) O-minimal structures: O-minimal structures generalize the category of semialgebraic sets and functions and the category of globally subanalytic sets and functions. They are axiomatically defined as follows: A structure expanding the real field R is a collection M := (M n ) n∈N , where each M n is a Boolean subalgebra of subsets of R n that contains all semialgebraic sets of R n and such that A × B ∈ M m+n if A ∈ M m and B ∈ M n , and π(A) ∈ M n if π : R n+1 → R n is the projection on the first coordinates and A ∈ M n+1 .
A subset of R n is called definable in the structure M if it belongs to M n . A function is definable in M if its graph is definable in M. A structure is o-minimal if the definable sets in R are exactly the finite unions of intervals and points. This implies that a subset in R, definable in an o-minimal structure has only finitely many connected components.
Not only definable subsets of R have finitely many connected components, much more can be deduced from the axioms of o-minimality: A definable subset of R n , n ∈ N arbitrary, has finitely many connected components that are again definable. Definable sets can be definably triangulated and have a definable C k -stratification for any k ∈ N. Hence for a given k ∈ N, a definable function is C k outside a definable set of small dimension. General facts about o-minimal structures can be found in [10] .
Examples of o-minimal structures on the field R
The o-minimal structure R is the smallest o-minimal structure expanding R. The definable sets are the semialgebraic sets (see [4] and [9] ). The globally subanalytic sets form an o-minimal structure, denoted by R an (see [8] and [10, p.509]) for more details. R an,exp is the o-minimal structure generated by R an and the global exponential function exp : R → R >0 (see [11] ). Given an o-minimal structure M on the real field its Pfaffian closure P(M) (see [31] ) is again o-minimal. In the o-minimal structure R Q (see [23] ) transition maps of real analytic vector fields on the plane at non-resonant hyperbolic singularities are definable.
b) Laplace operator and Dirichlet problem
The Laplace operator ∆ in R n is defined by ∆ =
. We consider the homogeneous elliptic partial differential equation given by the Laplace operator with boundary value problem of first kind, the Dirichlet problem: Let Ω ⊂ R n be a bounded domain and let h : ∂Ω → R be a continuous function on the boundary. Is there a function u ∈ C(Ω) ∩ C 2 (Ω) with [20] we gave sufficient and necessary conditions of geometric nature for subanalytic domains to be regular. Bounded semianalytic domains in the plane without isolated boundary points are regular (see [20] 
where σ denotes the canonical measure on ∂B(a, r). Applying the Riemann Mapping Theorem we obtain that bounded simply connected domains in the plane are regular . Therefore it is enough to consider bounded semianalytic sets without isolated boundary points.
Let Ω be a bounded domain in the plane and let y ∈ Ω. Then K y (x) := − log |x − y| is called the Poisson kernel with pole y and G y := K y − u with u the Dirichlet solution for Ω and K y | ∂Ω is called the Green function on Ω with pole y.
1. The Riemann surface of the logarithm
We define the Riemann surface of the logarithm L in polar coordinates by L := R >0 × R. Then L is a Riemann surface with the isomorphic holomorphic projection map log : L → C, (r, ϕ) → log r + iϕ. For z = (r, ϕ) ∈ L we define the absolute value |z| := r and the argument arg z := ϕ. For r > 0 we set B L (r) := {z ∈ L | |z| < r}.
The logarithm on L extends the principal branch of the logarithm on C \ R ≤0 . The same holds for the power functions.
a) Let r > 0 and let f :
as an absolutely convergent sum, i.e. 
we are in case a)) we say that g is a power series convergent on B L (r).
Given N ∈ N and |z| < r we obtain
Proof:
is well defined and holomorphic. We haveh(z) = ∞ n=0 a n z n for |z| < r 
. By Cauchy estimation we obtain
OL(B L (r)) as follows:
. We let OL 0 be the set of all ≡ -equivalence classes.
b) We define OL ′ 0 ⊂ OL 0 to be the set of all ϕ ∈ OL 0 such that there is some r > 0, some h ∈ O(B(0, r)) with h(0) = 0 and |h(z)| ≤ 1 2 for |z| < r, some
We write r(ϕ), h(ϕ), a(ϕ) and k(ϕ) for the data above. We set
b) OL * 0 is a group with composition as multiplication.
We show that there is ψ ∈ OL * 0 with ϕ•ψ = id L and are done by a). We consider f := s(ϕ). Then f (0) = 0 and f ′ (0) = a(ϕ) 1 = 0. Hence f is invertible at 0 and f −1 has the form
b) Let r := r(ϕ), s := r(ψ) and t := 1 10 min{r,s} max{1,|a(ψ)|} . By a) we have that s(ψ)(z) ∈ B(0, r) for z ∈ B(0, t). Applying the maximum principle we obtain that |h(ϕ)(z)| ≤ |z| r for |z| < r and |h(ψ)(z)| ≤ |z| s for |z| < s. With Proposition 1.8 we see that
) and obtain the claim by the above estimates and a).
.
Proof:
As in Proposition 1.9 a) we see that |ϕ(z)| ≤ 2|a(ϕ)| |z| k(ϕ) for |z| < r(ϕ). Hence ϕ(z) ∈ B L (r) for |z| < s and therefore g • ϕ ∈ OL(B L (s)). By binomial expansion we obtain that g • ϕ is a Puiseux series convergent on B L (t) for some t ≤ s. We get the claim by Proposition 1.5 a). 
Convention. From now on we omit the superscript ω. 
A domain is called a quadratic domain if it contains a standard quadratic domain.
We say that f has asymptotic expansion g on U and write f ∼ U g, if for each R > 0 there is a quadratic domain U R ⊂ U such that
We write T f := g. With Q log (U ) we denote the set of all f ∈ O(U ) with an asymptotic expansion. With Q(U ) we denote the subset of all f ∈ Q log (U ) with
Remark 1.15. If f ∈ Q log (U ) with some quadratic domain U then there is exactly one g ∈ C[[z * ]] log with f ∼ U g, i.e. T f is well defined.
Definition 1.16.
We define an equivalence relation ≡ on U ⊂L quadr.
Q log (U ) as follows:
We let Q log be the set of all ≡ -equivalence classes. In the same way we obtain the class Q. Q log (U ) and its equivalence class in Q log , which we also denote by f . Thus Q log (U ) ⊂ Q log given a quadratic domain U ⊂ L.
b) In the same way we define Q ⊂ Q log . We have
c) Given a quadratic domain U ⊂ L the set Q log (U ) is a C-algebra with Q(U ) as a subalgebra. Also, Q log is an algebra with Q as a subalgebra. 
Proof: a) is a consequence of Proposition 1.5 b).
Then we see that p ρ (W ) ⊂ U and therefore f • ϕ ∈ O(W ). The claim follows from the following observation: Let α ≥ 0 and m
Hence we can assume by b) that ϕ ∈ OL * 0 . Let c, C > 0 such that f ∈ Q log (U ) with U := (r, ϕ) ∈ L 0 < r < c exp(−C |ϕ|) .
Let
Then there is a quadratic domain U R such that
As above we find some quadratic domain W R ⊂ B L (r 0 ) such that ϕ(W R ) ⊂ U R . With Proposition 1.9 a) we obtain
Hence the claim follows from this observation: Let α > 0 and let m ∈ N 0 . Then there are h 1 , . . . , h m ∈ O(B(0, r 0 )) such that
Angles and domains with an analytic corner
We introduce the notion of an angle. This allows us to formulate Theorem A and B in a precise way. We give the definition of a domain with analytic corner.
Remark 2.1.
Let Ω be a bounded and subanalytic domain in R n . Let x ∈ ∂Ω := Ω \ Ω. Then the germ of Ω at x has finitely many connected components. More precisely we have the following: There is k ∈ N 0 such that for all neighbourhoods V of x the set Ω ∩ V has exactly k components having x as boundary point.
Remark 2.2.
Let Ω ⊂ R 2 be a bounded and semianalytic domain without isolated boundary points. Let x ∈ ∂Ω and let C be a connected component of the germ of Ω at x. Then the germ of the boundary of ∂C at x is given by (the germs of) one or two semianalytic curves (compare the preliminary section, part a)). So the interior angle of C at x, denoted by ∢ x C, is welldefined; it takes value in [0, 2π]. If the germ of Ω at x is connected we write ∢ x Ω.
Definition 2.3.
Let Ω ⊂ R 2 be a bounded semianalytic domain without isolated boundary points.
a) A point x ∈ ∂Ω is a singular boundary point if ∂Ω is not a real analytic manifold at x. b) We set Sing(∂Ω) := {x ∈ ∂Ω | x is a singular boundary point of ∂Ω}.
c) Let x ∈ ∂Ω. We set ∢(Ω, x) := {∢ x C | C is a component of the germ of Ω at x and x ∈ Sing(∂C)}.
Remark 2.4.
Let Ω ⊂ R 2 be a bounded semianalytic domain without isolated boundary points. b) Let h : ∂D → R be a continuous boundary function. We call h a corner function (at 0) if the following holds: There is some ε with 0 < ε ≤ 1 and there are real Puiseux series b) Let A ⊂ C * be a set. We say that A can be embedded in L if there is a set B ⊂ L such that e| B is injective and e(B) = A. We call B an embedding of A in L.
c) Let A ⊂ C * be embeddable in L and let f : A → C be a function. Let B be an embedding of A. We set f B : = f • e : B → C.
Remark 2.7.
a) Let U ⊂ C * be an embeddable domain. Then an embedding of U is a domain in L.
b) Let Ω be a semianalytic domain such that 0 is a non-isolated boundary point of Ω. Then every component of the germ of Ω at 0 has a semianalytic representative which is embeddable in L.
c) Let A ⊂ C * be embeddable in L and let f : A → C be a function. Let B 1 , B 2 be embeddings of A. Then there is some k ∈ Z such that B 2 = {m(a, z) | z ∈ B 1 } and f B 2 (z) = f B 1 (m(a −1 , z)) with a := (1, 2kπ) and a −1 := (1, −2kπ).
Definition 2.8.
Let U ⊂ C * be an embeddable domain and let f : U → C be a function. Let W ⊂ L be a domain and F : W → C be a function. We say that F extends f if there is an embedding V of U in L with V ⊂ W such that F extends f W . 
Proof: Following the proofs of [32, Theorem 3 & Theorem 4] we obtain the statement in the case that h (1) and h (2) in Definition 2.5 are power series. The arguments can be easily generalized to the case of Puiseux series.
Proofs of Theorem A and B
Definition 3.1.
Let Ω ⊂ R 2 be a bounded and semianalytic domain without isolated boundary points such that 0 ∈ ∂DΩ. We call C ⊂ Ω a corner component of Ω at 0 if C is a semianalytic, simply connected and embeddable representative of a connected component of the germ of Ω at 0 such that the germ of ∂C at 0 consists of one or two semianalytic curves.
Theorem B gets now the following precise form:
Let Ω ⊂ R 2 be a bounded and semianalytic domain without isolated boundary points with 0 ∈ ∂Ω. Let h : ∂Ω → R be a continuous and semianalytic boundary function and let u be the Dirichlet solution for h. Let C be a corner component of Ω at 0.
Note that Theorem 3.2 does not depend on the chosen embedding by Definition 1.13, Definition 1.14 and Remark 2.7 c). Theorem 3.2 can be deduced from the following: 
Proof of Theorem 3.2.
We can assume that ∂C ∩ ∂Ω consists of two semianalytic branches Γ (0) and Γ (1) with Γ (0) ∩ Γ (1) = {0}. Moreover, we may assume that after some rotation α there is a convergent Puiseux series
This can be achieved by analytic cell decomposition and the fact that bounded semianalytic functions in one variable are given by Puiseux series, compare with the preliminary section. There is some d ∈ N and some convergent real power series
. Doing the same argumentation for Γ (1) we find (after back-rotation and some dilatation) holomorphic functions , 1) ) and
) and can therefore assume that m (0) divides m (1) . Let C * ⊂ L be an embedding of C. Then by the above we find ϕ 0 , ϕ 1 ∈ OL ∧ 0 defined on B L (1) with k(ϕ i ) = m (i) and 0 < ε i < 1 such that ∂C * ∩ B L (r) = Γ 0 ∪ Γ 1 with Γ i := ϕ i (]0, ε i [) for some r > 0. Let u * := u C * . We do the following reduction steps:
we see thatC * has a similar description as C * but now k(φ 0 ) = 1 (the data characterizingC * come with ∼).
2) We may choose a priori C and r(φ 1.8 b) ). We consider u * : C * → R, z →ũ * (φ 0 (z)), where C * := (φ 0 ) −1 (C * ). Then C * has a similar description asC * but we can choose now ϕ 0 (z) = m(a, p 1 (z)) with some a ∈ L.
3) We consider u :
( C * ). Then C * has a similar description as C * but now k(ϕ 1 ) = 1.
By construction e| C * is injective and e(C * ) is a bounded, simply connected and embeddable domain with an analytic corner at 0. Moreover u e := u * • (e| C * ) −1 is a harmonic function on e(C * ) which has a continuous extension to e(C * ). With h e we denote the extension to the boundary of e(C * ). With Proposition 1.8 and Proposition 1.10 we see that h e is a corner function at 0. By Theorem 3.4 there is a quadratic domain U and a g ∈ Q log (U ) such that Re g extends u.
. By Proposition 1.19 we obtain that f :
∈ Q log and f ∈ Q if ∢ 0 C/π ∈ R \ Q. This f fulfills the requirements.
It remains to show Theorem 3.3. We prove it by doing reflections at analytic arcs infinitely often. We use the fact that the given boundary function is near 0 defined by Puiseux series which extend to the Riemann surface of the logarithm (see Remark 1.4). To motivate the technical statements of the upcoming proofs we give the following example for the reflection principle.
Example 3.4. Let R > 0 and let χ : B(0, R) → C be an injective holomorphic function with χ(0) = 0, χ ′ (0) > 0 and Γ := χ(]0, R[) ⊂ C + := {z ∈ C | Rez > 0} (note that Γ is tangent to R >0 at 0). Let R ′ > 0 such that χ(B(0, R)) ⊃ B(0, R ′ ). Then B(0, R ′ ) ∩ C + has two components, let V be one of them. Let f : V → C be a holomorphic function which has a continuous extension to Γ ∩ B(0, R ′ ) such that the following holds: There is a real Puiseux series h :
Then there is some R ′′ with 0 < R ′′ < R ′ such that f has a holomorphic extension to B(0, R ′′ ) given by
(thereby z denotes the complex conjugate of a complex number z). This can be seen in the following way:
where W * := {z | z ∈ W } is a holomorphic extension of f 2 . Then there is some
Remark 3.5.
We define the complex conjugate τ : L → L by τ (r, ϕ) := (r, −ϕ). We obtain immediately the following: Let g be a Puiseux series convergent on B L (r) with denominator d. Then g • τ is a Puiseux series convergent on B L (r) with denominator
Proof of Theorem 3.3. We show the claim in two steps:
Step 1: There is a quadratic domain U ⊂ L and an f ∈ O(U ) such that Ref extends u.
Proof of Step 1:
We choose an embedding of D which we also denote by D. We also write u for u D . Then u has a continuous extension to D. We write h = u| ∂D . Let ϕ (0) , ϕ We may assume that s ≤ r and that arg(a(ϕ 0 )) < arg(a(ϕ 1 )). Recursively we define
k ) and a Puiseux series h k convergent on B L (s k ) with the following properties:
as follows: k = 1: r 1 := r, s 1 := s, D 1 := D, f 1 from Theorem 2.9, ϕ 1 and h 1 from α) and β) above.
Note that these data are well defined: By Proposition 1.9 a) D ′ k is well defined and f k+1 exists on D k+1 . It originates from a reflection process at Γ k and extends f k (compare with Example 3.4). By Proposition 1.9 b) and Remark 3.7 we can choose r(ϕ k+1 ) = r(ϕ . By construction and by Proposition 1.9 a) we see that a), b) and c) hold. We see that s k = s/100 k−1 and arg(a(ϕ k )) − arg(a(ϕ 0 )) = 2 k−1 (∢D). By the definition of Γ k and Definition 1.7 b) we get that
Hence we see that f has a holomorphic extension to
for all sufficiently large k ≥ 1 where
Then there is some C > 0 such that k(ϕ) ≤ C log(ϕ − α 0 ) for all sufficiently large ϕ > 0. Hence we find for α > α 0 some K > 1 such that f has a holomorphic extension to (r, ϕ) ∈ L | ϕ > α and 0 < r < K − log(ϕ−α 0 ) .
Doing reflections in the negative direction we see that f has a holomorphic extension to some quadratic domain U since log(ϕ − α 0 ) ≤ √ ϕ for all sufficiently large ϕ > α.
Step 2:
Theorem 2.9. Given R > 0 we show that there is a quadratic domain U R such that
Hence T f = g and we see with Theorem 2.9 that f ∈ Q(U ) if ∢D/π ∈ R \ Q.
Proof of Step 2:
We work in the setting of Step 1. We can assume that h 0 and h 1 have a common denominator d ∈ N and that there is a c > 0 such that |h i (z)| ≤ c for |z| < s, i = 0, 1. By Proposition 1.9 a), Proposition 1.10 and Remark 3.5 we see that h k is a Puiseux series on B L
with denominator d. Moreover, by induction we see
4 and all k ≥ 2. We fix R > 0. Let g 0 := α≤R a α P α (log z)z α . We choose R ′ > R with the following properties:
The two-dimensional Laplace operator and tameness
We may choose r in Step 1 such that the following holds:
and all α ∈ supp(g 0 ).
By Theorem 2.9 and condition (i) we find C > 1 such that |f
a) Let k ≥ 1. We show by induction that there is some
. By the inductive hypothesis we have to consider
with u k+1,
log with supp(g k+1,i ) ≤ R and some C k+1 , i > 0 such that
Since f k+1 = f k on Γ k we see that g 0 = g k+1,1 + g k+1,2 + g k+1, 3 and obtain that a) holds with C k+1 := C k+1,1 + C k+1,2 + C k+1,3 .
We show that there is some p k+1,j ∈ C[[z * ]] fin log with supp(p k+1,j ) ≤ R and some E k+1,j > 0 such that
Then we can choose g k+1,1 := p k+1,3 and 
We set p k+1,2 := −p k+1,1 and E k+1,2 := E k+1,1 . With Remark 3.5 we see that on B L (
As in the case j = 1 we see that there is
Hence we obtain by Proposition 1.9 a) and ( 
The estimates (3), (4) and (6) give now (2). (compare with the beginning of the proof of Step 2). Hence by Proposition 1.5 b) and condition (ii) we find g k+1,2 as described such that |u k+1,
As in the case i = 2 we can find with Proposition 1.5 b) g k+1, 3 and C k+1,3 as described. Moreover, we can choose C k+1,3 := C k+1,2 .
By the definition of C k+1,i , 1 ≤ j ≤ 3, and E k+1,j , 1 ≤ j ≤ 3, (note that | arg a(ϕ k )− arg a(ϕ 0 )| = 2 k (∢D) and that s k = s 100 k−1 we find a constant A > 1 independent from k such that C k+1 ≤ A k C k . Hence after enlarging A if necessary we see that
Moreover, we may assume that A k 2 ≤ s k for all k ∈ N. We choose R < S < R ′ with R ′ − S ≤ 1. We set
Using a similar argumentation as at the end of the proof of Step 1 we find some
where log + ϕ := max{0, log ϕ} and α 0 := arg |a(ϕ 0 )|. Doing reflections in the negative direction we see that f (z) − g 0 (z) = o(|z| R ) on some admissible domain U R ⊂ U since S > R and (log(ϕ − α 0 )) 2 ≤ √ ϕ eventually.
We need the following final ingredients for the proof of Theorem A. Let λ ∈ H \ {0}. We have B(|λ|, |λ|) ⊂ L via the identification of C \ R ≤0 with
and for ρ > 0 we define r ρ,λ : Proof:
By considering finite coverings we can assume that V := {(r, ϕ) ∈ U | ϕ 0 < ϕ < ϕ 0 + π} for some ϕ 0 ∈ R. Let a := (1, ϕ 0 ) ∈ L and ψ := m(a, p 1 (z)) ∈ OL * 0 . Then f •ψ ∈ Q(W ) for some quadratic domain by Proposition 1.19 c).
for all sufficiently small r > 0 and we can assume therefore that ϕ 0 = 0. Hence via the identification of C \ R ≤0 with {(r, ϕ) ∈ L | − π < ϕ < π} we have to show that f | H∩B(0,r) is definable in R Q for some r > 0. We define Φ :
We consider g a := r 1,λa Φ with λ a := e ia . By Remark 3.7 we have that g a ∈ Q 2 1 . We set
Hence there is some r a > 0 and some quadratic domain U a such that G a ∈ Q 2 1 (U a × B(0, r a )). We can assume that U a = {(r, ϕ) ∈ L | 0 < r < c a exp(−C a |ϕ|)} with some positive constants c a , C a . We define G * a : U a × B(0, r a ) → C, (z 1 , z 2 ) → G a (τ (z 1 ), z 2 ). Note that G * a ∈ Q 2 1 (compare with [23, Proposition 7.3] . We set RG a := + a) ) and J G a (r, ϕ) = Imf (re i(ϕ+a) ) = Imf (r cos(ϕ + a), r sin(ϕ + a)). Since the polar coordinates are definable in R Q we find by a compactness argument (note that a ∈ [0, π]) some r > 0, such that f | H∩B(0,r) is definable in R Q .
We obtain Theorem A: Theorem 3.9.
Let Ω ⊂ R 2 be a semianalytic and bounded domain without isolated boundary points. Suppose that ∢(Ω, x) ⊂ π(R\Q) for all x ∈ Sing(∂Ω). Let h : ∂Ω → R be a continuous and semianalytic function on the boundary and let u be the Dirichlet solution for h. Then u is definable in the o-minimal structure R Q,exp .
Proof:
Let x ∈ Ω. We show that there is a neighbourhood V x of x such that u| Vx∩Ω is definable in R Q,exp and are done. Applying the Laplace operator to the first integral we see by switching differentation and integration that the first summand is harmonic in B(y, s) and hence real analytic in B(y, s); the second one is definable in the o-minimal structure R an,exp by [6, Théorème 1 ′ ]. Hence u| B(y, s 2 ) is definable in R an,exp . Let 0 < t < r such that ϕ has a holomorphic extension to B(x, 2t) and ϕ(B(x, t)) ⊂ B y, s 2 . Then u| B(x,t) = u • ϕ| B(x,t) is definable in R an,exp which is a reduct of R Q,exp . Case 2.2: x ∈ Sing(∂Ω). We may assume that x = 0. There is a subanalytic neighbourhood V of 0 such that V ∩ Ω is the disjoint union of corner components of Ω at 0. Let C be such a corner component. Then ∢ 0 C ∈ π(R \ Q) by assumption. By Theorem 3.2 there is a quadratic domain U ⊂ L and an f ∈ Q(U ) such that Ref extends u| C . With Proposition 3.8 we get that u| C is definable in R Q and hence in R Q,exp . This shows the claim.
As an application we obtain the definability of the Green function.
Corollary 3.12.
Let Ω ⊂ R 2 be a semianalytic and bounded domain without isolated boundary points. Suppose that ∢(Ω, x) ⊂ π(R \ Q) for all x ∈ Sing(∂Ω). Let y ∈ P . Then the Green function of Ω with pole y is definable in R Q,exp .
Let y ∈ P and K y : R 2 \ {y} → R, x → log 1 |x−y| , be the Poisson kernel with pole y. Then the Green function of Ω with pole y, denoted by G Ω y , is given by G Ω y = K y − u, where u is the Dirichlet solution for K y | ∂Ω . Since K y | ∂Ω is semianalytic we have by Theorem 3.9 that u is definable in R Q,exp . Since K y is definable in R exp we obtain the claim.
In the case of semilinear domains we can overcome the restriction on the angles: Corollary 3.13.
Let Ω ⊂ R 2 be a semilinear domain without isolated boundary points. Let h : ∂Ω → R be a continuous and semianalytic function on the boundary and let u be the Dirichlet solution for h. Then u is definable in the o-minimal structure R Q,exp .
Let x ∈ Sing(∂Ω) and let C be a semilinear representative of a component of the germ of C at x such that the germ of Ω at x is connected. If ∢ x C/π ∈ Q we see with [21, Corollary 4 ] that u| C is definable in the o-minimal structure R an,exp . With the proof of Theorem 3.9 we obtain the claim.
