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Computer-Oriented Approaches to Pattern Recognition. By WILLIAM S. MEISEL. 
Academic Press, New York and London, 1972, 250 pp. 
Pattern recognition is a field which has derived its material from several 
different disciplines, among them psychology, philosophy, mathematics, 
statistics, numerical analysis, computer science, and biology. This implies 
a potential difficulty in achieving a presentation ofmaterial which is compre- 
hensible to a majority of readers interested in this field. Although many of 
the actual problems concern several of these disciplines, it has usually been 
necessary to concentrate on one or a few aspects in any given presentation. 
A pattern recognizer traditionally has been viewed as comprising of two 
parts, a feature xtractor and a classifier. The classifier contains procedures 
which are general and essentially independent of the actual problem. The 
feature xtractor on the other hand is very much dependent upon the actual 
problem and no general theory has emerged on how to deal with it. Feature 
extraction procedures so far are ad hoe, often referred to as "a bag of tricks." 
Statistical classification theory, by contrast, is fairly well developed, 
starting with the work by Neyman and Pearson (1928) on decision theory 
which introduced the probability of error as a decision criterion. The concepts 
of loss and risk were introduced by Wald (1939) making it possible to further 
generalize the theory. In 1936, Fischer introduced the use of discriminant 
functions for classification problems, and subsequently Bayesian decision 
theory was used in pattern recognition by Chow (1957), who also investigated 
the relationship between error and rejection rates. Currently the number of 
workers in the field is increasing so quickly that it is becoming more and more 
difficult to single out a few important contributions. The generally well- 
behaved multivariate normal case has now been investigated in great detail; 
a great deal of work has also been devoted to nonparametric methods, 
learning classifiers, sequential c assifiers, etc. 
One area of great interest involves the realization of pattern recognition 
procedures and their application to existing problems. Today the advent of 
fast and inexpensive computers has made the implementation of pattern 
recognition systems increasingly attractive. Despite tedious computations, 
it is now possible to establish arbitrary loss functions and to satisfy them with 
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numerical optimization techniques. Numerical techniques can also be used 
to construct probability densities from a given set of samples. Meisel's book 
deals with numerical methods for solving various problems of this type in 
pattern recognition. 
The first chapter contains ageneral overview of basic concepts and methods 
in mathematical pattern recognition. The topics include normalization, 
distance measures, decision boundaries and discriminant functions. The 
problem of dimensionality in relation to sample size and the number of classes 
is discussed as is the related problem of size of design set and test set. 
Chapter 2 gives a brief review of some concepts concerning statistical 
formulation and parametric methods. 
Chapter 3 gives an introduction to optimization techniques. Different 
methods are described and are employed in different applications in the 
following chapters. 
Chapter 4 deals with the formulation of the loss function and various ways 
to minimize that function with respect o the position of decision hyper- 
planes. This is done for the two-class problem as well as for the N-class 
problem. 
Chapter 5 deals with the indirect approximation of probability densities. 
This is done using integral-square, l ast-mean-square, and weighted-mean- 
square approximations. 
Chapter 6 treats the direct construction ofprobability densities by potential 
functions (Parzen estimators). These methods require only the specification 
of the form of the potential function. The problems around the choice of 
form of potential function and the choice of size and shape parameters are 
discussed as well as efficient decision rules based on potential function 
methods. 
Chapter 7 discusses piece wise linear discriminant functions and piece wise 
linear boundaries. It gives indirect approaches to the derivation of piece wise 
linear discriminant functions and derivation by linear programming. The 
perceptron theory is briefly discussed here. 
Chapter 8 deals with cluster analysis and unsupervised learning. It treats 
the problem of how to describe subregions and cluster analysis as a decomposi- 
tion of probability densities. Two main problems in this field involve how 
to get initial knowledge of the cluster structure and then how to improve 
your initial parameters describing the cluster. Various procedures are 
described, including similarity matrices and graph-theoretic methods. The 
relation to unsupervised learning is discussed. 
Chapter 9 has a detailed treatment on feature selection. The general 
background to this problem is dealt with first. Different ypes of transforma- 
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tions are then presented and the problem of selecting n out of m features is 
described. A number of measures of feature quality are defined and the related 
problem of separability using probability estimates is discussed. Various 
expansions in orthonormal functions are given as well as ways to incorporate 
the cost of features. 
Chapter 10 has a brief treatment of a few special topics which include 
sequential feature selection, linguistic pattern recognition and nonstationary 
pattern recognition. 
The book also includes two appendices dealing with the representation a d 
approximation of multivariate functions and the definition of a set of ortho- 
normal polynomials. 
This book covers a great deal of material and is an excellent reference 
source in the area of mathematical pattern recognition. This is further 
enhanced by the numerous references that are supplied. It would seem to be 
of greatest value to people who are already familiar with the traditional 
parametric techniques and also have some experience in the field. The author 
suggests that the book be used as a textbook in pattern recognition. However, 
if it is used as a first textbook it should, as the author comments, be supported 
with other material. This supplementary material should give an introduction 
to the classical Bayes classification theory. 
I have only a few other (minor) criticisms. Chapter 2 is intended to discuss 
the statistical formulation and parametric methods. It appears likely that the 
author felt a duty to include a chapter covering such material while feeling no 
real devotion to the subject. However, this is not a serious drawback since it 
must be stated that there is no need to cover such material in a book of this 
type. In addition the order in which material is presented in the book does not 
always seem to be the optimal one. As an example, in Chapter 4 some 
mathematical operations are reviewed but these operations have, already 
been used in Chapter 2 and 3. It has to be admitted though that it is difficult 
to give a coherent presentation of such material covering such a broad range. 
In summary, this is a book covering a great deal of material that is not 
covered elsewhere xcept in journal articles. It should thus become areference 
source for many workers in the field of pattern recognition. 
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