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Introduction
The regulation of the quantity and quality of bank capital has become the most important feature of financial market regulation since the original Basle Accord of 1988. The basic aim of regulators is to require that banks and securities houses maintain sufficient capital to absorb unforeseen losses. Broad agreement exists about the need to impose minimum capital risk requirements (MCRR) in order to maintain the stability of the financial system, however there exists far less agreement about how this minimum amount of capital should be calculated 2 .
This disagreement is most apparent in the wide range of ways in which MCRRs can be We address an approach to the calculation of MCRRs which is similar in spirit to the approach adopted in many Internal Risk Management Models (IRMM), and which involves the calculation of the institution's value at risk (VaR) inherent in its trading book positions.
VaR is an estimation of the probability of likely losses which might occur from changes in market prices from a particular securities position, and the MCRR is defined as the minimum amount of capital required to absorb all but a pre-specified percentage of these possible losses.
The Basle Accord of the BIS has agreed that banks should be allowed to use their own IRMMs models as long as these models are "sound", i.e., that they have been properly back and stress tested. The Accord requires that the MCRRs calculated using IRMM should be multiplied by a factor of three 4 (or up to a factor of four if the regulators are unhappy with the IRMM). These models will become more important for European banks and investment firms who are currently obliged to comply with the CAD. Under a revised version of CAD (known as CAD II which will supersede the original version once the necessary legislation has been passed 5 ), their use will be permitted. The experience of financial institutions who already use
IRMMs under the Basle regulations shows that the use of such models can reduce the necessary capital charges for market risks compared with the current EC building block approach. Given the importance of setting appropriate MCRRs (and the potential costs involved in setting inappropriate standards) it is equally important that academics and practitioners alike continue to investigate this methodology. It is expected that financial institutions in London will be in a position to implement IRMMs soon after the necessary legislation has been passed (for a fuller discussion of the implications of CAD II see Clifford Chance (1998)).
In this paper we extend the work of Hsieh (1993) , and calculate MCRR's for three of the most popular financial futures contracts traded on the London International Financial Futures Exchange (LIFFE)the FTSE-100 stock index futures contract, the Short Sterling contract and the Gilt contract. We also place considerable emphasis on out-of-sample tests of our models, a practice which is not commonly undertaken in this literature. Recent derivatives disasters, for example, see the cases of Barings, Metallgesellschaft, Orange County or Daiwa, have highlighted the need for a better understanding of the risks inherent in derivatives 4 This bizarre rule is a compromise. US regulators wanted institutions to be able to use the "raw" MCRR value generated by the model, while the German delegation wanted this number to be multiplied by a factor of 5. The multiple of 3 represented a compromise -half way between the multiples of 1 and 5 ! 5 The proposal is due to be adopted by the EU's Council of Ministers, and the European Parliament under the codecision procedure.
positions. The motivation of this paper is to calculate appropriate minimum capital risk requirements for these three derivatives and to highlight a potentially serious problem with the basic methodology of using estimated conditional variance models for forecasting volatility as an input to risk management models.
The most important finding in this paper is that the MCRRs which we calculate here based upon ARCH-type models of conditional volatility, are considerably larger when they are calculated with disregard for the commonly found "excessive volatility persistence" implied in ARCH-type models compared with an approach which we propose here which takes account of this phenomenon. The observed excess persistence leading to excessive capital risk requirements confirms the results of Hsieh (1993) in the context of US futures contracts. The difference between the two sets of MCRRs is enough to make a significant impact upon the costs of holding positions in these securities. We also extend previous research in this area to perform out-of-sample tests of the calculated MCRRs which show that the lower MCRR produced by the model which takes account of the excess volatility persistence is adequate for all three futures contracts. The rest of this paper is organised as follows: in Section 2 we present some preliminary exploratory analysis of our data set; in Section 3 we consider alternative models of conditional volatility; we outline our basic methodology for calculating MCRRs in Section 4; in Section 5 we present our results; and we conclude the paper in Section 6 with suggestions for future research.
Data and preliminary analysis
In this study we calculate MCRRs for three LIFFE futures contracts -the FTSE-100 Index
Futures Contract, the Long Gilt Futures Contract and the Short Sterling Interest Rate Futures
Contract -based upon their daily settlement prices 6 . The data was collected from Datastream International, and spans the period 2 January 1985 to 16th September 1996. The sample period includes the October 1987 stock market crash, and sterling's exit from the European Exchange Rate Mechanism in the September of 1992. Observations corresponding to UK public holidays (i.e., when LIFFE was closed) were deleted from the data set to avoid the incorporation of spurious zero returns, leaving 2961 observations, or trading days in the sample. In the empirical work below, we use the daily log return of the original price series. Table 1 that all three security returns series show strong evidence of leptokurtosis. They are also highly skewedthe FTSE-100 contract returns are skewed to the right while the returns on the Long Gilt and Short Sterling contracts are skewed to the left.
It is evident from
The Bera-Jarque test statistic consequently rejects normality for all three derivative return series. The observed non-normality of the asset return distributions provides a strong motivation for the use of a semi-nonparametric procedure, such as that employed here, in the calculation of capital risk requirements.
Following Hsieh (1993) , an important issue in the context of MCRR calculations is the extent to which the returns on a security position exhibit non-linear dependence, because this will affect our forecast of the underlying returns series. To this end we make extensive use of the BDS test (Brock, Dechert and Scheinkman, and LeBaron, 1996) . The BDS test is asymptotically distributed as a standard normal variate under the null hypothesis of independent and identical distribution (iid). The BDS test can detect many types of non-iid behaviour, including linear dependence, non-stationarity, chaos and non-linear stochastic processes (Hsieh, 1991) . The test can also be applied to the residuals of a linear or ARCHtype model (a pre-whitening or bleaching process) to see if there is further dependence beyond that described by these models. However, in the case of ARCH-type models (which we employ here in the calculation of the MCRRs for the three derivatives), new critical values for the test statistic have to be estimated because (following ARCH-filtering) the test statistic will no longer be distributed as a standard normal under the null (Brock et al, 1991) . Brock et al (1991) give a rigorous theoretical derivation of the test and a number of examples of its use.
Based upon Monte Carlo studies of data generated from various distributions, Brock et al suggest that the finite sample distribution can approximate the asymptotic distribution of the BDS statistic for 500 observations or more. They also recommend that the embedding dimension (m) should be 5 or lower for a sample of the size used here and that  should be between 0.5 and 2 times the standard deviation of the data. The approximation appears not to be affected by skewness, by heavy tails or by moment conditionality failure (de Lima (1997)), but rather by bimodality or thin tails. The results of the BDS tests are shown in Table 2 . The null of iid is rejected for all three returns series at the 1% level for all combinations of the user-adjustable parameters. This is consistent with similar findings in the futures & spot currency markets (Hsieh, 1989 (Hsieh, & 1993 . Rejections are strongest for the Short Sterling contract and weakest for the Long Gilt contract, but for all three contracts there is very strong evidence against the iid null hypothesis 7 .
In order to investigate the cause of the rejection of the null of iid, we estimate the autocorrelation coefficients and the Ljung-Box Q-Statistics of both the log price changes and the absolute values of the log price changes (Hsieh, 1993) . These results are shown in Table  3 . The autocorrelation coefficients and the Ljung-Box Q statistic of the absolute values of log price changes are much larger than the autocorrelation coefficients of log price changes. This suggests that the rejection of the null of iid in Table 3 is due to non-linear dynamics in the raw returns data rather than linear dynamics. The Ljung-Box Q(10) statistic given in the last row shows no significant evidence of autocorrelation in any of the returns series, while there is highly significant evidence of serial correlation in the absolute values of the returns.
Following the rejection of the null hypothesis of iid for each series, which is not due to linear dependence, it is likely that there is non-linear dependence in the series. However, in order to select an appropriate parametric model to characterise the series we need to know whether the non-linearity is "in-mean" or "in-variance". Hsieh (1989 Hsieh ( , 1991 has proposed a method for testing for non-linearity-in-mean directly. The test has the null hypothesis that the conditional mean function is zero, and is based upon the following conditional mean equation:
If the conditional mean is zero, then its bicorrelation coefficients, denoted (i, j),
3/2 , are zero for i, j  1, following the Law of Iterated Expectations.
Hence, under the null hypothesis, the third order moment, Hsieh (1989) tests (i, j) = 0 individually using a test statistic which has a normal distribution while Hsieh (1991 Hsieh ( , 1993 test the composite null hypothesis that (i, j) = 0 for 0 < i  j  m, for a given m, using a  2 statistic. The results presented in Table 4 indicate little evidence for the presence of nonlinearity "in-mean" since none of the bicorrelation coefficients of the fifteen are significant, even at the 10% level for the three series. Moreover, in no case can the joint null hypothesis that all the bicorrelation coefficients are zero be rejected. Therefore, we can conclude that the earlier rejection of the iid null is due to the presence of non-linear dependence "in-variance".
ARCH modelling and volatility persistence
The non-linearity tests employed in the previous section have highlighted the necessity for careful modelling of the conditional variance of the futures returns since these models will form the basis of the MCRR calculations below. Rather than choosing a model a priori, we fitted a number of models to the returns series for all three contracts in an attempt to see which model was "most appropriate". The models were: ARCH(1), GARCH(1,1), GARCH(1,1)-t, EGARCH(1,1), GJR(1,1) and an AR Volatility model 8 . However, one of the main criticisms of ARCH-type models is that in practice the estimated persistence is too high to reproduce observed volatility behaviour. Hamilton and Susmel (1994) addressed this problem by adopting a Markov Switching ARCH model which allowed the observed conditional variances to be drawn from more than one regime. On the other hand, Lamoureux and Lastrapes (1990, 1994) used the total volume of stock traded within a day, exogenously and endogenously respectively, as a way of reducing volatility persistence.
A proxy for Overnight Volatility (ONV t ) is used in this paper to help explain the level of volatility persistence: 
where v t is iid, and  p t , is a high/low estimator of volatility (see Hsieh, 1993, p53 where open t is the opening price of the contract on day t and close t-1 is the closing price of the contract on day t-1. According to Gallo and Pacini (1997) , this variable may capture accumulated overnight information which may be a useful proxy for capturing the persistence in the conditional heteroscedasticity of security returns.
A number of predictive models of asset return volatility have been suggested (see, for example, Brailsford and Faff, 1996 , Dimson and Marsh, 1990 , or Brooks, 1998 , and the references therein). The criterion which we use to choose the "best" model from the list of conditional volatility models above is the degree to which the model captures all non-linear dependence in returns. This can be tested by reapplying the BDS test to the standardised
1 2 ) of each of the estimated ARCH models. An appropriate model is defined
here as being a model whose standardised residuals are iid, since this indicates that there is no further structure left in the data. Unfortunately, as mentioned above, the BDS test is biased in favour of the null hypothesis of iid when applied to standardised residuals of ARCH-type models. New critical values need to be calculated for the standardised residuals of these models. We calculated critical values using the following steps: firstly, we generated artificial data based upon an ARCH-type model (given our coefficient estimates), we then estimated the appropriate ARCH-type model on this data, and saved the residuals from this fit, and then finally ran the BDS test on the residuals. This simulation was repeated 5,000 times. A model was then accepted as being a reasonable description of the data if the estimated value of the BDS test statistic on the standardised residuals was lower than the corresponding simulated critical value. The "best" model, given our criterion, for all three contracts proved to be the GARCH(1,1) model. Other models like the GARCH(1,1)-t and the autoregressive volatility model were appropriate for only one of the three contracts while the EGARCH(1,1) model used by Hsieh (1993) was appropriate for none of the contracts. We will therefore present those results which relate only to the GARCH(1,1) model 9 . The simple GARCH (1,1) model which we use to calculate the MCRRs is shown in expression (5):-  N(0,1) . The results from estimating this model for all three contracts are shown in rows 1 to 3 of MCRR calculations which we present in Section 5 below, since a higher degree of persistence will imply that periods of high volatility are imputed by the model to last longer and therefore that higher amounts of capital should be held against positions in these securities.
A methodology for estimating MCRRs
Capital risk requirements are estimated for 1 day, 1 week, 1 month and 3 month investment horizons by simulating the conditional densities of price changes, using Efron's (1982) bootstrapping methodology based upon the GARCH(1,1) model presented in equation (5) A securities firm wishing to calculate the VaR of a single securities position 10 would have to simulate the price of the contract when it initially opened the position. To calculate the appropriate capital risk requirement, it would then have to estimate the maximum loss that the position might experience over the proposed holding period 11 . For example, by tracking the daily value of a long futures position and recording its lowest value over the sample period, the firm can report its maximum loss per contract for this particular simulated path of futures prices. Repeating this procedure for 20,000 simulated paths generates an empirical distribution of the maximum loss. This maximum loss (Q) is given by:
where 0
x is the price at which the contract is initially bought or sold; and x 1 is the lowest simulated price (for a long position) or the highest simulated price (for a short position) over the holding period. Assuming (without loss of generality) that the number of contracts held is 1, we can write the following: choice of GARCH model impacts upon the MCRR. 10 See Dimson and Marsh (1997) for a discussion of a number of potential issues which a financial institution may face when calculating appropriate levels of capital for multiple positions during periods of stress. 11 The current BIS rules state that the MCRR should be the higher of the: (i) average MCRR over the previous 60 days or (ii) the previous trading days' MCRR. At the time of writing, it is not clear how CAD II will require the exact calculation to be made.
In this case, since 0 x is a constant, the distribution of Q will depend on the distribution of 1 x .
Hsieh (1993) . Cross-multiplying and taking the exponential,
We also use the unconditional density to calculate MCRRs so that we can make a direct comparison between the ARCH approach and this much simpler approach which ignores the non-linear dependence in the conditional volatility of the returns series. To use the unconditional density, the x t' s are drawn randomly, with replacement, from the in-sample returns.
Confidence Intervals for the MCRRs are estimated using the jackknife-after-bootstrap methodology of Efron & Tibshirani (1993) . These Confidence Intervals are estimated to give an idea of the likely sampling variation in the MCRR point estimates and help determine whether the differences in the MCRRs for the conditional and unconditional models are significantly different.
The jackknife-after-bootstrap provides a method of estimating the variance of the 5 th quantile of ln(x 1 /x 0 ) using only information in the 20,000 bootstrap samples.
To verify the accuracy of this methodology, we compared the actual daily profits and losses of the three futures contracts with their daily MCRR forecasts in a hold-out sample. In this case, instead of expression (6) we will work with the following:
where t x is the price of the contract at time t and 1  t x is the simulated price at time t+1. This will give us a time series of daily MCRR forecasts. Our measure of model performance is a count of the number of times the MCRR "underpredicts" future losses. It has been assumed that there is a 5% chance that the observed loss exceeds the MCRR forecasts, hence if the observed loss exceeds the MCRR more than 5% of the time, we can reject the underlying model.
The MCRRs
The MCRRs for the three contracts based upon the unconditional density and the GARCH(1,1) and GARCH(1,1,ONV) models are presented in Table 6 . Close inspection of Table 6 reveals that the MCRRs are always higher for short compared with long futures positions, particularly as the investment horizon is increased. This is because the distribution of log-price changes is not symmetric: there is a larger probability of a price rise in all three futures contracts than a price fall over the sample period (i.e., the mean returns in Table 1 are all positive), indicating that there is a greater probability that a loss will be sustained on a short relative to a long position. For example, the MCRR for a long Short Sterling position, calculated using the GARCH(1,1) model and held for three months is 2.699%, but is 5.874%
for a short position. The MCRRs estimated here using UK futures contracts are typically around twice those comparable figures from Hsieh (1993, table 9, p60) . This difference could be attributable to the considerably higher proportion of extreme events in our sample, as evidenced by the higher degree of excess kurtosis.
The MCRRs based upon the GARCH(1,1) model are always higher than for both of the alternative methods of calculation 12 . This result highlights the additional volatility persistence implied in the GARCH(1,1) model. A higher degree of persistence implies that a large innovation in contract returns (of either sign) causes volatility to remain high for a relatively long period, and therefore the amount of capital required to cover this protracted period of higher implied volatility is also higher. The effect of this excess persistence is considerablewith MCRRs increasing by a factor of three or four in most cases. For example, the MCRR GARCH(1,1,ONV) estimate for a long contract position in the Long Gilt is 9.406% for a three month investment horizon, whereas the comparable figure for the GARCH(1,1) model is 12.619%. In addition, the unconditional MCRRs are always greater than those based upon the GARCH (1,1,ONV) model. Capital requirements are highest for the contract which is most volatile, i.e. the FTSE-100 stock index futures contract, while the Short Sterling contract is least volatile of the three and therefore requires less of a capital charge. We can also see that the MCRRs are actually lower when we use the unconditional density compared with those generated using the GARCH(1,1) model in the cases of both the FTSE-100 and Long Gilt contracts. However, the conditional and unconditional MCRR estimates for a long position in the Short Sterling contract are much closer as the investment horizon increases.
Approximate 95% confidence intervals for the MCRRs calculated from the unconditional density and from the two GARCH models are presented in Table 7 . The most important feature of these results is the "tightness" of the intervals around the MCRR point estimates.
For example, the 95% confidence interval around the MCRR point estimates of 9.406% for a long contract position of three months in the Long Gilt using GARCH(1,1,ONV) is 9.124% to 10.393%. In addition, in the cases of all three contracts the confidence intervals for the conditional GARCH and unconditional density models never overlap. This indicates that there is a highly statistically significant difference between the MCRRs generated using the conditional and unconditional densities. The lower MCRR from the former model then may be worth the extra effort and could lead to a significant decrease in the costs of maintaining positions in these securities. However, the confidence intervals estimated are considerably wider than those of Hsieh (1993, table 10, p61) . Again, this result can be rationalised by reference to the higher proportion of large positive and large negative returns in our series.
For a fuller evaluation of the results perform an out-of-sample test of the MCRRs based upon the two GARCH models. This additional quality assurance exercise is not usually undertaken in this literature. We therefore calculated MCRRs for a 1 day investment horizon for each contract and for both short and long positions on day t and then checked to see whether this MCRR had been exceeded by price movements in day t+1. We rolled this process forward, indicating that the MCRRs generated in this fashion were insufficient to cover losses on 6% of the days in the hold-out sample. The GARCH(1,1) results without ONV presented in Panel B
of Table 8 show that the realised percentages of MCRR violations (for both long and short positions) are far lower than the nominal 5% coverage, indicating that the volatility persistence in the GARCH(1,1) models has led to too high a capital charge being imposed compared with that necessary to give a true 5% coverage. However, the results for the GARCH(1,1,ONV) model in Panel C of Table 8 show that for the FTSE-100 Index and the Long Gilt contracts, the calculated daily MCRR was exceeded on exactly 5% of occasions during our 500 day hold-out sample for both long and the short positions. Thus we believe this result to be a strong validation of our approach. The number of exceedences in the out of sample period for the Short sterling contract is 3% for both long and short positions, indicating that the estimated MCRRs are slightly excessive, although they are still closer to the nominal 5% level than their counterparts calculated using the GARCH(1,1) model.
Conclusions
Under CAD II, European banks and investment firms will shortly be able to calculate appropriate levels of capital for their trading books using IRMMs. It is expected that these models will be in widespread usage, particularly in London, soon after the necessary legislation has been passed. Given this development in the international regulatory environment, this paper investigated certain aspects of this technology by calculating MCRRs for three of the most popular derivatives contracts currently trading on LIFFE. Our results indicate that MCRRs based upon GARCH-type models which are designed to take explicit account of the persistence normally implied in such models, might be as much as two times lower than those MCRRs calculated from ARCH models which do not take account of this phenomenon. Moreover, in a hold-out sample of two trading years, the GARCH model modified to include ONV gives proportions of exceedences which are much closer to the nominal 95% coverage rate than a pure GARCH(1,1) or an unconditional model. While we are not suggesting that our method is the best approach to the problem, since there were many other alternative and valid adjustments which we could have made to the model, we do believe that our results should serve as a word of warning to those banks and securities firms which are currently using (under BIS rules), or are planning to use (under CAD II) technology of this kind to calculate appropriate MCRRs against such positions. Practitioners who use models from the GARCH family, but do not take into account the excess volatility persistence implied by the estimated models, are in danger of biasing their estimated capital requirements upwards, thus potentially wasting valuable resources. GARCH(1,1) and GARCH(1,1,ONV 0.00* (0.00) Notes:  is given in terms of basis points; All entries in the  column (both coefficients and their standard errors) have been multiplied by 100,000; standard errors are in parentheses; * indicates significance at the 5% level. GARCH(1,1) model, both with and without the Overnight Volatility Variable.
Horizon
Long Positions Short Positions Uncond.
GARCH (1,1) GARCH(1,1,ONV) Uncond .  GARCH(1,1) GARCH(1,1,ONV GARCH(1,1) and GARCH(1,1,ONV) Note: the nominal probability of MCRR violations was set at 5% (see text for more details).
