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Abstract: For a self-adjoint second-order model singular perturbation problem global uniformly convergent schemes 
are constructed. The basic idea consists in replacing the coefficients by piecewise polynomials and solving the resulting 
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1. Introduction 
Consider the self-adjoint model singular perturbation problem 
L,u := -~2u”+p(x)z4 ‘f(X), 
u(0) = U(1) = 0. 
(1) 
Here we assume that e is a small, positive parameter and that the coefficient p(x) satisfies 
p(x) >pO > 0, further let p, f be continuous. 
We are interested in global (that means for all x) uniformly with respect to the parameter e 
convergent discretization methods, that means 
(4 
In (2) uh(x) denotes the approximate solution, h the step size of the discretization, C a constant 
independent of h and E, and 4 gives the convergence order of the method. 
O’Riordan and Stynes [lo] constructed a Petrov-Gale&in-method with this property and 
q = 1, Surla and StojanoviC [12] proved under the restrictive assumption p(x) = constant global 
first-order convergence using a collocation technique with exponential splines. Recently Gart- 
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land [6] extended the results of O’Riordan and Stynes to the singularly perturbed problem 
i,u:= --EU”fa(+‘+ b(x)u=f(x), 
u(0) = u(l) = 0. 
(1*) 
He assumed 
a, b, f~ W’@ and a:=min{u(x):O~x~l} >O. 
Gartland also used a Petrov-Galerkin-technique with special test functions but he was able to 
characterize general conditions to the trial functions which safeguard the uniform convergence 
between the knots. 
In Section 2 we discuss our basic idea to construct global uniformly convergent schemes to 
replace the variable coefficients of the differential equation by piecewise polynomials and to 
solve the resulting problem exactly. In some papers on uniformly enclosing discretization 
techniques we used the same basic idea (compare [l,ll]). 
In general, it is not possible to control the error using the estimate (2) in an effective way 
because one has no information on the size of the constant C. Now, under the assumption 
f(x) > 0 it is possible to modify our methods in such a way that uh(x) is an upper or lower 
solution, respectively. Upper and lower solutions guarantee a reliable assessment of the error. 
In Section 3 we construct in detail first- and second-order global uniformly convergent 
schemes. Let us notice that one of the well-known various ways to derive the El-Mistikawy-Werle 
scheme follows the idea of replacing the coefficients by piecewise constants, too, and that 
recently [4] a similar idea independently is used in connection with a turning point problem. Our 
approach includes, considered as a difference scheme, the El-Mistikawy-Werle scheme but in 
contrast to [6,10] our technique is more related to Cl-collocation (Surla and Stojanovic use 
C*-collocation) and provides approximate values for the exact solution between the grid points 
in a more natural way. 
2. The general approach 
Let some grid be given on the interval [0, 11, i.e., 
o=x,<x,< ..a <x,_,<x,=l. 
The corresponding step sizes we denote by-h, := xi - x,-i, the mesh width h by h = max h,. 
On the given grid we assume p(x) and f(x) to be arbitrary piecewise polynomial approxima- 
tions of p and f, respectively, of order k + 1 with 
k 
j = c p”xP and (p(x) -j(x) ( G Chb+’ for all x E (x~_~, xi), 
p=o 
f= ;: LPxP and If(x) -f(x) 1 < Chf” for all x E (xi-r, xi). 
p=o 
Let us denote by C a generic constant which does not depend on c and h. Now, we define w(x) 
as the weak solution of the boundary-value problem 
L,w = -c2w” fjiw =f, 
w(0) = w(1) = 0. 
(3) 
H. -G. Roos / Singular perturbation problem 11 
That means, w belongs to the Sobolew space Ht(O, 1) = I/ and satisfies 
( EW’, u’) + (pw, u) = (f, u) for all UE I/, (3*) 
where ( , ) denotes the scalar product in L2(0, 1). In [7] one can find weak maximum principles 
for Hi-solutions of second-order elliptic boundary-value problems. We need (compare [7]) the 
following result. 
Lemma 1. Let us assume u1,2 E H1(O, l), u,(O) < u2(0), u,(l) d u*(l) and (EU;, z’) + ( pul, z) < 
( EU;, z’) + (@I,, z) for all z 2 0, z E H’. Then uI(x) < Q(X) for all x E [0, 11. 
Lemma 1 allows us to estimate the difference between u(x) and w(x) in a simple way. 
Lemma 2. There exists a constant h, such that for h < h, the boundary-ualue problem (3) admits a 
unique weak solution, moreouer w E C’ and the difference between the exact solution u(x) of our 
modelproblem (1) and w(x) satisfies (1 u - w 11 < Chkf’. 
Proof. For sufficiently small h we have j(x) 3 ipO, thus the unique solvability of (3*) is 
obvious. w E H2 implies w E C’. 
The difference between u and w satisfies 
(u-w)(O)=(u-w)(l)=0 and 
(c(u - w)‘, z’) + (j(u - w), z) = (f -f+(p -p)u, z). 
The uniform boundedness of u with respect to 6 results in 
sup ) f -f+(p -p)uj < Chk+‘. 
xt[O, 11 
Thus, the assertion of Lemma 2 follows from Lemma 1 setting ul := u - w and choosing a 
constant barrier function u2. 0 
Remark. Reference [6] contains a similar result for problem (l*), more precisely Gartland stated 
(without proof for a, b E L”) the stability result 
II u II L* G C( 1) i,UJI,l + 40) + u(I)). 
Using this result it would be possible to extend Lemma 2 to boundary-value problems of the 
form (l*) using the uniform boundedness of the L’-norm of u with respect to 6 (estimating 
(a - a)~‘). 
The function w(x) is the global (k + l)th-order uniform approximation of the exact solution 
of the boundary-value problem (1); let us set u,,(x) := w(x). Of course, it is difficult to solve the 
boundary-value problem (3) exactly in the case k > 0. First we introduce patched base functions; 
+/, $$, Ir/:, . . . , I); are defined by 
%,= 0, 49(x,) = 40 @a) 
L,l/J;” = 
i 
Irn in (x,-i, ~~1, for all i. 
otherwise, 
with +7(x;) = 0 @b) 
Then, uh(x) allows the representation (due to f= E,k+f~x”) 
N-l 
u/Ax) = c v#+> + ;: blcx4. (5) 
i=l m=O i=l 
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The property uh E C’ generates a linear, tridiagonal system for the approximate values in the 
grid points ui. The resulting difference equation is written in the form 
r,-u,-1 + $Ui + ri+ui+i =L?(f). (6) 
Then, we have 
riw = &,(xi - 0), r: = -+:+l(,xi + 0), 
r: = $i(xi - 0) -$:(x1 + 0) (7) 
T(_f) = - 5 h”(J/Y)‘(Xi-O) + fl hM+l(+Zn+l)‘(xi + O)* 
m=O m=O 
Obviously the scheme (6) allows an interpretation as a compact difference scheme, and we 
conjecture that there exists a close relation to the HODIE schemes derived by Gartland [5] to 
achieve uniform higher-order convergence in the grid points. 
The computability of our patched base plays the central part in our concept. First of all the 
functions $7 can be computed starting from the base functions $I~. The functions +,_t and $I! 
are a fundamental system of the homogenous equation E,$ = 0 on the interval (x1_,, x,) with a 
constant Wronskian IV. Thus we get in (x,-t, x,) 
From this representation follows 
-c’($;“)‘(x,-, + 0) = - fx’ t”$l_l(t) dt, 
Jx/-I 
-c’(t,b;“)‘(x,- 0) = 
/ 
x’ t”&(t) dt. 
Xl-1 
(8) 
(9 
Formula (9) shows in connection with (7) that for the computation of the difference scheme (6) 
the explicit knowledge of the base functions $7 is not necessary. 
The function G,(x) is outside of [x~_~, x/+~] identical zero and solves the boundary-value 
problem (4). For k = 0 its solution is trivial, for k = 1 or k = 2 it is possible to solve this problem 
using well-known higher transcendental functions (see Section 3) it is not quite clear whether or 
not this remains true for k > 3. 
From the maximum principle we obtain &(x) > 0. Further 
--c*+:’ +&+ = 0 on (x~_~, xi), 
+i(xj-_l) = O, +,(xi> =O, 
results in 
thus 
-~‘+:+i I:_, + c2 J:,(+;)’ dx + jx’ p& dx = 0, 
X,-l 
+: I x,-” ’ 0. 
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In this way we get 
rj- < 0, r; > 0, ri+ < 0. 
Due to (9) the coefficients of fi” in _Y( f) are nonnegative. (3*) satisfies the maximum principle 
(f>, 0 implies w >, 0), that means the tridiagonal matrix of the linear system (6) is an M-matrix 
and it is possible to solve this system in an effective way. 
Altogether, it is possible to implement a global uniformly convergent method in the following 
steps. 
1. 
2. 
3. 
4. 
5. 
Computation of the patched base functions G/(x), I= 1,. . , , N - 1. 
Generation of the linear tridiagonal system for the approximate values ui in the knots (6) 
calculating ri , ri+ , r,” and Z(f) regarding (7) and (9). 
Solution of the tridiagonal system. 
Computation of the patched base functions #Y(X), q:(x), . . . , #f(x), 1= 1,. . . , N, due to 
(8). 
Calculation of an approximate value uh( x) for the exact solution for an arbitrary ,given 
argument x using the representation (5). 
Practically one would use usual polynomial interpolation between the computed nodal values in 
step 5 away from the layers. 
Now, let us additionally assume f >, 0. Then we obtain from the maximum principle u(x) > 0. 
Having again a look at the error equation 
-E2(U-Vv)“+~(U-w)=f-j+(~-J+, 
we point out that it is possible to generate upper and lower solutions, respectively, choosing f 
and jj in an adequate way. Let us concentrate ourselves to upper solutions. We choose 
PGP, J2f (10) 
and obtain the next lemma. 
Lemma 3. Let us assume that 3, fare (k + 1) th-order piecewise polynomial approximations of p, f 
which satisfy (lo), further we assume f(x) > 0. Then, u,,(x) is an upper solution of our original 
problem which converges global uniformly with respect to c to the exact solution. 
This desirable property allows a reliable error control (based on upper and lower solutions) in 
the discretization process. 
In practice it is possible to realize (10) using piecewise interpolation and some shift (compare 
our results on enclosing discretizations in [l,ll]). 
3. First- and second-order methods 
The first-order method is connected with the boundary-value problem 
-<2wJl +pw =f, 
w(0) = w(1) = 0, 
(3) 
but now p, f are piecewise constant; let us assume these constants are pi, f, on (x~_~, xi). 
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Introducing p, = fi/e we obtain 
I 
sinh pL,(x - x,_~) 
sinh( pi/z,) 
for x E [x,-,, xi], 
+i(x) = sinh Pi+i(xi+i - x) for x E [xi, xI+i], 
Sinh(Pi+lhi+l) 
i0, otherwise, 
sinh ~i(X - X~_~) - cash pL,(x - xi-i) , 1 
\ 0, otherwise. 
For u,,(x) we use again the representation 
N-l 
i=l 
The property u,, E C’ yields as above a linear tridiagonal system for the unknowns ui. From 
Lb, - 0) = -Pi 
sinh(p,h,) ’ 
+qx_ _ 0) = Pl(l - CoSh(Pfhi)) 
I 
PISinh(Pih,) ’ 
+;+,tx 
1 
_ 0) = ~i+l(Cosh(Pi+lhi+*) - I> 
Pi+lSinh(Pi+lhi+l) ’ 
+Xx* + 0) = -P 1+1COth(Pi+lhi+l), GI+l(xi + 0) = “+I 
sinh(pl_lh,_,) ’ 
we deduce, using the abbreviations 
P, = Pihicoth(Pihz), 
cosh(&) - 1 
ui = ( pihi)sinh( pihi) ’ 
Pihi 
vi = sinh( pihi) ’ 
the system 
(5) 
01) 
The unique solvability of (3*) implies the unique solvability of (12), by the way the unique 
solvability of (11) follows directly from pi > vi. Immediately, from Lemma 2 and the construction 
of u,, the next theorem follows. 
Theorem 4. Let us assume that the parameters ui in the representation (5) of the approximate 
solution are determined from the system (12). Then we have 11 u - uh 11 < Ch. 
Choosing p, and f, in a special way it is possible to interpret our method as a C’-collocation 
method using adapted exponential splines, namely setting 
P, = PW> f, =f (0 with ti E (xi-i, xi). 
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In fact, the representation 
N-l 
uh(x) = C ‘j+jtx) + fI uj+i(x>> 
i=l i=l 
with ui =f, guarantees the fulfilment of the differential equation in the collocation points 5; and 
the Cl-requirement corresponds to (12). 
Boglaev [2] derived a similar scheme setting f. =f(xi_i) using a Bubnov-Galerkin technique. 
In his paper, Boglaev chose the functions &(x) as trial functions but he studied only the 
convergence in the grid points (first-order uniformly with respect to e) on a uniform grid. The 
choice 
Pi= +(PCxi-l> +Ptxi>>3 L= +(f(xi-l) +fCxi)), 
results in the well-known El-Mistikawy-Werle scheme which is uniform convergent of order two 
in the knots. O’Riordan and Stynes [lo] derive this scheme using the Petrov-Gale&in technique 
c2 
/ 
1 1 
G;u’ dx + 
0 I 0 &,v dx = ,,$ dx, I 
for all u from the test space Th (which is in general different from the trial space U,, ii, E U,) 
choosing as the test space the linear span of our functions &. While the approach of O’Riordan 
and Stynes yields a very nice proof of the second-order convergence in the grid points, our 
approach gives a very simple, natural proof of the first-order global convergence. 
Surla and StojanoviC [12] use in the interval [xi-i, xi] a representation of the approximate 
solution of the form (on an equidistant grid) 
s,(x) = u,t + (1 - t)u;_i + 
with t = (x - xi_l)/h, pi = fib/ 6 and determine the free parameters from the requirement 
S E C2 and collocation conditions-the fulfilment of the differential equation in the grid points. 
The resulting scheme 
,. A L1 
r,:Uj-l + Y,“Uj + rj+U,+l = qjfj-1 + q/“f, + q,+f,+l, 
(with f;= f(xj)) . IS similar to our scheme (12) but not identical, for instance, they have 
r,” = 2pj coth pj in contrast to r,” = pj coth pj + P,+~ coth pj+i in our scheme. Further, the 
interpretation of the collocation technique as a difference scheme in [12] for the proof of the 
uniform convergence leads to substantial technical difficulties. 
Now, we add some words to second-order methods. We have to solve (corresponding to step 
l), for instance, 
--E~Ju”+ (p~+p~x)w=O on (x/-i, xl), 
w(xI-1) = 0, W(X[) = 1. 
It is quite standard to solve this boundary-value problem, nevertheless we notice some details. 
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The transformation 
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leads to 
with 
d2v 
- - + <v = 0, 
dC2 
PP + Pb- 1 
(1-l = (cp;)2/3 
PI0 + Ph 
cl= (tpi)2/3 . 
(13) 
Equation (13) is the Airy differential equation. Let us use the fundamental system Ai and 
Bi( 5) (compare [9]) defined by 
Ai = iim cos(:t3 + St) dt, 
Bi(<)= ~~“{exp(-~t3+[t) +sin(ft3+&)} dt. 
Ai( 5) and Bi( 5) are well-known higher transcendental functions, this fact allows us to use them 
as other elementary functions. The boundary-value problem (13) admits the unique solution 
Ai(51-l>Bi(5> - Ai(5)Bih) 
‘(‘) = Ai( <,_,)Bi( &) - Ai( [)Bi( 4,-i) ’ 
In contrast to the case k = 0 it seems not possible to calculate the right-hand side Z(f) of the 
linear system explicitly (it is necessary to compute the integrals in (9) numerically), the formulas 
for r;- , r,“, ri+ are very complicated. Nevertheless, the steps 2, 3, 4, 5 of our method are 
practicable on a computer. 
Remark. The task to generate a second-order scheme for the differential operator 
d2 2,:= -<- 
dx2 
+.& +b 
in the nonturning point case can be handled in a similar way because the differential equation 
-UY+(aO+a’x)v’+(bO+blx)v=O 
can be solved using Weber’s parabolic cylinder functions. 
In the case k = 2 we have to solve, for instance, 
-e2v”+(pp+p;x+p:x2)v=0. 
Again, an exact solution is possible on the base of parabolic cylinder functions, there do not exist 
new aspects in comparison to the case k = 1. 
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Let us finally notice that, proposed f> 0, uniform convergence of higher order and uniform 
enclosure can be realized simultaneously for the self-adjoint model singular perturbation prob- 
lem (1). 
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