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Re´sume´ – Les structures locales constituent un e´le´ment essentiel dans la description de textures. L’extraction d’une information
locale pertinente permet d’augmenter les performances de reconnaissance de texture. Les transformations ge´ome´triques affectent
en ge´ne´ral les structures locales ce qui rend les techniques base´es sur ce type d’information vulne´rable. Dans cet article, nous nous
inte´ressons a` ce proble`me et plus particulie`rement celui de la rotation. Nous avons propose´ re´cemment une me´thode efficace de
caracte´risation de textures qui a prouve´ une bonne efficacite´ dans la classification de textures. En revanche, cette me´thode n’est
pas invariante a` la rotation. Le but de ce travail est de reme´dier a` ce proble`me en utilisant les techniques d’apprentissage supervise´.
La me´thode du Se´parateur a` Vaste Marge a e´te´ employe´e a` cette fin. Les expe´riences effectue´es ont montre´ que l’apprentissage
permet de re´duire les erreurs de reconnaissance et par conse´quent augmenter les performances du syste`me.
Abstract – The local structures provide a useful information for texture description. Retrieving relevent local information allow
to improve performances for texture recognition. Geometrical transformations have an impact in local structures which became
a problem for techniques based on such type of information. In this paper, we are interesting by the rotation problem. We have
proposed recently an efficient method for texture characterization which showed good performances for textures classification.
However, this method is not rotation invariant. The aim of this work is to overcome this problem by using some supervised
learning techniques. Support Vector Machine is used for that purpose. Experiences showed that the learning method reduced
errors of recognition, therefore it improves performances.
1 Introduction
L’analyse de textures a e´te´ aborde´e d’une manie`re in-
tensive ces dernie`res anne´es en vue d’obtenir un syste`me
de vision intelligent comparable a` celui de l’eˆtre humain.
Les capacite´s de ce dernier a` discerner les textures res-
tent tre`s supe´rieures a` celles d’une machine. Cependant,
plusieurs me´thodes permettent de caracte´riser automati-
quement des textures et de re´soudre des proble`mes lie´s a`
ce phe´nome`ne tels que l’extraction ou la reconnaissance
d’objets, la reconstruction 3-D ou la perception de la de´-
formation des surfaces. Les performances de la description
d’une texture sont alors souvent juge´es via celles de la per-
ception, elle-meˆme fonde´e sur la classification de textures
et la segmentation. Une caracte´ristique efficace pre´sente
des proprie´te´s discriminantes e´leve´es. Il n’existe pas une
de´finition pre´cise de la texture au-dela` du fait qu’elle res-
titue l’e´tat de surface, mais certaines proprie´te´s en ont e´te´
a` l’usage ve´rifie´es pertinentes. On retiendra deux d’entres
elles [4] :
1. re´pe´tition re´gulie`re ou ale´atoire d’une (famille de)
primitive(s) de base.
2. distribution spatiale des niveaux de gris, incluant
donc des notions fre´quentielles.
Des travaux re´cents [6, 7] ont montre´ l’inte´reˆt des pro-
prie´te´s locales dans la description de la texture. Ces me´-
thodes proce`dent ge´ne´ralement en deux e´tapes : extraction
des proprie´te´s locales et mesure de leur re´partition dans
l’image. Dans cet article, nous e´tudions un nouveau ope´-
rateur base´ sur une repre´sentation symbolique entre un
pixel et son voisinage [3]. Nous montrons son inte´reˆt pour
la reconnaissance invariante de textures sur une base signi-
ficative d’images et nous comparons cette approche avec
d’autres descripteurs de la litte´rature.
Cet article est organise´ comme suit : La deuxie`me sec-
tion de´crit le calcul des caracte´ristiques. La troisie`me sec-
tion pre´sente les proprie´te´s du descripteur CRL. La section
quatre de´crit la technique d’apprentissage. Les expe´riences
et les re´sultats sont pre´sente´s dans la cinquie`me section. La
sixie`me section pre´sente nos conclusions sur cette e´tude.
2 Caracte´risation
La me´thode de´veloppe´e repose sur les proprie´te´s locales
dans le voisinage d’un pixel. Notre but est d’exhiber des
caracte´ristiques qui ne sont pas explicites dans l’image ori-
ginale. En d’autres termes l’objectif est de trouver une
transformation dans laquelle on extrait des primitives in-
diquant un certain aspect des structures locales d’une ma-
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nie`re abstraite. Ceci est re´alise´ par le passage d’une repre´-
sentation de l’image de valeurs nume´riques a` une repre´-
sentation symbolique ou` chaque symbole est de´fini par un
code.
Soit un voisinage de 4-connexite´ Ω = {g1, g2, g3, g4}
comme le montre la figure 1 (a). Pour extraire des rela-
tions liant g0 a` ses voisins spatiaux, on de´finit une fonction
Z pour deux pixels sur un ensemble S comme :
S = {(g0, gi) ∈ I | ∃ri ∈ R, ri = Z(g0, gi)}; gi ∈ Ω (1)
ou` I repre´sente l’image et R correspond a` un ensemble
de variables linguistiques (e´gal, infe´rieur, supe´rieur) :
R = {<,>,=} (2)
On de´finit la relation entre un pixel et ses voisins comme
une chaˆıne symbolique ordone´e appele´e Chaˆıne de Rela-
tions Locales (CRL) :
CRL : r1r2r3r4 (3)
L’exemple de la figure 1 (b) produit la chaˆıne suivante :
>>=<
Cette ope´ration est applique´e sur toute l’image produi-
sant un codage particulier dans chaque point. Afin de ca-
racte´riser la texture, on mesure la distribution des CRL.
Pour cela on utilise un histogramme. En effet, nous avons
quatre comparaisons par trois relations donc le nombre
maximal de cases est 34 = 81.
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Fig. 1 – Voisinage a` 4-connexite´s
Cependant, une petite taille de voisinage n’est pas suf-
fisante pour capter une information comple`te. De plus,
les variations d’e´chelle peuvent affecter les structures lo-
cales de la texture. Il est donc ne´cessaire d’e´tendre le
traitement a` des voisins spatialement lointains. Impliquer
plus de points dans la structure e´le´mentaire base´e sur 4-
connexite´ augmente la complexite´ des calculs. On opte
pour des CRL se´pare´es pour chaque ensemble de points.
Soit Ωd = {gd1 , g
d
2 , g
d
3 , g
d
4} un ensemble de points a` une
distance d. La formule ge´ne´rale de CRL est donne´e par :
rdi = Z(g0, g
d
i ) ; i = 1, 2, 3, 4. (4)
Etant donne´ Ωd, on de´finit la texture comme une dis-
tribution de CRL :
HCRL = (H
1
CRL,H
2
CRL, ...,H
d
CRL) (5)
La figure 3 montre la structure de voisinage que nous
utilisons. CRL est applique´e sur un voisinage de 4 pixels
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Fig. 2 – De la texture vers l’histogramme des CRL
selon la verticale et l’horizontale (figure 3 (a)) ou selon les
deux diagonales (figure 3 (b)). Les points de meˆme cou-
leur dans la figure 3 constituent un voisinage. L’ope´rateur
CRL produit une image de motifs pour chaque voisinage.
En l’occurrence, on obtient 6 histogrammes pour cette
structure. Ces histogrammes sont concate´ne´s ensemble, la
distribution finale est de taille de 6 × 81 e´le´ments. La fi-
gure 2 illustre le principe ge´ne´ral de cette description. Il
est possible d’e´tendre la taille de voisinage a` des pixels plus
lointains. En augmentant la distance d, les performances
s’ame´liorent jusqu’a` une valeur limite de d. Il est e´vident
que le calcul devient plus gourmand avec l’augmentation
de la taille de voisinage. En e´tudiant cette particularite´,
nous avons remarque´ que la distance d = 3 constitue un
bon compromis entre la complexite´ du calcul et l’efficacite´
du descripteur.
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Fig. 3 – Voisinage sur une distance de 3 pixels
3 Proprie´te´s
Parmi les proprie´te´s les plus importantes de CRL est
invariant par rapport aux changements monotones et uni-
formes d’e´clairage. Supposant qu’une partie de l’image a`
subit un changement d’e´clairage. Supposant que les pixels
rec¸oivent un gain A en intensite´ lumineuse :
g′i = A · gi (6)
On peut ve´rifier que :
Z(gi, gj) ≡ Z(g
′
i, g
′
j) (7)
Les relations relatives restent inchange´es et donc CRL
ne varie pas avec ce changement d’e´clairage. Cette pro-
prie´te´ est importante car elle permet d’e´liminer une com-
posante souvent source d’erreur pour la reconnaissance de
textures. En effet, comme la texture est inde´pendante de
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la couleur ou de l’e´clairage, une structure robuste permet
d’augmenter les proprie´te´s discriminatoires d’un descrip-
teur.
La deuxie`me proprie´te´ importante est la transformation
ge´ome´trique particulie`rement la rotation. Cette dernie`re
pose en ge´ne´ral plus de proble`me par rapport aux autre
transformation. La CRL propose´ ne prend pas en compte
cette particularite´ parce que une rotation locale des pixels
voisins change l’ordre dans la chaˆıne et par conse´quent on
obtient des motifs diffe´rents. Pour reme´dier a` cela nous
avons choisie d’apprendre au syste`me a` reconnaˆıtre les ro-
tations, en utilisant des exemples de rotation. Pour cela
nous avons employe´ un Se´parateur a` Vaste Marge (SVM)1.
4 Apprentissage supervise´
L’apprentissage supervise´ ici est un proble`me multiclasses
avec un nombre de classes de´pendant de la quantite´ d’in-
dices de qualite´. Un proble`me multiclasses est re´solu par
une polychotomie base´e sur une approche un-contre-un
[5]. L’algorithme d’apprentissage est ici Se´parateur a` Vaste
Marge a` n classes. Ainsi, nous recherchons un hyperplan
dans un espace H de´fini comme :
f(x) =
ℓ∑
i=1
α⋆i yiK(xi, x) + b (8)
qui maximise la marge entre l’hyperplan et les donne´es
projete´es xi dans H. Alors, les α
⋆
i sont les solutions du
proble`me d’optimisation suivant :
maxαi
∑
i αi −
1
2
∑
i,j αiαjyiyj(K(xi, xj) +
1
C
δi,j)
avec
∑
i αiyi = 0, 0 ≤ αi
(9)
ou` K est le noyau associe´ a` H, δi,j est le symbole de
kronecker et C un parame`tre de compromis entre la lar-
geur de la marge et le nombre d’exemples situe´s au dela`
de la marge.
5 Re´sultats expe´rimentaux
Nous avons utilise´ des textures de la base Outex 2. Elle
contient une large varie´te´ de textures organise´es en plu-
sieurs cate´gories selon des crite`res lie´s aux proble`mes a`
re´soudre. On y trouve par exemple des textures prises
sous diffe´rentes conditions d’illumination pour tester l’in-
variance aux changements d’e´clairage, des prises de vue
avec rotation ou translation en vue de l’e´tude d’invariance
aux changements ge´ome´triques.
Deux sous-bases contenant 24 classes de textures ont e´te´
utilise´es. La premie`re est de la cate´gorie Outex TC 00000.
La figure 4 illustre des e´chantillons de cette cate´gorie.
Chaque classe comprend 20 images monochromes de taille
128×128 pixels avec une illumination incandescente constante
et une re´solution de 100dpi.
La deuxie`me sous base Outex TC 00010 comporte des
images de la cate´gorie Outex TC 00000 ayant subi diffe´-
1http ://www.csie.ntu.edu.tw/∼cjlin/libsvm/
2http ://www.outex.oulu.fi
Fig. 4 – Quelques textures de la base Outex.
rentes rotations selon plusieurs angles. Chaque classe com-
porte 20 images avec les rotations suivantes : 0o, 5o, 10o,
15o, 30o, 45o, 60o, 75o, 90o. Il en re´sulte 180 images par cla-
sse. La figure 5 pre´sente quelques exemples de texture
de la deuxie`me base. Cela augmente le nombre d’e´chan-
tillons et d’exemples a` tester par rapport a` la cate´gorie
Outex TC 00000. La taille, la re´solution et les conditions
d’e´clairage restent inchange´es par rapport a` cate´gorie pre´-
ce´dente.
Fig. 5 – Echantillons d’une texture avec diffe´rentes rota-
tions
La comparaison est effectue´e pour diffe´rents descrip-
teurs de texture de la litte´rature :
– parame`tres de la matrice de cooccurrence [4] : 13 pa-
rame`tres,
– extrema locaux [8] : 2 parame`tres,
– inte´grale curviligne [2] : 4 parame`tres,
– histogrammes locaux [2] : 4 parame`tres,
– autocovariance normalise´e [9] : 32 parame`tres,
– parame`tres de Gabor [1] : 12 parame`tres.
Afin de tester l’efficacite´ des descripteurs propose´s, nous
avons fait varier le nombre des e´chantillons utilise´s lors de
l’apprentissage par le SVM. Nous avons re´alise´ 20 essais
pour le tirage ale´atoire de la base d’apprentissage et de
test afin de refle´ter l’efficacite´ d’un descripteur.
Les re´sultats obtenus pour la cate´gorie Outex TC 00000
sont pre´sente´s dans la figure 6. On constate que CRL
donne les meilleurs taux suivie par les filtres de Gabor
puis les extrima locaux ainsi que GLCM. Les taux de re-
connaissance des autres me´thodes sont faibles.
Sur la base Outex TC 00010 (proble`me de rotation) les
re´sultats sont illustre´s par la figure 7. En prenant 36 e´chan-
tillons par texture sur les 180 disponibles pour la phase
d’apprentissage, l’on obtient un taux de reconnaissance de
98% des autres textures (apparaissant a` diffe´rentes orien-
tations lors de l’acquisition).
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Fig. 6 – Re´sultats de reconnaissance sans rotation
Fig. 7 – Re´sultats de reconnaissance avec rotation
A pre´sent, on souhaite e´tudier les performances des des-
cripteurs en les fusionnant ensemble. Pour cela, nous avons
concate´ner dans un seul vecteur les 7 decripteurs pre´sen-
te´s pre´ce´demment. La figure 8 montre les re´sultats obte-
nus pour la cate´gorie Outex TC 00010. On remarque une
de´gradation des performances pour la fusion comparative-
ment au meilleur re´sultat sans fusion. Une le´ge`re ame´liora-
tion est apporte´e par l’analyse en composantes principales
sans atteindre un taux de reconnaissance comparable a` ce-
lui de CRL.
6 Conclusion
Cette e´tude a mis en e´vidence l’efficacite´ relative de ses
descripteurs, ce qui est une information primordiale en
vue d’une application (indexation, segmentation, suivi,...).
Les tests effectue´s sur la base Outex ont montre´ que 20%
d’e´chantillons de chaque classe permet d’atteindre des taux
de reconnaissance e´leve´s. Le proble`me de rotation a e´te´
aborde´ par un apprentissage supervise´. Les re´sultats ob-
tenu par la technique de SVM sont satisfaisants compte
tenu du taux de classification. Nous avons constate´ e´gale-
ment que la fusion de plusieurs descripteurs de diffe´rentes
natures ne me`ne pas forcement a` des meilleures perfor-
mances.
Fig. 8 – Re´sultats de reconnaissance par fusion des des-
cripteurs.
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