To improve climate change impact estimates and to quantify their uncertainty, multi-model ensembles (MMEs) have been suggested. Model improvements can improve the accuracy of simulations and reduce the uncertainty of climate change impact assessments. Furthermore, they can reduce the number of models needed in a MME. Herein, 15 wheat growth models of a larger MME were improved through re-parameterization and/or incorporating or modifying heat stress effects on phenology, leaf growth and senescence, biomass growth, and grain number and size using detailed field experimental data from the USDA Hot Serial Cereal experiment (calibration data set). Simulation results from before and after model improvement were then evaluated with independent field experiments from a CIMMYT worldwide field trial network (evaluation data set). Model improvements decreased the variation (10th to 90th model ensemble percentile range) of grain yields simulated by the MME on average by 39% in the calibration data set and by 26% in the independent evaluation data set for crops grown in mean seasonal temperatures >24
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Introduction
Wheat is the most widely grown crop in the world and provides more than 20% of the daily protein and food calories for the world population (Shiferaw et al., 2013) . With a predicted world population of 9 billion in 2050, the demand for food including wheat is expected to increase by then (Alexandratos and Bruinsma, 2012) . Climate trends are significantly affecting agricultural production systems, including wheat, in several regions of the world, thereby posing risks to global food supply and security (Sundström et al., 2014) . Therefore, quantifying the potential impact of climate variability on crops has become a priority in order to develop effective adaptation and mitigation strategies (Burton and Lim, 2005; Denton et al., 2014) .
Process-based crop simulation models are useful tools to assess the impact of climate as they consider the interaction between climate variables and crop management and their effects on crop productivity. Their use in climate impact studies and for analyzing and developing adaptation and mitigation strategies has increased during the recent years (Byjesh et al., 2010; Donatelli et al., 2012; Moradi et al., 2013; Rosenzweig et al., 2014) . Nevertheless, most of the current crop models lack explicit definitions of relevant physiological thresholds and crop responses to extreme weather events, particularly for temperatures exceeding these thresholds . These omissions might be one of the reason for the considerable differences in estimates of grain yield observed among models especially for high temperatures, and between models and field observations (Palosuo et al., 2011) . In addition, since a clear methodology is lacking, most climate change impact assessments for agriculture have not addressed crop model uncertainties (Müller, 2011) , which have become a major concern recently in climate impact assessments (Lobell et al., 2006; Ruane et al., 2013; Zhang et al., 2015) . White et al. (2011) reported that over 40 wheat crop models are in use worldwide. They differ in the processes they include, or in the modelling approaches used to simulate physiological processes. A recent work carried out by the Wheat Team of the Agricultural Model Inter-comparison and Improvement Project (AgMIP) compared 27 wheat crop models and showed that a greater portion of the uncertainty in climate change impact projections was due to variations among crop models than to variations among climate models, and that uncertainties in simulated yield increased dramatically under high temperature conditions . Following the example of the climate modelling community, to increase reliability of impact estimates and to give better estimates of uncertainty, use of crop multi-model ensembles (MME) has been suggested Bassu et al., 2014; Li et al., 2015; Pirttioja et al., 2015) . Model improvements have been suggested for improving the accuracy of simulations and reducing the uncertainty of climate impact assessments Challinor et al., 2014; Rötter et al., 2011) . Martre et al. (2015) argued that one of the consequences of model improvements will be the reduction of the number of models required for an acceptable level of simulation uncertainty. Furthermore, the improvement of the models in an ensemble using good quality field-based experimental data could substantially widen the range of research questions to be addressed and increase the confidence in simulation results of applications under changed climatic or management conditions .
Herein, we investigated the effects of model improvements in 15 wheat crop models with regards to heat stress and its impact on model performances, uncertainty, and the number of crop models required in multi-model ensembles used for impact studies.
Materials and methods

Experimental data
Detailed quality-assessed data from the USDA 'Hot Serial Cereal' (HSC) experiment (Grant et al., 2011; Kimball et al., 2015; Ottman et al., 2012; Wall et al., 2011) and from the 'International Heat Stress Genotype Experiment' (IHSGE) coordinated by CIMMYT (Reynolds et al., 1994b) were used. Both experiments were well watered and fertilized to avoid drought and nutritional stress to assure that temperature would be the main environmental variable. Daily global solar radiation, maximum and minimum air temperature, average wind speed, dew point temperature and precipitation were recorded at weather stations near the experimental plots. The mean daily average air temperature for the growing season (sowing to physiological maturity) was calculated from minimum and maximum daily air temperatures as described in Asseng et al. (2015) and reported in Supplementary Information S2. In both experiments phenological development measurements included: emergence date (Zadock scale 10), anthesis date (Zadock scale 65), and maturity date (Zadock scale 89). From these measurements the number of days from sowing to anthesis (days), from anthesis to maturity (days), and from sowing to maturity (days) were calculated. In both experiments, the plots were kept weed-free, and plant protection methods were used as necessary to minimize damage from pest and diseases. The two data sets are further described in Asseng et al. (2015) . Following is a brief description with focus on the measurement data that were available for this study.
The HSC experiment was conducted at Maricopa, AZ, USA (33.07 • N, 111.97 • W, 361 m a.s.l.): The spring wheat cultivar 'Yecora RojO' was sown about every six weeks for two years, and infrared heaters were deployed on six of the sowing dates in a T-FACE (temperature free-air controlled enhancement) system which warmed the canopies of the heated plots on average by 1.3 • C and 2.7 • C during the day and the night, respectively (targets were 1.5 • C and 3.0 • C; modes were 1.4 • C and 3.0 • C; Kimball et al., 2015) . Yecora Rojo is of short stature, requires little to no vernalization, is not or little photoperiod sensitive, and matures early (Qualset et al., 1985) . In-season measurements included leaf area index (LAI, m 2 m −2 ), total above ground dry biomass, dry matter weight of grain per square meter and nitrogen content measured at milk stage and maturity. End-of-season (i.e. ripeness-maturity) measurements were total above ground dry biomass (t DM ha −1 ), grain yield (t DM ha −1 ), single grain dry mass (mg DM grain −1 ), and grain number (grain m −2 ). Biomass harvest index was calculated as HI = 100 × (grain yield)/(above ground biomass) (%).
Data from the IHSGE experiments used in this study includes two spring wheat cultivars (Bacanora 88 and Nesser) grown during the 1990-1991 and 1991-1992 (Reynolds, 1993; Reynolds et al., 1994a,b) . Experiments in Mexico included normal (December) and late (March) sowing dates. Bacanora 88 has moderate vernalization requirement and low photoperiod sensitivity and Nesser has low to no vernalization requirement and photoperiod sensitivity. The seven sites (out of the original 12 locations) were chosen to represent a range of temperature as detailed in Asseng et al. (2015) . Bacanora 88 and Nesser were chosen (out of the original 16 cultivars) for their low photoperiod sensitivity and low vernalization requirements. Variables measured in the experiment included plant number per square meter, anthesis and final above ground biomass, final grain yield and yield components (number of ear per square meter, number of grain per ear, and single grain dry mass). These experimental data were not publicly available and could therefore be used in a blind model evaluation.
Model inter-comparison and improvement protocols
Of the 30 models that participated in the original study using the HSC data , 15 models accepted to participate in this new study. There was no explicit criterion of inclusion, so this would be an "ensemble of opportunity" as defined in the climate model community (Tebaldi and Knutti, 2007) . All of the models have been described in publications and are currently in use. For the evaluation data set measurements, above ground biomass and grain yield were simulated by all the models. 7 out of 15 models did not simulated single grain dry mass and grain number but used a harvest index approach.
For both experiments, all modeling groups were provided with daily weather data, crop management, soil, and cultivar information. Qualitative information on vernalization requirements and day length response for each cultivar were also provided.
The HSC experiment (calibration data set) was used to improve the models. All available measurements from the HSC experiment were provided to modelers to improve and refine the parameterization and processes of their model. The objective was to improve wheat models for the simulation of the impact of high temperature and heat stresses on crop development and growth. Modelling groups were allowed to decide how to improve and implement heat stress impact in their models.
The IHSGE experiment (evaluation data set) was used as independent evaluation data set to test single models and model ensemble performances before and after improvement. All measurements of the evaluation data set were withheld from modelers (blind test) with the exception of phenology for all treatments and grain yield for one of the treatments (one year at Ciudad Obregon, Mexico) which was used to calibrate genotypic coefficients.
The experimental data used in this study were not previously used to develop or calibrate any of the 15 models used in this study. Except for the two Expert-N models which were executed by the same group, all models were simulated by different groups without communication between the groups regarding the parameterization of the initial conditions or cultivar specific parameters. In most cases the model developers executed their own models.
Evaluation of model improvement effects on single models and on multi-model ensemble accuracy
We evaluated the effect of model improvement on two different performance characteristics, accuracy and uncertainty, and on three model entities: (i) single models (accuracy only); (ii) multi-model ensemble (MME, the ensemble of 15 models in this experiment exercise); and (iii) MME median (e-median).
Accuracy was measured using the mean squared error (MSE), the root mean squared error (RMSE), and the root mean squared relative error (RMSRE).
For measuring single model error in reproducing the calibration and the evaluation data set we concentrated on the root mean squared relative error (RMSRE). This error indicator has the advantage of giving more equal weight to each measurement, and it's meaningful when comparing very different environments likely to give a broad range of responses . RMSRE was calculated as:
where RMSRE m is the RMSRE of model m, i is the site/year/sowing dates combinations (treatment), N is the total number of treatments, Y i is the observed variable for treatment i,Ŷ m,i is the variable simulated by model m for treatment i. Since this indicator is very sensitive to errors when measured values are small, RMSE was used as additional supporting information for a better understanding of RMSRE when needed. RMSE was calculated as:
where, RMSE m is the RMSE of model m.
The accuracy of the population of 15 models before and after improvement was analyzed using the mean squared error (MSE) and its two components squared bias and variance, averaged across treatments:
where, MSE pm is the MSE of the population of models in the ensemble, N is the number of treatments, M is the total number of models in the ensemble (i.e. 15), var m and bias M are the variance and the bias for the model population, respectively. From Eq. (3) it is evident that while bias is based on both observations and simulations, variance only takes into account simulated values.
Evaluation of model improvement effects on MME prediction uncertainty
To assess the MME prediction uncertainty we considered both the variability in MME and the comparison with hindcast (i.e. retrospective forecasts using known inputs and known field measurements) using the two available measurement data sets. In order to evaluate the prediction uncertainty of the MME before and after improvement we used the HSC calibration-data set to simulate model hindcast in respect to observed data, and the IHSGE experiment as the "unknown" data set used to simulate model prediction to unknown data and to evaluate the predictive skills of the models in the ensemble. As a measure of uncertainty we used the mean squared error of prediction (MSEP) and its decomposition in prediction squared bias (bias 2 prediction ) and prediction variance (var prediction ). According to Wallach et al. (2016) the average squared error across treatments of MME-mean calculated using the known data set (hindcast) (MSE hindcast e-mean ) can be used as a reference estimate of the model population squared bias when calculating prediction estimates. This corresponds to the average squared bias of hindcasts as calculated in Eq. (4):
where, N hindcast is the number of treatments in the known data set, Y i hindcast is the observed variable for treatment i of the known data set,Ŷ hindcast
is the hindcast of the simulated variable for treatment i by the model m. The prediction variance var prediction is the variance of the values simulated by the population of models for the unknown data set averaged across treatments:
where, N prediction is the number of treatments in the unknown data set, Y i prediction is the simulated variable for the treatment i of the unknown data set. Therefore an estimate of MSEP can be composed as:
2.5. Evaluation of model improvement effects on MME-median Following Asseng et al. (2015) and Martre et al. (2015) , we used the median of the model simulations (e-median) as the estimator of the ensemble model simulations. In order to evaluate the overall e-median accuracy we calculated the same criteria as for the individual models, namely RMSRE (Eq (1)).
To explore how the e-median and its error (RMSRE) varied with the number of models and with the random selection of models in the ensemble, we performed a bootstrap calculation (i.e. random sampling with replacement) for each value of M' (number of models in the ensemble) from 1 to 15. For each ensemble of size M' we drew 20 × 10 3 bootstrap samples (substantially higher than the 3200 samples found by Martre et al. (2015) as a sufficient number of samples for 27 models) of M' models with replacement, so the same model might be represented more than once in a sample. The variation of e-median across the bootstrap samples due to random model selection was estimated with the coefficient of variation (CV):
where, CV(ŷ e-median,M )is the estimate of the coefficient of variation of e-median for the model ensemble of size M', sd B (ŷ M e-median,i ) and mean B are the standard deviation and the mean of B (number of bootstrap samples) e-medians of model ensembles of size M' for the ith treatment. A benchmark CV of 13.5%, previously established through a meta-analysis of field trials (Taylor et al., 1999) was used to evaluate the minimum number of models required within a MME.
The final estimate of RMSRE for e-median was calculated as:
where, RMSRE M is the RMSRE of e-median of the model ensemble of M' size,ŷ b e−median,i
is the e-median estimate in bootstrap sample b of the ith treatment.
All calculations and graphs were made using the R statistical software R 3.1.3 (R Core Team, 2013 ) and the development environment RStudio (RStudio Team, 2015) . Bootstrap sampling used the R function sample.
Results
Individual model improvements
The major draw backs in simulating the HSC experiment were related to the impact of the higher temperature range (T mean > 22 • C) on yield, biomass and phenology . Furthermore it was shown that the few models that already included heat stress routines affecting canopy senescence were the only ones able to reproduce the impact of very high mean seasonal temperatures (T mean ≥ 29 • C) on grain yield and above ground biomass. Therefore, the process that received most attention was leaf senescence, followed by heat stress effects on processes related to biomass growth and/or phenological development, grain number and/or size, leaf development (Table 1, Fig. 1 ). Based on experimental evidences (e.g. Porter and Gawith, 1999) , in several models linear temperature responses were replaced by non-linear (APSIM-E and SiriusQuality) or trapezoidal (APSIM-Wheat, GLAM-Wheat, Expert-N-SPASS, Expert-N-SUCROSS) response functions. The cardinal temperatures for these processes were fixed using values reported in the literature or calibrated using the HSC experimental data set. One model (APSIM-Nwheat) added a canopy temperature sub-routine. In addition to the inclusion/modification of heat stress impacts on physiological processes, five models improved processes not directly related to heat stress using the HSC data set or other published data sets (Table 1) . One model (GLAM-wheat) removed the sub-routine for heat stress effect on grain set and potential harvest index as they observed no substantial improvement and decided not to increase the complexity of their model (Table 1 and Supplementary Methods).
In the case of heat stress impacts on leaf senescence, a similar approach, based on , was adopted in all models (Table 1 and Supplementary Methods). A factor for accelerating leaf senescence is calculated as a linear function of air or canopy temperature (daily maximum, average or tri-hourly according to the different model implementations) above a threshold temperature value. Some models included a plateau to the senescence factor. Keating et al., 2003; Wang et al., 2002; Zhao et al., 2015) Introduction of a nonlinear temperature response function for phenological development and biomass growth.
Calibration of 14 parameters related to the modified temperature response functions and to radiation use efficiency and maximum specific leaf area. AW APSIM-Wheat (Keating et al., 2003) Modification of the temperature response function for thermal time accumulation from a triangular to a trapezoidal function.
Calibration of nine parameters related to the modified temperature response function for thermal time accumulation, canopy senescence, grain number, and grain filling rate. Modification of heat stress effect on leaf senescence to remove discontinuity around the threshold temperature. AN APSIM-Nwheat (Asseng et al., 2004 (Asseng et al., , 1998 Keating et al., 2003) Introduction of an empirical model of canopy temperature as a function of evapotranspiration and daily mean air VPD (described in Webber et al., 2017) .
Calibration of seven parameters related to the new canopy temperature model and the modified leaf senescence heat stress response. Modification of heat stress effect on leaf senescence to remove discontinuity around the threshold temperature. FA FASSET (Berntsen et al., 2003; Introduction of a heat stress effect on leaf senescence.
Calibration of seven parameters related to the new leaf senescence response and to LAI, DM allocation to roots, N concentration in storage organs. GL GLAM-Wheat (Challinor et al., 2004; Li et al., 2010) Introduction of a trapezoidal temperature response function for leaf growth.
Calibration of 26 parameters related the modified or new temperature response functions and to LAI, HI, maximum potential leaf growth and transpiration, transpiration efficiency, and VPD calculation. Modification of the temperature response function for photosynthesis and transpiration efficiency from a bi-linear function with no reduction towards the base temperature to a trapezoidal function. Modification of the temperature response of phenological development from a trapezoidal to a triangular function. Modification of the magnitude of the response of canopy senescence to high temperature. Removed heat stress effect around anthesis on grain set and potential harvest index. Modification of the definition of anthesis (from beginning of flowering to mid-flowering). HE HERMESS (Kersebaum, 2007; Kersebaum et al., 2011) Correction of an error in the calculation of thermal time accumulation.
Calibration of thermal time for phenological development and of five parameters related to the correction of thermal time accumulation. Constant grain-to-chaff dry mass ratio at maturity replaced by a function based on the duration of the flowering-to-maturity period. N dilution curves for maximum and critical N concentration were fixed to a constant thermal time from emergence to maturity, now it is scaled to the varietal thermal time from emergence to maturity. Simulation of soil moisture and mineral N starts at the beginning of the year for equilibration based on given weather conditions. LP LPJmL (Beringer et al., 2011; Bondeau et al., 2007; Fader et al., 2010; Gerten et al., 2004; Müller et al., 2007; Rost et al., 2008) Introduction of a heat stress effect on leaf senescence.
Calibration of five parameters related to phenological development, the sensitivity to photoperiod and LAI. (Biernath et al., 2011; Priesack et al., 2006; Introduction of a function to calculate hourly temperature.
Calibration of three parameters related to radiation use efficiency, specific leaf dry mass and grain number. Modification of the temperature response functions for photosynthesis from a triangular to a trapezoidal function. NS Expert-N-SUCROSS (Biernath et al., 2011; Priesack et al., 2006) Introduction of a function to calculate hourly temperature.
Calibration of three parameters related to radiation use efficiency, specific leaf dry mass and grain number. Modification of the temperature response functions for photosynthesis from a triangular to a trapezoidal function. OL OLEARY (O'Leary and Connor, 1996a; O'Leary and Connor, 1996b; O'Leary et al., 1985) Modification of the temperature response functions for phenological development and stem development from a linear to a triangular or bi-linear with a maximum function.
Modification of the routine simulating transfer of N to grains from generic to cultivar specific.
Introduction of a dry-sowing emergence subroutine.
Introduction of an effect of elevation on the psychometric constant and radiation use efficiency. SA SALUS (Basso et al., 2010; Senthilkumar et al., 2009) Calibration of four parameters related to radiation use efficiency, LAI, and critical heat stress response. Reduction of yield due to heat stress calculated using Tmean instead of Tmax. Introduction of a sub-routine for post-anthesis biomass re-translocation to grains. S2 Sirius2010 (Jamieson and Semenov, 2000; Lawless et al., 2005; Introduction of a heat stress effect on leaf maturation and senescence.
Calibration of six parameters related to the new heat stress and frost responses.
Introduction of a heat stress and frost effects on grain number Introduction of a heat stress effect on potential grain dry mass. SQ SiriusQuality (Ferrise et al., 2010; He et al., 2012; Martre et al., 2006) Introduction of a heat stress effect on leaf maturation and senescence.
Calibration of 13 parameters related to heat stress effect on leaf maturation and senescence, the non-linear temperature response function for development and leaf expansnion, daylength sensitivity, and vernalization requirement. Modification of the temperature response functions for phenological development and leaf expansion from a linear to a non-linear function. WG WheatGrow (Cao and Moss, 1997; Cao et al., 2002; Hu et al., 2004; Li et al., 2002; Pan et al., 2007 Pan et al., , 2006 Introduction of a heat stress effect on phenological development.
Calibration of four parameters related to the heat stress effect on phenological development and grain filling duration. Introduction of function to calculate hourly temperature.
In the case of improvements related to heat stress impact on phenological and/or growth processes, the impact of heat stress was modeled by introducing a temperature response function which included a decreasing phase (triangular, trapezoidal, or nonlinear) at high temperatures and which substituted for a linear response function with or without a plateau. Only in one model (OLEARY) a linear response for phenological development was substituted for a linear with a plateau for some phenological stages. In the APSIM-wheat model the temperature effect on the phenological development was previously modeled using a function with a single optimum temperature (triangular function) that was now changed to a function with a range of optimum temperatures (trapezoidal function). The crop models that did not introduce such a type of response for phenological development and biomass growth already included this type of response for both processes (APSIMNWheat, SIMPLACE), or already had a function with a decreasing phase above an optimum temperature for biomass growth and kept a linear temperature response function for phenological development (HERMESS, LPJmL, Sirius2010), or kept a linear approach for both processes (FASSET). Fig. 2 illustrates the effects of model improvement on the simulations of three treatments of the HSC calibration data set whose mean growing seasonal temperatures were different. In most cases, measured in-season and end-of-season LAI, above ground biomass, and grain yield were in the range of model simulations for both the un-improved and the improved models. Nevertheless, the improved models showed a lower level of variation (measured through the 10th to 90th percentile range of the 15 model simulations). For grain yield and above ground biomass, the improved MME was more precise at high temperatures than the unimproved MME (mean growing season temperature of 22 • C and 27 • C in Fig. 2 ). Most unimproved and improved models underestimated the impact of high temperature on LAI, but this was true to a lower extent for the improved compared to the un-improved models.
Effects of model improvement on single models accuracy
Considering the e-median of the model ensemble, the simulations of the improved MME appeared similar to the un-improved population at 15 • C but more accurate at 22 • C and 27 • C for LAI and above ground biomass, and for grain yield at 27 • C.
In order to explore if the population of 15 models used in this study had skills similar to that of the 30 models that had previously been used to simulated the calibration data set , we compared the RMSRE distribution of these two populations of models for the calibration data set (Fig. 3) . The RMSRE distribution for almost all the variables was similar for the 30 models and the 15 unimproved models included in this study. Therefore, we could reasonably exclude any "model sampling" effects on the results of this work. Comparison of RMSRE distribution of the 15 unimproved and improved models for the calibration data set showed a reduction in the median values for RMSRE of most of the variables: 53% for days from sowing to maturity, 36% for above ground biomass, 31% for grain yield, 18% for HI, 32% for grain number, 12.4% for single grain dry mass. However, RMSRE range for HI, grain number, and single grain dry mass remained almost unchanged. Fig. 4 shows the effect of model improvement on the accuracy (as measured by RMSRE) of each model for grain yield and for the key variables leading to final yield for the calibration data set. In general, models were improved for almost all measured variables. As expected, models that had large errors for a specific variable were the ones that improved the most for that variable. All models had lower RMSRE for simulating above ground biomass and grain yield after model improvement. The only variables for which more than one model worsened after model improvements were LAI and HI. Five models (APSIM-Nwheat, Expert-N-SPASS, Expert-N-SUCROSS, SALUS, and SIMPLACE<LINTUL2-CC-HEAT>) increased the error for LAI after improvements (Fig. 4) .
Two of these models were among the ones that included or modified a sub-routine for heat stress impact on leaf senescence (APSIM-Nwheat and SIMPLACE<LINTUL2-CC-HEAT>). Four models had higher RMSRE of HI after improvement (APSIM-Wheat, GLAMWheat, Expert-N − SUCROSS, and SiriusQuality), although they had lower RMSRE for both above ground biomass and grain yield after model improvement. For both the calibration and evaluation data sets, model improvement decreased the variation (measured through the 10th to 90th model ensemble percentile range) of most simulated variables at high mean seasonal temperatures (Fig. 5) . For the calibration dataset the reduction of the variability between models and their convergence is an expected result as all the teams used the same dataset to improve and recalibrate their model. For grain yield, an increase in precision was observed for temperature > 24 • C for both the calibration and the evaluation data set: grain yield variation decreased by 4% and 21% considering the whole temperature range of the calibration and the evaluation data sets, respectively, and by 39% and 26% considering only mean seasonal temperatures >24 • C. For the evaluation data set, consistent reduction of the range of variation among models was also observed • C (B, E, and H) and 27
• C (C, F, and I). Black dotted lines and dark grey areas are e-median (MME median) and the 10th to 90th percentile range of the 15 original (unimproved) models, respectively. Solid red lines and light grey areas are e-median and the 10th to 90th percentile range of the 15 improved models, respectively. Areas are grey when improved and unimproved ranges overlap. Blue symbols are measured mean ± 1 s.d. for n = 3 independent replicates (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) for HI (20%), grain number (71%), and single grain dry mass (44%) (Fig. 5) .
Effects of individual model improvement on MME accuracy and prediction skills
For both the calibration and evaluation data sets, model improvements decreased MSE of models for grain yield (Fig. 6 , panel A), phenology (Fig. 6 , panels B and C), and above ground biomass (Fig. 6, panel D) . This reduction was mainly due to a reduction in MME variance. Considering the calibration data set (Fig. 6 , panel A), MSE of grain yield decreased on average by 29%, equally due to decrease in squared bias (−33%) and variance (−27%). Considering the evaluation data set, MSE of grain yield was reduced by 37%, due to a 49% reduction in variance, while the squared bias did not increased significantly (Fig. 6, panel A) . MSE of above ground biomass was reduced by 44% due to a 54% reduction in variance, while the squared bias did not change significantly (Fig. 6,  panel D) . Analysis of the prediction skills of the model population showed that the level of prediction error (MSEP) when simulating the "unknown" data set was reduced after improvement by 47% (Fig. 6, panel A) . As the MSEP is the sum of the squared bias for the calibration data set and the variance for the evaluation data set (Eq. (6)), changes in bias and variance of MSEP followed the same reduction patterns.
Effect of individual model improvement on MME e-median skill
The RMSRE of e-median was reduced by 38% for grain yield and by 46% for above ground biomass, in the calibration data set, and by 2% for grain yield and 11% for above ground biomass in the evaluation data set (Fig. 3) . The relationship between the number of models in an ensemble and the CV and RMSRE of e-median estimation of grain yield and above ground biomass was analyzed through a bootstrap approach to create a large number of random ensembles of 1-15 models. Independently of the number of models in the ensembles, for the evaluation data set the CV of e-median was about 41% lower for improved models compared with unimproved models (Fig. 7, panel A and B) . Therefore, model improvement decreased variation of e-median in a range between 15% for M' = 1 and 7% for M' = 15 for above ground biomass and between 14% at M' = 1, and 9% for M' = 15 for grain yield. As a consequence, while with the unimproved models the benchmark CV% of 13.5% (Taylor et al., 1999) was not achieved for grain yield even with the maximum model ensemble size, with the improved models this threshold was reached with eight models in 3 . Effect of model improvement on root mean squared relative error (RMSRE) distribution for days from sowing to anthesis (A), days from anthesis to maturity (B), leaf area index (LAI) (C), harvest index (HI) (D), grain number (E), single grain dry mass (F), final total above ground biomass (G), final grain yield (H), for the calibration data set. RMSRE was calculated for the 30 models included in a previous study (AgMIP-Wheat) and the 15 unimproved and improved models included in the model improvement study. The left and the right side of the box are the first and third RMSRE quartiles. The line inside the box is the RMSRE second quartile or median of individual model errors. The ends of the whiskers indicate the RMSRE 10th and 90th percentile respectively. The empty points are the outliers. The red crosses indicate the e-median RMSRE (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) the ensemble. Model improvements reduced e-median RMSRE of grain yield in a range between 12% at M' = 1, and 2% at M' = 15 for grain yield for the evaluation data set (Fig. 8) .
Discussion
For the first time, using two unique experimental field data sets with a large range of temperature, we improved the predictive skills of a MME of 15 wheat models. As a result we increased MME accuracy while reducing model ensemble uncertainty. As a consequence, the number of required models for MME impact assessments on yield to achieve observed levels of field experimental variation was halved. This is a significant step forward for crop modelling and future climate impact studies as until now very few models have explicitly considered heat stress impacts on wheat development and growth Moriondo et al., 2010) .
Model improvements
Model improvements increased the accuracy of single models in reproducing heat stress impact on wheat crops. As a consequence, the accuracy of the models and of the e-median in simulating the impact of high temperatures and heat stress increased and the variance among models in the population was reduced.
As we focused on the effects of model improvements on a MME of 15 models and on the possible consequences for future MME impact assessments studies, we did not analyze each model improvement in detail. In this exercise, the concept of "model improvement" was implemented as an improvement of the applicability of models across diverse environments and climates including climate extremes. Each crop model aimed to improve how high temperature effects were captured by incorporating and/or improving a range of different processes using a highquality data set. The process descriptions in the models were mostly updated using new information from the literature, e.g. a new approach to heat stress, or they accounted of a harmful effect of high temperatures for the first time. Each team was left free to decide how to implement heat stress in their model. This choice was made considering the diversity of implementation of key physiological processes, and/or the diversity in the level of empiricism/mechanism in their approaches (see supplementary information in Asseng et al., 2015 Asseng et al., , 2013 . In most cases, being primarily developed to simulate "standard" climate condi- tions, models had to improve how high temperature effects were captured by including or modifying some key biological processes involved in crop heat stress response. All the models improved their skills in simulating most of the tested variables. However, in several models HI simulation was not improved and in three models (APSIM-Wheat, GLAM-Wheat, Expert-N-SUCROSS) it was slightly worsened, showing that grain yield and above ground biomass did not improve proportionally to each other. As observed by Challinor et al. (2014) this might indicate some level of compensation error during the calibration phase despite the improvement of both yield and biomass. Furthermore, model improvement was focused on heat stress, and most of the improvement was observed for mean growing season temperature >24 • C which is also the range where most of the disagreement was observed before improvement. Seven models included a sub-routine for simulating the acceleration of leaf senescence above a temperature threshold. Heat stress was reported to enhance leaf senescence with a consequent reduction in the total amount of intercepted light, reduction of the accumulation of assimilates, and shortening of the grain filling period (Chauhan et al., 2010; Wardlaw and Moncur, 1995; Wardlaw, 2002; Xu et al., 1995) .
Most biological processes respond exponentially to temperature until an optimum and then they decline (Dell et al., 2011; . The declining phase of a temperature function has become particularly important when considering climate change impacts (Schlenker and Roberts, 2009 ). Five models modified their temperature sub-routines by including this declining phase with increasing temperatures, and 3 models that already included a declining phase used the HSC calibration data set to calibrate the implemented function or to change their shape (e.g. from trapezoidal to non-linear). Regarding cardinal temperatures used for describing the temperature response of phenological development and biomass growth (i.e. the minimum, optimum, and maximum temperatures), there was no clear accordance among models, with the exception of the optimum temperature for radiation use efficiency (∼20 • C) and the minimum temperature for both phenological development and biomass growth (∼0 • C) (Wang et al., unpublished) . Some models calibrated the optimum and the maximum temperatures using the calibration data set and the best matching values obtained through calibration might have been influenced by the specificities of each model (Eitzinger et al., 2012) .
Three models added a sub-routine for accounting for heat stress impact on grain number and/or size. Elevated temperatures before anthesis accelerate development of the spike and decrease grain number (Saini and Aspinall, 1982) Black dotted lines and dark grey areas are e-median (ensemble median) and the 10th to 90th percentile range of the 15 original (unimproved) models, respectively. Solid red lines and light grey areas are e-median and the 10th to 90th percentile range of the 15 improved models, respectively. Symbols are measured mean ± 1 s.d. for n = 3 independent replicates. Note that for LAI, there were no observations for the evaluation data set (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
were reported to reduce ear fertility and grain set and consequently grain number (Alghabari et al., 2014; Ferris et al., 1998) , and temperatures above 35 • C at the beginning of grain filling were reported to reduce potential final grain size (Hawker and Jenner, 1993; Keeling et al., 1994; Saini et al., 1984 Saini et al., , 1983 . Two models considered heat stress impact on leaf development and expansion growth, which was reported to slow down under heat stress (Kemp and Blacklow, 1982) . Some models improved the performances by including or modifying canopy temperature routines.
However, modelling of such temperature responses are currently limited by the availability of experimental data sets where these responses can be quantified. Further modeling and experimental work are also needed to reach agreement among models regarding the cardinal temperature of key physiological processes determining wheat development and growth. Furthermore, improved model versions should be further tested through sensitivity analysis in order to better understand the impact of new and revised processes and additional parameters in model structures on simulated variables.
Model improvement effects on the accuracy and predictive skills of MME
After improvement, the variation range of the MME was reduced at high temperatures in the evaluation data set. The reduction of the variation between the models at high temperatures does not eliminate the value of using MME as model structures remain still different and uncertainty will continue to be part of impact assessment. Grain yield predictive skill (quantified in this study by MSE) of the MME was doubled, and after improvement it was comparable to that of hindcasts, suggesting that the improved model predictions related to the impact of heat stress can be considered reliable and consistent in relation to the observed error. MME accuracy for grain yield and above ground biomass was also doubled after improvement. The unimproved and the improved MME had similar squared bias, indicating that the main source of variation in the considered MME was due to differences between models. These results suggest that the current level of bias might be an intrinsic property of current simulations or of the considered MME or also possibly linked to other uncertainty factors . Mean squared error (MSE) decomposition of grain yield simulated by the 15 unimproved and improved models for the calibration and evaluation (comparison with hindcast) data sets, and the prediction data set ("unknown" data set) (panel A). MSE decomposition for days from sowing to anthesis (panel B), anthesis to maturity (panel C) and final total above ground biomass (panel D) simulated by the 15 unimproved and improved models for the evaluation data set. In panel A, the prediction data set is the same as the evaluation data set but is used as an "unknown" data set to be predicted. MSE was decomposed into squared bias (grey) and variance (white). Data are mean ± 1 s.e. for 15 (calibration) and 14 (evaluation and prediction) site/year/sowing dates combinations.
that are still not considered explicitly. Due to the similarity of the improved and unimproved MME squared biases, the results related to the analysis of the predictive skills of the MME were similar to the evaluation results. The agreement between the evaluation and the prediction results is an important result and is related to the usefulness of crop models in exploring the consequences on climate change. A fundamental question in crop model impact assessments is the quality assessment of estimates of uncertainty . For the first time, the quality of a MME was measured, and it showed that at the current state of crop model development, especially after improvement, prediction uncertainties and hindcast errors are at the same level. Therefore, given a certain level of squared bias measured with hindcast and applied to predictions, we can assume that predictions with these models are reliable. Since in this work the level of prediction uncertainty was measured using the squared bias for a data set that was also used for calibration, we suggest that for future prediction uncertainty assessments done with this MME, the squared bias of the improved models calculated for the evaluation data sets is used as the reference prediction squared bias.
Model improvement effects on e-median uncertainty
Two fundamental questions in MME uncertainty are what is the uncertainty of the MME predictor and how does the quality of the uncertainty estimates vary with the number of models .
As expected, the CV and the RMSRE of e-median decreased with the number of models. On average the unimproved version of MME was not able to reach the benchmark of CV ≤ 13.5% for grain yield (Taylor et al., 1999) : even with a random model population of 15 models the average CV was 17%. On the contrary, the improved MME reached CV ≤ 13.5% with 8 models in the ensemble and at this model ensemble size the RMSRE of e-median was reduced by 16%. MME can be a powerful tool for climate impact assessments as they take advantage of the presence of different models in the ensemble , but they are costly to execute. Execution of MME imply public availability of crop models and/or the interest of modeling groups in participating in coordinated simulation exercises, their availability of funding and/or computational resources to do the requested simulations (Tebaldi and Knutti, 2007) . Crop models are developed using different software languages and/or implementations which makes their use by third parties difficult. A model framework that is able to host multiple crop models most probably will overcome these limitations in the future (Bergez et al., 2014; David et al., 2013; Donatelli et al., 2014; Holzworth et al., 2015 Holzworth et al., 2015 , but the number of crop models included in these platforms is still limited and, even when available, executing several crop models requires at least some knowledge about the specifics of each model in order to correctly interpret results. Therefore the reduction of the required number of models in an ensemble is a fundamental result key conclusion of this study that makes multi-model impact assessments more realistic practical and less costly to be executed.
Until now the constitution of crop MMEs has been based on the "ensemble of opportunity" approach without an a priori specification that defines the characteristics of a model that should or shoud not be part of an ensemble (Solazzo and Galmarini, 2015) . In most cases, the only requirement for participation has been that there must be a published description of the model. However, one could envisage a more pro-active choice of models. For example, Solazzo and Galmarini (2015) proposed screening models to be and improved (red triangles) models for the independent evaluation data set. The horizontal black dashed line in panel A indicates the mean coefficient of variation of GY calculated from a meta-analysis of agronomic field trials (Taylor et al., 1999) . For readability, results for unimproved and improved models are shown for odd and even number of models, respectively. Symbols and error bars indicate mean and ±s.d. of the 20,000 sample e-median values, respectively (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
included in a MME in order to reduce redundancy. They propose doing this in three steps: i) determination to what extent the variability present in the observations is reproduced by the MME, ii) determination of the minimum number of models necessary to represent the observed variability iii) identification of the models to be included in a reduced MME to be used for subsequent analysis. An alternative approach to excluding some models would For readability, results for unimproved and improved models are shown for odd and even number of models, respectively (for interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) be to differentially weight the different models in a MME in order to obtain a weighted average prediction. In the climate modeling community weighting methods based on model performance have been reported to improve performance of a MME predictor (Tebaldi and Knutti, 2007) . However, weighting based on fit of hindcasts is difficult, because it requires a choice of which output variables to consider and how to combine them in an overall criterion. Another open question is related to the quantification of the global uncertainty in impact assessments. Here we focused our attention on the uncertainty related to model simulations and MME assuming a fixed (non-varietal) parameter set for each model. Furthermore we did not include uncertainty related to weather, soil, and management inputs. In the case of climate change impact assessments the uncertainty related to weather inputs may have a higher importance.
Conclusions
Following the example of the climate science community, the crop model community has recently proposed the use of MME as a valid approach to analyze impact assessment uncertainties for current and future climate conditions. However, differently from climate models, the performance of crop models can be evaluated against controlled field experiments from environments that already experience higher than normal growing season temperatures creating conditions that might become common in the future. Using a unique set of experiments for testing the impact of heat stress on wheat crops, we demonstrated that crop model improvements can increase the accuracy of simulations, increase predictive skills of MME's, reduce MME uncertainty, and reduce the number of models needed for reliable impact assessments. 
S1. Description of model improvements
11
S1.1 APSIM-E
12
In APSIM-E, the temperature response functions for phenological development and biomass growth 13 (RUE) in the original APSIM-Wheat model were modified using a unique nonlinear temperature response 14 function . The function has three input parameters with a clear biological meaning, 15
i.e., the minimum (T min ), optimum (T opt ), and maximum (T max ) temperature for the considered process: 16
with, 18 max min
In addition, the radiation use efficiency (RUE) was adjusted based on Meinke et al. (1997) (Table S1) . 21
The maximum specific leaf area was also adjusted. 22 
S1.2 APSIM-Wheat
23
The temperature response function for thermal time accumulation was modified from a triangular to a 24 trapezoidal response curve and the heat stress effect on leaf senescence model was modified from the one 25
proposed by to a linear response including a plateau for T max > 43°C without 26 discontinuity at the threshold temperature (34°C) . 27 APSIM-wheat (v7.5; http://www.apsim.info/) module was re-parameterized against the experimental 28 data from the HSC calibration data set. Parameters were estimated with the Gauss-Marquardt-Levenberg 29 algorithm using the parameter estimation software PEST (Doherty and Johnston 2003) . The weighted sum 30 of squared errors (WSSE) between observations and model predictions was minimized. Seven 31 phenological data types from each of 28 experiments were used for calibration. These were two to three 32 LAI observations, Sow-Ant, Sow-Mat, GY, AGBM, GNumber and GDM, summing up to a total of 226 33 data points in the objective function. To account for the different orders of magnitude of the different data 34 types, data from each type were assigned with a different weight in the objective function. This was done 35 to get a similar contribution of each data type to the objective function. Weighting factors were one for 36
Sow-Mat and Sow-Ant, two for AGBM, two for GNumber and 10 for LAI, GY and GDM data. 37
Parameters were estimated using a stepwise approach. First the phenological parameters and then the yield 38 component parameters were estimated as suggested by Zhao et al. (2014) . Parameters x_temp [3] and 39 x_temp[4] were highly correlated, so both could not be estimated reliably. Therefore, x_temp [4] was fixed 40 at 45 °C and the other parameters were estimated. 41 
S1.3 APSIM-Nwheat
43
The original version of Nwheat considers the effect of heat stress based on a concept that leaf 44 senescence is accelerated three-folds when the daily maximum air temperature exceeds 34°C and six-folds 45 at 40°C . However, this function provided a sudden jump in heat stress factor 46 (SLFT) for a slight increase in temperature above 34°C, which was smoothed-out by changing the 47 threshold temperature to 32°C. 48 A canopy temperature function was introduced to take into account canopy temperature effect on leaf 49 senescence. Maximum daily canopy temperature (T canopy ) was observed to be about 6°C higher than 50 maximum daily air temperature (T air ) when the crop is fully stressed and it is cooler than the air 51 temperature on average by 6°C when the crop is non-stressed ( 
where, fVPD is a normalized factor of vapor pressure effect on Tcanopy . 60
S1.4 FASSET
61
A heat stress factor (F h ) accelerating wheat leaf senescence with high temperatures was implemented. 62
The function (Fig S4) is based on the experimental data by Vignjevic et at. (2014) where 15 spring wheat 63 cultivars were investigated and subjected to a post-anthesis (14 days after) high temperature period for 64 five days. The derived function equation implemented in FASSET is: 65
In the previous version of the model, daily leaf senescence in FASSET was calculated as reported in 67 . With the implementation of the heat stress function the algorithm is now: 68
where, gx L is the maximum modeled green area index, a s is the duration of senescence equivalent to the 70 period from anthesis to yellow ripeness, and s b is a factor that increases senescence under drought 71 conditions. Parameters T hs and b hs were estimated by calibration for threshold temperatures up to 35°C 72 (Table S3) . Following the modification descripted above other parameters related to LAI, dry matter 73 allocation and nitrogen content in storage organs were re-calibrated (Table S3) . 74 The magnitude of canopy senescence for high temperature was modified using the approach described 84 in and the heat stress effect around anthesis on grain set and harvest index was 85 removed as no substantial performance improvement was observed. 86
The definition of the phenological stage "anthesis" was modified: in the previous version it was reached 87 at the beginning of flowering while in the new version it is reached at mid-flowering. 88
Various parameter values were modified in GLAM-Wheat. Some of them were introduced due to the 89 modification of the temperature response functions, the others were re-calibrated to better match 90 measurements in the HSC calibration data set (Table 4) . 91 
S1.6 HERMES
92
The previous version of HERMESS included a fixed percentage of grain (80% grain, 20% chaff) 93 calculated on ear dry mass, which was replaced by a flexible function taken from Mirschel et al. (1986) 94 which calculate the percentage depending on the duration from flowering to maturity. 95
Nitrogen curves for maximum and critical nitrogen concentration were fixed to a constant thermal time 96 from emergence to maturity, now it is scaled to the varietal specific thermal time from emergence to 97 maturity. 98
In the original version soil moisture and N simulations started just few days before sowing. In the 99 improved version, initial soil moisture and mineral N conditions were determined starting soil moisture 100
and N simulations at a fixed date at the beginning of the year allowing a longer equilibration according to 101 the weather conditions.
7
In the original version of HERMES, the overhanging thermal time at the end of a growth phase was 103 lost. In the improved version it is transferred to the next phase, which required the recalibration of the 104 phenological parameters for both the calibration and the evaluation data sets (Table S5) . 105 
S1.9 OLEARY
130
In the previous version of the model phenological development was driven by a linear relationship with 131 temperature. In the improved version, the relationship with crop emergence and stem development rates 132 were modified to a triangular response function equation, the relationship with booting and anthesis 133 development rates were modified to a linear approach with cut-off at a maximum rate. 134
The following modifications were also applied: 135 -Added effects of elevation on psychrometric constant and radiation use efficiency 136 -The subroutine simulating N transfer to grain was modified from a generic implementation 137 with a fixed duration (300°Cd) to a cultivar specific duration (parameter TTTDN, Table  138 S8). 139 -A dry-sowing emergence routine was implemented to delay emergence under very dry 140 conditions. A minimum threshold for soil water content to start emergence is applied 141 (parameter THEM, Table S8) . 142 143 Table S8 shows the parameters that were modified or introduced. Some of them were introduced due to 144 the new subroutines (see above), the others re-calibrated 145 
S1.10 SALUS
146
No subroutine was modified or introduced in the improved version of SALUS. Model improvement in 147 SALUS consisted in an extensive model re-calibration to obtain better performances, including 148 harmonization of the cardinal temperatures of the temperature response of RUE, adjustment of the 149 photoperiod -phyllochron relationship, and optimization of biomass allocation coefficients driving the 150 source/sink ratio. Table S9 shows the parameters that were parameterized or calibrated. 151 
S1.11 SIMPLACE<LINTUL2-CC-HEAT>
152
The acceleration of leaf senescence model was introduced in the new version of the model as described 153
by . The previous version of the model already included a routine for the simulation of 154 heat stress on grain yield based on daily maximum temperature. In the improved version of the model the 155 average diurnal temperature is used (Teixeira et al. 2013) . 156
A function of post-anthesis biomass re-translocation to grains was introduced based on Jamieson et al. 157 (1998) where 20% of accumulated biomass at anthesis is translocate to grains after anthesis. The rate of 158 daily translocation is a function of total dry matter at anthesis, the fraction of dry matter available for re-159 translocation, and thermal time after anthesis.12 161 Table S10 shows the parameters that were modified or introduced in the SIMPLACE<LINTUL2-CC-162 HEAT> model. 163 
S1.12 Sirius2010
164 Improvements to Sirius2010 were described in . In Sirius2010, the 165 duration of leaf senescence is expressed in thermal time and linked to the rank of the leaf in the canopy, 166
i.e. later emerged leaves have a longer period of senescence. Daily thermal time ( T  ) is calculated from 167 3-hourly canopy temperatures estimated as described in Jamieson et al. (1995) (Table S11 ). In this case, the rate of grain number per unit of ear dry mass decreases 185 linearly from 1 when (Table S11) where T min , T opt , and T max are the cardinal temperatures, and  is a shape parameter. 210
Both phenological development and leaf expansion were parameterized with the same parameter values 211 (Table S12) . A heat stress response of the duration of the mature leaf phase and 212 leaf senescence was introduced as described for Sirius2010. 213 
S1.14 WheatGrow
214
A subroutine for simulating phenological development under heat stress was introduced. In the 215
