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Quantum Monte Carlo for Noncovalent Interactions: An Efficient
Protocol Attaining Benchmark Accuracy
Matu´sˇ Dubecky´,a,∗ Rene´ Derian,b Petr Jurecˇka,a,∗ Lubos Mitas,c Pavel Hobza,d,a Michal Otyepkaa
Reliable theoretical predictions of noncovalent interaction energies, which are important e.g. in drug-design and hydrogen-
storage applications, belong to longstanding challenges of contemporary quantum chemistry. In this respect, the fixed-node dif-
fusion Monte Carlo (FN-DMC) is a promising alternative to the commonly used “gold standard” coupled-cluster CCSD(T)/CBS
method for its benchmark accuracy and favourable scaling, in contrast to other correlated wave function approaches. This work is
focused on the analysis of protocols and possible tradeoffs for FN-DMC estimations of noncovalent interaction energies and pro-
poses an efficient yet accurate computational protocol using simplified explicit correlation terms with a favorable O(N3) scaling.
It achieves an excellent agreement (mean unsigned error ∼0.2 kcal/mol) with respect to the CCSD(T)/CBS data on a number
of complexes, including benzene/hydrogen, T-shape benzene dimer, stacked adenine-thymine and a set of small noncovalent
complexes A24. The high accuracy and reduced computational costs predestinate the reported protocol for practical interaction
energy calculations of large noncovalent complexes, where the CCSD(T)/CBS is prohibitively expensive.
1 Introduction
Noncovalent interactions between molecular complexes
and/or their parts are of key importance in many areas of
chemistry, biology and materials science1–3. Their strik-
ing manifestations include the properties of liquids, molec-
ular recognition4 or the structure and function of bio-
macromolecules, to name just a few2,5. In general, experi-
ments make it possible to obtain information on the strength of
noncovalent interactions e.g. from dissociation and adsorption
enthalpies. Nevertheless, direct information on their nature is
usually unavailable. In order to characterise the noncovalent
interaction/s of interest more precisely, one typically resorts
to a combination of multiple techniques1,6. Theory and high-
accuracy calculations here usefully complement experiments
by providing the detailed information necessary for their fun-
damental understanding. As the binding energies of noncova-
lent complexes are weak (typically 0.5 to 30 kcal/mol in small
complexes) when compared to a typical covalent bond energy
(100 kcal/mol), their computations require methods of excep-
tional quality. For benchmark purposes, only approaches with
a degree of accuracy beyond the accepted chemical accuracy
(1 kcal/mol) are considered reliable enough. Ideally, the level
of subchemical accuracy7 (0.1 kcal/mol) should be reached.
This task poses a long-standing challenge to modern compu-
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tational chemistry.
The established “gold standard” of the quantum mechani-
cal calculations of noncovalent interaction energies8 has been
the CCSD(T)9 (coupled-cluster singles and doubles with per-
turbative triples) method, which guarantees the desired accu-
racy, provided that large enough basis sets and/or complete
basis set (CBS) extrapolations are employed. The bench-
mark capability of CCSD(T)/CBS has recently been veri-
fied on a set of small noncovalent complexes by a higher-
order CCSDT(Q) method10 and in small bases also by the
CCSDTQ, CCSDTQP and full CI (configuration interac-
tion)11. Nevertheless, because of the rapid growth of the
CCSD(T) computational cost in the basis set size M, ∝ O(M7),
and even the more steeply growing demands of higher-order
coupled-cluster approaches, their practical use remains lim-
ited to relatively small systems12–16. For summary of devel-
opments in this field, cf. Ref. 17.
A promising alternative to solve the non-relativistic
Schro¨dinger equation for electrons in Born-Oppenheimer ap-
proximation is the fixed-node (FN) diffusion Monte Carlo
(DMC/FN-DMC) method, a member of the quantum Monte
Carlo (QMC) class of methods based on random sampling.
FN-DMC solves an imaginary-time Schro¨dinger equation pro-
jecting out the exact ground-state within the constraints given
by the nodal surface (ΨT = 0) of the best available trial wave
function (ΨT ), required to preserve the antisymmetry of the
simulated electronic state18,19. The FN-DMC approach is
favourable for its direct treatment of many-body correlations
(competitive to high-order approaches including full CI)18,19,
low-order polynomial scaling ∝ O(N3−4)18 with the num-
ber of electrons N and its intrinsic massive parallelism18,19.
The representation of a wave function as an ensemble of
walkers (electron real space position vectors) in QMC results
in a CBS-equivalent mode and energies that are insensitive
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to basis set superposition errors (possibly present in ΨT )19.
QMC makes it possible to sample sophisticated many-body
wave function ansa¨tze with explicit inter-electronic dependen-
cies efficiently, as the wave functions are sampled stochasti-
cally18–21. On the other hand, it suffers from disadvantages
like slowly convergent error bars intrinsic to stochastic sam-
pling, the need to circumvent the difficulties in sampling anti-
symmetric wave functions and/or complicated estimations of
quantities beyond energies. Despite the mentioned limitations,
QMC approaches are behind some of the most paradigmatic
results obtained for quantum systems such as the correlation
energy of electron gas22, widely used in computational elec-
tronic structure methods. For more details and background on
QMC, we refer the reader to the published reviews18,19,21.
In the domain of noncovalent interactions, there are two
salient features of FN-DMC. First, the method accurately de-
scribes the dynamic correlation effects crucial for noncovalent
interactions, since it recovers all possible many-body correla-
tions within the constraints given by the nodal surface18. Sec-
ond, the finite FN error of ΨT used in DMC is expected to
cancel out in energy differences nearly exactly23–26, because
the nodes in the region of the molecule A are essentially un-
changed by the presence of the weakly interacting molecule B
and vice-versa. This trend has been qualitatively confirmed
by a direct inspection of nodal surfaces26. For these rea-
sons, FN-DMC based on single-determinant trial functions
(containing e.g. Kohn-Sham orbitals) has been found very
promising in small/medium25–27 and medium/large molecu-
lar systems3,28–34, where conventional correlated methods are
inapplicable due to the prohibitive computational cost. Note
that the requirement of small error bars, a must in noncovalent
interactions, leads to a large cost (large prefactor) of the cal-
culations. For example, calculations of small complexes like
those considered as a teaching set in the current work are much
more costly in QMC than in CCSD(T)/CBS. Nevertheless, the
situation turns to the contrary in large systems. Although sys-
tematic understanding of error cancellation in QMC energy
differences is still far from complete, the data accumulated to
date begin to delineate the method performance for various
types of systems26,35,36. For more detailed presentations, see
Refs. 19,23,25 and 26.
In our previous study in this field26, we demonstrated the
ability of the FN-DMC to reach the CCSD(T)/CBS within
0.1 kcal/mol on a teaching set of six small noncovalent com-
plexes: the dimers of ammonia, water, hydrogen fluoride,
methane, ethene and ethene/ethyne complex. The succes-
sive procedure was subsequently tested on complexes of ben-
zene/methane, benzene/water and T-shape benzene dimer,
where the FN-DMC deviated by no more than 0.25 kcal/mol
with respect to the best available CCSD(T)/CBS interaction
energy estimates. In a way, QMC performed much better
than expected a priori25. Note that the genuine accuracy of
CCSD(T) for these sizable systems has not yet been confirmed
to subchemical accuracy at a higher level (CCSDT(Q)), and
both approaches therefore provide independent interaction en-
ergy estimates that agree remarkably well. In addition, ex-
tended basis sets (e.g. aug-cc-pVTZ) are unavoidable in these
CC calculations, because small bases lead to qualitatively in-
correct results10. For more of the complexes considered in
the current work, such CC calculations are prohibitively ex-
pensive and if the FN-DMC calculations prove to be accu-
rate enough, this route immediately provides new means for
adressing of such difficult problems.
In the present work, we analyze the possible FN-DMC ap-
proaches and tradeoffs and report on a considerably cheaper
and yet accurate scheme based on a two-body explicit correla-
tion (Jastrow) factor, which is a simplification with respect to
the traditionally used three-body Jastrow term. The discovery
of its ability to attain ∼0.2 kcal/mol accuracy in case of non-
covalent interactions as reported in the current work represents
an important advance. The favourable performance of the sim-
plified scheme also directly confirms the previous observation
that the fixed-node error cancellation is the main reason for
the success of the one-determinant FN-DMC in weakly bound
noncovalent complexes26.
2 Molecular Complexes
The calculations reported below were performed on a diverse
set of hydrogen-bonded and/or dispersion-bound complexes
for which reliable estimates of interaction energies have been
published10,12,14. The teaching set consists of the dimers of
ammonia, water, hydrogen fluoride, methane, ethene and the
ethene/ethyne complex as in our previous work to allow a
convenient comparison. The complexes used for testing pur-
poses include benzene/H2, benzene/methane, benzene/water,
T-shape benzene dimer, stacked adenine-thymine complex and
the whole set of 24 small noncovalent complexes A2410.
The selection of the benzene/H2 is motivated by our interest
in assessment of interaction energies between carbon-based
materials and H2, useful for hydrogen-storage applications.
The adenine-thymine complex, on the other hand, serves as
a first stringent test of our approach in DNA base-pair interac-
tions, and for future reference in the assessment of interactions
in larger DNA fragments.
3 Analysis of QMC Protocols
The development of a FN-DMC-based methodology leading
to accurate noncovalent interaction energies involves exten-
sive testing and elimination of biases that affect the final re-
sults. Indeed, this has to be done in a stepwise manner since
several sets of parameters enter the multistage approach37,38:
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Table 1 The FN-DMC interaction energies E (kcal/mol) obtained from various tested protocols compared to the CCSD(T)/CBS reference ER
(kcal/mol). The protocol-type attribute, if applicable, is indicated in the column P. For clarity, analyzed features of the protocols with respect
to the standard26 3tJ protocol are indicated by the bold typeface. Abbreviations: ΨT - trial wave function, LC - a linear combination of energy
(95%) and variance (5%), ∆ - the difference with respect to the reference, Dis. - a distinct Jastrow factor (see text).
Complex ER P ΨT VMC opt. FN-DMC
Basis set Method Jastrow cost function timestep/a.u. ECP treatment E
Ammonia dimer -3.15a TZV B3LYP 3tJ LC 0.005 T-moves -3.33±0.07b
QZV B3LYP 3tJ LC 0.005 T-moves -3.47±0.07b
3tJ aug-TZV B3LYP 3tJ LC 0.005 T-moves -3.10±0.06b
aug-QZV B3LYP 3tJ LC 0.005 T-moves -3.13±0.07b
aug-TZV HF 3tJ LC 0.005 T-moves -3.12±0.07b
2tJ aug-TZV B3LYP 2tJ LC 0.005 T-moves -3.15±0.05
aug-TZV B3LYP 2tJ LC 0.01 T-moves -3.14±0.05
aug-TZV B3LYP 3tJ Variance 0.005 T-moves -3.28±0.04
aug-TZV B3LYP 3tJ LC 0.01 T-moves -3.22±0.07
aug-TZV B3LYP 3tJ LC 0.005 Locality -3.27±0.07
aug-TZV B3LYP 3tJ LC 0.01 Locality -3.39±0.06
Water dimer -5.07a 3tJ aug-TZV B3LYP 3tJ LC 0.005 T-moves -5.26±0.08b
aug-TZV B3LYP 3tJ LC 0.01 T-moves -5.13±0.08
aug-TZV B3LYP 3tJ Dis. LC 0.005 T-moves -5.15±0.08b
aug-TZV B3LYP 3tJ Dis. LC 0.01 T-moves -5.26±0.08
2tJ aug-TZV B3LYP 2tJ LC 0.005 T-moves -5.24±0.09
aug-TZV B3LYP 2tJ Dis. LC 0.005 T-moves -5.50±0.08
aug-TZV B3LYP 2tJ LC 0.01 T-moves -5.33±0.09
Methane dimer -0.53a 3tJ aug-TZV B3LYP 3tJ LC 0.005 T-moves -0.44±0.05b
aug-QZV B3LYP 3tJ LC 0.005 T-moves -0.55±0.04
aug-TZV HF 3tJ LC 0.005 T-moves -0.52±0.10
2tJ aug-TZV B3LYP 2tJ LC 0.005 T-moves -0.60±0.07
aug-TZV HF 2tJ LC 0.005 T-moves -0.64±0.08
Ethene dimer -1.48a 3tJ aug-TZV B3LYP 3tJ LC 0.005 T-moves -1.47±0.09b
aug-QZV B3LYP 3tJ LC 0.005 T-moves -1.54±0.09
aug-TZV B3LYP 3tJ LC 0.01 T-moves -1.42±0.09
2tJ aug-TZV B3LYP 2tJ LC 0.005 T-moves -1.54±0.09
aug-TZV B3LYP 2tJ LC 0.01 T-moves -1.55±0.09
a Takatani et al. 14, b Dubecky´ et al. 26
i) The ansatz for the trial wave function ΨT must be se-
lected first. The ”standard model” and frequently used choice
is the Slater-Jastrow18,19 functional form, a product of deter-
minant(s) and an explicit correlation term (Jastrow factor), as
employed here. Then it is necessary to choose an effective
core potential (ECP, if any) and a basis set (e.g., aug-TZV).
Subsequently, the Slater determinant(s) are constructed with
DFT, Hartree-Fock (HF) or post-HF orbitals. Finally, terms in-
cluded in the Jastrow factor20 must be specified. They include,
for instance, electron-electron (ee), electron-nucleus (eN), and
electron-electron-nucleus (eeN) terms, which contain explicit
functional dependence on inter-particle distances and thus ef-
ficiently describe dynamic correlation effects18.
ii) The variational (VMC) optimisation step consists of the
selection of the VMC cost function and a parametric optimi-
sation of ΨT , which may or may not include adjustment of the
nodal surfaces (which we avoid in the curent work). It is pos-
sible to improve the nodes by the reoptimisation of the orbitals
and/or determinant expansion coefficients.
iii) The final FN-DMC ground-state projection calculations
depend, in addition to the ΨT optimised in step ii), on the pa-
rameters of the DMC simulation itself, including an imaginary
time step, the treatment of ECPs, the target walker popula-
tion/s and target error bar/s, to name but a few most important.
In general, the parameters and/or choices in all points, i)
to iii), affect the final interaction energies obtained after the
production DMC simulations in iii), as the differences of the
statistically independent total-energy expectation values (with
associated error bars). The parameters in i) and ii), in addition
to the energies accumulated during DMC runs, modify also
the energy variance, thus determining the length of the DMC
simulations to reach the fixed target statistical accuracy.
Tab. 1 shows the representative setups and the related results
that helped us to trace the importance of the parameter changes
considered and identify useful protocols; here, the preceding
one26 is labelled 3tJ and the new one 2tJ. These differ in the
number of terms (ee, eN and eeN, vs. ee and eN) considered
in the Jastrow factor (cf. the Methods). The key observations
from Tab. 1 may be summarised as follows.
3.1 Basis Sets
In the ammonia dimer complex, where the reference inter-
action energy amounts to -3.15 kcal/mol14, the TZV and
QZV bases result in interaction energies of -3.33±0.07 and
-3.47±0.07 kcal/mol, whereas the aug-TZV and aug-QZV
bases lead to FN-DMC interaction energies of -3.10±0.06 and
-3.13±0.07 kcal/mol26, respectively. The presence of aug-
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mentation functions in ΨT is therefore crucial24, whereas an
increase of the basis set cardinality beyond the TZV level
seems to play a smaller role than in the standard methods
of quantum chemistry. In the methane dimer and ethene
dimer complexes, the aug-TZV data are found to be sta-
tistically indistinguishable from the aug-QZV data as well.
Since the aug-TZV basis set reaches the reference data within
0.1 kcal/mol in the whole teaching set considered26, we have
used it throughout the study.
Note that the aug-QZV basis set with approximately two
times more basis functions than the aug-TZV lowers the en-
ergy variance. For example, in the methane dimer complex,
the variance is improved by 0.01 a.u. (from 0.19 to 0.18 a.u.),
decreasing the sampling needed to reach the same error bar
by about 10%. Nevertheless, the cost of the aug-QZV calcula-
tions, for the fixed number of DMC steps is three times higher,
making the aug-TZV approach still much more favourable
when considering the overall cost/accuracy ratio.
3.2 Orbitals in the Slater Part of ΨT
Since the FN-DMC energies depend primarily on the nodal
surface of the trial wave function ΨT , we tested HF and
B3LYP sets of orbitals in Slater determinants. In the am-
monia dimer complex26, we found that the HF and B3LYP
orbitals provide FN-DMC interaction energies that are in-
distinguishable within the error bars, namely -3.12±0.07 vs.
-3.10±0.06 kcal/mol, and both in good agreement with the
CCSD(T)/CBS reference (-3.15 kcal/mol14). Similar conclu-
sions apply in the case of methane dimer, separately in both
types of the schemes considered, 2tJ and 3tJ alike. The total
energies from B3LYP orbitals were always found to produce
variationally lower total energy expectation values39,40 than
those from HF (e.g. in ammonia dimer by ∼0.001 a.u.). This
indicates better quality of the B3LYP nodal surfaces and there-
fore we used B3LYP orbitals for the rest of the calculations as
well. We note that the results are expected to depend on the
choice of the orbitals only very weakly due to the favourable
FN error cancellation that takes place in weakly interacting
complexes23–26.
Since the concept of error cancellation is not limited to one
determinant, similar behaviour is expected in case of noncova-
lent interactions between open-shell systems where complete-
active-space wave functions capturing multi-reference ef-
fects41,42 may be used instead of Hartree-Fock/Kohn-Sham
determinants.
3.3 Jastrow Factor
The considered variations of the Jastrow term include the
reduction of terms (2tJ, cf. the Methods) with respect to
the previously reported version (3tJ), and the so-called dis-
Fig. 1 The DMC timings to reach 0.1 kcal/mol error bar, in hours of
running on 64 cores, versus the the total count of electrons N.
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Table 2 The timings (in hours of running on 64 cores) for VMC
optimization topt, DMC (to reach 0.1 kcal/mol error bar) tDMC and
total time t to get a total single point energy. The N denotes the total
count of electrons.
Complex N Protocol topt tDMC t
Water monomer 8 2tJ 0.1 0.5 1.9
3tJ 1.9 0.6 2.3
Water dimer 16 2tJ 0.2 10.5 10.7
3tJ 4.7 24.4 29.1
3tJ Dis. 9.3 93.0 102.3
Benzene dimer 60 2tJ 4 616 620
3tJ 208 4931 5139
tinct Jastrow factor including distinct parameters (3tJ Dis.)
on the non-equivalent atoms of the same type. We have
found, that e.g. in ammonia, water and ethene, 2tJ and
3tJ protocols generate approximately the same results. On
the other hand, this is not the case in the methane dimer.
The water dimer is an example where the 3tJ Jastrow fac-
tor is not sufficient and the corresponding interaction en-
ergy (-5.26±0.08 kcal/mol) deviates considerably from the
reference (-5.07 kcal/mol14). In order to reach a subchem-
ical accuracy margin, a distinct 3tJ Jastrow correlation fac-
tor must be considered (3tJ Dis.,-5.15±0.08 kcal/mol). On
the other hand, the use of 2tJ scheme in combination with
the distinct feature (2tJ Dis., Tab. 1) is (currently) not rec-
ommended, since in the studied case it produced the value
that is too off (-5. 50±0.08 kcal/mol). The reason proba-
bly being an insufficient number of sampling points used
in VMC optimisation (cf. Ref. 43). A reasonable com-
promise between the accuracy and cost is thus provided by
the 2tJ scheme (-5.24±0.09 kcal/mol), which is acceptable
within the less tight but acceptable target error criterion, e.g.
0.2-0.3 kcal/mol.
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The comparison of timings (on 64 cores) for calculations
with various Jastrow factors, including VMC optimization,
DMC to reach 0.1 kcal/mol error margin and total timings to
get a single point total energy are reported in Tab. 2. In ad-
dition, the DMC timings are illustrated in Fig. 1. The data in
Tab. 2 show that the typical VMC optimization cost is negli-
gible with respect to the DMC part of a typical calculation for
noncovalent interaction energy purposes, i.e. the total timings
are dominated by DMC. The DMC timings indicate that the
2tJ scheme cost scales as N3 while the 3tJ approximately as
N4 (cf. Fig. 1), where N is the number of electrons. Since the
scaling of 2tJ approach is asymptotically much more favor-
able and generates results with comparable quality, we believe
it will be very useful in calculations of large complexes where
more complex Jastrow terms are very costly.
3.4 VMC Cost Function
The variance used as a cost function in VMC optimization of
the Jastrow term parameters leads to higher FN-DMC total
energies when compared to energy minimisation (with 95%
of energy and 5% of variance, cf. the Methods)44. For ex-
ample, test calculations employing variance minimisation in
ammonia lower the energy variance, as expected, but the to-
tal energy remains higher (by 0.0012 a.u. in dimer), and the
interaction energy produced in this way (-3.28±0.1 kcal/mol)
also deviates more from the reference. We thus recommend
using a large fraction of energy in the VMC-optimisation cost
function.
3.5 DMC Time Step
For completeness, we explore the DMC time step of 0.01 a.u.
in addition to our standard conservative time-step setting of
0.005 a.u., used to avoid the extrapolation of energy to a zero
time step25. A conclusive discussion of this point is, however,
not possible because the error bars do not allow statements of
statistical significance. Neither do we thus attempt zero time
step extrapolations; we discuss the observations only qualita-
tively. In ammonia dimer, we have observed a deterioration
of the final interaction energies in the case of 3tJ with an in-
crease of the timestep, whereas in the case of 2tJ, no apparent
dependence arises. In the case of water dimer, the calculation
of energies using an increased time step shows that only the
3tJ Dis. scheme is able to approach the reference in the zero
time step limit. In ethene dimer, there is no significant depen-
dence on the time step in either of the cases considered (2tJ
and 3tJ). The time step of 0.005 a.u. is accurate enough for
our purposes and it is used throughout the study.
3.6 ECP Treatment in DMC
In order to reduce the numerical cost of the calculations, we
have removed core electrons using ECPs. In ammonia dimer,
we have found that the T-moves45 scheme used to treat ECPs
in DMC produces more accurate results than the locality ap-
proximation46 (where the error reaches ∼0.2 kcal/mol), as ex-
pected, and we have thus combined T-moves with a short time
step (0.005 a.u.).
3.7 Summary
To summarise the discussion related to the analysis of pro-
tocols and tradeoffs relevant in calculations of noncovalent
interactions (between closed-shell complexes), we conclude
that for general setups, the main group elements and the tar-
get ∼0.3 kcal/mol accuracy (in small systems, or formally
per one bond), the use of the following scheme (2tJ proto-
col) is recommended: i) single-determinant trial wave func-
tions of Slater-Jastrow type using B3LYP orbitals and an aug-
TZV basis set, ii) an exhaustively optimised Jastrow factor
(keeping the Slater determinant intact) with ee, and eN terms,
and, iii) a FN-DMC ground-state projection using the T-moves
scheme45 and a time step of 0.005 a.u. The error bars should
be converged to 0.1-0.2 kcal/mol to obtain statistically mean-
ingful results. To this end, DMC projection times of several
thousands of a.u. with large walker ensembles are unavoid-
able.
4 Benchmarks
The production FN-DMC results obtained by the scheme in-
volving simplified Jastrow term (2tJ) are reported and com-
pared to the CCSD(T)/CBS and more traditional protocol (3tJ)
data in Tab. 3. The mean error (ME) and the mean un-
signed error (MUE) of the 2tJ scheme, with respect to the
CCSD(T)/CBS reference data, are both found to be about
0.1 kcal/mol respectively and the mean relative unsigned error
(RUE) reaches 4.9%. The maximum interaction energy de-
viations with respect to the reference reach ∼ 0.2 kcal/mol,
observed in hydrogen-bonded water and hydrogen-fluoride
dimers. For comparison, the MUE of the FN-DMC results
obtained with the 3tJ scheme amounts to 0.08 kcal/mol (RUE:
4.8 %) and the maximum deviation of ≈ 0.2 kcal/mol is ob-
tained only in the case of water dimer. This may be further im-
proved by the distinct Jastrow factor (cf. Tab. 1)26 if required,
as already mentioned, nevertheless here we are interested in
a computationally less expensive computations - 2tJ scheme.
The remaining 2tJ values differ by no more than 0.1 kcal/mol
from the CCSD(T)/CBS reference.
The favourable performance of the 2tJ scheme is further
demonstrated when it comes to larger complexes, where MUE
1–10 | 5
Table 3 The FN-DMC interaction energies E (kcal/mol) obtained by the new protocol based on simplified Jastrow factor (2tJ, cf. section 3),
compared to the CCSD(T)/CBS reference interaction energies ER (kcal/mol) and conservative 3tJ protocol data26, along with the
corresponding differences ∆ and statistics: mean error (ME, kcal/mol), mean unsigned error (MUE, kcal/mol) and relative unsigned error
(RUE,%), for each subset and the whole considered set (total), respectively.
Complex ER E/3tJd ∆R E/2tJc ∆R
(teaching set)
Ammonia dimer -3.15a -3.10±0.06 -0.05 -3.21±0.09 0.06
Water dimer -5.07a -5.26±0.08 0.19 -5.28±0.10 0.21
Hydrogen fluoride dimer -4.62b -4.68±0.10 0.10 -4.77±0.12 0.19
Methane dimer -0.53a -0.44±0.05 -0.09 -0.60±0.07 0.07
Ethene dimer -1.48a -1.47±0.09 -0.01 -1.53±0.13 0.05
Ethene/ethyne -1.50a -1.56±0.08 0.06 -1.54±0.14 0.04
ME: 0.033 ME: 0.104
MUE: 0.083 MUE: 0.104
RUE: 4.78 RUE: 4.94
(test set)
Benzene/H2 -1.03c - - -1.08±0.10 0.04
Benzene/water -3.29a -3.53±0.13 0.24 -3.21±0.15 -0.08
Benzene/methane -1.45a -1.30±0.13 -0.15 -1.50±0.15 0.05
Benzene dimer T -2.71a -2.88±0.16 0.17 -2.53±0.23 -0.18
Adenine-Thymine S -11.66a - - -11.00±0.30 -0.66
ME: -0.167
MUE: 0.203
RUE: 4.44
a Takatani et al. 14, b CCSDT(Q), ˇReza´cˇ et al. 10, c This work. d Dubecky´ et al. 26,
amounts only to 0.2 kcal/mol (RUE: 4.4%). Overall, the data
in Tab. 3 clearly show that the faster 2tJ scheme is able to
attain benchmark results, close to the subchemical accuracy
in most systems. These results also presumably indicate, that
efficient FN-error cancellation26 takes place in the considered
set of complexes. On the other hand, of the 2tJ would be used
in larger complexes, a possible error-accumulation is possible
in principle, nevertheless the concept of chemical accuracy in
these cases looses its importance since the absolute value of
the interaction energy grows and what should be taken as as
measure of reliability of any theoretical approach is the rela-
tive energy deviation. The relative error of our approach does
not noticeably increase with the size of the system which gives
us confidence for use in large complexes. An exhaustive as-
sessment of a general applicability and limits of the presented
methods is a next goal of our work.
We note in passing that in the case of the benzene/H2 com-
plex, we report our own CCSD(T)/CBS reference value of
-1.033 kcal/mol (Tab. 3), obtained by a standard CBS ex-
trapolation/correction technique (cf. the Methods) which im-
proves upon the existing value of -1.037 kcal/mol47. The ob-
tained QMC value (-1.08±0.1 kcal/mol) agrees (within the er-
ror bar) with the reference, as well as with the reported value
of 0.96±0.08 kcal/mol48 obtained at a slightly different ge-
ometry.
Finally, we have extensively tested the new 2tJ protocol
on a set of 24 noncovalent complexes (A24)10. The results
are summarized in the Tab. 4. The overall MUE amounts to
0.15 kcal/mol, confirming our conclusions based on Tab. 3.
One may observe that in general, the hydrogen-bound com-
plexes deviate more from the reference than the mixed and
dispersion-bound ones, showing the most favorable domain of
the protocol applicability. The high RUE may be attributed
to the high ratio between interaction energy amplitudes and
noise. The overall performance of the 2tJ protocol in A24
is nevertheless very good. Some of the cases with consider-
able deviations were further checked using the 3tJ protocol
(Tab. 5), which brings the interaction energies to within ∼0.1
kcal/mol from the reference, as expected. The HCN dimer and
the formaldehyde dimer represent the cases where the interac-
tion energy remains off, even with the 3tJ protocol. An anal-
ysis and fundamental understanding of these effects, beyond
a scope of the current work, remains as our next goal. We
tentatively assign these deviations to the presence of multiple
bonds in combination with hydrogen bonding, possibly caus-
ing nodal surface nonlinearity effects36 that may lead to partial
breakdown of the fixed-node error cancellation assumption26.
On the other hand, the deviations still remain well below the
chemical accuracy. The expected error margin of the 2tJ pro-
tocol thus remains at 0.2-0.3 kcal/mol per bond (formally).
5 Conclusions
The analysis of the QMC FN-DMC-based protocols and re-
lated tradeoffs provided in this work revealed a favourable
computational scheme based on a simplified explicit correla-
tion Jastrow term that results in a reduced computational cost
scaling. The tests on a number of complexes including up to a
stacked DNA base pair show a good performance and nearly
sub-chemical accuracy with respect to CCSD(T)/CBS, conse-
6 | 1–10
Table 4 The FN-DMC interaction energies E (kcal/mol) of the A24 set, obtained by the 2tJ protocol, compared to the CCSD(T)/CBS
reference interaction energies ER (kcal/mol) along with the corresponding differences ∆, illustrations49 and statistics: mean error (ME,
kcal/mol), mean unsigned error (MUE, kcal/mol) and relative unsigned error (RUE,%).
Label Complex ER E/2tJ ∆ Label Complex ER E/2tJ ∆
1 Water
ammonia -6.493 -6.71±0.07 -0.22 13
Ethene
ammonia -1.374 -1.45±0.07 -0.07
2 Water dimer -5.006 -5.30±0.05 -0.29 14 Ethene dimer -1.09 -1.08±0.07 0.01
3 HCN dimer -4.745 -5.09±0.08 -0.35 15 Methane
ethene -0.502 -0.54±0.06 -0.04
4 HF dimer -4.581 -4.88±0.05 -0.30 16 Borane
methane -1.485 -1.48±0.04 0.01
5 Ammoniadimer -3.137 -3.30±0.04 -0.17 17
Methane
ethane -0.827 -0.85±0.06 -0.03
6 Methane HF -1.654 -1.29±0.07 0.37 18 Methane
ethane -0.607 -0.68±0.06 -0.07
7 Ammonia
methane -0.765 -0.83±0.06 -0.06 19 Methane dimer -0.533 -0.63±0.03 -0.10
8 Methane water -0.663 -0.57±0.06 0.09 20 Ar methane -0.405 -0.18±0.07 0.23
9 Formaldehydedimer -4.554 -4.90±0.10 -0.35 21 Ar ethene -0.364 -0.19±0.07 0.18
10 Water ethene -2.557 -2.55±0.07 0.01 22 Ethene ethyne 0.821 0.94±0.07 0.12
11 Formaldehyde
ethene -1.621 -1.70±0.08 -0.07 23 Ethene dimer 0.934 1.06±0.03 0.13
12 Ethyne dimer -1.524 -1.74±0.07 -0.21 24 Ethyne dimer 1.115 1.23±0.03 0.11
ME: -0.05
MUE: 0.15
RUE: 12.1
quently enabling an easier access to reliable estimates of in-
teraction energies in large complexes.
Since the QMC is not limited to single-reference and “gas-
phase” complexes and the reported protocol relies on the
fixed-node error cancellation, it may also find application in
cases that are intrinsically difficult for mainstream-correlated
wave-function approaches. These include estimates of nonco-
valent interactions between open-shell organometallic and/or
metal-organic systems (using simple multi-determinant trial
functions instead of a single Slater determinant), studies of
periodic models like physisorption on metal surfaces and 2D
materials, or prediction of noncovalent crystal stability31. In
the domain of noncovalent interactions, the quantum Monte
Carlo FN-DMC method therefore appears to be very promis-
ing for its benchmark accuracy, low-order polynomial scaling
with the system complexity, low memory requirements and
nearly ideal scaling across thousands of proccessors50 in par-
allel supercomputing environments.
Methods
The geometries of the studied complexes were taken from
the sets S2212 and A2410, except for the benzene/H2 47 com-
plex. ECPs with the corresponding basis sets developed by
Burkatzki et al.51 were used throughout the work, with the
exception of the H where a more recent version was used52.
The augmentation functions were taken from the correspond-
ing Dunning bases53. Single-determinant Slater-Jastrow20
trial wave functions were constructed using B3LYP or HF or-
bitals from GAMESS54. The used Schmidt-Moskowitz55 ho-
mogeneous and isotropic Jastrow factors20, including either
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Table 5 The FN-DMC interaction energies E (kcal/mol) of the
selected complexes from A24, obtained by the 2tJ and 3tJ protocols,
compared to the CCSD(T)/CBS reference interaction energies ER
(kcal/mol) and the corresponding differences ∆.
Label Complex ER Protocol E ∆
3 HCN dimer -4.745 2tJ -5.09±0.08 -0.35
3tJ -5.13±0.06 -0.39
6 Methane HF -1.654 2tJ -1.29±0.07 0.37
3tJ -1.54±0.04 0.11
9 Formaldehyde dimer -4.554 2tJ -4.90±0.10 -0.35
3tJ -4.88±0.06 -0.32
12 Ethyne dimer -1.524 2tJ -1.74±0.07 -0.21
3tJ -1.62±0.05 -0.10
21 Ethene Ar -0.364 2tJ -0.19±0.07 -0.18
3tJ -0.22±0.04 -0.14
the electron-electron and electron-nucleus terms (2tJ), or 2tJ
with electron-electron-nucleus terms in addition (3tJ), were
expanded in a fixed basis set of polynomial Pade´ functions21.
The parameters of the positive definite Jastrow factor were op-
timised by the Hessian driven VMC optimisation of at least
10x10 iterations (i.e. a full VMC energy calculation after each
10 optimisation steps on a fixed walker population), using the
variance optimisation56 or a linear combination44 of energy
(95%) and variance (5%) as a cost function. The optimised
trial wave functions were subsequently used in the production
FN-DMC runs performed with a time step of 0.01/0.005 a.u.
within the locality approximation18,46 (LA, for testing pur-
poses) or using the T-moves scheme45 for the treatment of
ECPs beyond LA. The target walker populations ranged from
5k (for small systems) up to about 20k (for the largest sys-
tem). All QMC calculations were performed using the code
QWalk57.
The reference interaction energy for the benzene/H2
complex was estimated by the basis set superposition
error corrected standard CBS extrapolation technique12
from HF/aug-cc-pV5Z, MP2/aug-cc-pVQZ/aug-cc-pV5Z and
CCSD(T)/aug-cc-pVQZ results.
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Fig. 2 Graphical TOC: A quantum Monte Carlo protocol with a favorable scaling, that attains a benchmark accuracy, is reported and
extensively tested.
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