We consider in this paper the problem of extending the ESPRIT algorithm for multiple source, co-channel direction nding to the two-dimensional case (e.g., azimuth and elevation angle estimation). Two algorithms are presented, one based on the optimal (minimum variance) subspace tting formulation of ESPRIT, and the other based on an approximation to it. The algorithms are applicable to antenna arrays composed of identical subarrays displaced in two dimensions, such as uniform rectangular phased arrays. Simulation results illustrating the relative performance of the algorithms are also presented.
Introduction
T he problem of determining the directions of arrival (DOAs) of multiple, co-channel emitters arises in a number of radar applications. Although most of the so-called high-resolution direction nding (DF) algorithms (e.g., MUSIC 1] , maximum likelihood, autoregressive modeling techniques, etc.) have been presented in the context of estimating a single angle per emitter (e.g., azimuth only), generalizations to the azimuth/elevation case are relatively straightforward. Additional parameters such as frequency, polarization angle, and range can also be incorporated, provided the response of the array is known as a function of these parameters. The main di culty associated with these methods is that both computational and storage costs tend to increase rapidly with the dimension of the parameter vector. The increased costs are usually prohibitive even for the two-dimensional (2-D) case, and the result is that in practice, systems typically employ non-parametric techniques (e.g., beamforming) to solve what are in reality parametric problems. Though these classical DF techniques are less complicated, their performance is known to be poor.
The recently introduced Weighted Subspace Fitting (WSF) algorithm of Viberg and Ottersten 2, 3] has been shown to provide DF estimates which asymptotically achieve the Cram er-Rao lower bound on DF estimate variance. While in principle the WSF approach may also be easily applied in the multiple parameter case, it requires in general an array calibrated for all possible combinations of the parameters, and a multidimensional search that must be initialized with estimates of reasonable quality. In addition, the initial estimates must also be properly associated; e.g., each azimuth estimate must be paired with an elevation angle. Since implementing the WSF algorithm itself requires a relatively large computational investment, one would hope that the initial estimates could be obtained as e ciently as possible.
In the azimuth only case, if the array is composed of two identical but translated subarrays, the ESPRIT algorithm 4, 5] can be employed to nd the initial DF estimates in a computationally e cient manner, without using array calibration information. To use ESPRIT for the combined azimuth/elevation problem, an array with identical subarrays in more than one direction would be required. However, performing ESPRIT separately in each direction would not take advantage of the full \multidimensional" invariance structure of such an array, and would provide no mechanism for associat-ing the azimuth and elevation estimates with a particular emitter. Our goal in this paper is to show how the ESPRIT concept may be applied to properly handle the azimuth/elevation case.
Several authors have considered extending ESPRIT to the 2-D case by applying the algorithm separately for each pair of identical subarrays, and then using some ad hoc scheme to associate the estimated azimuth and elevation angles. Zoltowski and Stavrinides 6] associated them by taking all possible array response vectors corresponding to various combinations of the estimates, and then nding those which had the smallest projection in the so-called \noise" subspace. Unless the response of the subarrays is also estimated along with the angles, this method requires a fully calibrated array and hence negates one of the key advantages of ESPRIT. Johnson and Miner 7] assumed a particular triangular array geometry, and then used a phase-di erencing technique to try and nd the azimuth/elevation pairs that were the most \consistent". However, this particular method is quite awkward to implement when the number of signals exceeds two. A recent paper by Chen and Chen 8] proposes an interesting association technique based on the concept of \marked" subspaces. Since their approach relies on the generalized eigenvalue formulation of ESPRIT, it may su er from numerical di culties. Rao and Kung 9] have considered an extension of an algorithm similar to ESPRIT 10, 11] to harmonic retrieval for 2-D time series, although the corresponding DF algorithm would be limited to uniform array geometries.
In this paper, we present a more geometric formulation of the ESPRIT algorithm which leads very naturally to an extension to the multiple parameter problem. The key to this formulation is recognizing that ESPRIT is a special case of WSF for a speci c array parameterization 2, 12] . Once this connection is made, it is seen that extending the algorithm to arrays with multidimensional invariances simply amounts to re-parameterizing the WSF algorithm to account for the additional subarrays and angle parameters. While the ESPRIT/WSF minimization is accomplished very e ciently in the single parameter case, a search technique is required for the multiple invariance parameterization. However, the algorithm retains the advantage of not requiring a calibrated array response, and provides an inherent association of the azimuth and elevation estimates. In addition, it can be shown under certain circumstances to yield asymptotically unbiased, minimum variance estimates. As an alternative to the optimal approach, we also develop a suboptimal, but computationally e cient algorithm for the 2-D DF problem. If the optimal WSF solution is desired, the angle estimates obtained by the suboptimal algorithm may be used as initial conditions for the resulting multidimensional search.
In the next section, a brief description of the ESPRIT algorithm is given, along with a discussion of the response that results when an array is composed of multiple identical subarrays displaced in di erent directions. The subspace tting aspects of the problem are discussed in Section 3, and the WSF approach is introduced. A suboptimal algorithm which approximates the optimal subspace tting minimization is then described in Section 4, and some details concerning its implementation are given. Section 5 then presents some representative simulation results which illustrate the relative performance of the algorithms. Although our discussion will focus on the 2-D case involving azimuth and elevation angles, the concepts presented are easily extended to higher dimensional parameter vectors (e.g., simultaneous estimation of azimuth, elevation, and frequency) 13, 14].
The Data Model and ESPRIT
The ESPRIT algorithm 4, 5] assumes an antenna array composed of two identical translated subarrays, as depicted in Figure 1 . The individual elements of each subarray may have arbitrary directional gain and phase response, provided each has an identical twin in the companion subarray. The elements of each pair of identical sensors, or doublet, are assumed to be separated by a xed displacement vector . For certain special array con gurations, the subarrays may overlap; i.e., an array element may be a member of both subarrays. If there are a total of M sensors in the array and m in each subarray, this implies that M 2m. For subarrays that do not overlap, such as those depicted in Figure 1 , we have M = 2m.
Antenna arrays with this type of con guration result in measurement models with a very special structure. If we consider for the moment the single angle (e.g., azimuth only) case, and de ne a( ) to be the complex vector array response for a narrowband signal at DOA , the the response of the array z(t) 2 C I M at time t to d emitters at 
where is a unitary diagonal matrix with diagonal elements i given by i = expf?j2 sin i = g; i = 1; ; d; (2) and where is the wavelength of the narrowband signal, = j j is the distance between the subarrays, and A( ) represents the response of subarray 0 (assumed to be full rank m > d for all ). The ESPRIT algorithm exploits the structure of (1) (5) where the matrix = T ?1 T has been de ned. Thus, if m d and < =2, the DOAs may be uniquely determined from the eigenvalues of the operator that maps E 0 onto E 1 . Note that this result is independent of the actual value of A (as long as it is full rank), so the array need not be calibrated in order to estimate the DOAs.
Since a perfect measurement of R cannot be obtained, the sample covarianceR
is used as an estimate, and its eigenvectorsÊ 0 andÊ 1 will not exactly satisfy the relationship of equation (4) . Hence, there will be no operator that exactly maps the columns ofÊ 0 onto those ofÊ 1 
and setting^ TLS = ?U 12 U ?1 22 : (8) The ESPRIT DF estimates are then calculated using the eigenvalues of^ TLS and equation (2) . The modular nature of the algorithm (it requires successive eigendecompositions or SVDs of order M; 2d; and d) coupled with the fact that it requires no explicit gradient search makes it very attractive from a computational standpoint.
Multiple Identical Subarrays
The model of (4) is easily generalized to the case where the array is composed of more than two identical subarrays. Suppose, for example, that the array is composed of p identical subarrays of m sensors each. As before, the total number of sensors M need not equal mp since the subarrays may overlap (M < mp in such cases). Analogous to equation (4) T ; (9) where J is an mp M selection matrix, A is the response of subarray 0, and i is a diagonal matrix of phase delays which accounts for the propagation of the signals from the reference to the i th subarray. The parameterization of (9) is very general and can be made to apply to a wide variety of problems. As an example, consider the 6 5 rectangular array depicted in (4) is relatively straightforward, it is unclear how the TLS-ESPRIT algorithm might be generalized to optimally exploit array structures such as those described by (9) . As mentioned in the Introduction, one simple suboptimal approach is to estimate the various delay matrices i ; i = 1; ; p; individually by repeated applications of ESPRIT for di erent subarray pairs. For example, in the above rectangular array case, one could use subarrays 0 and 1 to estimate 1 , subarrays 0 and 2 to estimate 2 , and subarrays 0 and 3 to estimate the product 1 2 . There are, however, two serious drawbacks to this approach. The rst is that in decoupling the estimation of the 's, no means is provided for associating their arbitrarily ordered diagonal elements and computing the azimuth and elevation angle pairs. The second drawback of this simple approach is that the structure of the array is not being fully exploited. For example, in estimating 1 using only subarrays 0 and 1, information from the top ve elements of the array is ignored.
As explained in the next section, the key to properly extending ESPRIT to the two dimensional case lies in its subspace tting formulation. 
A Subspace Fitting Framework
The subscript F indicates the Frobenius norm. ESPRIT can thus be thought of as nding a model of the form (4) which best ts (in the least-squares sense) the signal subspace obtained from the array data. This problem formulation is a special case of the more general subspace tting (SSF) methodology described in 2]. All algorithms within the SSF class solve a least-squares minimization of the following common form:
where M is a matrix derived from the data,G( ) describes the parameterization of the array response, and T attempts to map a particular array response onto the data. The SSF formulation of (12) provides the framework for the most natural extension of ESPRIT to the multiple subarray, azimuth/elevation situation represented by (9 
As with ESPRIT, this approach requires no calibration information since the subarray response A is estimated as part of the minimization. In addition, since the matrix T is also estimated in (14) , the diagonal ordering of each i is xed, and the azimuth and elevation estimates are thus automatically associated. An algorithm for implementing the minimization of (14) is presented in 12] for the azimuth only case where i = i . The combined azimuth/elevation problem requires only a slight modi cation.
Subspace Weighting
Note that the square root of a weighting matrix W = W > 0 which did not appear in equation (12) is a consistent estimate of the noise variance and^ s is a diagonal matrix containing the d largest eigenvalues of the sample covarianceR as de ned in equation (3) . The term optimal here means that asymptotically, this weighting yields DF estimates with lower variance than any other choice of W. In fact, in 17] it is shown that the estimates obtained using W OPT asymptotically achieve the Cram er-Rao lower bound (CRB), and hence have the lowest variance possible.
For an uncalibrated array composed of multiple identical subarrays such as considered in this paper, W OPT can still be shown to asymptotically provide minimum variance estimates provided the subarrays do not overlap 18]. In other words, if JJ T = I in (9), the minimization of (14) achieves azimuth and elevation DF estimates with the lowest possible variance. The loss of statistical e ciency for overlapping subarrays is a re ection of the fact that additional structure in the antenna array is being assumed, but not optimally exploited by the algorithm. Although the estimates obtained using the weighting W OPT in the overlapping subarray case do not attain the CRB, in all simulations performed to date it has been observed that using W OPT results in lower variance estimates than using no weighting at all.
A Compact Formulation
For the suboptimal algorithm presented in the next section, it will be convenient to reformulate the expression for the cost function in (14) . (17) Solving for the separable parameter B yields the following compact expression: When dealing with large multidimensional arrays of many sensors (such as a large phased-array antenna), a signi cant computational reduction can be realized by performing the above algorithm in the beamspace domain. In this approach, the array is uniformly divided into sections, and a beamforming algorithm is implemented for each of the sections separately. If the beam formed by each of the sections is identical, the beamformer outputs can be considered to be the outputs of a \pseudo-array" composed of several identical elements. The algorithm may then be directly applied to the outputs of this reduced dimension pseudo-array in order to estimate the azimuth and elevation angles of arrival.
A Suboptimal Approach
Even for arrays with only a few elements, the minimization of V in (14) or (18) over all parameters of interest is a nonlinear, computationally complex problem, and no easily formulated \ESPRIT-like" solution exists. Since a multidimensional search is necessary to minimize either cost function, reasonably accurate initial estimates must also be obtained. An additional di culty encountered in minimizing (18) is the requirement that the submatrices 1 ; ; p?1 of obey certain constraints. While these constraints are implicitly handled by the parameterization of (14) , an approximate solution is somewhat easier to obtain for (18) , as explained in this section.
The rst type of constraint that arises in the minimization of (18) is due to the structure of the matrix which re ects the phase relationships between each subarray and the reference. A typical structural constraint of this type is l = i k for some i; k; l p?1. For example, the position of subarray 3 in Figure 2 relative to subarrays 1 and 2 dictates that 3 = 1 2 .
The second type of constraint occurs because each of the blocks in can be decomposed as i = T ?1 i T, and hence each has a common set of eigenvectors. Since no two distinct sources can share an identical set of parameters, this constraint translates into the requirement that all matrices in the set f i g p?1 i=1 commute. As in the case of ESPRIT, the parameters of interest are obtained from the eigendecompositions of the matrices f i g p?1 i=1 . Since the ordering of the eigenvalues of each i is arbitrary, enforcement of the commutative constraint allows multiple parameters to be associated with a single source. That is, the k th diagonal element i;kk of the matrix i is associated with the element l;kk of the diagonal matrix l = T i T ?1 ; l = 1; ; p ? 1.
Since the eigenvalues of each i should ideally lie on the unit circle, a third constraint could be imposed on each of these matrices. As before, this constraint is implicitly handled in the formulation of (14) since each i is, by construction, a unitary diagonal matrix parameterized by the DOAs. However, the ESPRIT algorithm does not implement the unit circle constraint, and for simplicity, the suboptimal approach described below will not either.
As a result of the structural and commutative constraints above, the minimization problem in compact form can be written as min k E W P ? k 2 F (19) subject to C k ( 1 ; ; p?1 ) = 0; k = 1; ; q; (20) for q total constraints. Though a solution to this problem is possible, it would be quite complex and there would be no reason to prefer it over the minimization of (14) . The virtue of the problem described by (19)-(20) lies in the fact that a computationally e cient procedure for approximating its solution is easily formulated. There are two reasons for investigating such a suboptimal procedure. First, the estimation accuracy provided by the suboptimal approach may be su cient for a given application, and the increased cost of implementing (19)- (20) may not be warranted. Secondly, the approximate solution could serve as an initial estimate for a search procedure to minimize (14) .
To nd an approximate solution, a minimization problem which approximates that given in (19) - (20) The computational advantage of this two-step procedure is that the solution at each step is obtained directly, i.e., without application of an iterative technique. We will now explain how solutions to steps 1 and 2 are obtained.
The Unconstrained Solution
We begin by noting that 
Projecting onto the Constraints
Implementation of this step is best explained by considering the two maximum overlap structures possible for the azimuth/elevation case. The simplest case to consider is one involving three identical (non-collinear) subarrays wherẽ = I~ 1~ 2 ] with the single constraint C(^ 1 ;^ 2 ) =^ 1^ 2 ?^ 2^ 1 :
Ideally, one would like to nd a minimum perturbation to the unconstrained estimates~ 1 and~ 2 to satisfy the constraint. This would entail solving, for example, a minimization problem such aŝ 1 ;^ 2 = arg min Note that we could have just as easily chosen to set^ 2 =~ 2 and projected~ 1 = vec(~ 1 ) into N(K~ 2 ). The decision of which matrix to leave unchanged could be based, for example, on which results in a smaller error.
The second type of structure for that will be considered here is the maximum overlap con guration for a rectangular array. In this case, we havẽ = I~ 1~ 2~ 3 ] C 1 (^ 1 ;^ 2 ) =^ 1^ 2 ?^ 2^ 1 C 2 (^ 1 ;^ 2 ;^ 3 ) =^ 3 ?^ 1^ 2 : (29) It is shown in Appendix A that in this case, with^ 1 =~ 1 , the solution of equation (28) is modi ed as follows: Again, the roles of~ 1 and~ 2 could be reversed, depending on which results in the smallest perturbation.
Algorithm Summary
To summarize the ideas presented in this section, a step-by-step outline of the suboptimal algorithm is given here for the rectangular array case described by (29). Most of the computation in the above algorithm occurs in steps 2 and 4, where E W E W is formed and its SVD computed (or where simply the SVD of E W is computed), the matrix Q is calculated, and where equation (30) is implemented. For typical values of d, however, each of these computations is considerably less costly than the initial eigendecomposition needed to obtainÊ s . Note that the beamspace implementation described in the previous section would also apply to the suboptimal algorithm above.
Simulation Results
In this section, some Monte Carlo simulation results are presented to illustrate the performance of the DF algorithms presented above. In the rst two examples, a 5 5 uniform rectangular array with half-wavelength interelement spacing was simulated. Overlapping subarrays of size 4 4 similar to those in Figure 2 were used for the approximate subspace tting (SSF) technique described in Section 4.3. Estimates obtained from the approximate minimization were used to initialize the optimal subspace tting minimization of (14) . The array is implicitly calibrated in this case since all of its elements were assumed to be identical, and hence (14) was implemented with m = 1, p = 25, and W = W OPT as in (15) . This makes it equivalent to the weighted subspace tting (WSF) approach of Ottersten and Viberg 2] . The suboptimal SSF algorithm also employed the weighting W OPT , though for this approach there is no analytical result establishing this as minimizing estimate variance.
Two emitters were simulated in each case at the (azimuth,elevation) coordinates (?10 ; 10 ) and (?5 ; 7 ), which corresponds to roughly half an array beamwidth. The emitter waveforms were generated as constant amplitude planewaves with random phase, uniformly distributed on 0; 2 ]. The antenna array elements were assumed to have unity gain in the direction of the impinging signals, and Gaussian noise at a signal-to-noise (SNR) ratio of 10 dB was added to the simulated array measurements. In addition, it was assumed in all cases that the number of emitters had been correctly estimated.
Example 1: Uncorrelated Sources
For this case the sources were completely uncorrelated, and simulations were performed for N = 25; 50; 100, and 250 snapshots. A total of 250 Monte Carlo trials was conducted for each value of N, and the RMS error of the azimuth and elevation angle estimates is plotted respectively in Figures 4 and 5 
Example 2: Correlated Sources
This case is identical to the previous one, except that the two sources were correlated and N was xed at 100. Simulations were conducted for three values of the correlation coe cient : = 0:3; 0:6; and 0:9, and the resulting RMS error of the estimates is plotted in Figures 6 and 7 . The results for = 0 were obtained from Example 1. Again, the subspace tting methods are far more e ective than MUSIC in estimating the emitter DOAs. The advantage of the optimal WSF algorithm is especially evident when the emitters are highly correlated.
Example 3: Triangular Array
This example illustrates the bene t of estimating the azimuth and elevation angles using the suboptimal SSF approach over simply applying ESPRIT separately in two di erent directions. A triangular array of identical sensors con gured as in Figure 8 was assumed for this example, and two emitters were simulated at (azimuth,elevation) angles of (?10 ; 7 ) and (?11 ; 25 ). The two emitters were highly correlated ( = 0:95), and each had an SNR of 20 dB. Since the subarrays are separated by distances of more than =2, the DF estimates were potentially ambiguous. This problem was resolved in the simulations by assuming that the \correct" estimates were those angles closest to broadside ( = 0 ; = 0 ).
Though the array was simulated using identical antenna elements, the WSF algorithm was implemented assuming only that the three subarrays were identical (i.e., m = 3 and p = 3 in (14)). This is a particularly appropriate assumption in the absence of calibration information, since in practice one might expect the response of the elements within each subarray to be mutually coupled in some unknown fashion. ESPRIT was applied in this example using subarrays 0 and 1 together to estimate 1 , and subarrays 0 and 2 to estimate 2 . The elements of these two diagonal matrices were associated using the method outlined in 6]. That is, a set of array response vectors was generated for each possible angle association, and the one most orthogonal to the estimated noise subspace was chosen as the correct association. The fully calibrated array manifold was used to generate the appropriate response vectors for this procedure. Table 1 displays the estimate statistics for 250 trials obtained by ESPRIT, WSF, and the suboptimal SSF algorithm. The estimates for each trial were computed using 100 simulated snapshots from the array. Note that the variance of the azimuth and elevation estimates of the suboptimal approach are respectively 25% and 10% lower than those obtained by ESPRIT. WSF o ers a further reduction in variance of 25% for the elevation estimates, and a large improvement in the quality of the azimuth estimates. 
Concluding Remarks
This paper has demonstrated how the geometric concepts of the ESPRIT direction nding (DF) algorithm may be extended to estimate both azimuth and elevation angles of arrival. The key idea behind this generalization is the recognition that ESPRIT belongs to the recently introduced class of subspace-tting algorithms. The subspacetting formulation provides a natural framework for estimating multiple parameters per signal source using information from multiple identical subarrays. An advantage of this approach is that under certain circumstances, asymptotically minimum variance DF estimates are possible.
One di culty that arises in the azimuth/elevation case is that no easily formulated, one-step solution to the problem can be obtained as in the azimuth only version of ESPRIT. Instead, a complicated search procedure requiring reasonably accurate initial estimates is necessary. Consequently, a suboptimal approach was presented as a means of e ciently obtaining DF estimates to initialize the optimal algorithm. Simulation results indicate that, though there is a small loss of performance in using the suboptimal approach instead of its fully constrained counterpart, both subspace-tting methods signi cantly outperform the popular MUSIC algorithm. Thus, equation (32) may be written aŝ P P P P P P P P P P P q P P P P P P P P P P P q P P P P P P P P P P P q P P P P P P P P P P P q P P P P P P P P P P P q P P P P P P P P P P P q 
