Consider a monomial curve γ : R Ñ R d and a family of truncated Hilbert transforms along γ, H γ . This paper addresses the possibility of the pointwise sparse domination of the r-variation of H γ -namely, whether the following is true:
Introduction
Consider a monomial curve γ : R Ñ R d such that γptq "
for real numbers 0 ă α 1 ă¨¨¨ă α d ă 8. Clearly, γ is odd-homogeneous: γp´tq "´γptq.
Let I be a countable set and consider the family A " tA t u tPI . Let r ą 0. Then the r-variation of A is,
where the supremum runs over all finite increasing subsequences of indices in I. This paper will focus on such r-variation of the family of truncated Hilbert transforms along an odd-homogeneous monomial curve γ.
Let f : R d Ñ R be a measurable function. The Hilbert transform of f along a curve γ is defined as follows,
The corresponding family of truncated Hilbert transforms along γ is then, H γ " tH γ s u są0 where H γ s f pxq " ş |t|ąs f px´γptqq dt t . Define the r-variation of the truncated Hilbert transforms of f along γ, using a set I (of positive reals), as follows,
where the supremum again runs over all finite subsequences s i1 ă¨¨¨ă s iN .
For instance, if I " t2 l u lPZ , the sum in 1.2 is simply,ˆř N´1 j"1ˇş2 i j ă|t|ď2 i j`1 f px´γptqq dt with r ą 2 and γ satisfying 1.1. This paper is devoted to a result on pointwise sparse domination of such T . In order to state the result, a few more concepts need to be defined.
The cubes
In this exposition, "a cube" in always means a cube in R d whose sides are parallel to the coordinate axes. Two families of cubes that reflect well the the geometry of the curve γ will be utilized, one is the collection of γ-cubes, and the other -their cousins -the collection of dyadic γ-cubes. Their definitions, stated below, are largely borrowed from [1] .
is a cube whose side-lengths lpQq " p2 tkα1u ,¨¨¨, 2 tkα d u q for some k P Z. If Q is one such dyadic γ-cube, define l Q :" 2 k for the largest possible k.
The collection of all γ-cubes is denoted by Q γ and the collection of all dyadic γ-cubes D γ . If Q 0 be a cube, then Q γ pQ 0 q denotes the collection of all γ-cubes Q Ă Q 0 and D γ pQ 0 q the collection of all dyadic γ-cubesQ Ă Q 0 .
The γ-cubes and dyadic γ-cubes are essentially equivalent in the following sense. If Q is a dyadic γ-cube then there exists a γ-cubeQ such thatQ Ă Q and l Q ď 2lQ, and vice versa.
The usefulness of working with dyadic γ-cubes is that, there exist 3 d universal shifted dyadic γ-grids:
where k P Z, m P Z d , j P t0, 1, 2u d . Now let D γ denote a generic grid of the above type -and temporarily allow a slight abuse of notation -then D γ satisfies the following properties [1]:
For every x P R d , there exists a chain tQ i u Ă D γ containing x such that lim iÑ8 l Qi " 0.
It's these properties that enables one to have a Calderon-Zygmund decomposition using these dyadic γ-cubes.
Dilation with cubes. If Q Ă R d is a cube with side-lengths lpQq " pl 1 ,¨¨¨, l d q, then λQ is another cube with the same center as Q and side-lengths lpλQq " pλl 1 ,¨¨¨, λl d q. One should be careful that if Q is a γ-cube or a dyadic γ-cube then λQ might not be a γ-cube nor a dyadic γ-cube.
The tail maximal operators
Let T be an operator of functions on R d . The tail maximal operator M T associated with T is defined by,
where the supremum is taken over all the cubes containing x. Let Q 0 be a cube in R d . Then a local version of M T localized to Q 0 is, for x P Q 0 ,
where the supremum is taken over all the sub-cubes of Q 0 containing x.
The definitions above are borrowed from [9] . In this exposition, the following variant of such tail maximal operators will be used instead. Regardless of the nature of the sub-cubes in use, it's clear that M T,Q0 f pxq ď M T f pxq.
Other definitions
Given a full-body B Ă R d , then |B| denotes its full measure, and given y P R d , then |y| denotes its vector length. Finally, denote xf y p Q,p " |Q|´1 ş Q f pxq p dx and xf y Q " xf y Q,1 .
1.4 Statement of the main theorem. 
Lay-out
The approach of this paper follows the general principle laid out in [9] , quoted here: [9] Assume that T is of weak type pq,and M T is of weak type pp, pq where 1 ď q ď p ă 8.
Then for every compactly supported f P L r pR d q, there exists a sparse family S such that for a.e x,
The divergence here is that, the tail maximal operators in [9] are defined on regular cubes, while the tail maximal operators in this paper work with γ-cubes, ie, they are γ-tail maximal operators.
Hence the lay-out of this paper is as follows. Section 3 discusses the proof of 1.4 assuming the boundedness of the appropriate operators. Section 4 talks about the bounded of the γ-tail maximal operators and Section 5 about the boundedness of T through two approaches. The very last subsection elaborates on two needed estimates.
Related works in this "variation-sparse" direction of consist of the papers [3] , [5] and [7] . This list is certainly not complete.
Proof of Theorem 1
The following proof for 1.4 mirrors the work in [9] .
For the following subsection, assume that T (as defined in 1.3) and its γ-tail maximal operator M T are both of strong type pp, pq, for 1 ă p ă 8 -these will be shown in the next sections. Now fix a dyadic γ-cube Q 0 Ă R d .
Proof. Suppose x P IntpQ 0 q is a point of approximate continuity of T pf χ 3Q0 q and a Lebesgue point of f . That means, if Bpx, sq denotes a ball of radius s centered at x, then for every ǫ ą 0, the sets E ǫ s pxq " ty P Bpx, sq :
Let Qpx, sq be the smallest dyadic γ-cube centered at x containing Bpx, sq and choose s so small that Qpx, sq Ă Q 0 . Then, from the definition of M T ,Q0 , for a.e y P E ǫ s pxq,
Now let s Ñ 0 and ǫ Ñ 0 to obtain 3.1.
Proof. Firstly, one wants to show that there exist pairwise disjoint P i P D γ pQ 0 q such that
Then one applies the Calderon-Zygmund decomposition to the function χ E using the dyadic γ-cubes on Q 0 at the height of Observe then
By 3.1, 3.4, one concludes that, for a.e x P Q 0 ,
The next steps are the routine iterations of the type of estimate in 3.3 to obtain the sparse family F " tP j i u jPZ`, where P 0 " Q 0 , tP 1 i u " tP i u and tP j i u are the dyadic γ-cubes obtained at the jth step of the process. This then will give 3.2.
Take a partition of R d using cubes R l P tD γ j : j P t0, 1, 2u d u such that supppf q Ă 3R l . Then for each R l , generate a sparse family F l Ă D γ pR l q similarly as in 3.2. Now note that if Q is a dyadic γ-cube with l Q " 2 k then 3Q ĂQ whereQ is a γ-cube concentric with Q whose side-lengths lpQq " p2 pk`2qα1 ,¨¨¨, 2 pk`2qα d q. Let S be the collection of suchQ for each Q P Y l F l . Then 1.4 holds for this family S that is 1{p2¨4 n q sparse.
In order to complete the proof of Theorem 1, one now needs to establish that
Control of tail maximal operator
Related to the Hilbert transforms along a curve γ are the maximal operator M γ and the single scale average operators A γ λ along γ:
When working with dyadic scales, one can also abbreviate, A γ j f pxq "
Two previously known results are needed.
Theorem A. [2] (See also [11] ) Given γ as in 1.1. For 1 ă p ă 8, there exists Cppq such that
for some η ą 0, whenever |y i | ď λ αi .
Fix Q Ă D γ and consider x, ξ P Q. Assume for a moment that I " t2 l u lPZ . For the sake of convenience, the notation for the γ-tail maximal operator remains unchanged.
Let j Q be the unique integer such that 2 jQ´1 ă l Q ď 2 jQ . Given a consecutive finite sequence of integers j 1 ă¨¨¨ă j N that contains j Q , one has, for z P Q,
while a simple l 1 domination then leads to,
These imply, for x, ξ P Q,
Let y " x´ξ. Then y " py 1 ,¨¨¨, y d q with |y i | ď l αi Q -denote this relation as |y| ď l Q , then the first term on the RHS of p10q is, ř jN j"jQ`τ y A γ j f pxq´A γ j f pxq˘, and,
By the definition of the γ-tail maximal function, one has from p10q, p11q, p12q that, for x P Q,
where the supremum runs over all finite increasing consecutive subsequences that contains j Q .
Let 1 ă p ă 8. Then Theorem B implies,
All this together with Theorem A and 4.5 yields that, when I " t2 l u lPZ }M T : L p Ñ L p } À d Cpα d , ηq`Cppq " Cpγ, r, pq.
(4.6)
For the case of a general countable set I of positive reals, suppose t i1 ă¨¨¨ă t iN in I is an increasing subsequence. If 2 J ď t i1 ă¨¨¨ă t iN ď 2 J`1 for some J, then argue as in 4.1, one has,
for any nonnegative g. If rt i1 , t iN s includes multiple dyadic powers, then one splits the subsequence further into parts that are strictly included in some dyadic intervals and applies the domination in 4.7 again to these parts. This concludes that the bound in 4.6 also holds for this set I.
Control of variational norm
The following discussion uses the ideas and notations introduced in [8] , [10] and [4] .
Let 1 ă p ă 8. It was observed in [8] that in order to obtain }T f } p " }V r tH γ s f u sPI } p À p }f } p , it's sufficient obtain a similar control of its short 2-variation operator, One observes similarly as in [8] that,
From the results in [8] , this then entails that a good control of S 2 tν j,s˚f pxqu sPr1,2s is sufficient.
Let ψ be a nonnegative smooth function such that ř kPZ ψpt2´kq " 1 for all t ą 0. Define the following rescaled truncated Littlewood-Paley operators,
Denote also thatẼ j,k,s f pxq " d ds pν j,s˚Πj,k f qpxq. As discussed -and in view of 5.2 and l 1 domination -it's sufficient to obtain the following type of estimate:
for 1 ă p ă 8 and j P Z. On the other hand, following from [10] , one has,
where G j,k f pxq 2 " ş 2 1 |E j,k,s f pxq| 2 ds s andG j,k f pxq 2 "
Then based on the Littlewood-Paley theory and this last display, it's also sufficient to obtain the estimates of the following type, uniformly for s P r1, 2s:
Following are two approaches in proving 5.1 -the first shows 5.3 and the second shows 5.5, 5.6.
Approach 1
The first approach is analogous to a similar work in [8] . Hence the notations used follow closely to those appeared in [8] . The reader is recommended to refer to the said work for some shortened steps below.
One first wants to smoothen up the cut-off at s and 2 for the measures ν¨, s 's. Let µ to be such that xµ, f y " ş 1ď|u|ď2 f pγpuqq du u , and consider the smoothened version of ν 0,s as a smoothened, s D -dilated, truncated version of µ, as follows: for some θ,θ, both smooth functions, and some smooth φ supported in p1{2, 2q; all nonnegative. One still has, ν s j,s;m , ν 2 j,s;n as 2 jD -dilated versions of ν s 0,s;m , ν 2 0,s;n , respectively. Finally, split E j,k,s into E s j,k,s;m and E 2 j,k,s;n , andẼ j,k,s intoẼ s j,k,s;m andẼ 2 j,k,s;n . Similarly as in [8] , observe that,
which, from integration by parts, in turn gives,
One has a similar conclusion for the branch´2 ď u ď s ď´1. A direct application of Van der Corput's lemma yields, for 1 ď s ď 2,ˇd
Similarly, for 1 ď s ď 2,ˇˇd ds p z ν 2 j,s;n qpp2 j sq D ξqˇˇÀ γ,d mint1, 2 n |2 jD ξ|´1 {d ǔˇp z ν 2 j,s;n qpp2 j sq D ξqˇˇÀ γ,d mint2´n, |2 jD ξ|´1 {d u.
Furthermore, the cancellation nature of ν j,s 's implies that,
which allows one to obtain for all 1 ď s ď 2, }p ÿ jPZ |ν j,s˚Πj,k f | 2 q 1{2 } 2 À 2´c |k| }f } 2 (5.10)
for some c " cpγ, dq ą 0. See also the discussion below in 5.3. Then 5.7, 5.8, 5.9, 5.10, the second inequality in 5.4 and Plancherel's theorem imply,
j,k,s;n f u sPr1,2s } 2 À γ,d 2´c n 2´c |k| 2´c |j| }f } 2 (5.11) for some c " cpγ, dq ą 0.
DenoteK s j,k,s;m " d ds pν s j,s;m˚ψ j,k q andK 2 j,k,s;n " d ds pν 2 j,s;n˚ψ j,k q. ThenK s j,k,s;m ,K 2 j,k,s;n are the kernels ofẼ 2 j,k,s;m ,Ẽ 2 j,k,s;n respectively. Let ρ be a metric that is homogeneous with respect to tt D u and C 0 ą 1 sufficiently large (see [6] ). Then it follows from the work in [8] (in particular, the proof of Theorem 1.5) as well as in [ for some c " cpd, pq ą 0. Summing these estimates over k P Z; m, n P Z`, one then obtains the following form of 5.3: }S 2 tE j,s f u sPr1,2s } p À γ,d,p 2´c |j| }f } p which then gives 5.1 through summing over j P Z.
Approach 2
The second approach shows 5.5, 5.6 directly. Fix s P r1, 2s and k P Z.
For 5.6, one can use the discussion in the proof of Lemma 6.1 in [8] to view that the kernels K " tK j,k,s " d ds pν j,s˚ψj,k qu jPZ of the convolution operators tf˚`d ds pν j,s˚ψj,k q˘u j as having values in the l 2 space. Then an L p bound of`ř jPZˇd ds pν j,s˚Πj,k f qˇˇ2˘1 {2 can be obtained from an upper bound M of the following modulus of continuity ofK j,k,s :
where ρ, C have the same meaning as in 5.12. It follows from [10] that one can take M À }ν 0,1 } À For 5.5, one can follow the above route in a similar manner. Then from the view of 5.10, one will obtain the following form of 5.5:
}`ÿ jPZ |ν j,s˚Πj,k f | 2˘1 {2 } p À γ,d,p 2´c |k| }f } p for some c " cpγ, d, pq ą 0.
5.3 Discussion of 5.9, 5.10
It was showed in the proof of Corollary 5.1 in [4] that the cancellation nature of a family of measure tσ j u jPZ (σ j p0q " 0) that allows |σ j pξq| À mint|2 jD ξ|´1 {d , |2 jD ξ| 1{d u.
There, xσ j , f y " ş 2 j ď|t|ď2 j`1 f pΓptqq dt t , and the considered γ belongs to this Γ class of curves. Every step of the derivation of the above fact holds for ν j,s in place of σ j for all 1 ď s ď 2. This gives 5.9. One can then construct a partition of unity out of ψ j,k as follows. Let tω k u kPZ be a smooth partition of unity on R`adapted to the intervals r2´k, 2´k`1s. In particular, one wants 0 ď ω k ď 1, ř k ω 2 k ptq " 1 if t ą 0 and supppω k q Ă r2´k´1, 2´k`1s. Finally, for each j P Z, let tω j k u kPZ be the 2 jD -dilated version of tω k u kPZ . Hence one can think of pω j k q 2 as an appropriately smooth cut-off of ψ j,k . Then by Plancherel's theorem, ÿ jPZ }|ν j,1˚Πj,k f |} 2 2 À ÿ jPZ ż ∆ j k |y ν j,1 | 2 p2 jD ξq|f | 2 pξq dξ where ∆ j k " t2´k´1 ď |2 jD ξ| ď 2´k`1u. If k ă 0 then |2 jD ξ| ě 2´k`1. Hence by 5.9, ÿ jPZ }|ν j,1˚Πj,k f |} 2 2 À ÿ jPZ ż ∆ j k |y ν j,1 | 2 p2 jD ξq|f | 2 pξq dξ À 2 k{d }f } 2 2 .
Argue similarly for the cases, k ą 1 and k " 0, 1, one obtains, for all k P Z, ÿ jPZ }|ν j,1˚Πj,k f |} 2 2 À 2´| k|{d }f } 2 .
The same is true for all other ν j,s . All this then implies 5.10.
