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HANKEL DETERMINANTS AND SHIFTED PERIODIC CONTINUED
FRACTIONS
YING WANG1, GUOCE XIN2,∗ AND MEIMEI ZHAI3
Abstract. Sulanke and Xin developed a continued fraction method that applies to evaluate
Hankel determinants corresponding to quadratic generating functions. We use their method
to give short proofs of Cigler’s Hankel determinant conjectures, which were proved recently
by Chang-Hu-Zhang using direct determinant computation. We find that shifted periodic
continued fractions arise in our computation. We also discover and prove some new nice
Hankel determinants relating to lattice paths with step set {(1, 1), (q, 0), (`−1,−1)} for integer
parameters m, q, `. Again shifted periodic continued fractions appear.
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1. Introduction
Let A = (a0, a1, a2 · · · ) be a sequence, and denote by A(x) =
∑
n≥0 anx
n its generating
function. Define the shifted Hankel matrices (or determinants) of A or A(x) by
H(k)n (A) = H(k)n (A(x)) = (ai+j+k)0≤i,j≤n−1, and H(k)n (A) = detH(k)n (A).
We shall write Hn(A) for H
(0)
n (A) and H1n(A) for H
(1)
n (A). In convention we set H
(k)
0 = 1. If
it is clear from the context, we will omit the A or A(x). For instance, the sequence of Catalan
number: 1, 1, 2, 5, 14, 42, 132, 429, 1430, 4862 · · · yields
H1 = [1] ,H2 =
[
1 1
1 2
]
,H3 =
 1 1 21 2 5
2 5 14
 ,H4 =

1 1 2 5
1 2 5 14
2 5 14 42
5 14 42 132
 .
In recent years, a considerable amount of work has been devoted to Hankel determinants
of path counting numbers, especially for weighted counting of lattice paths with up step (1, 1),
level step (`, 0), ` ≥ 1, and down step (m−1,−1), m ≥ 2. Many of such Hankel determinants
have attractive compact closed formulas, such as that of Catalan numbers [17], Motzkin num-
bers [1, 8], and Schro¨der numbers [3]. For instance, Motzkin numbers count lattice paths from
(0, 0) to (n, 0) with step set {(1, 1), (1, 0), (1,−1)} that never go below the horizontal axis.
Partial Motzkin paths (similar to Motzkin paths but from (a, 0) to (n, b)) were considered in
[9] and [16], where many nice determinant formulas were discovered.
Many methods have been developed for evaluating Hankel determinants using their cor-
responding generating functions. One of the basic tools is the method of continued fractions,
either by J-fractions in Krattenthaler [15] or Wall [20] or by S-fractions in Jones and Thron
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[13, Theorem 7.2]. However, both of these methods need the condition that the determinant
can never be zero, a condition not always present in our study.
Our point of departure is that such lattice paths have quadratic generating functions, so
that Sulanke-Xin’s continued fraction method applies to evaluate their Hankel determinants.
In [18] Sulanke and Xin used Gessel-Xin’s continued fraction method [12] to evaluate the
Hankel determinants for lattice paths with step set {(1, 1), (3, 0), (1,−1)}.
Proposition 1. [18] Let F (x) be determined by F (x) = 1 + x3F (x) + x2F (x)2. Then
(Hn)
14
n≥1 = (1, 1, 0, 0,−1,−1,−1,−1,−1, 0, 0, 1, 1, 1).
Moreover, if m,n ≥ 0 with (n−m) ≡14 0, then Hm = Hn.
They indeed defined a quadratic transformation τ (see Proposition 6) such that there is a
simple relation between the Hankel determinants of F and τ(F ). Now if we let F0(x) = F (x)
and apply the transformation τ , then we obtain the following periodic continued fractions:
F0(x)
τ−→F1(x) τ−→· · · τ−→F5(x) = F0(x). (1)
Thus one easily deduce that Hn(F ) = −Hn−7(F ). This method is now called Sulanke-Xin’s
continued fraction method, and has been applied systematically in [18]. It was later applied
to solve Somos recurrence problem in [5, 22].
Our basic tools are Gessel-Xin’s and Sulanke-Xin’s continued fraction methods. These
methods work nicely for quadratic generating functions, and they allow the Hankel determi-
nants to be zero. We find it natural to define a shifted periodic continued fractions to be of
the following form:
F
(p)
0 (x)
τ−→F (p)1 (x) τ−→· · · τ−→F (p)q (x) = F (p+1)0 (x),
where p is an additional integer parameter. It reduces to periodic continued fractions if F
(p)
i is
independent of p. Once the pattern is guessed, the proof is automatic and the Hankel deter-
minants are easy to evaluate. For instance, our first example of periodic continued fractions is
(1). An example of shifted periodic continued fractions arise naturally from the evaluation of
shifted Hankel determinants of Catalan numbers. See Section 3.2.
One purpose of this paper is to give short proofs of Cigler’s conjectures [8] on the Hankel
determinants of the three sequences {c(n,m, a, b)}∞n=0, {C(n,m, a, b, t)}∞n=0, {g(n,m, a, b)}∞n=0,
whose generating functions respectively satisfy the functional equations
fm(x, a, b) =
∑
n≥0
c(n,m, a, b)xn
= 1 + axfm(x, a, b) + bx
mfm(x, a, b)
2, (2)
Fm(x, a, b, t) =
∑
n≥0
C(n,m, a, b, t)xn
= 1 + (a+ t)xFm(x, a, b, t) + bx
mFm(x, a, b, t)fm(x, a, b), (3)
Gm(x, a, b) =
∑
n≥0
g(n,m, a, b)xn
= 1 + axGm(x, a, b) + 2bx
mGm(x, a, b)fm(x, a, b), (4)
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where a, b, t are arbitrary complex numbers and m is a fixed positive integer. Cigler first
considered the Hankel determinants H
(r)
n (fm(x)), H
(r)
n (Fm(x)), H
(r)
n (Gm(x)) for r = 0, 1, 2. He
used orthogonal polynomials method [8, 15, 19], Gessel-Viennot-Lindstro¨m theorem [2, 11, 18]
and the continued fraction method [18, 12] to compute the Hankel determinants and success-
fully obtained some results. He also listed several conjectures, which have been proved by
Chang-Hu-Zhang [6] using direct determinants computation. Our proofs are complete and
short.
We remark that Krattenthaler described several methods to evaluate determinants and
listed many known determinant evaluations in [15, 14]. Usually if we know the Hankel determi-
nants Hn(A(x)) and H
1
n(A(x)), then H
(k)
n (A(x)) (if never vanish) can be recursively computed
using the condensation formula for determinants [15, 4, 10]:
H(k)n (A(x))H
(k+2)
n−2 (A(x)) = H
(k)
n−1(A(x))H
(k+2)
n−1 (A(x))− (H(k+1)n−1 (A(x)))2. (5)
The paper is organized as follows. Section 2 introduces Gessel-Xin’s continued fraction
method. We also derive some lemmas for proving Cigler’s ex-conjectures. Section 3 intro-
duces Sulanke-Xin’s continued fraction method, especially the quadratic transformation τ . As
an application, we evaluate shifted Hankel determinants for Catalan numbers. We will see
that shifted periodic continued fractions arise naturally. In Section 4, we complete the proof
of Cigler’s ex-conjectures, where shifted periodic continued fractions also appear. Section 5
includes two examples of artificial lattice paths, whose generating functions have periodic con-
tinued fractions. Section 6 considered a special family of generating functions that are related
to lattice paths with step set {(1, 1), (q, 0), (` − 1,−1)} for integer parameters m, q, `. We
find nice Hankel determinants for four classes of parameters m, q, `. Again shifted periodic
continued fractions appear.
2. Gessel-Xin’s continued fraction method
In this section, we illustrate Gessel-Xin’s continued fraction method. This method is based
on the evaluation of determinants by using generating functions.
2.1. Basic rules. For an arbitrary two variable generating function D(x, y) =
∑∞
i,j=0 di,jx
iyj,
let [D(x, y)]n be the determinant of the n×n matrix (di,j)0≤i,j≤n−1. It may be intuitive to see
that ordinary and shifted Hankel determinants, Hn(A) and H
1
n(A), can be expressed as
Hn(A) =
[xA(x)− yA(y)
x− y
]
n
, H1n(A) =
[A(x)− A(y)
x− y
]
n
.
There are three simple rules to transform the determinant [D(x, y)]n to another determi-
nant. See [12] for applications.
Constant Rules. Let c be a non-zero constant. Then
[cD(x, y)]n = c
n[D(x, y)]n, and [D(cx, y)]n = c
(n2)[D(x, y)]n = [D(x, cy)]n.
Product Rules. If u(x) is any formal power series with u(0) = 1, then
[u(x)D(x, y)]n = [D(x, y)]n = [u(y)D(x, y)]n.
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Composition Rules. If v(x) is any formal power series with v(0) = 0 and v′(0) = 1, then
[D(v(x), y)]n = [D(x, y)]n = [D(x, v(y))]n.
The constant rules are clear. The product and composition rules hold because the trans-
formed determinants are obtained from the original one by a sequence of elementary row or
column operations.
In our applications, only the constant rules and multiplication rules will be used. In
addition, we use the following simple fact of determinants:
[c+D(x, y)]n = c det(di,j)1≤i,j≤n−1 + [D(x, y)]n. (6)
2.2. Simple derivation of Cigler’s ex-conjectures: part I. We will give simple evaluation
of the Hankel determinants of fm, Fm and Gm, as defined in (2), (3) and (4), respectively. The
computation is divided into two parts. This subsection is the first part, which includes some
lemmas proved by the product rules. Section 4 is the second part, which includes the detailed
proofs. Some of the results need to use shifted periodic continued fractions.
We will use the fractional representation for the defining functional equation. For instance,
(2) is rewritten in the following form
fm(x, a, b) =
1
1− ax− bxmfm(x, a, b) . (7)
We first evaluate the following Hankel determinants Hn(x
jfm).
Lemma 2. For m ≥ 2 and 0 ≤ j ≤ m− 2, we have
H−jmn(fm) = Hmn(x
jfm) = (−1)(
j+1
2 )n(−1)(m−j−12 )nbmn2−(j+1)n
H−jmn+j+1(fm) = Hmn+j+1(x
jfm) = (−1)(
j+1
2 )(n+1)(−1)(m−j−12 )nbmn2+(j+1)n
and H−jn (fm) = Hn(x
jfm) = 0 for all other n.
For j = m− 1 we have
Hn(x
m−1fm) = (−1)(
m
2 )bn−mH1n−m(fm). (8)
Proof. By definition H−jn (fm) = Hn(x
jfm) holds true for all j ≥ 0.
Hn(x
jfm(x)) =
[
xj+1fm(x)− yj+1fm(y)
x− y
]
n
(apply (7))
=
[
xj+1
1−ax−bxmfm(x) −
yj+1
1−ay−bymfm(y)
(x− y)
]
n
(×(1− ax− bxmfm(x))(1− ay − bymfm(y)))
=
[
xj+1(1− ay − bymfm(y))− yj+1(1− ax− bxmfm(x))
(x− y)
]
n
=
[
(xj+1 − yj+1)− axy(xj − yj)
x− y + bx
j+1yj+1
xm−j−1fm(x)− ym−j−1fm(y)
(x− y)
]
n
.
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Now the resulting matrix is blocked diagonal of the form diag(A,B) =
(
A 0
0 B
)
, where
A =

0 · · · 0 1
0
. . . 1 −a
...
. . . · · · 0
1 −a · · · 0

(j+1)×(j+1)
, B = b · H1n−j−1(xm−j−1fm(x)).
Note that we need the condition 0 ≤ j ≤ m− 1 here. Also note that when j < m− 1 we have
H1n−j−1
(
xm−j−1fm(x)
)
= Hn−j−1
(
xm−j−2fm(x)
)
.
Thus the case for j = m− 1 follows. For 0 ≤ j ≤ m− 2, we obtain
Hn(x
jfm) = (−1)(
j+1
2 )bn−j−1H0n−j−1(x
m−j−2fm). (9)
Similar calculation gives
Hn(x
m−j−2fm(x)) =
[
xm−j−1fm(x)− ym−j−1fm(y)
(x− y)
]
n
=
[
xm−j−1
(1−ax−bxmfm(x)) −
ym−j−1
(1−ay−bymfm(y))
(x− y)
]
n
=
[
xm−j−1(1− ay − bymfm(y))− ym−j−1(1− ax− bxmfm(x))
(x− y)
]
n
=
[
xm−j−1 − ym−j−1 − axy(xm−j−2 − ym−j−2)
x− y + bx
m−j−1ym−j−1
xj+1fm(x)− yj+1fm(y)
(x− y)
]
n
= (−1)(m−j−12 )bn−m+j+1Hn−m+j+1(xjfm(x)).
Then together with (9) we have
Hn(x
jfm(x)) = (−1)(
j+1
2 )(−1)(m−j−12 )b2n−m−j−1Hn−m(xjfm(x)). (10)
This gives a recursion and to complete the proof we only need the easily verified initial condi-
tions: i) H0(x
jfm(x)) = 1; ii) Hj+1(x
jfm(x)) = (−1)(
j+1
2 ); iii) Hn(x
jfm(x)) = 0 for 0 ≤ n ≤ j
by (10); iv) Hn(x
jfm(x)) = 0 for j + 2 ≤ n ≤ m− 1. 
More generally, we can use the same method to evaluate the Hankel determinants of
qm(x, t), where
qm(x, t) =
1
1− α(t)x− βxmfm(x) , (11)
in which α(t) is a polynomial in t and β is a constant. Note that when α(t) = a, β = b, qm(x, t)
specializes to fm(x, a, b); when α(t) = a + t, β = b, qm(x, t) specializes to Fm(x, a, b); when
α(t) = a, β = 2b, qm(x, t) specializes to Gm(x, a, b).
Lemma 3. For m ≥ 2, 1 ≤ i ≤ m− 1, we have
Hn(x
i−1qm(x, t)) = (−1)(
i
2)(−1)(m−i2 )βn−ibn−mHn−m(xi−1fm(x)).
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Proof. For fixed i with 1 ≤ i ≤ m− 1, by (11), we have
Hn(x
i−1qm(x, t)) =
[
xiqm(x, t)− yiqm(y, t)
x− y
]
n
=
[
xi
(1−α(t)x−βxmfm(x)) −
yi
(1−α(t)y−βymfm(y))
(x− y)
]
n
=
[
xi(1− α(t)y − βymfm(y))− yi(1− α(t)x− βxmfm(x))
(x− y)
]
n
=
[
(xi − yi)− α(t)xy(xi−1 − yi−1)
x− y + βx
iyi
xm−ifm(x)− ym−ifm(y)
(x− y)
]
n
= (−1)(i2)βn−iHn−i(xm−i−1fm(x)).
Note that we need the condition 1 ≤ i ≤ m− 1.
By (9) we have
Hn(x
i−1qm(x, t)) = (−1)(
i
2)βn−iHn−i(xm−i−1fm(x))
= (−1)(i2)(−1)(m−i2 )βn−ibn−mHn−m(xi−1fm(x)).
This completes the proof. 
In order to calculate H1n(fm), H
1
n(Fm) and H
1
n(Gm), we need the following results.
Lemma 4.
H1n(q1(x, t)) = α(t)β
n−1H(2)n−1(f1(x)) + β
nHn(f1(x)). (12)
H1n(q2(x, t)) = α(t)β
n−1H1n−1(f2(x))− βnbn−2H1n−2(f2(x)). (13)
For m ≥ 3, we have
H1n(qm(x, t)) = α(t)β
n−1H0n−1(x
m−3fm(x)) + (−1)(
m
2 )βnbn−mH1n−m(fm(x)).
Proof. By (11), we have
H1n(qm(x)) =
[
qm(x, t)− qm(y, t)
x− y
]
n
=
[
1
(1−α(t)x−βxmfm(x)) − 1(1−α(t)y−βymfm(y))
(x− y)
]
n
=
[
(1− α(t)y − βymfm(y))− (1− α(t)x− βxmfm(x))
(x− y)
]
n
=
[
α(t) + β
xmfm(x)− ymfm(y)
(x− y)
]
n
.
Note that
i) By (6), when m = 1, we have
H1n(q1(x, t)) = α(t)β
n−1H(2)n−1(f1(x)) + β
nHn(f1(x)).
ii) By (6), when m = 2, we have
H1n(q2(x, t)) = α(t)β
n−1H1n−1(f2(x)) + β
nHn(xf2(x))
= α(t)βn−1H1n−1(f2(x))− βnbn−2H1n−2(f2(x)). (by (8))
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iii) By (6), when m ≥ 3, we have
H1n(qm(x)) = α(t)β
n−1Hn−1(xm−3fm(x)) + βnHn(xm−1fm(x))
= α(t)βn−1Hn−1(xm−3fm(x)) + (−1)(
m
2 )βnbn−mH1n−m(fm(x)). (by (8))
Then we complete the proof. 
Lemma 5. We have
Hn(q1(x, t)) = aβ
n−1bn−2H(2)n−2(f1(x)) + (βb)
n−1Hn−1(f1(x)).
Proof. By (11), we have
Hn(q1(x, t)) =
[
xq1(x, t)− yq1(y, t)
x− y
]
n
=
[
x
1−α(t)x−βxf1(x) −
y
1−α(t)y−βyf1(y)
x− y
]
n
=
[
x(1− α(t)y − βyf1(y))− y(1− α(t)x− βxf1(x))
(x− y)
]
n
=
[
1 + βxy
f1(x)− f1(y)
(x− y)
]
n
= βn−1H1n−1(f1(x)).
Now by (12) with respect to f1, we obtain
H1n(f1(x)) = ab
n−1H(2)n−1(f1(x)) + b
nHn(f1(x)).
Therefore we have
Hn(q1(x, t)) = β
n−1H1n−1(f1(x)) = aβ
n−1bn−2H(2)n−2(f1(x)) + (βb)
n−1Hn−1(f1(x)).

3. Sulanke and Xin’s quadratic transformation
In this section, we introduce the continued fraction method of Sulanke and Xin [18]. This
is the main tool of this paper.
3.1. The transformation τ . Suppose the generating function F (x) is the unique solution of
a quadratic functional equation which can be written as
F (x) =
xd
u(x) + xkv(x)F (x)
, (14)
where u(x) and v(x) are rational power series with nonzero constants, d is a nonnegative
integer, and k is a positive integer. We need the unique decomposition of u(x) with respect to
d: u(x) = uL(x) + x
d+2uH(x) where uL(x) is a polynomial of degree at most d+ 1 and uH(x)
is a power series. Then Propositions 4.1 and 4.2 of [18] can be summarized as follows.
Proposition 6. Let F (x) be determined by (14). Then the quadratic transformation τ(F ) of
F defined as follows gives close connections between H(F ) and H(τ(F )).
i) If u(0) 6= 1, then τ(F ) = G = u(0)F is determined by G(x) = xd
u(0)−1u(x)+xku(0)−2v(x)G(x) ,
and Hn(τ(F )) = u(0)
nHn(F (x));
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ii) If u(0) = 1 and k = 1, then τ(F ) = x−1(G(x)−G(0)), where G(x) is determined by
G(x) =
−v(x)− xuL(x)uH(x)
uL(x)− xd+2uH(x)− xd+1G(x) ,
and we have
Hn−d−1(τ(F )) = (−1)(
d+1
2 )Hn(F (x));
iii) If u(0) = 1 and k ≥ 2, then τ(F ) = G, where G(x) is determined by
G(x) =
−xk−2v(x)− uL(x)uH(x)
uL(x)− xd+2uH(x)− xd+2G(x) ,
and we have
Hn−d−1(τ(F )) = (−1)(
d+1
2 )Hn(F (x)).
Remark 7. The proposition is easily implemented by Maple, so most of our examples only
exhibit the important steps. For an example with full details, see the proof of Theorem 21,
where we have parameter exponents and then have to compute by hand.
3.2. On shifted Hankel determinants of Catalan numbers. The well-known Catalan
generating function C(x) =
∑
n≥0Cnx
n, where Cn =
1
n+1
(
2n
n
)
, satisfies the quadratic functional
equation C(x) = 1 + xC(x)2. Its equivalent form
C(x) =
1
1− xC(x)
can be used to produce the so-called S-continued fractions:
C(x) =
1
1− x
1− x
1− · · ·
.
Using this representation, one can show that Hn(C(x)) = 1, H
1
n(C(x)) = 1. Then using
induction and the condensation formula (5), one can show (see, e.g.,[17]) that
H(2)n (C(x)) = n+ 1, H
(i)
n (C(x)) =
i−1∏
j=1
j∏
k=1
2n+ j + k
j + k
.
Our attempt in this subsection is to use shifted periodic continued fractions to prove the
above results. However, the computation becomes complicated for H
(i)
n (C(x)) when i ≥ 3.
Sketched computation of H
(i)
n (C(x)) for i ≤ 2. Case i = 0, 1: Applying Proposition 6 gives
Hn(C(x)) = H
1
n−1(C(x)) = Hn−1(C1(x)), where
C1(x) =
C(x)− 1
x
=
1
1− 2x− x2C1(x) .
Applying Proposition 6 again givesHn−1(C1(x)) = Hn−2(C1(x)). Thus we obtainHn(C(x)) =
H1n−1(C(x)) = Hn−1(C1(x)) = · · · = H0(C1(x)) = 1.
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Case i = 2: First we write H
(2)
n (C) = Hn(A0) where
A0(x) =
C(x)− x− 1
x2
=
x+ 2
−x3A0(x)− 2x2 − 2x+ 1 .
Applying Proposition 6 gives Hn(A0) = 2
nHn−1(A1), where
A1(x) = − x+ 6
4(x2A1(x) (x+ 2) + x2 + 4x− 2) .
Repeat application of Proposition 6 suggests that we shall define
Ap(x) = − p
2 (x+ (p+ 1)(p+ 2))
(p+ 1)2x2(x+ (p+ 1)p)Ap(x) + 2p(p+ 1)x2 + 2p(p+ 1)3x− p(p+ 1)3 , p ≥ 1
and obtain
Hn(Ap) =
(
(p+ 1)2 − 1
(p+ 1)2
)n
Hn−1(Ap+1), p ≥ 1.
It then follows that
H(2)n (C(x)) = 2
n ·
(
22 − 1
22
)n−1
·
(
32 − 1
32
)n−2
· · · · ·
(
n2 − 1
n2
)
= n+ 1.
This completes the proof. 
Remark 8. The continued fractions for C1(x) can be written as C1(x)
τ−→C1(x). This is the
simplest periodic continued fractions. One of the simplest shifted periodic continued fractions
is Ap(x)
τ−→Ap+1(x). Note that C(x) → C(x) is not the periodic continued fractions in our
sense.
4. Short derivation of Cigler’s ex-conjectures: part II
In this section we complete the computation of H
(i)
n (fm(x)), H
(i)
n (Fm(x)), H
(i)
n (Gm(x)) for
i = 0, 1, 2. Note that (16), (17) and most part of Theorem 16 were conjectured in [8], and
proved in [6]. Similar idea can be used to compute H
(3)
n (fm(x)), H
(3)
n (Fm(x)), H
(3)
n (Gm(x)).
4.1. For Hn(qm(x, t)). The m = 1 case has to be considered separately.
Theorem 9. [6, 8]
Hn(f1(x)) = b
(n2)(a+ b)(
n
2),
Hn(F1(x)) = b
(n2)(a+ b)(
n
2),
Hn(G1(x)) = 2
n−1b(
n
2)(a+ b)(
n
2).
Proof. Consider the continued fractions
f1(x) =
1
1− ax− bxf1(x) .
Repeat application of Proposition 6 gives
Hn(f1) = H
1
n−1(bf1) = b
n−1H1n−1(f1). (15)
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Now let A1 =
f1−1
x
, and repeatedly apply Proposition 6 again. We have
H1n−1(f1) = Hn−1(A1), A1(x) =
(a+ b)
1− (a+ 2b)x− bx2A1(x) .
Hn−1(A1) = (a+ b)n−1Hn−2(A2), A2(x) =
b (a+ b)
1− (a+ 2b)x− x2A2(x) .
Hn−2(A2) = (b(a+ b))n−2Hn−3(A3), A3(x) =
b (a+ b)
1− (a+ 2b)x− x2A3(x) .
We see that A3(x) = A2(x), thus
Hn−2(A2) = (b(a+ b))n−2Hn−3(A2),
by which it is easy to deduce that
Hn−2(A2)) = (b(a+ b))(
n−1
2 ).
Hence
Hn(f1(x)) = b
(n2)(a+ b)(
n
2).
The computation for F1(x), G1(x) is similar. 
For the case m ≥ 2, we apply Lemmas 2 and 3 to obtain the following result.
Theorem 10. [6, 8] For m ≥ 2, we have
Hmn(fm(x)) = (−1)(
m−1
2 )nbn(mn−1),
Hmn+1(fm(x)) = (−1)(
m−1
2 )nbn(mn+1),
and Hn(fm(x)) = 0 for all other n;
Hmn(Fm(x)) = (−1)(
m−1
2 )nbn(mn−1),
Hmn+1(Fm(x)) = (−1)(
m−1
2 )nbn(mn+1),
and Hn(Gm(x)) = 0 for all other n;
Hmn(Gm(x)) = (−1)(
m−1
2 )n2mn−1bn(mn−1),
Hmn+1(Gm(x)) = (−1)(
m−1
2 )n2mnbn(mn+1),
and Hn(Gm(x)) = 0 for all other n.
4.2. For H1n(qm(x, t)). We need the notation of generalized Fibonacci numbers: Fibn(a, b) =
aFibn−1(a, b) + bF ibn−2(a, b) with initial values Fib0(a, b) = 0 and Fib1(a, b) = 1.
The case m ≤ 2 has to be considered separately. The formula for H1n(f1) can be obtained
by (15). The other formulas in the following theorem can be obtained by applying Lemma 4
and Theorem 9.
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Theorem 11. [6, 8]
H1n(f1(x)) = b
(n2)(a+ b)(
n+1
2 ),
H1n(F1(x)) = b
(n2)(a+ b)(
n
2)((a+ b)n + t
((a+ b)n − bn)
a
),
H1n(G1(x)) = 2
n−1b(
n
2)(a+ b)(
n
2)((a+ b)n + bn).
H1n(f2(x)) = b
(n2)Fibn+1(a,−b),
H1n(F2(x)) = b
(n2)(Fibn+1(a,−b) + tF ibn(a,−b)),
H1n(G2(x)) = 2
n−1b(
n
2)(aFibn(a,−b)− 2n−1bF ibn−1(a,−b)).
Proof. By (15), we have H1n(f1) =
Hn+1(f1)
bn
= b(
n
2)(a+ b)(
n+1
2 ). This is the first equality.
Now by (12) with respect to f1, we have
H
(2)
n−1(f1(x)) =
H1n(f1)− bnHn(f1(x))
abn−1
= b(
n−1
2 )(a+ b)(
n
2) (a+ b)
n − bn
a
.
To derive the second equality, we apply (12) with respect to F1. This corresponds to
α = a+ t, β = b. Then we obtain
H1n(F1) = (a+ t)b
n−1H(2)n−1(f1(x)) + b
nHn(f1(x)) = b
(n2)(a+ b)(
n
2)((a+ b)n + t
((a+ b)n − bn)
a
).
Similarly we can derive the third equality. This corresponds to α = a, β = 2b, and we
obtain
H1n(G1) = a(2b)
n−1H(2)n−1(f1(x)) + (2b)
nHn(f1(x)) = 2
n−1b(
n
2)(a+ b)(
n
2)((a+ b)n + bn).
The proof of the remaining three equalities is almost the same, except that we need to
use (13) instead of (12). 
For the case m ≥ 3, we apply Lemmas 2 and 4 to obtain the following result.
Theorem 12. [6, 8] For m ≥ 3, we have
H1mn(fm(x)) = (−1)(
m
2 )nbmn
2
,
H1mn+1(fm(x)) = (−1)(
m
2 )n(n+ 1)abmn
2+2n,
H1mn−1(fm(x)) = −(−1)(
m
2 )nnabmn
2−2n,
and H1n(fm(x)) = 0 for all other n;
H1mn(Fm(x)) = (−1)(
m
2 )nbmn
2
,
H1mn+1(Fm(x)) = (−1)(
m
2 )n(t+ (n+ 1)a)bmn
2+2n,
H1mn−1(Fm(x)) = −(−1)(
m
2 )n(t+ na)bmn
2−2n,
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and H1n(Fm(x)) = 0 for all other n;
H1mn(Gm(x)) = (−1)(
m
2 )n2mnbmn
2
,
H1mn+1(Gm(x)) = (−1)(
m
2 )n(2n+ 1)abmn
2+2n, (16)
H1mn−1(Gm(x)) = −(−1)(
m
2 )n(2n− 1)2mn−2abmn2−2n,
and H1n(Gm(x)) = 0 for all other n.
4.3. For H
(2)
n (qm(x, t)). The case m ≤ 2 follows from Theorems 9, 10 and 11, and the con-
densation formula (5). We obtain the following result.
Theorem 13. [6, 8]
H(2)n (f1(x)) = b
(n2)(a+ b)(
n+1
2 ) (a+ b)
n+1 − bn+1
a
,
H(2)n (F1(x)) = b
(n2)(a+ b)(
n
2)
n∑
j=0
(a+ b)n−jbn−j
(
(a+ b)j + t
((a+ b)j − bj)
a
)2
,
H(2)n (G1(x)) = 2
nb(
n+1
2 )(a+ b)(
n+1
2 )(1 +
n∑
j=1
((a+ b)j + bj)2
2(a+ b)jbj
).
H(2)n (f2(x)) = b
(n2)
n∑
j=0
bn−j(Fibj+1(a,−b))2,
H(2)n (F2(x)) = b
(n2)
n∑
j=0
bn−j (Fibj+1(a,−b) + tF ibj(a,−b))2 ,
H(2)n (G2(x)) = 2
nb(
n+1
2 )
(
1 +
n∑
j=1
(Fibj(a,−b)− 2j−1bF ibj−1(a,−b))2
2bj
)
.
The computation for the case m = 3 is different.
Theorem 14. [6, 8]
H
(2)
3n (f3(x)) = (−1)n+1b3n
2+n−1(a3
n∑
i=0
i2 − (n+ 1)b),
H
(2)
3n+1(f3(x)) = (−1)n(n+ 1)2a2b3n
2+3n,
H
(2)
3n+2(f3(x)) = (−1)nb3n
2+5n+1
(
a3
n+1∑
i=0
i2 − (n+ 1)b
)
.
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H
(2)
3n (F3(x)) = (−1)nb3n
2+n−1
(
a3
n∑
i=0
i2 − (n+ 1)b+ nat(t+ (n+ 1)a)
)
,
H
(2)
3n+1(F3(x)) = (−1)n(t+ (n+ 1)a)2b3n
2+3n,
H
(2)
3n+2(F3(x)) = (−1)nb3n
2+5n+1
(
a3
n+1∑
i=0
i2 − (n+ 1)b+ (n+ 1)at(t+ (n+ 2)a)
)
.
H
(2)
3n (G3(x)) = (−1)n
(
(2n+ 1)223nb3n
2+n −
(
2n+ 1
3
)
23n−1a3b3n
2+n−1
)
,
H
(2)
3n+1(G3(x)) = (−1)n(2n+ 1)223na2b3n
2+3n, (17)
H
(2)
3n+2(f3(x)) = (−1)n+1
(
(2n+ 1)23n+2b3n
2+5n+2 −
(
2n+ 3
3
)
23n+1a3b3n
2+5n+1
)
.
Proof. Let A0 =
f3(x)− ax− 1
x2
. Then we obtain
A0(x) =
a2bx3 + 2 abx2 + bx+ a2
1− ax− 2 bx3 − 2 abx4 − bx5A0(x) .
Repeat application of Proposition 6 gives A1, A2, A3 · · · . We have
Hk(A0) =
(
a2
)k
Hk−1(A1). (18)
For n ≥ 0, we have
Hk(A3n+1) =
(
−(a
3
∑n+1
i=1 i
2 − (n+ 1)b)(a3∑ni=1 i2 − (n+ 1)b)
(n+ 1)4a4
)k
Hk−1(A3n+2),
Hk−1(A3n+2) =
(
(n+ 1)2(a3
∑n+1
i=1 i
2 − (n+ 2)b)a2b
(a3
∑n+1
i=1 i
2 − (n+ 1)b)2
)k−1
Hk−2(A3n+3),
Hk−2(A3n+3) =
(
−(n+ 2)
2(a3
∑n+1
i=1 i
2 − (n+ 1)b)a2b
(a3
∑n+1
i=1 i
2 − (n+ 2)b)2
)k−2
Hk−3(A3n+4).
Combining the above formulas gives
Hk(A3n+1) =
b2k−3
a6
· (n+ 2)
2k−4
(n+ 1)2k+2
· (a
3
∑n
i=1 i
2 − (n+ 1)b)k
(a3
∑n+1
i=1 i
2 − (n+ 2)b)k−3Hk−3(A3n+4). (19)
Let k = 3n+ j, where 0 ≤ j ≤ 2. We know that
H3n+j(A1) =(−1)n+j(n+ 1)2j+2 · b
3n(n+1)+2jn+j
a6n(a3
∑n
i=1 i
2 − (n+ 1)b)jHj(A3n+1).
Then together with (18) we obtain
H3n+j+1(A0) =(−1)n+j(n+ 1)2j+2 · b
3n(n+1)+2jn+ja2j+2
(a3
∑n
i=1 i
2 − (n+ 1)b)jHj(A3n+1). (20)
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The initial values are
H0(A3n+1) =1,
H1(A3n+1) =− (a
3
∑n+1
i=1 i
2 − (n+ 1)b)(a3∑ni=1 i2 − (n+ 1)b)
(n+ 1)4a4
,
H2(A3n+1) =
b(a3
∑n
i=1 i
2 − (n+ 1)b)2(a3∑n+1i=1 i2 − (n+ 2)b)
(n+ 1)6a6
.
Then H
(2)
n (f3(x)) follows by the above initial values and (20). Similarly we can compute
H
(2)
n (F3(x)) and H
(2)
n (G3(x)). 
For the case m ≥ 4, we need the following result, whose proof will be given a bit later.
Lemma 15. For m ≥ 4,
Hmn(fm(x)− 1) = −(−1)(
m−1
2 )n(n− 1)bmn2−n,
Hmn−1(fm(x)− 1) = (−1)(
m−1
2 )nn2a2bmn
2−3n,
Hmn+1(fm(x)− 1) = −(−1)(
m−1
2 )nnbmn
2+n,
Hmn+2(fm(x)− 1) = −(−1)(
m−1
2 )n(n+ 1)2a2bmn
2+3n,
and Hn(fm(x)− 1) = 0 for all other n.
Then by the above lemma and the formula
Hn(qm(x, t)) = H
2
n−1(qm(x, t)) +Hn(qm(x, t)− 1),
which is a consequence of (6), we obtain the following result, which was conjectured in [8], and
proved in [6].
Theorem 16. [6, 8] For m ≥ 4, we have
H(2)mn(fm(x)) = (−1)(
m−1
2 )n(n+ 1)bmn
2+n,
H
(2)
mn+1(fm(x)) = (−1)(
m−1
2 )n(n+ 1)2a2bmn
2+3n,
H
(2)
mn−1(fm(x)) = (−1)(
m−1
2 )nnbmn
2−n,
H
(2)
mn−2(fm(x)) = −(−1)(
m−1
2 )nn2a2bmn
2−3n,
and H
(2)
n (fm(x)) = 0 for all other n;
H(2)mn(Fm(x)) = (−1)(
m−1
2 )n(n+ 1)bmn
2+n,
H
(2)
mn+1(Fm(x)) = (−1)(
m−1
2 )n(t+ (n+ 1)a)2bmn
2+3n,
H
(2)
mn−1(Fm(x)) = (−1)(
m−1
2 )nnbmn
2−n,
H
(2)
mn−2(Fm(x)) = −(−1)(
m−1
2 )n(t+ na)2bmn
2−3n,
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and H
(2)
n (Fm(x)) = 0 for all other n;
H(2)mn(Gm(x)) = (−1)(
m−1
2 )n(2n+ 1)2mnbmn
2+n,
H
(2)
mn+1(Gm(x)) = (−1)(
m−1
2 )n(2n+ 1)22mna2bmn
2+3n,
H
(2)
mn−1(Gm(x)) = (−1)(
m−1
2 )n(2n− 1)2mn−1bmn2−n,
H
(2)
mn−2(Gm(x)) = −(−1)(
m−1
2 )n(2n− 1)22mn−3a2bmn2−3n,
and H
(2)
n (Gm(x)) = 0 for all other n.
Proof of Lemma 15. Let A0 = fm(x)− 1, then we have
A0(x) =
bxm + ax
1− ax− 2bxm − bxmA0(x) .
By Proposition 6, we get
A1(x) =
bxm−4
a− a2x+ 2bxm−1 − x3(bxm−1 + a)A1(x) ,
and
Hn(A0(x)) = (−1)(
2
2)anHn−2(A1(x)). (21)
In the same way, we obtain A2(x), A3(x) · · · , then we list the results as follows,
A2(x) =
bx(bxm−1 + 2a2x− a)
a(a− a2x+ 2bxm−1 − axm−2A2(x)) ,
A3(x) =
a2(4a2bxm + 4abxm−1 + bxm−2 + 8a4x2 + 4a3x+ 4a2)
a(−1 + ax+ 8a3x3 + 2bxm + 4abxm+1)− x3(bxm−1 + 2a2x− a)A3(x) ,
A4(x) =(bx
m−4)/(4a2 − 4a3x+ 2bxm−2 + 4abxm−1 − x2(4a2bxm + 4abxm−1 + bxm−2
+ 8a4x2 + 4a3x+ 4a2)A4(x)),
and
Hn(A1(x)) = (−1)(
m−3
2 )
(
b
a
)n
Hn−m+3(A2(x)),
Hn(A2(x)) = (−1)(
2
2)
(
− b
a
)n
Hn−2(A3(x)), (22)
Hn(A3(x)) =
(−4a3)nHn−1(A4(x)).
By (21) and (22), we know that
Hn(A0) =(−1)(
m−1
2 )(2a)2n−2m−2b2n−m−1Hn−m−2(A4). (23)
Further transformations suggest us to define
A4p(x) =
xm−4
u(x)− x2v(x)A4p(x) ,
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with
v(x) = (p+ 1)2 a2bxm + 2 p (p+ 1) abxm−1 + p2bx9 + p (p+ 1)3 a4x2 + (p+ 1)2 a3x
+p (p+ 1)2 a2/(bp2),
u(x) =
2 p (p+ 1) abxm−1 + 2 p2bxm−2 − p (p+ 1)2 a3x+ p (p+ 1)2 a2
bp2
.
Then our algorithm produces
Hn(A4p) = (−1)(
m−3
2 )
(
pb
(p+ 1)2a2
)n
Hn−m+3(A4p+1)
Hn(A4p+1) =
(
− pb
(p+ 1)2 a2
)n
Hn−1(A4p+2),
Hn(A4p+2) =
(
−(p+ 1)
3a2
p2
)n
Hn−1(A4p+3),
Hn(A4p+3) =
(
p(p+ 2)2a2
(p+ 1)2
)n
Hn−1(A4p+4).
Combining the above formulas gives
Hn(A4p) = −(−1)(
m−1
2 )pn(p+ 1)−3n+m−2(p+ 2)2n−2m+2a−2mb2n−m+3Hn−m(A4(p+1)).
Using this recursion together with some initial conditions we obtain
Hmn(A4) =− (−1)(
m−1
2 )n(n+ 2)22−2mn−2a−2mnbmn
2+3n
Hmn−1(A4) =− (−1)(
m−1
2 )n(n+ 1)(2a)−2mnbmn
2+n
Hmn−2(A4) =− (−1)(
m−1
2 )nn(2a)−2mn+2bmn
2−n
Hmn−3(A4) =(−1)(
m−1
2 )n(n+ 1)22−2mn+4a−2mn+6bmn
2−3n,
and Hn(A4) = 0 for other n.
The proof is thus completed by applying equation (23). 
5. Two periodic continued fractions
Let us focus on lattice paths from (0, 0) to (n, 0) that never go below the horizontal axis.
In this section, we give two examples of periodic continued fractions.
Our first example has step set {U = (1, 1), D = (1,−1), H1 = (1, 0), H2 = (2, 0)}, where
the H1 step is weighted by t+ 1, the H2 step is weighted by t, and all other steps is weighted
by 1. Then the generating function F (x) of such lattice paths satisfies the following quadratic
functional equation:
F (x) = 1 + (t+ 1)xF (x) + tx2F (x) + x2F (x)2.
Theorem 17. Let F (x) be as above with t an indeterminate. Then we have
H3n(F (x)) = (1 + t)
3n2 , H3n+1(F (x)) = (1 + t)
3n2+2n, H3n+2(F (x)) = (1 + t)
3n2+4n+1.
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Proof. Let’s denote F0(x) = F (x). Then the functional equation can be rewritten as
F0(x) =
1
1− (1 + t)x− tx2 − x2F0(x) .
We will repeatedly apply τ in Proposition 6 to obtain a recursion. We will carry out the details
in this computation. Note that all the u(x) appears are in fact polynomials, and hence the
decompositions u(x) = uL(x) + x
d+2uH(x) are simple.
Apply Proposition 6 to obtain F1(x) = τ(F0(x)), where u(0) = 1, d = 0. We have
Hn(F0) = Hn−1(F1), F1(x) =
(1 + t)(tx− 1)
(tx− 1)(1− x) + x2F1(x) .
Apply Proposition 6 to obtain F2 = τ(F1), where u(0)
−1 = t+ 1, d = 0. We have
Hn−1(F1) = (1 + t)n−1Hn−1(F2), F2(x) =
tx− 1
(tx− 1)(1− x) + (1 + t)x2F2(x) .
Apply Proposition 6 to obtain F3 = τ(F2), where u(0) = 1, d = 0. We have
Hn−1(F2) = Hn−2(F3), F3(x) =
1 + t
(tx− 1)(−1 + x+ x2F3(x)) .
Apply Proposition 6 to obtain F4 = τ(F3), where u(0)
−1 = t+ 1, d = 0. We have
Hn−2(F3) = (1 + t)n−2Hn−2(F4), F4(x) =
1
(tx− 1)(−1 + x+ x2(1 + t)F4(x)) .
Apply Proposition 6 to obtain F5 = τ(F4), where u(0) = 1, d = 0. We have
Hn−2(F4) = Hn−3(F5), F5(x) =
1
1− (1 + t)x− tx2 − x2F5(x) .
Now we see that F5(x) = F0(x). Summarizing the above results gives the recursion Hn(F0) =
(1+t)2n−3Hn−3(F0). Together with the initial condition H0(F0) = 1, H1(F0) = 1, H2(F0(x)) =
1 + t, we conclude that, for example,
H3n(F0) = (1 + t)
6n−3H3(n−1)(F0) = · · · = (1 + t)2(3n+3(n−1)+···+6+3)−3nH0(F0) = (1 + t)3n2 .
The cases for H3n+1(F0) and H3n+2(F0) can be computed similarly. 
Our second example has step set {U = (1, 1), D = (1,−1), H2 = (2, 0), H3 = (3, 0)}, where
the H2 step is weighted by t, the H3 step is weighted by t+ 1, and all other steps is weighted
by 1. Then the generating function F (x) of such lattice paths satisfies the following quadratic
functional equation:
F (x) = 1 + tx2F (x) + (t+ 1)x3F (x) + x2F (x)2.
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Theorem 18. Let F (x) be as above with t an indeterminate. Then we have
H7n(F (x)) = (−1)n(1 + t)14n2 ,
H7n+1(F (x)) = (−1)n(1 + t)14n2+4n,
H7n+2(F (x)) = (−1)n(1 + t)14n2+8n+1,
H7n+3(F (x)) = H7n+4(F (x)) = 0,
H7n+5(F (x)) = (−1)n+1(1 + t)14n2+20n+7,
H7n+6(F (x)) = (−1)n+1(1 + t)14n2+24n+10.
Proof. Let F0(x) = F (x). Then F0(x) is determined by
F0(x) =
1
1− tx2 − (t+ 1)x3 − x2F0(x) .
Repeat application of Proposition 6 gives
Hn(F0) = Hn−1(F1), F1(x) =
(1 + x)(t+ 1)
(x+ 1)(1− x+ (1 + t)x2)− x2F1(x) .
Hn−1(F1) = (1 + t)n−1Hn−2(F2), F2(x) =
x2(1 + t)
(1 + x)(1− x− (1 + t)x2 − x2F2(x)) .
Hn−2(F2) = (−1)(
3
2)(1 + t)n−2Hn−5(F3), F3(x) =
(x+ 1)(1 + t)
(1 + x)(1− x− (1 + t)x2)− x4F3(x) .
Hn−5(F3) = (1 + t)n−5Hn−6(F4), F4(x) =
(1 + t)
(1 + x)(1− x+ (1 + t)x2 − x2F4(x)) .
Hn−6(F4) = (1 + t)n−6Hn−7(F5), F5(x) =
1
1− tx2 − (1 + t)x3 − x2F5(x).
Now we see that F5(x) = F0(x). Then we obtain Hn(F0) = −(1 + t)4n−14Hn−7(F0).
The initial conditions are H0(F0) = H1(F0) = 1, H2(F0) = 1 + t, H3(F0) = H4(F0) = 0,
H5(F0) = −(1 + t)7, H6(F0) = −(1 + t)10. Therefore
H7n(F0) = −(1 + t)28n−14H7(n−1)(F0),
Recursively, we get
H7n(F0) = (−1)n(1 + t)4(7n+7(n−1)+···+14+7)−14nH0(F0) = (−1)n(1 + t)14n2 .
The other six cases follow similarly. 
6. Four classes of Hankel determinants
In our setup, it is convenient to use a functional equation to define a generating function.
In this section, we consider generated function F (x) determined by
F (x) =
xm
1− axq − bx`F (x) . (24)
The step set of the corresponding paths is {(1, 1), (q, 0), (` − 1,−1)}. Note that m, q, ` are
integer parameters.
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Computer experiment shows that the Hankel determinants Hn(F (x)) do not always have
nice formulas. However, we find nice formulas for four classes of m, q, `, and it seems that there
is no more nice formulas. As far as we know, these results have not appeared in the literature.
Theorem 19. Let F (x) be determined by (24). If m, `, q are non-negative integers satisfying
m+ 1 ≥ q > 0 and ` ≥ q + 1, then we have
H(n+1)(m+`)(F ) = (−1)(n+1)[(
m+1
2 )+(
`−1
2 )]b(n+1)(n`+nm+`−1),
Hn(m+`)+m+1(F ) = (−1)(n+1)(
m+1
2 )+n(
`−1
2 )bn
2(`+m)+n(m+1),
and Hn(F (x)) = 0 for all other situations.
Proof. Apply Proposition 6 to F0(x) := F (x). We obtain
Hn(F ) = (−1)(
m+1
2 )Hn−m−1(F1), F1(x) =
bx`−2
1− axq − xm+2F1(x) ,
Repeated application of Proposition 6 gives
Hn−m−1(F1) = (−1)(
`−1
2 )bn−m−1Hn−m−`(F2), F2(x) =
bxm
1− axq − x`F2(x) .
Hn−m−`(F2) = (−1)(
m+1
2 )bn−m−`Hn−2m−`−1(F3), F3(x) =
bx`−2
1− axq − xm+2F3(x) .
Note that in application of each τ , we have uL(x) = 1 − axq and uH(x) = 0, due to the
conditions on m, `, and q. This allows us to do the transformations for symbolic m, `, q.
Now we see that F3(x) = F1(x), and the Hankel determinants of F1(x) have a period of
m+ `. Therefore we obtain
Hn−m−1(F1) = (−1)(
m+1
2 )+(
`−1
2 )b2n−2m−`−1Hn−2m−`−1(F1).
Hn(F ) = (−1)(
m+1
2 )Hn−m−1(F1) = (−1)(
`−1
2 )b2n−2m−`−1Hn−2m−`−1(F1). (25)
Let n−m− 1 = (`+m)p+ i be a non-negative integer. We then deduce that
Hn−m−1(F1) = (−1)p[(
m+1
2 )+(
`−1
2 )]bp
2(`+m)+p(m+2i+1)Hi(F1).
The initial values are
H0(F1) = 1, H`−1(F1) = (−1)(
`−1
2 ) b`−1, and Hi(F1) = 0 for 1 ≤ i ≤ `− 2 and ` ≤ i < `+m.
The theorem then follows by the above initial values and (25). 
Theorem 20. For m+ ` = q, ` ≥ 2, m, `, n, q are all non-negative integers, we have
H(`+m)n(F ) = (−1)(
m+1
2 )n+(
`−1
2 )n(a+ b)
(`+m)(n−1)n
2
+(`−1)nb
(`+m)(n−1)n
2 ,
H(`+m)n+m+1(F ) = (−1)(
m+1
2 )(n+1)+(
`−1
2 )n(a+ b)
(`+m)(n+1)n
2 b
(`+m)(n+1)n
2
−(`−1)n,
and Hn(F ) = 0 for all other situations.
Proof. Apply Proposition 6 to F0(x) := F (x), we obtain
Hn(F0) = (−1)(
m+1
2 )Hn−(m+1)(F1), F1(x) =
(a+ b)x`−2
1 + axq − xm+2F1(x) .
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Repeated application of Proposition 6 gives
Hn(F1) = (−1)(
`−1
2 )(a+ b)nHn−(`−1)(F2), F2(x) =
bxm
1− axq − x`F2(x) .
Hn(F2) = (−1)(
m+1
2 )bnHn−(m+1)(F1), F3(x) =
(a+ b)x`−2
1 + axq − xm+2F3(x) .
Now we see that F3(x) = F1(x), and the Hankel determinants of F1(x) have a period of `+m.
Therefore we obtain Hn(F1) = (−1)(
`−1
2 )+(
m+1
2 )(a+ b)nbn−`+1Hn−`−m(F1). Using this recursion
together with some initial conditions we obtain
H(`+m)n(F1) = (−1)(
`−1
2 )n+(
m+1
2 )n(a+ b)
(`+m)(n+1)n
2 b
(`+m)(n+1)n
2
−(`−1)n,
H(`+m)n+`−1(F1) = (−1)(
m+1
2 )n+(
`−1
2 )(n+1)(a+ b)
(`+m)(n+1)n
2
+(`−1)(n+1)b
(`+m)(n+1)n
2 ,
Hn(F1) = 0 for all other situations.
Then we can get Hn(F ). 
Theorem 21. Let F (x) be determined by (24). If m, `, q are non-negative integers satisfying
i = q −m ≥ 2 and ` ≥ q + 2i− 1, then we have
Hn(`+m)+m+i(F ) = (−1)(n+1)(
m+1
2 )+n(
`−2i+1
2 )+(
i−1
2 )−n(i+3)bn
2(`+m)+n(2i+m−1)[(n+ 1)a]i−1,
H(n+1)(`+m)−i+1(F ) = (−1)(n+1)[(
`−2i+1
2 )+(
m+1
2 )]+(
i−1
2 )−n(i+3)b(n+1)(n`+nm+`−2i+1)[(n+ 1)a]i−1,
H(n+1)(`+m)(F ) = (−1)(n+1)[(
`−2i+1
2 )+(
m+1
2 )]−n(i+3)+i−1b(n+1)(n`+nm+`−1),
Hn(`+m)+m+1(F ) = (−1)n(
`−2i+1
2 )+(n+1)(
m+1
2 )−n(i+3)bn(n+1)(`+m)−n(`−1),
and Hn(F ) = 0 for all other situations.
Proof. We apply Proposition 6 to F0(x) := F (x), and repeat the transformation τ . The
conditions on m, `, q allow us to compute symbolically and we will give detailed decomposition
of the corresponding u(x).
Computer experiment suggests us to define
F4p+1 =
xi−2[p(p+ 1)a2xq + bx`+m−q + (p+ 1)a]
1 + (2p+ 1)axq − xq−(i−2)F4p+1 .
Then the results may be summarized as follows.
Hn(F0) = (−1)(
m+1
2 )Hn−m−1(F1),
and for p ≥ 0, by the conditions on m, `, q, the process is as follows.
Apply Proposition 6 to obtain F4p+2 = τ(F4p+1). Firstly, d = i − 2. Next we need
to decompose u(x) with respect to d. We expand u(x) as a power series and focus on (by
displaying) those terms with small exponents:
u(x) =
1 + (2p+ 1)axq
p(p+ 1)a2xq + bx`+m−q + (p+ 1)a
=
1
(p+ 1)a
+
2p+ 1
(p+ 1)
xq − b
(p+ 1)a
x`+m−q + · · · ,
By the conditions onm, `, q, we have q = i+m > i−1 = d+1, and `+m−q ≥ 2i−1 > i−1 = d+
1. Thus uL(x) =
1
(p+ 1)a
is simple, and uH(x) =
(p+ 1)2a2xm − bx`−2i
(p(p+ 1)a2xq + bx`+m−q + (p+ 1)a)(p+ 1)a
.
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Then by u(0)−1 = (p+ 1)a, we obtain
Hn−m−1(F4p+1) = (−1)(
i−1
2 ) ((p+ 1)a)n−m−1Hn−m−1−(i−1)(F4p+2),
F4p+2 =
bx`−2i
(p+ 1)a− (p+ 1)a2xq + 2bx`+m−q − ((p+ 1)a+ p(p+ 1)a2xq + bx`+m−q)xiF4p+2 .
Apply Proposition 6 to obtain F4p+3 = τ(F4p+2). This time d = `− 2i and u(x) is indeed
a polynomial:
u(x) =
(p+ 1)a− (p+ 1)a2xq + 2bx`+m−q
b
.
Now q ≤ ` − 2i + 1 = d + 1, and ` + m − q = ` − i > d + 1. It then follows that uL(x) =
(p+ 1)a− (p+ 1)a2xq
b
, uH(x) = 2x
i−2. Then by u(0)−1 =
b
(p+ 1)a
, we obtain
Hn−m−1−(i−1)(F4p+2) = (−1)(
`−2i+1
2 )
(
b
(p+ 1)a
)n−m−1−(i−1)
Hn−m−1−(`−i)(F4p+3),
F4p+3 =
xi−2b[(p+ 1)(p+ 2)a2xq + bx`+m−q − a(p+ 1)]
(p+ 1)a[(p+ 1)a− 2bx`+m−q − (p+ 1)a2xq − (p+ 1)ax`+m−q−(i−2)F4p+3] .
Apply Proposition 6 to obtain F4p+4 = τ(F4p+3). Clearly d = i− 2. Now it is not simple
to expand
u(x) =
a(p+ 1)[(p+ 1)a− 2bx`+m−q − (p+ 1)a2xq]
b[(p+ 1)(p+ 2)a2xq + bx`+m−q − a(p+ 1)] ,
as a power series and focus on small degree terms. We claim that uL(x) = −(p+ 1)a
b
, uH(x) =
a(p+ 1)[(p+ 1)2a2xm − bx`−2i]
b[(p+ 1)(p+ 2)a2xq + bx`+m−q − a(p+ 1)] . To see this, one verify that u(x) = uL(x)+x
d+2uH(x)
and check that uH(x) is a power series by the facts q > 0, ` + m− q = `− i ≥ q + i− 1 > 0,
m ≥ 0, `− 2i ≥ q − 1 > 0. Finally, by u(0)−1 = − b
(p+ 1)a
, we obtain
Hn−m−1−(`−i)(F4p+3) = (−1)(
i−1
2 )
(
− b
(p+ 1)a
)n−m−1−(`−i)
Hn−m−1−(`−1)(F4p+4),
F4p+4 =
−(p+ 1)2a2xm
(p+ 1)a[1− (2p+ 3)axq] + [(p+ 1)(p+ 2)a2xq + bx`+m−q − a(p+ 1)]xiF4p+4 .
Apply Proposition 6 to obtain F4p+5 = τ(F4p+4). Clearly d = m. Since
u(x) = −1− (2p+ 3)ax
q
a(p+ 1)
is a polynomial and q > m+ 1 = d+ 1, we have
uL(x) = − 1
(p+ 1)a
, uH(x) =
(2p+ 3)xi−2
p+ 1
. By u(0)−1 = −(p+ 1)a, we obtain
Hn−m−1−(`−1)(F4p+4) = (−1)(
m+1
2 )(−(p+ 1)a)n−m−1−(`−1)Hn−m−1−(`+m)(F4p+5).
By combining the above formulas we obtain
Hn−m−1(F4p+1) = (−1)(
`−2i+1
2 )+(
m+1
2 )−(i+3)b2(n−m−1)−(`−1)Hn−m−1−(`+m)(F4(p+1)+1).
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Let n−m− 1 = p(`+m) + j, where 0 ≤ j < `+m. We then deduce that
Hn−m−1(F1) = (−1)p[(
`−2i+1
2 )+(
m+1
2 )−(i+3)]bp(p+1)(`+m)+p(2j−`+1)Hj(F4p+1), (26)
Hn(F ) = (−1)p[(
`−2i+1
2 )−(i+3)]+(p+1)(m+12 )bp(p+1)(`+m)+p(2j−`+1)Hj(F4p+1). (27)
The initial values are
Hi−1(F4p+1) = (−1)(
i−1
2 )[(p+ 1)a]i−1,
H`−i(F4p+1) = (−1)(
i−1
2 )+(
`−2i+1
2 )b`−2i+1[(p+ 1)a]i−1,
H`−1(F4p+1) = (−1)(
`−2i+1
2 )+i−1b`−1,
H0(F4p+1) = 1,
Hj(F4p+1) = 0, for all other j.
The theorem then follows by the above initial values, (27) and (26) . 
Theorem 22. Let F (x) be determined by (24). If m, `, i, q are non-negative integers satis-
fying ` = q − i ≥ 2, m ≥ q + 2i+ 1, then we have
Hm+1(F ) = (−1)(
m+1
2 ),
H(n+1)(m+`)(F ) = (−1)n[(
m−2i−1
2 )+(i−1)]+(n+1)(`−12 )+(m+12 )b(n+1)
2(m+`)−(n+1)(m+1),
H(n+1)(m+`)+i+1(F ) = (−1)n[(
m−2i−1
2 )+(i−1)]+(n+1)(`−12 )+(i+12 )+(m+12 )
b(n+1)
2(m+`)+n(2i−m+1)+i−m[(n+ 1)a]i+1,
H(n+1)(m+`)+m−i(F ) =(−1)(n+1)[(
m−2i−1
2 )+(
`−1
2 )]+n(i−1)+(i+12 )+(m+12 )
b(n+1)
2(`+m)+n(m−2i−1)+m−3i−2[(n+ 1)a]i+1,
Hn(m+`)+m+1(F ) =(−1)(n+1)[(
m−2i−1
2 )+(
`−1
2 )+i+1]+(
m+1
2 )b(n+1)
2(m+`)+(n+1)(m+1),
and Hn(F ) = 0 for all other situations.
Proof. Apply Proposition 6 to F0(x) := F (x) and repeat the transformation τ . The conditions
on m, `, q allow us to compute symbolically. If we define
F4p+2 =
xi(bxm−i + n(n− 1)a2xq + na)
1 + (2n− 1)axq − x`F4p+2 ,
then the results can be summarized as follows.
Hn(F0) = (−1)(
m+1
2 )Hn−m−1(F1), Hn−m−1(F1) = (−1)(
`−1
2 )bn−m−1Hn−m−`(F2). (28)
and
Hn−m−`(F4p+2) = (−1)(
i+1
2 ) [(p+ 1)a]n−m−`Hn−m−`−(i+1)(F4p+3),
Hn−m−`−(i+1)(F4p+3) = (−1)(
m−2i−1
2 )
(
b
(p+ 1)a
)n−m−l−(i+1)
Hn−m−`−(m−i)(F4p+4),
Hn−m−`−(m−i)(F4p+4) = (−1)(
i+1
2 )
(
− b
(p+ 1)a
)n−m−`−(m−i)
Hn−m−`−(m+1)(F4p+5),
Hn−m−`−(m+1)(F4p+5) = (−1)(
`−1
2 ) [−(p+ 1)a]n−m−`−(m+1)Hn−m−`−(m+`)(F4p+6).
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It can be seen that the determinant of F4p+2 have a period of (`+m),
Hn−m−`(F4p+2) = (−1)(
m−2i−1
2 )+(
`−1
2 )+i−1b2(n−m−`)−(m+1)Hn−m−`−(`+m)(F4p+6).
Let n−m− ` = p(`+m) + j, where 0 ≤ j < `+m. We then deduce that
Hn−m−`(F2) = (−1)p[(
m−2i−1
2 )+(
`−1
2 )+i−1]bp(p+1)(m+`)+p(2j−m−1)Hj(F4p+2). (29)
The initial values are
H0(F4p+2) = 1,
Hi+1(F4p+2) = (−1)(
i+1
2 )[p+ 1)a]i+1,
Hm−i(F4p+2) = (−1)(
i+1
2 )+(
m−2i−1
2 )bm−2i−1[(p+ 1)a]i+1,
Hm+1(F4p+2) = (−1)(
m−2i−1
2 )+i+1bm+1,
Hj(F4p+2) = 0 for all other j.
The theorem then follows by the above initial values, (28) and (29) . 
7. Concluding remark
We have seen that shifted periodic continued fractions appear in our proof of Cigler’s
Hankel determinant conjectures, and also appear in Hankel determinants of some path counting
numbers. We believe that they will be discovered to appear in more situations. Basically, nice
Hankel determinants of quadratic generating functions may result in shifted periodic continued
fractions.
In [7], Cigler considered Hankel determinants of C(x)r, which is called the convolution
power of the Catalan generating functions. By using the transformation τ we have discovered
some shifted periodic continued fractions for Hn(C(x)
r) with r ≤ 9, and seems the computation
for much larger r is possible. These will appear in an upcoming paper [21].
Another possible research project is to study the nice Hankel determinants in [9] and [16],
where the generating functions are quadratic. Can we generalize the step set and still obtain
nice Hankel determinants?
Currently, our maple package take the functional equation of F as input, and output the
functional equation of τ(F ). To discover shifted periodic continued fractions, we have to guess
manually. One of our next projects is to teach computer to do all these steps automatically.
Acknowledgments: Part of this work appears in the M.S. thesis [23] of the third named
author. We are grateful to the anonymous referee for suggestions on improving the text and
correcting misprints.
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