When random variables are used to represent variability, the risk equation has mathematical properties poorly understood by many risk assessors. Variability represents the heterogeneity in a well-characterized population, usually not reducible through further measurement or study. We follow the lead of most mathematicians in using random variables to represent and analyze variability.
where ∏ indicates a product over the index. In common practice, risk assessors use point values (i.e., real numbers) for each variable in Eqn 1. Burmaster and Thompson (1995a, b) have discussed the origins and interpretation of Eqn 1 in deterministic risk assessments.
Most risk assessors now agree that all the variables in Eqn 1 contain both (i) variability and/or (ii) uncertainty. In this discussion, variability represents the heterogeneity in a well-characterized population [and is usually not reducible through further measurement or study] while uncertainty represents our 7 September 95
2 Alceon ignorance about a poorly-characterized phenomenon or models [and may be reducible through further measurement or study]. Thus, variability is a property of the natural system under analyst, while uncertainty is a property of the analyst.
Here, we focus exclusively on variability --not because uncertainty is unimportant, but because the introduction of variability alone illustrates the main mathematical points of this discussion.
In the probabilistic paradigm, Eqn 1 remains the fundamental equation of risk assessment (Burmaster & Thompson, 1995a, b) . However, in the fully probabilistic framework, each of the variables in Eqn 1 is a positive random variable represented by a probability density function (PDF) or a cumulative distribution function (CDF) (see, e.g., Feller, 1968 (see, e.g., Feller, & 1971 . To emphasize this change in perspective, we re-write Eqn 1 as Eqn 2, with doubly underscored symbols to denote that each variable is now a random variable that expresses variability in a quantity. We also create Eqns 3 and 4, each an alternative and In Eqn 4, we use the notation g(X i ) for the product of random variables in the numerator and the notation h(Y j ) for the product of random variables in the denominator so we can refer to the numerator and denominator separately as needed. We will continue to denote real variables (point values) without the double underscores. With knowledge of the distributions of all the X i and Y j , an analyst can calculate a closed form expression for the distribution R in a handful of special cases with independent variables (Springer, 1979) . In most practical cases, including those cases with correlated or jointly distributed random variables on the right hand side of the risk equation, the analyst can simulate a numerical approximation to the distribution R (Rubenstein, 1981; Morgan, 1984 (Ott, 1990; Ott, 1995) . Second, when the conditions of the Central Limit Theorem hold, the mathematical process of multiplying a series of random variables will produce a new random variable (the product) which, in the limit, is LogNormal in character, regardless of the distributions from which the input variables arise (Benjamin & Cornell, 1970) .
Finally, two-parameter LogNormal distributions are self-replicating under multiplication and division, i.e., products and quotients of such LogNormal random variables are themselves distributed lognormally Crow & Shimizu, 1988) . All these points apply to Eqns 2, 3, and 4. 
Working with Mixed Cases
If we continue to restrict ourselves to independent LogNormal random variables as the inputs to the fundamental risk equation, any of Eqns 2, 3, or 4, then:
• the median of the R is equal to the function of the medians of the inputs;
• the arithmetic mean of R is NOT equal to the function of the arithmetic means of the inputs; and
• the 95 th percentile of R is much smaller than the function of (i) the 95 th percentiles of all the inputs in the numerator and (ii) the 5 th percentiles of all the inputs in the denominator.
Thus, as is exactly true for independent LogNormal distributions and as is approximately true for other independent random variables with longer tails to the right, medians (not averages) are "neutral" and "self replicating" when used as point value inputs to the fundamental risk equation, Eqn 2.
Without doing a full calculation or a full simulation, no one can know the percentile of R calculated if the inputs to the fundamental risk equation, Eqn 2, include a combination of median values, average values, and high-and low-end values.
Restricting ourselves to the case with independent LogNormal distributions, we see that:
• the use of one or more median values in either the numerator or the denominator does not shift the estimate of R (further) above or (further) below the correct median of R, i.e., median inputs are "neutral" in trying to understand where the value R falls as a percentile of the distribution R;
• the use of one or more average values in the numerator does shift the estimate of R above the correct median of R, i.e., average inputs in the numerator introduce moderate to large (but unknown) amounts of conservatism in trying to understand where the value R falls as a percentile of the distribution R;
• the use of one or more high-end values in the numerator does shift the estimate of R far above the correct median of R, i.e., high-end inputs in the numerator introduce large (but unknown) amounts of conservatism in trying to understand where the value R falls as a percentile of the distribution R; and
• the use of one or more low-end values in the denominator does shift the estimate of R far above the correct median of R, i.e., low-end inputs in the denominator also introduce large (but unknown) amounts of conservatism in trying to understand where the value R falls as a percentile of the distribution R.
Most risk assessors now understand that the introduction of a few high-end values into the numerator or a few low-end values into the denominator of Eqns 1 or 2 can introduce very large amounts of conservatism into the point estimate R (Harris & Burmaster, 1992; Burmaster & Harris, 1993; Bogen, 1994; Cullen, 1994) . estimates of risk that fall above the range US EPA uses to set policy.
