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Abstract
The work presented in this thesis is concerned with the theory and development of methods for
ab initio calculation of magnetically induced current densities in closed-shell molecules. Two new
methods are presented. The underlying theory of both methods is closely related to the theory of
nuclear magnetic shielding (NMR) calculations. The Aromatic Ring-Current Shieldings (ARCS)
method can be viewed as an experimental procedure in a theoretical framework. In the ARCS
method, the strength of the magnetically induced ring current in aromatic molecules is extracted
from the long-range part of the calculated NMR shielding function through a ﬁtting procedure.
In the Gauge-Including Magnetically Induced Currents (GIMIC) method, the magnetically
induced current density in molecules is calculated explicitly. In order to overcome problems with
the dependence on the magnetic gauge origin, Gauge-Including Atomic Orbitals (GIAOs) are
employed. The advantage of the GIMIC method is high accuracy, and the applicability to mean-
ﬁeld, density-functional and electron-correlated levels of theory. The GIMIC method is fast and
can be applied to large closed-shell molecules of nano-technological importance. The method can
also reveal the detailed structure of the current density in molecules. Using quadrature, the GIMIC
method can be used to obtain the strength of induced currents in aromatic molecules.
The ARCS and GIMIC methods have been applied to a variety of diﬀerent molecular sys-
tems, both to test their applicability and accuracy, and in an attempt to understand and classify
molecular aromaticity.
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Chapter 1
Introduction
Aromaticity is an important concept in chemistry. Although widely used, the aromaticity concept
is not uniquely deﬁned. High stability, reduced bond length alternation, low reactivity and in-
creased response to magnetic ﬁelds are typical characteristics for aromatic molecules. One of the
motivations for starting the work presented in this thesis was to try to understand the chemical
concept of aromaticity from a theoretical point of view.
For a long time, aromaticity was considered to be a property of only cyclic, planar organic
molecules having 4n+2 pi-electrons. However, the concept of aromaticity has later been extended
to include also inorganic and non-planar, spherical and even linear molecules! The idea that only
the pi-electrons contribute to aromaticity has been revised to include σ-electrons. Aromaticity
has previously been deﬁned on the basis of energetics, as well as geometric and magnetic criteria,
such as nuclear magnetic shielding tensors and magnetic susceptibilities [1429]. The degree
of aromaticity is even more diﬃcult to deduce from energetic and structural data than from
magnetic criteria such as elevated magnetic susceptibility, susceptibility anisotropies, and Nucleus-
Independent Chemical Shift (NICS) values [24]. With this in mind it might seem futile to try to
come up with a single theoretical model which would be able to quantify aromaticity.
While aromaticity, like beauty, may be in the eye of the beholder, the magnetically induced
currents in a molecule are unequivocally deﬁned. In the pursuit to understand and quantify
aromaticity a very pragmatic view is hence adopted here. The key molecular property for a
molecule to be aromatic is the ability to sustain a net electrical current when subjected to a
magnetic ﬁeld. A ring current does itself not guarantee aromaticity, but failure to sustain a ring
current guarantees that the molecule is not aromatic. Throughout this thesis the word aromaticity
is used as a synonym for ability to sustain a ring current, regardless of any other aromatic
properties.
The calculation of time-independent ring currents of closed-shell molecules, and the strength of
the currents are the main topic of this thesis. Whether the strengths of these currents can be used
to classify aromatic strength can be debated. In order to lay the foundation for understanding the
work presented in this thesis, I will review the most important aspects of the underlying theoretical
framework. Chap. 2 gives a short review of the Schrödinger equation and the most common
approximations and methods for calculating the molecular ground-state energy. In Chap. 3 general
methods for obtaining molecular ground-state properties are discussed, with focus on derivative
theory. The theory of magnetic interactions, and in particular interactions between electrons
and an external magnetic ﬁeld, are considered in Chap. 4. Chap. 4 also touches the subject of
calculating nuclear magnetic shielding parameters, and the problem of gauge invariance. Ring
currents and aromaticity are discussed in some detail in Chap. 5, with examples of various kinds
of aromaticity. Chap. 5 also presents the theory underlying our ﬁrst quantitative method for
estimating the strength of the ring current, the Aromatic Ring-Current Shieldings (ARCS) method
[1]. In Chap. 6 ab initio ring-current models are presented, with an in-depth discussion of the
new Gauge-Including Magnetically Induced Currents (GIMIC) method [7]. Chap. 7 provides an
summary of the original scientiﬁc papers included in the appendices.
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Chapter 2
The molecular energy
In this chapter some of the standard methods and approximations of quantum chemistry are
reviewed. Only the theory of time-independent, closed-shell molecules in a non-relativistic frame-
work will be considered.
The starting point for most of quantum chemistry is the time-independent Schrödinger equation
which can be compactly written HˆΨ = EΨ, where Hˆ is the Hamiltonian and Ψ is the wave
function. In atomic units∗ the molecular Hamiltonian in its simplest form is given by
Hˆ = −1
2
N∑
i
∇2i +
N∑
i>j
1
rij
−
K∑
A
N∑
i
ZA
rAi
−
K∑
A
1
2MA
∇2A +
K∑
A>B
ZAZB
RAB
, (2.1)
where N is the number of electrons, K the number of nuclei, MK the nuclear mass and ZA the
nuclear charge. The operator rij is the inter-electronic distance between electrons i and j. Using
the BornOppenheimer approximation [30] the nuclear degrees of freedom can be separated from
the electronic degrees of freedom, and the (time-independent) wave function then depends only
parametrically on the nuclear coordinates. The wave function is then dependent on 4N variables,
including the electron spin. Already for moderately complicated molecules, containing hundreds
or thousands of electrons, this function quickly becomes extremely complicated.
The electronic wave function must be square integrable and normalized to be consistent with
the Born probability interpretation [31]
1 =
∫
dx1 . . . dxNΨ(x1 . . .xN )∗Ψ(x1 . . .xN ), (2.2)
where Ψ∗ denotes the complex conjugate and x = (r1, r2, r3, σ), where σ ∈ {α, β} is the electron
spin coordinate. In closed-shell molecules the spin can be be integrated out, leaving three spatial
degrees of freedom per electron.
In accordance with the above condition the electron density of the system is
ρ(r) = N
∫
dr2 . . . drNΨ(r, r2, . . . rN )∗Ψ(r, r2, . . . rN ). (2.3)
To deal with this formidable function, one usually expands it in a basis of 3N -dimensional
functions. The basis functions are formed by anti-symmetrizing direct products of N one-particle
functions with respect to the particle indices. These functions can conveniently be written as
Slater determinants, Φ = det |φp(r1) . . . φq(rN )|. The one-particle functions are usually taken as
linear combinations of atom-centered functions
φa(r) =
NAO∑
µ
Cµaχµ(r), (2.4)
∗In atomic units e = ~ = me = 4pi²0 = 1.
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optimized to loosely resemble atomic orbitals. This expansion thus views the molecule as a linear
combination of atoms, and the expanded functions are commonly referred to as molecular orbitals
(MOs). This is somewhat misleading, and the procedure is best viewed as a practical way of
generating a compact basis set expansion.
The atom-centered functions, referred to as atomic orbitals (AOs), are usually constructed
from ﬁxed linear combinations of Gaussian Type Orbitals (GTOs)
χµ(r) =
∑
ξ
wξµr
lx
x r
ly
y r
lz
z e
−αξµr2 , (2.5)
where αξµ are orbital exponents, wξµ are contraction coeﬃcients and the prefactor exponents
{l{x,y,z} ∈ Z+} are related to the orbital angular momentum quantum number. The coordinates
are given relative to the origin Rµ of the basis function, rβ = r′β − Rµβ . The primary reason forusing Gaussians is due to their locality and appealing properties for integral calculations.
In a similar manner, a function of two variables can be expanded by considering the expansion
coeﬃcients in Eq. 2.4 as functions of the second variable. This function can again be expanded in
the same basis
Φ(r1, r2) =
∑
µ
Cµ(r2)χµ(r1) =
∑
µν
Cµνχµ(r1)χν(r2). (2.6)
Generalizing, the exact N -particle wave function can be written
Ψ =
∑
k
ck
N !∑
n=1
(−1)pnPn
N∏
i
φ
{k}
i (ri) (2.7)
where {k} denotes the k:th unique set of MOs from all possible sets. In order to ensure fermionic
symmetry of the wave function, a permutation operator Pn, has been included. Pn generates the
n:th permutation of the electronic coordinates ri, and pn is the number of transpositions needed
to generate the permutation.
Henceforth, Slater determinants will be denoted Φs = |φp . . . φt〉, and integrals over Slater
determinants will be denoted 〈Φp|Oˆ|Φq〉, where an arbitrary operator has been included. The
following convention will be used regarding indices: i, j . . . refer to occupied orbitals∗, a, b . . . refer
to unoccupied orbitals and p, q . . . are general indices. Greek letters will used for atomic orbital
basis function indices.
A very elegant way of constructing a wave function of the proper symmetry, is through the
formalism of second quantization. Second quantization revolves around a set of abstract operators
acting on Slater determinants. An electron is created in a spin-orbital φp from the vacuum by thecreation operator, a†p|φqφr〉 = |φpφqφr〉. The conjugate operator is called an annihilation operator,
ap|φpφqφr〉 = |φqφr〉 (p 6= q, r), which destroys the electron in a spin-orbital φp. In fermionic
systems, acting with a creation operator on an occupied state gives zero, a†p|φpφq〉 = 0, and con-
versely for the annihilation operators ap|φqφr〉 = 0. Furthermore, the following anticommutation
relations hold for the creation and annihilation operators
{a†p, a†q} = a†pa†q + a†qa†p = 0
{ap, aq} = apaq + aqap = 0
{ap, a†q} = apa†q + a†qap = δpq
⇒
a†pa
†
q = −a†qa†p
apaq = −aqap
apa
†
q = δpq − a†qap
. (2.8)
This deﬁnition of the operators ensures the proper antisymmetry of the wave function.
Using the formalism of second quantization, the electronic Hamiltonian can be written in terms
of creation and annihilation operators
Hˆ =
∑
pq
hpqa
†
paq +
1
4
∑
pqrs
gpqrsa
†
pa
†
qasar, (2.9)
∗See Sec. 2.1.1 for a deﬁnition of occupied and unoccupied orbitals.
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where hpq and gpqrs are given by the integrals
hpq = 〈φp(1)|hˆ|φq(1)〉 with hˆ = −12∇
2(1)−
K∑
A
ZA
r1A
(2.10)
gpqrs = 〈φp(1)φq(2)|r−112 |φr(1)φs(2)〉 − 〈φp(1)φq(2)|r−112 |φs(1)φr(2)〉 = 〈pq||rs〉. (2.11)
Applying the second-quantized Hamiltonian to a reference wave function, and using the anti-
commutation relations in Eq. 2.8, the energy expression can be reduced to involve only speciﬁc
integrals and orbital coeﬃcients. The energy can then be written very compactly in matrix nota-
tion
E =
∑
µν
hµνDµν +
1
2
∑
µνσρ
gµσνρdµσνρ, (2.12)
where the orbital coeﬃcients are contained in the one- and two-body density matrices Dµν and
dµσνρ. Similarly to Eq. 2.10 and Eq. 2.11, the AO representation of the one- and two-electron
interaction integrals are
hµν = 〈χµ|hˆ|χν〉 and gµσνρ = 〈χµχσ||χνχρ〉. (2.13)
2.1 Computational methods
So far no approximations have been made, provided we expand the wave function in an inﬁnite
number of basis functions. In practice one is always forced to use a ﬁnite number of AOs, which
truncates the MO expansion since the number of MOs is equal to the number of AOs. Truncation
of the basis set naturally truncates the total wave-function expansion, but regardless of this, the
expansion is completely intractable for anything but the simplest systems. We shall now look at
some of the most common approximations for the wave function.
2.1.1 The mean-ﬁeld approximation
The computationally least demanding ab initio wave-function based method for calculating the
molecular energy is the HartreeFock (HF) approximation. In the HF approximation the wave-
function expansion in Eq. 2.7 is truncated at the ﬁrst term, i.e. the wave function is described by
one Slater determinant. Since a Slater determinant is a direct product of one-particle functions,
this implies a description where the electrons move independently of each other, in the mean
potential of the other electrons and nuclei.
The energy of a one-determinant trial function is
E[Φ] = 〈Φ|Hˆ|Φ〉 =
∑
i
〈φi|hˆ|φi〉+ 12
∑
ij
(〈φiφj |r−112 |φiφj〉 − 〈φiφj |r−112 |φjφi〉)
=
∑
i
〈φi|hˆ|φi〉+ 12
∑
ij
〈φi|(Jj −Kj)|φi〉, (2.14)
where J is the Coulomb operator, describing the interaction between two charge distributions, and
K is the exchange operator, arising from the anti-symmetry of the wave function. Linear variation
of the trial function, Φ, under the constraint that the one-particle functions remain orthonormal,
〈φp|φq〉 = δpq, yields the HartreeFock equations
fφi = ²iφi, (2.15)
where the Fock operator is
f(1) = hˆ(1) +
∑
i
(Ji(1)−Ki(1)) = h(1) + vHF (1). (2.16)
6 2.1. Computational methods
Solving the HartreeFock equations yields a set of eigenfunctions, the molecular orbitals, and
the corresponding eigenvalues, the orbital energies. The molecular orbitals form a complete or-
thonormal set in the space spanned by the basis, and are obtained as the MO coeﬃcients in
Eq. 2.4. The variational principle [32] ensures that the energy of an approximate wave function is
always higher than the true energy of the system. The equations must be solved iteratively, until
self-consistency is reached, since the HF potential is a functional of its eigenfunctions.
It should be noted that the molecular orbitals are not unique, and the energy is invariant to
unitary transformations of the molecular orbitals. One should be very careful in trying to ascribe
any real physical meaning to the molecular orbitals. The N orbitals of lowest energy are referred
to as occupied orbitals, and the complementary set as virtual or unoccupied orbitals. The single-
determinant ground-state wave function, Ψ0, is obtained from the direct product of the occupied
orbitals.
The eigenvalue of the total Fock operator, F = ∑i f(i), acting on the ground-state wavefunction is
F |ΨHF0 〉 = E0|ΨHF0 〉, (2.17)
where E0 =∑Ni ²i. It is important to realize that this eigenvalue is not the ground-state energy,due to double counting of the electron-electron interactions. The true HartreeFock ground state
energy is
EHF =
N∑
i
²i − 12
N∑
ij
〈φi|(Jj −Kj)φi〉, (2.18)
which is not an eigenvalue of the Fock operator.The computational work needed to solve the
Hartree-Fock equations scales formally as O(N 4) with respect to the system size, where N is
related to the number of occupied and unoccupied orbitals.
The mean-ﬁeld energy is not the exact energy of the system, but it is often a good approxima-
tion. The energy diﬀerence between the mean-ﬁeld energy and the exact energy is due to electron
correlation, i.e. the fact that electrons do not move independently of each other. Electron cor-
relation lowers the energy by reducing the probability of electrons being in the vicinity of each
other, thereby reducing the electron-electron repulsion. The correlation energy is deﬁned as the
diﬀerence between the HartreeFock energy and the (unknown), exact non-relativistic energy [33]
Ecorr = EHF − Eexact. (2.19)
Determinants where one or more occupied orbitals have been substituted by virtual orbitals,
symbolically Ψ0(i → a, j → b) = Ψabij , are called excited determinants. In principle it is easy to
recover the correlation energy, in a given ﬁnite N -particle subspace generated by the one-particle
orbitals, by diagonalizing the Hamiltonian in the basis of all unique excited determinants
Ψ = Φ0 +
∑
ia
caiΦ
a
i +
∑
ijab
cabij Φ
ab
ij + . . .+
∑
ij...n
∑
ab...q
cab...qij...nΦ
ab...q
ij...n (2.20)
This approach, called Full Conﬁguration Interaction (FCI), has one major practical drawback.
The number of determinants in the N -particle basis grows approximately as
(
2K
N
)
, where K is
the number of basis functions and N is the number of electrons. For a small system like benzene
with 42 electrons in a small basis with 120 functions, the number of unique determinants is of
the order 1047. Diagonalization of a 1047 × 1047 matrix exceeds what is computationally possible
today by roughly 40 orders of magnitude!
It can be argued that determinants that diﬀer from the ground state determinant only by
a few functions aﬀect the energy more than n-fold excited determinants. Thus truncating the
wave-function expansion, by including only all up to, for example, doubly excited determinants,
the dimensionality of the problem can be drastically reduced. Such a truncation is not without
problems, though. The calculated energy of two inﬁnitely separated, non-interacting systems
should equal the sum of the two separate systems. This important property of the energy is called
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size consistency. A related, more general, property of the energy has to do with the scaling of
the energy with the number of electrons. The quality of the energy should be independent of the
number of electrons. This property is usually referred to as size extensivity [34, 35]. When the
wave-function expansion is indiscriminately truncated these two important properties are lost.
2.1.2 Perturbation theory
Perturbation theory is a very powerful technique for calculating corrections to the wave function
and the energy of a known system. Suppose the complete eigenvalue spectrum of a HamiltonianH0
is known, and one wants to know the energy of the Hamiltonian H = H0+λH1, where {λ ∈ [0, 1]}
is an order parameter, which smoothly turns the perturbation on. When the eﬀect of H1 on the
energy is small compared to H0, H1 can be treated as a perturbation to the Hamiltonian. When
the solution to H is close to the unperturbed solution, the eigenvalues and eigenfunctions of H
can be found by expanding both the energy and wave function in a series in λ:
(H0 + λH1)(Ψ(0)n + λΨ
(1)
n + λ
2Ψ(2)n + . . .) =
(E(0)n + λE
(1)
n + λ
2E(2)n + . . .)(Ψ
(0)
n + λΨ
(1)
n + λ
2Ψ(2)n + . . .). (2.21)
Collecting terms in orders of λ and rearranging gives
E(0)n = 〈Ψ(0)n |H0|Ψ(0)n 〉 (2.22a)
E(k)n = 〈Ψ(0)n |H1|Ψ(k−1)n 〉 (2.22b)
The ﬁrst-order energy correction can be calculated as a simple expectation value using the un-
perturbed zero-order wave function. The second-order energy, however, requires knowledge of the
ﬁrst-order perturbed wave function. Using the complete set of eigenfunctions of the unperturbed
Hamiltonian, the perturbed wave function can be expanded in the set of eigenfunctions
Ψ(k)n =
∑
i
c
(k)
ni Ψ
(0)
i . (2.23)
From Eq. 2.21, equations for the expansion coeﬃcients c(1)ni for the ﬁrst-order correction to the
wave function can be derived
c
(1)
ni =
〈Ψ(0)n |H1|Ψ(0)i 〉
E
(0)
n − E(0)i
(2.24)
The second-order energy expression is then
E(2)n =
∑
i 6=n
〈Ψ(0)n |H1|Ψ(0)i 〉〈Ψ(0)i |H1|Ψ(0)n 〉
E
(0)
n − E(0)i
. (2.25)
Using many-body perturbation theory it is possible to recover the correlation energy, order by
order. The special case of perturbation theory, where the ground state wave function is a Hartree
Fock wave function, and the perturbation is the ﬂuctuation potential, H1 =∑i<j r−1ij −∑i vHF (i),is called Møller-Plesset (MP) perturbation theory. Expanding the perturbed wave function using
excited determinants, and making use of Slater's rules for two-electron integrals, gives for the
second-order correction to the ground-state energy
E
(2)
0 =
1
4
∑
ijab
|〈ij||ab〉|2
²i + ²j − ²a − ²b . (2.26)
Assuming that the perturbation series is convergent [36], more of the correlation energy can be
recovered by progressively including higher order terms. The MP series can be shown to be both
size consistent and size extensive [37].
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2.1.3 Coupled-cluster theory
An alternative way of truncating the wave function, which retains both size consistency and size
extensivity, is the so called coupled-cluster expansion (for a nice overview see [38] and references
therein). A cluster function correlates two or more electrons, or more precisely, two or more
orbitals, since electrons are indistinguishable. A cluster function correlating electrons in orbitals
i and j can be written fij(rp, rq) = ∑ab tabij φa(rp)φb(rq), where a and b refer to virtual orbitals,
and the tabij are the cluster amplitudes. A four-electron wave function, correlating the electrons
in orbitals i and j would then be Ψ = |(φiφj + fij)φkφl〉. Clearly, to treat all electrons on an
equal footing one should include the cluster functions for all other unique pairs, and also products
of cluster functions, and even one electron clusters. One need not stop at pair-wise clusters;
three-electron and higher order clusters can also be included.
Generating all possible and unique combinations of clusters quickly becomes very diﬃcult as the
number of electrons and basis functions increase. By using the formalism of second quantization,
operators can be constructed which generate the cluster functions from a reference function. For
example, the tˆi = ∑a tai a†aai operator generates the i:th single electron cluster function, tˆij =∑
ab t
ab
ij a
†
aa
†
baiaj , generates a two-particle cluster function and so on. Thus, all single excitations
can be generated by summing over all occupied orbital indices, Tˆ1 = ∑i tˆi, and similarly forhigher-order excitations. The coupled-cluster ansatz for the wave functions is then taken to be
ΨCC = eTˆ1+Tˆ2+...Ψ0 = eTˆ |0〉. (2.27)
By truncating the Tˆ operator at some excitation level, electron correlation is accounted for in
a size-extensive manner. Including the operators up to the Tˆ2 operators gives to the so called
CCSD method, and including Tˆ3 gives the CCSDT method. Although the Tˆ operator is formally
truncated at some level, certain classes of higher order excitations are still included through
products of lower-order excitations.
In practice it is beneﬁcial to take a slightly diﬀerent view on the wave function ansatz. Multiply-
ing the Schrödinger equation from the left by the inverse of the exponential operator, and instead
viewing the ansatz as a similarity transformed eﬀective Hamiltonian, W = e−THeT , leads to some
substantial simpliﬁcations. Using the Baker-Campbell-Hausdorﬀ (BCH)[37] series expansion the
transformed Hamiltonian becomes
e−THeT = H + [H,T ] +
1
2!
[[H,T ], T ] +
1
3!
[[[H,T ], T ], T ] + . . . , (2.28)
where [H,T ] denotes the commutator between operators. Since the Hamiltonian contains at
most two-body interactions, this inﬁnite series truncates exactly at the fourth order, regardless of
truncation of the T operator.
To obtain the coupled-cluster energy, one needs to solve the formal eigenvalue equation,
e−THeTΨ0 = EΨ0, where Ψ0 is a reference wave function, typically a Hartree-Fock ground state
determinant. Treating the energy equation as a normal eigenvalue problem is diﬃcult, since the
transformed Hamiltonian is non-Hermitian, and the Tˆ operator is unknown. Instead the coupled-
cluster energy is calculated by left projection with the reference function, and the amplitudes are
solved by projecting against the excited determinants.
〈Ψ0|e−THeT |Ψ0〉 = E (2.29)
〈Ψab...ij... |e−THeT |Ψ0〉 = 0. (2.30)
Using the similarity transformed Hamiltonian the energy- and amplitude equations are decoupled.
The amplitude equations are non-linear and must be solved iteratively.
Solving the coupled-cluster equations is computationally very demanding. For example the
CCSD method scales as O(N 6) with the system size. The CCSDT method scales as O(N 8), which
quickly becomes intractable for larger molecules. The strength of the coupled-cluster methods is
that they can consistently provide highly accurate results, both for the energy and properties,
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for a wide range of molecular systems. The MP2 method, which has a formal scaling of O(N 5),
does not provide the same level of accuracy and consistency. It can be shown that the initial step
in a CCSD calculation gives the MP2 energy. As a side note, the formal scaling of both MBPT
and CC methods can be reduced using various techniques, including density ﬁtting [39, 40] and
localization techniques [41, 42]. Today there exist CC and MBPT methods which scale linearly
with the system size, however, sacriﬁcing some of the accuracy [43, 44].
2.1.4 Density-functional theory
In 1964 Hohenberg and Kohn [45] showed that the wave function in fact contains a large degree
of redundancy, and that only knowledge of the ground state electron density is needed to calcu-
late the energy and corresponding molecular properties. Thus, instead of having to deal with a
3N -dimensional wave function, every molecular ground-state property can be calculated from a
quantity which is only 3-dimensional. This seemingly immense simpliﬁcation relies on the exis-
tence of a functional of the density which gives the exact energy of the system. This functional is
unfortunately not known, and one can only assume it to be as complicated as the wave function
itself. There are thus two problems; obtaining the exact density of the system and ﬁnding the
functional which gives the energy. By going back to wave mechanics it is possible to formulate
equations for obtaining both the density and the energy. In the Kohn-Sham equations [46] the
density is expanded in a basis of molecular orbitals, similar to the Hartree-Fock equations. The
kinetic energy is taken to be the expectation value of the usual kinetic energy operator, and the
Coulomb interactions are retained. The non-local exchange terms are strictly wave mechanical,
arising from the antisymmetry of the wave function. The exchange potential, however, is a pure
quantum eﬀect, and cannot be neglected. In pure DFT, exchange is accounted for by introducing
a local exchange functional of the density. The Kohn-Sham energy for a molecular system is
EKS = 〈hˆ〉+ J [ρ] + Exc[ρ], (2.31)
where square brackets have been used to indicate functionals, and Exc is a functional which tries
to account for electron exchange, parts of the kinetic energy and the eﬀects electron correlation.
In hybrid-DFT methods [47, 48], some exact HartreeFock exchange is included by scaling the HF
exchange operator.
In principle Eq. 2.31 is exact, provided that the exact density is known, and that the exact
form of Exc is known. Much work has been done in the ﬁeld of developing approximate functionals
which can give accurate energies for a wide range of molecules, and modern DFT functionals are
performing very well. In some respects DFT can be viewed as empirically corrected Hartree-Fock
methods, but also ﬁrst principles DFT methods exist [49, 50].
Computationally the DFT equations are solved in much the same way as the HartreeFock
equations, and the computational scaling is similar or better. The scaling of DFT can be improved
by using density ﬁtting, also sometimes called resolution of the identity (RI), techniques [39, 51
53]. Since pure DFT lacks exact HartreeFock exchange (which is non-local), scaling can be
improved by expanding the Coulomb operator in a ﬁtting basis which reduces the two-electron
integrals from four index to three index quantities. Using this technique the formal scaling of
DFT can be reduced to O(N 3). It should be noted that similar techniques can be used to improve
the scaling of other methods as well [40, 54, 55]. Techniques also exist for ﬁtting of the exchange
operator, but the overall gain in performance is not as signiﬁcant as for the Coulomb operator
[56]. The advantageous scaling of DFT, combined with, in many cases, the far superior accuracy
compared to HartreeFock, has contributed to the immense popularity of DFT-based methods.
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Chapter 3
Molecular properties as energy
derivatives
Many molecular properties, arising from interactions with external ﬁelds (e.g. electric, magnetic)
can conveniently be calculated using derivative theory [57]. When the ﬁeld is weak, it can be
considered as a small perturbation on the system. Most external ﬁelds are weak on the atomic
scale, the exception being strong laser ﬁelds. The eﬀect of the applied ﬁeld on the molecular
system can be calculated by expanding the energy in a Taylor series around a stationary point of
the unperturbed system
E(λ) = E0 + λE(1) + λ2E(2) + . . . , (3.1)
where E(n) is the n:th derivative of the energy with respect to the external perturbations
E(n) =
1
n!
dnE(λ)
dλn
. (3.2)
Depending on the perturbation, the diﬀerent derivatives of the energy can be identiﬁed as mea-
surable properties of the system.
To evaluate a property which depends, to ﬁrst order, on λ, we need to calculate the ﬁrst
derivative of the energy with respect to the perturbation.
dE(λ)
dλ
∣∣∣∣
c=c′
=
∂E(λ; c)
∂λ
∣∣∣∣
c=c′
+
∂E(λ; c)
∂c
∂c
∂λ
∣∣∣∣
c=c′
, (3.3)
where E(λ; c′) = E(λ) when the wave-function coeﬃcients c satisﬁes the stationary condition for
c = c′
∂E(λ; c)
∂c
∣∣∣∣
c=c′
= 0. (3.4)
The ﬁrst term on the right hand side of Eq. 3.3 represents the eﬀect of the perturbation while
keeping the wave function unaltered. The second term represents the energy change as the electrons
adjusts themselves to the perturbed environment [58]. The second term is usually called the
relaxation or response term. However, due to the stationary condition (Eq. 3.4) the second term
in Eq. 3.3 vanishes. This result is equivalent to the Hellmann-Feynman theorem
∂
∂λ
〈Ψ|H|Ψ〉 = 〈Ψ|∂H
∂λ
|Ψ〉, (3.5)
which holds for both exact and variationally optimized wave functions. A similar condition also
exists for coupled-cluster wave functions [59]. Thus, to calculate ﬁrst-order properties no informa-
tion about the orbital relaxation is needed. However, in case the wave-function parameterization
depends explicitly on the perturbation, the HellmannFeynman theorem is not valid. This is typi-
cally the case for geometric perturbations, and for ﬁeld-dependent basis functions commonly used
in conjunction with calculations of magnetic properties.
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For second-order properties, we need to evaluate the second derivative of the energy with
respect to the perturbation
d2E(λ)
dλ2
∣∣∣∣
c=c′
=
∂2E(λ; c)
∂λ2
∣∣∣∣
c=c′
+
∂2E(λ; c)
∂λ∂c
∂c
∂λ
∣∣∣∣
c=c′
. (3.6)
The last term in Eq. 3.6 involves the derivatives of the expansion coeﬃcients with respect to the
perturbation. Equations for these response terms are obtained by diﬀerentiating the stationary
condition Eq. 3.4 with respect to the perturbation
d
dλ
∂E(λ; c)
∂c
∣∣∣∣
c=c′
=
∂2E(λ; c)
∂λ∂c
∣∣∣∣
c=c′
+
∂2E(λ; c)
∂c2
∂c
∂λ
∣∣∣∣
c=c′
= 0. (3.7)
The response terms describe the changes to the wave function which make it stationary in the
presence of the perturbation. Introducing the following notations for the electronic gradient
F(λ) = ∂E(λ; c)
∂c
, (3.8)
and the electronic Hessian
G(λ) = ∂
2E(λ; c)
∂c2
, (3.9)
Eq. 3.7 can be written as Newton's equation
G(λ)∂c
∂λ
= −∂F(λ)
∂λ
. (3.10)
This set of equations can be solved by calculating the inverse of the Hessian. In practice this
is usually not feasible due to the size of the Hessian matrix, which formally has a dimension of
N2 ×N2, where N is the number of basis functions.
3.1 Coupled Hartree-Fock theory
Perhaps the most elegant way to obtain practical equations for the response vectors, is to explore
the fact that the change in the wave function due to the perturbation must be such that the
Brillouin condition is restored. The Brillouin condition states that the ground-state HartreeFock
wave function is orthogonal to all singly excited determinants [60]. Diﬀerentiation of the Brillouin
condition, together with the orthonormality condition yields a set of explicit equations for the
response vectors [61]. Here, I will follow a diﬀerent derivation, which retains a closer relationship
to the wave function [32]. In order to keep the equations simple an orthogonal basis is assumed.
Changes to the wave function which preserve orthonormality, can be parameterized using an
orbital rotation operator eκ, where κ is an anti-hermitian matrix κ† = −κ. The κ matrix can be
expressed in terms of annihilation and creation operators
eκ = exp
(∑
ia
κiaa
†
aai
)
= 1 + κ+
κ2
2
+ . . . , (3.11)
where the summation is restricted to the occupied-virtual space∗. Operating on the reference wave
function with the orbital rotation operator gives
Ψ′0 = Ψ0 +
∑
ia
κiaΨai +
∑
ijab
κiaκibΨabij + . . . . (3.12)
∗The HartreeFock energy is invariant to orbital rotations within the occupied-occupied and virtual-virtual
spaces.
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Taking the ﬁrst and second order derivatives with respect to the orbital rotation parameters, in
the limit of κ = 0, yields
∂Ψ0
∂κia
= Ψai (3.13)
∂2Ψ0
∂κia∂κjb
= (1− δij)Ψabij . (3.14)
The energy derivatives in Equations 3.8 and 3.9 can now be evaluated. Using Slater's rules, the
expression for the gradient is (ignoring complex conjugates)
∂〈Ψ0|H|Ψ0〉
∂κ∗ia
= 〈Ψai |(H − E)|Ψ0〉 = 〈a|h|i〉+
∑
j
〈aj||ij〉 = 〈a|F |i〉. (3.15)
The electronic gradient can thus be obtained from the oﬀ-diagonal elements of the Fock matrix.
For a variationally optimized wave function, all oﬀ-diagonal elements of the Fock matrix are zero
in the canonical representation, and the gradient vanishes. The previous equation is also a proof
of the Brillouin condition [60]. Although the gradient is zero for an optimized wave function, this
is not necessarily the case when the perturbation is turned on, H → H +H1,H1 =∑i h′i(λ). Forthe Hessian we get two terms
∂2〈Ψ0|H|Ψ0〉
∂κ∗ia∂κ
∗
jb
= 〈Ψabij |(H − E)|Ψ0〉 = 〈ab||ij〉 (3.16)
∂2〈Ψ0|H|Ψ0〉
∂κ∗ia∂κjb
= 〈Ψai |(H − E)|Ψbj〉 = δijδab(²a − ²i) + 〈ai||jb〉. (3.17)
In an orthonormal basis, the equations for the response vectors, ∂c/∂λ = U from Eq. 3.10 for
a perturbation h′(λ) are
〈a|h′(λ)|i〉+
∑
jb
[δijδab(²a − ²i) + 〈ai||jb〉Uai] +
∑
jb
〈ab||ij〉U∗ai = 0. (3.18)
Uai are thus the sought coeﬃcients that describe the orbital rotations that make the energy
stationary in the presence of the perturbation. In practice one prefers to work in a non-orthonormal
basis, as all integrals would have to be transformed from the AO basis to the MO basis
〈ij|kl〉 =
∑
µνσλ
CµiCνjCσkCλl〈µν|λσ〉, (3.19)
which has a very unfavorable computational scaling of O(N 5).
When the wave function is explicitly dependent on the perturbation through the basis functions,
the response equations become slightly more complicated [58, 6265]. The occupied-virtual blocks
are given by∑
em
[〈am||ie〉 − 〈ae||im〉+ δimδea(²a − ²i)]Uem =
−
∑
µν
c∗µa
(
∂hµν
∂λ
+
∑
m
∑
σρ
c∗σmcρm
∂〈µσ||νρ〉
∂λ
)
cνi +
∑
mn
Sλmn〈an||im〉+ Sλai²a, (3.20)
where Sλnm represents the AO overlap matrix diﬀerentiated with respect to the perturbation
Sλµν =
∂〈µ|ν〉
∂λ
, (3.21)
and rotated back to the MO representation. The occupied-occupied and virtual-virtual blocks can
be determined from the orthonormality condition Upq + Spq + U∗qp = 0.
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Knowledge of the response vectors U allows us to construct the perturbed density matrix for
the perturbation λ
∂Dµν
∂λ
=
∑
pi
(U∗pic
∗
µpcνi + c
∗
µicνpUpi), (3.22)
which we shall need later (see Sec. 6.2).
The same ideas as outlined above can also be used when electron correlation is taken into
account at coupled-cluster or perturbation-theory levels. The treatment gets somewhat more
involved, as the density matrices are replaced by eﬀective or relaxed electron densities. The
relaxed densities can be determined via the solution of the so called Z-vector equations [66], and
the corresponding derivatives of the densities are obtained by diﬀerentiating the zeroth-order Z-
vector equations [62].
Chapter 4
Magnetic interactions in closed-shell
molecules
When a molecule is subjected to an external magnetic ﬁeld, the electrons respond by reorganizing
in order to minimize the eﬀect on the energy caused by the ﬁeld. One of the main eﬀects of the
magnetic ﬁeld is to induce currents in the molecule. The current induces a secondary magnetic ﬁeld
which, in most molecules, opposes the external ﬁeld, thereby minimizing the eﬀect of the external
ﬁeld. This phenomenon is in many ways similar to classical electrodynamics, where an oscillating
magnetic ﬁeld induces a diamagnetic current in a conductor. There are however diﬀerences. In
molecules, a static magnetic ﬁeld can induce a current which persists until the magnetic ﬁeld is
turned oﬀ. This phenomenon is not related to superconductivity, however, since superconductivity
is a solid state or bulk property. In molecules the electrons move in energetically discrete states,
so that no scattering occurs and hence there is no resistance.
In closed-shell molecules the total electronic orbital angular momentum L and total spin an-
gular momentum S are zero. In other words, there are no net intrinsic magnetic moments arising
from the electrons in the system. However, an external magnetic ﬁeld can couple with the indi-
vidual angular momenta and spins of the electrons. The coupling of electrons with magnetic ﬁelds
also induce currents, J, which in turn give rise to additional magnetic ﬁelds. Nuclei with spin
I > 0 also carry an intrinsic magnetic moment. The nuclear magnetic moments can interact with
each other, giving rise to direct, anisotropic spin-spin coupling between the nuclei. The nuclear
spins also couple with an external magnetic ﬁeld, which is the basis for nuclear magnetic resonance
(NMR) spectroscopy. The nuclear spins can also couple indirectly through the electron spin and
orbital angular momenta, giving rise to indirect spin-spin coupling, which is of great analytic im-
portance in NMR spectroscopy. Furthermore, there are other magnetic interactions in molecules.
These are due to non-adiabatic corrections, i.e. due to the BornOppenheimer (see Chap. 2)
approximation not being exact. These interactions, described by the rotational and vibrational
g-tensors, give rise to small splittings in rotational and vibrational spectra [67].
In this section I will focus on the interaction between electrons and an external magnetic ﬁeld.
4.1 The magnetically induced probability current
Although we shall only be concerned with time-independent phenomena, the time-dependent
Schrödinger equation
HˆΨ(r, t) = −i ∂
∂t
Ψ(r, t) (4.1)
is needed to derive an expression for the current. Diﬀerentiating the time-dependent density
ρ(r, t) = N
∫ ∞
−∞
dr2...drN |Ψ(r, r2, ...rN , t)|2, (4.2)
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with respect to the time coordinate gives together with Eq. 4.1 the continuity equation
∂
∂t
ρ(r, t) = −∇J(r, t), (4.3)
where J(r, t) is the ﬂux, or the probability current
J(r, t) =
1
2i
∫ ∞
−∞
dr2...drN (Ψ∗∇Ψ−∇Ψ∗Ψ). (4.4)
When the wave function is real, and the system is independent of time, the current must vanish.
Equation 4.3 represents a conservation law; a change in the density in some region must be
compensated by a ﬂux in or out of that region.
The magnetic ﬁeld is introduced into the quantum mechanical framework through minimal
substitution of the magnetic vector potential, A, into the kinetic energy operator
p→ pi = p+ e
c
A, (4.5)
where p = −i∇, e is the electron charge and c is the speed of light∗. It is possible to show that
this gives the correct form for the Hamiltonian by considering the Lagrangian for the Lorentz force
of a electron in an electromagnetic ﬁeld [68]. The vector potential itself is related to the magnetic
ﬁeld through the relation B = ∇×A.
The magnetic vector potential of interest consists of two contributions, A = AB +AmI . The
ﬁrst term describes a uniform, time-independent external magnetic ﬁeld
AB(r) =
1
2
B× (r−RO), (4.6)
where RO is the chosen origin of the magnetic ﬁeld. The second term is due to the magnetic
moments of the nuclei
AmI (r) =
∑
I
mI × r−RI|r−RI|3 , (4.7)
where mI is the magnetic moment of the Ith nucleus, and RI the nuclear position vector.
In the presence of a uniform, time-independent magnetic ﬁeld the probability current is
J(r) =
i
2
∫
dr2..drN
(
Ψ∗∇Ψ−Ψ∇Ψ∗ + 2i
c
AΨ∗Ψ
)
. (4.8)
Due to the last term, which involves the electronic density, the current is non-vanishing in the
presence of a magnetic ﬁeld. Furthermore, the other two terms are no longer necessarily zero,
either. The wave function is implicitly dependent on the magnetic ﬁeld, as well as complex. The
ﬁrst order change in the wave function due to the magnetic ﬁeld can be expressed using a series
expansion
Ψ = Ψ(0)0 +Ψ
(1)
0 + . . . = Ψ0 +
∂Ψ0
∂B
B+ . . . (4.9)
Inserting Eq. 4.9 into Eq. 4.8 yields
J(r) =
i
2
∫
dr2..drN
[(
Ψ(1)∗0 ∇Ψ0 +Ψ∗0∇Ψ(1)0 −Ψ(1)0 ∇Ψ∗0 −Ψ0∇Ψ(1)∗0
)
B+
2i
c
AΨ∗0Ψ0
]
. (4.10)
The last term in Eq. 4.10 is commonly referred to as the diamagnetic contribution, and the other
terms are collectively known as the paramagnetic contribution to the current. This terminology
can be somewhat confusing, since the particular choice of the gauge, aﬀects both the size and
the sign of the two contributions, leaving only the sum invariant. Only atoms have a natural
gauge origin at the nucleus, which annihilates the paramagnetic terms for closed-shell atoms.
∗In atomic units c = 137.035987 .
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The ﬁrst-order perturbed wave function Ψ(1)0 can be obtained by solving the Coupled-Perturbed
HartreeFock equations for a magnetic perturbation.
The induced current has to obey the law of charge conservation which states that in an isolated
system charge can not be created nor destroyed. Charge conservation is not a property which is
imposed on the equations, rather a condition that must be fulﬁlled. For a molecule in a stationary
state the charge-conservation condition becomes ∇ · J = 0, in any point of space. Alternatively
this can be stated in terms of the Sambe-Epstein integral condition [69]∫
J(r) · dr = 0. (4.11)
For closed-shell molecules in the absence of an external magnetic ﬁeld, Eq. 4.11 reduces to J = 0.
The induced current gives rise to a secondary magnetic ﬁeld. The strength of the induced
magnetic ﬁeld can be calculated using the Biot-Savart law
B(r) =
1
c
∫
J(r)× rI
|rI |3 . (4.12)
Inserting Eq. 4.8 into the Biot-Savart equation, gives an expression for the internal magnetic ﬁeld
at a nucleus in a molecule
Bint = − 12c2 〈Ψ|
A× rI
|rI |3 |Ψ〉+
iB
c
〈∂Ψ
∂B
|rI ×∇|rI |3 |Ψ〉+
iB
c
〈Ψ|rI ×∇|rI |3 |
∂Ψ
∂B
〉. (4.13)
Making the identiﬁcation
∂H
∂mI
= − i
c
rI ×∇
|rI |3 (4.14)
∂2H
∂mI∂B
=
i
2c2
(rI · rO)1− rIrO
|rI |3 , (4.15)
gives
Bint = − ∂
2E
∂mI∂B
B = −σIB, (4.16)
which is the deﬁnition of the nuclear magnetic shielding tensor, σi. In terms of the energy expres-
sion in Eq. 2.12, the second derivative expression for the nuclear magnetic shielding becomes
σαβ =
∑
µν
Dµν
∂2hµν
∂mIα∂Bβ
+
∑
µν
∂Dµν
∂Bβ
∂hµν
∂mα
. (4.17)
4.2 The gauge problem
The magnetic ﬁeld deﬁned by B = ∇ ×A is unique, but the vector potential itself is not. The
relation contains a hidden ambiguity arising from the fact that the curl of any gradient vanishes:
∇ × ∇λ(r) = 0 for an arbitrary scalar function λ(r). Thus, addition of the gradient of a scalar
function to the vector potential leaves the magnetic ﬁeld unchanged. To a given magnetic ﬁeld
there are an inﬁnite number of vector potentials. Such an addition can be viewed as a change of
the gauge origin of the vector potential. As a consequence of the translational invariance of space
the energy of any system must be invariant to the choice of gauge.
In general, transformations which leave the energy invariant are represented by unitary trans-
formations. It can be shown that a gauge transformation of the vector potential
A(r)→ A′(r) = A(r) +∇Λ(r), (4.18)
is equivalent to a unitary transformation of the Hamiltonian
H(A′) = e−iΛH(A)eiΛ. (4.19)
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A typical gauge transformation is
A(r)→ A′(r) = 1
2
B× r+ 1
2
∇(B× d · r) = 1
2
B× (r+ d), (4.20)
which displaces the gauge origin by the vector d. Under the transformation the wave function has
to change correspondingly, so that the original wave function is related to the new wave function
by a phase factor
Ψ(A′) = e−iΛΨ(A), (4.21)
where Λ = B× d · r.
It can be shown, using the hypervirial theorem
〈Ψ(A)|[Λ, Hˆ(A)]|Ψ(A)〉 = 0, (4.22)
that charge conservation is in fact equivalent to gauge invariance [70]. More generally, charge
conservation is a consequence of the Nöther theorem [71], which connects conserved quantities to
symmetries of nature.
It can be shown that exact solutions to the Schrödinger equation are gauge invariant [68].
Certain approximate solutions to the Schrödinger equation can also be shown to be gauge invari-
ant. Most importantly, energies calculated from variationally optimized wave functions are gauge
invariant when the following conditions hold: The set of optimal trial functions are invariant to
the set of gauge transformations exp(−iΛ), and using this same set of trial functions with both
H(A) and H(A′) the resulting wave functions are related through Eq. 4.21 and give the same
energies. All variationally optimized wave functions do not give gauge invariant energies, though.
Uncoupled Hartree-Fock theory is not gauge invariant, but the coupled Hartree-Fock equations
are, due to the relaxation of the wave function [72]. Non-variational methods like Møller-Plesset
perturbation theory and coupled-cluster theory do not exactly fulﬁll the hypervirial theorem in
Eq. 4.22. Despite not being formally gauge invariant, the inherent gauge error of these methods is
signiﬁcantly smaller than the gauge error introduced by truncating basis set [62, 73] (vide infra).
4.2.1 The gauge problem in a ﬁnite basis
Although certain approximate solutions to the Schrödinger equation can be shown to be formally
gauge invariant, this invariance only holds in the limit of an inﬁnite basis. The reasons behind
this problem can be understood in a number of ways. It is illuminating to consider an alternative
expression to Eq. 4.17 for the nuclear magnetic shielding tensor derived from perturbation theory
σI = 〈0|hˆdiaI |0〉 − 2
∑
n 6=0
〈0|lˆO|n〉〈n|(hˆpsoI )T |0〉
En − E0 , (4.23)
with
hˆdia =
(rO · rI)1− rOrI
r3I
(4.24a)
hˆpso =
(r− rI)× p
r3I
(4.24b)
lˆO = (r− rO)× p, (4.24c)
where rI is the coordinate of the Ith nucleus and rO is the point where lˆO vanishes. The conver-
gence of Eq. 4.23 in a ﬁnite basis depends largely on the convergence of the matrix representation
of the angular momentum operator lˆO. The dependence of hˆdia and hˆpso on the basis set is a lot
less severe due to the nuclei centered basis functions and the r−3 dependence of these operators,
making them inherently local. Considering an atom, which has a natural gauge origin at the
nucleus, and the wave function is an eigenfunction of the angular momentum operator, it can be
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shown that a gauge transformation results in a truncation of the representation of the operator
which is diﬀerent depending on the gauge [61]. The further away from the nucleus the origin is,
the worse the representation becomes. Molecules do not have a natural gauge origin. With the
exception of linear molecules, the wave function is not an eigenfunction to any component of the
angular momentum operator. The lack of eigenfunctions also implies that there exists no natural
basis in which to expand the operator.
An alternative way of viewing the gauge problem is to focus on the unitary gauge transforma-
tion operators U = exp(−iλ(r)). The matrix representation of these operators, in a ﬁnite basis,
is not exactly unitary. This can be seen if one expands the operators in a Taylor series
e−iλ(r) = 1− iλ(r) + λ2(r)− . . . , (4.25)
where λ(r) = 12∇B × d · r (using the deﬁnition in Eq. 4.20). The eﬀect of this operator on aninﬁnite basis can be rationalized in the following way. Focusing on the second term in Eq. 4.25,
it will essentially transform the basis functions as follows (assuming λ is linear in r): s → p,
p → d, ..., i.e. it increments the l quantum number of the basis functions. In an inﬁnite basis
this corresponds to a change of the linear expansion coeﬃcients. In a ﬁnite basis, however, the
operator eﬀectively changes the space spanned by the basis, and hence the original and transformed
functions are no longer related by a unitary transformation. As a result, exact gauge invariance
is no longer fulﬁlled [68, 70].
A number of diﬀerent approaches exists that try to remedy the gauge invariance problem in
a ﬁnite basis set representation. None of these approaches accomplishes true gauge invariance,
but rather gauge-origin independence. Two very similar approaches, the methods of Localized
Orbitals for Local Origins (LORG) by Bouman and Hansen [74], and the Individual Gauges for
Localized Orbitals (IGLO) by Kutzelnigg [75] address the problem by localizing the molecular
orbitals and applying gauge transformations to the individual localized molecular orbitals. One
problem with these approaches is that localization of the orbitals is an iterative process which can
be very slow, and sometimes even impossible for systems where the electrons are truly delocalized.
Although these approaches work very well, and improve basis set convergence signiﬁcantly, it
has proved diﬃcult to generalize them from the Hartree-Fock framework to electron correlated
methods, although some such methods have been developed [76, 77].
4.2.2 Gauge-including atomic orbitals
An elegant way of dealing with the gauge problem is through the use of explicitly ﬁeld-dependent
basis functions. First proposed by London in 1937 [78], the so called London orbitals or Gauge-
Including Atomic Orbitals (GIAOs) are deﬁned as
χµ(r) = e−
i
2c (B×[Rµ−RO]·r)χ(0)µ (r), (4.26)
where χ(0)µ (r) denotes a standard Gaussian-type basis function with Rµ as center, and RO is the
chosen gauge origin. The GIAO is thus a gauge transformed atomic orbital, with the new gauge
origin at the nucleus. One justiﬁcation for the use of GIAOs is, that they are correct to ﬁrst
order for the atomic problem in a magnetic ﬁeld. Using the same arguments as for the LCAO
approximation, the GIAO seems quite natural; the GIAOs extend the basis so that the expansion
of the operators in Eq. 4.23 converges faster. Appealing as such an interpretation might be, it
provides very little insight into the actual eﬀect of the GIAOs. The GIAOs are better viewed
as gauge transformations of the individual basis functions. Since the AOs are inherently local,
such a transformation has only a local eﬀect, ensuring an optimal gauge for the AOs. The use of
GIAOs eliminates any explicit reference to the global gauge origin RO in the expressions for the
nuclear magnetic shielding constants and other magnetic properties [79]. It is important to keep
in mind that the GIAOs are not proper gauge transformations of the wave function, nor of the
molecular orbitals and their use does not make the energy gauge invariant. GIAOs do, however,
ensure rapid basis-set convergence for many second-order magnetic properties, and thus resolve
the gauge problem.
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There are a number of complications with the use of GIAOs, which hampered their use for
quite a while. The ﬁrst problem is due to the explicit ﬁeld dependence in the basis which compli-
cates the expressions for magnetic properties. GIAOs were ﬁrst used in nuclear magnetic shielding
calculations by Pople[80, 81] and Hameka [82], and later popularized by Ditchﬁeld and others
[8385]. One of the main problems was the calculation of integrals involving GIAOs. The actual
breakthrough of the GIAO approach is due to the work of Wolinski et al. [86, 87] who demon-
strated that modern analytic derivative theory [88] can be eﬃciently used for the calculation of
nuclear magnetic shieldings within the GIAO framework. The GIAO approach has since then been
implemented in most of the popular quantum chemical program systems [8991] and also been
extended to post-HartreeFock, multi-conﬁguration and DFT methods [92105].
Chapter 5
Ring currents and aromaticity
Aromaticity is a property used to describe certain cyclic molecules, possessing some unusual
properties. Although aromatic molecules have been known for more than 150 years, no one has
yet been able to exactly and quantitatively determine what aromaticity is. In many respects,
aromaticity is an experimentalist's ﬁnger-tip classiﬁcation of molecules which possess some special
properties. Such properties are high stability and low reactivity, site speciﬁc reactions, reduced
bond length alternation, high magnetizability and aromatic smell. Common structural denom-
inators for these molecules are that they are cyclic, planar and have conjugated double bonds.
Not all molecules fulﬁlling these criteria are aromatic, and there are molecules which are consid-
ered aromatic but are not planar nor conjugated in the normal sense. Apart from the structural
requirements, there is also an electronic prerequisite that the conjugated ring occupies (4n + 2)
pi-electrons. This rule was discovered by Hückel [106, 107], and although this rule is not strict, it
holds remarkably well. The origins of this rule can be understood when one considers a symmet-
ric, simpliﬁed cyclic system with one pi-orbital at each center. The nodal structure of the Hückel
molecular orbitals constructed from these orbitals has the following general pattern (Fig. 5.1):
The MO with the lowest energy has no nodal plane, the two following MOs have one nodal plane,
and are degenerate. When the system has an odd number of orbitals all higher orbitals come in
degenerate pairs. On the other hand, if the system has an even number of orbitals, the highest
energy orbital is not degenerate and all orbitals between the highest and lowest are pairwise de-
generate. Stated in another way; the angular part of a wave function in a circular potential would
correspond to Ψ(θ) = ei|m|θ, where {m ∈ Z} and 0 ≤ θ ≤ 2pi. Since two electrons can occupy each
orbital, the degeneracy for {|m| | m ∈ {0,±1,±2, . . .}} is 2, 4, 4, . . ., from which the Hückel rule
follows: 4∑i=1mi + 2 = 4n+ 2.
The pi-orbitals thus have a shell-like structure. As each orbital can occupy two electrons it
takes precisely (4n+2) electrons to ﬁll a shell. In the case of benzene, which is the prime example
of an aromatic molecule, there are 6 pi-electrons ﬁlling up the three lowest molecular orbitals. All
of these orbitals are bonding, whereas the three unoccupied orbitals are anti-bonding, explaining
much of the great stability of benzene.
5.1 Ring currents
The shell structure of aromatic molecules also has a profound eﬀect on the magnetic properties
of these systems. Aromatic molecules are known to exhibit an exalted diamagnetic response
to external magnetic ﬁelds. When an aromatic molecule is subjected to an external magnetic
ﬁeld perpendicular to the molecular plane, the induced current can ﬂow not only in the individual
chemical bonds but also around the conjugated pi-system, giving rise to a non-vanishing net current.
This ring current is directed so that the secondary induced magnetic ﬁeld from the current is
directed opposite to the external ﬁeld, as seen in Fig. 5.2. From this ﬁgure it can be seen that
the net magnetic ﬁeld is decreased on the inside of the ring and enhanced on the outside of the
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(a) (b)
Figure 5.1: Molecular orbital diagrams for the pi-electron system in (a) benzene and (b) in cyclote-
traoctene.
ring. This eﬀect is sometimes visible in NMR experiments [16, 108], where the outer protons are
deshielded compared to normal values for aliphatic molecules. A nucleus on the inside of the ring
would experience a stronger magnetic shielding.
5.1.1 Orbital contributions to the ring current
The diamagnetic ring-current eﬀect has been neatly explained in terms of symmetry by Steiner and
Fowler [109, 110], and we shall follow their arguments here. For simplicity we shall only consider
electrons in an independent-particle model for which the eigenvectors are the MOs and eigenvalues
are the orbital energies. Using perturbation theory, the ﬁrst-order change to an occupied orbital
ψ
(1)
n can be partitioned into a paramagnetic and a diamagnetic part
ψ(1)n = ψ
(p)
n + ψ
(d)
n = −
1
2
∑
a>N
ψa
〈ψa|lˆ|ψ0〉
²a − ²n ·B+
1
2
d×
∑
a>N
ψa
〈ψa|pˆ|ψ0〉
²a − ²n ·B, (5.1)
where the summation runs over all virtual orbitals. When this equation is used in conjunction with
Eq. 4.8, it can be shown that ψ(p)n gives rise to the paramagnetic contribution to the current and
ψ
(d)
n gives rise to the diamagnetic current. From Eq. 5.1 it is immediately clear that the largest
contributions to the perturbed wave function come from the low-lying unoccupied orbitals. Fur-
thermore, the amplitudes are aﬀected by the symmetry of the orbitals and operators. The angular
momentum operator lˆ spans the irreducible representations (irrep), Γ, for rotational symmetry,
Figure 5.2: Schematic picture of the induced ring current in benzene.
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R, of the molecular point group, and the linear momentum operator, pˆ, spans the translational
symmetry T . When the magnetic ﬁeld is perpendicular to the molecular plane, only R‖ and T⊥
need to be considered as the other components are trivially zero. Thus, the only amplitudes which
are non-zero, are those for which
A1 ∈ Γ = {Γψa ⊗ Γ{lˆ,pˆ} ⊗ Γψ0}, (5.2)
where A1 is the totally symmetric irreducible representation. In other words, if the direct product
of the orbitals and the operator does not span the totally symmetric component, the integral
vanishes. In aromatic molecules, the ﬁrst accessible transition is to the lowest unoccupied molecular
orbital (LUMO) via a translational excitation, giving rise to a large contribution to the diamagnetic
response (diatropic current).
In contrast, molecules with a conjugated pi-system containing 4n electrons behave completely
diﬀerently. In such systems the largest contributions to the current come, not from the transla-
tional transitions, but from rotational excitations making the overall current paratropic. In these
molecules, there are usually substantial contributions from translational transitions making the
paramagnetic response less pronounced. Molecules sustaining paratropic currents are usually clas-
siﬁed as antiaromatic. Antiaromatic molecules are much less common than aromatic molecules.
Examples of antiaromatic molecules are cyclotetraoctene (see Fig. 5.1) and cyclodecatrienetriyne,
which is discussed more in detail in Article V.
These arguments are of course simpliﬁcations, based on some simple Hückel-type Hamiltonian,
but the general ideas are valid. In Chap. 6 a method of calculating the current for the full
quantum mechanical system is derived. Before doing so we shall look at some qualitative methods
to estimate the ring current.
5.2 Types of aromaticity
As pointed out earlier, aromaticity is an elusive phenomenon. As a result, in the pursuit to classify,
quantify and understand the subject, aromaticity has been given many subclasses. The following
section presents the most common types of aromaticity, with the emphasis on the ring currents.
Henceforth, I shall use the word aromaticity as a synonym for ability to sustain a ring current.
5.2.1 Normal aromaticity
Benzene is the epitome of aromaticity. Not only was it the ﬁrst aromatic molecule to be discovered
[111], but it has almost every conceivable characteristic of aromaticity. Benzene has unusually
high stability, low reactivity, no bond length alternation in the carbon framework, high magnetic
susceptibility, highly deshielded proton shifts corresponding to a strong ring current [1, 69, 112].
The induced current in benzene is visualized in Fig. 5.3. Figure 5.3(a) shows the current in the
molecular plane containing the nuclei. By inspection it is easy to see that the net current is nearly
zero due to cancellation, and that most of the currents are localized in the σ-bonds. On the other
hand, Fig. 5.3(b) shows the current in a plane approximately 0.5 Å above the molecular plane, in
the region of large pi-electron density, where the ring-current eﬀect is very clearly visible.
In more complicated aromatic molecules, consisting of one or more fused rings, questions
arise, not only regarding the ring current, but also about the aromatic pathway. In simple fused
molecules like naphthalene the question is easy to answer, but in more complicated systems like
porphyrins or coronenes the answer needs a careful analysis [2, 3, 7]. It is interesting to note that
the classical law of Kirchoﬀ [113] also holds in molecular systems. The need to understand the
aromatic pathways in molecules is not only of academic interest, but can also be of importance
to, for example, molecular transistors.
5.2.2 Antiaromaticity
Molecules classiﬁed as antiaromatic have 4n pi-electrons, and thus show a paramagnetic response to
magnetic ﬁelds. Antiaromatic molecules are not very common, as 4n pi-electrons usually constitute
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Figure 5.3: Induced current density in benzene calculated at the HF-SCF/TZP level. Figure (a) shows
the current density in the plane deﬁned by the nuclei, and Figure (b) shows it 1 Bohr above the molecular
plane. The magnetic ﬁeld is directed perpendicular to the molecular plane.
an open pi-shell. Prime examples of a closed-shell antiaromatic molecules are cyclobutadiene and
cyclodecatrienetriyne [5, 114].
5.2.3 σ-aromaticity
Ring currents are not only conﬁned to pi-electrons as in organic molecules. Certain inorganic
molecules can sustain ring currents also in the σ-framework. This phenomenon is probably due to
low-lying σ∗ and pi∗ orbitals in metallic rings. An example of a σ-aromatic molecule is Al2−4 [13, 115]
which has been observed experimentally.
5.2.4 Homoaromaticity
Homoaromatic molecules are classiﬁed as compounds that show aromatic character even though
the molecular conjugation is interrupted by single bonds [116118]. The concept of homoaromatic-
ity was introduced more than 40 years ago and is still of interest [118]. A family of potentially
homoaromatic molecules can be derived from cyclic and conjugated (4n+ 2)pi-electron hydrocar-
bon species by inserting a CH2 unit into the molecular ring. The best-known example of this
kind of species is probably the homotropylium cation (C8H+9 ) which can be considered as an
aromatic C7H+7 ion with an additional CH2 unit. An interesting feature of homo-aromatic aro-
matic molecules is that the ring current does not follow the molecular framework, but can leap
through space at the junction of the CH2 group [6, 116118], illustrated schematically for the
homotropylium cation in Fig. 5.4.
5.2.5 Spherical aromaticity
A very interesting group of systems are cage molecules of high symmetry. Hirsch [119] initially
proposed a revised aromaticity rule for molecules of icosahedral symmetry, in particular fullerenes
[120]. In contrast to the normal Hückel (4n+2) rule for planar systems, molecules of Ih symmetry
show complete ﬁlling of the electronic shell for 2(n + 1)2 pi-electrons. This rule has been veriﬁed
[19, 121, 122] for molecules like, C2+20 , C10+60 and C8+80 . The rule for spherical aromaticity has
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later been extended to include other highly symmetrical molecules belonging to the Td and Oh
symmetry point groups [120, 123, 124]. The induced current of C60 and C10+60 are shown in Fig. 5.5.
Another interesting property of these molecules, both spherical aromatic or not, is to act as
magnetic Faraday cages in the sense that the shielding is constant within the shell [69, 125127].
5.2.6 Möbius aromaticity
As a curiosity, Heilbronner [128] predicted that singlet [4n]annulenes could be aromatic in certain
twisted conformations. If the carbon p-orbitals lie on a Möbius-like surface, the annulene should
be able to sustain a diatropic current. Schleyer et al. have studied a number of such Möbius
annulenes and found them to be aromatic according to the NICS aromaticity index [129] (vide
infra).
5.3 Nucleus-independent chemical shifts
A very simple method of estimating the aromaticity through the strength of the ring current was
proposed by Schleyer et al.[17, 18] . The method lends its idea from the aromatic shift observed
in 1H NMR experiments and calculations [16]. However, the aromatic contribution to the proton
shielding is often relatively small and the proton shieldings also depend signiﬁcantly on other
factors, such as the size of the current circuit, the number of electrons, and the substituents. Thus,
the indirect measurement of the strength of the ring current by detecting the proton shieldings
does not provide a general method for determining the degree of aromaticity.
Instead of using protons, which have ﬁxed positions in molecules, one calculates the NMR
shielding for a ghost nucleus which carries no charge, and no basis functions. Such a ghost
atom has no eﬀect on the electronic structure of the molecule and can be placed anywhere in
the molecule to probe the magnetic shielding. This approach is called the Nucleus-Independent
Chemical Shift (NICS) method, and has in recent times become a very popular tool of assessing
molecular aromaticity.
In the original proposal [17] one calculates the shielding tensor for one ghost atom located at
the center of the molecular ring. For topological reasons the magnetic exaltation is largest near
the center of the ring (see Fig. 5.2). Judging from the NICS value one should in principle be able
to estimate the strength of the current, and say whether a molecule is aromatic or not.
There are a number of problems with the NICS approach [5, 6, 130]. The ﬁrst problem is
the lack of a reference. Since one cannot simply turn oﬀ the current to get a non-aromatic NICS
reference value, one must either rely on NICS values for other molecules, or chemical intuition.
Neither approach is very satisfactory in terms of reliability. In general, the NICS values are
not transferable from one group of molecules to another [19]. They can be used as a relative
measure of the aromaticity for closely related molecules, but the NICS values do not provide any
accurate information about the strength of the ring current, since the shielding at the center of
the molecule depends on both the size of the circuit and the current strength. The second problem
is that there is usually substantial electron density at the NICS point, which aﬀects the shielding
through both electrostatic and quantum eﬀects. Some of these problems have been acknowledged,
and contemporary NICS calculations are often carried out using two NICS values. The NICS(0)
is calculated in the original NICS point, and an additional NICS(1) is calculated 1 atomic unit
Figure 5.4: Schematic illustration of the ring current in the homotropylium cation.
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Figure 5.5: The induced currents in neutral (top), and +10 charged (below) fullerene, 1 Å above (right)
and below (left) the surface. The magnetic ﬁeld is directed along the ﬁgure plane, from top to bottom.
(0.52 Å) above the plane. Certain molecules, e.g. Al2−4 [13], have diamagnetic short-range shielding,
but overall paramagnetic long-range shielding. For such molecules both NICS(0), and NICS(1)
values still give faulty answers regarding the aromaticity.
Recently the NICS method has been used to analyze the the so-called anisotropy eﬀect on
fragments in NMR experiments [131133]. Larger molecules can be considered to be built from
a number of functional groups. The shieldings in functional groups can be strongly aﬀected by
other groups near-by, causing diﬃculties in resolving NMR spectra correctly. Functional groups
containing double- or triple bonds and, in particular, aromatic rings give rise to highly anisotropic
shieldings. In the method of Klod and Kleinpeter [131], NICS values are calculated on a three
dimensional grid. By visualizing the isotropic shieldings on isosurfaces the long-range shielding
eﬀects of functional groups can be better understood. Using this method they have been able to
resolve the NMR spectra for a number of stereo-isomers.
5.4 Aromatic ring-current shieldings
To overcome some of the problems with the NICS approach, we devised a new method, called
the Aromatic Ring-Current Shieldings (ARCS) method, in Article I. Instead of probing only one
point in space, a set of points along a line perpendicular to the aromatic ring are probed (see
Fig. 5.6). Calculating the nuclear magnetic shielding along this line gives the shielding as a
function of distance from the center of the molecule, σ(r). As discussed in section 5.1, a ring
current circulating in a molecule gives rise to a strong magnetic ﬁeld which aﬀects the long-range
shielding of the probes. Making the assumptions that the current is of a classical nature and that
the current loop is circular and inﬁnitely thin, the long-range shielding can be analyzed in terms
of classical electrodynamics. Strictly speaking, the last two assumptions are not necessary but
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Figure 5.6: A set of ARCS probes in the center of, and perpendicular to, the molecular plane in benzene.
Using a single point in the molecular plane would correspond to the NICS(0) index.
simplify the treatment considerably. Using the Biot-Savart law [134], the long-range shielding can
be related back to the strength of the current circulating in the molecule.
The Biot-Savart expression for the magnetic ﬁeld strength (B) in the vicinity of a thin wire
carrying a current I is
B =
µ0 I
4pi
∫
dl× r
r3
, (5.3)
where µ0 is the permeability of vacuum, dl is a small length element of the conductor, r is the
distance from the wire, and r is the radial vector from dl to the probe. Assuming an inﬁnitely
thin circular wire, the primitive function of Eq. 5.3 along the symmetry axis of the loop becomes
B(z) =
µ0 I
2
R2
(r2 +R2)3/2
= −σ(r)Bex, (5.4)
where R is the radius of the current loop, r is taken to be the perpendicular distance from the
loop center. For large r-values, Eq. 5.4 yields the correct asymptotic behavior of r−3 as expected
for a magnetic dipole. If the assumptions about the current loop hold, the induced magnetic ﬁeld
is related linearly to the isotropic nuclear magnetic shielding function along the r-axis, σ(r), for a
given external magnetic ﬁeld Bex.
Diﬀerentiating Eq. 5.4 with respect to the external magnetic ﬁeld, yields the relation between
the isotropic nuclear magnetic shielding and the derivative of the induced current with respect to
the applied magnetic ﬁeld:
σ(r) = −µ0
2
∂I
∂Bex
R2
(r2 +R2)3/2
. (5.5)
The strength of the induced ring current for a given magnetic ﬁeld can be obtained as:
I =
∂I
∂Bex
Bex. (5.6)
Calculating σ(r) for a number of r-values in the range r = [0, rmax], the induced current derivative
( ∂I∂Bex ) and the loop radius (R) can be deduced from the long-range part of the shielding functionby ﬁtting to Eq. 5.5. Typical values for rmax are 30-60 Bohr, depending on the loop size. For small
values of r, the shieldings do not obey the Biot-Savarts law for the circular model, as electrostatic
and quantum eﬀects of the electron density start to play a role. Also, at short distances, the
approximation that the current loop is inﬁnitely thin, is not very good. In order to get reasonable
and stable ﬁts it is necessary to use a cut-oﬀ, rmin, for the shielding function close to the ring.
The results are not very sensitive to the choice of rmin as long as it is outside the electron charge
distribution. Typical rmin values are about 3-5 Bohr (1.50-2.50 Å). In many respects the ARCS
method can be viewed as an experimental procedure in a theoretical framework.
The degree of aromaticity is usually assumed to be proportional to the strength of the in-
duced ring current which is a measure of the delocalization of the pi-electrons [15]. The degree
of aromaticity of any molecule, deduced from the calculated ARCS data, can then be compared
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Figure 5.7: The molecular structure of free-base porphyrin.
regardless of the size of the aromatic path. More precisely, the shieldings are proportional to the
derivative of the current strength with respect to the applied magnetic ﬁeld, while the ring current
depends on the ﬁeld strength. Figure 5.8 shows the result of an ARCS calculation for free-base
porphyrin.
While the ARCS method has proved to be a very useful tool to calculate the over-all strength
of the ring current in molecules, it cannot convey any details about the structure of the currents in
molecules. The need to obtain more detailed information about the currents becomes evident for
more complicated molecules consisting of multiple or fused aromatic rings. For example free-base
porphyrin (see Fig. 5.7) consists of four pyrrole groups connected by conjugated bonds to form
a macro cycle, and has ring currents which are rich in detail (see Articles II, III and VII in the
Appendix). In an attempt to analyze this underlying structure we developed a method called
Planar ARCS (PARCS).
In the PARCS approach, the shielding function is calculated in a plane parallel to the molecular
plane at a distance from it. The PARCS data provides some information about anisotropies in the
ring currents, but it does not directly yield any information about the ﬁne structure of the currents.
It is, however, possible to manipulate the PARCS data in order to get more detailed information
about current paths. The calculated two-dimensional PARCS functions can be expanded in two-
dimensional momentum functions analogously to the expansion in spherical harmonics in the
three-dimensional case
φ(x, y) =
∑
i
fi(r)χi(θ), (5.7)
where χi(θ) are angular functions i.e. s, px, py, dx2−y2 , and dxy, while fi(r) are the corresponding
radial parts. The radial functions for the ﬁrst few angular functions can be obtained by numerical
integration and Gram-Schmidt orthogonalization. The projected PARCS functions are obtained
as
ϕ˜(r, θ) = ϕ(r, θ)−
∑
k
∫
χk(θ)ϕ(r, θ)dθ∫
χ2k(θ)dθ
χk(θ) . (5.8)
By projecting out the dominating s-term and eventually some of the higher-order terms from
the two-dimensional PARCS function, the underlying ﬁne structure of the ring current is revealed.
The results of the PARCS analysis for free-base porphyrin are shown in Fig. 5.9. Figure (b) clearly
shows the existence of stronger local currents in the pyrrole units with an inner hydrogen.
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Figure 5.8: The calculated ARCS functions (a) for free-base porphyrin (in ppm) and (b) the logarithmic
ﬁt of the ARCS functions to Eq. (5.5).
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Figure 5.9: (a) The nuclear magnetic shieldings for free-base porphin calculated at a distance of 7 Bohr
from the molecular plane. (b) The PARCS function after the circular symmetric part has been projected
out.
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Chapter 6
Calculation of magnetically induced
currents
We shall now turn from qualitative ring-current models to methods for explicitly treating the
magnetically-induced quantum-mechanical current density. The methods presented here are con-
cerned with the time-independent current density in closed-shell molecules.
The ﬁrst calculations of ring currents were based on simple model Hamiltonians of Hückel
type. Some of the earliest work goes back to Pauling, London and Lonsdale [78, 135, 136]. Pople
later reﬁned and extended their ring-current model, in an attempt to explain the proton NMR
shifts in aromatic molecules [137]. Even though the use of GIAOs is currently the most popular
approach of resolving the gauge-origin issue in shielding calculations [138], magnetically induced
current densities have in most cases been obtained using computational methods with an explicit
gauge-origin dependence. One such method is the the Continuous Transformation of the Origin
of the Current Density (CTOCD) method [69, 139141] which has been widely used to visualize
the magnetically induced current density and current in molecules.
The Gauge-Including Magnetically Induced Currents method (GIMIC) is a new method of
calculating the current density in molecules. The GIMIC method is formulated in the framework
of derivative theory, and relies on the use of GIAOs for rapid basis-set convergence and gauge
independence. Since the theory is derived in terms of density matrices, it is applicable also in
conjunction with correlated wave functions such as MøllerPlesset, coupled-cluster and multicon-
ﬁgurational (MCSCF) wave functions.
6.1 Continuous transformation of the origin of the current
density
The partitioning of the current density into paramagnetic and diamagnetic contributions in Eq. 4.8
is somewhat arbitrary, as the terms are dependent on the chosen gauge origin of the external mag-
netic ﬁeld. This property of the current density was ﬁrst used by Hirschfelder and Heller [142] to
annihilate the paramagnetic terms to the one-electron current density using gauge transformations.
Their derivation was based on a hydrodynamical formulation of quantum mechanics. Later Keith
and Bader [95, 139, 140] showed that also the N -electron diamagnetic current-density term can
be formally annihilated at every point in space using a continuous set of gauge transformations.
A gauge transformation which shifts the gauge by a vector d, rO → r′ = rO + d, leaves the total
current density in any point, r, invariant
JB(r− r′) = JBd (r− rO) + J(r
′−rO)×B
d (r) + J
B
p (r− rO) + J(r
′−rO)×B
p (r) = J
B(r− rO). (6.1)
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By choosing the gauge origin to coincide with the point of interest, r′ = r, the diamagnetic terms
are annihilated since
JBd (r− rO) = −J(r−rO)×Bd (r). (6.2)
As such, this approach is not very useful since it implies that the perturbed wave function must
be calculated separately for every point where the current density is calculated.
Lazzeretti et al. [143] showed that it is beneﬁcial to view the gauge transformation in terms of
a displacement function d(r) = r, instead of a constant displacement d. It's then possible to show
that the point-wise procedure of Keith and Bader is not necessary, and that the problem can be
given a fully analytical solution. This is the basis for the Continuous Transformation of the Origin
of the Current Density (CTOCD) methods [28, 69, 141, 143148]. When the diamagnetic term is
quenched the method gets the acronym CTOCD-DZ [143, 144], where DZ stands for Diamagnetic
Zero. In a similar manner it is also possible to annihilate the paramagnetic terms, giving the
CTOCD-PZ (Paramagnetic Zero) method [145147, 149].
6.2 The GIMIC method
Here we present a new computational approach to calculate magnetically induced current densities,
based analytical derivative theory in conjunction with GIAOs. The derivation is based on the
Biot-Savart expression for the nuclear magnetic shielding tensor [69, 143, 150] as well as the
corresponding expressions obtained within analytic derivative theory [62, 86, 92, 99, 101, 104]. By
combining these expressions, the resulting equations only require knowledge about the basis set as
well as the unperturbed and perturbed one-electron density matrices. Using this approach, current
densities can be calculated at all computational levels for which the relaxed one-electron density
matrices are available. Due to the use of GIAOs, no reference to the gauge origin appears in the
ﬁnal expression for the ﬁrst-order induced current density. The obtained currents are gauge-origin
independent but gauge invariance is achieved only in the limit of a complete basis set. GIAOs
have previously been used in a similar approach, to calculate current densities in conjunction with
magnetizabilities [151].
6.2.1 Analytic derivative-based current-density theory
To derive a set of equations for the current density in conjunction with GIAOs, we start from
two diﬀerent energy expressions. The general energy expression in Eq. 2.12 needs formally no
modiﬁcation itself in order to account for an external magnetic ﬁeld or the GIAOs
E =
∑
µν
hµνDµν +
1
2
∑
µνσρ
gµσνρdµσνρ. (6.3)
All modiﬁcations to Eq. 6.3, go into the density matrices, and the one-electron operator hˆ, which
aﬀects the densities through the integrals. In the presence of an external magnetic ﬁeld the kinetic
energy operator is replaced by the canonical momentum operator
pi · pi = p2 + 2AB · p+ 2AmI · p+ 2AB ·AmI +AB ·AB +AmI ·AmI , (6.4)
where A = Am +AB is the vector potential for the external and internal magnetic ﬁelds deﬁned
in Eq. 4.6 and Eq. 4.7.
The nuclear magnetic shielding is given as the second-order change of the energy with respect
to the nuclear magnetic moments and the external magnetic ﬁeld
σIαβ =
∂2E
∂mIα∂Bβ
∣∣∣∣
B=0
mI=0
. (6.5)
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Diﬀerentiating the total energy in Eq. (6.3) with respect to the nuclear magnetic moments and
the components of the external magnetic ﬁeld, in the limit of zero magnetic ﬁeld, yields
σIαβ =
∑
µν
Dµν
∂2hµν
∂mIα∂Bβ
+
∑
µν
∂Dµν
∂Bβ
∂hµν
∂mIα
, (6.6)
where ∂Dµν/∂Bβ are the perturbed density matrices, and ∂hµν/∂mIα and ∂2hµν/∂mIα∂Bβ are the
corresponding derivatives of the integrals of hˆ in the AO representation.
The second energy expression we need is the Biot-Savart expression for the magnetic interaction
energy in terms of the induced current and the magnetic vector potential [69]
EmB = −1
c
∫
AmI(r) · JB(r)dr. (6.7)
Evaluating the second derivative in Eq. (6.5) for the Biot-Savart energy in Eq. (6.7) yields
σIαβ = −
∑
γ
²αδγ
∫
rδ −RIδ
|r−RI |3J
Bβ
γ dr, (6.8)
where
J Bβγ (r) = ∂Jγ(r)
∂Bβ
, (6.9)
are the tensor elements of the ﬁrst-order induced current density, and ²αδγ is the Levi-Civita
tensor∗.
The two equations for the nuclear magnetic shielding tensor now allow us to make a connection
between the expression containing the current-density tensor and the second-derivative expression
for σ. Equating Eq. 6.6 and Eq. 6.8 and explicitly introducing the one-electron basis functions,
we obtain the following equation that relates nuclear magnetic shieldings and the current-density
tensor∫ ∑
µν
Dµν
∂2
∂mIα∂Bβ
{
χ∗µ(r)hˆχν(r)
}
dr+
∫ ∑
µν
∂Dµν
∂Bβ
∂
∂mIα
{
χ∗µ(r)hˆχν(r)
}
dr
= −
∑
γ
²αδγ
∫
(rδ −RIδ)
|r−RI |3 J
Bβ
γ (r)dr. (6.10)
Since Eq. 6.6 is implicitly dependent on the current density through Eq. 4.12, the left- and right-
hand side integrands in Eq. 6.10 must be equal, deﬁning the current-density tensor in a point in
space. Together with the use of ﬁeld-dependent basis functions (Eq. 4.26), we get the following
relation for the tensor
− ²αδγ (r
′
δ −RIδ)
|r′ −RI |3 J
Bβ
γ (r′)
=
∑
µν
Dµνχ
∗
µ(r
′)
∂2hˆ
∂mIα∂Bβ
χν(r′) +
∑
µν
∂Dµν
∂Bβ
χ∗µ(r
′)
∂hˆ
∂mIα
χν(r′)
+
∑
µν
Dµν
∂χ∗µ(r
′)
∂Bβ
∂hˆ
∂mIα
χν(r′) +
∑
µν
Dµνχ
∗
µ(r
′)
∂hˆ
∂mIα
∂χν(r′)
∂Bβ
, (6.11)
where the last two terms arise due to the GIAOs. The derivatives of the one-electron Hamiltonian
are
∂hˆ
∂mI
∣∣∣∣∣
B=0
mI=0
= − i
c
(r−RI)×∇
|r−RI |3 (6.12)
∗²ασγ = 1 for even permutations of the indices, ²ασγ = −1 for odd permutations. When any two indices
coincide, ²ασγ = 0.
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∂2hˆ
∂mI∂B
∣∣∣∣∣
B=0
mI=0
=
1
2c2
(r−RO) · (r−RI)1− (r−RO)(r−RI)
|r−RI |3 . (6.13)
Equation 6.11 can be further simpliﬁed by noting that the denominators |r−RI |3 cancel.
Deﬁning a new set of operators, ∂h˜/∂mIα and ∂2h˜/∂mIα∂Bδ, without the denominator |r−RI |3,
the components of the magnetically induced current-density tensor, J Bβα (r) can be obtained as
J Bβα (r′) = −²αβδ
∑
µν
Dµνχ
∗
µ(r
′)
∂2h˜
∂mIα∂Bδ
χν(r′) +
∑
µν
∂Dµν
∂Bβ
χ∗µ(r
′)
∂h˜
∂mIα
χν(r′)
+
∑
µν
Dµν
∂χ∗µ(r
′)
∂Bβ
∂h˜
∂mIα
χν(r′) +
∑
µν
Dµνχ
∗
µ(r
′)
∂h˜
∂mIα
∂χν(r′)
∂Bβ
. (6.14)
Equation 6.14 is easily evaluated at any point in space (except at the nuclei), since it only in-
volves basis functions and derivatives of basis functions at that point as well as the corresponding
one-electron density matrices. The unperturbed AO density matrix is obtained by solving some
approximate Schrödinger equation, as outlined in Chap. 2. The perturbed AO density matrices are
obtained by solving the CPHF equations in Chap. 3.1, at the corresponding level of approximation.
The quantities that need to be evaluated in Eq. 6.14 are
∂χµ(r)
∂Bα
= − i
2c
∑
γ
²αβγ r˜γ(Rµβ −ROβ)χµ(r) (6.15a)
∂h˜
∂mIα
χµ(r) =
∑
γ
²αβγ r˜γ
(
lβ r˜
−1
β − 2ξr˜β
)
χµ(r) (6.15b)
∂h˜
∂mIα
∂χµ(r)
∂Bβ
=
∑
γ
²αδγ r˜γ
[
(
i
c
ξr˜δ − lδ r˜−1δ )
∑
η
²ασηr
′
σ(Rµη −ROη)
]
χµ(r)
+
∑
γ
²αδγ r˜γ
[
²αβγ
i
2c
(Rµγ −ROγ)
]
χµ(r) (6.15c)
∂2h˜
∂mIα∂Bβ
χµ(r) =
(
δαβ
[
1
2c2
∑
δ
(r′δ −ROδ)r˜δ
]
− (r′α −ROα)r˜β
)
χµ(r). (6.15d)
where ξ is an AO exponent. In the above equations r˜α = rα−Rµα, where Rµα is a component of
the µ:th origin of the basis function, RO refers to to the global gauge origin and r′ is an absolute
coordinate.
It should be noted that the explicit dependence of each individual contribution on the nuclear
position RI cancels out in the sum of all contributions, making the expression for the current-
density tensor independent of the nuclear positionsRI and the magnetic momentsmIα, as it should
be. The operator in Eq. 6.13 is still explicitly dependent on the gauge origin RO, which seems
to render the current tensor gauge dependent. It can be shown that the gauge-dependent terms
cancel exactly against terms arising from the diﬀerentiation of the GIAOs.
Equation 6.14 can be recast in a matrix-vector form to allow for easy implementation in a
computer program. Let v be a vector whose elements consist of the basis-function values at a grid
point r. We also need to evaluate the ﬁrst derivatives of the basis functions with respect to the
components of the external magnetic ﬁeld as well as a mixed second derivative with respect to B
and x, y, and z. The vectorized equivalent of expression Eq. 6.14 for J Bβα (r) is then given by
J Bβα = −
∑
γ
²αβγ
1
2
(vTDv)rγ + vTPβdα − bTβDdα + vTDqαβ (6.16)
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Figure 6.1: The magnitude (a) and direction (b) of the induced current density (in au) calculated in the
molecular plane of CO2 at the CCSDT/TZP level.
with D as the AO density matrix, Pα the perturbed AO density matrices, and the quantities
(equivalents of Eq. 6.15a-c) bα,dα,qαβ given by
bα =
∂v
∂Bα
(6.17a)
dα =
∂v
∂rα
(α, β = x, y, z) (6.17b)
qαβ =
∂2v
∂rαBβ
. (6.17c)
The density matrices D and Pα are obtained from standard ab initio and DFT program packages
capable of calculating nuclear magnetic shielding tensors.
Knowledge of the ﬁrst-order current tensors allows us to calculate the current density by con-
tracting the tensors against a magnetic ﬁeld, which has both direction and magnitude. Calculating
a set of tensors on a suitable grid enables us to make plots of the magnetically induced current
density in molecules. Furthermore, in section 6.2.2 we shall show how the absolute strength of the
current can be calculated.
The theory outlined above has been implemented in a computer program [7], and subsequently
used to calculate induced currents in a number of molecules [10, 12, 13].
6.2.2 Integration of current densities
Although the current density is a proper quantum mechanical observable, it has not been directly
observed experimentally. As such, current-density maps can convey new, otherwise inaccessible,
information about molecules, thus aiding the understanding of the current paths in the molecule.
However, current-density plots do not provide any quantiﬁable measures of the current strengths
nor are they suitable for comparing current strengths in diﬀerent molecular systems. By integration
over the current ﬂow passing through speciﬁc bonds, it is possible to obtain the net current
strengths around a molecular ring or through a bond. In non-cyclic molecules, the net current
ﬂow must be zero, in order for the law of charge conservation to hold.
Integration of the current density is done using two-dimensional Gaussian or Lobatto quadra-
ture [152] over a bond cross section (see Fig. 6.2). The Gauss integration points xi are given by
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Figure 6.2: A typical integration grid through a bond.
the nodes of the Legendre polynomials Pn(x), while the integration weights wGi are obtained from
the diﬀerentiated polynomials,
(
dPn(xi)
dx
)
. In one dimension, Gauss quadrature yields
∫ b
a
f(x)dx =
m∑
k=1
(
n∑
i=1
wGi fk(xi)
)
, (6.18)
where the sum over k originates from the piecewise integration and fk is the function f shifted to
[−1, 1] on the kth interval. The integration weights are given by
wGi =
2
1− x2i
(
dPn(xi)
dx
)2
. (6.19)
In the Lobatto integration, the integration points are determined via the nodes of the ﬁrst
derivative of the Legendre polynomials of order n−1,
(
dPn−1(x)
dx
)
. In addition, the function values
at the end points of the interval are also considered in the Lobatto integration. The integration
weights wLi are obtained from Pn−1(xi). The one-dimensional Lobatto quadrature then reads∫ b
a
f(x)dx =
m∑
k=1
(
wL1 fk(−1) + wLnfk(1) +
n−1∑
i=2
wLi fk(xi)
)
, (6.20)
with the corresponding weights given by
wLi =
2
n(n− 1) (Pn−1(xi))2
, (6.21)
and the integration weights for the end points by
wL1 = w
L
n =
2
n(n− 1) . (6.22)
Numerical values for the integration points and weights are tabulated in Ref. [152]. Alternatively
they can be obtained by solving the roots to the derivative of the Legendre polynomials, using for
example Newton's method.
Cyclic systems such as aromatic molecules can sustain a net current that ﬂows around the
molecular rings. The net current should in principle be independent of where in the ring it is
calculated. Due to practical issues, this is not necessarily always the case. In the numerical
integration of the currents passing a given bond, one has to be careful where and how to cut
the bond. The choice of grid and method of integration is, by far, less critical. For benzene, a
fairly good convergence of the integrated current is achieved with a grid that starts in the ring
center, passes through the center of the bond, and is perpendicular to the molecular plane. The
integration area has to be extended to about 5 Bohr outside the bond and 5 Bohr above and below
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the ring. Then, it incorporates the most signiﬁcant part of the current ﬂow. In principle, it does
not matter for which bond cross section the ring current is integrated, but it is recommended to
use cross sections containing the bond midpoint. The reason is that due to the poles at the nuclei
the current-density vector ﬁeld can be rather strong in the vicinity, which thus renders integration
more diﬃcult. Dense grids are then needed to converge the integrals, while, for integrations over
bond cross sections containing the bond midpoint, as few as 20 grid points in each direction are
often suﬃcient for obtaining accurate integral values. The divergence problem discussed in the
next subsection also suggests that the integration plane is chosen as far away from the nuclei as
possible.
For non-cyclic molecules (e.g. carbon dioxide, ozone) the net current is necessarily zero. In
spite of this, it is still possible to obtain the strength of the current in individual bonds by splitting
the integral into positive and negative contributions, or alternatively, by integrating over only half
of the bond cross section. Currents obtained in such a way are however dependent on the location
of the cut-plane. Such bond currents might prove useful as a measure of electron delocalization.
6.2.3 Current conservation in the GIMIC method
As mentioned earlier, the current obeys the law of charge conservation, i.e. the divergence of the
current, ∇·J, must be zero at every point of space∗. Alternatively, the law of charge conservation
can be expressed using the Sambe-Epstein integral condition for charge-current conservation [69]∫
J(r) · dr = 0. (6.23)
For molecules with a center of inversion this integral is for symmetry reasons equal to zero, whereas
for molecules of low symmetry, Eq. 4.11 is fulﬁlled only when charge is conserved. Requiring the
divergence to be zero is thus a better criterion, as it is a local measure of charge conservation.
The law of charge conservation can also be viewed as a consequence of gauge invariance [70].
Thus, if true gauge invariance is not achieved, the calculated current will to some extent be
divergent. Epstein has shown that the use of GIAOs does not necessarily lead to the desired
current conservation [70] even though the magnetic shielding tensor is gauge-origin independent.
This is not surprising, since the GIAO approach can be viewed as a recipe for the unique deﬁnition
of a set of local gauge-origins for the basis functions. Gauge-origin dependence is in this way
eliminated, but gauge invariance cannot achieved in this manner.
By calculating the divergence of the current (∇ · J(r)) in selected points of space, one can
obtain a measure of the gauge-independence errors, and thus of the basis-set completeness. In our
work, the divergence is calculated by using numerical diﬀerentiation on a locally tight grid.
Calculations of the divergence for H2 and CO2 at the HF-SCF level showed that the divergence
of the current signiﬁcantly deviates from zero in the vicinity of the nuclei, and in regions where
the direction of the current changes rapidly. By systematically augmenting the basis sets with
functions of higher l-quantum numbers, the divergence converges towards small values even close
to the nuclei [see Figure 6.3(b) and (c)]. For H2, the use of a basis set of cc-pV5Z quality to reduces
the maximum value of the divergence to a value which is for all practical purposes equal to zero.
The same quality basis for CO2 still yields non-zero divergence near the nuclei. Discouraging as
this may seem, a corresponding HF-SCF/SVP calculation without GIAOs and with the gauge
origin at the carbon atom yields a maximum value of the divergence which is more than factor
of ﬁfteen times larger than the largest divergence of the GIAO calculation. In the conventional
calculation, the divergence also has a much broader spatial distribution. The eﬀect of the GIAOs
on the divergence can clearly be seen in Figure 6.3 (a) and (b).
Judging whether a divergence is large or not always easy. Therefore, one has to examine other
properties of the current to be able to evaluate the quality of the results. The diﬀerence in the
currents calculated at the HF-SCF/SVP and HF-SCF/cc-pV5Z levels is found to be small.
∗This requirement holds for time-independent systems. For time-dependent systems, the divergence must be
equal to a corresponding change of the density at time t.
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Figure 6.3: The divergence of the current in CO2 obtained in a conventional HF-SCF/SVP calculation
(a). The corresponding divergence plots obtained at the GIAO HF-SCF/SVP and the GIAO HF-SCF/cc-
pV5Z levels are depicted in (b) and (c), respectively. The iso-surfaces have been drawn to encompass any
divergence larger than 0.01.
By studying the convergence of the integrated current through a bond, one ﬁnds that the
induced current only changes by few percent when increasing the basis-set size from SVP to cc-
pV5Z. At the HF-SCF level, the integrated value for the current passing half of the bond in CO2
decreases from 10.03 to 9.81 nAT−1 when increasing the basis-set size from SVP to cc-pV5Z. For
non-cyclic molecules, for which the symmetry does not constrain the total current to be zero, the
eﬀects of the non-zero divergence can be seen more clearly. In water and ozone, which belong to
the C2v point group, the integrated current through the symmetry plane is particularly hard to
converge to zero, because the cut plane goes through a nucleus where the divergence is large. For
water, the diﬀerence between positive and negative current contributions calculated at the HF-
SCF/SVP level is 0.68 nAT−1 as compared to the individual contributions of 24.67 nAT−1 and
-23.99 nAT−1, respectively. The corresponding values obtained in a HF-SCF/cc-pV5Z calculation
are 0.0002 nAT−1, 23.4171 nAT−1 and -23.4169 nAT−1, respectively. By evaluating the Sambe-
Epstein condition in Eq. (4.11) separately for each tensor component, one can estimate the total
current leakage. At the HF-SCF/SVP level, the total leakage of the xy and yx components of the
current tensor is -3.95 and 2.45 nAT−1 for water, respectively, whereas at the HF-SCF/cc-pV5Z
level, the corresponding values are -0.2295 nAT−1 and 0.0044 nAT−1. Thus, even though the
divergence is not equal to zero in every point in space and the current leakage does not seem to be
negligible, the integrated currents are pretty well converged even when using fairly small standard
basis sets.
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Figure 6.4: The basis-set convergence for the induced current (in nAT−1) calculated at the HF-SCF,
DFT-BP86, MP2, CCSD, and CCSD(T) levels for CO2.
Chapter 7
Summary and outlook
When the work upon which this thesis is based was started, we were interested in the aromaticity
and the aromatic pathways of free-base porphyrins. We set out trying to analyze the aromaticity
using the, then new, NICS method. Quite soon we found ourselves head deep in data which proved
very hard to draw any ﬁnal conclusions from. Instead of drawing far-fetched conclusions, we started
experimenting with the NICS approach, adding NICS points in the direction perpendicular to the
molecular plane. This experimenting lead to the ARCS method which is presented in Article I.
In this paper we developed the ARCS analysis and applied it to a number of simple aromatic and
non-aromatic molecules.
At this stage, we were conﬁdent that we had a much more reliable method than the original
NICS method. In Article II we returned to the porphyrin problem, and using the ARCS method
we analyzed the aromaticity and the current pathways. To resolve the current pathways in these
fused-ring systems, we saturated certain bonds, eﬀectively preventing any current to take that
route. By calculating the current strengths, we were able to deduce the preferred paths indirectly.
In the original ARCS paper, we had also tried to use a 2D-NICS, in which two-dimensional layers of
NICS points were calculated at some distance from the molecular plane. This approach, which we
called Planar ARCS (PARCS), came in handy for giving additional evidence for our conclusions.
It is interesting to note that our conclusions about free-base porphyrin, were later veriﬁed using
the GIMIC method [7]. In Article III we studied the aromaticity of magnesium porphyrins. In this
paper, we asked the question, of the signiﬁcance of the inner hydrogen pair for the ring current.
This paper was in a sense an extension of the previous paper. In retrospect it is maybe not very
surprising that the eﬀect of the inner hydrogens was quite small. This could be anticipated, as
the ring current was not much aﬀected by the position of the inner hydrogens in most cases.
Having studied a number of aromatic systems, next we turned our interest to some antiaro-
matic and potentially antiaromatic molecules. In Article IV we studied the ring-current strengths
of dehydro[12]annulenes and dehydro[18]annulenes, which are the building blocks of some new
carbon allotropes which have been proposed [153156]. We found that the unsubstituted dehy-
dro[12]annulene indeed was antiaromatic, but also, that when fused with benzene or cyclobuta-
diene rings, the antiaromaticity was destroyed in favor of aromaticity of the fused rings. Dehy-
dro[18]annulene was found to be diatropic, but like dehydro[12]annulene, the overall ring current
was destroyed upon fusion with benzene or cyclobutadiene. These ﬁndings make it unlikely that
graphyne or graphdiyne, if ever synthezised, will have any particularly exalted magnetic properties.
In 2001, Wang et al. synthesized a new and exciting group of molecules, containing small
four membered aluminum rings [115]. The general structure of these molecules is Al−4 M where
M=Li+, Na+ or Cu+. Based on photo-electron spectra and calculations, they concluded that these
molecules had signiﬁcant aromatic character. In Article V, we used the ARCS method to study the
ring-current strengths of Al2−4 , and also the group III analogues Ga2−4 , In2−4 and Tl2−4 , and found
that they are indeed aromatic. Furthermore, we also proposed a number of new, and neutral,
Al2−4 analogues, Si2B2, Si2Al2 and Si2Ga2 all of which should be aromatic. In a forthcoming
paper [7] we have studied a number of Al2−4 and Al4−4 species using the GIMIC method, and found
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that the diamagnetic part of the ring-current comes from the σ-electrons. In Al2−4 the pi-electrons
also contribute to the diamagnetic current, making the magnetic response diamagnetic overall. In
Al4−4 , however, the pi-electrons give rise to a paramagnetic current, eﬀectively canceling the total
current. Still, Al4−4 seem to sustain both a diatropic and a paratropic current in the same system!
The last class of molecules we studied primarily using the ARCS method, was a group of
potentially homoaromatic molecules of the general form CnHxn+1, with n=4-13 and x=-1,0,+1,+2.
These molecules are signiﬁcantly non-planar since the conjugated ring is interrupted by single
bonds. The concept of homoaromaticity has been much debated, and in Article VI we were able
to show that of the studied molecules, C8H+9 (homotropylium cation), C9H2+10 , C10H−11 and C12H+13
can sustain strong ring currents. Article VI also shows some spectacular shortcomings of the NICS
method.
The articles discussed so far form a logical whole. Starting from the methodological paper,
which included calculations on some simple test systems, in the following papers we apply the
method to a variety of systems of much more demanding character, covering most aspects of
aromaticity. Although the ARCS method has proven to be very useful and quite reliable, it also
became evident that it has a number of limitations. During the work done on porphyrins, it became
evident that resolving the ring-current pathways is far from trivial using the ARCS method. Some
of the aluminum rings posed their own problems, when the aromatic ring was hindered by counter-
ions, making the ARCS analysis tricky. Finally the work on homoaromatic molecules drew our
attention to the problems of non-planar molecules. In these molecules, it is not a priori clear how
to deﬁne an origin for the ARCS points nor the direction which is perpendicular to the ring.
These shortcomings lead to the conclusion that what was needed was an explicit method to
calculate the induced current in molecules. Instead of calculating the current indirectly, direct
integration of the current through a dividing surface gives a precise measure of the net current in
aromatic molecules. Article VII discusses the explicit calculation of magnetically induced currents,
presenting the GIMIC method in detail. In the GIMIC paper, we showed how to calculate the
current in terms of derivative theory. Using a density matrix formalism, we were able to calculate
currents at various levels of theory. The need for correlated wave functions arises when studying
diﬃcult species like the Al4 rings, which require an accurate CCSD wave function to give good
results.
The work presented in this thesis is the result of many fruitful collaborations. My own con-
tribution to the methods presented in this thesis has been substantial. When we developed the
ARCS method (Articles I and II), I was intimately involved in both developing the ideas for the
method as well as in the writing process of the article that resulted. I also single-handedly wrote
all the software needed to do the ARCS and PARCS analysis. I was also very much involved in the
work, that led to the three papers on porphyrins, magnesium porphyrins and dehydroannulenes
(Articles II-IV). My input involved ideas on how to resolve the structure of the current, doing the
actual calculations and also partially writing the articles. My contribution to the papers on Al2−4
and homoaromatic molecules (Articles V and VI) is more technical, doing part of the calculations
and all of the ARCS calculations, and I do not want to claim much credit for the original ideas
presented in the papers. Finally, already while working on the ARCS method, I realized the need
for a method capable of explicitly calculating the induced current density and integrating the
current, on order to obtain a better aromaticity index. The ideas of how this could be done, were
born in a collaboration with Dage Sundholm and Jürgen Gauss. During my ﬁrst visit to Mainz I
derived the necessary theory needed for a computer implementation. Subsequently I implemented
the theory in the computer program Gimic, which has been used for all explicit current calcula-
tions presented in this thesis. The paper on the GIMIC method (Article VII), is to a large extent
written by myself.
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