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1. Introduction
Motivated by the famous Banach–Stone theorem that describes the structure of surjective linear isometries between
Banach spaces of continuous scalar-valued functions on compact Hausdorff spaces, in [1] we determined the general forms of
surjective (non-linear) isometries of the space D(R) of all probability distribution functions with respect to the Kolmogorov–
Smirnov metric. That metric has applications in statistics (Kolmogorov–Smirnov test) and comes from the supremum norm
of bounded functions. Hence our result in [1] can be considered as a Banach–Stone type result for the isometries of the
non-linear function space of probability distributions.
The Lévy metric on D(R) is very important since it metrizes the topology of weak convergence that plays a fundamental
role in probability theory. Its deﬁnition reads as follows (see, e.g., [5, p. 257]). For any pair F ,G ∈ D(R) of distribution
functions, the Lévy distance L(F ,G) is the quantity
L(F ,G) = inf{ > 0: F (t − ) −   G(t) F (t + ) +  for all t ∈ R}.
In this paper we continue the investigation started in [1] and determine the surjective Lévy isometries of the space D(R).
We shall see below that the corresponding isometry group is very simple, it is generated only by shifts and the reﬂection
(with respect to 0) of the real line.
To better understand the quantity L(F ,G), observe that it is equal to
sup
{
 > 0: G(t) +  < F (t − ) or G(t) −  > F (t + ) for some t ∈ R}.
Here and in what follows we use the convention that the supremum and the maximum of the empty set are 0. The
geometrical meaning of the condition appearing in the above displayed formula is that the square with center (t,G(t)) and
side length 2 lies strictly below or above the graph of F on the interval [t − , t + ].
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) = L(F ,G)
holds for all F ,G ∈ D(R). Then there is a constant c ∈ R such that φ is either of the form
φ(F )(t) = F (t + c) (t ∈ R, F ∈ D(R)), (1)
or of the form
φ(F )(t) = 1− F ((−t + c)−) (t ∈ R, F ∈ D(R)). (2)
Here F (x−) stands for the left-hand side limit of F at x ∈ R.
It will be noted in the proof of the theorem that any transformation of any of the forms (1), (2) is a surjective Lévy
isometry of D(R). Hence we have the complete description of that sort of isometries of D(R).
Before presenting the proof we recall the well-known fact that there is a bijective correspondence between the set of all
probability measures on the Borel σ -algebra of R and D(R). In fact, this correspondence is given by the formula
μ → Fμ, Fμ(t) = μ(−∞, t] (t ∈ R).
Proof of Theorem 1. Similarly to the main point in the proof of the result in [1], the key idea here is also a metric charac-
terization of Dirac distribution functions, this time in terms of the Lévy metric.
To obtain the desired characterization, ﬁrst observe that for any F ,G ∈ D(R) we have L(F ,G) 1 and next examine the
case when we have L(F ,G) = 1. So, suppose L(F ,G) = 1. Then there is a sequence (n) of positive numbers converging to 1
and a sequence (tn) of real numbers such that either G(tn)+ n < F (tn − n) holds for every n ∈ N or G(tn)− n > F (tn + n)
holds for every n ∈ N. As F , G have limits 0 at −∞ and 1 at ∞, it is easy to see that (tn) must be bounded and therefore
it has a convergent subsequence. Restricting our attention to that subsequence there is no loss of generality in assuming
that already (tn) converges to some real number t . If G(tn) + n < F (tn − n) for every n ∈ N, then we deduce G(t−) + 1
F (t − 1), while in the case when G(tn) − n > F (tn + n) holds for every n ∈ N, we deduce G(t) − 1  F ((t + 1)−). From
G(t−) + 1 F (t − 1) we conclude
G(t−) = 0, F (t − 1) = 1 (3)
and, similarly, from G(t) − 1 F ((t + 1)−) we obtain
G(t) = 1, F ((t + 1)−) = 0. (4)
Observe that in the ﬁrst case we have G  F while in the second one we have F  G . This means that if F , G are in unit
distance, then they are comparable with respect to the pointwise order.
It is rather obvious that if (3) or (4) holds for some t ∈ R, then F , G are in unit distance. Therefore, we obtain the
following characterization for unit distance between distribution functions F , G: we have L(F ,G) = 1 if and only if there is
a point t ∈ R such that either G(t−) = 0, F (t − 1) = 1 or G(t) = 1, F ((t + 1)−) = 0.
We now turn to the desired characterization of Dirac distribution functions via the Lévy metric. Recall that for any x ∈ R,
the Dirac distribution function dx corresponding to x is deﬁned by
dx(t) =
{
0, if t < x,
1, if t  x.
This is the distribution function of the probability measure that concentrates on the singleton {x}. For any F ∈ D(R), denote
by U (F ) the set of all distribution functions which are in unit distance from F and by W (F ) the set of all elements of D(R)
which are in unit distance from every element of U (F ). In what follows we prove that F is a Dirac distribution if and only
if W (F ) = {F }.
First consider a Dirac distribution function dx . We clearly have
U (dx) =
{
G ∈ D(R): G(x− 1) = 1 or G((x+ 1)−) = 0}.
Suppose that F ∈ D(R) is in unit distance from every element of this set. We assert that F takes only the values 0 and 1.
To see this, suppose on the contrary that 0 < F (z) < 1 for some z ∈ R.
If z < x − 1, choose z < y < x − 1 such that F (y) < 1. Since dy ∈ U (dx), it follows that L(F ,dy) = 1. As we have learnt
above, in that case F and dy are comparable. Since F (y) < dy(y), it follows that F  dy implying F (z) = 0, a contradiction.
Assume x−1 z < x+1. Similarly to the above, for any y < x−1 we have L(F ,dy) = 1 and we infer F  dy . This implies
F (y′) = 0 for any y′ < y. Consequently, F is identically zero on ]−∞, x− 1[. Similar argument shows that F is identically
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F (z) < 1 cannot happen to any x z < x+ 1.
Finally, suppose that z  x + 1. Choose z < y such that F (y) < 1. As dy ∈ U (dx), we have L(F ,dy) = 1 and then obtain
F  dy . It follows that F (z) = 0, a contradiction again.
Therefore, we have proved that F can only take the values 0 and 1, so it is a Dirac distribution function. It is just trivial
to check that we necessary have F = dx . Therefore, we conclude W (dx) = {dx}.
Suppose now that G ∈ D(R) is such that W (G) = {G}. We show that G is a Dirac distribution function. First observe
that U (G) must be nonempty. By the characterization of functions which are in unit distance from each other, it follows
that G either takes the value 0 or the value 1. Suppose that it takes the value 0 but not 1. Let x0 = supG−1(0). Then the
elements of U (G) are exactly the distribution functions F for which F (x0 − 1) = 1. But any distribution function H with
H(x0−) = 0 is in unit distance from any such function F which contradicts the fact that W (G) is a singleton. We arrive at
a contradiction in a similar manner if we assume that G takes the value 1 but not the value 0. Consequently, G must take
both of the values 0 and 1. Let x0 = supG−1(0) and x1 = minG−1(1). The elements of U (G) are exactly the distribution
functions F for which either F (x0 − 1) = 1 or F ((x1 + 1)−) = 0. If x0 < x1, then for every t ∈ [x0, x1], the Dirac distribution
function dt is in unit distance from every such function F which leads to a contradiction. Therefore, we have x0 = x1 which
means that G is the Dirac distribution function corresponding to the point x0 = x1. This completes the proof of the claimed
metric characterization of Dirac distribution functions.
We now proceed as follows. As φ is a surjective isometry, it follows that φ (and also φ−1) maps Dirac distribution
functions to Dirac distribution functions. Hence φ gives rise to a bijective function ϕ : R → R for which φ(dx) = dϕ(x)
(x ∈ R).
It is apparent that for any x, y ∈ R we have L(dx,dy) = min{|x− y|,1}. Therefore, the bijection ϕ : R → R satisﬁes
min
{∣∣ϕ(x) − ϕ(y)∣∣,1} = min{|x− y|,1} (x, y ∈ R).
One can verify quite easily that this equality implies that there are two possibilities for ϕ: it is either of the form ϕ(x) = x+c
(x ∈ R) or of the form ϕ(x) = −x+ c (x ∈ R) with some constant c ∈ R.
Deﬁne the transformation τc : D(R) → D(R) by
(τc F )(x) = F (x+ c)
(
x ∈ R, F ∈ D(R)).
Obviously, τc is a surjective Lévy isometry of D(R).
Also deﬁne the transformation ρ : D(R) → D(R) by
(ρ F )(x) = 1− F ((−x)−) (x ∈ R, F ∈ D(R)).
To understand the transformation ρ , observe that if F corresponds to the probability measure μ, then ρ F corresponds
to the probability measure B → μ(−B) on the Borel σ -algebra of R. We show that the transformation ρ is also a Lévy
isometry of D(R). It is easy to see that this transformation is a bijection of D(R). For temporary use, denote Fl(t) = F (t−)
(x ∈ R).
First, we assert that for any  > 0 we have
F (t − ) −   G(t) F (t + ) + 
for every t ∈ R if and only if
Fl(t − ) −   Gl(t) Fl(t + ) + 
holds for every t ∈ R. The necessity is trivial. To the suﬃciency observe that from Gl(t)  Fl(t + ) +  we infer Gl(t) 
F (t + ) +  for every t ∈ R. Approaching any given t0 ∈ R from the right by t and using right-hand side continuity, we
obtain G(t0) F (t0 + ) +  . One can similarly deduce from Fl(t − ) −   Gl(t) that F (t0 − ) −   G(t0).
Now, for any  > 0 we infer that
1− Gl
(−(t − ))−   1− Fl(−t) 1− Gl(−(t + ))+ 
holds for all t ∈ R if and only if
Fl(−t) −   Gl(−t + ) and Gl(−t − ) Fl(−t) + 
holds for all t ∈ R which is equivalent to
Fl(t − ) −   Gl(t) and Gl(t) Fl(t + ) +  (t ∈ R).
We have seen above that this holds if and only if
F (t − ) −   G(t) F (t + ) +  (t ∈ R).
Hence we obtain that L(ρG,ρ F ) = L(F ,G) showing that the transformation ρ : D(R) → D(R) is really a Lévy isometry.
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) = L(φ(F ),φ(dx)) = L(F ,dx)
for every x ∈ R. We assert that this implies φ(F ) = F . More generally we claim that L(F ,dx) = L(G,dx) (x ∈ R) implies
F = G .
To verify this, we ﬁrst need a distance formula for the quantity L(F ,dx). To deduce that, let F ∈ D(R) and x ∈ R be
arbitrary. We know that L(F ,dx) equals
sup
{
 > 0: dx(t) +  < F (t − ) or dx(t) −  > F (t + ) for some t ∈ R
}
.
Clearly, this quantity is the maximum of the following two numbers
sup
{
 > 0: dx(t) +  < F (t − ) for some t ∈ R




 > 0: dx(t) −  > F (t + ) for some t ∈ R




 > 0:  < F (t − ) for some t < x} = sup{ > 0: F (x− ) }.
Here, the inequality  is obvious. Choose an  > 0 such that   F (x− ). Then for any 0 <  ′ <  and x− ( − ′) t < x
we have x−   t − ′ implying
′ <   F (x− ) F (t − ′).
Hence we obtain the other inequality . In a similarly simple way one can verify that
sup
{
 > 0: 1−  > F (t + ) for some t  x} = sup{ > 0: F ((x+ )−) 1− }.
As F is continuous from the right, it is easy to see that
sup
{
 > 0: F (x− ) } = max{ > 0: F (x− ) }.
Similarly, as the function x → F (x−) is continuous from the left, we obtain
sup
{
 > 0: F
(
(x+ )−) 1− } = max{ > 0: F ((x+ )−) 1− }.
Putting the above observations together, we deduce the distance formula




 > 0: F (x− ) },max{ > 0: F ((x+ )−) 1− }}. (5)
Now assume that F ,G ∈ D(R) are such that L(F ,dx) = L(G,dx) holds for every x ∈ R. We show that F = G . In fact, to
see this it is necessary to show that F (x) = G(x) holds for every point x ∈ R which is a continuity point both of F and G .
Indeed, then applying the right-hand side continuity of F and G and the countability of the set of discontinuity points, we
have the equality of F and G everywhere. So let x0 ∈ R be a continuity point of F and G and suppose on the contrary that
F (x0) < G(x0). We distinguish three cases.
(I) Assume F (x0) < G(x0) 1/2. Let t = x0 − (1− F (x0)). Compute L(F ,dt) using the distance formula (5). As t < x0, it is
clear that for any  > 0 such that F (t − )  , we have
  F (t − ) F (x0).
On the other hand, we compute
F
(
t + (1− F (x0))−) = F (x0) = 1− (1− F (x0)).
These two displayed formulae show the following: the ﬁrst maximum appearing in the distance formula (5) for L(F ,dt) is
at most F (x0) while the second one is exactly 1 − F (x0). Therefore, we have L(F ,dt) = 1− F (x0). In a similar way, for any
 > 0 with G(t−)  we have   G(x0). Setting  = 1− F (x0) we see that G((t+)−) = G(x0−) G(x0)  F (x0) = 1− .
This shows that
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(II) Assume now that 1/2  F (x0) < G(x0). Then considering t = x0 + G(x0), one can prove in a rather similar fashion
that L(G,dt) = G(x0) and L(F ,dt) < G(x0) which is a contradiction again.
(III) Finally, assume F (x0) < 1/2 < G(x0). Let t = x0 − (1 − F (x0)). We learn from the case (I) that L(F ,dt) = 1 − F (x0)
which implies L(G,dt) = 1 − F (x0). From the distance formula (5) for L(G,dt) we have two possibilities: (a) G(t − (1 −






)) = G(t − (1− F (x0))) 1− F (x0) (6)
while in case (b) we obtain G(x0) = G(x0−) F (x0). Since this latter inequality contradicts our original assumption F (x0) <
G(x0), we conclude that G(x0) 1− F (x0).
Now, let t = x0 + G(x0). We learn from the case (II) that L(G,dt) = G(x0) and applying an argument similar to what we




) = F (t + G(x0)) 1− G(x0) (7)
and hence that F (x0) 1− G(x0). Therefore, it follows that we have F (x0) + G(x0) = 1. This shows that there are equalities
in (6) implying that G is constant on the interval [x0 − 2(1 − F (x0)), x0]. Similarly, we see that there are equalities in (7)
implying that F is constant on [x0, x0 + G(x0)].
Picking any point x from [x0 − 2(1 − F (x0)), x0] where both F and G are continuous, we see that F (x) = 1 − G(x). This
implies that F is also constant on the interval [x0 − 2(1− F (x0)), x0] and in a similar fashion we obtain that G is constant
on [x0, x0 + G(x0)]. Therefore, both F , G are constant on the interval [x0 − 2(1 − F (x0)), x0 + G(x0)]. Applying the above
observations for points near the end points of this interval, we see that F , G are constant on an even larger interval and
then proceeding in the same way we ﬁnally obtain that F , G are constant on the whole real line. But this is an obvious
contradiction.
To sum up, we can infer that the non-equality of F and G at any common point of continuity is untenable. This gives us
that F = G . Therefore, we have that φ is the identity on D(R) concluding the proof of the theorem. 
We complete the paper with a few remarks. First we recall that in the recent paper [2] we have described the
Kolmogorov–Smirnov isometries on the probably most important subspaces of D(R). These are the spaces Da(R), Ds(R),
Dd(R) of all absolute continuous, singular and discrete distribution functions, respectively. Unlike in the Kolmogorov–
Smirnov metric, those sets are all dense in D(R) with respect to the Lévy metric. In fact, any distribution function can
be approximated in the Kolmogorov–Smirnov metric by discrete distribution functions with ﬁnitely many steps. Clearly,
any such step function can be approximated in the Lévy metric by continuous distribution functions. Finally, as we have
explained in [2], any continuous distribution function can be approximated both by absolute continuous and by singular
distribution functions in the Kolmogorov–Smirnov metric. This shows that the subspaces Da(R), Ds(R), Dd(R) are really
dense in D(R) with respect to the metric L. Therefore, if φ is a Lévy isometry of any of those subspaces, then it can be
extended to an isometry of the whole space D(R). To that transformation we can apply our theorem and conclude that φ
is necessarily of one of the forms (1), (2). Hence we obtain the complete description of surjective Lévy isometries of the
subspaces Da(R), Ds(R), Dd(R).
In [4] Sibley introduced the following modiﬁcation of the Lévy metric in order to metrize weak convergence on the space
	(R) of all generalized probability distribution functions. By a generalized distribution function we mean a function from
R to the unit interval [0,1] which is monotone increasing and continuous from the right (no restriction on the limits at
±∞). For any generalized distribution functions F ,G ∈ 	(R) and given  > 0, deﬁne the properties
(1) A(F ,G;) if and only if F (x− ) −   G(x) for −1/ < x < 1/ +  ,
(2) B(F ,G;) if and only if F (x+ ) +   G(x) for − − 1/ < x < 1/ ,
and then denote
LS(F ,G) = inf
{
 > 0: both A(F ,G;h) and B(F ,G;h) hold}.
In general, the quantity LS(F ,G) is more diﬃcult to compute than the original Lévy distance L(F ,G).
Sibley proved in [4] that LS is indeed a metric on 	(R), convergence in the weak topology on 	(R) is equivalent to the
convergence in the metric LS , and that the space 	(R) equipped with this metric is compact and arcwise connected. The
Sibley metric has several applications beyond its use in classical probability theory. For example, it plays an important role
in the theory of the so-called probabilistic metric spaces. This is an active research ﬁeld even nowadays and its fundamental
monograph is the book [3].
We raise it as a natural problem to determine the surjective isometries of 	(R) with respect to the metric LS .
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