Abstract. We study a model of growing planar tree graphs where in each time step we separate the tree into two components by splitting a vertex and then connect the two pieces by inserting a new link between the daughter vertices. This model generalises the preferential attachment model and Ford's α-model for phylogenetic trees. We develop a mean field theory for the vertex degree distribution, prove that the mean field theory is exact in some special cases and check that it agrees with numerical simulations in general. We calculate various correlation functions and show that the intrinsic Hausdorff dimension can vary from one to infinity, depending on the parameters of the model.
Motivation. Random trees arise in many branches of science ranging from mathematics through computer science, physics and chemistry to biology and sociology. Trees are the simplest generalisations of random walks and are used to model various relationships like family trees [17] or phylogenetic trees [21, 24] and evolving populations. They also model physical objects that look like trees, e.g. branched polymers, and are used to encode information regarding the secondary structure of macromolecules, RNA folding being one prominent example [14] . Information about more complicated geometrical objects like planar maps and random surfaces which arise in quantum gravity [6] can sometimes be encoded in labelled random trees [23] .
Trees appear also in relation with fragmentation and coagulation processes [7] . There are two principal classes of models that have been used to model trees. The first one is equilibrium statistical mechanics, where trees are assigned a certain weight factor (Boltzmann factor) which induces a probability measure on the class of trees under consideration.The weight factor depends on the local properties of the trees. The second class is growing trees where one starts with a simple tree and then continues to add vertices and links according to some (in general stochastic) growth rules. After a fixed time t the growth rules induce a probability measure on the trees that can arise after time t. Time can be taken to be discrete or continuous. The trees themselves are in general discrete and are therefore tree graphs in the usual sense, but there exist also models of continuous random trees [2] .
The first class of models is the one that appears most frequently in physics whereas the second class is the natural one to use to analyse, for example growing family trees, citation networks, and stochastic processes. It is wellknown that in certain cases these two approaches to studying random trees are equivalent. For example, the so called generic random trees that appear in the study of gravity are equivalent to a critical Galton-Watson process [15] . So called causal trees are believed to be equivalent to certain classes of growing trees [8] .
In this paper we introduce and study a general model of growing trees, where growth occurs by random vertex splitting, with very general rules. This model includes as special limit cases several models of growing trees already studied in the physics and the mathematics literature: the well known preferential attachement model (which models for example the growth of branched polymers out of a soup of monomers or the growth of the internet [1, 13] ); the α-model [16] which is a stochastic model of cladograms (binary leaf-labelled trees studied in relation with phylogenetic trees and biological systematics) and its extensions [12] . It is also related to a tree growth model that arises in the theory of RNA secondary structures [14] . These discrete time tree growth models are in fact closely related to the continuous time tree growth models which describe e.g. self similar fragmentation processes and coalescence processes (see [7] for general reference, and [19, 22] for recent works), and seem to be related to sequential packing processes. Finally, back on the physics side, let us mention that growth process by vertex splitting, together with vertex merging processes, is important in Monte Carlo simulations of discrete Euclidean and Lorentzian quantum gravity models (see e.g. [5] ).
Our main motivation is to develop general tools to study the properties of models of random tree growth. In particular we are motivated by the issues of unification and of universality: Is there a general tree growth process which can encompass the different models which are known at the moment? How many different universality classes, i.e. continuous tree models with different scaling properties (exponents and correlation functions), exist in this framework? The results presented here are a first step in this direction.
1.2. Description of the model. Let us first describe our model informally, a precise definition will be given in the next section. Suppose that at an initial time t 0 we are given a tree which will always be assumed to be finite, rooted and planar (i.e. at each vertex the attached links are ordered cyclically). This assumption of planarity is convenient for the description of the model and for the proofs, but is not essential. In order to evolve the tree we choose a vertex at random with a relative probability w i which only depends on the order i of the vertex. We split the chosen vertex into two vertices of order j and k which are linked to each other and attach the links of the original vertex of order i to the two new vertices so j + k = i + 2 and the planarity is preserved in this process, see Fig. 1 . We sometimes let the relative probability of this splitting, w j,k , depend on j and k but sometimes we take the uniform distribution on the i(i + 1)/2 possibilities. The parameters w i and w j,k define the model. We shall consider both the case when there is a maximal vertex degree d max , i.e., w j,k = 0 if either j or k exceeds the cutoff d max , and the general case, but most of our explicit results will be for a finite d max .
This growth process becomes the preferential attachment growth model [1, 13] when we take w j,k = 0 unless j or k is equal to 1. As already mentioned, similar processes of random vertex splitting and random vertex merging are used as ergodic moves in Monte Carlo simulations of triangulations in quantum gravity, see [12, 16] will be discussed later. We are interested in the structure of the trees after a large number of steps in the growth process. The main quantities we study are the distribution of the order of vertices, the correlation between the degrees of neighbouring vertices and the intrinsic Hausdorff dimension of the trees. In order to get at the Hausdorff dimension we shall define and analyse certain general correlation functions which describe the subtree structure of the random tree.
The calculations are simpler when the splitting weight w j depends linearly on j (w j = aj + b) because then the probability p j of splitting a vertex of degree j in a tree T is given by p j = w j /F (|T |) where F is a function only of the number of vertices |T | in T but does not depend on the internal structure of T . In the general case our results will rely on a physically plausible, but still unproven, mean field assumption. We shall provide numerical evidence for this assumption.
1.3.
Results and organisation of the paper. In section 2 we first give the precise definition of our vertex splitting model. We then study the special case where the splitting probability weights are linear with the initial vertex degree i and focus on the vertex degree distribution.
In section 2.2 we write exact recurrence equations for the general local vertex degree probability distributions. Using the Perron-Frobenius theorem [25] we show that the single vertex degree probability distribution ρ = {ρ k } (ρ k is the density of vertices with a given degree k) has a well defined limit as the size of the tree goes to infinity. We furthermore show that ρ = {ρ k } is given by an eigensystem equation of the form Bρ = λρ, where B is a matrix depending on the weights of the model. The proof depends on the matrix B being diagonalizable. Similar techniques have been used to find the asymptotic degree distribution in random recursive trees [20] .
In section 2.3 we find explicit solutions to the above eigensystem equation in special cases when the matrix B is diagonalizable. We study in almost full generality the cases when d max = 3 and d max = 4 and a particular choice of weights for arbitrary d max . In section 2.4 we show that the condition of diagonalizability of B is not very restrictive.
In section 2.5 we relax the condition of linearity on the splitting weights w i . We argue that mean field theory is still valid and that the degree probability distribution ρ is still given by the same linear eigensystem equation as in the linear case. We give good numerical evidence of the validity of these mean field equations for d max = 3 trees.
For infinite d max and linear and uniform splitting probabilities we can still calculate the vertex degree distribution in closed form using mean field theory. This is done in section 2.6, where we show that it agrees with numerical simulations. The vertex degree distribution is found to fall off factorially in this case. The vertex degree distribution always becomes independent of the initial tree as time goes to infinity.
In section 3 we study probabilities associated to the local subtree structure of the tree, as seen from any vertex, and as a function of its creation time s. More precisely, we are able to write recursion relations for the probability p k (ℓ 1 , · · · , ℓ k ; s) that the vertex created at time s is of degree k, with the k subtrees with fixed respective sizes ℓ 1 , · · · , ℓ k .
In section 3.1 we write the detailed (and quite complicated) recursion relations in the linear splitting weights case, and we show that they simplify for the probabilities p k (ℓ 1 , · · · , ℓ k ) obtained by summing over the time of creation.
In section 3.2 we derive a recursion relation for a simple two-point function q ki (ℓ 1 , ℓ 2 ) related to the decomposition of a tree into two subtrees, that will be useful. The substructure probabilities should find several applications in the studies of these trees.
In section 4 we study the scaling properties of the trees by computing their Hausdorff dimension (or intrinsic fractal dimension).
In section 4.1 we define the radius and the fractal dimension d H of a tree (since there are several almost equivalent definitions).
In section 4.2 we explain how the radius (hence the fractal dimension) is obtained from the two-point function defined in 3.2.
In section 4.3, using a natural scaling hypothesis for the two-point function, we show that the fractal dimension d H is also given by the solution of an eigensystem equation of the form Cω = w 2 /d H ω, where C is a complicated matrix which is a function of weights of the model. We use a Perron-Frobenius argument to prove that this eigensystem equation has a unique physical solution.
In section 4.4 we establish bounds on the fractal dimension. We show that it can vary continuously with the splitting weights between 1 and +∞.
In section 4.5 we study the case of (d max = 3) trees with linear uniform splitting weights. We compare the analytical result for d H with numerical simulations and show that the agreement is good.
In section 4.6 we relax the condition of linearity on the splitting weights w i . We argue that mean field theory is still valid and that the fractal dimension d H is still given by the same linear eigensystem equation as in the linear case. We present preliminary numerical evidence of the validity of these mean field equations for binary trees.
In section 5 we study the correlations between the degrees of neighbouring vertices. This amounts to studying the density ρ ij of links with vertices of degrees i and j.
In section 5.1 we write general equations for these correlations in the linear splitting weight case. Some technical details are left to appendix A.
In the simple case of d max = 3 trees these correlations can be calculated explicitly, and compared with numerical simulations. This is done in section 5.2, and one sees that there are always nontrivial correlations, i.e., ρ ij = ρ i ρ j /(1 − ρ 1 ) −1 where ρ i is the density of vertices of degree i (the r.h.s. obtained if the degrees of neighbouring vertices are completely independent). Correlations between vertices which are further away from each other can be studied by the same method. We show that our results for the degreedegree correlations are different from those for a different class of statistical random graphs [9] .
In section 5.3 we extend our results for the case of non-linear splitting weights, assuming mean field theory. We show that there is a very good agreement between our analytical results and numerical simulations (still in the case of d max = 3 trees).
Finally section 6 is the conclusion. We discuss there in more detail the relationship between our model and other models of random trees, in particular models of phylogenetic trees [3, 4, 12, 16, 19, 22] , and we point out some open questions.
2. The vertex splitting model 2.1. Description of the model. A rooted planar tree is a tree graph embedded into the plane R 2 which contains a distinguished vertex that we call the root. We will always assume that the root has order one. The planarity condition is for convenience only and can also be implemented by cyclically ordering the links incident on each vertex.
Let T be the collection of all rooted planar trees for which every vertex has finite degree at most
We shall discuss later the case d max = ∞. Denote the number of vertices in a tree T ∈ T by |T | and the number of vertices of degree i in T by n i (T ).
Let T N be those trees T ∈ T with |T | = N . Let
be a symmetric matrix with nonnegative entries that we call partitioning weights. We define a collection of non-negative numbers called splitting weights, w 1 , w 2 , . . . , w d , by
We now define a growth rule for planar trees which we call vertex-splitting. Given a tree T ∈ T N (i) Choose a vertex v of T with probability w i /W(T ) where i is the order of v and
(ii) Partition the edges incident with v into two disjoint sets V and V ′ of adjacent edges with probability
The set V contains k − 1 of the edges and V ′ contains i − (k − 1) of these edges, k = 1, . . . , i. For a given k, all such partitionings are taken to be equally likely. This vertex-splitting operation is illustrated in figure 3 (the root vertex is circled).
After the splitting operation, the degree of vertex v is k and the degree of vertex v ′ is i+2−k. Since the maximum allowed vertex degree is d we define w d+1,1 = w 1,d+1 = 0, i.e. we do not allow splittings of vertices of degree d that produce vertices of degree d + 1. If the partitioning weights are chosen such that w i,j = 0 for i = 1 or j = 1, then the vertex-splitting model is equivalent to the preferential attachment model discussed in [13] .
In Sections 3 and 4 we will find it convenient to label the vertices according to their time of creation. In this case we append the following to our rules: Figure 3 . Illustration of the splitting process for i = 6 and k = 5.
(iv) Let a be the label of the vertex chosen in (i). If v is further away from the root than v ′ in step (iii) then we let v keep the label a and give v ′ the label N . Otherwise label v with N and label v ′ with a. This book-keeping device has no effect on the dynamics of the model. The single root vertex (which is the only tree in T 1 ) has label 0. We will often think of the number of vertices (or equivalently, the number of links) as time and denote it by t + 1 (or t in the case of links) assuming we start with the single vertex tree at time t = 0.
If the partitioning weights are chosen such that the splitting weights are linear,
for some a, b ≥ 0 then the model is easier to analyze since the weight of a tree T ∈ T depends only on the size of the tree
This is easily seen from the two constraints on the vertex degrees,
By abuse of notation, in this case we will write W(|T |) = W(T ). We will also sometimes restrict to uniform partitioning weights, i.e.
2.2. Distribution of vertex degrees for linear splitting weights. Start from a finite tree T 0 at time t 0 = |T 0 | and perform vertex splitting according to the rules described in the previous subsection τ times. We then obtain a tree in T t 0 +τ . Let t = t 0 + τ . The vertex splitting operation induces a probability measure µ t on T t , which of course depends on the initial tree T 0 . In this section we will drop T 0 from function arguments with the understanding that it is implied, unless otherwise stated.
Let p t (n 1 , . . . , n d ) be the probability that T ∈ T t has (n 1 (T ), . . . , n d (T )) = (n 1 , . . . , n d ) according to the measure µ t . We wish to find the mean value of n k (T ) for T ∈ T t with respect to the measure µ t . Denote this value by n t,k . We define the vertex degree densities ρ t,k ≡ n t,k /t and with some conditions on the partitioning weights we will prove the existence of the limit lim t→∞ ρ t,k ≡ ρ k and show that the ρ k satisfy a system of linear equations.
Let x = (x 1 , . . . , x d ) ∈ R d and define the probability generating function
Proposition 2.1. The probability genereting function H t (x) satisfies the recurrence
for all t ≥ t 0 , where
and ∇ = ∂/∂x 1 , . . . , ∂/∂x d is the standard gradient operator.
Proof. Any tree contributing to H t+1 can be obtained by splitting a vertex in a tree on t vertices. This process can be divided into three steps: (i) Choose a tree T ∈ T t with vertex degree distribution (n 1 , . . . , n d ) with probability p t (n 1 , . . . , n d ).
(ii) Select a vertex in T of degree i with probability n i w i / j n j w j . (iii) Partition the edges incident to the chosen vertex into two sets V and V ′ of adjacent edges with j − 1 and i + 1 − j elements, respectively, with probability iw j,i+2−j /w i if j = i + 2 − j and with probability
In the latter case there is a symmetry between V and V ′ which accounts for the factor 1/2. Multiplying together the probabilities in (i)-(iii) gives the probability of removing a vertex of degree i and creating two new vertices of degree j and i + 2 − j. In terms of the generating function this amounts to replacing x
The partial derivative ∂/∂x i in ∇ takes care of removing a vertex of degree i and provides the factor n i . In c i (x), the factors x j x i+2−j add two vertices of degree j and i + 2 − j respectively and the appropriate weights are given. Now sum (2.13) over j = 1, . . . , i + 1, i.e. over all possible partitionings in (iii), to obtain the sum in (2.12). Note that terms for which j = i + 2 − j appear twice in the sum, since w p,q is symmetric in p and q, and the term for which j = i + 2 − j appears once. This explains the factor 1/2 in front of the sum in (2.12). The dot product of c(x) and ∇ accounts for the sum over all vertex degrees, and finally sum over all vertex degree configurations in the initial tree to obtain (2.10.
For linear weights (2.5), equation (2.10) reduces to
14)
The remainder of this subsection concerns linear weights only. We have
where 1 = (1, 1, . . . , 1). To get a recursion equation for n t,k , differentiate both sides of (2.14) with respect to x k and set x = 1 to find
Since the weights are linear we can use the constraints in (2.7) to rewrite the last term in (2.16) as
Inserting this into (2.16) we see that the equations close
We can also write the recursion in terms ρ t,k and find
The above equation can be put in the matrix form
where
and I is the identity matrix. If we denote the vertex degree densities of the initial tree T 0 by ρ t 0 we can write the densities for trees on t vertices which grow from the initial tree as
We will establish convergence of the right hand side by imposing some technical restrictions on B. It turns out that the limiting distribution is independent of the initial distribution ρ t 0 . We begin with some necessary lemmas.
Lemma 2.2. If λ is an eigenvalue of B with corresponding eigenvector
e λ = (e λ1 , . . . , e λd ), i.e.
then the following holds:
w i e λi and (2.25)
Proof. We prove the second identity. The first identity is established by a similar calculation. Multiply the i-th component of the eigenvalue equation (2.24) by i and sum over i to get
Using w i,j = w j,i we find that
and this together with the definition of the splitting weights (2.2) proves the identity. Proof. We begin by choosing a number γ > max 1≤k≤d {w k − kw k,2 } and define P = B + γI. The matrix P has only non-negative entries and the conditions (1) and (2) on B guarantee that it is primitive, i.e. there is a number k such that all entries of the matrix P k are positive. Therefore, by the Perron-Frobenius theorem [25] , P has a simple positive eigenvalue r and all other eigenvalues of P have a smaller modulus. The corresponding eigenvector e r can be taken to have all entries positive. We normalize the eigenvector such that
it is possible to produce vertices of maximal degree d from vertices of degree j < d) and
Shifting back to the matrix B we find that w ≡ r − γ is a simple real eigenvalue of B with the largest real part and the corresponding eigenvector is e w = e r . We see right away from (2.25) and with the chosen normalization that
(2.30)
Since the weights are linear, Lemma 2.2 shows that w = w 2 .
Note that the first condition on the weights in the above lemma is natural since we have fixed a maximal degree d and therefore we want to be able to produce vertices of degree d. The second condition, however, does not seem to be necessary for the results to hold but we still require it in order to use the Perron-Frobenius theorem for primitive matrices. This condition is not very restrictive in the case of linear weights since it holds for all a and b except when ad + b = 0.
Proof. The result follows from the identity 
where λ i , i = 1, . . . , d − 1 are the eigenvalues of B with real part less than w 2 . The result now follows from Lemma 2.4.
Theorem 2.4 shows that with the above conditions on B the limit of the vertex degree densities exists, is independent of the initial tree and is given by ρ ≡ lim
The limiting densities are therefore the unique positive solution to equation (2.24), i.e.
2.3. Explicit solutions. We discuss three simple special cases. 1) When d = 3 we find that
If the weights satisfy the conditions in Lemma 2.3 it is easy to see that B is diagonalizable. For linear splitting weights w i = ai + b and uniform partitioning weights the positive solution of (2.36) is
for all values of a and b as can easily bee seen from the simple structure of the B in this case.
2) When d = 4, the splitting weights linear and the partitioning weights uniform one can check that 3) Fix a maximal degree d. Choose partitioning weights
and all other weights equal to zero. The splitting weights are then w i = 1 for i = 1, . . . , d. Note that if we take the limit d → ∞ we get a special case of the preferential attachment model. These weights satisfy the conditions in Lemma 2.3. The nonzero matrix elements of B are
The characteristic polynomial of B is
which can easily be proved by induction. The roots of the characteristic polynomial are λ = 1 and λ = exp (
. . , d − 1 and they are all distinct which shows that B is diagonalizable. The solution to (2.36) is 
From the previous subsection we know that
. We believe that it is possible to extend the result of convergence of the right hand side of (2.23) to all partitioning weights giving linear splitting weights, relaxing both the condition of diagonalizability of B and condition (2) in Lemma 2.3. We also believe, in view of simulations, that equation (2.36) even describes correctly the vertex degree distribution for non-linear splitting weights and for the case d = ∞. In the special case of the preferential attachement model the vertex degree distribution can be calculated by another method [20] . We will look at this more closely in the next two subsections.
2.5. Mean field equation for general weights. To generalize equation (2.36) beyond the case of linear splitting weights we notice that Lemmas 2.2 and 2.3 do not rely on the linearity of the weights except in the conclusion of Lemma 2.3 where we show that w = w 2 . We therefore conjecture that in general the limiting vertex degree densities are the unique positive solution to
subject to the constraints 
and ρ 2 = 1 − 2ρ 3 . This solution (and solutions in general) only depends on the ratio of the weights. In Figure 4 we compare the above solution to simulations. 
Subtracting from this the same equation for ρ k+1 we find
The recursion (2.48) has the solution
is a normalization constant such that i ρ i = 1. Here, I ν is the modified Bessel function of the first kind. The variable x can take values from −1 to ∞. The asymptotic behaviour of ρ k (x) for large k is
The special case x = ∞ corresponds to constant weights for which the solution is ρ k (∞) = 1 e
In Figure 5 we compare the above solutions to simulations for five different values of x.
Subtree structure probabilities
In this section we consider the model in which vertices are labeled with their time of creation as explained in the definition of the splitting process (item (iv)). For convenience we will take time to be the number of edges in a tree, denoted by ℓ, starting from the single vertex tree at time 0 and adding one link and one vertex at each time step. We consider only linear splitting weights w i = ai + b but comment on generalizations in the next section. To simplify the notation we define
where the last equality follows from the linearity of the weights. We derive exact expressions for probabilities of particular subtree structures as seen from the vertex created at a given time. By averaging over these probabilities and assuming the existence of a scaling limit, we shall 
with an obvious modification if x = −1.
show how to extract the Hausdorff dimension of the tree and derive bounds on this dimension. In special cases we give an exact expression for the Hausdorff dimension.
3.1. Probabilities related to subtree structure. Consider a tree on ℓ edges generated with the splitting procedure starting from the single vertex tree at time 0. Let p R (ℓ; s) be the probability that the vertex created at time s is the root. If s < ℓ we find that
since we can split any vertex except the root in order to get from a tree at time ℓ − 1 to a tree at time ℓ. This contributes the factor p R (ℓ − 1; s) to p R (ℓ; s). Similarly,
since if we create a new root vertex at time ℓ the previous root vertex, labelled s in (3.3) could have been created at any time before ℓ. We depict these processes in Fig. 6 . If v is a vertex of order k in a tree T , then there is a unique link ℓ 1 incident on v leading towards the root (unless v is the root). Let ℓ 2 , . . . , ℓ k be the other links incident on v. The largest subtree of T which contains the root and ℓ 1 but none of the links ℓ i with i ≥ 2 will be called the left subtree (with respect to v). The maximal subtrees which contain one ℓ j with j = 1 and no other link ℓ i will be called the right subtrees (with respect to v). If k = 1 then there are of course no right subtrees and if v is the root then we view the left subtree as being empty. Let p k (ℓ 1 , . . . , ℓ k ; s) denote the probability that the vertex created at time s has a left subtree on ℓ 1 edges and right subtrees on ℓ 2 , . . . , ℓ k edges, where ℓ 1 + . . . + ℓ k = ℓ. By the nature of the splitting operation, p k (ℓ 1 , ℓ 2 , . . . , ℓ k ; s) is symmetric under permutations of (ℓ 2 , . . . , ℓ k ). We will sometimes refer to the vertex created at time s as the s-vertex.
By the definition of the relabeling when we split we have
because the vertex closer to the root gets a new label and therefore no leaf except the root can have the maximal label. In the case s < ℓ we find the recursion
The first term in the square bracket corresponds to the case when we do not split the vertex with label s. The second term corresponds to splitting the s-vertex which can have any order up to d − 1. Finally the last term corresponds to the special case when we have ℓ = 1 so the s-vertex is the root of the trivial tree, see Fig. 7 . For a general k ≥ 2 and s < ℓ the recursion can be written
see Fig.8 . The first term corresponds to the case when the s-vertex is the root before the splitting in which case we have ℓ 1 = 1 and k = 2. The second term corresponds to the case when we split a vertex different from the s-vertex and the last term arises when we split the s-vertex in the step from time ℓ − 1 to time ℓ. Finally we have
where ℓ 1 + . . . + ℓ k = ℓ, see Fig.9 . Here s is the label of the vertex that is split in the step from time ℓ − 1 to time ℓ and we sum over all possible degrees of the s-vertex and all ways of splitting it.
We define the following mean probabilities by averaging over the vertex labels in (3.2-3.7) Figure 8 . A diagram representing equation (3.6).
and
where ℓ 1 + . . . + ℓ k = ℓ From (3.8) we get a recursion for the mean probabilities, going from time ℓ to ℓ + 1
For k = 1 we obtain from (3.4), (3.5) and (3.9)
Finally, the general case for k ≥ 2 is
where ℓ 1 + . . . + ℓ k = ℓ + 1 and we have made use of (3.6), (3.7) and (3.9).
Two-point functions.
One can reduce the above recursion formulas for the mean probabilities to simpler recursion formulas which suffice for the determination of the Hausdorff dimension. Define the two-point functions 
then q ki (ℓ 1 , ℓ 2 ) is the probability that i right trees of total volume ℓ 2 are attached to a vertex of degree k in a tree of total volume ℓ 1 + ℓ 2 . By summing over the equations in the previous section we get
with ℓ 1 +ℓ 2 = ℓ+1. We see that the two-point functions satisfy an essentially closed system of equations. The last two terms in (3.14) do not contribute to the scaling limit which will be discussed in the next section.
Hausdorff dimension
In this section we relate the two-point functions defined in the previous section to the size of trees, defined in a suitable way. With the help of some scaling assumptions this relation allows us to calculate the Hausdorff dimension of the trees as a function of the partitioning weights in simple cases. As in Section 3 we assume that the weights w i are linear in i and we shall comment on the general case at the end of the section. 4.1. Definition. Let T be a tree with ℓ edges and v and w two vertices of T . The (intrinsic geodesic) distance d T (v, w) between v and w is the number of edges that separate v from w. We define the radius of T with respect to the vertex v as
where k(w) is the degree of the vertex w. Notice that 2ℓ = w k(w). The global radius of T is
We define the Hausdorff dimension of the tree, d H , from the scaling law for large trees
3)
The more usual definition of the local fractal dimension of a vertex v of the tree, d f (v), is defined by the growth of the volume of a ball of radius r around v, B v (r) = {w :
These two definitions are expected to coincide provided that the tree is a homogeneous fractal (no multifractal behaviour). We expect that the scaling behaviour (4.4) is valid independently of the point v and also that the scaling (4.3) holds for R T (v) defined by (4.1) irrespective of the point v chosen.
Geodesic distances and 2 point functions.
The radius R T (v) can be extracted from the two point functions calculated in the previous section. Let T be a tree and v a vertex of T . Let i be an edge of T . If we cut this edge then the tree is split into two connected components, a tree T 1 which contains v and a tree T 2 that does not contain v (see Figure 8 ). Let ℓ 2 (v; i) be the number of edges of T 2 . We have the simple remarkable result
which we will now prove. For the tree T with ℓ edges, we may assign two Figure 10 . Cutting a tree along the edge i. labels to every edge in the following way. Starting from v, we walk around the tree while always keeping the tree to the left. Drop the labels 1 to 2ℓ on the sides of edges as we pass them.
An example of such a walk and labelling is shown in Figure 11 . Let us mention that the initial direction from v is unimportant. In what follows we will denote these new labels by greek letters. Given 1 ≤ α < β ≤ 2ℓ, define φ v (α, β) to be 1 if α and β are labels of the same edge, and zero otherwise. In the above example we have φ v (6, 9) = 1 whereas φ v (6, 12) = 0. For any vertex w ∈ T , let us define ω(w) to be the smallest label of the edges adjacent to w. In the example above ω(w) = 6 and ω(v) = 1.
We now have for any
and it is easy to see that and equation (4.5) follows. We now apply (4.5) by choosing for v the root r of the tree and averaging over all trees obtained by the splitting process. We notice that the average number of links giving the volume ℓ 2 (r, i) is simply the number of links ℓ times the proportion of vertices w which have a left tree (containing the root r) on ℓ 1 = ℓ − ℓ 2 edges and an arbitrary number of right trees (on a total number of ℓ 2 edges). We obtain
see Fig. 12 for a simple diagrammatic representation of this identity. Thus, if we know how the two point functions q k,i (ℓ 1 , ℓ 2 ) scale for large ℓ, we know how the radius of the tree scales with ℓ and we can compute the Hausdorff dimension d H .
4.3.
Scaling and the Hausdorff dimension. We assume that the following scaling holds for the two-point functions q ki with ℓ large Figure 12 . Illustration of eq. 4.9.
where ℓ 1 + ℓ 2 = ℓ, x = ℓ 1 /ℓ ∈]0, 1[ and where ω ki , γ ki are some functions. It must hold that ω ki > 0 and we assume that the scaling exponent ρ satisfies
Note that for ℓ finite, the probabilities q k,i (ℓ 1 , ℓ 2 ) are of order ℓ −1 when ℓ 1 is of order 1 and are of order 1 when ℓ 2 is of order 1. This implies that the scaling functions ω ki (x) should scale when x → 0 or x → 1, respectively, as
Using this ansatz and (4.9) the mean radius scales as
(4.13) Equations (4.12) and (4.11) ensure that the integral C is convergent when ρ < 2. Equation (4.3) then implies that the Hausdorff dimension of the tree is given by
For ρ = 2 we see that C is logarithmically divergent and this corresponds to an infinite Hausdorff dimension. Inserting (4.10) into the recursion equation (3.14) for the two point functions and expanding in ℓ −1 gives (dropping the function argument x in an obvious way)
The equation is trivially satisfied in zeroth order of ℓ −1 . When we go to the next order we see that the following must hold
This eigenvalue equation may be rewritten as
where C is a 
We use the convention that w i,j = 0 if i or j is less than 1 or greater than d. Thus, w 2 (2 − ρ) is an eigenvalue of the matrix C and the associated eigenvector must have components ≥ 0. We now show that there is in general a unique solution to this eigenvalue problem.
Since the only possibly negative elements of C are on the diagonal we can make the matrix non-negative by adding a positive multiple γ of the identity to both sides of (4.17) and choosing γ large enough.
If enough of the weights w i,j are non-zero (w 1,i > 0 for 2 ≤ i ≤ d and w j,3 > 0 for 2 ≤ j ≤ d − 1 is for example sufficient) then one can check that the matrix C + γI is primitive. Then, by the Perron-Frobenius theorem, it has a simple positive eigenvalue of largest modulus and its corresponding eigenvector can be taken to have all entries positive cf. Lemma 2.3. Therefore this largest positive eigenvalue gives the ρ we are after.
4.4.
An upper bound on the Hausdorff dimension. We can get an upper bound on ρ by a straight forward estimate from (4.16). The offdiagonal terms in the sum are all non-negative so we disregard them and get the inequality
Since 1 < ρ ≤ 2 and for k ≥ 3
the best we can get from this upper bound is when k = 2 which yields
and therefore, if w 2,2 > 2w 1,3 , we obtain the upper bound
If w 2,2 ≤ 2w 1,3 the upper bound in (4.21) gives no information about the Hausdorff dimension. It is easy to verify that (4.22) is an equality if we choose the weights such that w i,j = 0 if i = 1 or j = 1 with the exception that w 2,2 > 0. This condition means that we only allow vertices to evolve by link attachment, except that we can split vertices of degree 2. With this choice the matrix C is lower triangular and we can simply read the eigenvalues from the diagonal. Note that C is not primitive in this case and therefore we cannot use the Perron-Frobenius theorem to determine which eigenvalue gives the scaling exponent. However, with these simple weights one can show explicitly that there is precisely one eigenvector with strictly positive components and the corresponding eigenvalue is the one that saturates the inequality in (4.22) .
Also note that with this choice we have set w d = 0 and since the weights are linear, w i = ai + b, we have fixed a and b so that w i = 1 − i d . Therefore there is only one free parameter which we can choose to be w 2,2 . Then we can write the Hausdorff dimension as
We see that for any d the Hausdorff dimension can vary continuously from 1 to infinity. 4.5. Explicit solutions and numerical results for d max = 3. When the maximal degree is d = 3, the splitting weights are taken to be linear w i = ai + b and the partitioning weights uniform, it is easy to solve equation (4.16) for the Hausdorff dimension . Since the solution only depends on the ratio of the weights there is only one independent variable and we choose it to be y := w 3 /w 2 where 0 ≤ y ≤ 2. The solution is
In Figure 13 we compare this equation to results from simulations. The agreement of the simulations with the formula is good in the tested range 0.5 ≤ y ≤ 2. For smaller values of y the Hausdorff dimension increases fast and one would have to simulate very large trees to see the scaling. Figure 13 . Equation (4.25) compared to simulations. The Hausdorff dimension, d H , is plotted against y = w 3 /w 2 . The leftmost datapoint is calculated from 50 trees on 50000 vertices and the others are calculated from 50 trees on 10000 vertices.
4.6.
Hausdorff dimension for general weights.
4.6.1. General mean field argument. Our argument to compute the Hausdorff dimension relies on the recursion relations for the substructure probabilities, studied in Section 3, which are valid only when the splitting weights w i are linear functions of the vertex degree i (w i = ai + b). In this case the total probability weight W(T ) for a given tree T depends only on its size ℓ (number of edges) and mean field arguments can be made exact.
In the general case where the w i,j are arbitrary and the w i are not linear with i, these recursion relations are no more exact. We can use a mean field argument and assume that they are still valid for large "typical" trees, provided that we replace in these recursion relations the exact weights W (ℓ) + w 1 = W(T ) by their mean field value for large trees
where n ℓ+1,j is the average number of i-vertices in a tree with ℓ edges, studied in Section 2. From the mean field analysis of Section 2.5, we expect that these n ℓ+1,j scale with ℓ as
with the vertex densities ρ j given by the mean field equations (2.43,2.44,2.45) as the components of the eigenvector ρ associated to the largest eigenvalue w of the matrix B. Thus the mean field approximation amounts to replacing
in the recursion relations of Section 3, in particular in the recursion relation (3.14) for the two point function q ki . With this assumption, we can repeat the scaling argument of Section 4.3, and we end up with equation (4.16), with the normalisation factor 1 w 2 in the r.h.s. replaced by the mean field normalisation factor
This equation is still an eigenvalue equation of the form
where C is the
2 matrix with coefficients given in (4.18). If we denote by χ the largest eigenvalue of this matrix C and if w is the largest eigenvalue of B then the Perron-Frobenius argument can be applied to show that χ is non-negative and that the eigenvector ω has non-negative components, which is a consistency requirement for the argument, since the ω ki are rescaled probabilities. We end up with a mean field prediction for the Hausdorff dimension of the simple form and we find
Numerical test of the mean field prediction. We have tested our prediction when d = 3 and the partitioning weights w i,j are uniform. In this case the 4.33 becomes
where α = w 2 w 1 and β = w 3 w 1 . In Figure 14 we compare this equation to results from simulations. There is a good agreement for small values of α and not too small values of β, but the precision of the numerics becomes poor for large values of α and small values of β. This could be expected since in this case, the trees will have a large Hausdorff dimension and finite size effects are expected to be large, so that one must go to very large trees to see the scaling. Clearly a better estimate of finite size effects and large simulations are desirable.
Correlations

5.1.
Vertex-vertex correlations in the linear case. Consider a tree on ℓ edges generated by the splitting procedure starting from the single vertex tree at time 0. We are interested in determining the density of edges which have endpoints of degrees j and k in the limit when ℓ → ∞. Denote this density by ρ jk , assuming it exists, and for convenience we let the vertex of degree j be the one closer to the root. Therefore ρ 1k = 0 for all k and in general ρ jk = ρ kj .
To arrive at these densities we use the same labelling techniques as in Ssection 3. We start by defining
as the probability that a vertex created at time s is of degree k and has ℓ ′′ 1 , . . . , ℓ ′′ k−1 right trees and that the vertex left to it is of degree j with an ℓ ′ 1 left tree and ℓ ′ 2 , . . . , ℓ ′ j−1 right trees (excluding the right tree which contains 
We use the methods of Section 3 to derive recursion equations for p jk (ℓ ′ 1 , . . . , ℓ ′ j−1 ; ℓ ′′ 1 , . . . , ℓ ′′ k−1 ; s) for linear splitting weights. We then average over the label s as before and get recursions for the average probabilities
. All equations and diagrams are given in Appendix A. Finally we define the densities ρ jk (ℓ) by averaging out the volume dependence of the average probabilities
and similarly we denote the vertex degree density by
cf. Section 2.2. We have the following recursion for the densities
and that a similar expansion holds for ρ j (ℓ). Expanding the above recursion in ℓ −1 gives
This equation is trivially satisfied in zeroth order of ℓ −1 . When we go to the next order we get the following equation for the limits of the densities
We can also arrive directly at this equation by assuming that for large ℓ an equilibrium with small enough fluctuations is established, and then perform the splitting procedure on this equilibrium. With the same methods, it is possible to derive an equation like (5.1) for the density ρ j 1 ,j 2 ,...,j R of linear paths of length R−1 directed towards the root containing vertices of degrees j 1 , . . . , j R .
Existence of solutions to equation (5.1) can be established by the PerronFrobenius argument like in the previous sections. In the following subsections we will find an explicit solution for linear weights and discuss generalizations for non-linear weights. In both cases we compare the results with simulations. .
Note that the following sum rules hold for the solutions
These relations show that there are only two independent link densities. We plot ρ 21 and ρ 22 in Figure 15 and compare to simulations. We can compare the above results to the case when no correlations are present. Denote the uncorrelated densities byρ ij . Then we simply havẽ
The denominator comes from the fact that the vertex closer to the root is of degree one with probability zero. 
Discussion
In this paper we introduced a simple but general model of random tree growth by vertex splitting. The probability weights w i,j for each splitting process can be chosen independently and are the parameters of the model. We study the large time/large tree size asymptotics of this model. A mean field theory is presented for the vertex degree distributions and we deduce master equations for various correlations functions, like subtree structure probabilities and vertex degree correlations. The mean field results are proved in some special cases and checked by numerical simulations in many general cases. Under a natural scaling hypothesis we are able to compute the intrinsic Hausdorff dimension d H of the tree. This Hausdorff dimension may take values between d H = 1 and d H = ∞, depending on the parameters w i,j . These predictions for d H are checked by numerical simulations.
There are still many open questions for the splitting model presented here. The most urgent one is to prove rigorously that the mean field theory is valid in the general case where the splitting weights w i are not linear with the vertex degrees i. Another goal is to get a better understanding of the degree-degree correlations for vertices which are at a finite distance greater than one, and of the general substructure probabilities. It would also be very interesting to obtain general distribution functions for correlations involving the geodesic distances on the trees, and more than two points.
As already mentioned in the introduction, the model considered here is related to other tree growth models. Firstly, it contains as a very special subclass the so called preferential attachment models, which have been extensively studied in the literature (see e.g. [1, 13] ). This model consists in allowing only growth by attaching a new vertex by an edge to an already existing k-vertex, with an attachment rate w k depending only on the degree k of the initial vertex. In our model this corresponds to allowing only the splitting processes
and to set all the splitting weights to zero except the
The preferential attachment model is not covered by our Lemma 2.3 (since condition (2) is not satisfied). But the preferential attachement model, in particular the vertex degree distribution ρ k can be studied by different methods (see e.g. [20] ). It can also be recovered as a limiting case of our model, by letting the w i,j → 0 if i or j > 1 in our solution for the ρ k , and eventually taking also as maximal degree d = d max = ∞. In this limit we also recover for the Hausdorff dimension d H → ∞ as expected.
Secondly, it also contains as a special limit case the so called alpha-model introduced by D. Ford [16] , in connection with phylogenetic trees and cladograms. This model is related (but is in general not equivalent) to the so called beta-models introduced by Aldous [3, 4] . The alpha-model has been studied in [19, 22] and generalised into the alpha-gamma model in [12] (a mixture of the alpha-model and of the preferential attachment model). It is beyond the scope of this paper to discuss in detail the relationship between these different models, as well as the motivations for them. However, we discuss briefly the basic idea.
The alpha model is a growth model for rooted binary trees, with only 1-vertices (the leaves) and 3-vertices (internal vertices), so that n 1 = n 3 + 1 (excluding the root). The growth process grafts a new leaf to a given edge, with probability weight α if the edge is internal (connects two internal vertices) and weight 1 − α if the edge is external (connects a leaf to an internal vertex). Thus at each step a leaf and an internal vertex are created.
This leaf-edge attachment process can be easily reproduced in our vertexsplitting model by considering the general model with d = 3 (we allow only 1-, 2-and 3-vertices) and by taking the weight w 3,1 → +∞. Indeed, in this case, if we start from a binary tree T with no 2-vertices, any splitting will produce a tree T ′ with a 2-vertex, either by splitting a leaf into a 1-vertex and a 2-vertex (with probability weight w 2,1 ), or by splitting an internal vertex into a 3-vertex and a 2-vertex (with probability weight w 3,2 ). But since w 3,1 = +∞, at the next step, with probability 1, the new 2-vertex will split into a 1-vertex and a 3-vertex, thus producing a new binary tree where a new 1-vertex has been grafted on an edge. These two two-step processes are depicted in Fig. 18 . For large binary trees, the density of 1-vertices Figure 18 . The two step processes in the d = 3 model which reproduce the grafting processes of the α-model. As expected, w 2,2 is irrelevant in the limit w 3,1 → +∞. This equivalence can be checked explicitly. For instance it is proven in [16] that the so-called Sackin's index S(t) scales with the size t of the binary tree as S(t) ∼ t 1+α . Here S(t) is defined as the sum over the leaves v of the number of edges between v and the root (minus 1). It is therefore related to the radius of the tree, and we expect it to scale as t 1+1/d H , where d H is the Hausdorff dimension of the tree. Therefore we expect that
in the α-model. This is indeed the case, taking the limit w 3,1 → +∞ in the general formula (4.33) for d H in the d = 3 model, we obtain lim
The alpha-gamma model of [12] is a model of trees which encompasses both growth by grafting of leaves on existing branches (like in the alpha model) and grafting leaves on existing nodes (like in the attachement models). It is very easy to see that the model presented here contains also the alpha-gamma model of [12] , but we shall not elaborate further on this point.
Another class of models are the tree growth models considered in [14] , which are equivalent to arch deposition models studied in connection with random bond RNA folding problems (in the greedy approximation scheme). These last models are slightly more complex, since they involve a two step splitting process, and their dynamics (i.e. the splitting weights) is fixed by the geometry of RNA folding (the splitting weights cannot be choosen arbitrarily). Variants of these models exhibit universal properties: the fractal dimension is always found to be d H = ( √ 17 + 3)/4 and some scaling functions are universal. It would be interesting to study correlations for these models with the methods presented here.
Both classes of models (the alpha and alpha-gamma models and the RNA models) are related to fragmentation trees and to coalescent trees, that is trees which appear in continuous time processes. It would also be interesting to study our model by continuous time methods. Another important question is universality: we have seen that our model, like the models of [16] and [3, 4] gives trees with continuously varying scaling exponents. In particular we can obtain d H = 1, d H = 2 and d H = ∞. We do not know, however, whether the trees that we obtain in this case have the same scaling limit (scaling exponents and correlation functions) as the trees obtained in [16] for α = 1, 1/2 an 0 respectively (the Comb, the Uniform and the Yule models of phylogenetic trees) or if our model gives a much richer universality class structure. Finally the trees studied here are symmetric, in the sense that the "time ordering" of the vertices, or their distance from the root, does not seem to be crucial, since the growth rule by splitting is local and geometric. It should be interesting to understand the similarities and the difference with the directed trees considered in (for instance) directed polymers and evolving population problems (see e.g. [10] and reference therein). In deriving equations (A.4) and (A.5) and the corresponding figures, note that the index p is introduced in the second last diagram in each figure. The reason for it is the following: even though the functions p j1 (ℓ ′ 1 , . . . , ℓ ′ j−1 ; s) and p jk (ℓ ′ 1 , . . . , ℓ ′ j−1 ; ℓ ′′ 1 , . . . , ℓ ′′ k−1 ; s) are symmetric under permutations of (ℓ ′ 2 , . . . , ℓ ′ j−1 ) it does matter where the edge going from s towards the root, is located.
Therefore, we group together the balloons counter-clockwise from s towards the rooted balloon and the balloons clockwise from s towards the rooted balloon into another group, one of the groups is possibly empty. If the total number of balloons in the groups is i − 2 then there are i − 1 such possible configurations. In the equations we therefore divide by i − 1 and sum over all the configurations which contribute to the configuration on the left of the equality sign. The index p in the sum is the location of s counter-clockwise from the rooted balloon. Note that p can be no larger than j −2 since if it were larger, there would be no space for the balloons inside the dotted circle. Note that the balloons inside the dotted circle are always drawn clockwise from the vertex s. To count the possibility that they are counter-clockwise from s we multiply by 2. 
