Abstract. Meseguer and Ros , u proposed rewriting logic semantics (RLS) as a programing language definitional framework that unifies operational and algebraic denotational semantics. RLS has already been used to define a series of didactic and real languages, but its benefits in connection with defining and reasoning about type systems have not been fully investigated. This paper shows how the same RLS style employed for giving formal definitions of languages can be used to define type systems. The same termrewriting mechanism used to execute RLS language definitions can now be used to execute type systems, giving type checkers or type inferencers. The proposed approach is exemplified by defining the Hindley-Milner polymorphic type inferencer W as a rewrite logic theory and using this definition to obtain a type inferencer by executing it in a rewriting logic engine. The inferencer obtained this way compares favorably with other definitions or implementations of W . The performance of the executable definition is within an order of magnitude of that of highly optimized implementations of type inferencers, such as that of OCaml.
Introduction
Meseguer and Ros , u proposed rewriting logic as a semantic foundation for the definition and analysis of languages [1, 2] , as well as type systems and policy checkers for languages [2] . More precisely, they proposed rewriting integer values to their types and incrementally rewriting a program until it becomes a type or other desired abstract value. That idea was further explored by Ros , u [3] , but not used to define polymorphic type systems. Also, no implementation, no proofs, and no empirical evaluation of the idea were provided. A similar idea has been recently proposed by Kuan, MacQueen, and Findler [4] in the context of Felleisen et al.'s reduction semantics with evaluation contexts [5, 6] and Matthews et al.'s PLT Redex system [7] .
In this paper we show how the same rewriting logic semantics (RLS) framework and definitional style employed in giving formal semantics to languages can be used to also define type systems as rewrite logic theories. This way, both the language and its type system(s) can be defined using the same formalism, facilitating reasoning about programs, languages, and type systems. We use the Hindley-Milner polymorphic type inferencer W [8] for Milner's Exp language to exemplify our technique. We give one rewrite logic theory for W and use it to obtain an efficient, executable type-inferencer.
Our definitional style gains modularity by specifying the minimum amount of information needed for a transition to occur, and compositionality by using strictness attributes associated with the language constructs. These allow us, for example, to have the rule for function application corresponding to the one in W look as follows (assuming application was declared strict in both arguments):
| eqns where tvar is a fresh type variable which reads as follows: once all constraints for both sides of an application construct are gathered, the application of t 1 to t 2 will have a new type, tvar, with the additional constraint that t 1 is the function type t 2 → tvar.
This paper makes two novel contributions:
1. It shows how non-trivial type systems are defined as RLS theories, following the same style used for defining languages and other formal analyses; 2. It shows that RLS definitions of type systems, when executed on existing rewrite engines, yield competitive type inferencers.
Related work. In addition to the work mentioned above, there has been other previous work combining term rewriting with type systems. For example, the Stratego reference manual [9] describes a method of using rewriting to add typecheck notations to a program. Also, pure type systems, which are a generalization of the λ-cube [10] , have been represented in membership equational logic [11] , a subset of rewriting logic. There is a large body on term graph rewriting [12, 13] and its applications to type systems [14, 15] . There are similarities with our work, such as using a similar syntax for both types and terms, and a process of reduction or normalization to reduce programs to their types. A collection of theoretical papers on type theory and term rewriting can be found in [16] . Adding rewrite rules as annotations to a particular language in order to assist a separate algorithm with type checking has been explored [17] , as well as adding type annotations to rewrite rules that define program transformations [18] . Much work has been done on defining type systems modularly [19] [20] [21] [22] [23] . The style we propose in this paper is different from previous approaches combining term rewriting with type systems. Specifically, we use an executable definitional style within rewriting logic semantics, called K [3, 24] . The use of K makes the defined type inferencers easy to read and understand, as well as efficient when executed. Section 2 introduces RLS and the K definitional style, and gives an RLS definition of Milner's Exp language. Section 3 defines the Hindley-Milner W algorithm as an RLS theory and reports on some experiments. Section 4 shows that our RLS definition faithfully captures the Hindley-Milner algorithm, and gives a summary of preservation results. Section 5 concludes the paper.
This section recalls the RLS project, then presents the K technique for designing programming languages. We briefly discuss these, and show how Milner's Exp language [8] can be defined as an RLS theory using K. The rest of the paper employs the same technique to define type systems as RLS theories.
Rewriting Logic
Term rewriting is a standard computational model supported by many systems. Meseguer's rewriting logic [25] , not to be confused with term rewriting, organizes term rewriting modulo equations as a logic with a complete proof system and initial model semantics. Meseguer and Ros , u's RLS [1, 2] seeks to make rewriting logic a foundation for programming language semantics and analysis that unifies operational and algebraic denotational semantics.
In contrast to term rewriting, which is just a method of computation, rewriting logic is a computational logic built upon equational logic, proposed by Meseguer [25] as a logic for true concurrency. In equational logic, a number of sorts (types) and equations are defined, specifying which terms are to be considered equivalent. Rewriting logic adds rules to equational logic, thought of as irreversible transitions: a rewrite theory is an equational theory extended with rewrite rules. Rewriting logic admits a complete proof system and an initial model semantics [25] that makes inductive proofs valid. Rewriting logic is connected to term rewriting in that all the equations l = r can be transformed into term rewriting rules l → r. This provides a means of taking a rewriting logic theory, together with an initial term, and "executing" it. Any of the existing rewrite engines can be used for this purpose. Some of the engines, e.g., Maude [26] , provide even richer support than execution, such as an inductive theorem prover, a state space exploration tool, a model checker, and more.
RLS builds upon the observation that programming languages can be defined as rewrite logic theories. By doing so, one gets "for free" not only an interpreter and an initial model semantics for the defined language, but also a series of formal analysis tools obtained as instances of existing tools for rewriting logic. Operationally speaking, the major difference between conventional reduction semantics, with [5] or without [27] evaluation contexts, and RLS is that the former typically impose contextual restrictions on applications of reduction steps and the reduction steps happen one at a time, while the latter imposes no such restrictions. To avoid undesired applications of rewrite steps, one has to obey certain methodologies when using rewriting logic. In particular, one can capture the conventional definitional styles by appropriate uses of conditional rules. Consequently, one can define a language many different ways in rewriting logic. In this paper, we use Ros , u's K technique [3] , which is inspired by abstract state machines [28] and continuations [29] , and which glosses over many rewriting logic details that are irrelevant for programming languages. Ros , u's K language definitional style optimizes the use of RLS by means of a definitional technique and a specialized notation.
K
The idea underlying K is to represent the program configuration as a nested "soup" (multiset) of configuration item terms, also called configuration cells, representing the current infrastructure needed to process the remaining program or fragment of program; these may include the current computation (a continuationlike structure), environment, store, remaining input, output, analysis results, bookkeeping information, etc. The set of configuration cells is not fixed and is typically different from definition to definition. K assumes lists, sets and multisets over any sort whenever needed; for a sort S, List[S] denotes comma-separated lists of terms of sort S, and Set[S] denotes white space separated sets of terms of sort S. For both lists and sets, we use "·" as unit (nil, empty, etc.). To use a particular list-or set-separator, one writes it as an index; for example, List [S] stands for -separated lists of terms of sort S. Lists and sets admit straightforward equational definitions in rewriting logic (a list is an associative binary operator, while a set is an associative, commutative, and idempotent binary operator). Formally, configurations have the following structure:
(descriptive names; first two common, rest differ with language)
The advantage of representing configurations as nested "soups" is that language rules only need to mention applicable configuration cells. This is one aspect of K's modularity. We can add or remove elements from the configuration set as we like, only impacting rules that use those particular items. Rules do not need to be changed to match what the new configuration looks like. Almost all definitions share the configuration labels (which stands for "top") and k (which stands for "current computation"). The remaining configuration labels typically differ with the language or analysis technique to be defined in K. A configuration c l may also be called a configuration item (or cell) named (or labeled ) l; interesting configuration cells are the nested ones, namely those where c ∈ Set [Config] . One is also allowed to define some language-specific configuration constructs, to more elegantly intialize and terminate computations. A common such additional configuration construct is p , which takes the given program to an initial configuration. An equation therefore needs to be given, taking such special initializing configuration into an actual configuration cell; in most definitions, an equation identifies a term of the form p with one of the form p k ... , for some appropriate configuration items replacing the dots. If one's goal is to give a dynamic semantics of a language and if p is some terminating program, then p eventually produces (after a series of rewrites) the result of evaluating p; if one's goal is to analyze p, for example to type check it, then p eventually rewrites to the result of the analysis, for example a type when p is well-typed or an error term when p is not well-typed.
The most important configuration item, present in all K definitions and "wrapped" with the ConfigLabel k, is the computation, denoted by K. Computa-tions generalize abstract syntax by adding a special list construct (associative operator) : The construct KLabel(List[K]) captures any programming language syntax, under the form of an abstract syntax tree. If one wants more K syntactic categories, then one can do that, too, but we prefer to keep only one here. In our Maude implementation, thanks to Maude's mixfix notation for syntax, we write, e.g., "if b then s 1 else s 2 " in our definitions instead of "if then else (b, s 1 , s 2 )".
The distinctive K feature is . Intuitively, k 1 k 2 says "process k 1 then k 2 ". How this is used and what the meaning of "process" is left open and depends upon the particular definition. For example, in a concrete semantic language definition it can mean "evaluate k 1 then k 2 ", while in a type inferencer definition it can mean "type and accumulate type constraints in k 1 then in k 2 ". A K definition consists of two types of sentences: structural equations and rewrite rules. Structural equations carry no computational meaning; they only say which terms should be viewed as identical and their role is to transparently modify the term so that rewrite rules can apply. Rewrite rules are seen as irreversible computational steps and can happen concurrently on a match-and-apply basis. The following are examples of structural equations:
Note that, unlike in evaluation contexts, is not a "hole," but rather part of a KLabel, carrying the obvious "plug" intuition; e.g., the KLabels involving above are + , + , and if then else , respectively. To avoid writing such obvious, distracting, and mechanical structural equations, the language syntax can be annotated with strict attributes when defining language constructs: a strict construct is associated with an equation as above for each of its subexpressions. If an operator is intended to be strict in only some of its arguments, then the positions of the strict arguments are listed as arguments of the strict attribute; for example, the above three equations correspond to the attributes strict for + and strict(1) for if then else . All these structural equations are automatically generated from strictness attributes in our implementation.
Structural equations can be applied back and forth; for example, the first equation for + can be applied left-to-right to "schedule" a 1 for processing; once evaluated to i 1 , the equation is applied in reverse to "plug" the result back in context, then a 2 is scheduled with the second equation left-to-right, then its result i 2 plugged back into context, and then finally the rewrite rule can apply the irreversible computational step. Special care must be taken so that side effects are propagated appropriately: they are only generated at the leftmost side of the computation.
The following are examples of rewrite rules: In contrast to structural equations, rewrite rules can only be applied left to right.
A Concrete Example: Milner's Exp Language
Milner proved the correctness of his W type inferencer in the context of a simple higher-order language that he called Exp [8] . Recall that W is the basis for the type checkers of all statically typed functional languages.
Exp is a simple expression language containing lambda abstraction and application, conditional, fix point, and "let" and "letrec" binders. To exemplify K and also to remind the reader of Milner's Exp language, we next define it using K. semantics. We also use this to point out some other K notational conventions. Note that application is strict in both its arguments (call-by-value) and that let and letrec are desugared. Additionally, syntactic constructs may be annotated with desugaring equations. In Figure 2 , we see that λ-abstractions are defined as values, which are also KResults in this definition; KResults are not further "scheduled" for processing in structural equations. Since Exp is simple, there is only one ConfigItem needed, wrapped by ConfigLabel k. The first two equations initialize and terminate the computation process. The third applies the β-reduction when (λx.e) v is the first item in the computation; we here use two other pieces of K notation: list/set fragment matching and the two-dimensional writing for rules. The first allows us to use angle brackets for unimportant fragments of lists or sets; for example, T | matches a list whose prefix is T , |T matches a list whose suffix is T , and |T | matches a list containing a contiguous fragment T ; same for sets, but the three have the same meaning there. Therefore, special parentheses and represent respective ends of a list/set, while angled variants mean "the rest." The second allows us to avoid repetition of contexts; for example, instead of writing a rule of the form C[t 1 , t 2 , ..., t n ] → C[t 1 , t 2 , ..., t n ] (rewriting the above-mentioned subterms in context C) listing the context (which can be quite large) C twice, we can write it
, ..., t n t n ] with the obvious meaning, mentioning the context only once. The remaining Exp semantics is straightforward. Note that we used the conventional substitution, which is also provided in our Maude implementation. The Exp syntax and semantics defined in Figures 1 and 2 is all we need to write in our implementation of K. To test the semantics, one can now execute programs against the obtained interpreter.
Defining Milner's W Type Inferencer
We next define Milner's W type inferencer [8] using the same K approach. Figure 3 shows the new K annotated syntax for W ; it changes the conditional to be strict in all arguments, makes let strict in its second argument, and desugars letrec to let (because let is typed differently than its Exp desugaring). Unification over type expressions is needed and defined in Figure 4 (with t v ∈ TypeVar). Fortunately, unification is straightforward to define equationally using set matching; we define it using rewrite rules, though, to emphasize that it is executable. Our definition is equivalent to the nondeterministic unification algorithm by Martelli and Montanari [30, Algorithm 1], instantiated to types and type variables, and with a particular rule evaluation order. [30, Theorem 2.3] provides a proof of correctness of the strategy. We implement their multi-set of equations by collecting equations and using associative and commutative (AC) matching. Finally, we should note that our substitution is kept canonical and is calculated as we go. 
when tv = t v , tv = t, t v = t , and tv ∈ vars(t )
Fig. 4. Unification
The first rule in Figure 4 eliminates non-informative type equalities. The second distributes equalities over function types to equalities over their sources and their targets; the third swaps type equalities for convenience (to always have type variables as lhs's of equalities); the fourth ensures that, eventually, no two type equalities have the same lhs variable; finally, the fifth rule canonizes the substitution. As expected, these rules take a set of type equalities and eventually produce a most general unifier for them: Theorem 1. Let γ ∈ Eqns be a set of type equations. Then:
-The five-rule rewrite system above terminates (modulo AC); let θ ∈ Eqns be the normal form of γ. -γ is unifiable iff θ contains only pairs of the form t v = t, where t v ∈ vars(t); if that is the case, then we identify θ with the implicit substitution that it comprises, that is, θ(t v ) = t when there is some type equality t v = t in θ, and θ(t v ) = t v when there is no type equality of the form t v = t in θ. -If γ is unifiable then θ is idempotent (i.e., θ • θ = θ) and is a most general unifier of γ.
Therefore, the five rules above give us a rewriting procedure for unification. The structure of θ in the second item above may be expensive to check every time the unification procedure is invoked; in our Maude implementation of the rules above, we sub-sort (once and for all) each equality of the form t v = t with t v ∈ vars(t) to a "proper" equality, and then allow only proper equalities in the sort Eqns (the improper ones remain part of the "kind" [Eqns] 
λx.e (tv → e) restore(η) Figure 5 shows the K definition of W . The configuration has four items: the computation, the type environment, the set of type equations (constraints), and a counter for generating fresh type variables. Due to the strictness attributes, we can assume that the corresponding arguments of the language constructs (in which these constructs were defined strict) have already been "evaluated" to their types and the corresponding type constraints have been propagated. Lambda and fix-point abstractions perform normal bindings in the type environment, while the let performs a special binding, namely one to a type wrapped with a new "let" type construct. When names are looked up in the type environment, the "let" types are instantiated with fresh type variables for their "universal" type variables, namely those that do not occur in the type environment.
We believe that the K definition of W is as simple to understand as the original W procedure proposed [8] by Milner, once the reader has an understanding of the K notation. However, note that Milner's procedure is an algorithm, rather than a formal definition. The K definition above is an ordinary rewriting logic theory-the same as the definition of Exp itself. That does not mean that our K definition, when executed, must be slower than an actual implementation of W . Experiments using Maude (see [31] for the complete Maude definition) show that our K definition of W is comparable to state of the art implementations of type inferencers in conventional functional languages: in our experiments, it was only about twice slower on average than that of OCaml, and had average times comparable, or even better than Haskell ghci and SML/NJ.
We have tested type inferencers both under normal operating conditions and under stressful conditions. For normal operating conditions, we have used small programs such as factorial computation together with small erroneous programs such as λx.(xx). We have built a collection of 10 such small programs and typechecked each of them 1,000 times. The results in Table 1 (average speed column) show the average time in seconds in which the type inferencer can check the type of a program. For the "stress test" we have used a program for which type inferencing is known to be exponential in the size of the input. Concretely, the program (which is polymorphic in 2 n + 1 type variables!):
takes the time shown in columns 3-7 to be type checked using OCaml (version 3.10.1), Haskell (ghci version 6.8.2), SML/NJ (version 110.67), our K definition executed in Maude (version 2.3), the PLT-Redex definition of the W procedure [4] , and an "off-the-shelf" implementation of W using OCaml [32] .
System Average Stress test Speed n = 10 n = 11 n = 12 n = 13 n = 14 These experiments have been conducted on a 3.4GHz/2GB Linux machine. All the tests performed were already in normal form, so no evaluation was necessary (other than type checking and compiling). For OCaml we have used the type mode of the Enhanced OCaml Toplevel [33] to only enable type checking. For Haskell we have used the type directive ":t". For SML the table presents the entire compilation time since we did not find a satisfactory way to only obtain typing time. Only the user time has been recorded. Except for SML, the user time was very close to the real time; for SML, the real time was 30% larger than the user time. Moreover, an extension to W , which we call !W (see Figures 6 and 7) , containing lists, products, side effects (through referencing, dereferencing, and assignment) and weak polymorphism did not add any significant slowdown. Therefore, our K definitions yield quite realistic implementations of type checkers/inferencers when executed on an efficient rewrite engine.
| Our Maude "implementation" of an extension 1 to the K definition of W has about 30 lines of code. How is it possible that a formal definition of a type system, written in 30 lines of code, can be executed as is with comparable efficiency to well-engineered implementations of the same type system in widely used programming languages? We think that the answer to this question involves at least two aspects. On one hand, Maude, despite its generality, is a well-engineered rewrite engine implementing state-of-the-art AC matching and term indexing algorithms [34] . On the other hand, our K definition makes intensive use of what Maude is very good at, namely AC matching. For example, note the fourth rule in Figure 4 : the type variable t v appears twice in the lhs of the rule, once in each of the two type equalities involved. Maude will therefore need to search and then index for two type equalities in the set of type constraints which share the same type variable. Similarly, the fifth rule involves two type equalities, the second containing in its t some occurrence of the type variable t v that appears in the first. Without appropriate indexing to avoid rematching of rules, which is what Maude does well, such operations can be very expensive. Moreover, note that our type constraints can be "solved" incrementally (by applying the five unification rewrite Rules from Figure 5 , with modifications or additions as follows: 
where t * = · · and rules), as generated, into a most general substitution; incremental solving of the type constraints can have a significant impact on the complexity of unification as we defined it, and Maude indeed does that.
Analysis and Proof Technique
Here, we sketch an argument that although different in form, our definition of W is equivalent to Milner's. We additionally give a brief summary of our work in proving type system soundness using our formalism.
Equivalence of Milner's and Our W
We would like to make explicit how our rewriting definition is effectively equivalent to Milner's W , up to the additions of some explicit fundamental data types and operators. To do this, it is easiest to look at J , Milner's simplified algorithm, which he proved equivalent to W . Milner's definition of J is given in Figure 8 as a convenience for the reader. The main questions of equivalence center around recursive calls and their environments, as well as the substitution.
J is a recursive algorithm. It calls itself on subexpressions throughout the computation. We achieve the same effect through the use of strictness attributes and the saving and restoring of environments. Our strictness attributes cause subexpressions to be moved to the front of the computation structure, effectively disabling rules that would apply to the "context," and enabling rules applying to the subexpression itself.
To each call of J , a type environment (also called a typed prefix in Milner's notation) is passed. Because we have only one global type environment, it is not immediately obvious that changes to the type environment when evaluating subexpressions cannot affect the remaining computation. In Milner's algorithm, this is handled by virtue of passing the environments by value. We ensure this by always placing, at the end of the local computation, a restore marker and a copy of the current environment before affecting the environment. Thus, when the local computation is complete, the environment is restored to what it was before starting the subcomputation.
Both definitions keep a single, global substitution, to which restrictions are continually added as side effects. In addition, both only apply the substitution when doing variable lookup. The calls to UNIFY in the application, if/then/else, and fix cases are reflected in our rules by the additional formulas added to the eqns configuration item. Indeed, for the rules of Exp (disregarding our extensions with integers), these are the only times we affect the unifier. As an example, let us look at the application de in an environmentp. In J , two recursive calls to J are made: J (p, d) and J (p, e), whose results are called ρ and σ respectively. Then a restriction to the global unifier is made, equating ρ with σ → β, with β being a new type variable, and finally β is returned as the type of the expression.
We do a very similar thing. The strictness attributes of the application operator force evaluation of the arguments d and e first. These eventually transform into ρσ. We can then apply a rewrite rule where we end up with a new type β, and add an equation ρ = σ → β to the eqns configuration item. The evaluations of d and e are guaranteed not to change the environment because we always restore environments upon returning types.
Type Preservation
We attempted to prove the preservation property of W using our methodology. We briefly outline the approach below. For more details of the partial proofs of soundness for this and other type systems defined in K, see [35] . We use a few conventions to shorten statements. The variables V , E, and K stand for values, expressions, and computation items respectively. Additionally, we add E and W subscripts on constructs that are shared between both the Exp language and the W algorithm. We then only mention the system in which reductions are taking place if it is not immediately clear from context. Finally, a statement like W |= R * −→ R means that R reduces to R under the rewrite rules for W . A distinguishing feature of our proof technique is that we use an abstraction function, α, to enable us to convert between a configuration in the language domain to a corresponding configuration in the typing domain. Using an abstraction function in proving soundness is a technique used frequently in the domain of processor construction, as introduced in [36] , or compiler optimization [37, 38] . Lemma 1. Any reachable configuration in the language domain can be transformed using structural equations into a unique expression.
Proof. This follows from two key ideas. One, you cannot use the structural equations to transform an expression into any other expression, and two, each structural equation can be applied backwards even after the rules have applied.
Because of Lemma 1, we can use a simple definition for α: α( E E ) = E W . By the lemma, this definition is well-defined for all reachable configurations, and homomorphic with respect to structural rules. While this function is effectively the identity function, we have experimented with much more complicated abstraction functions, which lead us to believe the technique scales [35] .
Proof. This follows directly from the W rewrite rules for values.
Lemma 3 (Preservation 1)
. If E W * −→ τ and E E * −→ R for some type τ and configuration R, then W |= α(R) * −→ τ for some τ unifiable with τ .
Lemma 4 (Preservation 2)
. If E W * −→ τ and E E * −→ V for some type τ and value V , then V W * −→ τ for some type τ .
Proof. This follows directly from Lemmas 2 and 3.
In comparison, the definition of (strong) preservation as given by Wright and Felleisen [6, Lemma 4.3] states: "If Γ e 1 : τ and e 1 −→ e 2 then Γ e 2 : τ ." We cannot define preservation in the same way, because our terms do not necessarily remain terms as they evaluate. If one accepts the idea of our abstraction function, then subject reduction is actually closer in spirit to the above Lemma 3. We were able to verify Lemma 3 for many of the cases, but were unable to show the necessary correspondence between the environment and replacement.
Conclusions and Further Work
We have shown that rewriting logic, through K, is amenable for defining feasible type inferencers for programming languages. Evaluation suggests that these equationally defined type inferencers are comparable in speed with "off-the-shelf" ones used by real implementations of programming languages. Since both the language and its type system are defined uniformly as theories in the same logic, one can use the standard RLS proof theory to prove properties about languages and type systems for those languages. These preliminary results lead us to believe our approach is a good candidate for the PoplMark Challenge [39] .
