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Abstract
We show that the quantum measurement known as the pretty good measurement can be used to
identify an unknown quantum state picked from any set of n mixed states that have pairwise fidelities
upper-bounded by a constant below 1, given O(log n) copies of the unknown state, with high success
probability in the worst case. If the unknown state is promised to be pure, there is an explicit measure-
ment strategy which solves this worst-case quantum state discrimination problem with O˜(‖G‖) copies,
where G is the Gram matrix of the states.
1 Introduction
A fundamental task in quantum information theory is quantum state discrimination. Here we will be con-
cerned with the following variant of this problem: We are given an unknown state ρ picked from a known
set S = {ρi} of mixed states, where |S| = n, and our task is to identify ρ with the lowest possible worst-
case probability δ of failure. That is, we want to find a quantum measurement (POVM), described by a set
of positive semidefinite operators µi with
∑
i µi = I , such that maxi 1 − trµiρi is minimised. This task
has been termed “minimax” quantum state discrimination [8], though here we will refer to it as worst-case
quantum state discrimination. We will also consider the closely related question where we are given δ > 0
in advance, and would like to determine the number k of copies of ρ that are required to achieve failure
probability δ by performing a measurement on ρ⊗k.
Quantum state discrimination has been a topic of intensive study within quantum information theory
(see [4, 6, 2] for reviews), although the majority of works consider the setting where each state ρi is produced
with a known probability pi. However, in the context of a quantum algorithm which should have a low
worst-case probability of failure, worst-case discrimination is often the most natural setting.
In the worst-case setting, it was shown by Harrow and Winter [9] that, if all states in S have pairwise
fidelities F (ρi, ρj) := ‖√ρi√ρj‖1 upper-bounded by F (where 0 < F < 1), then the worst-case state
discrimination problem can be solved with O(log(n/δ)/ log(1/F )) copies of ρ. This result is nonconstruc-
tive, and the proof proceeds via a minimax theorem. That is, existence of a measurement that solves the
worst-case state discrimination problem is shown, without describing the measurement explicitly.
Here we show that there is an explicit measurement, the pretty good measurement [12, 11] (“PGM”,
defined below) which achieves a similar scaling of the number of copies:
Theorem 1. If F (ρi, ρj) ≤ 1 −  for all pairs of distinct states ρi, ρj ∈ S, then the worst-case state
discrimination problem can be solved with failure probability δ by applying the PGM to O(log(n/δ)/)
copies of ρ.
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Next we show that, in the case of pure states, this result can sometimes be improved to a scaling of the
number of copies required which does not depend on n. In the case where all states in S are pure, write
ρi = |ψi〉〈ψi|, and let G be the Gram matrix of these vectors, i.e. Gij = 〈ψi|ψj〉. Then:
Theorem 2. If all states in S are pure, then the worst-case state discrimination problem can be solved with
success probability at least ‖G‖−1 by applying the PGM to one copy of ρ. If additionally tr ρiρj ≤ 1 − 
for all pairs of distinct states in S, then there is an explicit measurement strategy which, applied to
O((‖G‖/)(log 1/δ) log(‖G‖/δ)) = O˜(‖G‖/)
copies of ρ, solves the worst-case state discrimination problem with failure probability δ.
In Theorem 2 and throughout, we use O˜(f(‖G‖, , δ)) to denoteO(f(‖G‖, , δ) polylog(‖G‖, 1/, 1/δ)).
Thus the operator norm of G bounds the success probability and the number of copies required to solve
the worst-case quantum state discrimination problem. To gain some intuition for this result, note that if all
the states in S are orthogonal, G is the identity matrix, so ‖G‖ = 1; whereas if all the states in S are equal,
Gij = 1 and ‖G‖ = n.
Theorem 2 can be applied, for example, to random pure states picked from a variety of distributions. It
often holds that, for random states in d dimensions and with n = O(d), ‖G‖ = O(1) with high probability.
Indeed, this holds for any states whose amplitudes with respect to an arbitrary basis are close to iid random
variables with suitably bounded 4th moments [14, 3]. Examples are Haar-random pure states and states of
the form 1√
d
∑d
i=1 zi|i〉, where zi is uniformly randomly chosen from {±1}. Upper bounds were proven
on the probability of failure of discriminating these ensembles of states in [13] in the case where there is a
uniform probability distribution on the states in S. Theorem 2 extends this to a worst-case setting.
2 Definitions
The pretty good measurement [12, 11] (PGM), also known as the square-root measurement [10], is defined
as follows: for each state ρi we introduce a measurement operator µi = Σ−1/2ρiΣ−1/2, where Σ :=
∑
i ρi
and the inverse is taken on the support of Σ. This is a valid POVM as
∑
i
µi =
∑
i
Σ−1/2ρiΣ−1/2 = Σ−1/2
(∑
i
ρi
)
Σ−1/2 = I,
where the identity operator is with respect to the span of the states in the support of S. Note that often this
measurement is defined in terms of states ρi normalised by some a priori probabilities pi, but here these are
not used.
Write ρi =
∑
j λij |ψij〉〈ψij | for the eigendecomposition of ρ, and let G be the Gram matrix of the
weighted states {√λij |ψij〉}. G has a natural block structure in terms of i. If we define the vectors |µij〉 =
Σ−1/2
√
λij |ψij〉 and the positive semidefinite matrix Pik,jl =
√
λjl〈µik|ψjl〉, then
(P 2)ik,jl =
∑
r,s
√
λikλrs
√
λjl〈ψik|Σ−1/2|ψrs〉〈ψrs|Σ−1/2|ψjl〉
=
√
λik
√
λjl〈ψik|Σ−1/2
(∑
r,s
λrs|ψrs〉〈ψrs|
)
Σ−1/2|ψjl〉
= Gik,jl.
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Thus the probability that the PGM outputs i on input ρj is
trµiρj = tr
(∑
k
|µik〉〈µik|
)(∑
l
λjl|ψjl〉〈ψjl|
)
=
∑
k,l
λjl|〈µik|ψjl〉|2 = ‖P (ij)‖22 = ‖
√
G
(ij)‖22,
where we use P (ij) to denote the (i, j)’th block of P and ‖M‖22 :=
∑
i,j |Mij |2. Write
PE(S) := max
i
1− trµiρi = max
i
1− ‖
√
G
(ii)‖22
for the worst-case probability of error when the PGM is used.
3 Worst-case bounds for mixed states
It was shown in [9], based on a bound of [5], thatO(log n) copies are required to identify a state picked from
an arbitrary set of n states with pairwise fidelities bounded above by a constant F < 1. The result of [9]
states that there exists a measurement that achieves this complexity, without describing that measurement
explicitly. The reason is that the result of [5] is stated in terms of a known probability distribution on the
states, and [9] uses a minimax theorem to lift this to a worst-case bound. Here we show that the PGM itself
achieves such a bound. The proof is directly analogous to that of [5] in terms of considering Hilbert-Schmidt
norms of off-diagonal blocks of
√
G, though it proceeds via a slightly different route.
Lemma 3.
PE(S) ≤
∑
i 6=j
F (ρi, ρj).
Proof. Set Λ =
∑
i |i〉〈i| ⊗ G(ii), ∆ =
∑
i 6=j |i〉〈j| ⊗ G(ij), such that G = Λ + ∆. We are interested in
upper-bounding
PE(S) = max
i
∑
j 6=i
‖
√
G
(ij)‖22 ≤
∑
i,j:i 6=j
‖
√
G
(ij)‖22 ≤ ‖
√
G−
√
Λ‖22,
where the second inequality holds because
√
Λ
(ij)
= 0 for i 6= j. For any unitarily invariant norm ‖ · ‖ and
any positive operators A, B, we have [7, Theorem X.1.3]
‖
√
A−
√
B‖ ≤ ‖
√
|A−B|‖.
Hence
‖
√
G−
√
Λ‖22 = ‖
√
Λ + ∆−
√
Λ‖22 ≤ ‖
√
|∆|‖22 = ‖∆‖1 ≤
∑
i 6=j
‖G(ij)‖1 =
∑
i 6=j
F (ρi, ρj),
where ‖ · ‖1 denotes the trace norm. The last equality follows from
G(ij) =
∑
k,l
√
λik
√
λjl〈ψik|ψjl〉|k〉〈l| =
(∑
k
√
λik|k〉〈ψik|
)(∑
l
√
λjl|ψjl〉〈l|
)
,
which implies that
‖G(ij)‖1 =
∥∥∥∥∥
(∑
k
√
λik|ψik〉〈ψik|
)(∑
l
√
λjl|ψjl〉〈ψjl|
)∥∥∥∥∥
1
= ‖√ρi√ρj‖1 = F (ρi, ρj)
by unitary invariance of the trace norm and orthonormality of the states {|ψik〉} for each i.
3
Lemma 3 implies that if F (ρi, ρj) ≤ 1/(3n2) for all i 6= j, then PE(S) ≤ 1/3. This can be seen as
a generalisation of a folklore result proven by Ambainis and de Wolf [1], albeit with a somewhat worse
constant. The result of [1] was only shown for pure states, but states that if F (ρi, ρj) ≤ 1/n2 for all i 6= j,
then PE(S) ≤ 1/3.
Theorem 1 (restated). If F (ρi, ρj) ≤ 1 −  for all pairs of distinct states ρi, ρj ∈ S, then the worst-case
state discrimination problem can be solved with failure probability δ by applying the PGM toO(log(n/δ)/)
copies of ρ.
Proof. Let S′ = {ρ⊗ki : i ∈ {1, . . . , n}}; then by Lemma 3,
PE(S
′) ≤
∑
i 6=j
F (ρ⊗ki , ρ
⊗k
j ) ≤ n(n− 1) max
i 6=j
F (ρi, ρj)
k ≤ n2(1− )k ≤ n2e−k
so it is sufficient to take k = d(2/) ln(n/δ)e to achieve failure probability at most δ.
4 Improved bounds for pure states
We now find an alternative bound which is only good for pure (or not too mixed) states, but which further
improves on [9] by not having any (explicit) dependence on n. The bound states that, for any set of pure
states whose pairwise fidelities are bounded above by 1−, where  > 0 is a constant, the state discrimination
problem can be solved with O˜(‖G‖) copies of the unknown state, where ‖ · ‖ is the operator norm. The
bound is based on the following technical lemma:
Lemma 4. For all i,
‖G‖−1 tr ρ2i ≤ trµiρi ≤ ‖G−1‖ tr ρ2i .
Proof. We have
λmin(
√
G)
√
G ≤ G ≤ λmax(
√
G)
√
G
in a positive semidefinite sense, where λmin(G), λmax(G) are the minimal and maximal eigenvalues of G.
This inequality is preserved under projections and taking the 2-norm. So
‖G‖ trµiρi = λmax(
√
G)2‖
√
G
(ii)‖22 ≥ ‖G(ii)‖22 = tr ρ2i ,
which is the lower bound of the lemma, and
‖G−1‖−1 trµiρi = λmin(
√
G)2‖
√
G
(ii)‖22 ≤ ‖G(ii)‖22 = tr ρ2i ,
which is the upper bound.
If one assumes a uniform distribution on the states in S and that they are pure, the lower bound in Lemma
4 is a corollary of [13, Lemma 2].
Theorem 2 (restated). If all states in S are pure, then the worst-case state discrimination problem can
be solved with success probability at least ‖G‖−1 by applying the PGM to one copy of ρ. If additionally
tr ρiρj ≤ 1 −  for all pairs of distinct states in S, then there is an explicit measurement strategy which,
applied to
O((‖G‖/)(log 1/δ) log(‖G‖/δ)) = O˜(‖G‖/)
copies of ρ, solves the worst-case state discrimination problem with failure probability δ.
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Proof. The first part is immediate from Lemma 4. For the second part, apply the PGM separately to k =
d‖G‖ ln(2/δ)e copies of ρ, obtaining outcomes i1, . . . , ik. The probability that the outcome corresponding
to ρ is not among the outcomes obtained is at most
(1− ‖G‖−1)k ≤ e−‖G‖−1k ≤ δ/2.
Then copies of ρ are tested via l = dln(2k/δ)/e uses of each of the accept/reject measurements that project
onto ρij , for each outcome ij . If all measurements in the j’th group accept, then the protocol outputs ij . If
no such group of measurements all accept, the protocol outputs “fail”.
Each accept/reject measurement accepts ρij with certainty. By the fidelity constraint, the probability
that all the measurements for a given j accept ρ if ρ 6= ρij is at most (1 − )l ≤ e−l ≤ δ/(2k). By a
union bound, the probability that any group of measurements incorrectly all accepts is at most δ/2. Thus
the probability that the whole protocol fails is at most δ. The overall number of copies of ρ used is at most
k(l + 1) = O((‖G‖/)(log 1/δ) log(‖G‖/δ)) as claimed.
Note the following additional points about Theorem 2:
1. For pure states, Theorem 1 is a corollary of Theorem 2. Letting G be the Gram matrix of the states
{|ψi〉⊗k},
‖G‖ ≤ 1 + (n− 1) max
i 6=j
|Gij | = 1 + (n− 1) max
i 6=j
|〈ψi|ψj〉|k.
If |〈ψi|ψj〉| ≤ 1 −  for all i 6= j, this quantity becomes arbitrarily close to 1 for sufficiently large
k = O((log n)/).
2. It is not possible to obtain a similar result to Theorem 2 for arbitrary mixed states (i.e. an upper bound
only in terms of ‖G‖), as can be seen by considering the states ρi = I/n. In this case one can calculate
that G = J ⊗ (I/n), where Jij = 1, i, j ∈ {1, . . . , n}; so ‖G‖ = 1, but the maximal worst-case
success probability that can be achieved is 1/n.
3. A case where Theorem 2 is quite weak is a set of states whose pairwise inner products are all equal to
some constant c ∈ (0, 1). Then ‖G‖ = 1 + c(n− 1), so Theorem 2 states that the state discrimination
problem could be solved with O˜(n) copies. It is obvious that this could be improved to O˜(log n)
copies, as taking k copies maps c 7→ ck. But in this case we can explicitly calculate that (√Gii)2 ≥
1− c−O(1/n), so only O(1) copies are required to achieve a high probability of success [13].
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