Formal issues in languages based on closed curves by Fish, Andrew & Stapleton, Gem
Formal Issues in Languages Based on Closed Curves
Andrew Fish and Gem Stapleton
Visual Modelling Group
University of Brighton
Brighton, UK
www.cmis.brighton.ac.uk/research/vmg
{andrew.fish,g.e.stapleton}@brighton.ac.uk
Abstract
Three important questions arise when using visual lan-
guages: for any given piece of information can we draw a
diagram representing that information, can we reliably in-
terpret the diagrams and can we reason diagrammatically
about that information? The desirable answer to all three
questions is yes, but these desires are often conflicting; for
example, well-formedness conditions can be enforced to as-
sist diagram interpretation but this can result in drawabil-
ity problems. In this paper, we focus on visual languages
based on closed curves, which are used in numerous com-
puting applications. Many such languages effectively use
spatial properties such as containment and disjointness.
We consider the consequences of enforcing various well-
formedness conditions, such as simplicity and connected-
ness of minimal regions, in relation to the above questions.
We suggest refinements of the conditions in order to find a
balance between the conflicting desires.
1 Introduction
We will use the term Euler diagram in a very general
sense, to mean any finite collection of closed curves which
express information about intersection, containment or dis-
jointness. Often, well-formedness conditions are imposed
on Euler diagrams. These conditions are usually chosen in
order to alleviate mental difficulties in the user’s interpreta-
tion of the diagrams but they may also be due to application
domain requirements. An example of one such condition,
which is often enforced, is that the closed curves must be
simple. We aim is to raise awareness of consequences that
emerge as a result of well-formedness conditions.
Euler diagrams have numerous applications, including
the visualization of statistical data [6], displaying the results
of database queries [34] and representing non-hierarchical
computer file systems [8]. They have been used in a visual
semantic web editing environment [24, 35] and for view-
ing clusters which contain concepts from multiple ontolo-
gies [16]. Closed curves are a basis for many of the UML
notations, including class diagrams and statecharts [9].
Another major application area is that of logical reason-
ing [5, 11, 15, 19, 20, 21, 26, 28, 30, 31, 33]. For example,
the constraint diagram logic [21] is based on Euler diagrams
and is used for formal object oriented specification [18, 22].
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Figure 1. An Euler diagram.
Any Euler diagram can be described by listing the set
intersections that are present in the diagram. For example,
the diagram in figure 1 can be described by: A ∩ B ∩ C,
A ∩ B ∩ C, B ∩ A ∩ C, A ∩ B ∩ C and A ∩ B ∩ C
(where A is the complement of A etc). Each of the items
in this list corresponds to a region in the diagram; for exam-
ple A∩B ∩C corresponds to the region which is inside the
curveA, but outside the curvesB andC. A natural question
arises: given an Euler diagram description, does there exist
an Euler diagram with that description? In other words, is
the Euler diagram description drawable? The answer de-
pends on the well-formedness conditions enforced. Clas-
sifying which descriptions are drawable under each set of
well-formedness conditions is important: it will allow us to
inform users as to which conditions permit their information
to be visualized. In this paper, we specify well-formdness
conditions that allow all descriptions to be drawn.
When visualizing information, we may want to perform
some logical reasoning or transform a diagram if informa-
tion is updated. Ideally, transformation rules (of which rea-
soning rules are a special case) will modify diagrams in
such a way that users can easily identify the change, pre-
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serving their mental map as much as possible. Whether
transformation rules can be applied in such a way is, again,
affected by the well-formedness conditions enforced.
The accuracy of diagram interpretation is also inter-
twined with the well-formedness conditions. We demon-
strate that not enforcing any well-formedness conditions
renders some diagrams ambiguous unless care is taken
when defining semantics.
2 Describing Euler Diagrams
We describe Euler diagrams in terms of the labels asso-
ciated to their curves. Given a finite collection of labels,
L = {L1, L2, ..., Ln}, let W be a subset of PL − {∅}.
The pair (W,L) is an Euler diagram description. The el-
ements of W describe the minimal regions; a minimal re-
gion (called a zone in [11]) is a maximal set of points in the
plane that are interior to some set of curves and exterior to
the remaining curves. An element of W is the set of labels
of the curves that contain the corresponding minimal region.
For example, (W = {{A}, {B}, {A,B}, {A,B,C}}, L =
{A,B,C}) describes the Euler diagram in figure 1. The
minimal region which is inside A but outside B and C cor-
responds to the set {A} in W . If W = PL − {∅} then
(W,L) describes a Venn diagram. All Venn diagram de-
scriptions are drawable with simple closed curves and con-
nected minimal regions [25].
3 Simple Closed Curves
The closed curves in Euler diagrams are often required
to be simple [4, 6, 15, 19, 32, 34] but not always [2, 5, 9,
28, 30, 33]. Formally, a curve is a continuous function,
f , defined on the interval [0, 1]. If f(0) = f(1) then f is
closed. If, for all x, y ∈ [0, 1], f(x) = f(y) implies x = y
or |x − y| = 1 then f is simple [3]; that is, simple closed
curves do not self-intersect.
3.1 Consequences of Enforcing Simplicity
The Jordan Curve Theorem states that any simple closed
curve with codomainR2 splitsR2 into precisely two pieces,
one bounded and the other unbounded [1]. Given the image
of a simple closed curve, we can easily identify the curve’s
interior because the interior is the bounded piece. The iden-
tification of the interior of closed curves (simple or other-
wise) is crucial in order to be able to interpret Euler dia-
grams. When formalizing the semantics of Euler diagrams,
it is usually stated that the interior of each curve represents
the set denoted by that curve’s label. Many definitions given
in the literature rely on the notion of interior [15, 19, 30, 33];
an example is given below.
Definition 3.1 The set of all points interior to a closed
curve is a basic region. A region is defined using opera-
tions union, intersection, difference and complement on ba-
sic regions.
For example, in figure 1, the basic region interior to A con-
sists of the three minimal regions inside A. We can safely
use definitions that rely on the interiors of simple closed
curves because there is a well-defined (and intuitive) notion
of what constitutes the interior.
Unfortunately, enforcing simplicity has the consequence
that not every Euler diagram description is drawable [23,
34]. This has implications when defining transformation
rules. An example of such a rule allows the removal of a
minimal region; this is used when reasoning (see [19, 33],
for example) and is also useful when information being vi-
sualized is updated. There is no guarantee that such a region
can be nicely removed from a diagram (under a continu-
ous transformation of the plane), maintaining the simplicity
of curves. A naive technique to remove a minimal region,
which does not work in general, is to shrink the region to a
point, thus ensuring that the resulting diagram looks similar
to the original diagram. For example, in figure 2, the shaded
minimal region can be nicely removed from d1 to give d2.
d 1
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Figure 2. Shrinking minimal regions.
The ability to shrink a region to a point depends upon
the local geometry; for example a star like region, unlike a
non-simply connected region, can be contracted to a point.
In figure 2, d3 contains a non-simply connected minimal
region – interior to A but exterior to B – which cannot
be shrunk to a point. Even if it is possible to shrink a
given minimal region to a point, this may yield a diagram,
d, that contains non-simple curves. In some cases, it is
not even possible to draw a diagram using only simple
closed curves that has same description as d. For example,
Venn-(9) is drawable with simple closed curves, but
removing all minimal regions except for those described by
∅, {A,B,C}, {D,E, F}, {G,H, I}, {A,D,G}, {B,E,H},
{C,F, I} leaves a diagram whose description is not draw-
able when simplicity is enforced [23, 34].
The undrawability of some collections of set intersec-
tions can have profound effects on logical reasoning sys-
tems. Reasoning rules are examples of transformation rules
which specify, syntactically, when a diagram, d2, can be
obtained from another diagram, d1. A reasoning rule is
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valid if the semantics of d2 can be deduced from the se-
mantics of d1. Such rules are usually defined in terms of a
pre-condition and a post-condition (sometimes implicitly),
as in [19, 31, 33]. The expectation of such a contract is
that if the pre-condition holds for a well-formed diagram
d1 then there exists a well-formed diagram d2 that satisfies
the post-condition. Therefore, the pre-condition should be
made strong enough, or the post-condition weak enough, so
that this is indeed the case.
However, being able to specify a strong enough pre-
condition can be difficult. This is because it is currently un-
known which diagram descriptions are drawable under sim-
plicity: to specify a strong enough pre-condition we need
to know that applying the transformation rule will produce
a well-formed diagram in return. Furthermore, specifying a
weak enough post-condition so that a well-formed d2 exists
can result in the rule not being valid, meaning that the logic
is unsound.
A proof is a sequence of diagrams 〈d1, d2, ..., dn〉 such
that, for all 1 ≤ i < n each di+1 is obtained from di by ap-
plying a reasoning rule [13]. Some reasoning systems allow
a set of premise diagrams (as opposed to a single premise
diagram), as in [30, 33], and the definition of a proof can
be adapted. Ideally, reasoning systems will be complete:
for any diagrams d1 and dn, if the semantics of dn can be
inferred from the semantics of d1 then there is a proof of dn
from d1. Suppose that the semantics of d2 can be inferred
from those of d1 and we wish to write a proof from d1 to
d2. It is possible that the undrawability of some diagram
descriptions can prevent there from being a proof from d1
to d2 (if any ‘proof’ of d2 from d1 has to pass through a
non-wellformed diagram), thus making the system incom-
plete. Even if the system is complete, it may be the case
that some ‘proofs’ would naturally pass through diagrams
that fail the well-formedness conditions and so some natu-
ral ‘proofs’ are unobtainable.
Many completeness proof strategies are constructive,
giving a sequences of reasoning rule applications that trans-
form the premise diagram into the conclusion diagram, such
as those in [15, 19, 30, 31, 33]. A potential source of
error in this type of completeness proof arises if the pre-
conditions are not strong enough; in this case rules are not
always applicable even when the pre-condition is satisfied
but such completeness proofs sometimes ignore this issue.
It is possible to overcome the undrawability issue and its
consequences by not enforcing simplicity.
3.2 Consequences of Not Enforcing Simplicity
Theorem 3.1 shows, as a benefit of not enforcing sim-
plicity, that all descriptions are drawable. This removes the
potential problem of reasoning systems being incomplete
because of the non-applicability of reasoning rules.
Theorem 3.1 Let (W,L = {L1, ..., Ln}) be an Euler di-
agram description. Then there exists an Euler diagram, d,
with description (W,L).
Proof To construct d proceed as follows. For each Si ∈W ,
draw one simple closed curve Ci labelled by Si, such that if
|W | > 1 then
1. there exists a unique point, p, in the image of all of the
Ci’s and
2. no other point is in the image of two (or more) distinct
Ci’s and
3. the interiors of the Ci’s are pairwise disjoint.
For each Lj ∈ L such that there is no Si ∈ W satisfying
Lj ∈ Si, draw a line in the plane, Ci, labelled by {Lj},
so that Ci does not intersect any curve already drawn. The
diagram d consists of |L| closed curves Kj (with label Lj)
where the image ofKj is the union of the images of theCi’s
for which Lj ∈ Si. The resulting diagram has description
(W,L) by construction, since each required minimal region
appears in exactly one of the curves Ci and the only other
minimal region present is outside all the K ′js.
A
C
A
B CB
{ A }
{ B , C }
{ C } { A , B , C }
{ D } D D
Figure 3. Diagram construction.
An example of this construction process can be seen
in figure 3. Starting with the description (W =
{{A}, {C}, {B,C}, {A,B,C}}, L = {A,B,C,D}), we
draw four curves labelled appropriately (the Ci’s, shown in
the lefthand diagram). To construct the required Euler di-
agram d (the middle diagram) we use the images of these
four curves. For example, the image of the curve in d la-
belledA is obtained by taking the union of the images of the
simple curves labelled {A} and {A,B,C}. The rightmost
diagram, where the curve labelledA is a figure of eight, also
has description (W,L) but better exploits the containment
properties of Euler diagrams.
From the construction process given in the proof of the-
orem 3.1 we can extract a refined set of well-formedness
conditions and maintain the drawability of every Euler di-
agram description: the closed curves either self-intersect at
most once or are lines and, in addition, each minimal re-
gion is connected. Furthermore, we can weaken these well-
formedness conditions and still maintain drawability: the
closed curves either self-intersect a finite number of times
or are lines.
Our focus now turns to the interpretation of diagrams
when simplicity is not enforced. Formally, the interior of
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a closed curve is defined by using winding numbers [3].
Knowing the image of a closed curve is not sufficient in-
formation to determine its interior. In practice we are only
given the images so a method to identify interior points is
required (discussed later in this section).
Various reasoning systems based on Euler diagrams
use additional syntax to represent elements or individu-
als [5, 11, 19, 30, 33]. For example, the Euler/Venn system
uses constant sequences to represent individuals [33]. The
Euler/Venn diagram d1 in figure 4 is ambiguous: is Jean a
software engineer? It may well be the case that many peo-
ple would say Jean is a software engineer because Jean is
seemingly placed inside Software Engineers. Furthermore,
it might appear that there are two curves, one of which is
labelled by Jean; we are not necessarily able to correctly
identify the syntactic components of diagrams in the non-
simple case, causing further semantic ambiguity.
S o f t w a r e  E n g i n e e r s
J e a n
d 1
L e c t u r e r s
J o b  S e e k e r s
d 2 d 3
Figure 4. Ambiguous diagrams.
Ambiguity also arises when using self-intersecting
closed curves in Euler diagrams (even without any extra
syntax). The Euler diagram d2 in figure 4 is ambiguous
for a similar reason: are all job seekers also lecturers or are
none of them lecturers? In this case, even though the curve
labelled Job Seekers is placed in a bounded component of
R2 minus the image of the curve labelled Lecturers, there is
not an intuitive notion that the Job Seekers curve is ‘inside’
the Lecturers curve: the shaded part of d3 indicates a likely
‘interior’ of the Lecturers curve.
We conclude that additional information is essential for
the unambiguous interpretation of d2 (and d1). One may
identify the interior and exterior points given only the im-
ages using some canonical method. Such a method needs to
be clearly stated because there are various choices that give
rise to different interiors; we now give two such methods.
Method 1 If we only allow curves, C, to have a finite num-
ber of self intersections then we can define the interior of the
image of C as follows. Pick a point, p, in the unbounded re-
gion and let x be a point not equal to p and not in the image
of C. Let γ be a path from p to x that does not pass through
any point where C self-intersects and γ only intersects C
transversely and a finite number of times. If γ intersects
C an odd number of times then x is interior to the image
of C (this is well-defined because the parity of the number
of crossings is the same for any such path γ). Using this
method, no job seekers also happen to be lecturers, agree-
ing with our intuitive interpretation of d2, but, for d1, Jean
is not identified as a software engineer.
Method 2 A point, x, is interior to the image of C if x is in
a bounded face of R2 minus the image of C. This method
agrees with the intuitive interpretation of d1 that Jean is a
software engineer, but gives the non-intuitive interpretation
of d2 identifying all job seekers as lecturers.
Our two methods give different notions of the interiors of
the image of closed curves. Together with our examples in
figure 4, this highlights the importance of specifying such a
method when not enforcing simplicity. No method for iden-
tifying interior points from the images has been stated in the
publications on Euler diagram reasoning where simplicity is
not enforced.
As well as affecting semantic problems, not enforcing
simplicity affects the way we can define reasoning systems.
In figure 5, the basic region interior to A in d1 is the set of
shaded points. This shading frequently is used to assert that
A represents the empty set. In d2, A has no interior and,
therefore, also represents the empty set.
A
d 1 d 2
A
d 3
A
d 4
Figure 5. Reasoning with Euler diagrams.
A reasoning rule in the Euler/Venn system (which is sim-
ilar to a rule in [19] for spider diagrams) states that any
shaded minimal, but not basic, region can be removed from
a diagram [33]. So, the removing shaded regions rule can-
not be applied to the diagram d1 in figure 5 to give d2 be-
cause the only shaded region in d1 is also a basic region.
The pre-condition ensures that after an application of the
rule there is at least one minimal region inside each curve
because of the ‘not basic’ constraint. Since the diagrams d1
and d2 are semantically equivalent, if the reasoning system
is to be complete then we must be able to write a proof of
d2 from d1. There is a sequence of rule applications to de-
duce d2 from d1: erase A from d1, giving d3; introduce A
to d3 giving d4; unify d1 and d4 to give d2 (see [33] for de-
tails of these rules). In this instance, completeness may not
have been affected by the overly strong pre-condition, but a
complex sequence of rule applications is required in order
to make a seemingly trivial deduction.
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A reason for not allowing the removal of basic regions
in [19] where simplicity is enforced is to avoid applications
of rules yielding non-wellformed diagrams like d2. When
allowing non-simple closed curves, as in [33], we can relax
the pre-condition of the removing shaded regions rule to
allow the removal of basic regions.
When applying reasoning or, more generally, transfor-
mation rules it is a great advantage, from a usability per-
spective, if the rules can be applied in such a way that a
user’s mental map is minimally disrupted. The following
theorem tells us that, when no well-formedness conditions
are enforced, a minimal region can be removed under a con-
tinuous transformation of the plane, helping to preserve a
user’s mental map.
Theorem 3.2 Let d be an Euler diagram. Any minimal re-
gion, m, can be removed from d by shrinking m.
4 Connected Minimal Regions
One well-formedness condition, nearly always enforced,
is that minimal regions must be connected components of
the plane. If we enforce connectedness then we cannot
necessarily delete any curve, which is a typical reasoning
rule [15, 19, 30, 33], and maintain well-formedness. For
example, in figure 6, the deletion of any curve will result in
disconnected minimal regions.
A B
CD
E
Figure 6. Venn-5.
Enforcing connectedness comes with a price: to get com-
plete reasoning systems, such as Venn-II [30], we must re-
draw the diagram where necessary after deleting a curve;
for example, deleting a curve from Venn-(5) gives Venn-(4)
which is drawable, but we may have to completely redraw
the diagram rather than simply deleting the curve. This
places a larger burden on the user in terms of understand-
ing (due to mental map difficulties when presented with a
redrawing) or in terms of effort (when the user is forced to
redraw). In fact, there are few choices of curve that can be
deleted from Venn-(n) whilst maintaining well-formedness.
Theorem 4.1 Let d be a Venn diagram that has connected
minimal regions. There are at most three choices of curve
that can be deleted from d without leaving disconnected
minimal regions [29].
5 Inductive Definitions
Some definitions of Euler diagrams are inductive [5, 28,
30, 33] and we can think of this as placing another well-
formedness condition on Euler diagrams.
Definition 5.1 An Euler diagram is inductive if it can be
constructed as follows. A rectangle is an inductive Euler
diagram. If d1 is an inductive Euler diagram and d2 results
by drawing a closed curve, C, completely within the rect-
angle of d1 so that all of the minimal regions of d1 are split
by C into at most two new minimal regions then d2 is an
inductive Euler diagram.
The diagrams in figure 7 are ‘inductive diagrams’. For
example, d3 in figure 7 is obtained from d2 by adding B.
The curve B splits the minimal region inside A into two
minimal regions, one of which is disconnected: the minimal
region interior to A but exterior to B in d3 consists of two
components of the plane minus the images of the curves.
In definition 5.1, it is stated that the new curve splits each
existing minimal region into at most two new minimal re-
gions. We observe that this condition is redundant: a curve
can only split minimal regions into at most two regions. We
believe there is confusion between the notion of minimal
regions in the usual combinatorial sense (a minimal region
is interior to some set of closed curves and exterior to the
remaining curves) and in a topological sense (a connected
component of the plane minus the images of the curves). It
is likely that the intention of the definition writer is to en-
force the connectedness of minimal regions; if this is the
case d3 should not be an inductive diagram.
d 1 d 2
A
d 3
A
B
Figure 7. Inductive Euler diagrams.
The diagram in figure 6 does not comply with the induc-
tive definition when connectedness is enforced since delet-
ing any curve leaves disconnected minimal regions. Given
any diagram, it is not immediately obvious whether it sat-
isfies the inductive definition. This is likely to affect the
usability of the notation because testing to see if a diagram
is inductive can be time consuming and some visually pleas-
ing images (such as that in figure 6) are not inductive.
Perhaps the motivation for inductive definitions of Eu-
ler diagrams came from inductive Venn diagram definitions
where there is no drawability problem (all Venn diagram
descriptions are drawable under the inductive definition).
However, it is not even clear whether it is possible to delete
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an arbitrary curve from an inductive Euler diagram and pro-
duce an inductive diagram in return (even if you redraw).
6 Precise Language and Abstraction
Concrete (drawn) level formalisms are difficult to work
with, causing a tendency to use imprecise or informal lan-
guage. This can easily lead to ambiguities or oversights
such as relying on being able to identify the interiors of
non-simple closed curves given only their images. By con-
trast, the use of precise language necessitates a thorough
understanding of the problem domain and permits a proper
analysis of any consequences arising. The act of formaliza-
tion often brings to light issues that are not apparent when
working informally.
In order to understand the consequences of enforc-
ing well-formedness conditions in their entirety, specialist
knowledge of the application domain and some knowledge
of geometry and topology is required. For example, a lo-
gician is likely to be focused on identifying a complete set
of reasoning rules and, in order to achieve this goal, may
choose not to enforce simplicity whilst being unaware of
the topological consequences.
An alternative to the difficult approach of formalizing
at the concrete level is to use an abstract syntax [10, 17]
(like an Euler diagram description). Defining transforma-
tion rules at an abstract level facilitates a greater level of
rigour and precision, which is essential in order to be certain
that the reasoning systems are sound and that the rules can
be applied correctly in the sense that our expectation of the
pre/post contract is met. Using an abstract level is advan-
tageous in that it separates the problems of reasoning from
drawability: the rules can be defined independently of any
concrete level well-formedness conditions. The reasoning
systems in [19, 31] are defined using an abstract syntax but
many are defined at the concrete level, as in [5, 15, 30, 33].
A major problem with defining reasoning rules (or any
transformation rules) at the concrete level is that specifying
the pre-condition completely will require a classification of
drawable diagrams under the chosen well-formedness con-
ditions. When transformation rules are defined at the con-
crete level, sometimes we must redraw a diagram after the
application of a rule in which case one may as well have
used an abstract syntax so working at the abstract level in
general is sensible.
Of course, the concrete diagrams must be generated from
the abstract syntax and this may not always be possible un-
der a specified set of well-formedness conditions. However,
reasoning at the abstract level allows us to be certain that
proofs exist and, because of theorem 3.2, we know that all
proofs can be visualized when no conditions are enforced.
Furthermore, it is computationally less expensive to apply
rules at the abstract level. This computational efficiency is
essential when automating the search for proofs; even in
some simple cases many thousands of diagrams are pro-
duced that are not part of the proof [13], so they do not
need to be drawn. There is ongoing work in the drawing
community attempting to address the issue of being able
to generate diagrams under various well-formedness condi-
tions [7, 6, 12, 14, 34] and also attempting to make diagrams
look similar [27].
7 Conclusion
This paper provides a discussion of various issues that
arise in the many visual languages based on closed curves,
of which there are numerous examples in computing [8, 9,
16, 21, 22, 24, 35]. We have investigated the consequences
of enforcing various well-formedness conditions that ap-
pear in the literature, especially in the areas of drawabil-
ity, semantic interpretation and reasoning. Not enforcing
the simplicity condition causes problems interpreting Euler
diagrams. Completely removing this condition is not sen-
sible: it allows any closed curves ranging from space fill-
ing curves [1] to straight lines or even points to be used.
This not only causes difficulties in the formalization of, for
example, semantics but may lead to confusion, especially
when lines represent disjunction as in [5, 11, 19, 30, 33]
and dots represent elements as in [11, 19]. If the simplic-
ity condition is not enforced or refined then it is necessary
to specify a method for determining the interior of curves
given just the images.
We suggest that refinements of the conditions are used
(such as refining simplicity to allow only a finite number
of self-intersections) in order to provide a balance between
conflicting desires. From a reasoning perspective, permit-
ting a finite number of self-intersections allows rules to be
applied to more diagrams by enabling the relaxation of the
pre-conditions. This may enhance usability in certain cir-
cumstances; for example, a minimal region can be removed
using a natural process so that the resulting diagram looks
similar to the original diagram.
We have provided a construction process which gener-
ates a diagram from any Euler diagram description. This
will enable the visualization of proofs in logical reasoning
systems which are defined at an abstract level; the use of an
abstract level separates the issues of drawability from those
of reasoning. Further work on the generation of diagrams
under various sets of well-formedness conditions is under-
way, and will enable the visualization of proofs containing
diagrams which satisfy conditions specified by a user.
There are other standard well-formedness conditions and
in future work we plan to conduct an analysis of them. This
may lead to further refinements of the conditions as well as
provide a better understanding of their effects. We expect
that issues similar to those raised in this paper will occur
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in other visual languages even if different well-formedness
conditions are imposed.
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