Abstract: Some digit-by-digit methods for the evaluation of the elementary functions are described. The methods involve processes that resemble repeated-addition multiplication and repeatedsubtraction division. Consequently, the methods are easy to implement and the resultant execution times are short.
Introduction
It is customary in computers to build an arithmetic unit which is capable of adding, subtracting, multiplying and possibly dividing. To perform more complicated operations it is usual to write routines that use these basic operations, operating on words at a time. However, in certain cases, digit-by-digit methods exist for the evaluation of certain functions. Some of these are altractive because they can be made faster than the corresponding subroutine methods, and also because they do not need so much storage space; sophisticated fast subroutines for evaluating the elementary functions require the storage of many constants. Hence, it is worthwhile considering whether more powerful arithmetic units could be provided which would be capable of performing these digit-by-digit methods.
The advent of microprogramming as a method of computer control has made it very easy to construct relatively complicated arithmetic units. The methods described here are ideal for a machine with such control. However, these methods can also easily be implemented in a conventional manner.
The first part of this paper will show flow diagrams of four routines. These will form, respectively, ylx, A striking feature of these four routines is their similarity. This means that a common microprogram subroutine or common hardware may be used, in one of four different modes of operation, and this, of course, represents an economy in the number of microinstructions or in the amount of hardware required. These ideas are particularly helpful to the designer of small but powerful machines, but they may also have applications for larger machines, where it is required to have the elementary functions "built in."
The second part of this paper shows how essentially, by reversing the above routines, tan y, xey and xy2 may be generated. 21 0 In the paper it will, be supposed that base 10 arithmetic is being used. This is by no means a restriction. However, the fact that operations can be performed with base 10 is an advantage in the area of small machines where it may be inconvenient to provide decimal-to-binary conversion.
Section 1: Division
The basic repeated subtraction process is, of course, very well known indeed. For completeness the flow diagram for it is shown in Fig. 1 .
Initially register A contains an n digit word y , and register B an n digit word x. x is subtracted from y as many times as is possible until A becomes as small as it can without going negative. The number of subtractions is recorded in a counter whose contents are transferred to a shifting register Q . One too many subtractions is performed and this requires a subsequent addition. It is possible of course to omit this addition and alternately subtract and add, and this possibility remains in the cases of the routines to be described. However, for the sake of simplicity, this complication will be omitted. (A) are now multiplied by 10 and the process is repeated. When it has been repeated n times as shown by the counter j , the ( Q ) are the n digits of the quotient ylx.
To keep the digits of the answer less than 10, there is a restriction y/x < 10. A must be a register of length n + 1 to allow for the shift left. The answer is, of course, exact, except for the remainder.
Modijied division
The modification to this basic routine which is proposed here is to provide a modifier register M. This is loaded during each subtraction cycle immediately prior to subtraction. After each subtraction the pseudo divisor which is in B is updated. This is done by adding to the divisor, the contents of the modifier M digit qj, is being formed. A flow diagram for this process is shown in Fig. 2 .
It will transpire roughly that the various routines differ only in that the contents of different registers are used to load the modifier. It will be found indeed that in one case the digits qj are such that log[l + ( y / x ) ] = qj log(1 + 1O-j) ; The precise ways in which the various routines work will next be described. Flow diagrams for all of them are shown together in Fig. 3 .
To form log[l + (y/x)I
The method used is essentially Brigg's method modified so that the main part of the calculation is by a pseudo division process, and handled in such a way that accuracy is retained.
The method consists of choosing digits qj so that
where y and x are given It digit positive numbers. The calculation of qj is made to resemble a division. When this has been done, log[l + ( y / x ) ] = qj log(1 + 10-j) .
(2) j The calculation is split into two parts. In the first part, digits qj are calculated. In the second, the logarithm is calculated from (2) using stored values for log(1 + 10-j). This latter calculatiog turns out to be a pseudo multiplication. 
Part I of calculation
The basic idea is to suppose that
has been calculated, where qo qj-are digits that have already been chosen, and that they have been chosen in such a way as to make this expression as small as possible. It is now required to find the next digit qj. For this, successive calculations of
for a = 0, 1, 2 * qj are made. qj is defined by
The idea is to try the effect of including further factors (1 + lO-j), with the object of keeping y,") positive but making it small.
It is convenient to define
The successive y's and x's may be calculated from (3) and (4) by the recurrence relations
By design the y's get smaller and smaller. To keep accuracy, it is convenient to do what is done in the case of a true division and put z u ( j ) = loiy ( j ) .
(6)
Then for each j the recurrence relations become
and these are the equations for the evaluation of qj. qj is defined by zql(j) >= 0 > zql+ (1) .
(8)
This is clearly a pseudo division process. z:j) is the pseudo remainder and x,(j) is the pseudo divisor. It only differs from a true division in that the pseudo divisor is being constantly updated by the addition of IO-jx,") to it instead of being held constant. When qj has been found it is clear that the initial conditions for the evaluation of qj+ are When the process is first started it is also clear that
Hence, the following algorithm is established: If y is divided by x using a long division repeated subtraction process wherein the divisor x is continually updated by having 10-jx added to it during the formation of the quotient digit, qj, then the pseudo quotient qo, ql, qz -is such that log[l + ( y / x ) ] = q j log(1 + 10" ).
The flow chart in Fig. 3 contains this process and shows it explicitly. It is identical for this case, with that shown in Fig. 1 for a true division except for the provision of the modifier register M a s shown in Fig. 2 , whose contents update the divisor. Each time a subtraction is performed the modifier is set with the divisor itself, so that the recurrence relations (7) are satisfied.
Magnitudes of x and y
It is desirable that all the quotient digits qj should be less than 10. As in the case of a true division, this implies an upper restriction on y/x. Indeed, for qo < 10, we must have
For subsequent digits the condition is automatically met because it is certainly met for a true division, and in the pseudo division the divisor is being continually increased. When y/x is small, the calculation approaches a true division and not surprisingly 10gCl + (Y/X>l YlX
Register lengths
x and y are each n digit numbers with, it is supposed, their decimal points aligned. However, since the number contained in B grows during the calculation, B may have to be a register of length greater than n. The contents of B at the end of the calculation are, in fact,
= y + x by construction, so that it is obvious that a register of length n + 1 for B will suffice. The remainder register A , will also never have to contain a number greater than ten times that in B. Hence, the length of register A is made n + 2.
Q is given a length of n, and the pseudo quotient is calculated to n digits. Considerations of accuracy show that it is not worthwhile calculating more digits. 
(14)
In the worst case q1 = q2 = q3 = * * = 9 6 x l = 6 x 2 = ' * . = 6 .
00020
It is then found that 
3
.~
The effect of round-off errors that occur when q2 is formed is identical except that it is ten times as small, and so on. Thus, in the worst case, the effect of all rounding errors is to produce a total error in A, when qn-l has been formed, it is supposed that at least one of y or x contains n 20330 significant digits,
Zog,[l + (ylx)] = 2 log, 2 + 3 log, 1.01 + 3 log, 1.001
The worst case error in qn-l is, therefore, less than A pseudo multiplication then causes the evaluation of giving log,[l + ( y l x ) ] = 1.4192. If more digits of 2.5. Thus, the last digit of the quotient will never be the pseudo quotient are calculated a value for in error by more than 2.5. Due to the fact, however, log,[l + (ylx)] = 1.419240 is obtained which is in fact that it is likely for round-off errors to compensate, it exact. is usual for qn-to be exact in typical calculations.
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(The probability of this happening may, in fact, be calculated.) Therefore, the method is inherently an accurate one.
Part 2 of calculation
The second part of the calculation consists of finding log[l + ( y / x ) ] from (11). The base to which the logarithm is calculated is determined by the base to which the stored constantslog(1 + 10-j) are calculated.
It should be observed that log,(l + 10-j) -10-j.
Thus, the decimal number qo .q1qzq3 is already a fairly close approximation to log,[l + (ylx)].
Indeed, if working is carried to n figures, only about the first half of the qj cause corrections to be made.
The formation of log[l + (y/x)] from (1 1) clearly resembles a multiplication. The number in Q is the multiplier, while the multiplicand is given the value log(1 + 10-j) while multiplication by the digit qj is taking place. It is, therefore, convenient to use a pseudo multiplier for this operation. The operation is identical to an ordinary multiplier save that the multiplicand is set from some read-only store to the required value, as each digit of the multiplier is processed. Figure 4 shows the process explicitly and also shows how it is combined with a true multiplication. It is good enough, of course, to set
while the least significant half of the multiplier digits are processed. This economizes on the number of stored constants required.
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The intention is that this routine should be no more than a particular mode of the multiplication routine. It is, of course, true that the pseudo multiplication and division could be combined into a single process. They have, however, been split so that they may be combined with true multiplication and division.
Execution times
The time to form log[l + (y/x)] using this method will be about three multiply times, and, of course, this includes the division of y by x which conventionally would have to be done before the calculation of the logarithm. This assertion may be slightly unfair since it assumes that multiplication would be performed by a repeated addition process, without the use of any tricks for speeding it up. However, the pseudo processes described are also performed without any tricks and it may be that similar tricks are applicable in all cases.
Log z
If it is wished to evaluate log z, where z is an n digit number with the decimal point to the left, then the complement of z should be put in A and z itself into B before the process is begun.
= -log z y / x will not be too large if z is not too small. This makes an excellent method of finding log z if 0.1 5 z < 1, and so this method can be used for finding the logarithm of the fractional part of a floating point number.
To form tan"(y/x)
The method used is one that resembles Brigg's method, but it is applied to complex logarithms. The central idea is to find integers qj such that
where x and y are n digit positive numbers and R is real. When this is done
The imaginary part of this equation gives
Calculation is again split into two parts. In the first, integers qj are calculated by a pseudo division process. In the second tan-l(y/x) is found by a pseudo multiplication, using stored values for tan-' 10-j.
Part I of calculation
The idea is to suppose that ( x + i y ) ( 
has been calculated, where qo * qj-are digits that have already been chosen in such a way as to make the imaginary part of this expression as small as possible, and to consider what is required to find qj. For this, successive calculations of
That is, y'j) must be made as small as possible, while keeping it positive.
By design, the y's get smaller as the process is continued. Hence, to keep accuracy, it is convenient to write
The recurrence relations then become
These are obeyed repeatedly until
This is again a pseudo division process with z$) the pseudo remainder and xa(j) the pseudo divisor. In this case, however, the pseudo divisor is repeatedly updated by adding to it lO-'jz/). As in the case of logarithms, it is clear that when the iteration for qj+l is started, initial conditions are so that the pseudo remainder has to be shifted one place to the left. Also, at the beginning of the entire process Hence, the following algorithm is established. If y is divided by x using a long division repeated subtraction process wherein the divisor is continually updated by having lO-'jz added to it (z the remainder) during the formation of the quotient digit qj, then the pseudo quotient qoql * --is such that tan-l(y/x) = q j tan-' 10".
The flow chart in Fig. 3 shows the process explicitly and it only differs from that for the formation of I stead of to (B).
Magnitudes of x and y
Since 0 5 tan-l(y/x) 5 4 2 it is obvious qo 5 2.
Also, since the divisor is continually being increased, it is clear that all the other pseudo quotient digits are less than 10. Hence, all the quotient digits are less than 10 and there are no restrictions on the ratio ylx.
J A Register lengths x and y are each n digit numbers with their decimal points aligned. At the end of the process, B will contain approximately the number R from (21), and 
Hence, a register of length n + 1 will certainly accommodate R. Therefore, as for the logarithm routine, it is sufficient to make B a register of length n + 1 and A a register of length n + 2. Table 2 shows a typical calculation set out in detail.
Accuracy
The discussion of accuracy is virtually the same as the discussion for logarithms, since, again the only errors that occur, occur when the contents of the modifier are shifted and added to update the divisor. Errors occur because of the figures dropped. The previous discussion applies to all pseudo division processes of this type. The result, therefore, is that the worst possible error in the last digit of the quotient q,,l-l is 50 x 10'"26/R .
(34)
In this case too, therefore, the worst possible error is of 2.5 in the last digit of the pseudo quotient, and, of course, owing to the cancellation of errors, it is usual for qn-to be exact.
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9 Part 2 of calculation Tan"(y/x) is now calculated from (31). This is done by means of a pseudo multiplication and is exactly as described for the logarithm and is shown in Fig. 4 . However, the multiplicand is set to 10' tan" 10" for successive values o f j instead of to 10' log(1 + 10-j).
For 213 of the values of j it is accurate enough to set 1Ojtan" 10" = 1
and this, therefore, saves stored constants.
Execution times
The time to form tan"(y/x) using this method is about three multiply times and, of course, this one also gains a division.
To form tan-' z, it is a very simple matter to put y = 10"z
for a suitable scale factor lo", though then, of course, the extra division facility is wasted.
Assessment
The two routines that have been described give accurate values of log[l + (y/x)] and tan"(y/x) in three multiply times which is quicker than any of the current subroutine methods. They have the advantage of simplicity since they merely employ pseudo dividers and pseudo multipliers. Moreover, they are not unduly expensive with stored constants.
9 Square roots J y T It is also tempting to use the modified divider that has been described for the extraction of square roots. This can be done at the expense of slightly more complication. The method is the standard digit by digit one.
The flow diagram is shown also in Fig. 3 . It is seen that the only difference from the previous routines is that the modifier is set to a constant, while the pseudo divisor is altered between the extraction of successive digits.
Integers qj are found such that Here, it is supposed that qo qj-have been found and it is required to find qj. This is done by calculating successively (39) for a = 0, 1,2 -* . The object again is to make yo") as This can be calculated from the recurrence relation As before, for accuracy's sake, it is convenient to put za(j) = lOjy,") and so get the recurrence relations
(43)
These equations are iterated until zS(j) goes negative. That is, qj is defined by zqj(j) >= 0 > z q j + l ( j ) .
(44)
These equations are again like those that arise in a division process. z,(j) is the remainder, and x,(j) is the pseudo divisor, which is continually being updated by the addition of the constant 2x, shifted j places.
The initial conditions for the extraction of qj+ are, however, more complicated. Clearly 
xq.t (45)
Thus, before the calculation of q j + l the pseudo divisor must be updated by subtracting from it 0.9 x IO-jx, and this constitutes the extra complication.
At the beginning of the process
Hence, the following algorithm is obtained. If a pseudo division of y by x is performed, where the modifier is held constant at 2x, and if between the calculation of successive digits 0.9 x 10"x is subtracted from the divisor, then the quotient is JTx. Of course the numbers 2x and 0 . 9~ can be calculated before the process is begun.
This routine probably looks more familiar if it is performed with x = 1. It should be observed that it is very easy to set the modifier at 2x in a binary machine and also that in a binary machine the factor 0.9 that occurs in the subtraction is replaced by a factor 0.1.
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Magnitudes of numbers It is convenient to suppose that y and x are given as numbers with n significant digits and that either their decimal points are aligned or else misaligned by one digit. If they are aligned this implies that 10 > y/x > 1/10, If they are misaligned, y is shifted one place left to align them before calculation is begun. In the latter digits will be less than 10.
Sizes of registers
At the end of the process B will contain approximately 2 JXy. Hence, as before, a register of length n + 1 will suffice for B and a register of n + 2 for A . A typical calculation is shown in Table 3 .
Accuracy
Errors occur when the shifted modifier updates the divisor and figures are dropped, and also, when the divisor is updated between the extraction of successive If the process is continued it gives 2.143507, which happens to be exact. Note that it is assumed y and x have their decimal points aligned.
digits. The first errors are those that have been encountered previously. The others are of the same type but occur in the worst case one tenth as often. Hence, from (16) there is a worst case error of about 55 x 10"-26 (49) in A when qn-has been formed. qn-was obtained essentially by a division of ( A ) by (B). B contains at this time 2&.
Hence, the worst case error in qn--(55 x 10n-2/2)(6/Jxy).
(50)
Since, by design x and y each contain, at least, n significant digits GIJXy < 5 x lo-". so this routine has the same kind of accuracy as the others.
Conclusion
It is, therefore, possible to make a simple pseudo divider and a simple pseudo multiplier which between them, operating in different modes, can compute ylx, log[l + (Y/X)l, tan-'(y/x), Jylx.
Section 2: Multiplication
The processes that have been described in Section 1 may be reversed. This reversal leads to methods for forming exponentials, tangents and squares. In the reverse processes, multiplications become divisions and divisions multiplications. In the multiplications that result, it is naturally expected that the least significant digit of the multiplier will be processed first and that the answer will be obtained as the ratio of the contents of registers A and B. This implies that an ultimate extra division is necessary.
It transpires, however, that accurate methods for forming exponentials and squares can be devised that avoid this final division, but in the multiplications that they contain, the order of multiplication is changed and the most significant digit of the multiplier is processed first. In the case of the tangent, however, the method must be the exact reverse of the method for the inverse tangent. This makes the methods slightly different from each other.
To form exponentials
The method to be described enables x(ep -1) to be calculated for given positive p and x. p is expressed as explicitly in the first section of the paper, but the reader should observe that the only difference for that case is that the pseudo divisor should be updated by a subtraction rather than by an addition.
In floating point applications, it is probably sufficient, however, for p to be positive and so only this case will be dealt with now.
The calculation is split into two parts. In the first, integers qj are found by a pseudo division, and in the second the exponential is evaluated by a pseudo multiplication.
Part 1
To find integers qj a division of p is made. The divisor 220 is set to log(1 + 10-Jj from a read only store while the IBM JOURNAL APRIL 1962 digit qj is being formed. Figure 5 shows the process explicitly, and it is clearly the reverse of what is shown in Fig. 4 . Of course, constants lOjlog(1 + 10-j) are taken from the same store.
Magnitude of p
It is necessary to have all digits qj less than 10. This means that p < 10 log 2 for qo < 10, while this condition is met automatically for other digits since log(1 + 10-j) < 10 log (1 4-lo-j-1) .
(54) p and the constants 10' log(1 + 10-j) must have their decimal points aligned. The constants are stored as n digit numbers, the decimal point being to the left. Hence, the number p must be shifted if necessary before the process is begun. n pseudo quotient digits are calculated. The accuracy to which p is known will not warrant the calculation of further digits.
Part 2
To calculate
a pseudo multiplication is performed using qo qnas the pseudo multiplier, and starting with the most significant digit qo.
For this, suppose that has already been calculated and that it is now required to introduce a further factor (1 + 10-j)q~. Define are obtained and these are iterated for a = 0 * qj -1.
It is convenient to make
Then the recurrence relations become a (59)
These equations now resemble a multiplication; z i j ) is the partial sum, while x / ) is the multiplicand which is being continually updated by the addition of itself shifted j places. qo * --4 . -is the multiplier.
When qj has been processed, initial conditions for the processing of qj+ are zo(i+ 1) = loz (i) x o ( i + l ) = (i) .
41
Hence, a pseudo multiplication is being made, where (61)
x is the pseudo multiplicand that is repeatedly updated, There is, therefore, a shift left of the partial product identical with that for a true multiplication (multiThe flow chart in Fig. 6 shows this process. It is between the processing of successive digits and this is plication from the left) except for the provision of the exactly what happens in the case of a true multiplication where the most significant digit is processed first.
plicand after each successive addition. modifier register which updates the pseudo multiIf it is required to calculate xep rather than x(eP -I),
XqJ
and qo . qn-is the multiplier. When the process is started then the partial sum register A should initially be set (62) at x. Of course, x may be set at one for the calculation of ep but use of the method's full power is attractive. Register sizes that register B does not overflow. In an application where floating point arithmetic is used, it is likely As the calculation progresses, the size of the pseudo that x will be a number with n significant digits and multiplicand increases. Eventually it will approxi-that 1 5 ep < 10. In this case B should be a register
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mately equal xep, and so care must be taken to see of length n + 1. The method, therefore, gives the answer 67710. The correct answer is 677154. The decimal point is aligned with that in the number x. There appears to be a large error. However, this disappears i f ( Q ) are calculated to 6figures rather than 5 and the process is continued one stage further. I f p is known, however, only to the number offigures shown, this further accuracy is spurious.
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At the end of the process, A will contain a number of similar size, except that it has been shifted left n -1 times. Hence, A must be a register of length 2n. It is unfortunate that A has to be such a long register. However, it can be joined up with register Q as is often done, since the number of digits in Q decreases as the number in A increases.
Accuracy
The number that is in A at the end of the process is the required answer and it is necessary to find how many digits of it are accurate. Inaccuracies occur in the pseudo multiplication process, due to the dropping of figures when the pseudo multiplicand is updated. The way in which these affect the contents of A is exactly the same way in which the contents of A were affected in the corresponding pseudo division process. Hence, from (16), the error in (A) when qn-l has been processed is at worst
Because of the rounding in the modification, 6 = 0.5. Inaccuracies also occur because in the preliminary division only n digits of the pseudo quotient have been calculated. However, as has been explained, this is only the accuracy that is warranted and this inaccuracy is inherent in the number system used.
The method, therefore, is inherently an accurate one. Table 4 shows a typical calculation with the successive contents of registers shown.
Execution times
xep or alternatively x(eP -1) is formed in approximately three multiply times, so this is certainly a fast method.
To form tangents
The method to be described enables tan p to be calculated. The answer is obtained as a ratio and as has been explained, a final division is necessary.
It is supposed that 0 4 p 5 7~12. p is expressed as
for integers qj. An evaluation of
is then made for some real R. Clearly then
The integers qj are obtained by means of a pseudo division, and x and y are then calculated by means of a pseudo multiplication.
Part I
The pseudo division is shown in Fig. 5 . It is identical with the corresponding process used in forming the all other digits qj are less than ten.
As in the case of the exponential, p and the constants 10' tan" 10-j must have their decimal points aligned. The number p is, therefore, shifted if necessary. n pseudo quotient digits are calculated.
Part 2
a pseudo multiplication is performed using qo * qnas the pseudo multiplier, and starting with the least significant digit qn-1. Define
and put zo(j) = 1Ojy;j).
Then for successive values of a, the recurrence relations are obtained, and these are iterated for a = 0 qj -1.
Again these equations resemble a multiplication. z,(' ) is the partial product. x,(j) is the pseudo multiplicand which is continually being updated by the subtraction of z,(i ) shifted 2 j places. qo * qn-l is the multiplier.
After qj has been processed, qj-is processed and the initial conditions are At the beginning of the process
Thus, a pseudo multiplication of R by qo * qnis made, starting with the least significant digit, qn-l. This is exactly like a true multiplaction except for the updating by subtraction, of the multiplicand.
The flow chart for this process is shown in Fig. 6  also. digit number, and register B is made of length n + 1.
A never has to contain a number more than ten times that in B, so A is made of length n + 2. An example is shown in Table 5 .
Accuracy
The contents of A and B at the end of the process are in error due to the dropping of figures when the shifted contents of M update the pseudo multiplicand.
The effect of this cause is easily seen. The final ratio of (B) to (A) will be tan(p + 6,) for some small a, , instead of tan p. It is convenient to discuss errors in terms of 6,. If the method for forming an inverse tangent is applied to (B) and (A), it will be found that step by step their contents approximate their con- Table 5 Example tents during the formation of the tangent. Actually, after digits qo * * qj have been formed in the inverse tangent process, the contents of B and A will exceed the corresponding contents in the tangent process by a factor n:=o (1 + 10-2k)qk. However, rounding errors occur similarly in both processes. If compensating errors occur in the inverse process at exactly those places where errors occurred in the forward process, then tan" tan(p + 6,) will be calculated as p , there being an error 6,. From the discussion of errors for the inverse tangent process it is, therefore, clear that 6, is at worst 2.5 in the least significant figure of p , and so this gives a measure of the error in the tangent process. In short, the dropping of figures when the modification is performed gives the same errors in the tangent as in the inverse tangent process.
Trigonometrical functions
This method produces two numbers, x and y whose ratio is tan p . To obtain tan p a further division must be performed and obviously care has to be taken to see that x is not too small.
It is also possible to form sin p and cos p from sin p = Jy2/(x2 + y 2 ) cos p = Jx2/(x2 + y') . (74)
These may be calculated by first squaring x and y and then using the square root process previously described. In a microprogram machine in particular, the necessary control for this is easy to provide.
If the sines and cosines are held in n digit stores with the decimal point one place from the left-hand end, errors due to the trigonometrical part of the method will never exceed 2.5 in the least significant digit place.
Execution times
x and y are obtained in three multiply times. Tan p may be calculated in four times, while sin p and cos p will take approximately seven multiply times.
To form squares
The square root method may also be reversed, to give a method for finding squares. This, of course, is not of much value but is mentioned here for interest's sake. It enables xq2 to be calculated for given x and q.
A pseudo multiplication is performed. x is the initial pseudo multiplicand and q is the multiplier and multiplication is performed starting with the most significant digit of q. At each stage, the pseudo multiplicand is updated in exactly the way the pseudo divisor was updated in the square root process. The pseudo product is then xq2. The proof of this follows almost exactly the proof for the square root method.
Register sizes
It is convenient to suppose that x and q are numbers with n significant digits. It may then be shown that register B has to have length n + 2 to allow for the growth of the pseudo multiplicand. Register A has to have length 2n + 1 to allow for the succession of n -1 shifts left.
Accuracy
The way in which errors occur is exactly the way errors occur in the square root routine. Hence, there is an error in ( A ) at worst of 55 x 10'"26 when qn-l has been processed. Accordingly, at the end of the process the contents of A are shifted right n -1 places, giving an error of not more than 3 in the least significant digit of (A), ( A ) being now a number with n, n + 1 or n + 2 significant digits.
Decimal points
If it is assumed that the n digit numbers x and q have their decimal point one place from the left-hand end, that is 1 5 x, q < 10, then the decimal point of xq2 is aligned with them; that is 1 2 xq2 < 1000.
This routine is also shown in Fig. 6 , and a worked exaniple is included in Table 6 .
Assessment
This method enables xq2 to be formed in two multiply times. It seems it may have some value in certain applications.
Conclusion
The second section has shown how x(eP -l), tan p , sin p , cos p, xq2 may be calculated using pseudo multipliers and dividers.
All the elementary functions may, therefore, be 225
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