Abstract. We revise a monogenic calculus for several non-commuting operators, which is defined through group representations. Instead of an algebraic homomorphism we use group covariance. The related notion of joint spectrum and spectral mapping theorem are discussed. The construction is illustrated by a simple example of calculus and joint spectrum of two non-commuting selfadjoint n × n matrices.
Introduction
Central objects of operator theory are functional calculus (usually defined as an algebra homomorphism), spectrum (defined as set of singular points of the resolvent), and spectral mapping theorem (describing transformations of the spectrum under the functional calculus). Following the discussion in [26] we arrange these objects as follows:
(1) Functional calculus is an original notion defined in some independent terms; (2) Spectrum is derived from the previously defined functional calculus as its support in some appropriate sense;
(3) Then Spectral mapping theorem should drop out naturally.
The full potential of such a construction depends from its source-the definition of a functional calculus. It is known that homomorphic calculi are successful only in few simplest cases, e.g. for a single normal operator. To increase its potential functional calculus through group covariance was defined in [17] . In that paper such a definition was applied to a complicated case of monogenic calculus for several non-commuting operators. Monogenic calculus of commuting operators was considered earlier in [29] . Monogenic calculus of non-commuting operators was carefully developed through plane wave decomposition in many subsequent papers, see [13, 14, 12, 15] . These papers contain many important results, e.g. connection between monogenic and Weyl [1] calculi, but they do not consider covariant properties of the calculus. Papers [27, 28] utilised an algebraic approach and do not develop group representations either.
Meanwhile the covariant approach to functional calculus required development of wavelets technique and its applications to analytic function theory, it was performed in [19, 20, 21, 23, 24] . It emerged from these studies that the new definition is a useful replacement for classical one across all range of problems, even in case of a single non-normal operator with finite range [26] . The key ingredient in this approach is the development of all principal objects of analytical function theory (Cauchy integral, Hardy and Bergman spaces, Cauchy-Riemann equations, Taylor series, etc.) from the group of Möbius transformations and wavelets technique [19, 23] . This allows to give a template definition of functional calculus as follows, cf. [17, Defn. 1.1]:
More variations of functional calculi (Weyl, Wick, Berezin, etc.) are obtained from other groups and their representations [17, 21] . There are also recent papers of other researchers devoted to covariant calculus [2, 3] .
Preliminaries on Clifford Algebras and Möbius Transformations
Let R n be a real n-dimensional vector space with a fixed frame e 1 , e 2 , . . . , e n . Let Cℓ(n) be the real Clifford algebra generated by 1, e j , 1 ≤ j ≤ n and the relations e i e j + e j e i = −2δ ij .
Then there is the natural embedding of R n into Cℓ(n). We identify R n with its image in Cℓ(n) and call its elements vectors. There are two linear anti-automorphisms * (reversion) and¯(main anti-automorphisms) and automorphism ′ of Cℓ(n) defined on its basis A ν = e j1 e j2 · · · e jr , 1 ≤ j 1 < · · · < j r ≤ n by the rule:
In particular, for vectors,x = x ′ = −x and x * = x. It is easy to see that xy = yx = 1 for any x ∈ R n such that B(x, x) = 0 and y =x x −2 , which is the Kelvin inverse of x. Finite products of invertible vectors are invertible in Cℓ(n) and form the Clifford group Γ(n) [7, (1.39) ]. Elements a ∈ Γ(n) such that aā = ±1 form the Pin(n) group-the double cover of the group of orthogonal rotations O(n). We also consider [6, § 5.2] T (n) to be the set of all products of vectors in R n . Let (a, b, c, d) be a quadruple from T (n) with the properties: under the usual matrix multiplication. It has a representation ρ R n by transformations ofṘ n given by:
which form the Möbius (or the conformal ) group ofṘ n . HereṘ n the compactification of R n by the point at infinity (see [6, § 5.1] ). The analogy with fractional-linear transformations of the complex line C is useful, as well as representations of shifts x → x + y, orthogonal rotations x → k(a)x, dilations x → λx, and the Kelvin in-
Following e.g. [7, (1.8) ] we adopt the next agreement.
Notation 2.1. In a non-commutative algebra setting the ambiguous notation a b always means ab −1 . Consequently
Study of Möbius transformation is facilitated by introduction of projective coordinates in the space P R 1,n+1 of spheres in R n [7, (4.12) ]. The spere with the centre m ∈ R n and the radius r defined by the equation (y − m) 2 = r 2 is associated with the ray of matrices by the map
A point x ∈ R n is associated with a zero radius sphere with the centre x and thus is represented by x −x 2 1 x . Then Möbius transformations (2.1) corresponds to the orthogonal rotations in the projective space P R 1,n+1 as follows [7, (4.13) ]:
One usually says that the conformal group in R n , n > 2 is not so rich as the conformal group in R 2 . Nevertheless, the conformal covariance has many applications in Clifford analysis [6, 33] . Notably, groups of conformal mappings of unit spheres S n−1 = {x | x ∈ R n , B(x, x) = 1} onto itself are similar for all n and as sets can be parametrised by the product of the unit ball B n and the group of isometries of S n−1 . We specialise main result of [18] for the positive definite case as follow: 
Its inverse is
Proof. The proof is easy in the projective coordinates (2.2). Indeed the unit spere corresponds to the matrix 0 −1 1 0 . Straightforwardly transformations ρ P (2.3) with matrices of the form (2.4) preserve this ray:
Thus corresponding Möbius transformations preserve the unit sphere.
The presentation of M(B n ) by (2.4) is difficult to use due to ineffective definition through the constrain |a| 2 − |b| 2 = 1. Thus we will prefer a direct parametrisation, cf. [35, § VI.1.3], as follows. We can identify the unit ball B n with the left
Consequently for u ∈ B n , w ∈ Γ(n) the Möbius transformations φ (u,w) with matrix
. Sometime in Möbius transformations we will omit the normalising factor (1 + u 2 ) −1/2 in (2.7) for the sake of brevity. Although one should not forget that this factor is important for the invariant integration on M(B n ). The following properties follows from such a realisation:
n . Moreover:
(u,w) where
We use the same notation for the Möbius transformation φ (u,w) and the matrix (2.7) which produces it. It is a direct check to see that
where dw is a Haar measure on O(n) and du is the Lebesgue measure on B n .
Proof. It follows from 2.3.3 that left shifts on M(B n ) in coordinates (u, w) acts by Möbius transformations on u ∈ B n which fixes the unit sphere. According to [6, Cor. 6.1.2] the invariant metric on B n is defined through the distance of the zero radius sphere defined by u to the unit sphere S n−1 . This distance is 1 + u 2 −1 , thus the invariant measure is obtained from its n-th power.
The importance of the Haar measure is justified by the invariant integration (or invariant functional ) it produces:
It is rarely realised that the Haar invariant functional is not the only possible and that other invariant functionals are useful as well. The classic example is described below.
Lemma 2.5. The invariant functional H on M(B n ) of Hardy type is given by:
Proof. This result follows from the discussion in the proof of Lemma 2.4 and observation that the limit in (2.9) is Möbius invariant.
Definition 2.6. The Hardy inner product in a space of Clifford valued functions on M(B n ) is derived from the Hardy functional (2.9):
(2.10)
Note that the invariance of the Hardy functional (2.9) implies that left shifts are isometries with respect to norm defined through (2.10). Each element g ∈ M(B n ) acts by the linear-fractional transformation (the Möbius map) on B n and S n−1 from the left as follows:
In the decomposition (2.5) the first matrix on the right hand side acts by transformation (3.1) as an orthogonal rotation of S n−1 and B n ; and the second one-by transitive family of maps of the unit ball onto itself.
Möbius transformations (3.1) could be linearised to the representation ρ 1 on functions, cf. [7, (4 
Indeed one can directly verify:
Let L 2 (S n−1 ) be equipped with a Clifford valued inner product, cf. [7, (1.29) ]: 
They are mainly determined by the point on the unit disk u = a * b/ |a| 2 . The linear span of all wavelets is called the Hardy space H 2 (S n−1 ), and f 0 is cyclic in H 2 (S n−1 ). Möbius transformations provide a natural family of intertwining operators for ρ 1 coming from inner automorphisms of M(B n ) (will be used later).
) is defined by: Although the Cauchy formula (i.e. reduced wavelet transform) is an established tool in analytic function theory its unreduced version (3.6) acting W :
is also valuable for the functional calculus of several non-commuting operators.
The wavelet transform of the vacuum vector f 0
Consequently Wf 0 has a finite norm with respect to (2.10). From the general wavelet technique [21] we obtain the following result:
Lemma 3.2.
(1) H 2 (M(B n )) is an inner product space with the product derived from the Hardy functional (2.9):
(2) Wavelet transform (3.6) is a unitary operator intertwining the representation ρ 1 on H 2 (S n−1 ) and the left regular representation on H 2 (M(B n )) by shifts: 
can be constructed as symmetric polynomials of hypercomplex variables e 1 x j − e j x 1 , j = 1, . . . , n. Consequently there is a decomposition of the Cauchy kernel (i.e. coherent states (3.4)):
with some functions on M(B n ) defined by 
These operators satisfied [8] to the Heisenberg commutation relations: 
Clearly we can decompose any shifted function ρ 1 (g)V k (x) over the basis V m (x) in a way similar to (3.10):
The representation property ρ 1 (g 1 )ρ 1 (g 2 ) = ρ 1 (g 1 g 2 ) implies an addition formula:
Thus functions W k,m (g) are tokens [22, 25] from the cancellative semigroup Z n + to M(B n ). This means that the formula (3.12) defines the representation ρ 1 of M(B n ) through the convolution on Z n + .
Representations of M(B n ) in Algebras and Moduli
A simple but important observation is that the Möbius transformations (3.1) can be easily extended to some non-commutative C * -algebras. Let A be a C * -algebra with the unit I, and an n-tuple A of self-adjoint elements A j ∈ A, j = 1, . . . , n be fixed. We consider the tensor product A ⊗ Cℓ(n), which we denote by A n for the brevity. Its unit element will be again denoted by I. Then the tuple A can be associated with the element A = e 1 A 1 + e 2 A 2 + · · · + e n A n in A n . Let M be a left normed A-module, We denote by M n the tensor product M ⊗ Cℓ(n). M n is a left A n module of course. All constructed functional calculi according to Definition 1.1 are M n -valued.
Resolvent Approach.
We define an action of the Möbius group M(n) on the algebra A n by the natural formula (in Notation 2.1) similarly to expression (2.1):
To this end we need invertibility of the operator a * A − b * I in A n , which due to invertibility of a * in Cℓ(n) is equivalent to invertibility of A − uI, where u = (a * ) −1 b * = a ′ b * / |a| 2 and thus |u| < 1. Therefore we arrive to the following definition:
Definition 4.1. [17, Defn. 3.1] The Clifford (algebraic) resolvent set R(A) of an n-tuple A 1 , A 2 , . . . , A n is the maximal open subset of R n such that for u = u 1 e 1 + u 2 e 2 + · · · + u n e n ∈ R(A) the element A − uI is invertible in A n .
The Clifford (algebraic) spectrum is the completion of the Clifford resolvent set R n \ R(A).
Remark 4.2. The Clifford (algebraic) spectrum is mainly an abbreviation for "the complement of the resolvent set" rather than an important characterisation of operator A. Such a characterisation is provided instead by the spectrum, defined through the support of functional calculus, see below.
Under the assumption that the Clifford algebraic spectrum of A belongs to the open unit ball B n the orbit A = {g −1 A | g ∈ M(B n )} is a well defined subset of A n . As any orbit A is a M(B n )-homogeneous space.
Proof. Möbius transforms of vectors are vectors, for them y * = y, thus we have:
The second statement follows from that result immediately.
We define the resolvent function R(g, A) : M(B n ) × A → A n by the familiar expression:
then a direct calculation shows that
). The last identity is well known in representation theory [16, § 13.2(10)] and is a key ingredient of induced representations. Thus we can again linearise (4.1) (cf. (3.2)) in a suitable space of M n valued functions, where M n is a left A n module as discussed at the beginning of this section. We linearise (4.1) in the space of continuous functions C (A, M n ) as follows:
However such a representation is not unitary in H 2 (M(B n )) for n > 2 as can be seen from a comparison with (3.2). To fix this we need an operator which is symbolically represented by |a * I − b * A| −n . When all operators A j commute each other we can simply define:
Then for an even n ≥ 4 we can straightforwardly define |a
. For an odd n we can define a square root of the selfadjoint element (a ′ I −Ab ′ )(a * I −b * A) of A n by various means. However the Clifford algebraic spectrum may not guarantee the invertibility in (4.4), thus some additional assumptions of the type A < (1 + √ 2) −1 are required [14] . Consequently for for a commuting n-tuple (n > 2) of operators A j one defines a representation ρ A in the C (A, M n ) by the expression:
In this way we obtain the monogenic calculus of commuting operators studied in [29] . For any v ∈ M we can again define a K-invariant vacuum vector as f 0 (A, v) = v⊗ f 0 (A) ≡ v ∈ C (A, M n ). It generates the associated with f u family of coherent states
The wavelet transform defined by the same common formula based on coherent states (cf. (3.5)):
is the dual of the module M . The classical Riesz-Dunford functional calculus is a particular realisation of this approach [26] . For a non-commuting tuple A one can, for example, define representation ρ A using the fruitful approach [14] based on the plain wave decomposition [34] . An alternative is the Taylor expansion construction initiated in [17] . [27, 28] . Seemingly this could be done in many different ways, but the covariance property fixes one preferred assignment. Indeed subgroup O(n) of M(B n ) contains permutations of elements of orthonormal basis e k . Functions V m (x) are symmetric polynomials of x j and are invariant under such permutations. To preserve O(n) invariance we define Φ(V m ) = Φ A,x (V m ) associated to the tuple A to be
Taylor Expansion
is the averaging of products of m j copies of e j A j over the permutation group S |m| .
The value r
as the Rota-Strang joint spectral radius [32] . We give a similar definition which is better tailored to our circumstances: 
Then the identity (3.13) implies that ρ A,v is a representation of M(B n ). 
Then the functional calculus Φ A,v is defined by the Integral formula:
Proof. Indeed using the Definition 4.5 we calculate for f = ρ 1 (g)f 0 , f :
where (4.9) is obtained by linearity and continuity of functional calculus, (4.10) follows from the intertwining property 4.5.1, (4.11) is obtained from the initialisation property 4.5.2, and finally (4.12) uses expression (4.8) for E(g, A).
The full consideration of the monogenic calculus and the corresponding joint spectrum requires a solid background from the representation theory of semisimple Lie groups. We will consider a simpler but still illustrative case in the next section.
Functional Calculus and Spectrum for a Pair of Matrices
In this section we demonstrate the previous construction by the simplest nontrivial example: functional calculus for a pair A 1 , A 2 of self-adjoint non-commuting operators with finite dimensional ranges, cf. [15] . Instead of tensor product e 1 A 1 + e 2 A 2 with Clifford algebra Cℓ(2) we can consider the complexification A 1 + iA 2 since the product i = e 1 e 2 has all properties of the complex imaginary unit. The group M(B n ) is the SL 2 (R) group in this case, O(2) consists from the orthogonal rotations of the plane, and
is the unit disk D. In two dimensions the formula (4.3) defines a isometric representation of M(B n ) without a normalising factor. 5.1. Jet Bundles and Prolongations of ρ 1 . To formulate the complete description of monogenic calculus and spectrum of A = A 1 + iA 2 we use the language of jet spaces and prolongations of representations introduced by S. Lie, see [30, 31] for a detailed exposition. A point (z, u (n) ) = (z, u, u 1 , . . . , u n ) of the jet space J n ∼ D × C n is the equivalence class of holomorphic functions having nth contact at the point z with the polynomial: 
Part (a) represents the conventional two-dimensional image of the spectrum, i.e. eigenvalues of A, and (b) describes spectrum sp a arising from the wavelet construction. The first image does not allow to distinguish A from many other essentially different matrices, e.g. the diagonal matrix diag (u 1 , u 2 , u 3 , u 4 ) , which even have a different dimensionality. At the same time the Fig. 1(b) completely characterise A up to a similarity. Note that each point of sp A on Fig. 1(b) corresponds to a particular root vector, which spans a primary subrepresentation.
In light of the previous discussions [17, p. 29] , [13, Ex. 6 .3] the following simple example is still of interest. The explicit expression of (5.4) for φ (n) * , which involves derivatives of φ up to nth order, is known, see for example [11, Thm. 6.2 .25]. However it was not recognised before as a form of spectral mapping.
Example 5.7. Let us continue with Example 5.4. Let φ map all four eigenvalues u 1 , . . . , u 4 of the matrix A into themselves. Then Fig. 1(a) will represent the classical spectrum of φ(a) as well as A. In the contrast Fig. 1(c) shows mapping of the new spectrum for the case φ has orders of zeros at these points as follows: the order 1 at u 1 , exactly the order 3 at u 2 , an order at least 2 at u 3 , and finally any order at u 4 .
