Absolute single photoionization cross section measurements for Br 3+ ions are reported in the photon energy range 44.79-59.54 eV at a photon energy resolution of 21±3 meV. Measurements were performed at the Advanced Light Source at Lawrence Berkeley National Laboratory using the merged-beams technique. Numerous resonance features in the experimental spectrum are assigned and their energies and quantum defect values are tabulated. The crosssection measurements are also compared with Breit-Pauli R-matrix calculations with suitable agreement over the photon energy range investigated. Analysis of the measured spectrum including Rydberg resonance series identifications produced a new emperical determination of the ionizational potential of Br 3+ of 46.977±0.050 eV, which is 805 meV lower than the most recently published value of 47.782 eV. This disparity between our determination and the earlier published value is similar to an 843 meV shift in the accepted ionization potential published for iso-electronic Se 2+ as part of this same research program.
Introduction
Bromine is one of several trans-iron elements (also known as neutron(n)-capture elements) that have recently been detected in astronomical objects including stars [1, 2] and ionized nebulae [3, 4] . The abundances of n-capture elements in these objects provide unique insight into stellar nucleosynthesis and the chemical evolution of galaxies. Bromine has received recent interest as observations have revealed spectroscopic features of its ions in chemically peculiar stars [5] and white dwarfs [6] . These objects exhibit Br abundances more than 100 times larger than in the Sun, likely due to chemical stratification by diffusion and radiative levitation processes. Moreover, a near-infrared transition of Br 4+ was detected for the first time this year in planetary nebulae [7] . However, accurate abundance determinations strongly depend on the availability of accurate atomic data for processes governing ionization equilibrium-data that is largely unknown for most n-capture element ions including those of Br. This problem is cast into relief by the fact that uncertainties in atomic data can produce errors in abundance determinations of 200% or more [8, 9] .
The present program was motivated by this pressing need for accurate atomic data. Earlier publications from this same project [10] [11] [12] [13] [14] [15] [16] have been used by astronomers [9, 17, 18 ] to analyze their spectra [19] , have contributed to the ongoing development of theoretical atomic physics codes [20] [21] [22] [23] [24] , and updated tabulated thresholds and/or excited-state energy levels published in the NIST atomic spectra database [12, 13, 25] .
In this report we present absolute single photoionization cross-section measurements of Br 3+ in the photon energy range of 44.79-59.54 eV. This range encompasses the ionization thresholds of the P 3 0 ground state and the three lowest lying excited states, the P P ,
2 , and D 1 2 states of Br 3+ . All spectroscopic and absolute measurements were made at a photon energy resolution of 21±3 meV using the merged-beams photoionization technique. Three distinct Rydberg resonance series were identified during data analysis with one of the three series originating from multiple initial states of Br 3+ . The remaining two series exhibit splitting due to variations in coupling between the excited electron and the ion core. This Rydberg series analysis was instrumental in determining the ground state ionization potential (IP) of Br 3+ to be 46.977±0.050 eV which is 805 meV lower than the most recent published value for this system [25, 26] .
Experiment
The experiments were conducted at Lawrence Berkeley National Laboratory using the ion-photon-beam end station installed on Beamline 10.0.1.2 [11] [12] [13] [27] [28] [29] [30] [31] [32] [33] [34] [35] of the Advanced Light Source (ALS). In the technique of mergedbeams photo-ion spectroscopy, a beam of ions known as the primary beam is merged with an intense, counter-propagating beam of photons produced by a synchrotron light source. During this interaction, ions in the primary beam are further ionized when they eject one or more electrons via photon absorption. The resulting photo-ions constitute the product beam and are collected and counted as the photon energy is varied. By counting the number of product photo-ions produced as a function of photon energy, the photoionization spectra that are so critical to the analysis and interpretation of astronomical data are produced.
The details of photoionization of atomic ions [36] and of merged-beams science in particular are readily available in the literature ( [37] [38] [39] for a broad overview), so the reader is encouraged to review the references for additional information that is beyond the scope of this report. For the purposes of this manuscript, the particular experimental details unique to this ion species are detailed below.
To produce the primary ion beam, tetrabromomethane (also known as carbon tetrabromide) vapor was introduced into a 10GHz electron-cyclotron-resonance (ECR) ion source [40, 41] via a precision leak valve. The resulting ions were accelerated out of the ion source via a 6 kV extraction potential. A 60 o dipole analyzing magnet was used to select the Br 3+ ions from the heterogeneous mixture of ion species present in the ECR ion source discharge. This is accomplished by exploiting the unique mass-to-charge ratio of the various Br + n ions present in the source discharge. In doing so only the ion under investigation was allowed to pass unimpeeded through the magnet apertures thus forming the homogeneous primary ion beam with primary beam currents typically in the 80 nA range for 79 
Br
3+ and 120 nA range for 80 Br 3+ as measured on the primary beam Faraday cup. Measurements were made on both primary natural isotopes of Br depending on which provided a more stable primary ion beam under the particular experimental conditions at the time.
For relative spectroscopic measurements, photo-ions produced along the entire ∼1.4m merged-beam path length were selected by the demerging magnet and directed into the detector assembly to be counted as a function of photon energy. The photon energy was varied in steps of 5 meV for all spectroscopic measurements. Absolute photoionization cross sections were then measured at nine discrete energies that were chosen to get a broad sample of direct and resonant features spanning the majority of the spectroscopic energy range. These absolute cross-section measurements were then used during data analysis to place the relative spectroscopic measurements on an absolute scale (figure 1). For the absolute cross-section measurements a potential of either +1.0 or +2.0 kV was applied to an electrically-isolated stainless-steel mesh cylinder 29.4±0.56 cm long. This cylinder is known as the interaction region and is coaxial with the photon and ion beams in the approximate center of the region of ion and photon beam overlap. The applied voltage energy-tags the photo-ions produced within the interaction region's volume so that the demerging magnet can be tuned such that only those photo-ions are directed to the detector. This is done to isolate the photo-ions produced inside the cylinder, where beam overlaps are carefully monitored, from those produced outside the cylinder where there is no beam overlap monitoring. Beam overlaps were measured using three translating slit scanners to quantify the interaction volume of the merged ion and photon beams with measurements performed immediately before and after every absolute cross-section measurement. This volume, in combination with the primary ion and photon beam intensities and the photo-ion yield, is used to calculate the absolute photoionization cross section values at each discrete energy. Final absolute cross section uncertainties are calculated as a quadrature sum of the various uncertainties in the characterization of the two beams, their volume of interaction, and the statistical and physical collection of product photo-ions. The final calculated uncertainty is usually in the 15%-17% range and is therefore conservatively estimated to be 20% in this analysis [28] .
Photons were produced by a 10 cm period, 43-period undulator that accelerates electrons circulating in the ALS storage ring (electron energy=1.9 GeV, beam current at the time of measurement ≈400 mA). A spherical-grating monochromator 
4+ photoionization cross section measured at 21±3 meV photon energy resolution. Circles with error bars represent absolute cross-section measurements used to place the relative photo-ion yield spectrum on an absolute scale ( These values do not appear in the NIST database and were instead taken from [47] . was used to select the photon energy and resolution of the photon beam output by the undulator. A silicon photodiode (IRD, SXUV-100) downstream of the interaction region was used to monitor the photon flux in real time and for initial normalization of the relative spectroscopic measurements. This photodiode is also known as the monitoring, or workhorse photodiode and is used for most measurement and beam tuning efforts. A second photodiode from the same manufacturing batch was used to intermittently benchmark the monitoring photodiode and was also used for all absolute photoionization measurements. This second photodiode was calibrated by NIST and the PTB at BESSY II and is only occasionally exposed to radiation to minimize the damaging effects of high-intensity VUV photons.
Calibration of the photon energy scale was accomplished using autoionizing states of He [42] and Kr [43, 44] . These calibrations were performed on a side-branch gas cell and produced an energy uncertainty of ±50 meV. The final spectrum in this report was assembled from multiple individual spectra that were measured on several beamtimes over multiple years with the energy scales of all spectra agreeing to within this conservatively estimated energy uncertainty.
The contribution to the total photoionization cross section due to the production and transmission of higher-order radiation from the undulator and monochromator at Beamline 10 must also be addressed [45] . A recently published analysis of the higher-order radiation content at Beamline 10 [12] found that second-order radiation is primarily off-axis and is mitigated by the use of the beamline's lateral baffles. Third-order photons, however, are coaxial with the monochromater output and are thus present in the photon beam at all energies. But these photons represent a significant fraction of the photon beam only below about 20 eV; by 30 eV they represent less than 5 percent of the flux and are less than 1 percent by 40 eV. This indicates the contribution to the measured photon flux from higher-order photons is insignificant in the energy range of these measurements and can be neglected in the calculation of absolute photoionization cross sections. It also indicates that the measured features are most likely due to first-order photons and not second-or third-order radiation. To verify this, spectroscopic measurements were made at two-and three-times the energy range of the observed spectrum and no features similar to those measured in first order were found. Thus higher-order photons were not responsible for the structure of the experimental spectrum and did not significantly contribute to the measured photon flux at the energies being considered.
Results and analysis
The Br 3+ absolute single photoionization cross section spectrum is shown in figure 1 . The circles with error bars represent the nine absolute cross-section measurements (table 1) that were used to normalize the relative photoionization spectrum and place it on an absolute cross-section scale. [25] . The spectrum has been placed on a semi-logarithmic scale to compress the vertical scale and emphasize the two lowest-lying metastable state Rydberg series as these well-defined series were critical in the determination of the IP of Br 3+ .
To facilitate Rydberg resonance series identifications, all significant resonance features are numbered as shown in figure 2 . The NIST Atomic Spectra Database [25] was the primary source for the Br 3+ (table 2) and Br 4+ (table 3) energy levels used during analysis. The Cowan atomic structure code available from Los Alamos National Laboratory [46] was used to supplement the tabulated NIST values and to estimate the energies of the resonance series splittings due to excited state coupling effects. In the present analysis the Cowan code was also used to calculate the approximate excited-state energy levels of the P P , . These states do not appear in the NIST database (table 3) so values from [47] were used and subsequently verified using the Cowan code.
Rydberg series analysis was based on the quantum defect form of the Rydberg formula [48] ,
where E n is the energy of the nth resonance, ¥ E is the series limit corresponding to the direct ionization energy of the excited Rydberg electron (where = ¥ n ), R is the reducedmass form of the Rydberg constant = 13.6056 eV for 80 Br, Z is the charge of the primary ion nucleus, n is the principal quantum number of a given resonance, N c is the number of core electrons, and δ is the quantum defect parameter. The δ parameter quantifies the deviation from a hydrogenic model due to incomplete screening of the nucleus as a result of core penetration by the excited electron. Quantum defect values are usually between 0 and 1 where values outside of this range typically indicate an incorrect principal quantum number assignment for a given resonance or resonance series. Quantum defect values were thus constrained to remain between 0 and 1 but were treated as free parameters within this range. Once the δ value was established for a given Rydberg resonance series it was held constant for all n values in that series. Solving equation (1) for δ results in the δ parameter being a function of the series limit and the resonance energy associated with that n value, thus the uncertainty in δ is related to the energy uncertainty and resolution of these measurements. In cases where multiple peaks coincide, the ability to distinguish individual resonances also affects the determination of δ values. In addition, the δ parameter has decreasing influence on the calculated resonance energy as the quantum number increases so each δ has its own unique uncertainty. Due to the complexity of these relations, error bars for δ have been omitted and the presented δ values can be considered accurate to within the quoted energy uncertainty and resolution of these measurements.
To begin the Rydberg series analysis, the IP of Br 3+ and excited state energies of Br 3+ and Br 4+ were initially set using NIST-reported values. However, initial identifications were impossible as the reported IP for Br 3+ of 47.782 eV was in clear disagreement with the measured spectrum as indicated in figure 3 . The reported thresholds for the low-lying D 1 2 and P 3 2 metastable states, whose locations are a function of the reported ground state IP, were shifted well above the observed onset of their corresponding Rydberg series. This shift is shown in the figure with arrows indicating where the thresholds should be to match the features of the experimental spectrum. No other levels exist to which these Rydberg series can be attributed so this discrepancy forced the IP to be decreased significantly to align the measured resonances with their corresponding thresholds. The measured spectrum imposes an additional constraint on the locations of these thresholds; they cannot be lower than the predicted energy location of the next lower-energy resonance in each series. That is, these series both begin with an n=18 resonance so the n=17 resonance is not seen in the photo-ion spectrum and it therefore must lie below threshold. Thus the measured spectrum constrains the thresholds for these states to exist within a narrow window bounded on the high-energy side by the first observed resonance of the series and on the lowenergy side by the predicted location of the next lower resonance. Once the ground state IP was shifted such that the metastable state thresholds both fell within these windows, the Rydberg series identifications were then used to fine tune the IP to get the most consistent agreement between published excited-state energy level values and the identifications. This ultimately produced a decrease in the ground state IP of 805 meV to the presently determined value of 46.997 eV. A shift of similar magnitude was found by this same program in the isoelectronic ion Se 2+ [14] . In that project a shift of 867 meV was required to align these same series. Our newly determined value for the IP of Se 2+ was independently corroborated by the authors of the original published IP (Tauheed et al of Aligarh Muslim University, who also provided the IP for Br 3+ ) who had updated their determination of the IP of Se 2+ to a value that agreed with this program's findings to within the combined uncertainties of the two experiments [14, 49] . As an additional indication of the reliability of these updated IP values, the Rydberg series identifications could not proceed in either system unless the published energy levels of the excited states of Se 2+ , Se 3+ , Br 3+ , and Br 4+ explored in this and the previous analysis were significantly altered. In other words, for this to be a systematic error in our energy scale calibration it would require multiple accepted levels in four ions to be inaccurate. It would also indicate our energy scale calibration is shifted by a factor 16-times greater than the conservatively estimated energy uncertainty of ALS Beamline 10.0.1.2. In both the previous Se project and the present analysis, the corresponding Rydberg series identifications progressed smoothly once the IP was adjusted to match the experimental data. Three distinct Rydberg resonance series have been identified in the experimental spectrum (figure 4). These series arise from the P P , -half-filled triangles) . The initial resonances of each of these three instances of this series are n o =18, where n o is the principal quantum number of the first intermediate energy level to which the Rydberg electron is excited before relaxing via autoionization with emission of an Auger electron. Owing to the significance of this series in the present analysis, these identifications are isolated and expanded in figure 5 with the details of this series presented in table 4. Note that the resonance energies listed in the Rydberg series tables are predicted energies using the quantum defect form of the Rydberg formula. The associated resonance identifications seen in figures 4 and 5 are these predicted energies plotted on the measured spectrum with the correspondence between calculated and measured resonance energies highlighted via dashed droplines. 4+ . This final state is at a significantly higher energy than the previous P 2 3 2 series limit and thus this series spans a much wider energy range. The series is indicated in figure 4 by blue right-half-filled triangles with dashed droplines with the first resonance of this series at n o =5. In this n o =5 resonance, five distinct features are resolved and are seen tightly clustered around the P figure 4 by red left-half-filled triangles with dashed droplines with the first resonance of this series at n o =5. In this n o =5 resonance, five distinct features are resolved as seen in the region immediately beyond the P 
Theory
We used the R-matrix method to compute the photoionization cross sections of Br 3+ . We used the Thomas-Fermi-Dirac-Amaldi potential in the code AUTOSTRUCTURE [48, 50] to compute orthogonal radial wave functions for all orbitals. The scaling factors for each orbital are optimized in a multiconfiguration variational procedure minimizing a weighted average of LS term energies that account for one-body Breit-Pauli (BP) effects.
For the scattering calculation, we employ the BP R-matrix set of codes [51, 52] to compute the photoionization cross sections for the s p P 4 4 , 2 2 3 and 1 D LS terms. Our close coupling expansion includes the lowest fifteen multiplets of the target ions. The cross sections where sampled at evenly spaced photon energy intervals of 0.0245eV. The cross sections of the three states were then weighted by their statistical multiplicities and added. The resulting theoretical spectrum was aligned with the onsets of the measured metastable state thresholds as seen in figure 6 . While the locations and relative intensities of the resonant features in the theoretical spectrum generally agree favorably with experiment, significant features present in the experimental cross section are predicted at different energy locations and different strengths by theoretical calculations. This highlights the challenges faced by theoretical methods in reproducing accurate positions for highly mixed auto-ionizing states, particularly in heavy ionic systems that likely are susceptible to orbital relaxation effects. This also supports the need for accurate, high-resolution absolute cross section measurements such as these to inform and guide the ongoing development of theoretical calculation codes while simultaneously providing astronomers and other end users with data that is otherwise not available by current theoretical methods. . This series was instrumental in determining the improved IP of ground state Br 3+ . Resonances energies and quantum defects for all three series have been tabulated in tables 4-6 for completeness. Theoretical calculations were performed using the Thomas-Fermi-Dirac-Amaldi potential in AUTOSTRUCTURE and employing the BP R-matrix set of codes which produced suitable agreement with the experimental spectrum.
Summary

