A formal asymptotic expansion is constructed for the joint probability density function (pdf) of a stationary ergodic Markov chain, Xn, and its averages, Yn. Since the pair (Xn, Yn) is Markovian, the joint pdf satisfies a forward Kolmogorov equation whose solution is expanded asymptotically for large n. An algorithm is proposed for the calculation of the full asymptotic series, but only the three leading terms are found explicitly. It is found that for small values of the average, the asymptotic expansion coincides with the appropriate version of the central limit theorem. The ideas and methods are generalized to a large class of averages and to vector valued Markov chains.
The problem of large deviations is to determine the uniform asymptotic behavior of the probability distribution function (PDF) of Y n and the joint PDF of (X n , Y n ) for large n.
The problem of large deviations arises in many problems in statistical decision theory, communications, information theory, and statistical physics [1, 2] . Specific applications of the present theory to the Neyman-Pearson maximum-likelihood test and to block coding will be presented in a forthcoming paper.
The large deviations principle [2] [3] [4] characterizes the exponential decay of the tails of these PDFs by a rate function. The rate function controls the logarithmic asymptotics of the PDFs but does not provide a full asymptotic expansion.
In the case of independent identically distributed (i.i.d.) {X n }, a full asymptotic expansion was formulated in [5] under the assumption that the moment generating function exists near zero. The expansion for the complementary PDF of Y n was given in the form
The exponential rate function, ψ(y), was determined as the solution of a differential equation. The explicit expressions for the higher functions K j were later calculated in [6] , [7] , [8] , and [9] by different methods. In this case, the joint probability density function (pdf) of {X n , Y n } can be obtained from the pdfs ρ(x) and p n (y) of X n and Y n , respectively, as
For Markovian {X n }, the joint pdf is not such a simple function of the marginals.
The Edgeworth expansion [10] is essentially a small deviations approximation in the sense that its asymptotic validity is limited to the region y = o(n − 1 3 ) [10] and thus can lead to a significant relative error in the tail region. For example, if X n is supported in the interval [−1, 1], the Edgeworth expansion results in an infinite relative error for |y| > 1.
The construction of a full asymptotic expansion in the case where X n is a Markov process is a considerably harder problem than that for the i.i.d. case. The case of a finite state Markov chain was solved in [11] and [12] (also see [1] ), and [12] also considers the general case. In [11] a restricted case of continuous state space is considered and a full asymptotic expansion of the pdf of Y n is given, but not of the joint pdf of the pair {X n , Y n }. The expansions depend on the initial distribution of the chain.
The purpose of this paper is to propose a straightforward method for the explicit calculation of the full formal asymptotic expansion of the pdfs p n (y) and p n (x, y) for a discrete or continuous state stationary Markov chain. The main results of this paper are (2.30) and (2.31) for the leading terms in the asymptotic expansion of the pdfs. The calculations can be extended to higher order terms in the expansion (see the Appendix). These results reduce to those of [11] , [12] , and [13] for a finite state stationary Markov chain. Formulas (2.30) and (2.31) are convenient for calculations and give an explicit expression for the pre-exponential factor in the case of an asymmetric telegraph process. The expansion is formal and no proof of asymptotic convergence is presented.
Our method is based on the observation [12, 14] that the pair {X n , Y n } is Markovian so that its joint pdf (whenever it exists) satisfies the forward Kolmogorov equation. We construct an asymptotic solution to this equation in the Wentzel-KramersBrillouin (WKB) form [15] . The routine application of the WKB technique leads to a breakdown of the expansion scheme given in [9] so that a modification is introduced to remove the degeneration.
In section 2, we present the main results of the paper. We also consider averages of the form
where f is a bounded measurable function. In section 3, we generalize the results to include vector valued random variables. A discrete Markov chain example is presented in section 4. Finally, in section 5 an application is given to "small deviations" theory.
2. Asymptotic expansion of the joint pdf. Let {X n } be an ergodic stationary Markov process with zero mean and stationary pdf φ 0 (x). The first two moments of the stationary pdf are denoted
The Kolmogorov forward equation (or the master equation) for the transition probability density function (tpdf), p n (y|x), is given by [10] 
We use the term pdf in the sense of distributions, and the partial derivative in (1.3) and (2.3) is understood in this sense as well. Thus, the pdf of a discrete variable is a sum of delta functions.
The initial condition for (2.2) is
The operator L is bounded in L 1 (R) with ||L|| 1 ≤ 1. The stationary pdf, φ 0 (x), is an eigenfunction of L corresponding to the eigenvalue µ 0 = 1.
The joint pdf of {X n , Y n } satisfies the forward Kolmogorov equation
Following the method of [9] , an asymptotic solution of (2.5) is constructed in the form
Substituting (2.6) and (2.7) into (2.5) and expanding in negative powers of n, it is found at the leading order that
The function ψ(y) and some information on q 0 (x, y) are determined from (2.8) as follows. A one parameter family of operators, M(y), acting on functions of x in L 1 (R), for any fixed y, is defined by
We now write (2.8) in the form
that is, q 0 (x, y) is an eigenfunction of M(y) with the eigenvalue µ(y). The operator M(y) has a nonnegative kernel. We assume that the operator M(y) has the greatest positive eigenvalue µ(y) with geometric multiplicity one and that the corresponding It is well known that the rate function is convex; therefore ψ (y), wherever it exists, is an increasing function and thus has an inverse in its range. It follows that µ(y) can be considered as a function of ψ (y). We use interchangeably, with some abuse of notation, both µ(ψ (y)) and µ(y). Equation (2.8) is a first order differential equation for ψ(y),
or equivalently,
Equation (2.10) can be reduced to an implicit equation for ψ (y) by differentiating (2.10) with respect to y,
The case of independent random variables can be recovered from (2.11) as follows. If X n are i.i.d. random variables, then ρ(x, t) is independent of t. Therefore, integrating (2.8) with respect to x, it is found that µ(ψ (y)) is the moment generating function of ρ(x), the pdf of X n , that is,
Thus (2.10) reduces to the well-known result of large deviations theory [5] . The large deviations principle (2.6) with (2.9)-(2.11) is equivalent to that mentioned in [4, Chap. 4, section 1] in the sense that ψ(y) is the Legendre transform of the spectral radius of the operator M(y). Equation (2.8) determines q 0 (x, y) as an eigenfunction of M(y), up to a normalization factor which is a function of y. This function is usually found from the next order equation, obtained by comparing the coefficients of n −1/2 in the expansion (2.6), (2.7) on both sides of the Kolmogorov equation (2.5). The resulting equation degenerates to 0=0, as can be seen from (2.24). To remove the degeneration, we define an approximate sample average [9] ,
where is a small parameter, ultimately to be set equal to zero. Kolmogorov's equation (2.5) now takes the form
Consequently, the eikonal equation (2.8) takes the form
where
and (2.11) becomes
To simplify notation, we drop the in the notation for functions of the perturbed process (2.12). The next order equation can be written as
Equation (2.15) is handled by considering the adjoint operator to M(y), denoted M * (y). The operator M * (y) acts on functions in L∞(R) and is defined by the pairing
The eigenvalue µ(y) is also the greatest positive eigenvalue of M * (y) with a corresponding positive eigenfunction of multiplicity one, denotedp(x, y). We conclude from (2.8) that
By orthogonality considerations,
for any function f (x) in the domain of M(y). We write q 0 (x, y) as
whereq(x, y) is normalized by q(x, y) dx = 1, (2.18) and k 0 (y) is determined from (2.15). We normalizep(x, y) by
Multiplying (2.15) byp(x, y) and integrating with respect to x, we obtain the differential equation
Equation (2.20) is used to determine the factor k 0 (y).
We need the following two identities. By differentiating (2.13) with respect to y, multiplying the result byp(x, y), and integrating with respect to x, we get
Next, differentiating eq. (2.13) with respect to y twice, multiplying the result bỹ p(x, y), integrating with respect to x, and applying eq. (2.21), we get the identity
Now, substituting (2.21) and (2.23) into (2.20), we get
Dividing (2.24) by , taking the limit → 0, and applying (2.22), we obtain 1 2
for which the notation without is correct. We observe that by (2.16)
Finally, using (2.17) and (2.26) in (2.25), we obtain a simplified equation for k 0 (y),
Then the solution of (2.27) is
where C is a constant. By the normalization requirement of √ nk 0 (y)e −nψ(y) in the limit of large n, using Laplace's method for the asymptotic evaluation of integrals [15] , one obtains that
In the special case where X n are i.i.d. random variables, the expression (2.29) is simplified. By (2.15)p(x, y) = 1, resulting in
in agreement with [9] . It is also found by (2.8) that, for the i.i.d. case,
Finally, we can present the large deviations result for the joint pdf of {X n , Y n },
whereq(x, y) is the eigenfunction of the operator M(y), corresponding to the largest eigenvalue µ(y), normalized by (2.18). The asymptotic representation of the pdf of Y n is given by
Both results, (2.30) and (2.31), seem to be new.
Next, we consider the more general case of the sum
where f (x) is a measurable bounded function. Kolmogorov's equation is given by
We assume that {f (X n )} is an ergodic stationary process for which the first two moments exist.
The asymptotic expansion for (2.32) is constructed as above. The eikonal equation is
We find that M(y) ≡ e f (x)ψ (y) L(y), its greatest eigenvalue µ(y), the normalized eigenfunctionsq(x, y) andp(x, y), and the rate function ψ(y) are all dependent on the function f (x). We obtain 
The explicit form of the pre-exponential factor in the expansion (2.35) can be used to improve the large deviation theory (LDT) estimate of the sample size needed to achieve a given significance level in statistical tests or of the word length required to ensure a given bound on the decoding error in block coding. These applications will be discussed in a separate paper.
N -dimensional Markov processes.
The results obtained in section 2 can be generalized by considering {X n } to be an N -dimensional ergodic stationary Markov process with stationary probability density function (pdf) φ 0 (x) ≡ φ 0 (x 1 , . . . , x N ). The moments of the stationary pdf, up to second order, are denoted
The Kolmogorov forward equation for the tpdf, p n (y|x), is given by
We consider the average
where f is a bounded measurable function on R M , for any natural M , and we assume that {f (X n )} is an ergodic and stationary process for which the stationary moments up to second order exist. As in the scalar case, for a small parameter an average Y n is constructed as above, and we obtain the forward Kolmogorov equation for the joint pdf of the pair {X n , Y n },
The asymptotic solution now takes the form
To simplify notation, we denote
and summation over repeated indices is assumed. Approximation at leading order leads to the equation
We set
θ ≡ ∇ψ(y)
and consider a one parameter family of operators defined by
y).
By the same considerations as in the scalar case, the operator M(θ) possesses a positive largest eigenvalue, denoted µ(θ). Thus, ψ(y) is a solution of the first order partial differential equation
The function q 0 (x, y) is a positive eigenfunction of M(θ) determined up to a factor k 0 (y), which is found from the next order equation
To determine k 0 (y), we follow the considerations used in the scalar case. The eigenfunction of the adjoint operator M * (θ) is denoted p 0 (x, y) and is normalized, together with the eigenfunction q 0 (x, y) toq(x, y) andp(x, y) as in (2.18) and (2.19). Equation (3.1) is differentiated, yielding two identities, as above. All these lead to the equation
The following property of the Hessian matrix can be easily verified:
The large deviations result for the joint pdf of {X n , Y n } is
whereq(x, y) is the eigenfunction of the operator M(θ), corresponding to the largest eigenvalue µ(θ), normalized by (2.18). The asymptotic representation of the pdf of Y n is given by
4. An example. We consider a Markov process X n that stays at −1 with probability p 1 and jumps to 1 with probability 1 − p 1 , stays at 1 with probability p 2 and jumps to −1 with probability 1 − p 2 . The one step transition density is given by
Hence, L can be represented as the matrix
operating on column vectors. The stationary pdf of X n is given by
Hence, the stationary pdf of X n is
We denote θ = ψ (y) and write the eikonal equation (2.8) in the form
and obtain that
The normalized eigenfunctions, with some abuse of notations, are given bỹ
Next, we determine ψ (y). We write (2.11) in the form
and solve it with respect to the variable tanh θ to obtain
so we get that
The rate function ψ(y) is
To determine the factor k 0 (y) from (2.29), we find the function ψ (y)/2π by differentiating (4.3) with respect to y, which yields Differentiatingq(x, y) with respect to y, we get that
and thus,
The function f (y) vanishes only for p = 1 2 and then our approximation is the same as that for i.i.d. Bernoulli random variables.
Small deviations.
We evaluate the probability densities p n (x, y) and p n (y) for small values of y, that is, for small deviations from the mean. We can change y to a new variable θ = ψ (y), which is zero when y is zero. Then (2.8) can be solved for small y by expanding the eigenvalue µ(θ), the corresponding eigenfunction f (x, θ), and the exponential function in powers of θ. We apply only quadratic order Taylor expansion. Thus, writing
and equating coefficients of like powers of θ in (2.8), we obtain
From (5.1) it follows that µ 0 = 1 and f 0 (x) = φ 0 (x). Integrating (5.2) with respect to x, it is found from (2.1) that µ 1 = 0 and that
Then, if xφ 0 (x) is in the range of I − L, we can consider the operator (I − L) −1 on a subspace containing xφ 0 (x) to obtain
where c is an arbitrary constant. Integrating (5.3) with respect to x, and using (5.4), it is found that
Next, the exponent in (2.9) is expanded in Taylor series in y,
in (5.6), we obtain
, and by (5.5), we conclude that
It can easily be found that the denominator in (5.7) is the spectral density of the process {X n } at frequency 0, denoted S(0). Indeed, the autocorrelation function of {X n } is given by
From (2.2) and (2.4), it follows that for n ≥ 1,
and
With this notation the integrals in the denominator of (5.7) can be written as
For n ≥ 1, the autocorrelation function can be written as
while for n < 0, we have 
where S(0) is the spectral density at frequency 0. The asymptotic pdf of Y n for small deviations is found by integrating (2.6) with respect to x and by expanding for small y. Thus Y n is asymptotically a zero mean normal variable with variance S(0)/n (see [17] ) , that is,
Appendix. Analysis of the next order terms. The full asymptotic expansion for p n (x, y), (2.6) , is in the form of an infinite series. If the relations q i+1 (x, y)/ q i (x, y) are bounded uniformly in x and y, expansion (2.6) is indeed an asymptotic series and the leading order approximation for p n (x, y) can be limited only to the first terms ψ(y) and q 0 (x, y) . In certain cases, e.g., when X n have bounded support, the WKB expansion may fail at the boundary of the support and must be fixed there by a boundary layer. This problem was extensively studied in [7] for the case of i.i.d. random variables.
The calculations for evaluating all terms are very long. We evaluate only the next term q 1 (x, y). The quotients q i+1 (x, y)/q i (x, y) seem to be asymptotically similar to q 1 (x, y)/q 0 (x, y). We substitute the approximation (2.6) into (2.5) and expand it in negative powers of n. The zeroth order equation is (2. In order to determine A(y), we first multiply eq. (A.5) byp(x, y) and integrate with respect to x. Then, we simplify it by differentiating eq.(A.1) up to second order and (2.8) up to fourth order. We also substitute (A.3) for q 1 (x, y) . This was done using Mathematica, and we have found that We substitute (2.17) into (A.5) and apply (2.18). Note that (2.18) also means that q y (x, y) dx = q yy (x, y) dx = 0.
We thus obtain that k 1 (y) ≡ q 1 (x, y) dx 
