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Abstract
We prove the well-posedness of the Cauchy problem governed by a linear mono-energetic singu-
lar transport equation (i.e., transport equation with unbounded collision frequency and unbounded
collision operator) with specular reflecting and periodic boundary conditions on Lp spaces. The
large time behaviour of its solution is also considered. We discuss the compactness properties of the
second-order remainder term of the Dyson–Phillips expansion for a large class of singular collision
operators. This allows us to evaluate the essential type of the transport semigroup from which the
asymptotic behaviour of the solution is derived.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
This paper deals with the well-posedness and the time asymptotic behaviour of solutions
to the following initial boundary value problem

∂ψ
∂t
(x,µ, t)=−µ∂ψ
∂x
(x,µ, t)− σ(µ)ψ(x,µ, t)+ ∫V κ(µ,µ′)ψ(x,µ′, t) dµ′
=AHψ(x,µ, t)= THψ(x,µ, t)+Kψ(x,µ, t),
ψ(x,µ,0)=ψ0(x,µ),
(1.1)
* Corresponding author.
E-mail address: latrach@univ-corse.fr (K. Latrach).0022-247X/03/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00299-3
320 M. Chabi, K. Latrach / J. Math. Anal. Appl. 283 (2003) 319–336where x ∈ (−a, a) for a parameter 0 < a <∞, µ ∈ (−1,1), and H denotes a boundary
operator relating the outgoing and the incoming fluxes. It describes the transport of parti-
cles (neutrons, photons, molecules of gas, etc.) in a slab with thickness 2a. The function
ψ(x,µ) represents the number density of gas particles having the position x and the di-
rection cosine of propagation µ. (The variable µ may be thought of as the cosine of the
angle between the velocity of particles and the x-direction.) σ(·) and κ(· , ·) are measurable
functions called, respectively, the collision frequency and the scattering kernel.
Here, we will be interested principally in the situation where the collision frequency
σ(·) is not bounded and the collision operator
K :ϕ→
1∫
−1
κ(µ,µ′)ϕ(x,µ′) dµ′
is positive and not bounded in Lp((−a, a)× (−1,1);dx dµ).
This work was motivated by earlier ones by Chabi and Latrach [4] and Chabi and
Mokhtar-Kharroubi [5] where neutron transport equations with unbounded collision fre-
quencies and collision operators were investigated on L1 spaces. Our goal here is to discuss
the well-posedness and time structure (t →∞) of the solution to the time-dependent prob-
lem (1.1) supplemented by the (specular reflection) boundary conditions{
ψ(a,µ)=ψ(a,−µ), µ ∈ (−1,0),
ψ(−a,µ)=ψ(−a,−µ), µ ∈ (0,1), (1.2)
on Lp spaces with 1 < p <∞, where σ(·) and K are assumed to satisfy the following
conditions:
(i) There exist a closed subset O ⊆ (−1,1) with zero Lebesgue measure and a constant
σ0 > 0 such that
σ(·) ∈L∞loc
(
(−1,1) \O), σ (µ) > σ0 a.e. on (−1,1),
and
σ(µ)= σ(−µ), ∀µ ∈ (−1,1);
(ii) The scattering operator K viewed as an operator from Lp((−1,1);σ(µ)dµ) into
Lp((−1,1);dµ) is positive and compact.
These assumptions were motivated by free gas models (cf. [7,16]) and were already
used in [4,5,12] (see also [14, Chapter 9]). The first part of condition (i) means that the
singularities of the collision frequency are contained in a set of zero Lebesgue measure.
In fact, unbounded and nonnegative collision frequencies act as strong absorptions which
allow the unboundedness of the collision operator.
In the case where σ(·) ∈L∞(−1,1) and K is bounded, the Cauchy problem (1.1)–(1.2)
was investigated in [11] on Lp((−a, a)× (−1,1);dx dµ), 1  p <∞, via the classical
perturbation theory of strongly continuous semigroups (see, for example, [2] or [9]). It
is shown that TH +K generates a strongly continuous semigroup (et (TH+K))t0 and the
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ties of (et (TH+K))t0. However, for transport equations with singular cross-sections (i.e.,
unbounded collision frequencies and unbounded collision operators) the classical perturba-
tion theory does not apply and the well-posedness of the Cauchy problem (1.1)–(1.2) and
the time asymptotic structure of its solution were discussed only on L1 spaces (cf. [4]).
The analysis uses Desch’s perturbation theorem (see either [8] or [14, Theorem 8.1])
which works only for positive semigroups on AL spaces. Unfortunately, when dealing with
transport equations with singular cross-sections on Lp spaces (1 < p <∞), Desch’s per-
turbation theorem does not work. The main objective of this work is to show that problem
(1.1)–(1.2) is also well posed on Lp spaces (1 < p <∞) and to describe the time asymp-
totic behaviour of the solution when t→∞. To establish the well-posedness of (1.1)–(1.2)
we will make use of the following perturbation result (Theorem 1.1) due to Miyadera [13]
and Voigt [18] (see also [14, Chapter 7]) valid for all Banach spaces.
Let X be a Banach space and let T be the infinitesimal generator of a C0-semigroup
(U(t))t0. We recall that B (an arbitrary operator on X) is said to be a Miyadera perturba-
tion of T (or relative to T ) if the following two conditions are satisfied:
(a) B is T -bounded, i.e., D(T ) ⊆D(B) and B ∈ L(D(T ),X), where D(T ) is equipped
with the graph norm;
(b) There exist α > 0 and γ  0 such that
α∫
0
∥∥BU(t)x∥∥ dt  γ ‖x‖, ∀x ∈D(A).
Theorem 1.1. Let B be a Miyadera perturbation of T with γ ∈ [0,1), then T +B generates
also a strongly continuous semigroup (V (t))t0 given by the Dyson–Phillips expansion
V (t)=
∞∑
j=0
Uj(t)
(the series converges in L(X) uniformly in bounded times), where U0(t)=U(t) and Uj(t)
is defined inductively by
Uj(t)x =
t∫
0
Uj−1(t − s)BT (s)x ds, ∀x ∈D(A), (1.3)
for t  0 and j = 1,2, . . . .
Let L be a closed linear operator on X. We recall that λ ∈ σ(L) is an eigenvalue of finite
algebraic multiplicity of L if λ is an isolated point of σ(L) and is a pole of the resolvent of
L with degenerate associated spectral projection, where σ(L) denotes the spectrum of L
[9, p. 247]. If L ∈L(X), the essential spectral radius of L is defined by
re(L) := sup
{|λ|: λ ∈ σ(L) but λ is not an eigenvalue
of finite algebraic multiplicity
}
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we know by Lemma 2.1 in [19] that there exists ωe(U) ∈ [−∞,ω(U)] (called the essential
type of (U(t))t0) such that
re
(
U(t)
)= etωe(U) (t > 0).
Besides the well-posedness of the time-dependent problem (1.1)–(1.2), we are also in-
terested in the large time behaviour (t →∞) of its solution. The main tool in this task is
the following theorem due to Voigt [20, Theorem 1] which extends the spectral results of
Vidav [17] and Voigt [19] to Miyadera perturbations.
Theorem 1.2. Assume that the hypotheses of Theorem 1.1 are satisfied and there exist
m ∈N and a sequence {tk}k ⊂ [0,∞), tk →∞, such that
Rm(tk)= V (tk)−
m−1∑
j=0
Uj (tk)
is compact. Then re(V (t))= re(U(t)) for all t > 0, i.e., ωe(V )= ωe(U).
Note that in [20, Theorem 1], Voigt proved only the estimate ωe(V ) ωe(U) (which is
enough for applications). The equality ωe(V )= ωe(U) was obtained recently by Lods [12,
Theorem 3.1].
The interest of Theorem 1.2 lies in the fact that it implies ωe(V )= ωe(U). This equality
shows that the part of the spectrum of V (t) outside the spectral disc of U(t) can consist
only of eigenvalues of finite algebraic multiplicities. Assuming the existence of such eigen-
values then the semigroup V (t) can be decomposed into two parts, the first containing the
time development of finitely many eigenmodes, the second being of faster decay.
The outline of this work is as follows. In Section 2 we fix the different notations and facts
required in the sequel. Section 3 is devoted to the well-posedness of the Cauchy problem
(1.1)–(1.2). We start our analysis by verifying that under conditions (i) and (ii) we have
D(TH )⊆ Lp
(
(−a, a)× (−1,1);σ(µ)dx dµ)
with continuous embedding. Next, making use of Theorem 1.1 we show that TH + K
generates a C0-semigroup (et (TH+K))t0 on Lp((−a, a)× (−1,1), dx dµ) which ensures
the well-posedness of problem (1.1)–(1.2). Furthermore, we prove in Section 4 that the
second-order remainder term of the Dyson–Phillips expansion relating the semigroups
(et (TH ))t0 and (et (TH+K))t0 is compact on Lp((−a, a)× (−1,1), dx dµ). So, applying
Theorem 1.2 together with Theorem 3.1 in [12] we conclude that the essential type of
(et (TH+K))t0 and that of (et (TH ))t0 are equal. This permits us to derive, via standard
methods, the asymptotic behaviour of the solution.
The main difficulty in proving the compactness of a remainder term in the Dyson–
Phillips expansion is that those remainders are given only on D(TH ) ([18] or [14]).
To overcome this difficulty we proceed in two steps. First we note that the semigroup
(et (TH ))t0 possesses the following regularizing property:
et(TH )ψ ∈Lp
(
(−a, a)× (−1,1), σ (µ) dx dµ),
∀ψ ∈Lp((−a, a)× (−1,1), dx dµ),
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dx dµ). The second step consists in approximating the compact operator K :Lp((−1,1),
σ (µ) dµ)→ Lp((−1,1), dµ) by a sequence of finite rank operators and proving that the
second-order remainder R2(t) is a strong integral of compact operators (cf. [21] or [22]).
For physical models of singular transport equations we refer to [1,7,15,16].
2. Notations and basic facts
In this section we collect notations and preliminary facts connected to the problem. Let
Xp = Lp(D;dx dµ),
where D = (−a, a)× (−1,1) (a > 0) and p ∈ (1,∞). Define the following sets represent-
ing the incoming and the outgoing boundary of the phase space D,
D− =D−1 ∪D−2 = {−a} × (0,1)∪ {a} × (−1,0),
D+ =D+1 ∪D+2 = {−a} × (−1,0)∪ {a} × (0,1).
Moreover, we introduce the following boundary spaces:
L−p := Lp
(
D−, |µ|dµ)∼ Lp(D−1 , |µ|dµ)⊕Lp(D−2 , |µ|dµ) := L−1,p ⊕L−2,p,
endowed with the norm∥∥∥∥
(
u1
u2
)
,L−p
∥∥∥∥= (∥∥u1,L−1,p∥∥p + ∥∥u2,L−2,p∥∥p)1/p
=
[ 1∫
0
∣∣u1(−a,µ)∣∣p|µ|dµ+
0∫
−1
∣∣u2(a,µ)∣∣p|µ|dµ
]1/p
,
L+p := Lp
(
D+, |µ|dµ)∼ Lp(D+1 , |µ|dµ)⊕Lp(D+2 , |µ|dµ) := L+1,p ⊕L+2,p,
endowed with the norm∥∥∥∥
(
u1
u2
)
,L+p
∥∥∥∥= (∥∥u1,L+1,p∥∥p + ∥∥u2,L+2,p∥∥p)1/p
=
[ 0∫
−1
∣∣u1(−a,µ)∣∣p|µ|dµ+
1∫
0
∣∣u2(a,µ)∣∣p|µ|dµ
]1/p
,
where ∼ means the natural identification of these spaces.
Let Wp be the following partial Sobolev space:
Wp =
{
ψ ∈Xp such that µ∂ψ
∂x
∈Xp
}
.
It is well known that any function ψ ∈ Wp possesses traces on D− and D+ belonging
to the spaces L−p and L+p (see, for instance, [6,10]). They are denoted, respectively, by
ψ− :=ψ|D− and ψ+ :=ψ|D+ and represent the incoming and the outgoing fluxes.
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incoming and the outgoing fluxes, namely{
H :L+1,p ⊕L+2,p →L−1,p ⊕L−2,p,
H
( u1
u2
) := (H11 00 H22)( u1u2),
where
H11 :L
+
1,p → L−1,p, u(−a,µ)→ u(−a,−µ) (µ < 0),
H22 :L
+
2,p → L−2,p, u(a,µ)→ u(a,−µ) (µ > 0).
Throughout this paper, the collision frequency σ(·) will be assumed to obey assumption
(H1) There exists a closed subsetO of (−1,1) with zero Lebesgue measure and a constant
σ0 > 0 such that
σ(·) ∈L∞loc
(
(−1,1) \O), σ (µ) > σ0 a.e. on (−1,1),
and
σ(µ)= σ(−µ), ∀µ ∈ (−1,1).
We need also the following functional spaces:
Xσp := Lp
(
(−a, a)× (−1,1);σ(µ)dx dµ),
Lσp := Lp
(
(−1,1);σ(µ)dµ), Lp := Lp((−1,1);dµ).
We now define the streaming operator TH with domain including the boundary conditions

TH :D(TH )⊆Xσp →Xp,
ψ → THψ(x,µ)=−µ∂ψ∂x (x,µ)− σ(µ)ψ(x,µ),
D(TH )= {ψ ∈Wp such that σ(µ)ψ ∈Xp and ψ− =H(ψ+)},
where ψ+ = (ψ+1 ,ψ+2 ) and ψ− = (ψ−1 ,ψ−2 ) with ψ+1 , ψ+2 , ψ−1 , and ψ−2 given by

ψ−1 (µ)=ψ(−a,µ), µ ∈ (0,1),
ψ−2 (µ)=ψ(a,µ), µ ∈ (−1,0),
ψ+1 (µ)=ψ(−a,µ), µ ∈ (−1,0),
ψ+2 (µ)=ψ(a,µ), µ ∈ (0,1).
Let ϕ ∈Xp and consider the problem
(λ− TH )ψ = ϕ, (2.1)
where λ is a complex number and the unknown ψ must be sought in D(TH ). Let
m(λ,σ(µ),µ) denote
m
(
λ,σ(µ),µ
)= e−2a (λ+σ(µ))|µ| .
Similar calculations as in [4] show that, for Reλ+ σ0 > 0, the solution of (2.1) writes
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1−m(λ,σ(µ),µ)2
1
|µ|
a∫
−a
e
− λ+σ(µ)|µ| (4a+x−y)ϕ(y,µ) dy
+ 1
1−m(λ,σ(µ),µ)2
1
|µ|
a∫
−a
e
− λ+σ(µ)|µ| (2a+x+y)ϕ(y,−µ)dy
+ 1|µ|
x∫
−a
e
− λ+σ(µ)|µ| (x−y)ϕ(y,µ) dy
for µ positive and
ψ(x,µ)= 1
1−m(λ,σ(µ),µ)2
1
|µ|
a∫
−a
e
− λ+σ(µ)|µ| (4a−x+y)ϕ(y,µ) dy
+ 1
1−m(λ,σ(µ),µ)2
1
|µ|
a∫
−a
e
− λ+σ(µ)|µ| (2a−x−y)ϕ(y,−µ)dy
+ 1|µ|
a∫
x
e
− λ+σ(µ)|µ| (y−x)ϕ(y,µ) dy
for µ negative. Accordingly, for Reλ > −σ0, the resolvent of the operator TH may be
written in the form
(λ− TH )−1 =Pλ + Sλ +Qλ, (2.2)
where Pλ, Sλ, and Qλ denote, respectively, the operators

Pλ :Xp →Xp, Pλϕ := χ(−1,0)(µ)P−λ ϕ + χ(0,1)(µ)P+λ ϕ with
(P+λ ϕ)(x,µ) := 11−m(λ,σ (µ),µ)2 1|µ|
∫ a
−a e
− λ+σ(µ)|µ| (4a+x−y)ϕ(y,µ) dy, µ > 0,
(P−λ ϕ)(x,µ) := 11−m(λ,σ (µ),µ)2 1|µ|
∫ a
−a e
− λ+σ(µ)|µ| (4a−x+y)ϕ(y,µ) dy, µ < 0,


Sλ :Xp →Xp, Sλϕ := χ(−1,0)(µ)S−λ ϕ + χ(0,1)(µ)S+λ ϕ with
(S+λ ϕ)(x,µ) := 11−m(λ,σ (µ),µ)2 1|µ|
∫ a
−a e
− λ+σ(µ)|µ| (2a+x+y)ϕ(y,−µ)dy, µ > 0,
(S−λ ϕ)(x,µ) := 11−m(λ,σ (µ),µ)2 1|µ|
∫ a
−a e
− λ+σ(µ)|µ| (2a−x−y)ϕ(y,−µ)dy, µ < 0,
and 

Qλ :Xp →Xp, Qλϕ := χ(−1,0)(µ)Q−λ ϕ + χ(0,1)(µ)Q+λ ϕ with
(Q+λ ϕ)(x,µ) := 1|µ|
∫ x
−a e
− λ+σ(µ)|µ| |x−y|ϕ(y,µ) dy, µ > 0,
(Q−ϕ)(x,µ) := 1 ∫ a e− λ+σ(µ)|µ| |y−x|ϕ(y,µ) dy, µ < 0,λ |µ| x
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Remark 2.1. Note that, for λ > −σ0, the operators Pλ, Sλ, and Qλ are positive (in the
lattice sense) on Xp . Thus, it follows from (2.2) that (λ− TH )−1 is also positive on Xp for
any λ >−σ0.
We close this section by establishing the following lemma which will be required in the
sequel.
Lemma 2.1. If condition (H1) is satisfied, then D(TH )⊆Xσp with continuous embedding.
Proof. Let λ be such that Reλ + σ0 > 0. Clearly λ ∈ ρ(TH ) and (λ − TH )−1 = Pλ +
Sλ +Qλ. So, to prove the lemma it is enough to establish that the operators Pλ, Sλ, and
Qλ belong to L(Xp,Xσp). To do so, let ϕ ∈Xp. From the assumption σ(µ) > σ0 we infer
that
∣∣P+λ ϕ∣∣ 11−m(Reλ,σ0,1)2
1
|µ|
a∫
−a
e
−Reλ+σ(µ)|µ| (4a+x−y)∣∣ϕ(y,µ)∣∣dy, µ > 0.
Let
c(λ)= 1
1−m(Reλ,σ0,1)2 .
Using the Hölder inequality we obtain
∣∣P+λ ϕ∣∣ c(λ) 1|µ|
( a∫
−a
e
−Reλ+σ(µ)|µ| (4a+x−y) dy
)1/q
×
( a∫
−a
e
−Reλ+σ(µ)|µ| (4a+x−y)∣∣ϕ(y,µ)∣∣p dy
)1/p
,
where q is the conjugate exponent of p. Now making use of the estimate
a∫
−a
e
−Reλ+σ(µ)|µ| (4a+x−y) dy  |µ|
Reλ+ σ(µ) ,
we obtain
∣∣P+λ ϕ∣∣ c(λ) 1|µ|
( |µ|
Reλ+ σ(µ)
)1/q( a∫
−a
e
−Reλ+σ(µ)|µ| (4a+x−y)∣∣ϕ(y,µ)∣∣p dy
)1/p
.
Next, integrating |P+ϕ|p with respect to x and using Fubini’s theorem we getλ
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−a
∣∣P+λ ϕ∣∣p dx  c(λ)p |µ|p/q−p(Reλ+ σ(µ))p/q
a∫
−a
a∫
−a
e
−Reλ+σ(µ)|µ| (4a+x−y)∣∣ϕ(y,µ)∣∣p dy dx
 c(λ)p |µ|
p/q−p
(Reλ+ σ(µ))p/q
( |µ|
Reλ+ σ(µ)
) a∫
−a
∣∣ϕ(y,µ)∣∣p dy
= c(λ)
p
(Reλ+ σ(µ))p
a∫
−a
∣∣ϕ(y,µ)∣∣p dy.
Therefore,
1∫
0
a∫
−a
∣∣P+λ ϕ∣∣pσ(µ)dx dµ c(λ)p sup
µ∈(0,1)
σ (µ)
(Reλ+ σ(µ))p
a∫
−a
1∫
0
∣∣ϕ(y,µ)∣∣p dµdy.
Similarly we have
0∫
−1
a∫
−a
∣∣P−λ ϕ∣∣pσ(µ)dx dµ c(λ)p sup
µ∈(−1,0)
σ (µ)
(Reλ+ σ(µ))p
a∫
−a
0∫
−1
∣∣ϕ(y,µ)∣∣p dµdy.
Thus,
‖Pλϕ‖Xσp =
[ 0∫
−1
a∫
−a
∣∣P−λ ϕ∣∣pσ(µ)dx dµ+
1∫
0
a∫
−a
∣∣P+λ ϕ∣∣pσ(µ)dx dµ
]1/p
 c(λ) sup
µ∈(−1,1)
σ (µ)1/p
Reλ+ σ(µ)‖ϕ‖Xp
and therefore Pλ ∈ L(Xp,Xσp) with
‖Pλ‖L(Xp,Xσp )  c(λ) sup
µ∈(−1,1)
σ (µ)1/p
Reλ+ σ(µ) .
On the other hand, since the operators Sλ and Qλ have the same structure as Pλ, similar
calculations as above show that Sλ and Qλ belong to L(Xp,Xσp) with
‖Sλ‖L(Xp,Xσp )  c(λ) sup
µ∈(−1,1)
σ (µ)1/p
Reλ+ σ(µ)
and
‖Qλ‖L(Xp,Xσp )  sup
µ∈(−1,1)
σ (µ)1/p
Reλ+ σ(µ) .
This achieves the proof. ✷
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ditions, i.e.,{
H :L+1,1 ⊕L+2,1 → L−1,1 ⊕L−2,1,
H
( u1
u2
) := ( 0 H12
H21 0
)( u1
u2
)
,
where
H12 :L
+
2,1 →L−1,1, u(a,µ)→ u(−a,µ),
H21 :L
+
1,1 →L−2,1, u(−a,µ)→ u(a,µ)
for Reλ >−σ0, similar arguments and calculations as above give
(λ− TH )−1 = Uλ +Qλ,
where Uλ is the bounded operator given by

Uλ :Xp →Xp, Uλϕ := χ(−1,0)(µ)U−λ ϕ + χ(0,1)(µ)U+λ ϕ with
(U+λ ϕ)(x,µ) := 11−m(λ,σ (µ),µ) 1|µ|
∫ a
−a e
− λ+σ(µ)|µ| (2a+x−y)ϕ(y,µ) dy, µ > 0,
(U−λ ϕ)(x,µ) := 11−m(λ,σ (µ),µ) 1|µ|
∫ a
−a e
− λ+σ(µ)|µ| (2a−x+y)ϕ(y,µ) dy, µ < 0.
Obviously, Uλ possesses the same structure as Pλ. Hence Lemma 2.1 holds also true for
perfect periodic boundary conditions.
3. Generation result
This section deals with the well-posedness of the Cauchy problem (1.1)–(1.2). The main
tool in our generation result is Theorem 1.1. Before going further, we first notice that,
according to Lemma 2.1, the embedding D(TH ) ↪→ Xσp is continuous. So, we can define
the collision operator K on Xσp by
(Kϕ)(x,µ)=
1∫
1
κ(µ,µ′)ϕ(x,µ′) dµ′,
where the kernel κ(· , ·) is assumed to be a measurable nonnegative real valued function on
(−1,1)× (−1,1).
It should be observed that, as in [4], since σ(·) is bounded below (cf. (H1)), then it
follows from Remark 2.1 and [11, Theorem 3.2] that TH generates a positive C0-semi-
group (UH (t))t0 given explicitly by
UH (t)ϕ(x,µ)= e−σ(µ)t
∑
n0
{
ϕ
(
sgn(µ)4na + x −µt,µ)
× χ[ (4n−1)a+sgn(µ)x
|µ| ,
(4n+1)a+sgn(µ)x
|µ|
](t)
+ ϕ(− sgn(µ)(4n+ 2)a − x +µt,−µ)
× χ[ (4n+1)a+sgn(µ)x
,
(4n+3)a+sgn(µ)x ](t)
}
,|µ| |µ|
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sgn(µ)=
{1 if µ> 0,
−1 if µ< 0.
For the details we refer to [11, Section 3]. This expression may be written abstractly as(
UH(t)ϕ
)
(x,µ)=
∑
n0
{(
In(t)ϕ
)
(x,µ)+ (Jn(t)ϕ)(x,µ)},
where{
(In(t)ϕ)(x,µ)= ϕ(x − tµ+ 4na sgn(µ),µ)in(t, x,µ),
(Jn(t)ϕ)(x,µ)= ϕ(−x + tµ− (4n+ 2)a sgn(µ),−µ)jn(t, x,µ). (3.1)
The functions in(· , · , ·) and jn(· , · , ·) are defined on [0,+∞)× (−a, a)× (−1,1) by{
in(t, x,µ)= e−tσ (µ)χ(−a < x − tµ+ 4na sgn(µ) < a),
jn(t, x,µ)= e−tσ (µ)χ(−a <−x + tµ− (4n+ 2)a sgn(µ) < a).
(3.2)
Lemma 3.1. Let t ∈ (0,+∞) and assume that condition (H1) is satisfied. Then, for all
ϕ ∈Xp, UH(t)ϕ ∈Xσp and∥∥UH (t)ϕ∥∥
Xσp
 2
(ep)1/p
1
t1/p
{
t
4a
+ 3
2
}
‖ϕ‖Xp . (3.3)
Proof. Let t ∈ (0,+∞). According to Proposition 4.1 in [4], there exists an integer n(t)
given by n(t)= [t/(4a)+ 1/2] (the integer part of the real t/(4a)+ 1/2) such that
(
UH(t)ϕ
)
(x,µ)=
n(t)∑
n=0
{(
In(t)ϕ
)
(x,µ)+ (Jn(t)ϕ)(x,µ)}.
It follows from the first equations of (3.1) and (3.2) that∣∣(In(t)ϕ)(x,µ)∣∣p = e−ptσ (µ)∣∣ϕ(x − tµ+ 4na sgn(µ),µ)∣∣p
× χ(−a < x − tµ+ 4na sgn(µ) < a),
and then
a∫
−a
1∫
−1
∣∣In(t)ϕ(x,µ)∣∣pσ(µ)dx dµ

a∫
−a
1∫
−1
σ(µ)e−ptσ (µ)
∣∣ϕ(x − tµ+ 4na sgn(µ),µ)∣∣p
× χ(−a < x − tµ+ 4na sgn(µ) < a)dx dµ

a∫ 1∫
σ(µ)e−ptσ (µ)
∣∣ϕ(y,µ)∣∣p dy dµ.
−a −1
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Similar computations give∥∥Jn(t)ϕ∥∥Xσp  1(ep)1/p 1t1/p ‖ϕ‖Xp .
Hence,∥∥UH (t)ϕ∥∥
Xσp

∑
n0
{∥∥In(t)ϕ∥∥Xσp + ∥∥Jn(t)ϕ∥∥Xσp }
 2
(ep)1/p
n(t)+ 1
t1/p
‖ϕ‖Xp 
2
(ep)1/p
1
t1/p
{
t
4a
+ 3
2
}
‖ϕ‖Xp .
This ends the proof. ✷
We are now ready to prove the main result of this section.
Theorem 3.1. Assume that condition (H1) is satisfied. If K ∈ L(Xσp ;Xp), then K is a
Miyadera perturbation of (UH (t))t0 and TH +K generates a C0-semigroup (V H (t))t0
given by the Dyson–Phillips expansion defined on D(TH ) by
V H(t)=
∞∑
j=0
UHj (t),
where
UH0 (t)=UH (t) and UHj (t)=
t∫
0
UHj−1(t − s)KUH (s) ds.
Remark 3.1. Note that, as in [4, Theorem 4.1] and [14, Proposition 9.4], the smoothing
effect of the semigroup (UH (t))t0 established in Lemma 3.1 is inherited by (V H (t))t0.
In fact, for any t > 0, we have
t∫
0
∥∥V H(s)ψ∥∥
Xσp
ds M(t)‖ψ‖Xp , ∀ψ ∈Xp,
where M(t) is a constant depending on t . The proof of this estimate uses Lemma 3.1 and
follows very closely that of Proposition 9.4 in [14].
Proof of Theorem 3.1. Let ϕ ∈Xp and α > 0. According to (3.3), we have
α∫ ∥∥KUH(t)ϕ∥∥
Xp
dt 
α∫
‖K‖L(Xσp ;Xp)
∥∥UH(t)ϕ∥∥
Xσp
dt0 0
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(ep)1/p
‖K‖L(Xσp ;Xp)
α∫
0
1
t1/p
{
t
4a
+ 3
2
}
‖ϕ‖Xp dt
 γ (α)‖ϕ‖Xp
with
γ (α)= 2‖K‖L(X
σ
p ;Xp)
(ep)1/p
[
pα2−1/p
4a(2p− 1) +
3pα1−1/p
2(p− 1)
]
.
Clearly γ (·) is a continuously increasing function on [0,∞) and limα→0+ γ (α) = 0. So,
there exists a real α0 > 0 such that ∀α ∈ [0, α0) we have γ (α) < 1 and
α∫
0
∥∥KUH(t)ϕ∥∥
Xp
dt  γ (α)‖ϕ‖Xp , ϕ ∈D(TH ). (3.4)
Consequently, K is a Miyadera perturbation of TH . Now the use of the estimate (3.4)
together with Theorem 1.1 gives the desired result. ✷
Remark 3.2. As indicated in [11, Remark 3.2], for perfect periodic boundary conditions,
TH generates a positive strongly continuous semigroup (UH (t))t0. For ϕ ∈ Xp , UH(t)
acts as follows:
UH (t)ϕ(x,µ)= e−σ(µ)t
∑
n0
ϕ
(
sgn(µ)2na + x −µt,µ)
× χ[ sgn(µ)x+(2n−1)a
|µ| ,
sgn(µ)x+(2n+1)a
|µ|
](t).
Clearly simple calculations similar to those above show that Lemma 3.1 and Theorem 3.1
are also valid for perfect periodic boundary conditions.
4. Asymptotic of (V H (t))t0
In this section we deal with the compactness of the second-order remainder term of the
Dyson–Phillips expansion R2(t). Let us first derive an adequate expression of R2(t) which
we will use below.
Let t > 0, ψ ∈ D(TH ), and set u(s) = V H(t − s)UH (s)ψ for s ∈ [0, t]. Obviously
u′(s) = −VH(t − s)KUH (s)ψ . So, integrating u′(s) from 0 to t we get V H(t)ψ =
UH(t)ψ + ∫ t0 V H(t − s)KUH (s)ψ ds. But D(TH ) is dense in Xp so we have
V H(t)ψ =UH(t)ψ +
t∫
0
V H(t − s)KUH(s)ψ ds, ∀ψ ∈Xp. (4.1)
On the other hand, since R2(t)= V H(t)−UH(t)−U1(t), simple calculations using (4.1)
and the expression of U1(t) (see (1.3)) give
R2(t)ψ =
t∫ s∫
VH (r)KUH(s − r)KUH(t − s)ψ dr ds.
0 0
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(H2) The scattering operator K viewed as an operator from Lσp into Lp is positive and
compact.
We now come to the main result of this section.
Theorem 4.1. Assume that the conditions (H1) and (H2) are satisfied. Then R2(t) is com-
pact on Xp . Consequently,
ωe(V
H )= ωe(UH ).
The proof of Theorem 4.1 requires the following two lemmas.
Let t ∈ [0,∞); we denote by Ωt the set
Ωt =
{
(s, r): 0 < s < t, 0 < r < s
}
.
Lemma 4.1. Let t ∈ (0,∞) be fixed and assume that (H1) holds true. Then there exists a
Ωt -integrable function χ(s, r) such that∥∥KUH(s − r)KUH(t − s)∥∥L(Xp,Xp)  χ(s, r)‖K‖2L(Lσp,Lp).
Proof. Let ψ ∈Xp . According to (3.3) we have∥∥KUH(s − r)KUH(t − s)ψ∥∥
Xp
 ‖K‖L(Lσp,Lp)
∥∥UH (s − r)KUH(t − s)ψ∥∥
Xσp
 ‖K‖L(Lσp,Lp)2
n(s − r)+ 1
(ep)1/p(s − r)1/p
∥∥KUH(t − s)ψ∥∥
Xp
 ‖K‖L(Lσp,Lp)2
n(s − r)+ 1
(ep)1/p(s − r)1/p ‖K‖L(Lσp,Lp)
∥∥UH(t − s)ψ∥∥
Xσp
 ‖K‖L(Lσp,Lp)2
n(s − r)+ 1
(ep)1/p(s − r)1/p ‖K‖L(Lσp,Lp)2
n(t − s)+ 1
(ep)1/p(t − s)1/p ‖ψ‖Xp .
This yields∥∥KUH(s − r)KUH(t − s)∥∥ χ(s, r)‖K‖2L(Lσp,Lp),
where
χ(s, r)= 4
(ep)2/p
(
n(s − r)+ 1
(s − r)1/p
)(
n(t − s)+ 1
(t − s)1/p
)
, n(y)=
[
y
4a
+ 1
2
]
,
is an integrable function on Ωt . ✷
Lemma 4.2. Let t ∈ (0,∞) be fixed and assume that (H1) and (H2) are satisfied. Then
KUH(s − r)KUH (t − s) is compact on Xp for all (s, r) ∈Ωt .
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L(Xp,Xσp). So, it suffices to establish the compactness of KUH(t)K on Xσp for t > 0. Ac-
cording to Lemma 4.1, KUH(s− r)KUH(t− s) depends continuously in K ∈L(Lσp,Lp).
So, approximating K ∈K(Lσp,Lp) by a sequence of finite rank operators and using linear-
ity, we may restrict ourselves to prove that LUH (t)K is compact on Xσp , where L and K
are the operators with kernels
l(µ,µ′)= l1(µ)l2(µ′) and k(µ,µ′)= k1(µ)k2(µ′),
where
l1, k1 ∈ Lp(−1,1), l2
σ 1/p
,
k2
σ 1/p
∈Lq(−1,1), and q = p
p− 1 .
Since LUH (t)K =∑n(t)n=0{LIn(t)K+LJn(t)K} and for n ∈ {0,1, . . . , n(t)}, the operators
LIn(t)K and LJn(t)K have the same structure, so we can restrict our proof to one of them,
for example, LIn(t)K . Let ψ ∈Xσp , then(
LIn(t)Kψ
)
(x,µ)
= l1(µ)
1∫
−1
l2(µ
′′)e−tσ (µ′′)k1(µ′′)
( 1∫
−1
k2(µ
′)ψ
(
x − tµ′′ + 4na sgn(µ′′),µ′)
× χ(−a < x − tµ′′ + 4na sgn(µ′′) < a)dµ′
)
dµ′′
= (Q+n ψ)(x,µ)+ (Q−n ψ)(x,µ),
where
Q+n ψ(x,µ)= l1(µ)
1∫
0
l2(µ
′′)e−tσ (µ′′)k1(µ′′)
( 1∫
−1
k2(µ
′)ψ(x − tµ′′ + 4na,µ′)
× χ(−a < x − tµ′′ + 4na < a)dµ′
)
dµ′′
and
Q−n ψ(x,µ)= l1(µ)
0∫
−1
l2(µ
′′)e−tσ (µ′′)k1(µ′′)
( 1∫
−1
k2(µ
′)ψ(x − tµ′′ − 4na,µ′)
× χ(−a < x − tµ′′ − 4na < a)dµ′
)
dµ′′.
Note again that Q+n and Q−n possess the same structure, so it is sufficient to establish the
result for Q+n .
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(
Q+n ψ
)
(x,µ)= l1(µ)
a∫
−a
q(x, y)
( 1∫
−1
k2(µ
′)ψ(y,µ′) dµ′
)
dy,
where
qn(x, y)= 1
t
l2
(
x − y + 4na
t
)
k1
(
x − y + 4na
t
)
e−tσ
( x−y+4na
t
)
× χ
(
0<
x − y + 4na
t
< 1
)
.
Hence Q+n can be decomposed in the sharp
Q+n =U3Un2 U1,
where
U1 :X
σ
p →Lp
([−a, a], dx), ψ(y,µ′)→
1∫
−1
k2(µ
′)ψ(y,µ′) dµ′,
Un2 :Lp
([−a, a], dx)→ Lp([−a, a], dx), ϕ(y)→
a∫
−a
qn(x, y)ϕ(y) dy,
U3 :Lp
([−a, a], dx)→Xp, θ(x)→ l1(µ) · θ(x).
Clearly, the operators U1 and U3 are bounded. Thus it is enough to show that Un2 is com-
pact. To do so, let us first observe that Un2 is an integral operator of convolution type with
kernel qn(· , ·). Let Mn(·) be the function defined by
Mn(z)= 1
t
l2
(
z+ 4na
t
)
k1
(
z+ 4na
t
)
e−tσ
( z+4na
t
)
χ
(
0 <
z+ 4na
t
< 1
)
.
Next, making use of the change of variables w = (z+ 4na)/t and the estimate
s1/pe−t s  1
e
(
t
p
)1/p
,
we get
+∞∫
−∞
∣∣Mn(z)∣∣dz=
+∞∫
−∞
1
t
∣∣∣∣l2
(
z+ 4na
t
)∣∣∣∣
∣∣∣∣k1
(
z+ 4na
t
)∣∣∣∣e−tσ ( z+4nat )
× χ
(
0 <
z+ 4na
t
< 1
)
dz
=
1∫ ∣∣l2(w)∣∣ · ∣∣k1(w)∣∣e−tσ (w) dw  1
e
(
t
p
)1/p
‖k1‖p
∥∥∥∥ l2σ 1/p
∥∥∥∥
q
<∞,
0
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lary IV.27 in [3, p. 74] gives the compactness of Un2 which achieves the proof. ✷
Proof of Theorem 4.1. The compactness of R2(t) follows from Lemmas 4.1, 4.2, and the
fact the set of compact operators on Xp has the strong convex compactness property (see
either [21, Theorem 1.3] or [22, Corollary 2.3]). Now, the use of Theorem 1.2 completes
the proof. ✷
Remark 4.1. It should be observed that Theorem 4.1 holds also true for perfect periodic
boundary conditions. In fact, using the expression of UH (t) given in the Remark 3.2 and
arguing as above we reach the same result as in Theorem 4.1. Note also that the analysis in
the case where H is a perfect periodic boundary operator is easier than that we treat here
because (UH (t))t0 has a simple expression (cf. Remark 3.1).
Remark 4.2. In this paper we deal with both perfect reflecting and periodic boundary
conditions, i.e., ‖Hu‖ = ‖u‖. However, this hypothesis is not necessary, it was used in
order to simplify the calculations (which are very tedious). Actually, our procedure works
also for reflecting and periodic boundary conditions satisfying ‖Hu‖ = α‖u‖, where α
denotes an accommodation coefficient.
Remark 4.3. We close this section by noticing that in a recent paper [12], extending the
work by Chabi and Mokhtar-Kharroubi [5] (see also [14, Chapter 9]), Lods obtained re-
sults in the spirit of those discussed above for transport equation with vacuum boundary
conditions in bounded geometry.
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