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Abstract. We investigate criteria for circle packing(CP) types of disk trian-
gulation graphs embedded into simply connected domains in C. In particular,
by studying combinatorial curvature and the combinatorial Gauss-Bonnet the-
orem involving boundary turns, we show that a disk triangulation graph is CP
parabolic if there is a positive sequence an such that
an ≥
∑
v∈Bn
(deg v − 6) and
∞∑
n=1
1∑n
k=1 ak
=∞,
where Bn is the combinatorial ball of radius n and centered at a fixed vertex.
This criterion is sharp, and generalizes a conjecture by He and Schramm in
their paper from 1995, which was later proved by Repp in 2001. We also give
several criteria for CP hyperbolicity, one of which generalizes a theorem of He
and Schramm, and present a necessary and sufficient condition for CP types of
layered circle packings generalizing and confirming a criterion given by Siders
in 1998.
1. Introduction
Let V be an index set, and suppose P = {Pv : v ∈ V } is an infinite circle packing
of the plane; i.e., P is a collection of infinitely many closed geometric disks Pv ⊂ C
such that if u 6= v, then Pu and Pv have disjoint interiors. The contact graph,
which is also called the tangency graph or the nerve, of P is the graph G defined as
follows: the vertex set of G is nothing but the index set V = V (G), and for distinct
u, v ∈ V an edge [u, v] appears in the edge set E = E(G) if and only if Pu and Pv
intersect (Figure 1). Definitely G is a planar graph describing the combinatorial
pattern of P .
Now suppose that a disk triangulation graph G is given without any reference to
circle packings. (The term ‘disk triangulation graph’ will always connote an infinite
graph throughout the paper. See Section 2 for details.) Then it is well known that
there exists a circle packing, unique up to Mo¨bius transformations, that fills either
the whole plane C or the unit disk D := {z ∈ C : |z| < 1}, and its contact
graph is combinatorially equivalent to G (cf. [20, Corollary 0.5]). Because Mo¨bius
transformations, or any other nonconstant analytic functions, cannot map the whole
plane C into the unit disk D, the above statement makes it possible to define the
circle packing type of a disk triangulation graph G; i.e., we call G circle packing
parabolic (CP parabolic for abbreviation) if there exists a circle packing which fills
the whole plane C and whose contact graph is combinatorially equivalent to G, and
we call G circle packing hyperbolic (CP hyperbolic) if there exists a circle packing
Date: March 17, 2020.
2010 Mathematics Subject Classification. Primary 52C15, 05B40, 05C10.
1
ar
X
iv
:2
00
3.
07
05
9v
1 
 [m
ath
.M
G]
  1
6 M
ar 
20
20
2 B. OH
Figure 1. Part of a circle packing and its contact graph.
which fills the unit disk D and whose contact graph is combinatorially equivalent
to G. The question then arises as to under what condition it is guaranteed that
the given disk triangulation graph G is CP parabolic or CP hyperbolic. There are
many papers concerning this question [7, 15, 19, 26, 32, 35, 39, 45] (and more).
Also see [3, 4, 27] for probabilistic version of this problem. For those who want to
study general theories about circle packings, we recommend [41, 42].
1.1. He and Schramm’s criteria for circle packing types and the ‘gap’. In
[19], He and Schramm proved many criteria that determine whether a given disk
triangulation graph is CP parabolic or CP hyperbolic. Among them, perhaps the
following is the most significant.
Theorem 1.1 (He and Schramm). Let G be a disk triangulation graph. If G is
recurrent, then G is CP parabolic. Conversely, if G is transient and of bounded
degree, then G is CP hyperbolic.
Note that a graph is called either recurrent or transient if the simple random
walk on it is recurrent or transient, respectively, and of bounded degree if the degrees
of vertices (the number of edges incident to each vertices) are bounded above. The-
orem 1.1 was also proved independently by McCaughan [26] for disk triangulation
graphs of bounded degree.
He and Schramm also proved in the same paper [19] the following theorem.
Theorem 1.2 (He and Schramm). Let G be a disk triangulation graph, S0 a finite
nonempty subgraph of G, and g : N → (0,∞) a nondecreasing function. For a
subgraph S, define dS as the set of vertices in G not belonging to S but having
neighbors in S.
(a) If G is CP parabolic and satisfies the perimetric inequality
|dS| ≥ g(|S|)
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for every connected finite subgraph S ⊃ S0, where |dS| denotes the cardinality
of the set dS and |S| denotes the cardinality of the vertex set of S, then
(1.1)
∞∑
n=1
1
g(n)2
=∞.
(b) If (1.1) holds and the perimetric inequality
|dBn| ≤ g(|Bn|)
holds for every n = 0, 1, 2, . . ., where Bn is the combinatorial ball of radius n
and centered at a fixed vertex, then G is CP parabolic.
Using the above two statements, they also proved in [19] the following theorem,
which in fact has initiated our work in this paper.
Theorem 1.3 (He and Schramm). Let G be a disk triangulation graph.
(a) If at most finitely many vertices in G have degrees greater than 6, then G is
CP parabolic and recurrent.
(b) If we have the inequality
(1.2) sup
S0
inf
S⊃S0
(
1
|S|
∑
v∈S
deg v
)
> 6,
where S0 and S are nonempty connected finite subgraphs of G and deg v denotes
the degree of v, then G is CP hyperbolic and transient.
He and Schramm noted a wide gap between the two statements in Theorem 1.3,
and indicated that it would be interesting to narrow the gap. For this purpose they
proposed the following conjecture, which was later proved by Repp [35].
Theorem 1.4 (Repp). Suppose G is a disk triangulation graph of bounded degree.
If the sequence
kn =
∑
v∈Bn
(deg v − 6)
is bounded, then G is CP parabolic.
The sequence kn will be called the degree excess or valence excess sequence as in
[35]. The main purpose of this paper is to narrow the gap between the statements in
Theorem 1.3 further; for example we wondered if we could replace the boundedness
condition of the sequence kn in Theorem 1.4 by some other conditions, or if we could
find a condition that is weaker than (1.2) but still guarantees CP hyperbolicity of
a given disk triangulation graph.
We first have the following theorem, which generalizes Theorem 1.4.
Theorem 1.5. Suppose G is a disk triangulation graph, and for each n ∈ N let Bn
be the combinatorial ball of radius n and centered at a fixed vertex in G. If there
exists a positive sequence an such that an ≥
∑
v∈Bn(deg v − 6) for all n and
(1.3)
∞∑
n=1
1∑n
k=1 ak
=∞,
then G is CP parabolic and recurrent.
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The only reason why we describe the statement in Theorem 1.5 in terms of a
positive sequence an instead of the degree excess sequence kn in Theorem 1.4 is
because we do not want the sum
∑n
k=1 ak to be zero for any n, which makes (1.3)
absurd. Note that we can always take an = max{1, kn}, or we can take an = kn+6
as discussed in Remark 4.3 (cf. Theorem 1.7).
An immediate corollary of Theorem 1.5 is the following.
Corollary 1.6. Let G and Bn be as above. If∑
v∈Bn
(deg v − 6) ≤ c lnn
for sufficiently large n, where c is a fixed positive constant, then G is CP parabolic
and recurrent.
If the degree excess sequence kn is bounded, then it is definitely less than lnn for
sufficiently large n, so Corollary 1.6 as well as Theorem 1.5 implies Theorem 1.4.
Also note that unlike Theorem 1.4, we do not require G to be of bounded degree.
Proof of Corollary 1.6. Since
n∑
k=1
ln k ≤ n lnn and
∞∑
n=2
1
n lnn
=∞,
one can easily find, from the conditions of Corollary 1.6, a sequence an satisfying
the assumptions in Theorem 1.5. We left the details to the reader. 
We remark that the condition (1.3) in Theorem 1.5 is sharp, which can be seen
in the following theorem.
Theorem 1.7. Suppose {kn}∞n=0 is a sequence of integers satisfying
(1.4)
n∑
j=0
(kj + 6) ≥ 3
for every n = 0, 1, 2, . . ., and
∞∑
n=1
1∑n
j=0(kj + 6)
<∞.
Then there exists a CP hyperbolic disk triangulation graph G such that kn =∑
v∈Bn(deg v − 6) for every n = 0, 1, 2, . . ., where Bn is the combinatorial ball
of radius n and centered at a fixed vertex of G.
In Theorem 1.7 one cannot omit (1.4) because it is a basic property satisfied by
any degree excess sequence kn of disk triangulation graphs. See Remark 4.3 for
details. Also note that by letting an = kn + 6, where kn is the given sequence in
Theorem 1.7, one can easily see that the condition (1.3) in Theorem 1.5 is sharp.
We next discuss a criterion for CP hyperbolicity. Note that Theorem 1.5 narrows
the ‘gap’ from the parabolic cases, so we need a theorem which fills the ‘gap’ from
the hyperbolic cases.
Theorem 1.8. Suppose G is a disk triangulation graph. If there exists a nonde-
creasing function g : N→ (0,∞) such that ∑∞n=1 1/g(n)2 <∞ and
sup
S0
inf
S⊃S0
1
g(|S|)
∑
v∈S
(deg v − 6) > 0,
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Figure 2. A finite portion of a layered circle packing with
deg v0 = 9, h1 = h2 = 3, d1 = 1 and d2 = 2. Circles of con-
tact degrees greater than 6 are shaded.
where S and S0 are the same as in Theorem 1.3, then G is CP hyperbolic and
transient.
By taking g(x) = xα for α > 1/2, it follows from Theorem 1.8 that
Corollary 1.9. Let G,S, and S0 be as in the previous theorem. If there exists
α > 1/2 such that
sup
S0
inf
S⊃S0
1
|S|α
∑
v∈S
(deg v − 6) > 0,
then G is CP hyperbolic and transient.
Corollary 1.9 can be considered a generalization of Theorem 1.3(b), because it
is nothing but the case α = 1 in Corollary 1.9. See Section 6 for more explanation
about this corollary, and some other hyperbolic criteria derived from previously
known results.
1.2. Layered circle packings and Siders’ criterion. A layered circle packing
is a circle packing such that all the circles in each layer have the same contact
degrees; i.e., if G is the contact graph of a circle packing, then it is a layered circle
packing if, for each n = 0, 1, 2, . . ., we have deg v = degw for v, w ∈ Sn. Here Sn
is the combinatorial sphere of radius n and centered at a fixed vertex of G. See
Figure 2. In particular, we are interested in the case that deg v ≥ 6 for every vertex
v ∈ V (G).
6 B. OH
In order to describe the problem precisely, suppose v0 is a vertex of G, Sn the
combinatorial sphere of radius n and centered at v0, and (hk, dk) a sequence of
ordered pairs in N×N. Then our assumption is the following: deg v0 ≥ 6, deg v = 6
if v ∈ S1 ∪ S2 ∪ · · · ∪ Sh1−1, and deg v = d1 + 6 ≥ 7 if v ∈ Sh1 . Similarly, for
k ≥ 2 we assume that deg v = 6 if v ∈ Sm for h1 + h2 + · · · + hk−1 + 1 ≤ m ≤
h1 + h2 + · · · + hk−1 + hk − 1, and deg v = dk + 6 ≥ 7 if v ∈ Sh1+h2+···+hk . In
other words, we consider the circle packing such that for every k ∈ N, hk − 1
layers consisting of degree 6 vertices are followed by the (h1 + h2 + · · · + hk)-th
layer consisting of degree dk + 6 ≥ 7 vertices. Definitely a layered circle packing
is determined by the sequence of the pairs (hk, dk), k ≥ 0 (with h0 = 0 and
d0 = deg v0 − 6).
In [39] Siders studied layered circle packings such that dk = 1 for every k =
1, 2, . . ., and proved the following result. Note that in this case one only needs to
consider the sequence hk instead of the sequence of pairs (hk, dk).
Theorem 1.10 (Siders). Suppose G is a disk triangulation graph associated with
a layered circle packing determined by the sequence hk of natural numbers. Then
G is CP hyperbolic if
(1.5)
∞∑
n=2
lnhn∏n−1
k=1 hk
<∞,
and CP parabolic if
∞∑
n=2
lnhn
2n
∏n−1
k=1 hk
=∞.
There is in fact no explicit statement in [39], where the criteria above were for-
mulated in the course of proof/explanation. Also remark that the formulae in [39]
were written using the number of degree 6 layers (i.e., hk−1 in our notation) instead
of hk. Because hk was, however, implicitly assumed very large in [39], we believe
that the statements written in Theorem 1.10 are not different from what Siders
formulated in [39]. It was also asserted in the abstract of [39] that a layered circle
packing is parabolic or hyperbolic according as the sum
∑
lnhk/ck−1 diverges or
converges, respectively, where ck is the number of vertices in Sh1+···+hk . Unfor-
tunately, however, we could not find in [39] any rigorous proof for this assertion,
at least for the hyperbolic case. In this context we provide the next theorem for
supplements of Siders’ result.
Theorem 1.11. Suppose G is a disk triangulation graph associated with a layered
circle packing determined by the sequence (hk, dk) ∈ N×N. Then G is CP parabolic
if and only if
∞∑
n=2
lnhn
dn−1cn−1
=∞,
where cn is a sequence of integers defined by
(1.6)
{
c1 = h1,
cn = cn−1 + hn(1 + d1c1 + d2c2 + · · ·+ dn−1cn−1) for n ≥ 2.
We will show in Section 9 that cn = (deg v0) · |Sh1+h2+···+hn |, so Theorem 1.11 is
not much different from what Siders claimed in the abstract of [39]. Moreover, there
is some improvement in Theorem 1.11 because the exact recurrence relation for cn
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is given, and more importantly, the criterion is proved without any boundedness
assumption for dn. Although it seems almost impossible to solve the sequence cn
explicitly, the recurrence relation (1.6) is useful because it helps us to prove the
following corollary, which claims that the appropriate quantity we have to consider
for CP types of layered circle packings is essentially the left-hand side of (1.5).
Corollary 1.12. Suppose G is a disk triangulation graph associated with a layered
circle packing determined by the sequence (hk, dk). Then G is CP hyperbolic if
∞∑
n=2
lnhn∏n−1
k=1 dkhk
<∞.
Furthermore, if
∑∞
n=1 1/hn is convergent and
∞∑
n=2
lnhn∏n−1
k=1 dkhk
=∞,
then G is CP parabolic.
Proof. Since cn ≥ (1 + hndn−1)cn−1 ≥ hndn−1cn−1 for every n ≥ 2, the hyperbolic
part easily comes from Theorem 1.11. Now suppose hn grows rapidly so that the
series
∑∞
n=1 1/hn converges. From (1.6) we obtain that
(1.7)
cn = cn−1 + hndn−1cn−1 + hn(1 + d1c1 + · · ·+ dn−2cn−2)
= cn−1 + hndn−1cn−1 +
hn
hn−1
(cn−1 − cn−2)
= (1 + αn)hndn−1cn−1,
where
0 ≤ αn = 1
hndn−1
+
1
hn−1dn−1
· cn−1 − cn−2
cn−1
≤ 1
hn
+
1
hn−1
for n ≥ 3, because dk ≥ 1 for every k and ck is an increasing positive sequence. Then
since the series
∑
1/hn converges, both the series
∑
αn and the infinite product∏∞
n=3(1 + αn) converge as well. Thus we get from (1.7) that dncn ≤ β ·
∏n
k=1 dkhk
for some absolute positive constant β. Now the parabolic part of the corollary
follows from Theorem 1.11, and this completes the proof. 
The condition
∑
1/hn < ∞, or some other conditions similar to it, cannot be
omitted from the parabolic part of Corollary 1.12. To see this, let dn = 1 for all
n, and hn be a sequence of natural numbers with a subsequence hnk ≥ 2 which
appears scarcely and grows rapidly. We also assume that hn = 2 unless n = nk
for some k. Then definitely both the infinite sum
∑
1/hn and the infinite product∏
n(1 + αn) diverge because αn ≥ 1/hn, where αn is the sequence in (1.7). This
means that cn 
∏n
k=1 hk for sufficiently large n, hence we can manipulate hnk so
that
k ·
nk−1∏
j=1
hj ≤ cnk−1 and
1
k
≤ lnhnk∏nk−1
j=1 hj
≤ 2
k
.
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Now Theorem 1.11 implies that the graph G is CP hyperbolic because
∞∑
n=2
lnhn
cn−1
=
∑
n6=nk
lnhn
cn−1
+
∞∑
k=1
lnhnk
cnk−1
≤
∞∑
n=1
ln 2
2n−1
+
∞∑
k=1
2
k2
<∞,
where we used the inequality cn−1 ≥
∏n−1
j=1 hj ≥ 2n−1, but definitely we have
∞∑
n=2
lnhn∏n−1
j=1 hj
≥
∞∑
k=1
lnhnk∏nk−1
j=1 hj
≥
∞∑
k=1
1
k
=∞.
1.3. Structure of the paper. This paper is organized as follows. In Section 2
we explain some terminology and notation used in this paper, among which there
are several unusual notation such as the region D(S) corresponding to a subgraph
S, and various boundaries bS, dS, and ∂S of S. In Section 3 the concept of com-
binatorial curvatures and two versions of the combinatorial Gauss-Bonnet theorem
will be introduced. Though there is no serious proof in Section 3, the combinato-
rial Gauss-Bonnet theorem will play the most important role in this paper, and in
[30]. Our main results, Theorem 1.5 and Theorem 1.8, will be proved in Section 4
and Section 5, respectively. The pros and cons of Theorem 1.8 (or Corollary 1.9)
are explained in Section 6, where two more criteria for CP hyperbolicity will be
deduced from some previously known results. Experts may skip Section 7, because
the materials in this section are vertex extremal length, square tilings, and some
previously known results. In Section 8 we construct an example for Theorem 1.7.
The paper finishes in Section 9, where we study layered circle packings and prove
Theorem 1.11.
2. Preliminaries
A graph G is a pair of the vertex set V = V (G) and the edge set E = E(G) ⊂
V ×V , and because we only consider undirected graphs, we always assume that an
edge [v, w] ∈ E is the same as the edge [w, v], where v, w ∈ V . A graph is called
finite or infinite according as the cardinality of the vertex set. A planar graph is a
graph that is already embedded into the plane C (if it is infinite) or the Riemann
sphere Cˆ = C∪{∞} (if it is finite) locally finitely, which means that every compact
set in C or Cˆ, respectively, intersects only finitely many vertices and edges of the
graph. Strictly speaking, a planar graph is different from its embedded graph, but
we do not distinguish them and use the term ‘planar graph’ for embedded graphs.
Let G be a planar graph embedded into D, where D is either C or Cˆ. The closure
of a component of D \ G is called a face of G, and we denote by F = F (G) the
set of faces of G. Since each planar graph is determined by the triple (V,E, F ), we
identify it with G and use the notation G = (V,E, F ).
Note that every face of G is a closed set with respect to the Euclidean topology.
Similarly we will always regard each vertex and edge of G as a closed set. Two
objects in V ∪ E ∪ F are called incident if one is a proper subset of the other,
and two distinct vertices v, w ∈ V are called neighbors if they are incident to the
same edge, that is, if [v, w] ∈ E. A path is a sequence [. . . , vn−1, vn, vn+1, . . .] of
vertices in V such that [vn, vn+1] ∈ E for all n, where the sequence could be finite,
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v2 v3
v1
(a) a triangular face
v1
v2 v3
v4 v5
(b) a face in a non tessella-
tion graph
w3
v1
v2 v3
w1
w2
(c) a face in a disconnected
graph
Figure 3. Some faces of planar graphs. The facial walks are, from
the left, [v1, v2, v3, v1], [v1, v2, v3, v5, v4, v1], and [v1, v2, v3, v1] ∪
[w1, w3, w2, w1]. (The faces in (b) and (c) will not be considered in
subsequent sections.)
or infinite in one direction or both directions. If it is finite, the length of the path
is the number of edges traversed by those moving from the initial vertex to the
terminal vertex; i.e., the length of the path [v0, v1, . . . , vn] is n. A cycle is a finite
path [v0, v1, . . . , vn] such that v0 = vn, and a path is called simple if every vertex
appears in the sequence at most once except the case that the path is a cycle and
the only repetition is the initial and terminal vertices. A facial walk of a face f ∈ F
is the cycle (or a union of cycles) which is obtained by walking along the topological
boundary of f in the positive direction (Figure 3).
In graph theory a path usually refers to a simple path, and the term walk is used
for an object that is essentially the same as a path in our definition (cf. [8, 17]).
But we use the term path even though it has some repetitions of vertices, because
we believe that this is a convention for the community of circle packing theory. On
the other hand, we will use the word ‘walk’ for either a path or a union of paths,
such as a facial walk defined above. For cycles, we do not require them to be simple,
and we even allow cycles of length zero or two; i.e., a cycle could be of the form [v0]
or [v0, v1, v2 = v0], respectively. (If G has a self loop [v, v] then a cycle of length
one is also allowed, but we will not be bothered by this ‘bad’ case since our works
will stay mostly on triangulations, or at least tessellations, defined below.)
The degree of a vertex v ∈ V is the number of edges incident to v, for which we
use the notation deg v. Similarly the degree or girth of a face f ∈ F is the number
of edges incident to f , denoted by deg f . In fact, for the degrees we have to count
the number of incident edges using multiplicities; i.e., for example if a vertex v ∈ V
is incident to a self loop e = [v, v] ∈ E, then e should be counted twice in the
computation of deg v. (As mentioned in the previous paragraph, this bad case will
not appear in this paper except the current section.)
A graph is called connected if every two vertices can be joined by a path, and
simple if it has no self loop nor multiple edges; i.e., every edge is incident to two
distinct vertices and there is at most one edge connecting two vertices. Following
[5, 6], we call a connected simple planar graph a tessellation or tiling if the following
three conditions hold: (a) every edge is incident to two distinct faces; (b) every two
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faces are either disjoint or intersect in one vertex or one edge; and (c) every face is
homeomorphic to a closed disk (i.e., the facial walk of each face is a simple cycle
of length at least three–the face in Figure 3(b) is not allowed for tessellations).
Note that if the given graph is a tessellation, then we have deg v ≥ 3 for every
vertex v and deg f ≥ 3 for every face f . Furthermore we have deg v <∞ for every
v ∈ V since we have assumed that a planar graph is already embedded into C
(or Cˆ) locally finitely. Finally with the term disk triangulation graph, we mean a
tessellation in C with infinitely many vertices such that deg f = 3 for every face f .
For v, w ∈ V , the combinatorial distance between v and w, denoted by d(v, w),
is the minimum of the lengths of paths connecting v and w. If we need to consider
two or more graphs simultaneously, we will use the notation dG(v, w) instead of
d(v, w). For n ∈ N and v0 ∈ V , the combinatorial ball Bn(v0) (or the combinatorial
sphere Sn(v0)) of radius n and centered at v0 is defined by the set of vertices whose
combinatorial distance from v0 is at most n (or is equal to n, respectively). If
there is no confusion, the notation Bn and Sn will be used instead of Bn(v0) and
Sn(v0) as we already did in the introduction. We also have the convention that
B0 = S0 = {v0}.
Now let G = (V,E, F ) be a connected (infinite) planar graph. A planar graph S
is called a subgraph of G if V (S) ⊂ V and E(S) ⊂ E. In this case we assume that
the face set F (S) of S is the subset of F which is defined as follows: f ∈ F belongs
to F (S) if and only if all the edges incident to f are in E(S). This notation might
be confusing, since F (S) is in fact the intersection of F and the set of closures of
components of C \ S (i.e., the intersection of F and the face set of S, where S is
considered a planar graph by itself). We use the notation S ⊂ G if S is a subgraph
of G. We call S ⊂ G an induced subgraph if it is induced by its vertex set; that
is, S is an induced subgraph if we have [v, w] ∈ E(S) whenever v, w ∈ V (S) and
[v, w] ∈ E = E(G).
If X is a subset of V , we will treat X not only as a subset of V but also as an
induced subgraph of G. For example we have defined Bn(v0) as the set of vertices
whose combinatorial distance from v0 is at most n, but we will also consider Bn
the subgraph of G induced by the vertices in Bn. Conversely if S is an induced
subgraph of G, then we do not distinguish S from V (S) and use the notation |S|
for |V (S)|, where | · | is the cardinality of the given set. (This convention might be
used even when S is not induced.) Also we will treat a path [. . . , vn−1, vn, vn+1, . . .]
as a subgraph of G with vertices vi and edges [vi, vi+1].
Let S be a subgraph of G. We define dS, the vertex boundary of S, as the set
of vertices in V \ V (S) which have neighbors in V (S). We also define ∂S, the edge
boundary of S, as the set of edges in E that are incident to one vertex in V (S)
and another vertex in V \ V (S). Finally we define bS as the boundary walk of S;
i.e., bS is a union of cycles which are obtained as one walks along the topological
boundary of
(2.1) D(S) := S ∪
⋃
f∈F (S)
f =
⋃
e∈E(S)
e ∪
⋃
f∈F (S)
f
in the positive direction. Then one can easily see that if S is connected and C \
D(S) has m components, bS can be written as a union of m cycles, each of which
corresponds to the topological boundary of a component of C \ D(S) (Figure 4).
Note that bS is considered a subgraph of G, so notation like V (bS) or E(bS) will
be used in subsequent sections.
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v11
u3
u2
u1
v1
w1
v3
v2
v7
v8
v9
v5
D(S)
v12
v10
w2
w3
v6
v4
Figure 4. The region D(S) corresponding to a subgraph S. In
this figure the boundary walk bS can be written as Γ1 ∪ Γ2 ∪
Γ3, where Γ1 = [v1, v2, . . . , v7, v6, v8, v6, v5, v9, . . . , v12, v10, v9, v1],
Γ2 = [u1, u2, u3, v4, u1], and Γ3 = [w1, w2, w3, w1], each of which
corresponds to the topological boundary of a component of C \
D(S).
3. Combinatorial Gauss-Bonnet Theorem
Let G = (V,E, F ) be a tessellation such that deg f < ∞ for every f ∈ F . For
v ∈ V , we define the combinatorial curvature at v by
κ(v) := 1− deg v
2
+
∑
f∼v
1
deg f
,
where the summation is over all the faces incident to v.
To explain the meaning of combinatorial curvature, we associate each face f ∈ F
with a regular (deg f)-gon of side lengths one, and paste them along sides exactly by
the way that the corresponding faces are lying on C ⊃ G. Then the resulting surface,
which we denote by SG, becomes so-called a polyhedral surface, which naturally
contains G and is locally Euclidean everywhere except the singularities at vertices
of G. (See [2, 36] for more about polyhedral surfaces.) Moreover, one can easily
check that the total angle T (v) at each vertex v ∈ V ⊂ SG is
∑
f∼v(pi− 2pi/deg f),
hence the atomic curvature at v is
(3.1) ω
({v}) = 2pi − T (v) = 2pi −∑
f∼v
(
pi − 2pi
deg f
)
= 2pi · κ(v).
Here ω denotes the integral curvature defined on each Borel set in SG. Thus the
combinatorial curvature is just the usual integral curvature of the surface SG, but it
is normalized so that 2pi becomes 1. (The normalization was done because we just
deal with combinatorial properties and do not want to have 2pi in every formula.)
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It is not clear when the concept of combinatorial curvature emerged. For 3-
polytopes, it seems to have been considered even by Descartes (without the nor-
malization). Moreover, the quantity −2κ(v), called excess, appears in a book by
Nevanlinna [29, p. 311], which was originally published in the early 20th century.
However, it is rather recently that combinatorial curvature has been studied exten-
sively, especially related to planar graphs. See for example [5, 6, 13, 14, 16, 21, 22,
23, 24, 31, 33, 34, 43, 44, 46] and the references therein.
When studying geometry of 2-surfaces, perhaps the Gauss-Bonnet Theorem is
one of the most famous and useful theorems related to curvature. It is not different
in the study of geometric properties of planar graphs. For example, the following
form of the Gauss-Bonnet Theorem can be found in many literature [13, 16, 33,
and more].
Theorem 3.1 (Combinatorial Gauss-Bonnet Theorem-Basic Form). Suppose G
is a connected simple finite graph embedded into a compact 2-manifold Ω without
boundary. Then we have
κ(G) =
∑
v∈V (G)
κ(v) = χ(Ω),
where χ(Ω) denotes the Euler characteristic of Ω.
The Gauss-Bonnet Theorem we need, however, is a little bit more complicated
and delicate than the basic form. In fact, we need those involving left turns(geodesic
curvature) of the topological boundary of each subgraph. To explain it, let G be an
infinite tessellation in C, and suppose Γ = [v0, v1, v2, . . . , vn−1, vn = v0] is a cycle
in G. For each k = 1, 2, . . . , n, let f
(k)
1 , f
(k)
2 , . . . , f
(k)
sk be the faces of G incident to
vk and lying on the right of the path [vk−1, vk, vk+1], where we interpret vn+1 = v1
if k = n. See Figure 5. Then the outer left turn occurred at vk is defined by
(3.2) τo(vk) =
sk∑
j=1
(
1
2
− 1
deg f
(k)
j
)
− 1
2
,
and the outer left turn of Γ is defined by the sum τo(Γ) =
∑n
k=1 τo(vk). Here we
remark that if vk−1 = vk+1 for some k, then every face incident to vk should be
considered lying on the right of the path, hence we must have sk = deg vk and
τo(vk) + κ(vk) = 1/2. Finally if Γ is a cycle of length zero, that is, if Γ = [v0] for
some v0 ∈ V , we define τo(v0) = τo(Γ) = 1− κ(v0).
Perhaps it would be better to use the notation like τo(vk; vk−1, vk+1) instead of
τo(vk), because the quantity in (3.2) is not a function for vk ∈ V but a function
for the triple [vk−1, vk, vk+1]. However, we will stick to the notation τo(vk) for
simplicity, as long as it does not cause confusion. The same rule will apply to the
next object, inner left turn of a cycle. For this, we further assume that the cycle
Γ = [v0, . . . , vn = v0] is of length n ≥ 3 and vk−1 6= vk+1 for all k = 1, 2, . . . , n,
where we interpret vn+1 = v1 as before. For each k, let g
(k)
1 , g
(k)
2 , . . . , g
(k)
tk
be the
faces of G incident to vk and lying on the left of the path [vk−1, vk, vk+1]. Then the
inner left turn occurred at vk is
(3.3) τi(vk) =
1
2
−
tk∑
j=1
(
1
2
− 1
deg g
(k)
j
)
,
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g
(k)
3
vk−1
vk+1
f
(k)
2
g
(k)
1g
(k)
2
f
(k)
3
f
(k)
4
vk
f
(k)
1
(a) the case vk−1 6= vk+1
f
(k)
3f
(k)
4
vk
f
(k)
1
f
(k)
5
f
(k)
6
vk−1 = vk+1
f
(k)
2
(b) the case vk−1 = vk+1
Figure 5. Faces incident to vk: the faces f
(k)
j are on the right of
[vk−1, vk, vk+1], and the faces g
(k)
j are on the left of [vk−1, vk, vk+1].
We do not consider the case (b) for inner left turns.
2pi · τi(vk)
vk+1
vk−1
vk
2pi · τo(vk)
Figure 6. Meaning of outer left turn and inner left turn.
and the inner left turn of Γ is the sum τi(Γ) =
∑n
k=1 τi(vk). Note that if Γ is
simple, we have τi(vk)− τo(vk) = κ(vk) for all k.
The meaning of outer left turn is the following. Suppose a cycle Γ = [v0, . . . , vn]
is given on the polyhedral surface SG. Imagine that a person stands one step to
the right from Γ, and walks side by side along Γ. Then 2pi · τo(vk) would be the
angle by which he or she turns to the left near vk, and the total left turn made
after a complete rotation along Γ would be 2pi · τo(Γ). For the inner left turn, we
think that this person stands one step to the left from Γ and walks, and observe
that 2pi · τi(vk) is the left turn made near vk. Thus 2pi · τi(Γ) will beome the total
left turn made after a complete rotation along Γ.
We next suppose a connected finite subgraph S ⊂ G is given, and let us assume
that C \D(S) has m components, where D(S) is as in (2.1). Here S does not have
to be induced, but as we mentioned at the end of the previous section we can write
bS = Γ1 ∪ Γ2 ∪ · · · ∪ Γm, where each Γj is a cycle corresponding to the topological
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sharpening a corner
D(S)D(S)
Figure 7. Obtaining the polygonal region P by sharpening cor-
ners. This operation does not change geodesic curvature of the
boundary.
boundary of a component of C \D(S). Now we define the outer left turn of bS by
τo(bS) =
∑m
j=1 τo(Γj) and obtain the following theorem.
Theorem 3.2 (Combinatorial Gauss-Bonnet Theorem-Type I). Suppose G is an
infinite tessellation and S ⊂ G a connected finite subgraph of G. Then we have
(3.4) κ(S) + τo(bS) = χ(S),
where χ(S) = |V (S)| − |E(S)|+ |F (S)|, the Euler characteristic of S, and κ(S) =∑
v∈V (S) κ(v).
Proof. For a sufficiently small  > 0, let P be the polygonal region in SG which is
obtained from the -neighborhood of D(S) ⊂ SG by sharpening corners (Figure 7).
Let bP be the topological boundary of P and τ(bP ) be the total left turn, or the
geodesic curvature, of bP . Then one can easily check that
τ(bP ) = 2pi · τo(bS).
Note that the polyhedral surface SG is locally Euclidean except the vertices of
G. Thus we have ω(P ◦) = 2pi · κ(S) by (3.1), where P ◦ is the interior of P . Now
Theorem 3.2 follows from the Gauss-Bonnet Theorem for polyhedral surfaces (cf.
[2, p. 214])
(3.5) ω(P ◦) + τ(bP ) = 2pi · χ(P ),
because we have χ(P ) = χ(S). 
We will call (3.4) the first combinatorial Gauss-Bonnet formula involving bound-
ary turns, or GBF-1 for abbreviation. To deduce another combinatorial Gauss-
Bonnet formula we need, let a finite subgraph S ⊂ G be given, which is not neces-
sarily connected. We remove from S all the vertices and edges not incident to faces
in F (S), and obtain another subgraph S0. Note that S0 consists of faces of S; i.e.,
we have D(S0) =
⋃
f∈F (S) f . Now in SG, we assume that D(S0)◦, the interior of
D(S0), has m components. Then we can write bS0 = Γ1 ∪ · · · ∪ Γm, where each Γj
corresponds to the (topological) boundary of a component of D(S0)
◦. Thus each
Γj must be a union of cycles, so we can write Γj = Γ
1
j ∪ Γ2j ∪ · · · ∪ Γljj , where each
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Γkj is a cycle corresponding to a component of complements of the component of
D(S0)
◦.
For example let S be the graph in Figure 4. From S we remove the vertices
v6, v7, v8 and edges [v5, v6], [v6, v7], [v6, v8], [v9, v10] to obtain S0. Then the region
D(S0)
◦ has two components, and we can write bS0 = Γ1 ∪ Γ2 = (Γ11 ∪ Γ21) ∪ Γ2,
where Γ11 = [v1, v2, v3, v4, u1, u2, u3, v4, v5, v9, v1], Γ
2
1 = [w1, w2, w3, w1], and Γ2 =
[v10, v11, v12, v10].
Note that every Γkj should be of length at least 3 and every vertex in Γ
k
j has
distinct front and back vertices, hence τi(Γ
k
j ) is well-defined for all k. Thus τi(Γj) =∑lj
k=1 τi(Γ
k
j ) is also well-defined. Let biS = bS0, which we call the inner boundary
walk of S, and define the inner left turn of biS by the sum τi(biS) =
∑m
j=1 τi(Γj).
(To distinguish the boundary walk bS from the inner boundary walk biS, we will call
bS the outer boundary walk of S whenever needed.) In the proof of Theorem 3.3
below we will shrink D(S) slightly, so that the inner left turn τi(biS) becomes 2pi
times the geodesic curvature of the boundary of the shrunken domain. Finally let
S− = V (S) \ V (bS), the set of interior vertices of S, and χ(S−) = χ(D(S)◦), the
Euler characteristic of the topological interior of D(S). Now we finish this section
with the following form of the Gauss-Bonnet formula.
Theorem 3.3 (Combinatorial Gauss-Bonnet Theorem-Type II). Suppose G is an
infinite tessellation and S ⊂ G a finite subgraph of G. Then we have
(3.6) κ(S−) + τi(biS) = χ(S−),
where κ(S−) =
∑
v∈S− κ(v).
Proof. If bS is just a simple cycle [v0, . . . , vn], then equation (3.6) can be deduced
from GBF-1 and the fact τi(vk) − τo(vk) = κ(vk). In general we can obtain (3.6)
by shrinking D(S) slightly. Namely, for sufficiently small  > 0, let (bS) be the
-neighborhood of bS ⊂ SG and let D(S) = D(S) \ (bS). Then by sharpening
corners of D(S) we obtain a polygonal region P− such that τ(bP−) = 2pi · τi(biS).
Now the Gauss-Bonnet formula (3.5) for polyhedral surfaces implies (3.6) by a
simple computation as in Theorem 3.2. 
The formula (3.6) will be called the second combinatorial Gauss-Bonnet formula
involving boundary turns, or GBF-2 for abbreviation.
4. Proof of Theorem 1.5
In this section we will prove Theorem 1.5. Let G = (V,E, F ) be a disk triangula-
tion graph and an a positive sequence satisfying the assumptions of Theorem 1.5 for
a fixed vertex v0 ∈ V and combinatorial balls Bn = Bn(v0). Also let Sn = Sn(v0)
be the combinatorial spheres.
Now we fix n ≥ 1, and present a series of observations below.
Observation 1. Every vertex v in bBn is incident to an edge going outside. That is,
if v is a vertex such that a sequence of the form [· · · , u, v, w, · · · ] ⊂ bBn corresponds
to the boundary of a component of C \D(Bn), then there exists at least one edge
in ∂Bn ⊂ E \E(Bn) incident to v and lying on the right of [u, v, w], or equivalently,
there are at least two faces in F \F (Bn) that are incident to v and lie on the right
of [u, v, w].
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If Observation 1 is not true, there should be only one face, say f , lying on the
right of [u, v, w]. Then f must be a triangle with vertices u, v, and w, because G
is a disk triangulation graph. Thus f ∈ F (Bn) by the definition of the face set
F (Bn), because we assumed that Bn was an induced subgraph. This implies that
the sequence [. . . , u, v, w, . . .] cannot correspond to a component of C\D(Bn), since
in this case we should have had [. . . , u, w, . . .] instead. This contradiction confirms
Observation 1. Also note that such u and w do not have to be unique for a fixed
v ∈ V (bBn), but Observation 1 holds for every sequence of the form [. . . , u, v, w, . . .]
shown in bBn that corresponds to the boundary of a component of C \D(Bn).
Observation 2. Every vertex v in bBn belongs to Sn; i.e., the combinatorial
distance between v0 and v must be n.
Observation 2 is trivial since every v ∈ V (bBn) is incident to an edge in ∂Bn by
Observation 1, hence v has a neighbor in V \Bn.
Observation 3. For any set K ⊂ V (bBn), vertices in Bn \K can be connected to
each others by paths lying in Bn \K.
Observation 3 is also trivial, because K is a subset of Sn by Observation 2 and
every vertex in Bn can be connected to v0 by a shortest path lying in Bn, which
cannot pass through vertices in Sn except the ends.
We next want to remove some edges and faces from Bn in order to avoid patho-
logical situations. But because the face set of a subgraph S ⊂ G is determined by
its vertex and edge sets as we saw in Section 2, we will only discuss how to remove
edges from Bn. Let D0 be the component of D(Bn)
◦ containing v0, where (·)◦
denotes the topological interior of the given set. Define An as the subgraph of Bn
consisting of vertices and edges in D0, the topological closure of D0. Then it is not
difficult to see that D(An) = D0, which we call the main body of D(Bn).
Now suppose Γ is a simple cycle in bBn, which might correspond to more than
one component of C\D(Bn), such that D(Bn)\Γ is disconnected. Then except the
component of D(Bn) \ Γ containing v0, the other components of D(Bn) \ Γ cannot
contain vertices since otherwise Bn \ V (Γ) would have more than one component
containing vertices, contradicting Observation 3. It is also clear from the definition
of An that each edge in E(An) either lies on Γ or belongs to the component of
D(Bn) \ Γ containing v0. That is, except the component including the main body,
every component of D(Bn)\Γ is composed of edges and faces in D(Bn)\D(An) with
vertices deleted (and perhaps some edges deleted, depending on Γ). Conversely,
edges in E(Bn) \E(An) can definitely be separated by simple cycles in bAn ⊂ bBn
from the main body. Therefore An is the subgraph of Bn which can be obtained
from Bn by deleting all the edges separated from the main body by simple cycles
in bBn. See Figure 8.
It is not difficult to see that V (bAn) = V (bBn), because we did not remove
vertices from Bn and every vertex in bBn has a neighbor in V \ V (Bn) by Ob-
servation 1. Therefore Observations 1 and 2 remain true with An in place of Bn.
Moreover, because V (An) ⊂ Sn and edges in E(Bn) \ E(An) must have both ends
on Sn, the arguments in Observation 3 work for An as well; i.e., Observation 3 also
holds with An in place of Bn.
Suppose that C \ D(An) has m components. Then as discussed at the end of
Section 2 it is possible to write bAn = Γ1 ∪ · · · ∪ Γm, where each Γj is a cycle
corresponding to a component of C \D(An).
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these edges are removed
this face is removed
v0
Figure 8. Removing edges and faces lying in the outside of the
main body.
v
v0
(a)
v
v0
(b)
v0
Γi
Γj
(c)
Figure 9. Cases that An \K is disconnected for some K ⊂ V (bAn).
Observation 4. Every Γj is a simple cycle. That is, if Γj = [v1, . . . , vl = v1] for
some j, then va 6= vb for 1 ≤ a < b ≤ l − 1.
If not, there exists v ∈ bAn that repeats in the cycle [v1, v2, . . . , vl = v1]. Then
An \{v} is disconnected, because we chose each Γj as the boundary of a component
of C\D(An) (see (a) and (b) of Figure 9). This contradicts Observation 3, proving
Observation 4.
Observation 5. For i 6= j, Γi ∩ Γj is at most a vertex.
If Γi ∩ Γj contains an edge, then this edge should have been removed from Bn
while obtaining An, because on this edge we see faces in F \ F (An) on both sides.
This contradiction shows that every component of Γi∩Γj is at most a vertex. Now
if Γi ∩ Γj has more than one component, then An \ Γi ∩ Γj has more than one
component and we have another contradiction. See Figure 9(c). We conclude that
if Γi ∩ Γj is nonempty, then it must be a vertex.
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By extending the previous argument, we can prove the following.
Observation 6. If Γi1 ∪ Γi2 ∪ · · · ∪ Γik is connected and j /∈ {i1, i2, . . . , ik}, then
(Γi1 ∪ Γi2 ∪ · · · ∪ Γik) ∩ Γj is at most a vertex.
By the same argument as the above we see that every component of (Γi1 ∪ · · · ∪
Γik) ∩ Γj is at most a vertex. Now if (Γi1 ∪ · · · ∪ Γik) ∩ Γj has more than one
component, then definitely the set Γj \ (Γi1 ∪ · · · ∪ Γik) also has more than one
component. Let Γ1j be one of such component. Then it is not difficult to see that
(Γi1 ∪· · ·∪Γik)∪Γ1j separates D(An) into more than one component, contradicting
the way we obtained An; i.e., in this case there is a simple cycle Γ ⊂ (Γi1 ∪ · · · ∪
Γik)∪Γ1j that separates D(An) into more than one component. This contradiction
proves Observation 6. (Note that if Γ1j is an edge, then (Γi1 ∪ · · · ∪ Γik) ∪ Γ1j could
separate a face (with vertices removed) from the main body. Look at the removed
face in Figure 8. Thus the argument above yields a result contradictory to the way
we obtained An, but it does not contradict Observation 3. This is partially why we
consider An instead of Bn.)
Define |bAn| =
∑m
j=1 length(Γj), and we next prove the following lemma.
Lemma 4.1. For each n ≥ 1, we have the inequality
(4.1) |Sn| ≥ |bAn| − (m− 1),
where |Sn| denotes the number of vertices in Sn, and m is the number of components
of C \D(An).
Proof. Because V (bAn) ⊂ Sn by Observation 2 and |V (Γj)| = length(Γj) for every
j by Observation 4, it suffices to show that
|V (bAn)| = |V (Γ1 ∪ Γ2 ∪ · · · ∪ Γm)| ≥
m∑
j=1
|V (Γj)| − (m− 1),
or
(4.2) |V (Γ1 ∪ Γ2 ∪ · · · ∪ Γj)| ≥ |V (Γ1 ∪ Γ2 ∪ · · · ∪ Γj−1)|+ |V (Γj)| − 1
for every j = 2, 3, . . . ,m. In fact, (4.2) does not have to be true in general, but it
will be true by renumbering Γj ’s appropriately.
We start with Γ1, and suppose there exists a cycle Γk, k 6= 1, such that Γ1∩Γk 6=
∅. Then we may assume that Γ1 ∩ Γ2 6= ∅ after renumbering Γj ’s if necessary, and
we see that Γ1∩Γ2 is a vertex by Observation 5. Thus (4.2) holds in this case. Now
if there is a cycle, say Γ3 after renumbering, such that (Γ1 ∪ Γ2) ∩ Γ3 6= ∅, then we
know that the intersection is just a vertex by Observation 6, hence (4.2) still holds
for j = 3.
We keep doing the above process until there exists l1, 2 ≤ l1 ≤ m, such that (4.2)
holds for all j = 2, . . . , l1, the set Γ1∪. . .∪Γl1 is connected, and (Γ1∪· · ·∪Γl1)∩Γk =
∅ for every k > l1. Then we choose Γl1+1 as it is indexed, and we see that
|V (Γ1 ∪ Γ2 ∪ · · · ∪ Γl1 ∪ Γl1+1)| = |V (Γ1 ∪ Γ2 ∪ · · · ∪ Γl1)|+ |V (Γl1+1)|,
so (4.2) holds for j = l1 +1. If there is k > l1 +1 such that (Γ1∪· · ·∪Γl1+1)∩Γk 6=
∅, then definitely we have (Γ1 ∪ · · · ∪ Γl1) ∩ Γk = ∅ and Γl1+1 ∩ Γk 6= ∅, hence
Observation 6 is still applicable and (4.2) holds for j = l1 + 2 after renumbering
if necessary. We keep doing this process until there exists l2, l1 < l2 ≤ m, such
that (4.2) holds for all j = 2, . . . , l2, the set Γl1+1 ∪ . . . ∪ Γl2 is connected, and
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extra edges
type II vertex
An
type I vertex
−1 extra edge at this vertex
a vertex of both types I and II
Figure 10. Vertices in Sn and Sn+1, and edges between them.
(Γ1 ∪ · · · ∪ Γl2) ∩ Γk = ∅ for every k > l2. Then we choose Γl2+1 as it is indexed,
and we can go to the next step.
The above process can be extended to the (m− 1)th step, hence (4.2) holds for
all j = 2, 3, . . . ,m with an appropriate enumeration of Γj ’s. This completes the
proof. 
Suppose v is a vertex that appears in Γj ; i.e., we assume that Γj is written as
Γj = [. . . , u, v, w, . . .] for some vertices u,w ∈ V (bAn) ⊂ Sn. Then as we saw in
Observation 1 there is at least one edge incident to v and going outside, or on the
right of [u, v, w]. Let e1, e2, . . . , ek, k ≥ 1, be the edges incident to v and lying
on the right of [u, v, w], which we enumerate counterclockwise. Then we say that
there are k − 2 extra edges at v along Γj , and if k ≥ 3 the edges e2, . . . , ek−1 will
be called extra edges. Thus if k = 1, there is ‘−1’ extra edge at v (along Γj) in our
definition. On the other hand, clearly every vertex in Sn+1 is connected to bBn by
an edge. We can say more: a vertex in Sn+1 must be connected to bAn because we
did not remove vertices while obtaining An. Thus we can classify vertices in Sn+1
as follows: a vertex in Sn+1 is called type I if it is incident to a face with one edge
on bAn, and it is called type II if it is connected to bAn by an extra edge. There
could be some vertices in Sn+1 which are of both types I and II simultaneously
(Figure 10).
Each type I vertex corresponds to at least one edge in bAn, and if there is a
vertex on some Γj with −1 extra edge then the number of type I vertices would be
reduced, say from |bAn|, by 1. Furthermore every type II vertex corresponds to at
least one extra edge, so we conclude that
(4.3) |Sn+1| ≤ |bAn|+ (total number of extra edges),
where the ‘total number of extra edges’ means the sum of the number of extra edges
at every vertex along every cycle Γj . On the other hand, if there are k extra edges
at v along Γj , then because G is a disk triangulation graph and the number of faces
incident to v and lying on the right of Γj is k+ 3, the outer left turn τo(v) occurred
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at v (along Γj), which is defined in (3.2), is
τo(v) =
(
1
2
− 1
3
)
(k + 3)− 1
2
=
k
6
.
Therefore we have
τo(bAn) =
1
6
· (total number of extra edges).
For each v ∈ V , the combinatorial curvature at v becomes
κ(v) = 1− deg v
2
+
∑
f∼v
1
deg f
= 1− deg v
6
because G is a disk triangulation graph. Thus
κ(An) = κ(Bn) =
∑
v∈Bn
κ(v) =
1
6
·
∑
v∈Bn
(6− deg v),
hence GBF-1 (3.4) implies that
1
6
·
∑
v∈Bn
(6− deg v) + 1
6
· (total number of extra edges)
= κ(An) + τo(bAn) = χ(An) = 2−m,
or
(4.4)
∑
v∈Bn
(deg v − 6) = 6m− 12 + (total number of extra edges).
Note that (4.4) is true even for n = 0, since B0 = {v0} is simply connected and
every edge incident to v0 is an extra edge. Now by (4.1), (4.3), and (4.4) we get
|Sn+1| − |Sn| ≤
(|bAn|+ (total number of extra edges))− (|bAn| − (m− 1))
= (total number of extra edges) +m− 1
=
∑
v∈Bn
(deg v − 6)− 5m+ 11 ≤
∑
v∈Bn
(deg v − 6) + 6
because m ≥ 1. Therefore, because we assumed ∑v∈Bn(deg v − 6) ≤ an for all
n = 1, 2, . . ., we have
(4.5)
|Sn+1| = |S1|+
n∑
k=1
(|Sk+1| − |Sk|)
≤ deg v0 +
n∑
k=1
(∑
v∈Bk
(deg v − 6) + 6
)
≤ deg v0 + 7
n∑
k=1
ak ≤ (deg v0 + 7)
n∑
k=1
ak,
and we see that
∑∞
n=1 1/|Sn| =∞ if (1.3) holds; i.e., if we have
∞∑
n=1
1∑n
k=1 ak
=∞.
Now the following version of the famous Rodin-Sullivan theorem [37] (cf. [42,
p. 226]) implies that G is CP parabolic, as we wished.
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Theorem 4.2 (Rodin and Sullivan). A disk triangulation graph G is CP parabolic
if
∑∞
n=1 1/|Sn| =∞, where Sn is the combinatorial sphere of radius n and centered
at a fixed vertex.
The proof of Theorem 1.5 is not finished yet, since we still need to show recur-
rence of G. Let En = ∂Bn, the set of edges connecting Bn and Sn+1. Then because
|En| ≤ 2|bAn|+ (total number of extra edges), we have from (4.1), (4.4), and (4.5)
that
|En| ≤ 2|bAn|+ (total number of extra edges)
≤ 2(|Sn|+m− 1) +
(∑
v∈Bn
(deg v − 6)− 6m+ 12
)
≤ 2
(
deg v0 +
n−1∑
k=1
(∑
v∈Bk
(deg v − 6) + 6
))
+
(∑
v∈Bn
(deg v − 6) + 6
)
≤ 2(deg v0 + 7)
n∑
k=1
ak.
Therefore we also have
∑∞
n=1 1/|En| = ∞, and recurrence of G follows from the
Nash-Williams criterion [28] (cf. [40, Theorem (3.50)]). This completes the proof
of Theorem 1.5, and a remark follows.
Remark 4.3. Let kn be the degree excess sequence as defined in Theorem 1.4.
Then from (4.5) we have
(4.6)
|Sn+1| ≤ deg v0 +
n∑
j=1
(kj + 6) = {(deg v0 − 6) + 6}+
n∑
j=1
(kj + 6)
= (k0 + 6) +
n∑
j=1
(kj + 6) =
n∑
j=0
(kj + 6)
for all n = 0, 1, 2, . . .. But one can check that G being a disk triangulation graph
forces |Sn| to be greater than or equal to 3 for every n ≥ 1 (because G has to be
simple and infinite), so (4.6) says that the degree excess sequence {kn} of a disk
triangulation graph must satisfy the inequality (1.4) in Theorem 1.7. Though very
far from being hyperbolic, the disk triangulation graph satisfying |Sn| = 3 for all n
has the degree excess sequence kn such that k0 = −3 and kn = −6 for n ≥ 1, hence
the equality
∑n
j=0(kj + 6) = 3 holds in this case (Figure 11).
5. Proof of Theorem 1.8
If the assumption of Theorem 1.8 holds for a disk triangulation graph G, then
there exist a positive number c > 0 and a nonempty connected finite subgraph
S0 ⊂ G such that
(5.1)
∑
v∈S
(deg v − 6) ≥ c · g(|S|)
for every connected finite subgraph S ⊃ S0. Here g is a nondecreasing function
such that
∑∞
n=1 1/g(n)
2 < ∞ as in the statement of Theorem 1.8. Thus to prove
Theorem 1.8, we assume that a connected finite subgraph S such that S0 ⊂ S ⊂ G
is given.
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Figure 11. The disk triangulation graph with |Sn| = 3 for n ≥ 1.
Let T be the induced subgraph of G satisfying V (T ) = V (S) ∪ dS, and we add
to T all the vertices and edges in the bounded components of C \D(T ) and obtain
a simply connected graph W . That is, we fill all the ‘holes’ in D(T ) to obtain W .
We claim that for any K ⊂ V (bW ), the induced graph with the vertex set
V (W ) \K is connected, as in Observation 3. To see this, first note that bW ⊂ bT
corresponds to the unbounded component of C \D(T ). Moreover, every vertex in
the boundary walk bT belongs to dS, the vertex boundary of S, because if w ∈ V (S)
then all the neighbors of w must be in V (T ), hence w must be in the interior of
D(T ) and w /∈ bT . Now suppose that v ∈ V (W ) \ K. Then it belongs to one of
V (S), dS, or a bounded component of C \D(T ). If v is either in V (S) or dS, then
it can be connected by a path lying in W \K to any other vertices in V (S), because
S is connected and S ∩K = ∅. (Note that since K ⊂ V (bW ) ⊂ V (bT ) ⊂ dS, we
have S ∩ K = ∅.) If v lies in a bounded component of C \ D(T ), then it can be
connected to bT \bW because G is connected and bW corresponds to the unbounded
component of C \D(T ), while v belongs to a bounded component. Thus v can be
connected to dS \K ⊃ V (bT ) \ V (bW ), hence it can be connected by a path lying
in W \K to any other vertices in V (S). Therefore the claim has been proved.
Let Z be the induced subgraph such that V (Z) = V (W ) \ V (bW ). Then Z is
connected by the claim above, and definitely we have S ⊂ Z and dZ ⊂ V (bW ).
Note that bW is a cycle, because C \ D(W ) has only one component by the way
we obtained W . Moreover, the cycle bW is simple by the claim above and the
argument in Observation 4 of Section 4. We also claim that V (bW ) ⊂ dZ, hence
dZ = V (bW ). Suppose v is a vertex in bW . Then there exist u,w ∈ V (bW ) such
that bW = [. . . , u, v, w, . . .] because bW is a simple cycle. Thus there must be an
edge incident to v and going inside, or lying on the left of [u, v, w], since otherwise v
is separated from S by the set {u,w} ⊂ V (bW ). Therefore v ∈ dS, and we conclude
that dZ = V (bW ).
In view of the formula (3.3) and the above argument, for v ∈ V (bW ) we have
τi(v) > 0 if and only if there is only edge incident to v and going inside, in which
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case we have τi(v) = 1/6. Note that the inner boundary walk biW is the same as
the (outer) boundary walk bW , because bW is a simple cycle. Therefore we have
(5.2) 6 · τi(biW ) ≤ |V (bW )|.
We also have
W− := V (W ) \ V (bW ) = V (Z) ⊃ V (S)
and
dZ = V (bW ) ⊂ V (bT ) ⊂ dS.
Thus from (5.2) we have
(5.3) 6 · τi(biW ) ≤ |dZ| ≤ |dS|.
Now because Z is a connected finite subgraph such that Z ⊃ S0, (5.1) implies that
(5.4) c · g(|S|) ≤ c · g(|Z|) ≤
∑
v∈Z
(deg v − 6) = −6 · κ(Z) = −6 · κ(W−).
Therefore by GBF-2 (3.6) together with (5.3) and (5.4), we have
c · g(|S|) ≤ −6 · κ(W−) = 6 · τi(biW )− 6 · χ(W−) ≤ |dZ| − 6 ≤ |dS|,
because χ(W−) = 1 by the construction of W . Now Theorem 1.8 follows from
Theorem 1.2(a), because S is an arbitrary connected finite subgraph such that
S ⊃ S0.
6. Criteria for CP hyperbolicity
The following inequality given in Theorem 1.3
(6.1) lav(G) := sup
S0
inf
S⊃S0
(
1
|S|
∑
v∈S
deg v
)
> 6
seems to say that the ‘average’ of vertex degrees is greater than 6, but we bet it says
something different because in this formula one has to consider all the sufficiently
large subgraphs S ⊃ S0. For example, if G contains a connected infinite subgraph
such that all of its vertices are of degree at most 6, then neither Theorem 1.3(b) nor
Corollary 1.9 can be applied to this graph G even for the case when G is dominated
by vertices of degrees ≥ 7. See Figure 12.
We believe that the real meaning of the inequality (6.1) is that, in some sense,
non-negatively curved clusters, that is, the components of
G \ {v ∈ V : deg v ≥ 7},
should be placed somewhere far from a fixed spot (say S0), and how far it would
be must be determined by the size of each cluster. In this context what was im-
proved in Theorem 1.8 (or Corollary 1.9) from Theorem 1.3(b) is that the graph
in consideration could be still CP hyperbolic even when the non-negatively curved
clusters are closer to a fixed spot than the inequality (6.1) requires.
To understand this phenomenon more precisely, let Hn be the finite graph which
is isomorphic to a ball of radius n in the hexagonal regular triangulation (Figure 13).
We place them on a geodesic line, say on the real line, in order of size. Suppose ln
is the line segment between Hn and Hn+1, and we triangulate the plane so that the
resulting graph G contains all Hn’s and the geodesic real line, and 7 ≤ deg v ≤ 8 if
v /∈ ⋃n∈NHn. See Figure 14.
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Figure 12. A disk triangulation graph including infinitely many
vertices of degree 6 on the ‘middle’ horizontal line. This graph
is CP hyperbolic by Theorem 6.5 or Theorem 6.6, but neither
Corollary 1.9 nor Theorem 1.3(b) can be applied to this graph.
Figure 13. Graphs H3 and H4.
ln
Hn Hn+1H1
Figure 14. Constructing a disk triangulation graph G such that
lav(G) > 6 or lav(G) = 6 depending on the sequence |ln|. The
regions above and below the illustration are to be triangulated so
that vertices on ln and newly added vertices are of degree 7 or 8,
and the real line stays geodesic.
Note that |V (Hn)| = 3n2 + 3n+ 1 ≈ 3n2. Thus if |ln| ≥ cn2 for some c > 0, one
can check that
lav(G) ≥ 6 + c
3 + c
> 6,
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hence G is CP hyperbolic by Theorem 1.3(b). On the other hand, if c1n
3α−1 ≤
|ln| ≤ c2nβ for some constants c1, c2 > 0, α ∈ (1/2, 1), and β ∈ (1/2, 2), then one
can check that lav(G) = 6, hence Theorem 1.3(b) is not applicable in this case, but
sup
S0
inf
S⊃S0
1
|S|α
∑
v∈S
(deg v − 6) ≥ c1
3α
> 0,
so Corollary 1.9 implies that G is CP hyperbolic. (Thus it is enough to have |ln| ≈ n
for G to be CP hyperbolic.)
As we saw in the example given by Figure 12, none of Theorems 1.3(b) and 1.8
can be applied to graphs with an infinite non-negatively curved cluster. To com-
pensate for this weakness we will give two more criteria for CP hyperbolicity, which
will be derived from some previously known results. To explain them, however, we
need to introduce a new concept, isoperimetric constants.
Let G be a tessellation in the plane, and S a subgraph of G. Recall that ∂S, dS,
and bS denote the edge boundary, the vertex boundary, and the boundary walk,
respectively, of S, which were defined in Section 2. We also define the inner vertex
boundary d0S by the set of vertices in V (S) that have neighbors in V \V (S). Note
that d0S ⊂ V (S) while dS ∩ V (S) = ∅, and every edge in ∂S must connect d0S to
dS. Now we define the isoperimetric constants ı(G), ı∗(G), (G), and 0(G) by
(6.2)
ı(G) = inf
S
|∂S|
Vol(S)
, ı∗(G) = inf
S
|bS|
|F (S)| ,
(G) = inf
S
|dS|
|V (S)| , 0(G) = infS
|d0S|
|V (S)| ,
where Vol(S) =
∑
v∈V (S) deg v, and the infima are taken over all nonempty finite
subgraphs S ⊂ G. Also note that |bS| is not the number of vertices in bS but the
number of edges as defined before Lemma 4.1. The constants ı(G), (G)(or 0(G)),
and ı∗(G) characterize some properties of the edge set, the vertex set, and the face
set, respectively, of G, and are discrete analogues of Cheeger’s constant [12]. We
also say that a strong isoperimetric inequality holds on G if one of the constants in
(6.2) is positive.
Lemma 6.1. For any tessellation G in the plane, we have
(6.3) 0(G) =
(G)
1 + (G)
.
In particular, (G) > 0 if and only if 0(G) > 0.
Proof. If α > (G), there exists S ⊂ G such that |dS| < α|V (S)|. Let T be the
induced subgraph such that V (T ) = V (S) ∪ dS. Then definitely d0T ⊂ dS, hence
|V (T )| = |V (S)|+ |dS| ≥ |dS|
α
+ |dS| ≥ 1 + α
α
· |d0T |.
Therefore we have 0(G) ≤ (G)/(1 + (G)) since |d0T |/|V (T )| ≥ 0(G) and α is an
arbitrary positive number such that α > (G).
Now if (G) = 0, the above computation shows that 0(G) = 0, hence (6.3) holds.
Suppose (G) > 0, and let S be a nonempty finite subgraph of G. Let T be the
induced subgraph of G such that V (T ) = V (S) \ d0S. Then we have dT ⊂ d0S,
and
|V (S)| = |V (T )|+ |d0S| ≤ 1
(G)
|dT |+ |d0S| ≤ 1 + (G)
(G)
· |d0S|.
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Thus we have (G)/(1 + (G)) ≤ 0(G) since S ⊂ G is arbitrary. The lemma
follows. 
We also have
Theorem 6.2. Let G be a tessellation in the plane and G∗ be the dual graph of G.
Then the following hold.
(a) ı(G∗) > 0 if and only if ı∗(G) > 0;
(b) 0(G) > 0 if and only if 0(G
∗) > 0;
(c) if 0(G) > 0, then ı(G) > 0 and ı
∗(G) > 0.
Proof. This theorem was proved in [31, Theorem 1]. See also [34], where the above
statements were extended to planar graphs with more than one end. In fact, planar
graphs studied in [31] are those whose dual graphs are simple (i.e., dual graphs do
not have self loops), so every edge in the given graph has to be incident to two
distinct faces. Furthermore, in [31] a simple infinite planar graph was called proper
if every face is homeomorphic to a closed disk (i.e., the facial walk of each face
is a simple cycle of length at least three), and a proper infinite planar graph was
called normal if every two faces are either disjoint or intersect in one vertex or one
edge. Therefore tessellations in this paper must be normal graphs in [31], which
are definitely proper by definition. Thus [31, Theorem 1] can be interpreted as
above. 
An easy consequence of Theorem 6.2 is the following.
Lemma 6.3. Suppose G is a tessellation in the plane such that deg f ≤ K for all
f ∈ F (G), where K is a fixed positive constant. If ı∗(G) > 0, then 0(G) > 0.
Proof. Suppose ı∗(G) > 0. Then ı(G∗) > 0 by Theorem 6.2(a), hence there exists
c > 0 such that
∑
v∈V (S) deg v = Vol(S) ≤ c|∂S| for every S ⊂ G∗. Then since
deg v ≤ K for every v ∈ V (G∗) = F (G), we have
|V (S)| ≤
∑
v∈V (S)
deg v ≤ c|∂S| ≤ cK|d0S|,
showing that 0(G
∗) ≥ 1/cK > 0. Now the lemma follows from Theorem 6.2(b). 
Now we are ready to provide some more criteria for hyperbolicity.
Theorem 6.4. Suppose G is a disk triangulation graph such that deg v ≥ 6 for
every v ∈ V . If there exists K ∈ N such that every combinatorial ball BK(v)
of radius K contains a vertex of degree at least 7, then G is CP hyperbolic and
transient.
Theorem 6.4 is in fact an easy consequence of a result in [9] by Bonk and Ere-
menko, where they proved the following.
Theorem 6.5 (Bonk and Eremenko). Let M be an open simply connected non-
positively curved Aleksandrov surface. Then the following two statements are equiv-
alent.
(i) There exist R > 0 and  > 0 such that every relatively compact open disk
DR(a) ⊂ M has integral curvature less than −, where DR(a) is the disk in
M with radius R and centered at a ∈M .
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(ii) A linear isoperimetric inequality holds on M . That is, there exists c > 0 such
that all Jordan regions Ω ⊂M satisfy
(6.4) Area(Ω) ≤ c · length(bΩ),
where bΩ is the topological boundary of Ω.
Bonk and Eremenko proved in the same paper that the above two statements are
also equivalent to both Gromov hyperbolicity and tightness of M . Here we omitted
the last two equivalent statements since we do not need them in this paper.
Proof of Theorem 6.4. The polyhedral surface SG we defined in Section 3 is an
open simply connected complete Aleksandrov surface which is locally Euclidean
except at the points corresponding to vertices v ∈ V , where it carries an atomic
curvature 2piκ(v) as we saw in (3.1). Moreover, because deg v ≥ 6 for all v ∈ V , SG
is non-positively curved. Let dG and dS be the metrics on G and SG, respectively,
and h : G→ SG be the natural embedding. Then it is not difficult to see that there
exist L > 0 and C > 0 such that
(a) 1L · dG(v, w) ≤ dS
(
h(v), h(w)
) ≤ L · dG(v, w) for all v, w ∈ V , and
(b) for all a ∈ SG, there exists v ∈ V such that dS
(
a, h(v)
) ≤ C.
Therefore there exists R > 0 such that every disk DR(a) ⊂ SG of radius R includes
the image of a combinatorial ball BK(v) ⊂ G of radius K. Now because BK(v)
contains a vertex of degree at least 7 and SG is non-positively curved, the integral
curvature of DR(a) will be less than or equal to 2pi · (−1/6) = −pi/3. Thus by
Theorem 6.5, a linear isoperimetric inequality holds on SG.
Let S be a nonempty subgraph of G. Here we want to show that |F (S)| ≤ c0|bS|
for some absolute constant c0 > 0, so by removing from S all the edges and vertices
that are not incident to faces in F (S), adding to S all the finite components of
G \ S, and then considering each component of D(S)◦ separately, we may assume
that D(S) consists of faces and D(S)◦ is simply connected. Now let Ω be the region
in SG that corresponds to D(S). Then because Ω is simply connected and every
face in F (G) corresponds to an equilateral triangle of side length 1, we have
√
3
4
· |F (S)| = Area(Ω) ≤ c · length(∂Ω) = c · |bS|,
where c is the constant in (6.4). Thus ı∗(G) ≥ √3/4c > 0 because S ⊂ G is
arbitrary, and by Lemmas 6.1 and 6.3 we see that (G) > 0. We conclude that G
is CP hyperbolic by Theorem 1.2(a), and then G is transient by Theorem 1.1. 
The above arguments do not hold if there exists v ∈ V such that deg v < 6,
because the surface SG has to be non-positively curved. (In fact, G is allowed to
have two vertices of degree 5 or one vertex of degree 4, but nevertheless Theorem 6.4
cannot be proved using above arguments if there are many vertices of degree at most
5. See [9, p. 64].) In the next criterion G is allowed to have infinitely many vertices
of degree at most 5, but the formulation is a little bit more complicated.
Theorem 6.6. Suppose G is a disk triangulation graph. If there exist  > 0, K > 0,
and a partition {Γα : α ∈ I} of V such that for all α ∈ I we have
(a) κ(Γα) ≤ − and
(b) |V (Γα)| ≤ K,
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then G is CP hyperbolic and transient. Here the letter I denotes an index set, and
{Γα} being a partition of V means that each Γα should be connected in G, and we
have
⋃
α∈I V (Γα) = V (G) and V (Γα) ∩ V (Γβ) = ∅ for α 6= β.
Proof. It was shown in [34, Theorem 6] that if G is a tessellation satisfying the
conditions (a) and (b), then we have 0(G) > 0. Therefore (G) > 0 by Lemma 6.1,
hence G is CP hyperbolic and transient as in the proof of Theorem 6.5. 
Note that the condition (a) above can be restated as
(a′) the average vertex degree of Γα is greater than 6; i.e.,
1
|V (Γα)|
∑
v∈V (Γα)
deg v > 6.
This is because G is a disk triangulation graph, hence 6 · κ(v) ∈ Z for every v ∈ V .
One can see that either of Theorem 6.5 or Theorem 6.6 implies that the example
in Figure 12 is CP hyperbolic, but Corollary 1.9 cannot be applied to this graph
as we saw before. On the other hand, the example in Figure 14 can be shown to
be CP hyperbolic by Corollary 1.9, depending on the lower bounds of |ln|, but no
isoperimetric constant in (6.2) is positive for this graph because it contains Hn for
all n ∈ N. Therefore neither of Theorems 6.5 and 6.6 can be applied to this graph.
7. Vertex extremal length and square tilings
In this section we will discuss vertex extremal length of a graph, one of the main
tools used by He and Schramm in [19]. Suppose a connected graph G = (V,E) is
given. A function µ : V → [0,∞) is called a metric defined on V , and the area of
µ is defined by
areaµ(V ) = ‖µ‖2V :=
∑
v∈V
µ(v)2.
The metric µ is called admissible if 0 < ‖µ‖V < ∞, and M(V ) denotes the set of
admissible metrics on V . For a simple path γ in G, we define the µ-length of γ by
Lµ(γ) :=
∑
v∈V (γ)
µ(v).
If Γ is a collection of simple paths in G, we let
Lµ(Γ) := inf
γ∈Γ
Lµ(γ),
and we define the vertex extremal length(VEL) of Γ by
VEL(Γ) := sup
µ∈M(V )
Lµ(Γ)
2
areaµ(V )
= sup
µ∈M(V )
{
inf
γ∈Γ
Lµ(γ)
2
areaµ(V )
}
.
Finally for disjoint subsets A,B ⊂ V , we let Γ(A,B) be the collection of simple
paths in G connecting A to B. Then the vertex extremal distance between A and B
is defined by VEL(A,B) := VEL(Γ(A,B)). Here we allow B =∞ if G is an infinite
graph, but in this case Γ(A,∞) should be the collection of simple paths that start
at vertices in A and eventually leave every finite subset of V . Definitely every
γ ∈ Γ(A,∞) must be an infinite path of the form γ = [a0, a1, a2, . . .]. We also use
the notation VEL(v,∞) and Γ(v,∞) for VEL({v},∞) and Γ({v},∞), respectively.
Vertex extremal length was introduced by Cannon [11] and is a discrete analogue
of the classical extremal length (cf. [1, 25]). Another discrete analogue is the one
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called edge extremal length(EEL), which was introduced earlier than VEL by Duffin
[18]. It is well known that EEL is closely related to the properties of electric network
and random walk, whereas VEL is related to circle packing types. In fact, it was
VEL and EEL properties that were extensively used in the proof of Theorem 1.1.
Below are listed some properties of VEL that are needed later in this paper.
Theorem 7.1. For a connected graph G = (V,E) and disjoint subsets A,B ⊂ V ,
the following hold.
(a) If VEL(v,∞) = ∞ for some v ∈ V , then VEL(A,∞) = ∞ for every finite
A ⊂ V . In this case the graph G is called VEL parabolic, and otherwise G is
called VEL hyperbolic.
(b) If V is finite, or if there are only finitely many vertices between A and B, then
there exists µ0 ∈ M(V ) such that VEL(A,B) = Lµ0(Γ(A,B))2/areaµ0(V ).
Such µ0 is called an extremal metric, and extremal metrics are unique up to
multiplication by positive constants.
(c) VEL(v,∞) = ∞ if and only if there exists µ0 ∈ M(V ) such that Lµ0(γ) = ∞
for every γ ∈ Γ(v,∞). Such µ0 is also called an extremal metric.
(d) If G is a disk triangulation graph, then G is CP parabolic if and only if G is
VEL prabolic.
(e) Suppose φ : H → G is a graph homomorphism such that for some K > 0, we
have |φ−1({v})| ≤ K for every v ∈ V ; i.e., we assume that every v ∈ V has at
most K preimages. Then if G is VEL parabolic, so is H. In particular, if G
includes a VEL hyperbolic subgraph, then G itself must be VEL hyperbolic.
Proof. See [19, 38] for (b)–(d). The proofs for (a) and (e) are simple and left to the
reader. 
We next consider square tilings studied in [10] and [38]. Let R be a rectangle
[0, 1] × [0, h] ⊂ R2 or a ring(cylinder without top and bottom) S1 × [0, h] ⊂ R3,
where h is a positive number and S1 is the circle in the xy-plane with circumference
1 and centered at the origin. A square tiling T of R is a finite collection of squares
{Sv : v ∈ V } such that
⋃
v∈V Sv = R and for v 6= w the squares Sv and Sw have
disjoint interiors. Here every square Sv must have sides parallel to axes if R is a
rectangle, or parallel to either the xy-plane or the z-axis if R is a ring. If R is a ring,
moreover, a square should be interpreted as a square on the ring R, not a square
in R3, hence if a side is parallel to the xy-plane then it is not a line segment but a
circular arc. We further assume that no four distinct squares in T have nonempty
intersections, and define the contact graph G = (V,E) of T as we did for circle
packings. That is, G is defined so that the vertex set V is just the index set of the
square tiling, and there is an edge [v, w] ∈ E for v, w ∈ V , v 6= w, if and only if
Sv ∩ Sw 6= ∅. In these assumptions one can check that G is a triangulation graph
of a closed (topological) disk or annulus, depending on whether R is a rectangle or
a ring, respectively. Also see [38, Observation 1.2].
Let Rb and Rt be the bottom and the top sides of R. That is, let Rb = [0, 1]×{0}
and Rt = [0, 1]×{h} if R is a rectangle, and Rb = S1×{0} and Rt = S1×{h} if R
is a ring. Now we define A = {v ∈ V : Sv∩Rb 6= ∅} and B = {v ∈ V : Sv∩Rt 6= ∅}.
Lemma 7.2. Let G, A, B be as above. Then we have VEL(A,B) = h with an
extremal metric
µ0(v) = the side length of the square Sv.
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Moreover, any other extremal metric must be of the form k · µ0(v) for some k > 0.
Proof. The facts that VEL(A,B) = h and µ0 is an extremal metric can be proved
with a small modification of the arguments in [38, Lemma 4.1]. The proof for the
uniqueness part is given in [38, Lemma 3.1]. We leave the details to the reader. 
8. Graphs without cut locus and proof of Theorem 1.7
Let G = (V,E) be a disk triangulation graph, and suppose for some v0 ∈ V
the function v 7→ d(v0, v) has no local maxima. Then it is not difficult to see
that Bn = Bn(v0) is simply connected for every n ∈ N; i.e., we have m = 1 and
bBn = bAn = Γ1 in the computations performed in Section 4. Moreover, no vertices
in Sn can lie inside bBn, so we must have |bBn| = |Sn|. Finally it is also true that
|Sn+1| = |bBn| + (total number of extra edges), since otherwise there would be a
vertex in Sn+1 lying inside bBn+1. Therefore the proof in Section 4 actually shows
that (4.6) becomes an equality in this case; i.e., we have
|Sn+1| =
n∑
j=0
(kj + 6)
for every n = 0, 1, 2, . . ., where {kj} is the degree excess sequence defined in Theo-
rem 1.4.
Following [6], we will say that G has no cut locus if none of the functions v 7→
d(w, v), w ∈ V , have local maxima. Baues and Peyerimhoff showed in [6] that if
the corner curvature
κ(v, f) =
1
deg v
+
1
deg f
− 1
2
is non-positive for all pairs (v, f) ∈ V × F such that v and f are incident to each
other, then G has no cut locus. But in our case G is a disk triangulation graph,
hence corner curvatures become
κ(v, f) =
1
deg v
− 1
6
,
which is less than or equal to zero if and only if deg v ≥ 6. Thus we obtain the
following theorem, which might be interesting by itself.
Theorem 8.1. Suppose G is a disk triangulation graph such that the function
v 7→ d(v0, v) has no local maxima. Then we have
|Sn(v0)| =
n−1∑
j=0
(kj + 6) and |Bn(v0)| = 1 +
n∑
k=1
k−1∑
j=0
(kj + 6)

for every n = 1, 2, . . .. In particular, the above formulae hold if deg v ≥ 6 for every
vertex v ∈ V .
For example, if G is the regular hexagonal triangulation of the plane, then we
have kn = 0 for all n ∈ N and obtain |Sn| = 6n and |Bn| = 1 + 3n(n + 1) =
3n2 + 3n + 1 for n ∈ N, as we computed in the example given by Figure 14. Now
we are ready to construct a graph needed for Theorem 1.7, which is essentially the
same as the graph constructed in [45, Theorem 6.3].
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A2 = B1 ∪B2
B2
B3
B1 = A1
paste
paste
Figure 15. Pasting rings made up of squares.
Proof of Theorem 1.7. Suppose {kn}∞n=0 is a sequence of integers satisfying the
inequalities
n∑
j=0
(kj + 6) ≥ 3 and
∞∑
n=1
1∑n
j=0(kj + 6)
<∞.
Let an :=
∑n−1
j=0 (kj +6) for n ≥ 1, and define Bn as the ring made up of an squares
of side lengths 1/an, which are placed in Bn as one layer. See Figure 15. We then
paste the top side(circle) of B1 to the bottom side(circle) of B2 so that no four
distinct squares in B1 ∪ B2 have nonempty intersections. Set A1 = B1, and we
define A2 as the ring obtained by pasting B1 and B2. Next we paste the top side
of A2 to the bottom side of B3 such that no four distinct squares in A2 ∪B3 have
nonempty intersections, and obtain a new ring A3.
We repeat this process and get a sequence of rings A1 ⊂ A2 ⊂ · · · . Let Gn be
the contact graph of An. Then definitely we can embed Gn into the plane so that
G1 ⊂ G2 ⊂ · · · . Now by adding a vertex v0 to the graph
⋃∞
n=1Gn and connecting
v0 to the vertices corresponding to the squares in B1, we get a disk triangulation
graph, say G. From the construction the function v 7→ d(v0, v) cannot have local
maxima, and we have |Sn(v0)| = an =
∑n−1
j=0 (kj + 6). Therefore Theorem 8.1
implies that the sequence {kn}∞n=0 must be the degree excess sequence of G; i.e.,
kn =
∑
v∈Bn(deg v − 6).
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It remains to show that G is CP hyperbolic. But note that VEL(S1, Sn) =∑n
k=1 1/|Sk| by Lemma 7.2 and our construction, hence
VEL(S1,∞) = lim
n→∞VEL(S1, Sn) =
∞∑
n=1
1
|Sn| =
∞∑
n=1
1∑n−1
j=0 (kj + 6)
<∞.
We conclude that G is VEL hyperbolic, hence CP hyperbolic by Theorem 7.1(d).
This completes the proof of Theorem 1.7. 
Suppose G is a disk triangulation graph such that deg v ≥ 6 for every vertex
v ∈ V (G). If kn = n for all n = 0, 1, 2, . . ., then every vertex v ∈ Sn, n ≥ 1,
must be of degree 6 except one vertex of degree 7. Note that every Bn is simply
connected because G has no cut locus, and we have
(8.1)
∞∑
n=1
1∑n−1
j=0 (kj + 6)
<∞.
Does this guarantee CP hyperbolicity of G? In general, if G is a disk triangulation
graph such that deg v ≥ 6 for all v ∈ V and satisfies (8.1), does G need to be CP
hyperbolic? If not, under what conditions can we say that G is CP hyperbolic?
Note that the graph constructed in the proof of Theorem 1.7 does not answer for
this question, since it may have vertices of degree less than 6.
9. Proof of Theorem 1.11
Suppose G = (V,E, F ) is a disk triangulation graph associated with a layered
circle packing determined by the sequence (hk, dk). Let v0 ∈ V be the distinguished
(center) vertex of G, and let Sn = Sn(v0) and Bn = Bn(v0) be as before. Also let
kn be the degree excess sequence.
Note that k0 = deg v0 − 6, which is the same as km for m = 1, 2, . . . , h1 − 1
because every vertex in S1 ∪S2 ∪ · · · ∪Sh1−1 is of degree 6. But every vertex in Sh1
is of degree 6 + d1, so we have
kh1 − k0 = kh1 − kh1−1 = d1 · |Sh1 |.
On the other hand, because deg v ≥ 6 for all v ∈ V by our assumption, Theorem 8.1
implies that
|Sh1 | =
h1−1∑
j=0
(kj + 6) =
h1−1∑
j=0
(k0 + 6) = h1(k0 + 6).
From similar computations we obtain
kh1+h2 − kh1 = d2 · |Sh1+h2 |
and
|Sh1+h2 | − |Sh1 | =
h1+h2−1∑
j=h1
(kh1 + 6) = h2(kh1 + 6).
Let θn = h1 + h2 + · · · + hn, δn = (6 + kθn)/(6 + k0) = (6 + kh1+···+hn)/(6 + k0),
and cn = |Sθn |/(6 + k0) for n ≥ 1. We also define δ0 = 1. Then by the same
computations as above we get the following system of recurrence relations
δ0 = 1, c1 = h1,
δn − δn−1 = dncn for n ≥ 1,
cn − cn−1 = hnδn−1 for n ≥ 2.
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Therefore
δn = δ0 +
n∑
k=1
(δk − δk−1) = 1 + d1c1 + d2c2 + · · ·+ dncn,
hence for n ≥ 2 we have
cn = cn−1 + hnδn−1 = cn−1 + hn(1 + d1c1 + d2c2 + · · ·+ dn−1cn−1).
Theorem 1.11 asserts that G is CP parabolic or hyperbolic according as the series
(9.1)
∞∑
n=2
lnhn
dn−1cn−1
diverges or converges, respectively, where cn is as defined above. Here we claim
that convergence of the series (9.1) is equivalent to convergence of
(9.2)
∞∑
n=2
ln(hn + 1)
dn−1cn−1
.
Definitely divergence of (9.1) implies divergence of (9.2). Thus let us assume that
(9.1) converges. Note that the series
∑
1/cn must be convergent because cn ≥ 2cn−1
for all n. Therefore,
∞∑
n=2
ln(hn + 1)
dn−1cn−1
=
∑
hn=1
ln(hn + 1)
dn−1cn−1
+
∑
hn>1
ln(hn + 1)
dn−1cn−1
≤
∞∑
n=2
ln 2
cn−1
+
∞∑
n=2
2 lnhn
dn−1cn−1
<∞,
as desired.
Now let us prove the parabolic case. Suppose 1 ≤ l ≤ hn. Then
|Sθn−1+l| =
θn−1−1∑
j=0
(kj + 6) +
θn−1+l−1∑
j=θn−1
(kθn−1 + 6)
= (6 + k0)(cn−1 + l · δn−1)
= (6 + k0) {cn−1 + l · (1 + d1c1 + d2c2 + · · ·+ dn−1cn−1)}
≤ (6 + k0) · l · (3dn−1cn−1),
because
cn−1 = cn−2 + hn−1(1 + d1c1 + d2c2 + · · ·+ dn−2cn−2)
≥ 1 + d1c1 + d2c2 + · · ·+ dn−2cn−2.
Therefore we obtain
θn∑
j=θn−1+1
1
|Sj | ≥
1
3(6 + k0)
· 1
dn−1cn−1
hn∑
l=1
1
l
≥ 1
3(6 + k0)
· ln(hn + 1)
dn−1cn−1
,
and
∞∑
j=h1+1
1
|Sj | =
∞∑
n=2
θn∑
j=θn−1+1
1
|Sj | ≥
1
3(6 + k0)
∞∑
n=2
ln(hn + 1)
dn−1cn−1
.
We conclude by Theorem 4.2, the Rodin-Sullivan theorem, that G is CP parabolic
if the series in (9.2), or in (9.1), diverges.
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Figure 16. A triangular mesh of size 3 (left), and the correspond-
ing square tiling (right).
Figure 17. A 3-fold triangular mesh of size 3 (left), and its sep-
arated triangular mesh (right).
The above arguments almost prove the hyperbolic case as well. Note that we
have |Sθn−1+l| ≥ (6 + k0) · l · dn−1cn−1, hence
∞∑
j=h1+1
1
|Sj | ≤
1
6 + k0
·
∞∑
n=2
1
dn−1cn−1
hn∑
l=1
1
l
≤ 2
6 + k0
·
∞∑
n=2
ln(hn + 1)
dn−1cn−1
,
so the hyperbolic part of Theorem 1.11 follows from [15, Theorem 3.6], where Dennis
and Williams proved that a layered circle packing is CP hyperbolic if
∑
1/|Sn|
converges. Unfortunately, however, the arguments in [15] can be applied only when
the sequence dn is bounded, so we need a different approach for the hyperbolic
case. Our strategy is to adopt Siders’ method in [39], but we will compute vertex
extremal distance instead of electric resistance.
To adopt Siders’ method precisely, we need to introduce some terminology. A
triangular mesh of size n, or an n-triangular mesh, is the graph shown on the left
of Figure 16: it is the contact graph of the square tiling of a rectangle consisting of
n+ 1 layers such that the k-th layer of the tiling has k squares of side lengths 1/k.
Note that the vertex extremal distance between an apex(corner vertex) and the
opposite side of an n-triangular mesh is
∑n+1
k=1 1/k, as we discussed in Section 7,
and the vertex extremal distance between the 2nd layer(the set of neighbors of
an apex) and the last layer(the opposite side of the apex) is
∑n+1
k=2 1/k. A d-fold
n-triangular mesh is the graph obtained by pasting d triangular meshes of size n
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along sides so that they are pasted counterclockwise one after another around a
common vertex, the apex (Figure 17). Then by separating a d-fold n-triangular
mesh, we will get a graph consisting of d triangular meshes of size n which are
connected only at the apex. Note that the hexagonal regular triangulation includes
5-fold triangular meshes of every size, and 6-fold triangular meshes with the first
and last sides are pasted; in this case we will say that the n-fold triangular mesh is
closed.
The disk triangulation graph G in consideration includes Bh1 = Bθ1 , a (k0 + 6)-
fold closed triangular mesh of size h1. We then separate this triangular mesh and
get a graph A1, and denote its apex by w0. Also let A1 = Bθ1 , T1 the set of vertices
in A1 whose combinatorial distance from w0 is h1, and φ1 : A1 → A1 the natural
graph homomorphism such that φ1(w0) = v0 and φ1(T1) = Sh1 .
We next observe that G contains a subgraph, say A2, such that if v ∈ Sh1 has two
parents (that is, if v is of type I as defined in Section 4), then a d1-fold triangular
mesh of size h2 is attached to v, and if v ∈ Sh1 has only one parent (that is, if v
is of type II), then a (d1 + 1)-fold triangular mesh of size h2 is attached to v. We
also assume that A2 includes only A1 and the attached triangular meshes as shown
in the graph on the top of Figure 18, so that A2 should be obtained from Bθ2 by
deleting edges. Note that the vertex sets of A2 and Bθ2 must be the same.
If v ∈ Sθ1 = Sh1 has two parents, then there is only one vertex w ∈ T1 such that
φ1(w) = v. In this case we attach to w a d1-fold separated triangular mesh of size
h2. If v has only one parent, then there are exactly two vertices w,w
′ ∈ T1 such
that φ1(w) = φ1(w
′) = v. Suppose w precedes w′ counterclockwise around w0. We
then attach to w a (1-fold) triangular mesh of size h2, and to w
′ a d1-fold separated
triangular mesh of size h2. After attaching triangular meshes to all the vertices
in T1 as described above, we obtain a new graph A2 and a graph homomorphism
φ2 : A2 → A2 such that φ2|A1 = φ1 and φ2(T2) = Sθ2 , where T2 is the set of vertices
in A2 whose combinatorial distance from w0 is θ2 = h1 + h2. Also note that the
number of the second generation (1-fold) triangular meshes in A2 is
d1 · |Sθ1 |+ (k0 + 6) = (k0 + 6)(1 + d1c1) = (k0 + 6)δ1,
and that every type I vertex in Sθ2 has only one preimage via φ2, while each of
type II vertices in Sθ2 has either one preimage or two preimages.
The next step is similar to the previous step, but there is a slight difference.
We first observe that G contains a subgraph A3 with A2 ⊂ A3 ⊂ Bθ3 such that if
v ∈ Sθ2 is of type I then a d2-fold triangular mesh of size h3 is attached to v, and if
v ∈ Sθ2 is of type II then a (d2 + 1)-fold triangular mesh of size h3 is attached to v.
Definitely we want A3 to include only A2 and the attached triangular meshes, so
that A3 should be obtained from Bθ3 by deleting edges. Now if v ∈ Sθ2 is of type
I, there is only one w ∈ T2 such that φ2(w) = v, hence we attach to w a d2-fold
separated triangular mesh of size h3. If v ∈ Sθ2 is of type II with only one preimage
w ∈ T2 such that φ2(w) = v, then we attach to w a (d2 + 1)-fold separated mesh.
If v ∈ Sθ2 is of type II and there are two elements of T2, say w and w′, such that
φ2(w) = φ2(w
′) = v, then we attach to w a mesh and to w′ a d2-fold separated
mesh, assuming that w precedes w′ counterclockwise around w0. After attaching
triangular meshes to all the vertices in T2 as described above, we obtain A3 and
and a graph homomorphism φ3 : A3 → A3 such that φ3|A2 = φ2 and φ3(T3) = Sθ3 ,
where T3 is defined similar to T1 and T2. Then every type I vertex in Sθ3 has only
one preimage via φ3 and each of type II vertices in Sθ3 has either one preimage or
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φ3
with only one
preimage
w0
v
v0
w′
w
A3
A3
type II vertex
Figure 18. Graphs A3 (top) and A3 (bottom) with deg v0 = 6,
h1 = h2 = h3 = 2, d1 = 2 and d2 = 1. In the course of obtaining
A2, the edges removed from Bθ2 are shown in the top figure as
dashed lines.
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two preimages as before, and the number of the third generation triangular meshes
in A3 is
|Sθ2+1| − |bBθ2 | = |Sθ2+1| − |Sθ2 | = (k0 + 6)δ2 = (k0 + 6)(1 + d1c1 + d2c2).
We repeat the above process to get a sequence of graphs A1 ⊂ A2 ⊂ A3 ⊂
· · · and a sequence of graph homomorphisms φn : An → An ⊂ Bθn such that
φn|An−1 = φn−1 and φn(Tn) = Sθn , where An and Tn are defined similarly as in
the previous steps. Let A = ⋃∞n=1An and A = ⋃∞n=1An, and define φ : A → A by
φ|An = φn. Note that V (A) = V (G), and every v ∈ V (A) = V (G) has at most two
preimages via φ. Thus Theorem 7.1 implies that VEL hyperbolicity of A implies
CP hyperbolicity as well as VEL hyperbolicity of G. Also one can check that the
number of (n+ 1)-th generation triangular meshes in A is
(9.3) |Sθn+1| − |bBθn | = (k0 + 6)(1 + d1c1 + · · ·+ dncn).
Let µ1 be the extremal metric for VEL(w0, T1) such that µ1(w0) = 1, and T be
a component of A1 \ {w0}. Also let X be the set of neighbors of w0 belonging to T
and Y = V (T )∩T1. Then T is a h1-triangular mesh with the apex removed, hence
we have |X| = 2, |Y | = h1 + 1, and by Lemma 7.2
λ1 := VEL(X,Y ) =
1
2
+
1
3
+ · · ·+ 1
h1 + 1
≤ ln(h1 + 1).
Because every component of A1 \ {w0} is isomorphic to T , it is not difficult to see
that µ1|T is an extremal metric for VEL(X,Y ). Since this argument can be applied
to every component of A1 \ {w0}, Lemma 7.2 and the fact that µ1 is an extremal
metric for VEL(w0, T1) imply that there exists c > 0 such that µ1(w) = c/(m+ 1)
for every w ∈ V (A1) \ {w0} with dA1(w0, w) = m ≥ 1. Note that
areaµ1(T ) := areaµ1(V (T )) = c
2λ1.
Then because of the fact that µ1 is the extremal metric for VEL(w0, T1) again, the
positive real number c must maximize the function
f(x) =
(1 + λ1x)
2
1 +M · λ1x2
for x > 0, where M = (k0 + 6) is the number of triangular meshes in the first
generation. Moreover, the maximum should be equal to VEL(w0, T1). Now one can
easily compute that c = 1/M and VEL(w0, T1) = 1 + λ1/M = 1 + λ1/(k0 + 6).
Next let µ1 and µ2 be the extremal metrics for VEL(w0, T1) and VEL(w0, T2),
respectively, but this time we normalize them so that areaµ1(A1) = areaµ2(A1) = 1.
Note that µ1(w) = µ1(w
′) if dA1(w0, w) = dA1(w0, w
′) as we observed above.
Therefore for every geodesic path η from w0 to T1, we must have
Lµ1(η)
2 = VEL(w0, T1) = 1 + λ1/(k0 + 6)
because areaµ1(A1) = 1. Moreover, because at least one h2-triangular mesh is
attached to each vertex in T1 and all the components of A2 \ A1 are isomorphic to
each others, one can check that we must have µ2|A1 = µ1. In fact, if
inf
η∈Γ(w0,T1)
Lµ2(η) = Lµ2
(
Γ(w0, T1)
)
< Lµ1
(
Γ(w0, T1)
)
= VEL(w0, T1)1/2,
then clearly we have
Lµ2
(
Γ(w0, T2)
)2
areaµ2(A2)
<
Lµ′
(
Γ(w0, T2)
)2
areaµ′(A2)
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for the metric
µ′(v) =
{
µ1(v) if v ∈ V (A1)
µ2(v) if v ∈ V (A2) \ V (A1)
,
because areaµ2(A2) = areaµ′(A2). This contradicts the assumption that µ2 is an
extremal metric for VEL(w0, T2), hence we have Lµ2
(
Γ(w0, T1)
)
= VEL(w0, T1)1/2.
Now the uniqueness part of Theorem 7.1(b) implies that µ2|A1 = µ1.
Suppose T is a component of A2 \ A1, X is the set of vertices in T that have
neighbors in T1, and Y = V (T ) ∩ T2. Note that every geodesic path from w0 to
T1 has the same µ2-length because µ2|A1 = µ1. Moreover, we know that at least
one h2-triangular mesh is attached to each vertex in T1 and every component of
A2 \A1 is isomorphic to T . Thus one can check without difficulties that µ2|T must
be an extremal metric for VEL(X,Y ). Then because T could be any component of
A2 \ A1, we have by Lemma 7.2 that
λ2 := VEL(X,Y ) =
1
2
+
1
3
+ · · ·+ 1
h2 + 1
≤ ln(h2 + 1),
and µ2(w) = c/(m+ 1) if dA2(w0, w) = h1 +m, where c is a fixed positive constant
and m ≥ 1. In particular, this implies that µ2(w) = µ2(w′) if w and w′ have the
same combinatorial distance from w0.
Let M = (k0 + 6)(1 + d1c1), the number of triangular meshes in the second
generation, and λ be the positive number such that λ2 = VEL(w0, T1) = 1 +
λ1/(k0 + 6). Then c must be the positive number maximizing
f(x) =
(λ+ λ2x)
2
1 +M · λ2x2
for x > 0, so we obtain c = 1/Mλ and the maximum is
VEL(w0, T2) = λ2 + λ2
M
= 1 +
λ1
k0 + 6
+
λ2
(k0 + 6)(1 + d1c1)
≤ 1 + ln(h1 + 1)
k0 + 6
+
ln(h2 + 1)
(k0 + 6)d1c1
.
We repeat the above argument inductively, and note that the number of trian-
gular meshes in the k-th generation is given in (9.3). Thus we obtain
(9.4)
VEL(w0, Tn) = 1 + λ1
k0 + 6
+
1
k0 + 6
n∑
k=2
λk
1 + d1c1 + · · ·+ dk−1ck−1
≤ 1 + ln(h1 + 1)
k0 + 6
+
1
k0 + 6
n∑
k=2
ln(hk + 1)
dk−1ck−1
for n ≥ 2. Since VEL(w0,∞) = limn→∞VEL(w0, Tn), we conclude that A is VEL
hyperbolic, hence G is CP hyperbolic, if the series in (9.2), or in (9.1), converges.
This completes the proof of Theorem 1.11.
Remark 9.1. Though we proved the parabolic part of Theorem 1.11 using the
Rodin-Sullivan theorem, it is also possible to prove it by computing VEL(v0,∞).
To see it, let us assume that the series (9.2) diverges. Then because 1+d1c1 + · · ·+
dncn ≤ 2dncn and 2λn ≥ ln(hn + 1), where λn is as before, we see from (9.4) that
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VEL(w0, Tn)→∞ because
VEL(w0, Tn) = 1 + λ1
k0 + 6
+
1
k0 + 6
n∑
k=2
λk
1 + d1c1 + · · ·+ dk−1ck−1
≥ 1 + λ1
k0 + 6
+
1
4(k0 + 6)
n∑
k=2
ln(hk + 1)
dk−1ck−1
.
Now for each n ≥ 1, let µn be the extremal metric for VEL(w0, Tn) such that
areaµn(An) = 1, and define µn(w) = 0 for w ∈ V (A) \ V (An). Choose a subse-
quence nk of natural numbers such that VEL(w0, Tnk) ≥ 2k, and define µ(w) =∑∞
k=1 µnk(w)/2
k. Note that µ is admissible because
0 < areaµ(A) =
∑
w∈V (A)
µ(w)2 =
∑
w∈V (A)
( ∞∑
k=1
µnk(w)
2k
)2
≤
∑
w∈V (A)
( ∞∑
k=1
1
2k
·
∞∑
k=1
µnk(w)
2
2k
)
=
∑
w∈V (A)
( ∞∑
k=1
µnk(w)
2
2k
)
=
∞∑
k=1
∑
w∈V (A)
µnk(w)
2
2k
=
∞∑
k=1
areaµk(A)
2k
=
∞∑
k=1
1
2k
= 1.
We can push down the metric µ via φ : A → G because we have µ(w) = µ(w′)
if dA(w0, w) = dA(w0, w′). That is, if we define µ′ : V (G) → [0,∞) so that
µ′
(
φ(w)
)
= µ(w), then the metric µ′ is well-defined because φ is a surjective graph
homomorphism satisfying dA(w0, w) = dG(v0, φ(w)). Note that µ′ is admissible
because areaµ(A) ≥ areaµ′(G) > 0, and one can check that
∞ = Lµ
(
Γ(w0,∞)
)
= Lµ′
(
Γ(v0,∞)
)
.
Therefore VEL(v0,∞) = ∞, and we conclude that G is VEL parabolic, hence CP
parabolic by Theorem 7.1.
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