I. INTRODUCTION
The exponential increase in computational speed over the last few decades has permitted molecular simulations of many different systems, including phenomena occurring over long time scales. A crucial aspect has been the development of simple intermolecular potentials that provide a reasonable description of the physics of the problem with low computational cost. Although different approaches have been considered, the most popular models are the site-site interaction potentials. 1 In these models, each molecule is considered as being rigid, and interaction sites are located on the positions of atoms or groups of atoms of the molecule whose coordinates are usually known from experimental studies (for instance, from X-ray or neutron diffraction). Each site typically consists of a Lennard-Jones (LJ) center and/or a partial charge. Interactions between sites are computed with the aid of the LJ potential and Coulomb's law. The determination of the parameters of the potential represents an important step when building the force field. Often the parameters of the potential are obtained to reproduce experimental properties at ambient conditions (especially the density and vaporization enthalpy). Although these potentials are often very useful, their ranges of applicability are limited and their predictions away from these conditions can be far from satisfactory. Thus, the natural evolution in the development of intermolecular potentials is to incorporate thermodynamic properties under different conditions when obtaining the parameters of the potential. A very common practice is to choose the vapour liquid equilibria (VLE) as a target property. This choice is closely related to the increasing interest in separation processes and the development of two techniques (Gibbs ensemble (GE) 2 and Gibbs-Duhem (GD) integration 3 ) that allow one to determine the VLE in a rather straightforward way. In addition, one may suspect that the phase diagram contains information about intermolecular interactions. However, the phase diagram includes not only the VLE but also solid liquid equilibrium (SLE) and solid solid equilibrium (SSE) and these transitions have not been usually chosen as target properties when developing intermolecular potentials. This is surprising since the SLE and SSE have interest on their own, as also in related areas as, for instance, when studying the nucleation of the solid. Moreover, methodologies such as the Einstein Crystal (EC) 4 and the Einstein molecule (EM), [5] [6] [7] that allow one to compute chemical potentials of solid phases, are now well established and could be used when developing new force fields for simple substances.
In 2005, a general purpose model for the condensed phases of water was proposed. 8 This model, named TIP4P/2005, was elaborated using the TIP4P model of Jorgensen et al. 9 as starting point. The TIP4P is a foursite model with a LJ center located on the position of the oxygen atom, two partial charges on the hydrogens, and a negative charge along the bisector of the HOH angle. The parameters were obtained so as to reproduce the experimental value of the density and vaporization enthalpy at room temperature. The TIP4P/2005 model takes the geometry and the charge distribution of the TIP4P model, but the values of the parameters were obtained to reproduce a different set of experimental properties. This set was composed of the density of liquid water under room conditions, the vaporization enthalpy at ambient temperature but corrected with the socalled polarization term, first proposed by Berendsen et al., 10 the densities of several solid phases, the melting point, and several coexistence points of the SSE. A comprehensive analysis 11 of the ability of the most popular water models to describe a number of properties of water (in the gas, liquid, and solid phases) has shown that the TIP4P/2005 provides the best overall performance. The inclusion of SSE and SLE in the target properties and the implicit use of the polarization term when describing the vaporization enthalpy were found to be crucial for the overall improvement. In addition, it was found that the non-polarizable water models with the best global performance have difficulties in describing the vaporization enthalpy, the vapour pressure, the critical pressure, the dielectric constant, and the isobaric heat capacity simultaneously in both the solid and fluid phases. Any attempt to provide a reasonable description of these properties provokes the deterioration of the overall performance of the model.
All the ideas involved in the development of the TIP4P/2005 model could be used when developing intermolecular potential models for other substances. Alcohols are good candidates for this purpose due to their impact in industrial applications 12 and in basic research. [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] Methanol is the simplest alcohol and differs from water only in the replacement of a hydrogen atom by a methyl group. This minor difference provokes significant changes in the thermodynamic behavior. For instance, the melting point changes from 273.15 K to 175.6 K, the critical temperature from 647 K to 512.6 K, and the density at room temperature and pressure from 0.999 g cm −3 to 0.786 g cm −3 . In addition, the well known anomalies of water do not appear in methanol, its most important features being the minima of the isobaric thermal expansivity 23 and isobaric heat capacity [24] [25] [26] at very low temperatures. As for the solid state, methanol appears in four different allotropic phases, 27 α, β, γ, and δ. At atmospheric pressure, going from high to low temperatures, the fluid first crystallizes into the β form at 175.6 K. This phase is stable in a small region and it transforms at 159 K into the α phase, the stable form at low temperatures. At high pressures and very low temperatures the α phase transforms into the δ phase (a new solid phase recently discovered 27 ). At high pressures and moderately low temperatures the α phase transforms into the γ phase. It is worth noting that numerous studies were performed over the α and β phase giving a reliable description of their structures and their equilibrium curves. [28] [29] [30] [31] [32] [33] [34] This is not the case for the δ and γ phases for which experimental results are rather scarce. 27, 35 The most popular intermolecular potentials used for simulations of liquid methanol are H1, 36, 37 OPLS, 38 L1, 39 and L2 40, 41 models. All of them are of united atom type (all atom models such as GAFF 42 or OPLS-AA 43 are not considered in this work) and have a similar geometry and site definition but different values of the parameters. For the H1 and OPLS models, the potential parameters were obtained by fitting to experimental data at ambient conditions whereas VLE data were also considered for the L1 and L2 models. In all the cases, their predictions 44, 45 of the SSE and the SLE do not agree with experiments. Their melting temperatures were found to be between 35 K and 50 K higher than the experimental value. Thus, there is room for improvement.
In this work a new intermolecular potential for simulations of condensed phases of methanol is proposed. Our main aim was to find a model that provides a reasonable description of the SLE without significantly deteriorating the predictions of the VLE and the liquid phase properties. The methodology used here to obtain the new model resembles that used for the development of the TIP4P/2005 model but using, in this case, the OPLS model of Jorgensen as starting point in the optimization procedure. The second aim of this work was to analyze whether the main conclusions reached in previous works 11 about the limitations of non-polarizable intermolecular potentials of water in describing a number of properties also hold in the case of methanol.
II. THE OPTIMIZING METHOD AND THE FITTING PROPERTIES SET
The fitting procedure was based on the hypothesis that the dependence of a property Y i on the model parameters β j verifies the following truncated Taylor expansion: i were estimated by molecular simulation of the reference model. Secondly, the value of one parameter of the potential (say β j ) was modified (with respect to the reference model) while keeping the rest of the parameters constant and simulations were performed to evaluate Y i . This procedure was carried out four times, using two values of β j smaller than β 0 j and two values larger than β 0 j . These four simulation results were then fitted to Eq. (1) to estimate the value of the first and second derivatives. This methodology was implemented for each parameter β j and after that repeated for each target property Y i . The objective function was defined as
where w i is the weight of property i in the fit, W is the number of fitting properties, and the super-index exp refers to experimental values. The weights w i were selected in order to give similar weight to all the properties of the fit. In the previous expression Y i is given by Eq. (1) . The values of the potential parameters of the optimized 034508-3 D. Gonzalez-Salgado and C. Vega J. Chem. Phys. 145, 034508 (2016) potential β 1 , β 2 ,. . . , β S were obtained by minimizing φ using a Marquardt algorithm. 48 As was stated in the Introduction, the choice of the properties to be fitted is a crucial aspect in the development of a potential model. One possible option is to select a wide variety of physical properties for each phase and at different thermodynamic states. This is not a bad solution but it has at least two shortcomings. On the one hand, the increase in the computation time for large sets of properties can make the optimization procedure impractical. On the other hand, not all the properties are equally sensitive to the intermolecular interactions and not all of them can be predicted by simple nonpolarizable intermolecular potentials. The inclusion of these types of properties in the fitting procedure can reduce the predictive ability of the model, as was shown in previous simulation studies of water. 11 Thus, we think that the best option is to consider a smaller set including the more sensitive properties to the intermolecular interactions and avoiding unpredictable magnitudes by this type of models. This philosophy was used for the construction of the TIP4P/2005 model and is used here for the definition of the OPLS/2016 model.
It is well established that the phase diagram is a signature of the intermolecular potential of the substance. Any intermolecular potential model must provide a reasonable description of the SSE, SLE, and VLE. In the case of methanol, the experimental SSE and SLE are well studied for the α and β phases [28] [29] [30] [31] [32] [33] [34] but the information concerning the γ 35 and δ 27 is incomplete. In that sense, data related with the γ and δ phases should not be selected as target properties, since only reliable experimental results must be considered. On the other hand, previous models of methanol were found to be unable to predict a clear difference between the free energies of the α and β phases due to the similarity between phases. 44, 45 Therefore, only information related with the melting line must be chosen to be fitted. Particularly, we decided to include in the fitting properties set two points of the experimental melting line (fluid-β transition): the transition temperatures at 1 bar (i.e., the melting point) and at 10 000 bars. The enthalpy and volume change at melting at 1 bar were also included as a target property. As for the VLE, a previous analysis on the predictive ability of non-polarizable water models 11 seems to indicate that forcing them to give quantitatively the vapour pressure or the vaporization enthalpy at ambient conditions results in a significant deterioration of the global performance of the model. This fact was related with the strong difference between the dipole moment of the liquid and the vapour phase, which cannot be accounted for a non-polarizable model where the dipole moment is unique. This was true for water and is also true for methanol, which has a dipole moment of 1.7 D 49 in the gas phase and of about 2.6 D 50 in the fluid phase. Despite this fact, nonpolarizable water models provide yet reasonable predictions for the orthobaric densities and the critical temperature. Results for TIP4P/2005 have indicated that a good description of the VLE can be reached by using the vaporization enthalpy at 298.15 K (including the polarization correction 10 ) and the orthobaric density of the liquid at a reduced temperature (with respect to the critical temperature) of 0.8 as target properties. After realizing that the L1 model reproduces the vaporization enthalpy of methanol at room temperature quite well (when including the polarization correction) we used the potential energy of this model 45 as a target property as potential energies are computed easily. The orthobaric density of liquid methanol at 10 bar and 410 K completes the set of target properties related with the VLE.
Densities of the liquid at different temperatures and pressures were also considered as target properties. In particular densities of the liquid along the room pressure isobar at three different temperatures, namely 250 K, 298.15 K, and 323.15 K and the density at room temperature and 2000 bars were also included in the "training" set. Finally the density of the β solid phase was also included.
Therefore, all together, eleven properties (W = 11) were considered as target properties for the model: the melting temperature T m at two pressures (1 bar and 1000 bars), 34 the melting enthalpy ∆h l−s and volume change ∆v l−s at 1 bar, 30 the density ρ of the β solid at 170 K, 33 the densities ρ of methanol in the fluid phase 23 45 (as given by the L1 model).
III. MODELS
The OPLS model proposed by Jorgensen 38 was used as reference model in the optimization procedure. The new model will have the same geometry as OPLS (i.e., bond distances angles and interactions sites) but with a new set of parameters (Z = 6) obtained after applying the optimization procedure with the 11 target properties described above. This new model will be named as methanol OPLS/2016. Properties of the new model will be compared to those of other popular models of methanol such as H1, 36, 37 L1, 39 L2, 40, 41 and OPLS. 38 In all these models interaction sites are located on the methyl group, on the oxygen atom, and on the hydrogen of Model The dipole moment µ mod and the principal components (Q x x , Q y y , Q z z ) of the quadrupolar tensor of the H1, L1, L2, OPLS, and OPLS/2016 models compared with experimental data and quantum mechanical calculations using Møller Plesset perturbation theory. All the QM results were taken from the NIST and their differences come from the basis set used and the level of the theory. The axis x and y are in the plane formed by the H,O and C atoms whereas the z axis is perpendicular to this plane. the hydroxyl group. Partial charges and LJ centers are located on the positions of the oxygen and methyl group. For the hydrogen of the hydroxyl group, a partial charge is located on the position of the hydrogen atom (as is often done in water models). Geometries and potential parameters of all the models considered in this work are given in Table I . Dipole and quadrupole moments are given in Table II. For all these models, the energy between sites a and b of two different molecules is given by the following expression:
where ϵ ab and σ ab are the Lennard-Jones parameters, r is the distance, and q a,b are the partial charges. For the models H1,L1,L2, Lorentz-Berthelot rules are used for the crossed interaction parameters, whereas for OPLS and OPLS/2016 the geometric mean was used.
IV. THE SIMULATIONS
The simulations in this work can be classified into two groups. In the first group, simulations were performed to determine the parameters of the new potential. For this purpose, a number of properties (eleven) were determined for the reference fluid (Y 0 i ) and for slightly perturbed (by modifying one parameter at a time) versions (Y i ) to estimate the derivatives of Eq. (1). With these simulations the parameters of the new potential OPLS/2016 were obtained. In the second group of simulations the properties of the OPLS/2016 potential were evaluated and compared to the results of other potential models and to experimental results. In particular, the following properties were computed with the new potential: the SLE (the p-T melting line and its slope dp/dT at 1 bar, ∆v l−s and ∆h l−s at 1 bar), the VLE (the p-T line, the orthobaric densities, the critical parameters T c , p c , and ρ c , and the vaporization enthalpy ∆h v−l at 298.15 K), the liquid densities ρ along the p = 1 bar isobar and T = 298.15 K isotherm, and finally the isobaric thermal expansivity α p , the isothermal compressibility κ T , the isobaric heat capacity C p , the static dielectric constant ϵ, the surface tension γ s , the self-diffusion coefficient D, the shear viscosity η, and the orientational relaxation time τ 2 . All these properties, except for the SLE properties (determined by the authors in previous works 44, 45 ), were also calculated for all models considered in this work. We shall describe now how these properties were computed.
The SLE and VLE were computed using the GD integration method 3 starting from an initial coexistence point. For the SLE, the initial coexistence point (at 1 bar) was obtained by imposing the condition of equal chemical potentials between the two phases. The chemical potential of the fluid phase was obtained by using thermodynamic integration from the ideal gas state (800 K and 1 bar). 44 The chemical potential of the solid phases (α and β) was evaluated from the free energies at 100 K and 1 bar obtained using the Einstein crystal method 52 (with the Einstein molecule implementation [5] [6] [7] ) followed by thermodynamic integration. To evaluate the impact of changing a parameter of the potential into the solid and fluid chemical potential, we used Hamiltonian integration. 7 The initial coexistence point for the VLE was evaluated using the direct coexistence method. 53 The solid-liquid coexistence curves were drawn through the conventional expression of the Clapeyron equation dp dT
where T is temperature, p is pressure, and ∆h s−l and ∆v s−l are the molar solid-liquid transition enthalpy and volume, respectively. For the estimation of the liquid-vapor curve it is usually recommended to use the Clapeyron equation modified in this way:
where ∆h l−v and ∆v l−v are the liquid-vapor transition enthalpy and volume, respectively. A fourth order RungeKutta algorithm was used to integrate both versions of the Clapeyron equation. The p − T data on the VLE curve were fitted to the Antoine-type equation
where A, B, and C are fitting parameters. The application of the GD integration method usually involves short runs which are sufficient to obtain the p-T curve but not for a precise computation of the transition enthalpy or volume. In order to get precise values for both ∆h s−l and ∆v s−l at 1 bar, the liquid and vapour densities along the binodal, ρ l and ρ v , and ∆h l−v at 298.15 K, new and longer runs are required.
The difference (ρ l − ρ v ) was fitted to the following equation in order to obtain the critical temperature T c :
where E, F, and T c are fitting parameters. The critical pressure p c was identified as the pressure given by the Antoine equation when T = T c . The critical density ρ c was estimated by fitting (ρ l + ρ v )/2 to the following equation:
where ρ c , G, γ eff are fitting parameters. The vaporization enthalpy ∆h l−v at 298.15 K was corrected by the self-polarization term proposed by Berendsen
where α pol is the polarizability. The dipole moment for each model µ mod is given in Table II and µ v = 1.7 D and α pol = 3.29 Å 3 were taken from the literature. 54 The polarization term accounts for the work needed to polarize the molecule from the gas phase dipole moment to the liquid phase value.
The isobaric thermal expansivity α p at 298 K was computed by using the incremental method 55 through the following equation:
where the temperature to which the density is calculated is specified explicitly. The fluctuation method 56 was used for the calculation of the isothermal compressibility κ T and the isobaric heat capacity C p at 298.15 K.
The dielectric constant ϵ was evaluated using the well known equation
which is the correct one for simulations with Ewald summations with conducting boundary conditions. In this expression V and M denote the volume and the total dipole moment of the simulation box and the brackets denote averages along the production run. G k is the finite system Kirkwood factor which is related to the relative orientation of the dipoles through the following equation:
where u i denotes a unit vector in the direction of the dipole moment of the i molecule. Thus, the dielectric permittivity depends not only on the modulus of the dipole moment but also on their relative orientation. The experimental dielectric constant is a property difficult to reproduce when using nonpolarizable models with a good global performance. An explanation of this 58 has been given recently and can be summarized as follows. The determination of the parameters of a nonpolarizable model is aimed at providing a reasonable description of the potential energy surface (PES), i.e., the values of the energy (and its gradient) of the system as a function of the coordinates of the molecules. The PES is an important magnitude as it affects the Markov chain (MC) or the trajectory (MD) obtained in molecular simulations. In the case of water, the charge distribution that better mimics the PES yields a molecular dipole moment around 2.3 D. This dipole moment is higher than that of the gas phase (1.85 D) but less than that of the liquid phase (2.7 D). Notice that a reasonable PES can be obtained in spite of the bad description of the dipole moment of the molecule. The dielectric constant depends not only on PES but also on the dipole moment surface (DMS). Since the dipole moment which is good at reproducing the PES is not good at reproducing the DMS, it is not surprising that in the case of water most non-polarizable models fail in describing the dielectric constant. A correction 58 for the static dielectric constant has been proposed to take into account this deficiency (i.e., that the dipole moment that better describes the PES may not be the same as that describing the DMS),
where µ l is the true dipole moment of the molecule in the liquid phase and µ mod is that of the model (or conversely µ mod is the dipole moment of the molecule that better describes the PES and µ l is the dipole moment that better describes the DMS in the liquid phase). Application of this correction to nonpolarizable models of water has allowed one to reproduce the experimental results. In the case of methanol, the situation is very close to that of water since the gas, liquid, and model dipole moments are 1. The surface tension, γ s , was computed using simulations having an explicit interface 59 by the mechanical route through the diagonal components P x x , P y y , and P z z of the pressure tensor and the length of the box perpendicular to the interface L z as follows:
The self-diffusion coefficient, D, was estimated using molecular dynamics simulations by using the Einstein equation
where r i (t) represents the position of the particle i at time t.
The 100-1000 ps window was considered for the calculation of D.
The shear viscosity, η, is related with the auto-correlation function (ACF) of the off-diagonal components of the stress tensor P α β through the Green-Kubo formula
where the brackets indicate an average over different time origins (we set each simulation step as a different time origin). Since the components P x y , P x z , P y z , (P x x − P y y )/2, and (P y y − P z z )/2 are mutually equivalent, 60 an average of their ACF was used as integral kernel. Convergence of this integral was obtained at times lower than 60 ps.
Reorientation dynamics 61, 62 was also studied in this work. The orientational correlation time, τ 2 , of the OH (covalent) bond of the methanol molecule was calculated from the 2016) following expression:
where e is a unit vector in the direction of the OH bond and P 2 is the second order Legendre polynomial. The role of the brackets is identical to that of Eq. (16) . In this case, we store configurations each 100 ps and each of them is considered as a time origin. The integral kernel of that equation was fitted to a tri-exponential polynomial in order to perform the integral. 20 The simulations in this work were made either with a home made Monte Carlo (MC) code or with the molecular dynamics (MD) package GROMACS (version 4.5.5). 63 We used the Monte Carlo program to determine the free energies of the solid phases (using the Einstein crystal method or Hamiltonian integration), free energies of the fluid phase, and for the Gibbs-Duhem runs. Thus, our MC program was used mostly to determine phase equilibria. Free energy calculations for the solid were performed in the NVT ensemble using the equilibrium simulation box obtained from anisotropic N pT simulations 64, 65 (this is important in order to have the system under hydrostatic pressure and to remove any possible stress). Simulations for the fluid phase were performed in the isotropic N pT ensemble. In our MC runs, Ewald sums were used for electrostatic (with conducting periodical boundary conditions), and the LJ and the real space term of the Ewald sum was typically truncated at 10 Å (except for the vapor phase where the potential was truncated at about half the side of the simulation box). Long range corrections to the energy and pressure for the LJ part of the potential were included. In these MC runs, around 300 molecules were used for both the fluid and solid phases. In the Gibbs-Duhem runs, we used around 10 000 cycles (i.e., one trial move per particle and a trial volume change) for production and 10 000 cycles for equilibration. For the rest of the runs we typically used around 400 000 cycles for production.
Molecular dynamics runs with GROMACS were used to determine all properties not connected to phase equilibria (i.e., liquid densities along isobar, isotherms, α p , κ T , C p , ϵ, D, η, and τ 2 ). We also used GROMACS to determine, via direct coexistence, simulations of the surface tension and the vapor liquid equilibria for a reference temperature that will be used as the initial temperature in the GD runs. The time step was always set to 2 fs (1 fs was preferred only for the computation of τ 2 and η) and typically the runs lasted 40 ns. Electrostatics interactions were treated with the particle mesh Ewald (PME) method 66 and conducting boundary conditions. The LJ part of the potential and the real space contribution of the Ewald contribution were truncated at around 14 Å. Long range corrections to the LJ part of the potential were included. We used typically 500 molecules in the N pT runs (864 when computing diffusion coefficients). The temperature was fixed using a Nose-Hoover thermostat 67,68 with a relaxation time of 2 ps and the pressure was fixed by using the ParrinelloRahman barostat 65, 69 with a relaxation time of 2 ps. The surface tension and the initial point of the VLE equilibria were determined from a NVT run where 2048 molecules of liquid methanol were placed in contact with vapor in an orthorhombic simulation box. In these VLE runs the cutoff radius was set to 24 Å and no Lennard-Jones long range corrections were applied.
V. RESULTS
The starting reference model for the optimizing procedure was the OPLS model. The geometry (i.e., bond angles and distances) was kept fixed and the Lennard Jones parameters and the partial charges of the new model were obtained in the optimization procedure. The intervals where the parameters were allowed to be varied were ϵ oo /k (55, 125) K, σ oo (2.85, 3.3) Å, ϵ cc /k (74, 134) K, σ cc (3.5, 4.05) Å, q o (−0.9, −0.5) e, and q h (0.35, 0.525) e. The parameters of the OPLS/2016 were obtained in two steps. Firstly, the optimization procedure was implemented taking the OPLS as reference to arrive at an intermediate model. Then, this intermediate model was taken as a reference (its properties and derivatives were evaluated) and then the optimization procedure was again applied to arrive at the final parameters of OPLS/2016 which are presented in Table I .
It is clear that the parameters of OPLS/2016 model differ significantly from those of the other models. In fact, these significant differences seem to indicate that the new model belongs to a different class of models than that defined by the previous ones. An important feature of the OPLS/2016 model is the close vicinity of the values of the oxygen Lennard-Jones parameters to those of the oxygen of water models (for instance, the TIP4P/2005 model of water takes the values of 93.2 K and 3.1589 Å for the epsilon and sigma LJ parameters, respectively). The oxygen charge is approximately half of that of the oxygen in water models (which seems reasonable as methanol has only a OH group and the methyl group is non-polar). The charge on the H atom is closer to the value adopted in water models but higher when compared to that of other methanol models. For the methyl group, both the partial charge and the value of σ are lower in OPLS/2016 when compared to other methanol models. On the other hand, the charge distribution of the new model provides a similar dipole moment to that of the previous models, but introduces significant differences in the quadrupole moment as can be seen in Table II . All dipole moments are within the interval (2.15-2.33) D. These values are higher than the experimental value of methanol in the gas phase (1.7 D) but lower than those found in liquid methanol (around 2.6 D) when estimated from electronic structure calculations. 50 As for the quadrupolar moment, all models present values higher than those of the molecule in the gas phase, and in the case of the OPLS/2016 model much higher. The quadrupole moment of the molecule of methanol in the liquid phase has not been estimated from ab initio calculations yet, so a comparison with its value in condensed matter is not possible. The higher values of the dipole and quadrupole moments of these models as compared to the gas phase were expected, and similar behavior was found in the case of water. Also, it is interesting to point out that the new model differs mostly from the previous ones in the value of the quadrupole moment rather than in the value of the dipole moment. In previous work, it has been shown that for water the quadrupole moment plays a key role when 034508-7 D. Gonzalez-Salgado and C. Vega J. Chem. Phys. 145, 034508 (2016) describing both the melting point and the aspect of the phase diagram 70 and it would be interesting to check if the same applies to methanol.
The SLE of the H1, L1, L2, and the OPLS models was computed by the authors previously. 44, 45 In this work, simulations of the SLE were performed only for the OPLS/2016 model and the results are reported in the supplementary material. 71 In Figure 1 and Table III , the melting line and the melting properties at 1 bar, for all the models, are compared to the experimental data. As can be seen, the OPLS/2016 model very reasonably predicts all these quantities significantly improving the predictions of the models proposed previously. It was found that models with a similar quadrupole (H1, L1, L2, and OPLS) have a similar melting point, the α phase being the stable phase at melting. The OPLS/2016 model, with a quadrupolar moment significantly different from the rest of the models, has a lower melting point with the β phase being the stable phase at melting (in agreement with the experiment). These results seem to indicate that the quadrupole must play a key role in determining the appearance of the phase diagram, as was found previously in the case of water. However, this cannot be considered as the only factor with impact on the melting properties. A more complete study is necessary to give light to this point. It should be mentioned that none of the models considered in this work were able to predict the α to β transition that occurs at high temperatures and low pressures. Either the α (H1, L1, L2, and OPLS) or the β (OPLS/2016) was found to be the stable phase at low pressures. In any case, the free energy difference between the α and β phases was found to be small and this is in agreement with experiments.
In this work, the vapor liquid equilibria of OPLS/2016 were computed. Although for some other models the VLE has been calculated in previous work, 39, 72 we have decided to repeat these calculations using in all cases the same methodology in order to make a proper comparison. The direct coexistence direct method was used to estimate the vapor pressure at a selected temperature for each model. Good agreement was found between the vapor pressure of this work and the values previously reported in the literature as it is shown in Table IV . From these initial coexistence points, the   FIG. 1. Solid-fluid equilibrium of the H1, L1, L2 , OPLS, and OPLS/2016 models compared to experimental results. 27 TABLE III. Melting properties of the H1, L1, L2, OPLS and OPLS/2016 models compared to the experimental values. T m is the melting point, dp/dT is the slope of the equilibrium curve at the melting point, ∆v l−s the transition volume, and ∆h l−s the transition enthalpy.
Model
T m /K (dp/dT )/bar K complete VLE was estimated using GD simulations. Liquid and vapor coexistence densities are plotted as a function of temperature in Figure 2 . The L1 and L2 models were designed to provide a good description of the VLE of methanol, and this is indeed the case. The best agreement is obtained with the L2 model, whereas predictions of L1 are slightly worse, especially close to the critical point. The agreement of OPLS/2016 is similar to that of L1 although in this case, it overestimates the liquid densities at temperatures close to the critical one. The H1 model gives the poorest predictions, that of OPLS being slightly better. The critical parameters are shown in Table V . Again, the L2 model gives the best prediction of T c . For L1 the critical temperature is slightly lower and for the OPLS/2016 slightly higher. The critical T c of H1 and OPLS are too low. For the critical density, it is worth mentioning that the experimental values are affected by large uncertainties. We found in the literature the values of 0.269 g cm −3 and 0.272(2) g cm −3 taken from selected Refs. 73 and 74. Taking this into account, the results for the L1, L2, OPLS, and OPLS/2016 can be considered to be satisfactory and in good agreement with experiment. However, again, the H1 model shows significant deviation with respect to experiment. To finish the analysis of the VLE, the p-T curves are presented in Figure 3 . In this case, the OPLS/2016(lower) and the H1(higher) give the poorest predictions whereas those of L1 and L2 model are the best ones. In summary, the OPLS/2016 model provides good predictions for orthobaric densities and for the critical density and temperature but bad results for the vapor pressure. This type of behavior was also found for the TIP4P/2005 model of water.
Before continuing, a couple of comments on the vapour pressure results are pertinent. One point concerns the bad results obtained for the vapor pressure of the OPLS/2016 which can be explained by simple thermodynamic relations. At equilibrium the chemical potentials of both the liquid and the vapour phases must be equal. By approximating the vapour as an ideal gas (which is approximately true at low temperatures), the chemical potential of the vapour takes the form kT ln(ρΛ 3 ). In the case of the chemical potential of liquid, it reads as (U − T S)/N since the term (pV )/N takes nearly zero values due to the low pressures involved in the VLE at low temperatures. Taking into account that both terms must be equal, it is clear that models with lower U (this is the case of the OPLS/2016) must predict lower vapour densities and as a consequence lower vapour pressures (p/kT = ρ). The second aspect is the interesting behavior of the vapor pressure of the OPLS. This model reproduces the vaporization enthalpy of methanol (therefore, the value of U for this model must be reliable). However, it still yields a somewhat high vapor pressure, indicating that the chemical potential of the liquid phase is too high. This must be due to the fact that for this model (and probably for all the models of methanol considered in this work) the term -TS is too high for the liquid phase when compared to the experimental value. The good vapor pressure of the L2 model is probably due to a cancellation of errors between a too low value of U and a too high value of the -TS term. It is also interesting to point out that also in the case of water models that reproduce the vaporization enthalpy tend to overestimate the vapor pressure, thus suggesting that also for water the -TS term of the liquid phase is too high. The density of liquid methanol as a function of temperature and pressure for all models is plotted in Figures 4 and 5 along with the experimental results. In both cases, the worst results are those of H1 and OPLS models, whereas those of L1, L2, and OPLS/2016 models are good and similar. In more detail, one can observe that L2 gives a better prediction of the behavior with temperature than that of the L1 and OPLS/2016. The opposite appears in the dependence with pressure of the density where L1 and OPLS/2016 provide the best description. As can be seen the OPLS/2016 gives a reasonable description of the EOS of methanol with similar performance to that of the L1 and L2 models.
In Table VI a comparison of a variety of physical properties at 298.15 K and 1 bar for all the models with the experimental counterpart is presented. As for the volumetric properties, the best global performance is provided by the OPLS/2016 followed by L1 and L2 models, the results for H1 being the worst. In more detail, OPLS/2016, L1, and L2 give very good predictions for the density and differences appear for the isothermal compressibility and the isobaric thermal expansivity. The OPLS/2016 (L2) accurately predicts κ T (α p ) and slight (strong) deviations were found for α p (κ T ). The L1   FIG. 4 . Densities (at p = 1 bar) plotted against temperature for all of the models considered in this work compared to experimental results. model deviates slightly for both properties. As for the isobaric heat capacity, all the models deviate by around 4 J mol
except the H1 (8 J mol
. This apparent good agreement is however fictitious as can be understood if we decompose this quantity into an ideal gas term and a residual contribution. The ideal gas contribution to the isobaric heat capacity takes the value 4R (33.25 J mol −1 K −1 ) in computer simulations (for rigid models 3/2R from translation and 3/2R from rotation and R from the pV term). However, the experimental value of the ideal isobaric heat capacity (which includes contributions from internal roto-vibrational degrees of freedom) adopts the value 75 of 45 J mol −1 K −1 . Thus, when comparing the residual isobaric heat capacities, the comparison is not so good: 36 J mol −1 K −1 in experiments and about 53 J mol −1 K −1 in simulations. The discrepancy is most likely due to contribution of nuclear quantum effects to the heat capacity in systems with hydrogen bonds. In fact, in the case of water, it has been shown that most of the models overestimate the experimental value of C p and the agreement with experiment improves TABLE VI. Comparison of the values of several properties of methanol predicted by the H1, L1, L2, OPLS, and OPLS/2016 models at 298.15 K with the experimental counterpart. ρ denotes density, α p isobaric thermal expansivity, κ T isothermal compressibility, C p isobaric heat capacity, ϵ dielectric constant, ∆h v−l vaporization enthalpy, and γ s surface tension. The values in parenthesis include the scaling correction to the dielectric constant, and the polarization correction to the vaporization enthalpy. significantly when nuclear quantum effects are included. 76 We have also computed the value of the residual contribution to C p in solid phases (see the discussion below), and again found that simulations significantly overestimate the experimental values. The conclusion is that the heat capacity is a property that is not well reproduced when performing classical simulations of rigid non-polarizable models.
The next property to be analyzed is the static dielectric constant. Results for the dielectric constant are presented in Table VI compared to the experimental value. 77 As can be seen, all models significantly underestimate the dielectric constant. The value of the OPLS/2016 model is however a bit higher than that of the rest of the models. In order to analyze the origin of this difference, we decompose the last term of Eq. (11) into a product of two terms, 4πN µ 2 /3kTV and G k . The values obtained for the H1, L1, L2, OPLS, and OPLS/2016 are (7.57, 2.71), (7.44, 2.93), (6.95, 2.91), (7.20, 2.86) , and (7.13, 3.56) , respectively. It is clear that the main difference between the OPLS/2016 and the rest of the models resides in the value of G k which is related to the relative orientation of the dipoles. This can be also seen in Fig. 6 where the G k factor is plotted as a function of the distance between dipoles; G k (r) is computed through Eq. (12) by considering only dipoles separated by distances between oxygens lower than r. This property shows the distance dependence of dipolar correlations in a liquid. As can be seen, 78 the predictions of OPLS being the best. Finally, the dynamics of the OPLS/2016 model was analysed using the self-diffusion coefficient D, the shear viscosity η, and the orientational correlation time τ 2 . Values of these quantities for the OPLS/2016 model are compared in Table VII to those of the rest of the models and to experimental data. [79] [80] [81] As it can be seen, the OPLS/2016 model provides an accurate description of all these quantities at 260 K but its predictions are a bit worse at 298 K.
We shall now evaluate the overall performance of the five models of methanol considered in this work. We admit that there is no unique way of doing this global evaluation. We shall use here the same procedure that was used recently to evaluate the performance of water models 11 and that was adapted for DFT calculations. 82 We hope that this may be a useful way to introduce some discussion about current limits of non-polarizable models for methanol. The score will also allow to identify progress in the modeling of methanol when it comes, as it allowed to identify progress in the modeling of water. 47 First of all, it is necessary to make a selection of methanol properties. The complete list of selected properties includes the enthalpies of phase change, critical point properties, surface tension, melting properties, EOS in the 1 bar isobar and in the 298 K isotherm, isothermal compressibility, isobaric heat capacity, isobaric thermal expansivity, vapour pressure, densities of the solids, dielectric constant, self-diffusion coefficient, shear viscosity, and orientational correlation times. The selected properties were taken from different thermodynamic conditions and from different phases (gas, liquid, and solid). The second step requires one to provide a numerical score to the prediction of a model for certain property X by comparing this prediction to its experimental counterpart X exp . This was made through the following expression:
where min is the minimum function, anint the nearest integer function, and the tolerance tol is given as a percentage. This equation works as follows. The essential quantity to be computed is the relative deviation of the estimation of a property for a model. If this quantity is within 0.5 times the tolerance the score is ten points. If the deviation is between 0.5 and 1.5 times the tolerance, the score is nine points, and so on. Zero points are assigned when the deviation is ten times the tolerance. The tolerance in a specific property must be set in order to take into account the uncertainty of both the experimental and the simulation results and the importance assigned to an accurate prediction of that property in the final scoring. We set the same values that were chosen for the evaluation of water models (we refer to that paper 11 for a detailed explanation of the selection of tolerances) despite that for some properties the uncertainty of the experimental results is different. This selection, however, will allow us to compare the global performance of methanol models with that of water. Readers can, however, modify the tolerances by using the worksheet provided as supplementary material. 71 Table VIII shows the complete list of selected properties with the experimental values and the predictions for all the models considered in this work as well as the selected tolerance. All results in Table VIII were obtained in this work except those of the SLE of the literature models that were taken from our previous works. 44, 45 We have already presented and discussed most of the results of Table VIII . The only exceptions are the densities and isobaric heat capacities of the solid phases of methanol that are now included in Table VIII . The score obtained for each property and model is presented in Table IX whereas that of the final score is presented in Table X. As can be seen, the OPLS/2016 obtained the highest score (7.4 of a maximum of 10) followed by L1 (6.6), L2 (6.4), OPLS (5.8), and H1 (3.5) models. The OPLS/2016 improves the overall description of methanol by improving the description of SLE, without deteriorating the rest of the properties. In fact if the SLE equilibrium properties were removed from the test, then the overall performance of OPLS/2016 would be quite similar to that of L1 and L2 models. One must realize that the model with the highest score does not provide the best performance for all the properties selected. If someone is interested, for instance, in the surface tension, it is more advisable to use the model with the highest score for this property (in this case the OPLS model). We strongly recommend to use the OPLS/2016 model in the region of low temperatures, when studying solid phases, or in future studies dealing with the nucleation of the solid from the supercooled liquid. One of the aims of this work was to propose a model that improves the description of the solid properties and of the SLE and that provides an overall good description of the properties of methanol. In view of the results of Table X we believed we achieved our initial goal.
VI. CONCLUSIONS
In this work we developed a new force field for methanol while maintaining the OPLS geometry. In addition to a number of properties from the liquid phase, properties from the solid phases and SLE were also included in the list of target properties to be reproduced by the potential. The procedure used resembles that used previously to build the TIP4P/2005 model of water starting from the TIP4P model. The new model was denoted as OPLS/2016 and a number of properties were determined for this model. The predictions of the new model were compared to those of other popular models of methanol and to the experimental results. A quantitative description of the performance of the new model was provided after performing a similar test to that used previously for water.
• The OPLS/2016 is a reasonable model of methanol.
However, it is not able to reproduce all properties of methanol.
• The maximum score in the evaluation test applied to the non-polarizable united atom models of methanol of this work was located at 7.4. This is similar to the score obtained by the TIP4P/2005 model of water. It is, however, not clear if this is the maximum score that you can obtain with a rigid non-polarizable model since the complete parameter space (including bond angle and distances) was not explored.
• Models with a good overall score (i.e., L1, L2, and OPLS/2016) do not reproduce the vaporization enthalpy. In fact they overestimate the vaporization enthalpy and only reproduce the experimental value when one includes the polarization correction. Thus, it seems that models that use the polarization correction to reproduce the vaporization enthalpy yield an overall better performance than those models that reproduce the vaporization enthalpy without the polarization correction (as, for instance, OPLS). This point was also observed for water nonpolarizable models. OPLS/2016 improves the score of L1 and L2 by about 0.8 points, the improvement coming mainly from the prediction of SLE properties. Without including these properties in the evaluation test, OPLS/2016 provides a score similar to that of L1 and L2.
• Heat capacities are too high and dielectric constants are too low for the models of methanol considered in this work. In the case of water, no non-polarizable model was able to give a reasonable description simultaneously of these properties in both liquid and solid phase. It seems that these two properties are difficult to be described when using non-polarizable models. In any case, a more complete analysis including the variation of the geometry of the molecules
