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Einführung in die Domäne
1.1 Motivation
In Deutschland ändert sich die Bevölkerungsstruktur zu einer immer älter werdenden Bevöl-
kerung hin. Dies bedeutet, dass es immer weniger junge Menschen im Vergleich zur Anzahl an
älteren Menschen gibt. Je älter ein Mensch wird desto mehr baut er körperlich und geistig ab. Es
kommt also zu körperlichen und geistigen Einschränkungen, die den Menschen abhängig von der
Hilfe anderer macht. Trotz dieser Umstände möchte jeder den Abhängigkeitszustand so lang wie
möglich hinauszögern [1], auch dann, wenn eine ambulante Pflege nötig wird. Der Gedanke die
eigene Wohnung zu verlassen und in eine Pflegeeinrichtung zu ziehen, löst bei vielen Menschen
Ängste aus [1]. Neben Kontrollverlust herrscht auch die Angst vor Stigmatisierung und Selbst-
wertverlust [2]. Es geht um Vollwertigkeit, Anerkennung und das Gefühl niemanden zur Last zu
fallen. Auf der anderen Seite verleitet die gewohnte private Umgebung zur Unachtsamkeit und
lässt uns erhöhte Risiken im Alltag eingehen. Daher passieren die meisten privaten Unfälle auch
daheim. Davon sind ca. 75% Sturzunfälle [3], wie Stolpern, Ausrutschen, Gleichgewichtsverlust
oder das Fallen von erhöhten unsicheren Gegenständen. Aufgrund der im Alter verminderten
körperlichen Fähigkeiten steigt auch die Verletzungsrate und mindert die Selbsthilfechancen.
Die Anzahl an Singlehaushalten nimmt in Deutschland zu. Derzeit sind über 38,2 Mio.
Wohnungen mit ca. 170 Mio. Räumen Singlehaushalte. Allein in Berlin sind es schon über
50% des gesamten Wohnungsmarktes [4]. Das bedeutet, dass es immer mehr Haushalte ohne
eine zweite Person gibt, die bei Unfällen helfend eingreifen kann. Dies schürt die Angst vor
häuslichen Unfällen. In Deutschland sind 34,5% aller Notrufe keine Notfälle und ca. 42% davon
kommen von über 70-jährigen [5]. Dies spiegelt nicht nur die beschriebene Situation sehr gut
wieder, sondern zeigt auch die Höhe der vermeidbaren Hilfekosten und -leistungen auf.
Neben den körperlichen Einschränkungen führen auch die kognitiven zu ungewollten
Unfällen, wie z.B. das Vergessen einer eingeschalteten Herdplatte oder eines offenen Was-
serhahns. Diese Vergesslichkeit kann viel Schaden verursachen und sogar Leben kosten. Unbe-
aufsichtigtes Kochen in der Küche ist die häufigste Ursache für häusliches Feuer [6, 7]. Demenz
und Alzheimer, vor allem in unerkannten frühen Stadien der Krankheit, stellen ein Risiko
dar und haben einen sehr großen Einfluss auf menschliche Handlungen [8]. Solche Situationen
könnten mit technischen Hilfsmitteln erkannt und verhindert werden. Eine Studie [9] belegt, dass
körperlich beeinträchtigte Menschen sich sogar eine Überwachung wünschen, denn die Angst
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vor einer unbemerkten Verschlechterung wiegt höher als die Angst vor Verlust der Privatsphäre.
Technik ist in jedem Haushalt schon vorhanden. Es fängt beim Lichtschalter an und geht
über den Fernseher, den Computer bis hin zum Smartphone. Diese technischen Hilfsmittel sind
in unser Leben integriert und akzeptiert. Assistenztechnik jedoch haftet das Stigma krank oder
alt an [2]. Daher wird sogenannte ambiente, also unauffällige, Technik gewünscht, die zwischen
den Alltagsgegenständen nicht auffällt [10], Notfälle erkennt und Hilfe herbeirufen kann. So kann
beispielsweise erst die eigene Familie oder die Nachbarin benachrichtigt werden, die dann nach
dem Rechten sieht. In schlimmeren Fällen können auch Hilfsorganisationen, wie z.B. Ärzte oder
das Deutsche Rote Kreuz benachrichtigt werden. Diese Hilfestellungen werden in Fachkreisen
auch unter Ambient Assistive Living, kurz AAL, zusammengefasst.
1.2 Ambient Assistive Living
AmbientAssisted Living (AAL) wird auch alsActiveAssisted Living oderAssistive andActive
Living bezeichnet. Unabhängig von der Schreibweise sind die Ziele gleich. Daher wird in dieser
Abhandlung nur die Abkürzung AAL zur Bezeichnung der Domäne verwendet [11].
AAL beschreibt die Nutzung und Entwicklung altersgerechter Assistenzsysteme für ein
selbstbestimmtes Leben. Wobei sich altersgerecht nicht nur auf die ältere Bevölkerungsschicht
bezieht, sondern von klein auf alle Altersgruppen ansprechen kann. Meistens jedoch wird das
Augenmerk auf ältere und physisch oder kognitiv beeinträchtigte Menschen gelegt, die auf Hilfe
angewiesen sind. Diese Unterstützung soll in erster Linie durch Technik oder Technologien er-
bracht werden, welche sich in das Umfeld des Menschen integrieren lassen und somit unauffällig
das Leben des Menschen unterstützt und dessen Lebensqualität erhält oder gar erhöht [4].
AAL deckt alle Lebensbereiche ab. Damit ergibt sich eine große Anwendungsdomäne, ange-
fangen bei sozialer Interaktion, Barrierefreiheit, Prävention, Hilfestellung im Alltag bis hin zur
Notfallerkennung, Rettung, medizinischer Diagnose, Rehabilitation, Therapie und Pflege [12]. In
der Tabelle 1.1 sind die genannten Teilaspekte nochmals aufgezählt und mit einigen Beispielen
hinterlegt. Die Teildomänen überschneiden sich in manchen Aspekten und es ist schwer eine
genaue Abgrenzung zu schaffen. So liegt es nahe, dass ein technisches System zur Assistenz in
mehreren Teildomänen herangezogen werden kann und auch sollte, um Aufwand und Kosten
gering zu halten.
Bei der Auswahl der richtigen Assistenztechnik spielt es eine Rolle, wo die Assistenz ange-
boten werden soll. Im Außenbereich spielt Navigation eine sehr große [13] Rolle. Innerhalb der
Wohnung ist dies nur in Spezialfällen nötig, da die eigene Wohnung bekannt und überschaubar
ist [14]. Es ist auch wichtig zu unterscheiden ob eine Person allein lebt oder in Gemeinschaft.
Viele Hilfeleistungen werden schon automatisch von Mitbewohnern übernommen. Wobei eine
allein lebende Person komplett auf sich gestellt ist und im Notfall die Hilfe Fremder braucht.
Somit benötigt eine Person im Singlehaushalt absehbar mehr Assistenztechnik als eine Person
in Gemeinschaft [15]. Ebenso ist es wichtig zu wissen, ob die AAL-Technik in einem Privat-
haushalt oder einer Einrichtung angewandt werden soll. In Einrichtungen gibt es meist eine
24-Stunden-Betreuung. Es gibt also unüberschaubar viele Teilaspekte und Anwendungsbereiche
innerhalb des AAL mit unterschiedlichen Anforderungen. Daher wird ein einzelnes technisches
System nicht alle Aspekte bedienen können.
Es ist also wichtig aus der Vielzahl an Assistenzmöglichkeiten nur einen oder mehrere benach-
barte Teilaspekte zu wählen und dazu eine Lösung zu schaffen. Einige Aspekte können mit nicht
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Tabelle 1.1: Auswahl an Teilaspekten des AAL mit der Aufzählung von Beispielen, wie eine
technische Hilfestellung aussehen könnte.





































intelligenter Technik gut gelöst werden, wie z.B. bei der Herrichtung von Barrierefreiheit oder
einer Freisprechanlage. Andere Szenarien benötigen intelligente Technik, die Entscheidungen
treffen kann und situationsangepasst reagieren kann. Beispielsweise kann erkannt werden, dass
eine Person in ihrer Wohnung gestürzt ist und nun regungslos am Boden liegt. Trägt diese Per-
son sogenannte Wearables (technische Assistenzsysteme an ihrem Körper, siehe Kapitel 2.1.1),
so können diese anhand der ausbleibenden Bewegung erkannt werden. In anderen Fällen müssen
unaufällige körperferne Sensoren eingesetzt werden. Diese Szenarien sind komplex und vage, da
unauffällige, körperferne Sensoren nur Schlussfolgerungen oder Vermutungen über die Gesund-
heit des Menschen zulassen können. Es ist also nötig den Anwendungsfall genau abzugrenzen.
Assistenzsysteme oder technische Hilfsmittel werden in dieser Abhandlung als AAL-Systeme
zusammengefasst. AAL-Systeme sind demzufolge technische Hilfsmittel, die eine automatisierte
Assistenz für den Menschen in der AAL-Domäne gewährleisten können.
1.2.1 Menschliches Verhalten und technische Assistenz
Im AAL dreht sich alles um den Menschen. Grob zusammengefasst heißt es, dem Menschen
soll in seinem Alltag aktiv assistiert werden. Bevor allerdings geholfen werden kann, muss die
aktuelle Situation des Menschen erfasst werden. Anders gesagt, es muss erkannt werden, was
der Mensch gerade macht, um eine dazu passende Assistenz anbieten zu können. Das Erkennen
des menschlichen Verhaltens bildet demzufolge die Grundlage für AAL und wird zumeist mit
HAR abgekürzt, was aus dem Englischen Human Activity Recognition stammt [16]. Ein HAR-
System ist demzufolge ein technisches System, das eine automatisierte Erkennung menschlicher
Aktivitäten ermöglicht.
Menschliches Verhalten kann sehr unterschiedlich interpretiert werden. Es kann ausreichend
sein zu wissen, ob der Mensch aktiv oder inaktiv ist, wobei der Inhalt der Aktivität uninteressant
ist. So z.B. kann ein Inaktivitätslevel [17, 18, 19] oder ein Aktivitätslevel [20, 21] berechnet
werden. Eine dazu passende Assistenz wäre ein Notruf im Falle einer unnormalen Inaktivität.
Diese kann durch einen Unfall im Haus passieren, wobei sich die Person verletzt und von allein
nicht mehr aufstehen kann. Aber den wahren Grund für die Inaktivität lässt sich durch dieses
Verfahren nicht erschließen und kann nur durch Nachschauen vor Ort ergründet werden.
Mehr Aufschluss geben körperliche Aktivitäten, oder auch atomare Aktionen oder Einzelak-
tionen genannt, wie z.B. das Gehen, den Arm heben oder das Sitzen. Aneinander gereiht erge-
ben sie kurze Abfolgen, wobei viele in Zusammenhang stehen und eine logische Abfolge bilden
können [22]. Eine Assistenz könnte bei körperlichen Beschwerden erfolgen, wenn z.B. das Bücken
Probleme bereitet. Körperliche Beschwerden können durch Sensoren erkannt werden. Denn der
Mensch selbst bemerkt diese erst durch Schmerzen oder das plötzliche Unvermögen etwas aus-
zuüben, was sonst keine Probleme bereitete. Der Besuch beim Arzt ist unerlässlich und lässt
sich auch durch Technik nicht vermeiden. Bei chronischen körperlichen Gebrechen wiederum
kann AAL hilfreich sein. Es können nicht nur akute Notfälle, d.h. Situationen, in denen sich
der Mensch nicht mehr selbst helfen kann (nicht zwingend lebensbedrohlich), erkannt werden,
sondern auch schleichende Veränderungen, wie z.B. eine Verschlechterung oder gar Besserung
eines körperlichen Gebrechens. Um dies gewährleisten zu können, werden sehr detaillierte In-
formationen benötigt, die entweder durch eine Bildanalyse (Video) der Körperbewegungen [23]
gewonnen werden oder durch Bewegungssensoren, die am Körper getragen werden [24].
Eine andere Variante stellt die Auswertung der inhaltlichen Aktivitäten dar, wie z.B. das
Lesen, das Kochen, das Putzen oder das Autofahren. Diese Aktivitäten können als eine Kom-
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bination der körperlichen Aktivitäten angesehen werden [25]. Ist nun die Art der Aktivität,
also dessen Inhalt, bekannt, kann eine Vielzahl an Assistenz angeboten werden. Eine Assistenz
kann sowohl auf physischer als auch auf kognitiver Ebene angeboten werden. Physische Hilfestel-
lung, d.h. eine Assistenz bei aufkommenden körperlichen Gebrechen, kann z.B. durch eine vor
Ort hinzugerufene Person oder durch helfende Anweisungen über das Telefon oder einer vorher
aufgenommenen Bandstimme erfolgen. Kognitive Hilfestellungen können beispielsweise sein: Er-
innerungsfunktionen (Timer, Kalender), Führungshilfen (Lichtwege im Dunkeln), Anzeigen (In-
halt der Schubfächer, interaktive Userinterface) bis hin zur Telemedizin (fachärztliche Diagnosen
oder Hilfeleistungen über Medien). Durch die Analyse der Aktivitätsinhalte können kognitive
Veränderungen erkannt werden, dabei werden unter anderem die Reihenfolge, Sinnfälligkeit,
Kombinationen, Häufigkeiten und Uhrzeiten ausgewertet [26]. Durch den erhöhten semanti-
schen Informationsgrad können akute Situationen schneller und genauer erkannt werden als
bei der alleinigen Verwendung von Inaktivität. Durch die Kenntnis des Aktivitätsinhaltes kann
auch inhaltlich, sprich semantisch, geschlussfolgert werden. Beispielsweise kann das Ausbleiben
einer logisch nachfolgenden Aktion als unnormal gewertet werden und eine Assistenzaktion des
AAL-Systems zur Folge haben. Wobei aus der semantischen Bedeutung einer Aktion oder dem
Fehlen einer anderen Aktion auf die passende Assistenz geschlussfolgert werden kann. Auch die
Pflegeorganisationen können durch die Information, welche Aktivität genau ausgeführt wurde,
profitieren. Die aktuellen Aktivitäten oder die daraus resultierenden Schlussfolgerungen können
an das Pflegepersonal weitergeleitet werden. Somit müssen diese nicht vor Ort sein, um sich ein
Bild über die zu pflegende Person zu machen und es können Abläufe und akute Einsätze besser
koordiniert werden. Ein Nebeneffekt einiger eingesetzter Technologien ist die Integration in so-
ziale Netzwerke. Beispielsweise können Anzeigen auf einem Tablet auf soziale Dienste hinweisen.
Semantische Aktivitäten werden auch Aktivitäten des täglichen Lebens, auf Englisch Activity
of Daily Living (ADL), genannt und werden im nächsten Kapitel 1.2.2 detailliert erläutert.
Zusammenfassend kann festgestellt werden, dass es eine große Bandbreite an verschiedenen
Arten messbarer Aktivitäten gibt. Es sollte also als erstes die Entscheidung getroffen werden,
welche Assistenz mit einem AAL-System angeboten werden soll, um daraus schlussfolgernd die
Art der Aktivität zu bestimmen, die durch ein AAL-System erkannt werden muss.
1.2.2 Aktivitäten des täglichen Lebens
Aktivitäten des täglichen Lebens (ATL) beschreiben komplexe Aktivitäten, die ein gesunder
Mensch täglich durchführt. Der dafür weit verbreitete Name ADL stammt aus dem Englischen
Activity of Daily Living und wird auch in dieser Abhandlung genutzt. Ihren Ursprung ha-
ben die ADL in der Gesundheits- und Krankenpflege [26, 27]. Sie bezeichnen wiederkehrende
Tätigkeiten zur Erfüllung der physischen und psychischen menschlichen Grundbedürfnisse, die
bei Erkrankungen und im Alter Schwierigkeiten bereiten können [28]. 1950 wurden die ADL
zum ersten Mal erwähnt [29]. Die ADL werden in zwei große Gruppen unterteilt: Basic ADL
(BADL) und Instrumental ADL (IADL). BADL beschreiben grundlegende Fähigkeiten, die ei-
ne Person erfüllen muss, um allein für sich sorgen zu können. Am häufigsten werden folgende
Fähigkeiten zu den BADL gezählt: Waschen, Kleiden, Toilettenbenutzung, Bewegung, Essen und
Trinken, Kontinenz [30, 31]. IADL beschreiben darüber hinaus die Fähigkeiten, welche benötigt
werden, um unabhängig in der Gesellschaft zu handeln [32, 33], wie z.B. Telefonieren, Einkäufe
tätigen, Kochen, Haushalt bewältigen, Wäsche waschen, Verkehrsmittel nutzen, Medikamente
einnehmen, Geldgeschäfte tätigen, usw. Je nach Anwendungsszenario kann die Liste der ADL,
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die den Basic oder Instrumental ADL zugeordnet werden, variieren. Beispielsweise differenzieren
Lawton und Brody [34] die einzelnen IADL sogar noch detaillierter und eher aus psychologischer
Sicht.
Des Weiteren kann eine Unterscheidung der ADL in innerhalb der Wohnung (indoor) und au-
ßerhalb der Wohnung (outdoor) erfolgen [35]. Dies ist zwar keine offizielle Gliederung, aber aus
der Sicht der Informatik oder Technik eine sinnvolle Unterscheidung. Fast alle ADL, die in der
Wohnung durchgeführt werden, werden nicht oder sehr selten draußen durchgeführt. In diesem
Falle ist das Telefonieren eines der wenigen Gegenbeispiele und selbst in dieser Schnittmenge
gibt es bei der Ausführung Unterschiede [36]. Der ADL-Erkennung innerhalb der Wohnung, im
Vergleich zur ADL-Erkennung außerhalb der Wohnung, liegen stark unterschiedliche Anforde-
rungen zu Grunde. Im Innenbereich können Sensoren fest installiert werden und diese sind in
Anzahl und Funktion wenig beschränkt [37]. Im Außenbereich müssen die Sensoren in Personen-
reichweite liegen. Daher müssen sie von der Person mitgeführt werden. Dadurch beschränken
sich die Anzahl der Sensoren und deren Funktion auf tragbare und nicht stationäre Sensoren.
Wobei ein Global Positioning System (GPS) nun eine große Rolle zur Lokalisation und somit
zur Aktivitätserkennung spielt. Vom Ort können viele Informationen abgeleitet werden. Befin-
det sich beispielsweise die Person in einer Kaufhalle, wird sie dort wohl Lebensmittel beschaffen
und nicht schwimmen gehen. In der Wohnung spielt GPS kaum eine Rolle, wobei in den meis-
ten Gebäuden von vornherein kein GPS-Empfang vorliegt. Dort wird die Lokalisation über die
Kenntnis der Installationsorte der Sensoren erlangt. Es liegt also nahe, dass sich AAL-Systeme
für den Innenbereich und Außenbereich nicht nur in der Hardware unterscheiden, sondern auch
in der Software, die die Schlussfolgerungen auf das ausgeübte ADL und der ggf. stattfindenden
Assistenz trifft. Daher liegt es auch nahe unterschiedliche AAL-Systeme für beide Bereiche zu
entwickeln, die im besten Falle eine Schnittstelle zum jeweils anderen System aufweisen, damit
an der Haustür eine Informationsübergabe [38] stattfinden und eine nahtlose Funktion eines
übergreifenden AAL-Systems gewährleistet werden kann.
1.3 Zielstellung und Abgrenzung
In dieser Abhandlung soll ein System für AAL-Anwendungen entwickelt werden, das mensch-
liche Aktivitäten erkennt, um potentielle Hilfestellungen zu ermöglichen. Dieses System wird
auch HAR-System genannt (aus dem Englischen Human Activity Recognition). In den voran-
gegangenen Kapiteln wurde erörtert, dass ein AAL-System allein nicht alle Bereiche des AAL
abdecken kann. In diesem Kapitel soll nun eine Abgrenzung diesbezüglich festgelegt werden.
Aufgrund des erhöhten Unfallrisikos und mangelnder Hilfemaßnahmen in Privathaushalten
von allein lebenden Menschen, soll für diese Zielgruppe ein HAR-System entwickelt werden. Die
Zielgruppendefinition ist unter Z1 in der Tabelle 1.2 ersichtlich, welche eine Zusammenfassung
aller definierten Anforderungen an das neue HAR-System enthält. Mitbewohner in Nicht-Single-
Haushalten übernehmen bewusst oder unbewusst schon eine große Assistenzrolle. In Notsitua-
tionen kann die zweite Person noch immer helfend eingreifen, auch wenn es nur das Absetzen
eines Anrufes ist, um weitere Hilfe herbeizurufen. Daher wurde der Bedarf an Hilfe bei allein le-
benden Menschen höher eingstuft als in Mehrpersonenhaushalten. Das Alter der Zielgruppe soll
hierbei keine Rolle spielen. Natürlich treten im fortgeschrittenen Alter häufiger physische und
kognitive Einschränkungen auf, die ein Assistenzsystem unabdingbar machen, aber dies kann
bei jüngeren Menschen genauso der Fall sein, auch wenn die Wahrscheinlichkeit dafür geringer
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ist.
Das zweite Ziel ist der Erhalt oder die Wiederherstellung der Lebensqualität der Zielgruppe.
Diese Anforderung ist ein grundlegendes Ziel von AAL und muss daher auch für ein HAR-System
in der AAL-Domäne Anwendung finden. Ein Assistenzsystem kann Hilfestellungen geben, wo der
Mensch selbst nicht mehr in der Lage ist die Handlung allein korrekt auszuführen. Ohne techni-
sche Assistenz ist die Assistenz eines weiteren Menschen erforderlich. Dies kann ohne Eindringen
in die Privatsphäre des hilfsbedürftigen Menschen nicht vonstattengehen. Mit technischer Un-
terstützung jedoch, ist es möglich die Privatsphäre nicht oder nur minimal anzutasten. Somit
kann ein AAL-System das Verweilen in den eigenen vier Wänden verlängern.
Die dritte Anforderung soll das Erkennen von ADL sein. Es sollen also konkret benennba-
re Aktivitäten der Person in der Privatwohnung automatisiert erkannt werden. Daher müssen
sowohl BADL als auch Instrumental ADL durch das neue HAR-System erkannt werden. Bei-
de ADL-Gruppen können innerhalb der Privatwohnung ausgeübt werden. Welche ADL davon
tatsächlich relevant sind, muss je Anwendungsfall, also je Person und Wohnung, neu entschie-
den werden. Daher wird im weiteren Verlauf der Abhandlung nicht mehr zwischen BADL und
IADL unterschieden, sondern nur noch die Bezeichnung ADL verwendet. Demzufolge muss das
HAR-System an unterschiedliche ADL anpassbar sein, was sogleich auch die vierte Anforderung
darstellt.
Tabelle 1.2: Zielanforderungen an ein HAR-System im Ambient Assisted Living.
Nummer Zielinhalt
Z1 Zielgruppe: allein lebende Personen in Privatwohnungen
Z2 Erhaltung der Lebensqualität
Z3 Erkennen von wohnungsbezogenen ADL
Z4 Individualisierte Anpassung an die Bedürfnisse der Person
Nicht erkannt werden sollen ADL außerhalb von Privatwohnungen. Das Anwendungsfeld ist
zu unterschiedlich. In einer Wohnung herrscht eine abgegrenzte und klar definierte Örtlichkeit
vor, in der festinstallierte Sensoren verwendet werden können. Es ist auch davon auszugehen,
dass sich Menschen unbeobachtet in ihren eigenen vier Wänden anders verhalten und andere
Aktivitäten durchführen als außerhalb. Mehrere Studien [39, 40, 41, 42] zeigen, dass sich Men-
schen schon allein durch eine angekündigte Überwachung anders verhalten. Dies beginnt schon
im Kindesalter. Selbst ein Spiegelbild reicht schon aus, um korrekteres Verhalten hervorzurufen
[40]. Ebenso können im Außenbereich andere Sensoren, wie z.B. GPS, verwendet werden. In-
nerhalb der Wohnung kann auf körpernahe Sensoren verzichtet werden. Außerhalb ist dies aus
einer Vielzahl an Gründen nicht der Fall.
Im Anschluss an die ADL-Erkennung können viele AAL-Anwendungen wie Erinnerungshilfen
[43] oder Notfallerkennungen [44] nachgelagert werden. Auch ärztliche Ferndiagnosen [45] oder
ambulante Pflege [46] können durch ein HAR-System unterstützt werden. Diese weiterführenden





AAL-Systeme zur Erkennung menschlichen
Verhaltens in Privatwohnungen
Die Erkennung des menschlichen Verhaltens bildet die Grundlage zur Assistenz im Alltag. Erst
wenn bekannt ist, was die Person macht, kann über eine passende Assistenz entschieden werden.
Durch Daten von verschiedenen unauffälligen Sensoren sollen ADL in Privatwohnungen von
allein lebenden Personen erkannt werden. Die größte Herausforderung wird die Unberechenbar-
keit des Menschen sein, die ein AAL-System dazu zwingt auch Ähnlichkeiten im ADL-Ablauf
erkennen zu können. In den folgenden Kapiteln werden die Eigenschaften eines AAL-Systems
zur ADL-Erkennung untersucht. In einem anschließenden Fazit werden Anforderungen an das
zu entwerfende AAL-System formuliert.
2.1 Human Activity Recognition
Human Activity Recognition (HAR) steht für die Erkennung menschlichen Verhaltens. Ein
HAR-System ist ein automatisiertes System, das menschliches Verhalten erkennen kann. Auf
Basis einer Beobachtungsreihe und dessen Umfeld wird auf das Verhalten des Menschen ge-
schlussfolgert [47]. Wie im Bild 2.1 dargestellt, wird durch eine bestimmte Auswahl an Sensoren
das Verhalten des Menschen aufgezeichnet. Die dadurch gewonnenen Messwerte dienen als Ein-
gabe in das HAR-System. Dieses analysiert die Sensordaten und als Ausgabe wird das vom
Menschen durchgeführte ADL erwartet.
Die Anwendung eines HAR-Systems kann in drei Phasen unterteilt werden [48], welche im
Bild 2.2 dargestellt sind. Die Initialphase dient der Initiierung des HAR-Systems. Es werden al-
le relevanten Informationen über die Umgebung, die Sensoren und die ADL gesammelt, die für
das Arbeiten des HAR-Systems von Nöten sind. In der Lernphase werden Sensordaten gesam-
melt auf dessen Basis das HAR-System das menschliche Verhalten erlernt. Dieses wird in einem
Modell gespeichert und für weitere Analysen bereitgehalten. Wurde das Verhalten erfolgreich er-
lernt, so tritt die Anwendungsphase in Kraft. Darin wird das erlernte Modell angewandt und aus
den Eingabedaten das ADL abgeleitet. Einige HAR-Systeme gehen über diesen Schritt hinaus
und vergleichen das aktuelle Verhalten des Menschen mit dem Erlernten, um bei Abweichun-
gen einen Alarm zu generieren. Dadurch können Notsituationen wie ein Sturz oder Ohnmacht
erkannt werden. Es gibt auch die Möglichkeit, dass das unnormale Verhalten in der Lernphase
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Abbildung 2.1: Schematische Darstellung eines Human Activity Recognition (HAR) System:
Sensoren messen das menschliche Verhalten und liefern Daten als Eingabe für das HAR-System.
Dieses analysiert die Daten und liefert als Ausgabe das vom Menschen durchgeführte ADL.
RFID (aus dem Englischen: radio-frequency identification) beschreibt ein berührungsloses Iden-
tifizieren und Lokalisieren von Objekten und Lebewesen mit Radiowellen.
mit trainiert wird. Dies funktioniert allerdings nur, wenn die Sensordaten annotiert sind, sprich
die Sensordaten genau dem normalen und unnormalen Verhalten zugeordnet werden können.
Wie genau das Ergebnis ist und was erkannt werden kann, hängt vom HAR-System und der
Abbildung des menschlichen Verhaltens ab, also dem Model. Einige HAR-Systeme wechseln
zwischen Anwendungsphase und Lernphase hin und her. Der Vorteil darin ist, dass das HAR-
System sich den Veränderungen des Menschen anpassen kann. Saisonale Schwankungen oder
Routineänderungen können so in das HAR-System übernommen werden. Die Herausforderung
dabei liegt im Unterscheiden der normalen und unnormalen Veränderungen. Oder anders for-
muliert, welche der Abweichungen sollen gelernt und in das HAR-System übernommen werden
und welche davon nicht.
Das Resultat des HAR-Systems ist das ausgeführte ADL. Darauf basierend können weite-
re Analyseschritte folgen. Beispielsweise kann bei zu hohen Abweichungen oder unnormalem
Verhalten ein Alarm an Dritte weitergegeben werden, oder die mobile Pflege kann ihre Einsätze
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Abbildung 2.2: Die Phasen eines HAR-System bestehen aus Initialphase, Lernphase und An-
wendungsphase. In der Initialphase werden Informationen gesammelt. Die Lernphase dient der
Parametrierung des HAR-Systems und in der Anwendungsphase wird das HAR-System genutzt,
um auf ADL zu schließen.
effizienter koordinieren. Es kann entschieden werden, welche Hilfeleistung nötig ist, die Ergebnis-
se können Ärzten bei der Ferndiagnose oder Therapie helfen und es können auch Trendanalysen
über einen längeren Zeitraum durchgeführt werden. Es gibt viele Möglichkeiten wie die Ergeb-
nisse weiter verwendet werden können [16]. Dies soll allerdings nicht Aufgabe dieser Abhandlung
sein.
2.1.1 Sensorik
Um Messdaten für ein HAR-System zu erhalten, werden Sensoren in Privatwohnungen verbaut.
Diese Sensoren werden nach ihren Eigenschaften in invasiv und nicht- bzw. minimalinvasiv
unterteilt. Invasiv bedeutet, die Sensoren sind visuell leicht vom Umfeld zu unterscheiden oder
müssen sogar am Körper getragen werden, d.h. sie fallen ins Auge des Betrachters. Dadurch
erinnern sie die Person an deren Funktion: die Überwachung. Dies beeinflusst das Wohlfühlen
in den eigenen vier Wänden und mindert nicht nur die Lebensqualität sondern ändert auch
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das Verhalten. Mehrere Studien [39, 40, 41, 42] haben bewiesen, dass Menschen ab Kindesalter
sich bei Beobachtung korrekter Verhalten. Selbst bei nur vorgetäuschter Beobachtung durch
Warnhinweise wurden signifikante Verhaltensänderungen festgestellt. Auch Besucher können
diese Sensoren leicht erkennen und somit auf deren Funktion schließen. Dies kann zu einem
Stigma führen. Auch diese Vor- oder Verurteilung der Person, die mit den Sensoren lebt, mindert
die Lebensqualität (Ziel Z2 in Kapitel 1.3) [2]. Zu invasiven Sensoren können u.a. Wearables [49,
50, 51] oder Videokameras [23, 52, 53, 54, 55] gezählt werden.
Wearables sind Sensoren, die direkt am Körper getragen werden. Auch wenn die Forschung
immer kleinere und in den Stoff einzuwebende Sensorik entwickelt, muss dennoch das ganz be-
stimmte Kleidungsstück [56, 57] immer angezogen werden und die dazugehörige Technik, wie
Displays oder Bedienpanels, muss mitgetragen werden. Dennoch haben invasive Sensoren Vor-
teile. Nah am Körper getragene Sensoren geben die genauesten Daten über die Person, egal
ob es Vitaldaten oder Lokalisation betrifft. Präsente Sensoren haben meist einen hohen In-
formationsgrad (v.a. Videoaufnahmen) und somit können genauere HAR-Modelle angewandt
und genauere Schlussfolgerungen getroffen werden. Viele Labore oder Smart Homes [58, 59,
60] nutzen invasive Sensoren. Durch diese Experimente können neue Zusammenhänge zwischen
Sensordaten und der Person erschlossen werden und diese Erkenntnisse können später in Pri-
vatwohnungen genutzt werden. Somit können auch aus weniger genauen Sensoren immer noch
adäquate Schlussfolgerungen über die Aktivität der Person gezogen werden. Beispielsweise ist
der gewünschte menschliche Komfort ein Grund für Handlungen. Ist es zu warm, wird gekühlt,
ist der Sauerstoffgehalt zu gering, wird gelüftet. Solche Zusammenhänge können durch viele
und genaue Sensoren gefunden und belegt werden und anschließend mit weniger Equipment
angewandt werden.
Dieses geringere Equipment wird als minimalinvasiv oder nichtinvasiv bezeichnet [61] und
es sind meist kaum auffallende, kleine Sensoren, die versteckt platziert werden können. Dazu
zählen auch Sensoren, deren Hauptzweck ein anderer, nicht AAL bezogener Grund ist und die
für das HAR-System wiederverwendet werden können. Minimalinvasive Sensoren können z.B.
sein:
- Haushaltsgeräte bzw. Zähler (Wasser, Strom, Wärme) [62, 63]
- Vorhandene Technik, z.B. Gebäudeautomation [64]
- Magnetische Türsensoren [65]
- Smart Plugs [66].
Smarte Elektrozähler können z.B. auf die Nutzung bestimmter Haushaltsgeräte hinweisen,
die dann wiederum auf bestimmte ADL schließen lassen [66]. Smart Plugs, auf Deutsch intel-
ligente Steckdosen, können dies auch, nur dass sie zwischen Steckdose und Stromstecker des
jeweiligen Haushaltsgerätes platziert werden und erkennen, wann das Gerät eingeschalten bzw.
ausgeschalten ist. Andere Beispiele sind kleine kabellose Sensoren, die z.B. in großer Stückzahl
schnell und leicht verbaut werden können [67]. Es existieren auch komplexere Stromanalyse-
geräte, die sehr genau die Gerätenutzung erkennen können [62, 63, 68, 62, 69] und somit nur ein
Sensor für eine Wohnung benötigt wird.
Solch minimalinvasive Sensoren haben den großen Vorteil, dass sie die Person nicht stören.
Sie erhalten also die Lebensqualität (Ziel Z1 in Kapitel 1.3) und ermöglichen dennoch eine
Überwachung. Der Nachteil liegt leider im geringeren Informationsgehalt. Die Sensoren befin-
den sich weiter entfernt von der Person und geben meist keine kontinuierlichen Messdaten an
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das HAR-System weiter. Daher sind die Anforderungen an ein HAR-System, welches mit mini-
malinvasiven Sensoren arbeitet auch komplexer, da aus den wenigen Informationen dennoch auf
das gleiche, die ADL, geschlossen werden soll. Ein weiterer Vorteil, der sich aus minimalinvasiven
Sensoren ergibt, sind die geringeren Anschaffungskosten. Kleine Sensoren mit weniger Aussage-
kraft sind im Allgemeinen auch preiswerter und schneller zu installieren und auch austauschbar.
Ein HAR-System sollte demzufolge auch skalierbar sein. Das bedeutet, es muss übertragbar
auf unterschiedliche Wohnungen mit unterschiedlicher Ausstattung (Sensoren) sein, da jeder
Mensch unterschiedliche Anforderungen hat und somit auch unterschiedliche Sensoren benötigt.
Ein HAR-System sollte also in der Lage sein auf Basis von unterschiedlichen Sensoren und
unterschiedlichen Datentypen mit geringen Informationsgehalt auf ADL schließen zu können.
2.1.2 Lernansatz
Um das Ziel Z4 aus der Tabelle 1.2 im Kapitel 1.3 zu erreichen, welches die Anpassung an
individuelle Bedürfnisse beinhaltet, muss das HAR-System die individuellen Informationen zur
jeweiligen Person abbilden. Dies bedeutet beispielsweise, dass ein Mensch das HAR-System
manuell anpassen muss. Als Beispiel wurde eine formale Beschreibungssprache für menschliche
Arbeitsabläufe entwickelt [70], um mit Datamining [71] auf ADL schließen zu können. Jeder
ADL-Ablauf muss manuell definiert werden und an die Person angepasst werden. Wobei durch
das Lernen eines HAR-Systems dessen Parameter an die Sensordaten automatisch angepasst
werden kann. Das Lernen eines HAR-Systems wird auch Training eines HAR-Systems genannt
[16]. Dazu werden sogenannte Trainingsdaten oder Trainingssets benötigt. Das sind Datensätze
die Sensorereignisse beinhalten und gegebenenfalls mit den zu erkennenden ADL annotiert sind.
Annotierte Daten werden beim überwachten Lernen eines HAR-Systems benötigt, wohingegen
das unüberwachte Lernen nur mit Sensordaten funktioniert.
Das überwachte Lernen setzt eine Kontrollmöglichkeit des berechneten Ergebnisses vor-
aus. Nach jedem Lernschritt wird das Ergebnis gegen das zu erwartende Ergebnis geprüft
und abhängig von diesem Resultat eine Veränderung im HAR-Modell vorgenommen [72]. Diese
Schleife wird solange durchlaufen bis keine Änderungen mehr vorgenommen werden müssen, oder
ein anderes vordefiniertes Abbruchkriterium greift, wie z.B. eine feste Anzahl an Lernschritten.
Die Voraussetzung für ein überwachtes Lernen ist demzufolge ein Trainingsset mit eindeutiger
Zuordnung zwischen Eingabedaten und erwarteten Ausgabedaten. Solch ein Trainingsset wird
auch als gelabelt (aus dem Englischen lable: Beschriftung) oder annotiert bezeichnet. Da dieses
Trainingsset für jede Person und Wohnungsausstattung anders aussieht, muss das Trainingsset
bei jeder Anwendung des HAR-Systems neu gewonnen werden. Die benötigten Sensoren für
die Trainingsdaten stellen kein Problem dar, da diese für die Anwendung des HAR-Systems
so oder so benötigt werden. In der Literatur gibt es verschiedene Herangehensweisen, um die
Annotationen der Sensordaten zu gewinnen, siehe auch Tabelle 2.1
Die naheliegende Variante ist ein handschriftliches Protokoll [65] über einen repräsentativen
Zeitraum. Dies bedeutet, dass die zu beobachtende Person notiert, wann sie welches ADL durch-
geführt hat und parallel dazu läuft die Sensordatenaufzeichnung. Beide Datenmengen müssen
im Anschluss zusammengeführt werden und werden dann als Trainingsset zum Lernen des
HAR-Systems verwendet. Der Vorteil dieser Methode ist die einfache Durchführung mit we-
nig Material, die die Nachteile leider nicht aufwiegen. Als erstes muss definiert werden, was
ein repräsentativer Zeitraum ist. Bei einem Zeitraum von einer Woche, zeichnet sich schon der
Wochenrhythmus ab. Aber dieser ändert sich stetig übers Jahr, z.B. ändert sich das Heizver-
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halten des Menschen je nach Jahreszeit und Temperatur. Ist es draußen länger dunkel, wird
mehr Zeit in der Wohnung verbracht. Der Lernzeitraum hängt also stark vom Analyseziel des
HAR-Systems ab. In dieser Abhandlung sollen ADL erkannt werden. Selbst unter der Annahme,
dass die Reihenfolge der ADL in diesem Falle unwichtig ist, kann die Ausführung der ADL je
nach Jahreszeit variieren, d.h. auch die Sensorereignisse, die zu einem ADL zugeordnet wer-
den können, variieren im gleichem Maße [73]. Eine Möglichkeit dieses Problem zu lösen ist das
Einfügen eines erneuten Lernschrittes [74]. Der Nachteil der handschriftlichen Aufzeichnung ist
die Fehleranfälligkeit. An der TU Dresden wurde dies in zwei unabhängigen Projekten an un-
terschiedlichen Zielgruppen getestet. Im Projekt Automatische Assistenz in Gefahrensituation
(AUTAGEF) [75] wurden Senioren und Akademiker in Privatwohnungen gebeten eine hand-
schriftliche Annotation zu führen. In TRIBUTE [76] waren es Akademiker in Büros und Konfe-
renzräumen. Bei anderen Forschungen traten ähnliche Probleme auf [77, 78]. In allen Szenarien
wurden Einträge vergessen oder nachträglich aus dem Gedächtnis hinzugefügt. Somit stimmten
die manuellen Aufzeichnungen nicht mit den Sensordaten überein und ein überwachtes Lernen
hätte falsche Zusammenhänge gelernt. Es stellte sich heraus, dass die Probanden überlastet
waren vom Extraaufwand jede ihrer Handlungen aufzeichnen zu müssen. Es gibt noch den An-
satz diese Prozedur mit technischer Unterstützung durchzuführen. Es kann z.B. ein Headset
mit Spracherkennung [65] sein. Somit liegen die Daten auch gleich digital vor und können bes-
ser mit den Sensordaten zusammengeführt werden. Allerdings schleichen sich auch bei diesem
Verfahren die gleichen Fehler ein [65], es ist zwar weniger belastend und fehleranfällig als die
handschriftliche Variante jedoch treten über einen längeren Zeitraum die gleichen Nachteile auf.
Beispielsweise wurden in einer Studie [79] sechs Monate lang Daten annotiert, davon wurden
allerdings nur 40% durch den Menschen annotiert.
Eine weitere Variante ist das Nutzen von extra Sensoren in der Trainingsphase. Dazu müssen
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zusätzliche Sensoren in der Privatwohnung eingebaut werden, die im Anschluss wieder entfernt
werden. Diese zusätzlichen Sensoren stellen dann die Annotationen sicher. Im Anschluss können
Zusammenhänge zwischen den extra Sensoren und den verbleibenden Sensoren hergestellt wer-
den. Diese zusätzlichen Sensoren gehören meist zu den invasiven Sensoren (Kapitel 2.1.1) und
der extra Installations- und Deinstallationsschritt macht einen eventuell erneuten Lernzyklus
sehr umständlich bis hin zu unmöglich und die invasive Überwachung stellt eine Minderung der
Lebensqualität (Ziel Z2) dar.
Die ADL-Erkennung durch HAR-Systeme mit überwachten Lernalgorithmen erzielt gute Er-
gebnisse [80, 65, 49, 81], dennoch ist es schwer akkurate und vollständig annotierte Sensordaten
zu bekommen. Eine genaue Aufschlüsselung verschiedener HAR-Systeme und ihrer Erkennungs-
arten wird in Kapitel 3 gegeben.
Das unüberwachte Lernen braucht keine Kontrollmenge, um bei jedem Lernschritt die Para-
meter des HAR-Systems anzupassen. Es wird innerhalb der Sensorereignisse des Trainingssets
nach logischen Mustern und mathematischen Zusammenhängen gesucht [82]. Dies setzt voraus,
dass die ADL oder besser gesagt das menschliche Handeln logische Abfolgen enthält, welche
durch das HAR-System erkannt werden können. Hier steckt das meiste Wissen schon im HAR-
Modell selbst, welches im Lernschritt parametriert wird und daher sorgsam zum Szenario pas-
send gewählt werden muss [83, 84]. Ein paar Beispiele dazu sind in [85, 86, 17, 67] zu finden.
Diese werden in den noch kommenden Kapiteln ausführlich betrachtet.
Zusammenfassend kann festgehalten werden, dass bei überwachtem Lernen eine Kontrollmen-
ge existieren muss. Bei unüberwachtem Lernen jedoch muss nach Muster oder Korrelationen in
den Daten gesucht werden. Soll die gleiche Ergebnisqualität wie beim überwachten Lernen er-
zielt werden, so braucht der unüberwachte Lernalgorithmus mehr a priori Wissen, z.B. in Form
von parametrierbaren Formeln und Regeln. Das fehlende Wissen beim unüberwachten Lernen
wird in der Initialphase gewonnen. Je mehr Informationen in der Initialphase gesammelt und
manuell in das HAR-Modell eingegeben werden können, desto geringer ist der Lernaufwand in
der Lernphase. Je weniger Informationen a priori vorliegen, umso mehr muss das HAR-System
erlernen [16].
Um das a priori Wissen zu erhalten, gibt es verschiedene Herangehensweisen, wie in Tabel-
le 2.2 ersichtlich.
Tabelle 2.2: Möglichkeiten zur Erhebung des a priori Wissens in der Initialphase und deren Vor-
und Nachteile.
Mittel Vorteile Nachteile







- hoher initialer Aufwand
- keine individuelle Anpassung an
Nutzer
Die benötigten Informationen können durch das Ausfüllen eines Fragebogens [85] durch die
zu beobachtende Person gewonnen werden. Es entsteht dadurch kein großer Mehraufwand. Al-
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lerdings basieren die Angaben auf der Selbsteinschätzung des Menschen. Studien belegen, dass
es Menschen schwer fällt sich selbst richtig einzuschätzen und somit Fehler machen [87]. Eine
zweite Variante ist das Führen eines persönlichen Interviews [88], um an die gewünschten In-
formationen zu gelangen. Dies ist ähnlich zum Fragebogen hinsichtlich der Selbsteinschätzung
und benötigt zusätzlichen personellen Aufwand in Form des Interviewführers. Die dritte Vari-
ante ist nutzerunabhängig und basiert auf der Erhebung generischen Wissens [70], zum Beispiel
durch die Kenntnis der Sensoren und dem Grundriss der Wohnung und das daraus logisch ge-
schlussfolgerte Wissen. Der Nachteil liegt in der Generik, die nicht individuell auf den Nutzer
zugeschnitten ist.
Je automatisierter ein HAR-System also ist, desto mehr Informationen werden über den
Prozess selbst benötigt. Der Hauptnachteil des überwachten Lernens ist die für den Nutzer
belastende Trainingsdatenerhebung und der des unüberwachten Lernens ist die Menge oder
Beschreibbarkeit des a priori Wissens. Ein nutzerfreundliches HAR-System sollte demzufolge
auf einem unüberwachten Lernalgorithmus basieren, um die Lebensqualität zu erhalten, wie sie
im Ziel Z2 gefordert ist.
2.1.3 Ereignisstromanalyse
Die Analyse durch ein HAR-Modell basiert auf Eingabedaten. Die Sensoren schicken ihre Daten
an das HAR-System, welches anhand derer auf das ausgeführte ADL schließen soll. In dieser Ab-
handlung werden Informationen von Sensoren als Sensorereignisse bezeichnet. Ein Ereignisstrom
ist eine zeitlich geordnete Aneinanderreihung solcher Sensorereignisse. Dazu ein Beispiel: die Per-
son öffnet eine Schranktür in der Küche und ein Türsender meldet dies dem HAR-System. Allein
aus diesem einen Sensordatum ist noch nicht abzuleiten, ob die Person nun etwas trinken, essen
oder die Einkäufe verstauen möchte. Jedoch ist es mit dieser einen Information schon möglich
einige ADL auszuschließen, aber eine genaue Zuordnung klappt noch nicht. Die nächsten Senso-
rinformationen könnten das Öffnen des Kühlschrankes und das Anschalten des Herdes sein. Aus
dieser Reihe an Informationen kann nun eindeutig auf das ADL Essen zubereiten geschlossen
werden.
Eine Reihe an Sensordaten wird auch event stream (aus dem Englischen: Ereignisstrom)
genannt. Das HAR-System muss also eine Kombination an Sensordaten innerhalb des Ereignis-
stroms auswerten [89]. Dafür gibt es zwei Möglichkeiten: Die Segmentierung des Ereignisstroms
vor der Eingabe in das HAR-System oder die Speicherung der Kombinationen im Modell.
Beim Segmentieren wird der Ereignisstrom in Einzelteile zerlegt, in denen die benötigte
Information vermutet wird. Die Herausforderung dabei ist, die richtige Länge des Segments
festzulegen, d.h. den richtigen Start- und Endpunkt herauszufinden [90]. Das oben genannte
Beispiel des Essenkochens wird jeden Tag eine abweichend andere Sensordatensequenz aufwei-
sen, da nicht immer das gleiche Essen gekocht wird. Somit variiert auch die Länge des gesuchten
Segments. Dieses Problem wird auch als Segmentierungsproblem bezeichnet. Im Bild 2.3 wird
das Verfahren des Segmentierens schematisch dargestellt. Durch beispielsweise annotierte Einga-
bedaten ist die Segmentierung schon bekannt und kann dann vom HAR-System genutzt werden.
Das Eingabesegment kann analysiert werden und das HAR-Modell kann das berechnete ADL
ausgeben. Sind die Segmente unbekannt, wie beispielsweise in einer unüberwachten Lernphase
oder in der Anwendungsphase des HAR-Systems, muss das HAR-Modell entscheiden, wo ein
Segment anfängt und endet. Dafür werden in der Forschung verschiedene Möglichkeiten verwen-
det.
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Abbildung 2.3: Segmentierung der Eingabedaten mit bekannten Start- und Endpunkt des Seg-
mentes. Die Segmente werden als Eingabedaten für ein HAR-Modell zur ADL-Erkennung ge-
nutzt. SE: Sensorereignis.
In der aktuellen Forschung haben sich dynamische Segmentierungsalgorithmen durchgesetzt.
Dynamische Segmentlängen mindern das Problem ab. Damit können die Segmentlängen ange-
passt werden [49, 91]. Anhand der aktuellen Sensordaten wird jede Segmentlänge neu berech-
net. Allerdings basieren solch Algorithmen auf einem überwachten Lernansatz, um die Seg-
mentlängen anhand der Sensordaten zu erlernen. Nicht immer kann gewährleistet werden, dass
der richtige Anfangs- und Endpunkt gefunden wird. Somit wird zum dynamischen Segmen-
tieren ein überlappendes Segmentierungsfenster hinzugefügt. Dadurch finden sich Sensordaten
aus dem vorherigen Segment zum Teil im aktuellen Segment wieder [92]. Es existieren auch
unüberwachte dynamische Segmentierungen [93]. Die Segmentierung wird hier von den Kon-
textdaten abhängig gemacht. Eine ortsabhängige Segmentierung schließt ein Segment ab sobald
ein Sensordatum auftritt, welches von einem anderen Ort, Zimmer oder Zone stammt. Somit
liegen je Segment nur Sensordaten eines bestimmten Ortes vor. Beim modellbasierten Segmentie-
ren werden Segmente je Modell zugeordnet. So kann z.B. durch einen Clusteransatz ein Segment
beendet werden, wenn ein Sensordatum auftritt was im aktuellen Cluster nicht vorhanden ist.
Ein Cluster könnte z.B. ein ADL darstellen. Ein anderer Ansatz basiert auf Key-Sensoren. Dies
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sind Sensoren oder Sensormengen, die auf ein bestimmtes ADL schließen lassen. Sobald ein
Key-Sensor eines anderen ADL auftritt, wird das aktuelle Segment beendet und ein neues be-
gonnen. Um ein unüberwachtes und somit kontextabhängiges Segmentieren zu gewährleisten,
sind Vorabinformationen über den Sachverhalt unabdingbar. Dadurch ergibt sich auch hier die
gleiche Schlussfolgerung wie im vorhergehenden Kapitel, welches die Vor- und Nachteile des
überwachten und unüberwachten Lernens analysiert. Ein unüberwachter Lernalgorithmus ist
am nutzerfreundlichsten, benötigt aber ein komplexes HAR-Modell.
2.1.4 Abbildungsgrad menschlichen Verhaltens
Im Abschnitt 1.2.2 wurden die ADL vorgestellt und als die zu ermittelnden menschlichen Akti-
vitäten herausgestellt. In diesem Kapitel soll es nun darum gehen wie Aktivitäten durch com-
putergestützte Modelle dargestellt werden können.
Die ersten Ansätze zur Abbildung menschlichen Verhaltens waren die Erkennung von Akti-
vität bzw. Inaktivität [19, 18, 17]. Die Inaktivität wird über die Zeit aufsummiert. Sobald ein
Sensorereignis auftritt, wird die Inaktivität auf Null gesetzt und wächst erneut über die Zeit
an. Inaktivität bedeutet, dass kein Sensor, der auf menschliche Aktivitätserkennung ausgelegt
ist, ein Signal gesendet hat. Es wird also nicht der Inhalt der Sensordaten ausgewertet sondern
nur deren Auftreten. Daher kann auch eine Vielzahl an Sensoren verwendet werden, wie z.B.
Bewegungsmelder, Elektrozähler, Türsensoren, usw. In der Lernphase kann auf Basis von In-
aktivitätsdiagrammen ein Polynom berechnet werden, das den Verlauf der Kurve approximiert.
In der Anwendungsphase wird, sobald die aktuell gemessene Inaktivität über dieses Polynom
hinauswächst, ein Alarm ausgelöst. Inaktivitätserkennung dient also der Notfallerkennung und
nicht der ADL-Erkennung.
Ein ähnlicher Ansatz nutzt ein Aktivitätslevel [20, 21] für Langzeitanalysen. Dabei wird
pro Tag ein Aktivitätslevel anhand von Sensordaten berechnet. Mehrere aufeinander folgende
Tage ergeben eine Zeitreihe. Diese Datenreihe wird dann auf Trends und Muster untersucht.
Eine etwas komplexere Analyse wird in [94] durchgeführt. Es wird je Tag ein Hidden Markov
Model (HMM, Kapitel 3.1.2.2) auf Basis von Bewegungsmeldern erlernt. Diese HMM werden
anschließend sortiert und ähnliche zu einem HMM zusammengeführt. So werden Bewegungs-
muster innerhalb der Wohnung erlernt. In der Anwendungsphase wird dann das aktuelle Be-
wegungsmuster in der Wohnung mit den gelernten verglichen und bei Abweichungen ein Alarm
erhoben. Diese Herangehensweise ermöglicht eine Lokalisation der Person innerhalb der Woh-
nung und dient gleichzeitig der Erkennung unnormalen Verhaltens. Allerdings werden hier noch
keine ADL erkannt.
Um ADL erkennen zu können, werden komplexere Informationen und deren Zusammenhänge
benötigt. Dafür werden im AAL Modelle benutzt, die das menschliche Verhalten darstellen,
um daraus wiederum ADL ableiten zu können. Dazu zählen unter anderem Markov Modelle,
Bayes’sche Netze, Support Vector Mashines oder auch Ontologien. All diese Modelle werden
ausführlich im Kapitel 3 dieser Abhandlung beschrieben. Wurde das passende HAR-Modell
gefunden, können ADL auf Basis von Sensordaten erkannt werden.
Menschliche Aktivitäten verlaufen nicht immer sequentiell. Es können Parallelitäten und
Verschachtelungen auftreten. Ein Mensch ist also in der Lage eine Aktivität pausieren zu las-
sen, um eine andere Aktivität zwischendurch zu erledigen, oder gar Aktivitäten parallel durch-
zuführen. Beispielsweise kann bei der morgendlichen Routine ein Anruf dazwischen kommen.
Der Mensch unterbricht seine Routine und widmet sich dem Telefonanruf. Danach steigt er in
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die erste Aktivität der morgendlichen Routine wieder ein. Der Ablauf ist nun ein anderer und





gesunde“ Veränderung dar. Wird nun der Anruf mit einem Sturz vertauscht, scheint
anfänglich das Szenario das gleiche zu sein. Die Herausforderung besteht darin zu erkennen, wel-
che Veränderung nun normal ist und welche ein Risiko beinhaltet. Das menschliche Verhalten
ist also nur bedingt berechenbar. Es birgt immer eine Ungenauigkeit in sich - eine stochasti-
sche Komponente. Um das menschliche Verhalten darzustellen wird ein stochastisches System
benötigt, welches mit Ungenauigkeiten umgehen kann. Diese Variationen sollten bei der Wahl
des HAR-Modells mit in Betracht gezogen werden.
2.1.5 Fazit und Anforderungen
Es werden nun die Anforderungen an das neu zu entwickelnde HAR-System definiert, die in
der Tabelle 2.3 zusammenfassend gelistet sind. Schlussfolgernd aus den Darlegungen des Kapi-
tels 2.1.1 und dem Ziel Z2: Erhaltung der Lebensqualität aus dem Kapitel 1.3 sollen in der neuen
Lösung nur minimalinvasive Sensoren (A1) für das HAR-System verwendet werden. Somit entfal-
len körpernahe Sensoren und bildgebende Verfahren wie Videokameras. Es können beispielsweise
Smartmeter oder kabellose kleine Sensoren wie Bewegungsmelder und Türkontakte eingesetzt
werden. Die Herausforderung darin ist der geringe Informationsgehalt minimalinvasiver Sensoren
und das Ableiten des menschlichen Verhaltens aus diesen Daten.







Unabhängigkeit von Grundriss, Aus-
stattung und Sensoren
A3 Nutzerfreundlichkeit




















Das neue HAR-System soll zudem unabhängig von der Anzahl und dem genauen Typ der
genutzten Sensoren sein. Jede Privatwohnung hat einen anderen Grundriss, eine andere Aus-
stattung und einen anderen Bewohner mit anderen Ansprüchen. Somit muss das neue HAR-
System dementsprechend unabhängig und skalierbar sein. Die Anforderung der Skalierbarkeit
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(A2) entspricht und verfeinert das Ziel Z4:
”
Individualisierte Anpassung an die Bedürfnisse der
Person“ aus dem Kapitel 1.3.
Ein neues HAR-System sollte auch die Anforderung nach Anwendbarkeit und Nutzerfreund-
lichkeit (A3) erfüllen, da es letzten Endes am Markt eingesetzt werden soll. Diese Anforderung
wird auch durch das Ziel Z4 gefordert und bedeutet, dass in der Initialphase ein geringer perso-
neller Aufwand vorhanden sein sollte, um Aufwand und Kosten gering zu halten. Daher sollte
die Wissensakquise von a priori Informationen so effizient wie möglich gestaltet werden. Es be-
deutet allerdings auch, dass eine langwierige und den Nutzer belastende Annotation der täglich
ausgeführten ADL im Vorfeld wegfällt. Diese annotierten Sensordaten werden beim überwachten
Lernen eines HAR-Systems benötigt. Soll dies wegfallen, muss das neue HAR-System mit einem
unüberwachten Lernalgorithmus operieren.
Im Kapitel 2.1.3 wurde erkannt, dass Sensorereigniskombinationen die beste Grundlage zur
Erkennung von ADL sind. Also soll auch das neue HAR-System darauf basieren (A4). Daraus
schlussfolgert sich auch die Anforderung A5, da Sensorereigniskombinationen eine Abfolge an
einzelnen Sensorereignissen ist, deren Länge variiert. Somit muss für das neue HAR-System
eine angemessene Lösung des Segmentierungsproblems, sprich dem Herausfinden der richtigen
Sensorereigniskombinationslänge, gefunden werden.
Das menschliche Verhalten ist komplex und in Kapitel 2.1.4 wurde erkannt, dass der Mensch
nicht nur sequentielle ADL verrichtet, sondern auch parallele oder verschachtelte. Diese sollen
durch das neue HAR-System auch erkannt werden (A6). Die sechste Anforderung verfeinert
somit auch das Ziel Z3:
”
Erkennen von wohnungsbezogenen ADL“. Daraus lässt sich auch die
letzte Anforderung ableiten: A7:
”
Abbildung menschlicher Ungenauigkeiten“. Dies bedeutet,
dass ein ADL, wie z.B. Essen zubereiten, zwar immer das gleiche ADL ist, aber die Handlung im
Detail unterschiedlich aussehen kann und somit auch andere Sensorereignisse liefern kann. Somit




Human Activity Recognition - Modelle
Das zentrale Stück des HAR-Systems ist das Modell (siehe Kapitel 2.1). Ab hier wird das HAR-
Modell allgemein als Modell bezeichnet und dessen am häufigsten auftretenden Ausprägungen
im aktuellen Stand der Technik vorgestellt. Den Anfang macht das Bild 3.1, in dem eine Kate-
gorisierung und grobe Übersicht dieser Modelle dargestellt sind, welche in den anschließenden
Unterpunkten näher erläutert werden.
Abbildung 3.1: Übersicht und mit Beispielen unterlegte Kategorisierung der HAR-Modelle des
aktuellen Stands der Technik.
Die Modelle können als erstes in datenbasierte und wissensbasierte Modelle unterteilt wer-
den. Eine Definition der Fachbegriffe wird im jeweiligen Kapitel nachgereicht. Beide Kategorien
können weiterhin in stochastische und deterministische Modelle unterteilt werden. Stochastische,
datenbasierte Modelle, die derzeit am häufigsten für HAR genutzt werden, sind Markov Model-
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le, Bays’sche Netze, Conditional Radom Field, Neuronale Netze und Support Vector Mashines
[48]. Wobei deterministische, datenbasierte Modelle kaum für HAR-Systeme verwendet werden.
Daher wird hier nur ein Beispiel genannt, die Emerging Patterns. Wissensbasierte HAR-Systeme
können auf Datenbanken oder Ontologien basieren.
Die Funktionsweise jedes Modells soll anhand eines AAL-spezifischen Beispiels erläutert wer-
den. In einer Schlafstube befinden sich zwei Sensoren: ein Fenstersensor und ein Lichtsensor.
Der Fenstersensor kann zwischen einem offenen und geschlossenen Fenster unterscheiden und
der Lichtsensor erkennt, ob das Licht eingeschalten ist oder nicht. Bei dem Beispiel wird immer
davon ausgegangen, dass die Person sich auch tatsächlich in dem Zimmer aufhält. Die Anwe-
senheit kann z.B. mit einem Bewegungsmelder registriert werden, der in diesem Beispiel der
Einfachheit halber weggelassen wird. Auf dieser Basis soll zwischen den folgenden ADL unter-
schieden werden: Putzen, Lüften und Schlafen. Die Werte der Wahrscheinlichkeitsverteilungen
in den Beispielen sind frei erfunden und dienen nur der Anschaulichkeit. Des Weiteren werden
auch Beispiele aus der aktuellen Forschung hinzugefügt.
Zur Analyse der Modelle werden vier Kriterien verwendet: Sensitivität, Wirksamkeit, F-
Maß und Genauigkeit [95, 96]. Daher sollen die Evaluierungskriterien hier als Formeln kurz
definiert werden. Zur Berechnung der genannten Kriterien eignet sich eine Konfusionsmatrix
oder auch Wahrheitsmatrix genannt, wie sie in Tabelle 3.1 allgemein dargestellt wird [97]. In
der Matrix werden die erkannten ADL eingetragen und gleichzeitig mit den annotierten ADL
verglichen [98, 99]. Stimmen beide überein, wird ein Eintrag in der Diagonalen der Matrix
getätigt (RP). Wird ein ADL falsch erkannt, z.B. ADL 1 und es hätte ADL 3 sein sollen, so
wird in Zeile 1 und Spalte 3 ein Eintrag (ε1,3) vorgenommen. Zeilen (Zi), Spalten (Sj) und
Diagonalen (TRP) werden jeweils summiert.
Tabelle 3.1: Konfusionsmatrix zur Auswertung der ADL-Erkennung. Je ADL werden
Häufigkeiten gezählt, wie oft die Erkennung richtig war und wie oft ein falsches ADL erkannt
wurde. Sj : Summe über die Spalte; Zi: Summe über die Zeile; RPi: Richtig-Positiv; Total:













1 RP1 ε1,2 ε1,3 Z1
2 ε2,1 RP2 ε2,3 Z2
3 ε3,1 ε3,2 RP3 Z3
∑
S1 S2 S3 Total
Die Sensitivität, auch Empfindlichkeit oder Recall genannt, berechnet sich aus dem Anteil
der korrekt als positiv klassifizierten ADL an der Gesamtheit der tatsächlich positiven ADL.
Die Berechnungsvorschrift dazu ist in der Formel 3.1 zu finden. Wobei bei allen hier genannten
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Formeln der Parameter N die Anzahl der ADL repräsentiert. Die Wirksamkeit, oder auch Re-
levanz, positiver prädikativer Wert oder Precision genannt, ist der Anteil der korrekt als positiv
klassifizierten ADL an der Gesamtheit der als positiv klassifizierten ADL. Die Berechnung ist
in der Formel 3.2 zu sehen. Das F-Maß ist ein kombiniertes Kriterium aus Sensitivität und
Wirksamkeit mittels des gewichteten harmonischen Mittels. Die Formel 3.3 gibt die Berech-
nungsvorschrift für das F-Maß. Das letzte Kriterium ist die Genauigkeit, die auch Korrektklas-
sifikationsrate, Vertrauenswahrscheinlichkeit, Treffergenauigkeit oder Accuracy genannt wird.




























Datenbasierte Modelle basieren meist auf einer zugrunde liegenden Theorie, die die zu modellie-
renden Zusammenhänge beschreibt. Dieser Ansatz wird auch als Bottom up Ansatz bezeichnet.
Bottom-up (”datenbasiert”) steht für die Strategie, sämtliche Einzelheiten zu einem großen Gan-
zen zu verknüpfen. Diese Verknüpfung bezieht sich meist auf das Objekt und dessen Ziele und
setzt voraus, dass es ein automatisierbares Lösungsverfahren gibt [100]. Datenbasierte Modelle
können in deterministische Modelle und stochastische Modelle unterteilt werden. In den folgen-
den Kapiteln werden für beide Klassen die aktuell verwendeten HAR-Modelle vorgestellt und
deren Anwendung kurz erläutert.
3.1.1 Deterministische Modelle
Deterministische Modelle sind Modelle mit eindeutig bestimmten Beziehungen und enthalten
im Gegensatz zu einem stochastischen Modell keine Zufallsvariablen. Alle dem Modell zugrun-
de liegenden Informationen sind mit Sicherheit bekannt (deterministisch) [101] und basieren
auf bekannten oder hypothetischen, physikalischen, mathematischen oder anderen Gesetzen.
Die gleichen Eingabewerte werden daher immer zu den gleichen Ergebnissen führen [102]. Auf-
grund der Anforderung A7:
”
Abbildung menschlicher Unberechenbarkeit“ ( in Kapitel 2.1.5)
sind deterministische Modelle nicht als Lösungsansatz geeignet. Daher wird hier nur ein Beispiel
dargestellt.
Emerging Patterns (EPs) [103, 80] (aus dem Englischen: hervortretende Muster) ist ein Klas-
sifikator, der ein Set an Parametern beschreibt, das die Klasse signifikant von anderen Klassen
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unterscheidet. D.h. es werden Schlüsselelemente in den Eigenschaften gesucht, die für diese Klas-
se ein Alleinstellungsmerkmal sind. Auf die ADL-Erkennung durch Sensoren bezogen, könnte es
beispielsweise bedeuten, dass es je ADL mindestens einen Sensor geben muss, der ausschließlich
auf das eine ADL hinweist. So könnte in unserem Beispiel der Schlafstube das ausgeschaltete
Licht das EP für das ADL Schlafen sein. Das gewählte Beispiel ist sehr einfach gehalten. Ein
EP kann auch aus einer Kombination an Eigenschaften bestehen. So könnte auch das Tupel:
ausgeschaltetes Licht und geöffnetes Fenster ein EP darstellen. EPs können auch genutzt wer-
den, um Trends zu erkennen. Werden zwei Datensätze auf das gleiche EP hin untersucht und ins
Verhältnis gesetzt, kann eine Wachstumsrate berechnet werden. Dies soll hier an einem Beispiel
[104] näher erläutert werden.
Eine Datenmenge D besteht aus mehreren Instanzen und jede Instanz besitzt mehre Items
X. Es wird ein Unterstützungsfaktor usfD(X) berechnet mit
anzahlD(X)
|D| . Dabei ist anzahlD(X)
die Anzahl der Instanzen, in denen X vorkommt und |D| die Gesamtzahl der Instanzen. Daraus
kann eine sogenannte Wachstumsrate WR(X) berechnet werden:
WR(X) =
⎧⎪⎨⎪⎩
0 wenn usf1(X) = 0 und usf2(X) = 0
∞ wenn usf1(X) = 0 und usf2 > 0
sonst usf2[X]usf1(X) .
In Tabelle 3.2 sind zwei Beispieldatenmengen gegeben. Jedes Item, hier Zahlen, könnte für
einen Sensor stehen und jede Instanz könnte als eine Sensorkombination gelten. Somit hat das
Muster {A, I} eine Wachstumsrate von 59 von der Datenmenge 1 zur Datenmenge 2. Diese
Wachstumsrate kann zu weiterführenden Analysen herangezogen werden, wie z.B. Trendanaly-
sen, Klassenvergleiche oder in komplizierteren Fällen zum Finden und Bewerten von EPs.











Der Vorteil dieser Methode liegt in der Einfachheit und dem einhergehenden leichten Ver-
ständnis. Aber genau diese Einfachheit limitiert diesen Ansatz auch und ist auf Grund der
Anforderung A7:
”
Abbildung menschlicher Unberechenbarkeit“ nicht ausreichend. Es werden
keine Wiederholungen oder Reihenfolgen in den Instanzen berücksichtigt. Ebenso erfüllt die-





Erkennung von sequentiellen und parallelen ADL“.
3.1.2 Stochastische Modelle
Stochastische Modelle nutzen eine Wahrscheinlichkeitsverteilung und basieren auf einer sto-
chastischen Theorie oder Gesetzmäßigkeit, die den abzubildenden Prozess zufriedenstellend be-
schreibt. Aufgrund des stochastischen Anteils können gleiche Eingaben zu unterschiedlichen
Ergebnissen führen und ähnliche Eingaben führen zu ähnlichen Ergebnissen [105]. Das heißt,
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dass die unterschiedlichen Ergebnisse zwar anders aber nicht viel anders sind. Sie sind ähnlich.
Die Ergebnisse unterliegen demnach einer Ungenauigkeit [106]. Sie sind stochastisch [107]. Wei-
terführend sollen die derzeit verwendeten HAR-Modelle: Bayes’sche Netze, Hidden Markov Mo-
del, Conditional Random Field, Neuronale Netzte und Support Vector Machines näher beschrie-
ben werden.
3.1.2.1 Bayes’sche Netze
EinBayes’schesNetz (BN) ist ein gerichteter Azyklischer Graph, bei dem die Knoten die Zufalls-
variablen und die Kanten die bedingten Abhängigkeiten zwischen den Zufallsvariablen beschrei-
ben [108]. Jedem Knoten des Netzes ist eine bedingte Wahrscheinlichkeitsverteilung gegeben, der
die repräsentierte Zufallsvariable den Elternknoten zuordnet. Elternknoten sind diejenigen Kno-
ten von denen eine Kante zum betrachteten Knoten führt [109]. Die Wahrscheinlichkeiten werden
meist tabellarisch angegeben und basieren auf bedingten Abhängigkeiten und Unabhängigkeiten.
Die Wahrscheinlichkeitsverteilung kann beliebig sein, dennoch wird häufig die Normalverteilung
angewandt. Weitere Grundlagen sowie Definitionen und Berechnungsvorschriften können in der
einschlägigen Literatur nachgelesen werden [110, 111].
Im Bild 3.2 wird das BN am Schlafstubenbeispiel erläutert. Die Elternknoten sind die beiden
Sensoren für das Fenster und das Licht. Deren Kindknoten ist das zu erkennende ADL. In den
Tabellen neben den Knoten steht die jeweilige Wahrscheinlichkeitsverteilung. Die Elternknoten
haben eine einfache Verteilung, weil sie selbst keine Elternknoten besitzen. Der Knoten ADL hat
eine bedingte Wahrscheinlichkeitsverteilung, die von der Ausprägung der Elternknoten abhängt.
Das Fenster kann mit einer Wahrscheinlichkeit von 30% geöffnet (auf) sein und mit 70% ge-
schlossen (zu) sein. Das Licht ist mit 20% angeschaltet (an) und mit 80% ausgeschaltet (aus).
Das ADL ist also abhängig von dem Zustand der Elternknoten, d.h. je nachdem, ob das Fenster
auf oder zu und das Licht an oder aus ist, ändert sich die Wahrscheinlichkeit für die ADL Lüften,
Putzen und Schlafen. Beispielsweise ist die Wahrscheinlichkeit, dass das ADL Putzen ausgeführt
wird, 75%, wenn das Fenster geöffnet und das Licht an ist. Wenn das Fenster auf ist und das
Licht aber aus ist, dann wird das ADL Putzen nur noch mit einer 2%igen Wahrscheinlichkeit
ausgeführt.
In der Forschung wurde z.B. ein Dynamic Bayesian Network (aus dem Englischen: dynami-
sches BN) [67] zur ADL-Erkennung verwendet. Das Netz wurde mit einem überwachten Lernal-
gorithmus trainiert. Es wurden binäre Sensoren verwendet (z.B.: Magnetsensoren, piezoelektri-
sche Sensoren), die an Objekten befestigt wurden. Das BN wurde durch temporale Beziehungen
zwischen Sensorereignissen und ADL erweitert. Es werden Zeitintervalle hinzugefügt und nach
Bedingungen sortiert. Beispielsweise kann gefragt werden, ob der Sensor in einem bestimmten
Zeitintervall ein bestimmtes Ereignis gesendet hat. Es kann auch eine ganz bestimmte Reihen-
folge der Sensorereignisse von Sensor A und B in einem bestimmten Zeitintervall abgefragt
werden.
Mit diesem dynamischen BN ist es möglich ADL-Erkennung mit einer Genauigkeit zwischen
50% und 70% zu erzielen. Die Stärke eines BN ist das Abbilden von direkten Abhängigkeiten
und Unabhängigkeiten. Dieses Wissen muss vor der Trainingsphase bekannt sein und in der In-
itialphase in das HAR-System eingegeben werden. In diesem Fall bedeutet das, dass die Struktur
des Netzes, also die Kanten (Abhängigkeiten und Unabhängigkeiten), schon vorher bekannt sein
muss.
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Abbildung 3.2: Ein Bayes’sches Netz des Schlafstubenbeispiels mit bedingten Wahrscheinlich-
keiten für das ausgeführte ADL.
3.1.2.2 Hidden Markov Modelle
Das Hidden Markov Model (HMM) wurde nach dem russischen Mathematiker A. A. Markow
benannt. Das HMM ist ein gerichteter Graph, welcher Zyklen enthalten kann, und basiert auf
einer Markov Kette mit unbeobachteten Zuständen. Eine Markov Kette hat die Eigenschaft
auch bei nur begrenzter Kenntnis der Vorgeschichte dennoch eine wahrscheinlichkeitsbedingte
Aussage über die Entwicklung oder das Ergebnis des Prozesses zu geben. Ein HMM besteht
aus verborgenen (aus dem Englischen: hidden) Zuständen zwischen denen zufällig gewechselt
wird. Zu welchem Zustand über eine sogenannte Transition gewechselt wird, ist nur vom aktu-
ellen Zustand abhängig. Dies wird auch die Markov Eigenschaft 1. Ordnung genannt. Es wird
davon ausgegangen, dass die Übergangswahrscheinlichkeiten über die Zeit konstant sind. Die ver-
borgenen Zustände selbst sind nicht beobachtbar, stattdessen kann jeder Zustand beobachtbare
Ausgabensymbole emittieren, die wiederum einer Wahrscheinlichkeitsverteilung unterliegen. Das
HMM wird meistens verwendet, um aus einer Sequenz von Beobachtungen auf die verborgenen
Zustände zu schließen. Diese Informationen und weiterführende, vor allem zur Notation und
Berechnung, können der einschlägigen Grundlagenliteratur entnommen werden [90, 112].
In der AAL-Domäne gibt es zwei vertretene Ansätze HMM zur Erkennung von ADL zu
verwenden. Die eine Variante ist je ADL ein HMM zu erstellen. In der Anwendungsphase ist
das ADL das gesuchte ADL, dessen HMM die höchste Wahrscheinlichkeit erzielte bei gegebener
Beobachtungssequenz [113, 114]. Die zweite Variante ist, dass es ein HMM für alle ADL gibt
und die verborgenen Zustände die ADL repräsentieren und durch die Beobachtungssequenz auf
den aktuellen Zustand, das durchgeführte ADL, geschlossen werden soll [23].
Das Bild 3.3 zeigt das Schlafstubenbeispiel in der zweiten Variante auf. Die ADL Putzen,
26
Schlafen und Lüften sind die verborgenen Zustände und die Sensorereignisse (Licht an, Licht
aus, Fenster auf, Fenster zu) sind die Beobachtungen. Hinzukommen wahrscheinlichkeitsbedingte
Transitionen (grau dargestellt) zwischen den Zuständen. Es ist mit diesem Modell also nicht nur
möglich, das aktuelle ADL zu bestimmen, sondern auch den Vorgänger oder Nachfolger mit
einer bestimmten Wahrscheinlichkeit.
Abbildung 3.3: Beispiel eines Hidden Markov Models mit den verborgenen Zuständen: Lüften,
Putzen, Schlafen und den Beobachtungen: Licht an, Licht aus, Fenster auf, Fenster zu. Die
Transitionen zwischen den Zuständen sind zur besseren Übersicht grau gestrichelt dargestellt.
Die Wahrscheinlichkeiten der Transitionen und Beobachtungen sind an den jeweiligen Pfeilen
notiert.
In der Forschung wird beispielsweise auf Basis von binären Sensoren ein HMM erlernt, mit
dem untypisches, menschliches Verhalten mit einer durchschnittlichen Latenz von vier Stunden
erkannt werden kann [115]. Eine weitere Forschungsgruppe trainierte je ADL ein HMM und über
eine Likelyhood Funktion wurde das ADL ausgewählt, dessen HMM zu den aktuellen Beobach-
tungen die höchste Ähnlichkeit aufweist [113]. Eine andere Variante ist die Kombination zweier
HMM. Eines wird zur Erkennung der ADL verwendet, das andere zur binären Entscheidung, ob
ein Notfall vorliegt oder nicht. Diese HMM basieren auf medizinischen Daten und je medizini-
scher Anwendung muss ein neues HMM-Teilmodell zur Notfallerkennung definiert werden. Durch
eine Ontologie werden die Ergebnisse der HMM in menschenlesbare Informationen transformiert
[114]. In diesem Zusammenhang soll noch auf weitere Formen des Markov Modells hingewiesen
werden, die auch in der HAR-Forschung angewandt werden: Semi-Markov Model (SMM) [116],
Hidden Semi-Markov Model (HSMM) [117], Markov Kette [118, 119, 120], Markov Random
Field (MRF) [121], Maximum Entropy Markov Models (MEMMs) [122, 123] und Relational
Markov Network (RMN) [114, 124]. Die Varianten basieren alle auf der Markov-Eigenschaft.
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Die Unterschiede werden durch zusätzliche Restrains gebildet und sind somit unter bestimmten
Umständen ineinander umwandelbar.
Es gibt derzeit viele Ansätze mit HMM mit unterschiedlichen Ergebnissen. In einem For-
schungsprojekt [125] wurden HMM-Varianten miteinander verglichen. Es wurde vor allem auf
die Darstellungsweise der Sensorereignisse wert gelegt. Die Nutzung von Rohdaten bedeutet, dass
die Sensorereignisse so genutzt werden wie sie sind. Sendet ein Sensor ein Ereignis bleibt dieses
Sensorereignis solange aktiv bis ein Gegenereignis gemeldet wird. Im Modus Veränderung wer-
den nur Änderungen der Sensorereignisse berücksichtigt. Die Darstellung der letzten Änderung
nutzt jeweils das Sensorereignis, welches zuletzt gesendet wurde, d.h. das nächste Sensorereignis
beendet das vorher gesendete, unabhängig ob die Sensorereignisse inhaltlich zusammengehören
oder nicht. In der Tabelle 3.3 werden die Genauigkeiten der ADL-Erkennung mit den jeweiligen
Darstellungen abgebildet. Die Werte der Spalte Segment geben Auskunft über die Genauigkeit
der ADL-Erkennung je Segment. Ein Segment ist eine geordnete Reihe an Eingabesignalen, sie-
he auch Kapitel 2.1.3. Die Genauigkeit in der Spalte ADL ist die Summe der Durchschnitte je
erkanntem ADL. Die Tabelle 3.3 zeigt auf, dass die Kombination von Veränderungen und letzte
Änderung die besten Genauigkeiten liefert. Die Rohdatendarstellung liefert in diesem Falle die
schlechtesten Ergebnisse. Der Unterschied zwischen besten und schlechtestem Ergebnis kann bis
zu 43% betragen, wobei die Kombination der beiden besten Darstellungen die ADL-Erkennung
nochmals um respektive 2,7% bis 8,2% verbessert.
Tabelle 3.3: Vergleich der verschiedenen Darstellungsweisen von Sensorereignissen (Re-
präsentation) eines Hidden Markov Models anhand der Genauigkeit der erzielten ADL-




Letzte Änderung 91,8% 71,2%
Veränderung + letzte Änderung 94,5% 79,4%
Die Vorteile eines HMM sind, dass es ein gut untersuchtes Modell ist, mit dem Baum-Welch-
Algorithmus zum Lernen und dem Viterbi-Algorithmus zur Wahrscheinlichkeitsberechnung. Es
ist für die Repräsentation sequentieller Daten und deren Zusammenhänge geeignet. Die Markov-
Eigenschaft, dass ein Zustand nur vom Vorgängerzustand abhängt, macht die Anwendung des
HMM leichter, aber es kann in bestimmten Fällen auch nachteilig sein, wenn weitere Abhäng-
igkeiten zur Vergangenheit oder anderen Zuständen bestehen [90, 112]. Beispielsweise kann das
menschliche Erinnerungsvermögen viel weiter und vor allem sprunghaft in die Vergangenheit
zurückgreifen. Ein weiterer Nachteil ist die Festlegung der Topologie des HMM. Die Anzahl der
versteckten Zustände wird meistens durch Erfahrungen oder Experimente festgelegt. So wurde
es auch in [115] getan, wobei es in diesem Beispiel ab acht verborgenen Zuständen keine Er-
kennungsverbesserung mehr gab. Die letztendliche Wahl, ob und welches HMM genutzt werden
soll, hängt sehr stark vom Anwendungsfall ab.
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3.1.2.3 Conditional Random Field
Das Conditional Random Field (CRF) [126, 127] ist ein ungerichtetes, graphisches Modell mit
voneinander unabhängigen Zuständen, in dem, ähnlich wie bei einem HMM (Kapitel 3.1.2.2), be-
dingte Wahrscheinlichkeiten dargestellt werden und nach dem Zustand mit der höchsten Wahr-
scheinlichkeit für die gegebene Eingabesequenz gesucht wird [128]. Im Gegensatz zum HMM
kann ein CRF an jeder Stelle auf die komplette Information des Eingabesegments zugreifen.
Hierdurch können komplexe Merkmalsklassifikatoren verwendet werden. Zur Bewertung der
Eingabesequenzen werden lokale Kompatibilitätsfunktionen, z.B. Bias-Funktion oder if-then-
else Klassifikatoren verwendet. Auf diese Weise wird ein sogenannter Score berechnet, der durch
Normalisierung in eine Wahrscheinlichkeitsverteilung umgeformt wird. Diese und weitere Infor-
mationen können der Grundlagenliteratur entnommen werden [128, 127, 129].
Das Bild 3.4 zeigt einen Auszug des CRF wie es für das Schlafstubenbeispiel genutzt werden
könnte. Es wurde aus Übersichtsgründen auf einige Verbindungen verzichtet. Die Kompatibi-
litätsfunktionen sind durch Kästchen dargestellt und können beliebige Berechnungsvorschriften
enthalten. In diesem Fall wäre eine if-then-else Funktion eine gute Wahl. Wenn beispielsweise
das Licht an ist, so erhält das ADL Lüften einen Score von 1, das ADL Putzen eine 2 und
Schlafen eine 0. Dazu sei noch bekannt, dass das Fenster geöffnet ist: Lüften erhält den Score
2, Putzen den Score 2 und Schlafen den Score 1. Zur Zusammenführung der Scores wurde sich
hier für eine Addition entschieden und das resultiert nun zu Lüften 3, Putzen 4 und Schlafen 1.
Somit ist in diesem Beispiel das ADL Putzen das erkannte ADL. Die Kompatibilitätsfunktionen
werden im Normalfall parametriert, sodass sie in einer Lernphase trainiert werden können, wie
das nachfolgende Beispiel zeigt.
Als Beispiel aus der Forschung soll ein Multi-Scale CRF betrachtet werden [130]. Als Sen-
soren werden Prototypen einer intelligenten Brille verwendet, die Videoaufnahmen und dreidi-
mensionale Beschleunigungen messen können. Intelligente Brillen gehören zu den sogenannten
Wearables (Kapitel 2.1.1) und sind durch die Anforderung A1: Nutzung minimalinvasiver Sen-
soren aus Kapitel 2.1.5 für das in dieser Abhandlung zu entwickelnde HAR-System ungeeignet.
Dennoch ist das vorgestellte CRF-Modell ein passendes Anwendungsbeispiel, da die benötigten
Sensorinformationen auch durch andere minimalinvasive Sensoren, z.B. Bewegungsmelder, er-
fasst werden können. Das Multi-Scale CRF besitzt parametrierbare Kompatibilitätsfunktionen,
wobei jeder Zustand mit den Vorgängern und Nachfolgern der 20. Ordnung verbunden ist. So-
mit haben auch vergangene Sensorereignisse Auswirkung auf die ADL-Erkennung. Es wurden
20 Stunden lang Sensordaten gesammelt und auf 12 sequentiell ausgeführte ADL geprüft. Zur
Auswertung wurde der F-Score verwendet. Die Videoaufnahmen erzielten lediglich einen F-Score
von 43,32% und die Beschleunigung 66,02%. In Kombination allerdings wurde eine 84,45%-ige
ADL-Erkennung erzielt. Dies zeigt sehr gut, dass eine Kombination verschiedener Sensoren zu
besseren Ergebnissen führt und, dass Videoauswertungen nicht immer die beste Informations-
basis liefern.
Ähnlich wie bei den HMM gibt es auch bei den CRF weitere Unterarten, die Spezialfälle
oder Erweiterungen des CRF darstellen. Beispiele dafür wären die Linear Chain CRF [131]
zur Auswertung sequentieller Daten oder das Skip Chain CRF [127], das für Langzeitdaten
entwickelt wurde, bei denen auch einige Abhängigkeiten übersprungen werden können.
Zusammenfassend kann gesagt werden, dass das CRF durch die frei wählbaren und parame-
trierbaren Kompatibilitätsfunktionen ein großes Spektrum an Anwendungsfällen abdecken kann,
was allerdings gleichzeitig auch ein Nachteil sein kann, da die Funktionen im Vorfeld, vorm
Lernen, erstellt werden müssen und somit grundlegende Zusammenhänge schon bekannt sein
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Abbildung 3.4: Beispielhafte Darstellung eines Conditional Random Field für das Schlafstuben-
beispiel. Die ADL werden in Ovalen und die Sensorereignisse in Rechtecken dargestellt. Die
kleinen Rechtecke zwischen ihnen sind Platzhalter für Funktionen zur Berechnung des Kompa-
tibilitätsfaktors.
müssen. Des Weiteren ist es vorteilhaft voneinander unabhängige Zustände nutzen zu können,
oder gar deren Unabhängigkeit beliebig einzuschränken. In dem genannten Multi-Scale CRF
wurden Tests durchgeführt, um herauszufinden bis zu welcher Ordnung die Zustände des CRF
jeweils verbunden werden müssen, um beste Ergebnisse zu erzielen. Eine rationale Erklärung,
warum die 20. Ordnung das beste Ergebnis liefert, konnte nicht gegeben werden.
3.1.2.4 Neuronale Netze
DasNeuronaleNetz (NN) ist eine Entwicklung der Künstlichen Intelligenz [132]. Neuronale Net-
ze bilden das menschliche Gehirn nach und dienen der Klassifizierung oder Mustererkennung.
Ein NN besteht aus Neuronen, die in Lagen aufeinander folgen. Im menschlichen Gehirn feuern
Neuronen immer dann, wenn diese einer Erinnerung oder bestimmten Funktion angehören. Das
gleiche Prinzip wird in einem NN zur Klassifizierung angewandt. Neuronen, die zu einer Klas-
se/Eigenschaft gehören, feuern vermehrt, wenn das Eingabesegment dazu passt. Im Gegenzug
werden Neuronen, die nicht passen, gehemmt. Verbindungen zwischen den Neuronen übertragen
Informationen, die durch eine Neuronenfunktion (z.B. Schwellwertfunktion) verstärkt oder ge-
hemmt werden. Ein überwacht lernendes NN benötigt ein Trainingsset, wobei die Ausgaben mit
den erwarteten Ausgaben verglichen werden und danach die Parameter der Neuronenfunktionen
an das gewünschte Ergebnis angepasst werden. Dieser Prozess wird auch Backpropagation ge-
nannt. Weiterführende Informationen können der Grundlagenliteratur [133, 134, 135, 136, 137]
entnommen werden.
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Das Bild 3.5 zeigt ein einfaches NN, ein sogenanntes Perzeptron, für das Schlafstubenbeispiel
auf. Das Perzeptron besteht meist aus einer Eingabe-, Ausgabe- und eventuellen Zwischenschich-
ten, die auch hidden-layer (aus dem Englischen: verborgene Schicht) genannt werden [138]. Die
Eingabeschicht besteht im Beispiel aus den Sensorereignissen und die Ausgabeschicht aus den
ADL. Im Bild 3.5 ist eine Zwischenschicht (graue Kreise) zu sehen. Somit handelt es sich um
ein 2-lagiges Perzeptron, da die Eingabeschicht nicht als Berechnungsschicht gezählt wird [138].
Tritt nun die Sensorereigniskombination von Licht an und Fenster auf ein, so müssen die Neu-
ronenfunktionen so gewählt und trainiert sein, dass das Ausgabeneuron für das ADL Putzen
am meisten angesprochen wird, sprich, den höchsten Ausgabewert erhält.
Abbildung 3.5: Darstellung eines 2-lagigen Perzeptrons am Schlafstubenbeispiel mit Eingabe-
schicht, Ausgabeschicht und einer Zwischenschicht. Zur Eingabe werden die Sensorereignisse
genutzt und als Ausgabe werden die ADL erwartet.
Aus der Forschung soll ein Hidden Layer Perceptron als Beispiel genannt werden [139]. Der
Versuchsaufbau ist ähnlich wie beim CRF im vorhergehenden Kapitel, nur dass hier lediglich
ein Beschleunigungssensor verwendet wurde. Es wurden verschiedene Netztopologien getestet,
um die beste Variante für dieses Szenario zu erhalten. Als bestes Resultat hat sich ein 1-lagiges
Perzeptron mit einer verborgenen Schicht mit 10 Neuronen und einer Ausgabeschicht mit 5
Neuronen herausgestellt. Jedes Ausgabeneuron steht für ein ADL. Der Versuchsaufbau wurde
mit 6 Personen getestet und die Genauigkeit berechnet. Die Ergebnisse sind in Tabelle 3.4
gelistet. Mit fast 100% ADL-Erkennung sind die Ergebnisse sehr gut für eine sequentielle ADL-
Erkennung.
Es existieren unzählige Arten von NN, beispielsweise Self-Organizing Maps [140], Growing
Neural Gas [141], Boltzmann-Maschine [134], Recurrent Neural Network [142, 143] und viele
weitere.
Zusammenfassend kann gesagt werden, dass das Neuronale Netz das menschliche Gehirn am
besten nachbildet [144]. Es gibt sehr viele verschiedene Ausprägungen von NN, in denen u.a.
auch Zyklen oder Iterationen möglich sind. Ein großer Nachteil der NN ist die Festlegung der
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Treppen herab steigen 92%
Rennen 99%
Summe 96%
Topologie, die, wie auch im genannten Forschungsbeispiel, experimentell bestimmt wird. Es gibt
keine vorherrschenden Regeln wie viele Lagen oder Neuronen bei welcher Anwendung zu wählen
sind. Ebenso kann ein NN auch übertrainiert werden [137] und somit für Ähnlichkeiten blind
werden.
3.1.2.5 Support Vector Machines
Support Vector Machines (SVM) sind keine Maschinen in dem Sinne sondern ein Algorithmus
zum Klassifizieren von Objekten. Das Wort Machine (aus dem Englischen: Maschine) weist
auf die Herkunft der Methoden aus dem Maschinellen Lernen hin. Ein SVM sucht den besten
Klassifikator, um einzelne Objekte in Gruppen zu unterteilen. Dieser Klassifikator kann im
einfachsten Falle eine Gerade im zweidimensionalen Raum sein. In mehrdimensionalen Räumen
werden Hyperebenen zur Klassifizierung genutzt. Eine nichtlineare Klassifizierung wird durch
den sogenannten Kerneltrick erreicht. Weitere Einzelheiten können in der Grundlagenliteratur
nachgelesen werden [145, 146, 147, 148].
Das Bild 3.6 zeigt ein Beispiel einer SVM-Klassifizierung an unserem Schlafstubenbeispiel.
In einem zweidimensionalen Raum sind drei Punktwolken eingetragen. Die x-Achse markiert
den Zustand des Lichtsensors und die y-Achse den Zustand des Fensters. Eine SVM sucht nach
mathematischen Funktionen, die die Punktwolken mit dem größtmöglichen Abstand zum Klas-
sifikator, der mathematischen Funktion, trennt. Im Bild 3.6 trennt der lineare Klassifikator die
Punkte in zwei Gruppen und das Polynom in drei Gruppen, die den jeweiligen ADL zugeordnet
werden können. Die dritte Gruppe mit den Eigenschaften Licht aus und Fenster auf ist nicht
eindeutig einem ADL zuzuordnen. Hier würde eine Wahrscheinlichkeitsverteilung helfen oder
eine weitere Dimension, z.B. die Uhrzeit, und eine Hyperebene würde als Klassifikator genutzt
werden können.
In der Forschung wurde beispielsweise ein SVM in einem Smart Home angewandt [149, 85,
150]. Ein SVM wurde genutzt um Sensorwerte zu klassifizieren und ADL zuzuordnen. Dabei
wurden Kernel genutzt, um die Dimensionen des Suchraumes zu mindern. Bei der Nutzung von
Polynomial-Kernel wurde eine Genauigkeit von 86% erzielt. In einer anderen Studie [151] zur
Anwendung von SVM für HAR wurden ein Conditional Random Field und mehrere SVM gegen-
einander verglichen: eine Clustered SVM (CSVM), eine Cost-Sensitive SVM (CS-SVM), eine
Over Sampling SVM (OS-SVM) und eine Systhetic Minority Over Sampling Technique SVM
(SMOTE-SVM). Die SVM wurden mit drei verschiedenen Datensätzen, die online zugänglich
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Abbildung 3.6: SVM Klassifizierungsbeispiel im zweidimensionalen Raum am Schlafstubenbei-
spiel. Der Lineare Klassifikator (Punkt-Strich-Linie) trennt die Punktwolken in zwei Gruppen.
Das Polynom als Klassifikator (Strichlinie) trennt die Punktwolken in präzisere drei Gruppen.
waren, getestet und deren Genauigkeit berechnet. Die Ergebnisse sind in Tabelle 3.5 dargestellt.
Es ist zu erkennen, dass keines der SVM bei allen drei Datensätze am besten abschneidet. Dar-
aus lässt sich schlussfolgern, dass für jede neue Anwendung, im Beispiel sind dies verschiedene
Wohnungen mit verschiedenen Sensoren, andere Klassifikationsmerkmale (SVM-Arten) genutzt
werden müssen.
SVM sind also aufgrund der vielen Parameter- und Funktionsmöglichkeiten sehr flexibel
einsetzbar und finden daher in vielen Domänen Anwendung. Allerdings muss darauf geachtet
werden, dass das SVM dennoch innerhalb einer Anwendungsdomäne von einem Szenario aufs
andere übertragbar ist und nicht zu spezifisch auf eine konkrete Anwendung, wie beispielsweise
eine Person in einer ganz bestimmten Wohnung, angepasst wird.
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Tabelle 3.5: Genauigkeitsvergleich mit drei unterschiedlichen Datensäzten von verschiedenen
Modellen: Conditional Random Field (CRF), Clustered Support Vector Machine (CSVM),
Cost-Sensitive SVM (CS-SVM), Over Sampling SVM (OS-SVM) und Systhetic Minority














Datensatz 3 CS-SVM 24,7%
SMOTE-SVM 28,0%
OS-SVM 27,5%
3.1.3 Vergleich und Fazit
Die datenbasierten Modelle weisen viele Gemeinsamkeiten aber auch Unterschiede auf. Daher
sollen diese in diesem Kapitel miteinander verglichen werden, um anschließend ein Resümee zie-
hen zu können. Verglichen werden nicht die einzelnen Eigenschaften jedes vorgestellten Modells,
denn diese sind in den vorhergehenden Kapiteln nachlesbar. Stattdessen sollen die ADL-Er-
kennungsgenauigkeiten der einzelnen Modelle miteinander verglichen werden. Der Eigenschafts-
vergleich wird hier vernachlässigt, da die stochastischen Modelle unter gegebenen Bedingungen
ineinander umwandelbar sind und alle Modelle unter den gleichen Umständen auf das HAR-
Szenario in Privatwohnungen angewandt werden könnten, wie das Schlafstubenbeispiel jeweils
gezeigt hat. Beispielsweise kann das HMM als einfachster Spezialfall eines BN angesehen werden
[90]. Das Relational Markov Network (RMN) ist ein ungerichteter Graph [152] und somit ein
Spezialfall oder eine Erweiterung von CRF [153].
Eine Studie [79] vergleicht ein Naive Bayes’schesNetzwerk (BN), einHiddenMarkov Model
(HMM), ein Conditional Random Field (CRF) und eine Support Vector Machine (SVM) an
drei Datensets, die in drei Apartments aufgenommen wurden, welche mit Infrarotbewegungssen-
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soren und magnetischen Türsensoren ausgestattet wurden und von drei verschiedenen Personen
bewohnt wurden. Die Genauigkeiten werden in Tabelle 3.6 dargestellt. Im ersten Datensatz
schneidet das BN dicht gefolgt mit nur 0,83% Unterschied vom HMM am besten ab. Im zweiten
Datensatz ist wieder das BN am erfolgreichsten. Dieses Mal allerdings dicht gefolgt vom SVM
mit einem Unterschied von nur 1,39%. Der dritte Datensatz wird vom SVM dominiert, wobei
die anderen Modelle mindestens knapp 4% schlechter sind. Im Genauigkeitsdurchschnitt liegt
das SVM mit 91,52% vorn, gefolgt vom BN und HMM und das CRF schließt mit 86,04% am
schlechtesten ab.
Tabelle 3.6: Testergebnisse eines HAR-Modellvergleiches. Es wurden ein Naive Bayes’sches
Netzwerk (BN), ein Hidden Markov Model (HMM), ein Conditional Random Field (CRF)
und eine Support Vector Machine (SVM) an drei verschiedenen Datensets untersucht und de-
ren ADL-Erkennungsgenauigkeit ausgewertet.
Modelle Datensatz 1 Datensatz 2 Datensatz 3 Durchschnitt
BN 92,91% 90,72% 88,81% 90,82%
HMM 92,07% 89,61% 90,87% 90,85%
CRF 85,09% 82,66% 90,36% 86,04%
SVM 90,95% 89,35% 94,26% 91,52%
Es wurde noch ein weiterer Test durchgeführt dessen Ergebnisse in der Tabelle 3.7 gezeigt
werden. Hier wurde nur das SVM genutzt, da es als Testsieger aus dem vorhergehenden Test
heraustrat. Der Lernalgorithmus wurde hier verändert. Die erste Variante bestand darin, das
SVM nur nach Mustern (ADL) suchen zu lassen, die von Menschen gewünscht waren und in
den Trainingsdaten annotiert waren. Die zweite Variante bestand darin, die SVM nach weiteren
nicht annotierten Klassen suchen zu lassen und diese zu den bisherigen Klassen hinzuzufügen.
In der zweiten Variante erzielt das SVM eine höhere Zuordnungsrate, da in der Studie heraus-
gefunden wurde, dass in den vom Menschen selbst annotierten Trainingsdaten nur ca. 40% aller
Sensordaten wirklich über den gesamten Zeitraum von sechs Monaten annotiert wurden [79].
Tabelle 3.7: Anwendungsgenauigkeit einer Support Vector Machine (SVM) bei unterschiedli-
chen Lernalgorithmen. Im Ersten Beispiel wurde nur nach den annotierten Aktivitäten (ADL)
gesucht. Im Zweiten Fall wurden auch nicht annotierte ADL in der Klassifikation berücksichtigt.
Format Datensatz 1 Datensatz 2 Datensatz 3
nur annotierte Daten 60,55% 49,28% 74,75%
inkl. nicht annotierter Daten 71,08% 59,76% 84,89%
In den Ergebnissen der beiden Studien ist zu erkennen, dass Genauigkeiten recht dicht bei
einander liegen, sodass keines der Modelle herausragend besser abschneidet. Somit können im
Zweifelsfall alle vier Modelle für HAR angewandt werden. Bemerkenswert ist jedoch die hohe
Rate von 40% nicht annotierter Daten. Das bedeutet im Umkehrschluss, dass nur 60% der
Daten zum Lernen und Evaluieren genutzt werden konnten. Bei 6 Monaten sind dies immer noch
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knappe 4 Monate, die die Ergebnisse untermauern. Dennoch zeigt dieser Umstand drastisch auf,
wie unzuverlässig von Menschen annotierte Daten wirklich sind.
Während der Recherchen für diese Abhandlung ist aufgefallen, dass nur wenige Beispiele für
NeuronaleNetze (NN) für HAR existieren. Daher war es auch nicht einfach eine Vergleichsstudie
zu finden, in der ein NN enthalten ist. Eine Studie [63] vergleicht supervised Self-Organizing
Maps (SSOM)[154, 155], welche eine Unterart von NN sind, mit SVM, um Haushaltsgeräte
anhand von Stromverbrauchsdaten zu erkennen. Der Test bezieht sich nicht auf HAR aber
stellt dennoch ein Genauigkeitsvergleich der Arbeitsweisen der Modelle dar [63]. Um dieses
Beispiel auf ein HAR-Szenario zu übertragen, müssten statt Stromdaten, die Haushaltsgeräte
als Eingabedaten stehen und als Ausgabe das ADL eingesetzt werden. Die Tabelle 3.8 zeigt die
ausführlichen Ergebnisse. Je Modell werden die Trainingsdaten in vier Testszenarien aufgeteilt
und die Erkennungsgenauigkeit für jedes Haushaltsgerät ermittelt. Des Weiteren wurden je
Modell und Testszenario das Verhältnis von Trainingsdaten und Evaluierungsdaten variiert. Im
ersten Test werden 5% des Datensets zum Training verwendet und 95% für die Evaluierung. Im
zweiten Test lag das Verhältnis bei 10% zu 90%, danach 20% zu 80%. Der letzte Anwendungsfall
unterscheidet sich je Modell. Das SVM wurde mit 30% trainiert und 70% getestet, wobei das
SSOM mit 67% trainiert und 33% evaluiert wurde. Es ist ersichtlich, dass das SVM in allen
Testszenarien besser abschneidet als das SSOM. Des Weiteren ist ableitbar, dass das SVM mit
weitaus weniger Trainingsdaten schon sehr gute Ergebnisse erzielt als das SSOM. Das SVM
erzielt mit 20% der Trainingsdaten schon 100% Wiedererkennung wobei das SSOM selbst beim
lezten Test nur knapp an die 100% heranreicht. Das ist ein Grund, warum NN bei HAR weniger
Anwendung finden, obwohl sie das menschliche Gehirn am besten nachbilden [144].
Tabelle 3.8: Vergleich der Erkennungsgenauigkeiten von supervised Self-Organizing Maps
(SSOM) mit Support Vector Machines (SVM) durch vier Testszenarien.
SVM SSOM
Datensatz Genauigkeit Datensatz Genauigkeit
Datensatz 1 97,92% Datensatz 1 76,23%
Datensatz 2 97,81% Datensatz 2 92,26%
Datensatz 3 100% Datensatz 3 94,90%
Datensatz 4 100% Datensatz 4 99,19%
Es gibt weitere Studien, die die gängigsten Modelle in HAR vergleichen [65, 126, 156, 157].
Diese ermittelten, im Gegensatz zu der vorher genannten Studie [79], dass das CRF die besten
HAR-Ergebnisse liefert. Die Studie [65] testete vier Modelle (BN, HMM, CRF und SVM) in drei
sehr unterschiedlichen Apartments. Die Unterschiede bestanden nicht nur im Grundriss, sondern
auch in der Sensorausstattung. Somit belegt diese Studie auch die Übertragbarkeit der Model-
le auf verschiedene Wohnungs- und Sensorszenarien. Einzelheiten zu den Szenarien können der
Studie [65] entnommen werden. Die Tabelle 3.9 zeigt die Vergleichsresultate. Je Apartment wur-
den die Bewertungskriterien Wirksamkeit, Sensitivität, F-Maß und Genauigkeit (Definitionen
im Kapitel 3) berechnet. Ebenso wurden verschiedene Sensordatenrepräsentationen untersucht:
Rohdaten, Veränderungen und letzte Änderung der Sensorwerte. Einfach bedeutet in diesem
Fall, eine geringe Anzahl an Räumen und Sensoren. Die besten Resultate erzielt das CRF in der
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Genauigkeit mit der Repräsentation der letzten Änderung der Sensorresultate. Die restlichen
Bewertungsmetriken erzielen die besten Ergebnisse bei der Darstellung der Zustandsänderung.
Wobei das HSMM in Sensitivität und F-Maß knapp vor dem HMM liegt und das CRF bei
Wirksamkeit dominiert.
Der zweite Anwendungsfall repräsentiert den mittleren Schweregrad des zweiten Datensatzes.
In der Genauigkeit dominiert das CRF mit der Zustandsänderungsrepräsentation und bei den
restlichen Metriken das HSMM ebenfalls mit in der Repräsentation der Zustandsänderungen.
Der dritte Anwendungsfall stellt den schwersten Test in dieser Reihe dar, daher fallen die
Resultate auch deutlich geringer aus. Das CRF dominiert wieder die Genauigkeit, dieses Mal
allerdings in der Repräsentation der letzten Sensoränderungen und das HSMM dominiert die
restlichen Metriken.
Zusammenfassend kann zu dieser Studie gesagt werden, dass die Rohdatendarstellung immer
zu den schlechtesten Ergebnissen führte und die Zustandsänderung am häufigsten zu den besten
Ergebnissen. Bei Wirksamkeit, Sensitivität und F-Maß besticht das HSMM dicht gefolgt vom
HMM. Wobei die Genauigkeit vom CRF dominiert wird. Auch dieses Beispiel belegt, dass es
nicht das eine Modell gibt, welches in allen Anwendungsszenarien des HAR in Privatwohnungen
die besten Ergebnisse erzielt.
Die Modelle: HMM, HSMM und CRF wurden in einer weiteren Studie [116] nochmals mit-
einander verglichen. Um den Vergleich zu komplettieren wurde noch ein Semi-Markov CRF
(SMCRF) hinzugefügt. Die Tabelle 3.10 vergleicht die benötigte Rechenzeit der vier Modelle fürs
Training und HAR untereinander. Die Semi-Markov Modelle erhöhen den jeweiligen Rechenauf-
wand, wobei die Trainingszeit beim CRF von vornherein viel höher ist als beim HMM oder
HSMM und nur beim SMCRF extrem hoch wird. Somit stellt sich das HSMM beim Vergleich
der Laufzeiten als der klare Favorit heraus. Die Tabelle 3.11 zeigt die Metriken Wirksamkeit,
Sensitivität und F-Maß für die vier Modelle und vier unterschiedlichen Räume. Im ersten An-
wendungsfall Bad 1 dominiert das HSMM mit Sensitivität und F-Maß, wobei das SMCRF den
höchsten Wert bei Wirksamkeit erzielt. In der Küche 1 erzielt wieder das HSMM den höchsten
Sensitivitätswert. Allerdings dominiert nun das CRF die Wirksamkeit und das F-Maß. Wobei das
SMCRF mit nur 0,3% bzw. 0,2% schlechter als das CRF ist und somit als gleichstark angesehen
werden kann. Im zweiten Anwendungsfall Bad 2 dominiert deutlich das HSMM bei Sensitivität
und F-Maß. Bei der Metrik Wirksamkeit führt das SMCRF mit 0,3% knapp vor dem HSMM.
Bei Küche 2 dominiert wieder das HSMM die Sensitivität und F-Maß und das CRF erzielt
den höchsten Wert bei Wirksamkeit. Zusammenfassend kann hier nun gesagt werden, dass das
HSMM in allen vier Szenarien dominierend ist und das SMCRF nur minimal besser abschneidet
als das CRF.
Zusammenfassend über alle genannten Studien haben sich die HMM (respektive HSMM)
und das CRF am effektivsten für HAR herausgestellt, obwohl in einigen Studien die Ergebnisse
knapp beieinanderliegen. Ebenso zeigen die Studien, dass die Modellpräferenz je nach Anwen-
dungsszenario und Sensorauswahl unterschiedlich ist. Es wurde also nicht das
”
eine“ Modell für
HAR in Privatwohnungen gefunden.
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Tabelle 3.9: Resultate der ADL-Erkennung der Modelle: Bayes’sche Netz (BN), Hidden Markov
Model (HMM), Hidden Semi-Markov Model (HSMM) und Conditional Random Field (CRF)
mit den Sensorrepräsentationen (Repr.): Rohdaten (R), Änderungen (Ä) und letzte Änderung
(lÄ). Alle Angaben sind in %.
Modell Repr. Wirksamkeit Sensitivität F-Maß Genauigkeit
Erster Anwendungsfall
R 48,3 42,6 45,1 77,1
BN Ä 52,7 43,2 47,1 55,9
lÄ 67,3 64,8 65,8 95,3
R 37,9 45,5 41,0 59,1
HMM Ä 70,3 74,3 72,0 92,3
lÄ 54,6 69,5 60,8 89,5
R 39,5 48,5 43,2 59,5
HSMM Ä 70,5 75,0 72,4 91,8
lÄ 60,2 73,8 66,0 91,0
R 59,2 56,1 57,2 89,8
CRF Ä 73,5 68,0 70,4 91,4
lÄ 66,2 65,8 65,9 96,4
Zweiter Anwendungsfall
R 33,6 32,5 32,4 80,4
BN Ä 40,9 38,9 39,5 67,8
lÄ 43,7 44,6 43,3 86,3
R 38,8 44,7 40,7 63,2
HMM Ä 48,2 63,1 53,6 81,0
lÄ 38,5 46,6 41,8 48,4
R 37,4 44,6 39,9 63,8
HSMM Ä 49,8 65,2 55,7 82,3
lÄ 40,8 53,3 45,8 67,1
R 35,7 40,6 37,5 78,0
CRF Ä 48,3 51,5 49,7 92,9
lÄ 46,0 47,8 46,6 89,2
Dritter Anwendungsfall
R 19,6 16,8 17,8 46,5
BN Ä 39,9 30,8 34,5 57,6
lÄ 40,5 46,4 42,3 87,0
R 15,2 17,2 15,7 26,5
HMM Ä 41,4 50,0 44,9 77,2
lÄ 40,7 53,7 45,9 83,9
R 15,6 20,4 17,3 31,2
HSMM Ä 43,8 52,3 47,4 77,5
lÄ 42,5 56,0 47,9 84,5
R 17,8 21,8 19,0 46,3
CRF Ä 36,7 39,6 38,0 82,2
lÄ 37,7 40,4 38,9 89,7
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Tabelle 3.10: Laufzeitenvergleich von vier Modellen: Hidden Markov Model (HMM),
Hidden Semi-Markov Model (HSMM), Conditional Random Field (CRF) und Semi-Markov
Conditional Random Field (SMCRF). Die Abkürzungen bedeuten: Sek. = Sekunden, Min. =
Minuten, Std. = Stunden.
Modell HMM HSMM CRF SMCRF
Trainingszeit 2,9 Sek. 5,5 Sek. 63,6 Min. 54,9 Std.
HAR-Zeit 21,6 Sek. 37,4 Sek. 26,7 Sek. 35,3 Sek.
Tabelle 3.11: Vergleichsstudie zweier Anwendungen: Bad 1, Küche 1 und Bad 2, Küche 2. Es
wurden vier Modelle genutzt: Hidden Markov Model (HMM), Hidden Semi-Markov Model
(HSMM), Conditional Random Field (CRF) und Semi-Markov Conditional Random Field
(SMCRF). Alle Angaben sind in %. W steht für Wirksamkeit, S für Sensitivity und F für
F-Maß.
Bad 1 Küche 1
Modell W S F W S F
HMM 50,2 66,9 57,3 53,4 66,3 59,2
HSMM 69,5 84,7 76,4 58,6 71,8 64,5
CRF 72,6 73,7 73,1 63,4 70,9 67,0
SMCRF 75,3 74,7 75,0 63,1 70,9 66,8
Bad 2 Küche 2
Modell W S F W S F
HMM 48,4 57,3 52,5 45,9 49,0 47,4
HSMM 60,0 68,9 64,1 53,8 61,0 57,1
CRF 53,3 61,7 57,2 55,0 56,7 55,8
SMCRF 60,3 65,2 62,7 53,1 57,1 55,0
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3.2 Wissensbasierte Modelle
Wissensbasierte Modelle beruhen auf Wissen, welches aus Beobachtungen, Erfahrungen oder
logischen Schlüssen gewonnen wird. Dadurch kann eine Prüfung auf Vollständigkeit oder Wi-
derspruchsfreiheit oft nur eingeschränkt durchgeführt werden. Diese Modelle werden auch Top
down Ansätze oder als Oberbegriff für Expertensysteme genannt. Wissensbasierte Modelle wer-
den meist dann genutzt, wenn es keine geschlossene Theorie gibt, die den darzustellenden Sach-
verhalt beschreiben kann [158, 159, 160]. Das Wissen wird meist in formaler Form dargestellt,
in denen die Abhängigkeiten und Hierarchien dargestellt werden, um durch Reasoning und
Inferenz neues Wissen aus den gespeicherten Informationen abzuleiten [161], wie z.B. das aus-
geführte ADL. Im Folgenden werden Datenbanken und Ontologien als wissensbasierte Modelle
für HAR beschrieben. Das Schlafstubenbeispiel aus den vorhergehenden Kapiteln wird auch hier
als einfaches Beispiel zur Erklärung dienen (Definition in Kapitel 3). Des Weiteren werden die
Erläuterungen mit Beispielen aus der aktuellen Forschung belegt.
3.2.1 Datenbanken
Datenbanken oder auch Datenbanksysteme sind technische Systeme, um große Datenmengen
effizient, widerspruchsfrei und dauerhaft abzuspeichern [162, 163, 164]. Eine relationale Daten-
bank kann aus mehreren Tabellen bestehen, dessen Tabelleneinträge mit anderen Tabellenein-
trägen in Verbindung (Relation) gesetzt werden können. Über eine Datenbanksprache, wie z.B.
Structured Query Language (SQL) (auf Deutsch: Strukturierte Abfragesprache) [165, 166, 167],
können Abfragen an die Datenbank formuliert werden, um benötigte Teilmengen der gespeicher-
ten Daten in geeigneter Form darstellen zu können [168, 169, 170]. Datenbanken dienen also zur
Speicherung und Wissensdarstellung.
In der Forschung [171] wurden relationale Datenbanken zur Beschreibung der ADL, der Um-
gebung und der medizinischen Daten genutzt. Es soll damit eine universelle, formale Beschrei-
bung innerhalb der AAL-Domäne geschaffen werden, die sowohl für den Menschen als auch für
die Maschine interpretierbar ist. Mit diesem Ansatz können ADL erkannt werden, wenn die
passenden Informationen und Relationen in der Datenbank enthalten sind. Allerdings existieren
keine Lernalgorithmen und die Daten und Relationen müssen formal definiert werden.
Anhand des Schlafstubenbeispiels könnten die Tabellen wie in Bild 3.7 aussehen. Es existiert
je eine Tabelle für die Sensoren, die ADL und die Sensorereignisse. Jeder Eintrag erhält eine
eindeutige ID in der jeweils letzten Spalte. In diesem Beispiel ist nur eine Relation enthalten: Die
eindeutige Sensor ID (S ID) wird in der Ereignistabelle in der zweiten Spalte wiederverwendet.
Eine Regel oder Datenbankabfrage könnte nun lauten: WENN ein Datum in der Ereignistabelle
existiert, bei dem der Sensor mit der S ID gleich S2 existiert UND in der Spalte Attribut der
Ereignistabelle
”
Offen“ eingetragen ist, DANN gib folgende Daten aus: ADL mit der A ID gleich
A1 aus der Tabelle ADL. Das Ergebnis wäre das Wort
”
Lüften“. Mit dieser Regel würde das
Sensorereignis E2 auf das ADL Lüften schließen lassen.
Es existieren auch Datenbanken mit unscharfen Relationen. Fuzzy Datenbanken [172, 173]
erweitern das binäre Kalkül, welches nur Ergebnisse von 0 und 1 zulässt, auf weitere Zwi-





Diese Ergebnisse können z.B. durch eine Wahrscheinlichkeit repräsentiert werden. In der For-
schung [174] wurde dieses Prinzip angewandt, um potenzielle Notsituationen zu erkennen und












Abbildung 3.7: Beispielhafte Darstellung einer Datenbankrelation am Schlafstubenbeispiel. Die
eindeutige Sensor ID (S ID) ist in der Sensortabelle und in der Ereignistabelle wiederzufinden
und stellt somit eine einfache Relation dar, welche durch eine Linie repräsentiert wird.
hoch“ einzuführen.
In den vorgestellten Ansätzen existieren keine Lernalgorithmen oder Ähnliches, was die
benötigten Informationen in die Datenbanken einträgt oder die Regeln erlernt. Zur Erfüllung
der Anforderung A3:
”
Nutzerfreundliches HAR-System“ und der Schlussfolgerung, dass dazu
ein unüberwachter Lernalgorithmus von Nöten ist, reichen Datenbanken allein nicht für die
angestrebte Lösung in dieser Abhandlung aus.
3.2.2 Ontologien
Ontologien sind ein Mittel um Objekte und deren Zusammenhänge und Hierarchien in formaler
Sprache zu beschreiben. Sie dienen dazu das Wissen in menschen- und in maschinenlesbarer
Form darzustellen [175]. Ontologien stellen, im Gegensatz zu Datenbanken, Netzwerke von In-
formationen mit logischen Relationen dar und enthalten Inferenz- und Integritätsregeln. Diese
Regeln dienen dem Ziehen von Schlussfolgerungen und der Gewährleistung ihrer Gültigkeit. Die
Grundlagenliteratur bietet weitere detaillierte Informationen über Ontologien [176, 177, 178,
179].
Das Bild 3.8 zeigt eine schemenhafte Beispielontologie für das Schlafstubenszenario. Ein
Raum gehört zu einer Wohnung. Also ist die Wohnung eine Hierarchieebene höher als der Raum.
Einem Raum können mehrere Sensoren zugeordnet sein. Dem Sensor wiederum können meh-
rere Sensorereignisse zugeordnet sein, welche wiederum den ADL zugeordnet werden können.
Jedem dieser Objekte können weitere Attribute zugeordnet werden, so dem Sensorereignis ein
Zeitstempel oder das Attribut Zustand, womit z.B.
”
geöffnet“ für ein Fenstersensor gemeint sein
kann.
Die Ausprägungen der Attribute sind in der formalen Beschreibung der Ontologie zunächst
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Abbildung 3.8: Beispielontologie für das Schlafstubenbeispiel. Objekte werden durch Ovalen und
Zusammenhänge durch Pfeile dargestellt.
nicht enthalten und werden durch Instanzenbildung hinzugefügt. So können mehrere Ausprä-
gungen vom Objekt Sensorereignis mit unterschiedlichen Attributen existieren. Das Bild 3.9
zeigt eine mögliche Instanziierung für das Schlafstubenbeispiel. Dem Apartment A wurde der
Raum Schlafstube zugewiesen. Natürlich könnten an dieser Stelle weitere Räume folgen, aber der
Einfachheit halber wurden diese vernachlässigt. In der Schlafstube sind zwei Sensoren installiert.
Der Lichtsensor kann das Sensorereignis
”
an“ und das Sensorereignis
”
aus“ haben und jedes
Sensorereignis wurde den möglichen ADL zugeordnet. Beispielsweise existiert eine Verbindung
vom Sensorereignis
”
aus“ zum ADL Schlafen aber nicht vom Sensorereignis
”
an“ zum ADL




auf“ senden kann. Diese wurden auch sinnfällig den ADL zugeordnet.
In der Forschung hat die Nutzung formaler Beschreibungssprachen für HAR begonnen [180].
Die menschlichen Aktivitätsabläufe sowie das Umfeld und die genutzten Sensoren werden in
Ontologien beschrieben und Zusammenhänge zwischen denen definiert. Eine ADL-Erkennung
ist mit Ontologien möglich, allerdings beinhalten die genannten Studien noch keinen automati-
schen Lernalgorithmus und das nötige Wissen muss in den Ontologien enthalten sein. In einer
anderen Studie [181] wurden Ontologien mit räumlichen und temporalen Informationen genutzt.
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Abbildung 3.9: Schematische Darstellung einer möglichen Instanziierung der Beispielontologie
für das Schlafstubenbeispiel. Die Instanzen sind mit Ovalen gekennzeichnet wobei die semanti-
sche Bedeutung sowohl der Instanzen als auch der Relationen (Pfeile) in der oberen Hälfte des
Bildes zu finden sind.
Die Zusammenhänge zwischen den Ontologien werden hier im Bild 3.10 nochmals dargestellt.
Rechtecke stellen die Informationen dar und die Pfeile deren Abhängigkeiten. Durch Reasoning
kann es über die Verbindungen innerhalb der Ontologie eine Abhängigkeit zwischen Sensoren
und ADL geben. Das Bindeglied zwischen Sensoren und ADL sind die räumlichen Informationen.
Anders formuliert bedeutet dies, dass ein ADL vom Raum abhängig ist, in denen die Sensoren
installiert sind. Es existieren aber auch ADL, die raumübergreifend ausgeführt werden können,
wie Telefonieren oder Putzen.
Dennoch erzielt dieser Ansatz gute Ergebnisse bei der ADL-Erkennung. Die Ergebnisse wur-
den auf Basis eines öffentlich zugänglichen Datensets berechnet und gegen den mitgelieferten
Benchmark verglichen [65]. Im Benchmark wurde eine maximale Wirksamkeit von 43,8% und
eine maximale Sensitivität von 56,0% erreicht. Der Ontologieansatz erzielte in beiden Kriteri-
en eine höhere Rate: die Wirksamkeit liegt im Durchschnitt bei 76,2% und die Sensitivität im
Durchschnitt bei 70,3%. Der gleiche Benchmark findet auch in der Evaluierung (Kapitel 5.3)
des neu entwickelten HAR-Systems Anwendung, welches ab dem Kapitel 4 vorgestellt wird.
Zusammenfassend bieten Ontologien eine sehr gute Basis, um Anwendungsfelder und de-
ren Abhängigkeiten formal zu beschreiben. Dadurch können Informationen sowohl maschinen-
als auch menschenlesbar dargestellt werden. Durch Inferenz und Reasoning können neue Infor-
mationen aus den bestehenden Informationen auf Basis der Ontologieabhängigkeiten gewonnen
werden. Dies entspricht einem unüberwachtem Lernalgorithmus. Nachteilig ist allerdings, dass
keine neuen, der Ontologie unbekannten, Abhänigkeiten zwischen Sensoren und ADL erlernt
werden können.
43
Abbildung 3.10: Schematische Darstellung der Ontologieabhängigkeiten des Forschungsbeispiels.
Rechtecke stellen Ontologien bzw. Objekte und Pfeile deren Abhängigkeiten dar.
3.2.3 Wahrscheinlichkeitsbasierte Ontologien
Wahrscheinlichkeitsbasierte Ontologien sind Ontologien bei denen die Relationen zwischen On-
tologieobjekten unscharf definiert sind. Dafür werden Funktionen zur Berechnung der Unschärfe
zu jeder Relation hinzugefügt [182]. Das Schlafstubenbeispiel aus dem vorhergehenden Kapitel
über Ontologien kann hier genauso angwandt werden und wird daher nicht nochmals besprochen.
In der Forschung wurde z.B. eine Fuzzy-Ontologie [183] oder ein BeliefOWL [93] zur Be-
schreibung menschlichen Verhaltens verwendet. Das Evidential Ontology Network (EON) [22]
nutzt ein stochastisches Mapping als Relationen zwischen den Ontologieobjekten. Das Bild 3.11
zeigt die verwendeten Informationen in der Ontologie. Es werden die Zeit, die Räumlichkeiten,
die Sensoren, die Objekte an denen die Sensoren befestigt sind und die Sub-Aktivitäten defi-
niert. Sub-Aktivitäten sind kleine Teilhandlungen, die zu einem ADL zusammengefasst werden
können, z.B. kann das ADL
”






Mikrowelle benutzen“ bestehen. Je ADL existiert ein EON. Das ADL
bzw. EON, welches auf Basis der Sensordaten die höchste Wahrscheinlichkeit erzielt, wird als er-
kanntes ADL gewertet. Durch eine Belief-Funktion wird das stochastische Mapping ausgewertet
und eine Wahrscheinlichkeit für das ADL ausgegeben.
Das EON wurde mit dem gleichen Datenset und Benchmark evaluiert, dass auch für das
neue HAR-System dieser Abhandlung in Kapitel 5.3 verwendet wird. Im Benchmark wurden
eine maximale Genauigkeit von 96,4% und eine durchschnittliche Genauigkeit von 82,4% über
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Abbildung 3.11: Schematische Darstellung der Ontotlogieabhängigkeiten des Forschungsbei-
spiels. Rechtecke stellen Objekte und Linien deren Abhängigkeiten dar. Die * stehen für das
stochastische Mapping.
alle vier im Benchmark verwendeten Modelle erreicht. Wobei das EON eine durchschnittliche
Genauigkeit von 82,9% erreicht hat. Es schneidet also schlechter als das beste Modell im Bench-
mark ab, ist aber genauso gut wie der Durchschnitt über alle vier im Benchmark verwendeten
Modelle. Nähere Informationen zum Benchmark werden im Kapitel 5.1 gegeben.
Zusammenfassend ist die wahrscheinlichkeitsbasierte Ontologie eine Erweiterung der Onto-
logie. Sie lässt Ungenauigkeiten und somit auch Ähnlichkeiten zu, die dem menschlichen Verhal-
ten entsprechen. Zudem arbeitet eine Ontologie ohne überwachtes Lernen. Dies wird durch die
Wissensrepräsentation in der Ontologie erreicht, die im Vorfeld definiert werden muss. In den
bisherigen Forschungen geschieht dies noch nicht automatisiert.
3.2.4 Fazit
In den vorgehenden Kapiteln wurden Datenbanken und Ontologien auf ihre HAR-Tauglichkeit
untersucht. Datenbanken speichern tabellarische Informationen und sind vor allem für große
Datenmengen geeignet. Durch Datenbanksprachen können Abfragen formuliert werden, um so
Teilmengen der Datenbankinformationen darstellen zu können. Relationale Datenbanken ent-
halten Verbindungen zwischen einzelnen Tabellen einer Datenbank. Diese Verbindungen können
auch wahrscheinlichkeitsbasiert sein. Durch diese Verbindungen können ADL erkannt werden
und eine Wahrscheinlichkeitsverteilung der ADL errechnet werden. Leider fehlt ein automati-
sierter Lernansatz.
Ontologien beschreiben Objekte und deren Zusammenhänge. Sie bilden Hierarchien ab und
sind sowohl menschen- als auch maschinenlesbar. Durch Inferenz und Reasoning können neue
Informationen aus den Relationen der Objekte abgeleitet werden. Somit gleichen die Inferenz
und das Reasoning einem unüberwachten Lernansatz. Aber Ontologien und dessen Relationen
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müssen im Vorfeld definiert werden. Wie in Kapitel 2.1.2 schon definiert ist, müssen Informatio-
nen, die nicht erlernt werden können, im Vorfeld im HAR-System abgebildet sein. Daher stellen
Ontologien einen erhöhten initialen Aufwand dar.
Zusammenfassend eignen sich die wahrscheinlichkeitsbasierten Ontologien zur Darstellung
menschlichen Verhaltens am besten. Durch stochastische Relationen zwischen den Informationen
wird das nichtdeterministische Verhalten des Menschen widergespiegelt. Die Objekt- und deren
Hierarchiedarstellungen in der Ontologie können von Anwendung zu Anwendung übertragen
werden, auch wenn ggf. eine Erweiterung nötig ist.
3.3 Voraussetzungen und Anforderungen an das zu ent-
wickelnde HAR-System und ableitbare Forschungsfra-
gen
In diesem Abschnitt sollen die Modelle der aktuellen Forschung gegen die Ziele und Anforde-
rungen, die in Kapitel 1 und 2 formuliert wurden, verglichen werden. Für eine bessere Übersicht
wurden sowohl die Ziele als auch die Anforderungen nochmals in Tabelle 3.12 gelistet.
Bei den datenbasierten Modellen gibt es sehr viele HAR-Modelle. Dennoch haben sich die
Gruppe der Hidden Makrov Models (HMM) und Conditional Random Fields (CRF) am
häufigsten in den Tests durchgesetzt. Unter den Ontologien hat sich die wahrscheinlichkeits-
basierte Ontologie (wb. Ontologie) als beste HAR-Repräsentation herausgestellt. Diese drei
Gruppen werden in Tabelle 3.13 den Anforderungen und Zielen gegenübergestellt. Da A3 zwei
Schlussfolgerungen mit sich zieht, wurde A3 in A3.1 und A3.2 unterteilt.
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Tabelle 3.12: Ziele und Anforderungen an ein neues HAR-System.
Ziele
Nummer Zielinhalt
Z1 Zielgruppe: allein lebende Personen in Privatwohnungen
Z2 Erhaltung der Lebensqualität
Z3 Erkennen von wohnungsbezogenen ADL








Unabhängigkeit von Grundriss, Aus-
stattung und Sensoren
A3 Nutzerfreundlichkeit




















In der Tabelle 3.13 wird ein erfüllbar vergeben, sobald das Ziel oder die Anforderung durch
die Eigenschaften der Modellgruppe erfüllt sind ohne dafür andere Anforderungen zu gefährden.
Ein nicht erfüllt wird vergeben, wenn die Modellgruppe nicht in der Lage ist, die Anforderung
zu erfüllen. Sobald z. T. erfüllbar eingetragen ist, bedeutet dies, dass die Modellgruppe nur
einen Teil der Anforderung abdecken kann.
Die Ziele Z1 bis Z4 werden von allen Modellen erfüllt, schließlich finden alle Modelle schon
Anwendung im AAL und erfüllen somit auch dessen Ziele. Die Anforderung A1 beinhaltet
die Nutzung minimalinvasiver Sensoren. Diese Anforderung erfüllen auch alle Vergleichsmo-
delle. Je nach Konfiguration der Modelle können sie auf der Basis minimalinvasiver Sensoren
und deren geringeren Informationsgehalt auf ADL schließen. Bei der Anforderung A2 sieht
es schon etwas anders aus. Die Gruppen der HMM und CRF können trainiert werden, somit
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Tabelle 3.13: Vergleich der Modelle der aktuellen Forschung mit den Zielen und Anforderungen




HMM CRF wb. Ontologie
Z1 erfüllbar erfüllbar erfüllbar
Z2 erfüllbar erfüllbar erfüllbar
Z3 erfüllbar erfüllbar erfüllbar
Z4 erfüllbar erfüllbar erfüllbar
A1 erfüllbar erfüllbar erfüllbar
A2 erfüllbar erfüllbar nicht erfüllbar
A3.1 nicht erfüllbar nicht erfüllbar z.T. erfüllbar
A3.2 nicht erfüllbar nicht erfüllbar z.T. erfüllbar
A4 erfüllbar erfüllbar erfüllbar
A5 z.T. erfüllbar z.T. erfüllbar z.T. erfüllbar
A6 nicht erfüllbar nicht erfüllbar nicht erfüllbar
A7 erfüllbar erfüllbar erfüllbar
können diese Modelle z.B. auch die Eigenschaften eines neuen Grundrisses, Sensoren und deren
Abhängigkeiten erlernen. Eine Ontologie kennt nur die Abhängigkeiten, die in ihr gespeichert
wurden. Wird in einem neuen Anwendungsszenario eine neue Raumart verwendet, muss die-
se und deren Abhängigkeiten zu den bestehenden Ontologieobjekten hinzugefügt werden. Die
Anforderungen A3.1 und A3.2 werden von keiner der Modellgruppen erfüllt. A3.1 fordert eine
leichte Wissensakquise in der Initialphase, da alle genannten stochastischen Modelle auf anno-
tierten Sensordaten basieren. Je Anwendungsfall muss ein neuer annotierter Datensatz angelegt
werden. Dies bedeutet, dass entweder die zu beobachtende Person oder mehrere und z.T. auch
invasive Sensoren eingesetzt werden müssen, um die Annotationen der Sensordaten zu erhalten.
Diese annotierten Daten werden benötigt, um die Modelle überwacht zu trainieren. Daher wird
die Anforderung A3.1, die einen unüberwachten Lernalgorithmus fordert, auch nicht erfüllt. Es
gibt einige wenige stochastische Modelle, die unüberwacht trainiert werden können [79, 181,
184]. Allerdings basieren diese auf vordefinierten und nicht erlernten Aktivitäten. Somit wären
die Anforderung A2 und das Ziel Z4 nicht erfüllt. Bei Ontologien kann durch Inferenz und Rea-
soning neues Wissen aus den Abhängigkeiten der Ontologie abgeleitet werden. Die Anforderung
A4 kann von allen Modellgruppen erfüllt werden. Es ist schwierig Sensorkombinationen im Mo-
dell selbst abzubilden, z.B. durch die Markov-Eigenschaft des HMM. Daher werden Segmente
ausgewertet. Ein Segment ist eine zeitlich geordnete Reihe an Sensorereignissen. Somit befinden
sich die Kombinationen im Segment. Die Anforderung A5 legt fest, dass dieses Problem effizient
gelöst werden soll. Es gibt viele Segmentierungsstrategien (siehe Kapitel 2.1.3), auch lernfähige.
Dennoch wird je Segment nur ein ADL erkannt. Somit können keine parallelen oder verschach-
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telten ADL erkannt werden. Selbst sequentielle ADL innerhalb eines Segments werden nicht
erkannt. Womit alle Modellgruppen die Anforderung A6 nicht erfüllen. Die Anforderung A7, die
das Abbilden von menschlichen Ungenauigkeiten und von Ähnlichkeiten im Handeln fordert,
können alle Modellgruppen erfüllen, da sie auch in der Lage sind mit Wahrscheinlichkeiten zu
arbeiten.
Da Ontologien A2 nicht erfüllen, werden HMM und CRF bevorzugt. Somit wird ein stochas-
tisches Modell gesucht, das zusätzlich zu den schon erfüllten Anforderungen die Anforderungen
A3 und A6 erfüllt und die Anforderung A5 so erfüllt, dass A6 nicht gefährdet ist.
Aus dieser Anforderungsanalyse ergeben sich nun zwei Forschungsfragen:
1. Ist es möglich, ein HAR-Modell unüberwacht zu trainieren und dennoch eine leichte bis
gar keine Wissensakquise in der Initialphase zu verwenden?
2. Existiert eine geeignete Lösung des Segmentierungsproblems mit dem auch parallele ADL
erkannt werden können?
In dem folgenden Kapitel werden aktuelle Forschungen vorgestellt, die der Lösung dieser For-
schungsfragen sehr nah kommen.
3.4 Forschungsnaher Stand der Technik
In diesem Kapitel werden drei Beispiele des aktuellen Stands der Technik näher beschrieben und
kritisch betrachtet, die einer potenziellen Lösung der Forschungsfragen schon sehr nahe kommen.
Da datenbasierte HAR-Modelle alle überwacht lernen, fallen diese aus den hiesigen Betrachtun-
gen heraus. Dennoch soll ein anderes datenbasiertes Modell untersucht werden. Wissensbasierte
Modelle bilden in ihren HAR-Modellen, wie der Name schon sagt, sehr viel generisches Wissen
des Anwendungsfeldes bereits ab. Daher liegt es nahe, dass solche Modelle mit weniger Initi-
alwissen und somit weniger Aufwand in der Initialphase auskommen könnten. Es werden zwei
Ontologien vorgestellt, die unüberwacht trainiert werden und dennoch eine dem aktuellen Stand
der Technik entsprechende ADL-Erkennungsrate aufweisen können. Datenbasierte Modelle, wie
sie in den vorhergehenden Kapiteln vorgestellt wurden, werden fast ausnahmslos überwacht
trainiert. Daher ist es schwer, für diese Kategorie Beispiele, im Zusammenhang mit den im
letzten Kapitel genannten Forschungsfragen, zu finden. Dennoch wurde ein Beispiel gefunden,
welches im nachstehenden Kapitel näher betrachtet wird. Darauffolgend werden zwei Modelle
der wissensbasierten Modelle vorgestellt. Zusammengefasst wird der forschungsnahe Stand der
Technik mit einer erneuten Gegenüberstellung des Anforderungskatalogs und der hier bespro-
chenen Lösungen.
3.4.1 Unüberwachter Klassifizierungsalgorithmus
Als unüberwachter Lernsatz der datenbasierten Modelle wird hier ein Klassifizierungsalgorith-
mus vorgestellt [79]. Die Klassifizierung basiert auf der Damerau-Levenstein-Distance. Klassifi-
ziert wird eine vorbestimmte Menge an ADL. Es wurden zwei verschiedene Strategien getestet:
zu einem wurden alle ADL unüberwacht gelernt und zum anderen wurde eine Hälfte der ADL-
Klassen vordefiniert. Für die Evaluierung wurden drei Single-Wohnungen mit minimalinvasiven
Sensoren, wie Bewegungs- und Türsensoren, ausgestattet und über sechs Monate Daten aufge-




Leichte bis keine Wissensakquise in der Initialphase“ verbirgt. Lediglich 42% der sechs
Monate wurden auch wirklich durch den jeweiligen Bewohner annotiert. Somit reduziert sich
die Evaluierungsmenge auf knappe zweieinhalb Monate, obwohl die Annotation der ADL mit
technischer Hilfe stattgefunden hat. Wurde ein ADL durch den Menschen durchgeführt, loggte
er diese über eine Oberfläche eines Tablets ein, die die zur Auswahl stehenden ADL anzeigte.
Als Segmentierungsstrategie wurde ein sliding window Ansatz über ein Intervall von 20 Senso-
rereignissen gewählt. Zur Evaluierung wurde auf Basis der Konfusionsmatrix für jede der drei
Wohnungen die Genauigkeit berechnet. Die Ergebnisse werden in der nachstehenden Tabelle 3.12
angezeigt. Die Genauigkeiten der ADL-Erkennung sind inklusive vordefinierter ADL-Klassen um
Abbildung 3.12: Ergebnisse der ADL-Erkennung mit und ohne vordefinierten Mustern bzw.
Klassen. Die drei Datensätze stehen für drei Single-Wohnungen, die zur Evaluierung der Klas-
sifikation herangezogen wurden.
ca. 10% je Datensatz, welcher je eine Wohnung darstellt, höher. Des Weiteren schwanken die
Genauigkeiten zwischen den Datensätzen von knapp 60% bis zu 85%, obwohl bei allen drei
Datensätzen die gleichen Sensortypen und die gleichen zu erkennenden ADL verwendet wur-
den. Nur die Person und der Grundriss waren unterschiedlich. Somit erfüllt dieser Ansatz das
Kriterium der Skalierbarkeit (Anforderung A2) nicht. Ebenso hat sich im aktuellen Stand der
Forschung eine Genauigkeit von 80% bis durchschnittlich 95% etabliert. Somit ist die Erken-
nungsrate in diesem Ansatz noch nicht zufriedenstellend. Dennoch zeigt dieser unüberwachte
Klassifizierungsalgorithmus auf, dass eine ADL-Erkennung ohne überwachtes Training möglich
ist.
3.4.2 Unüberwachtes Lernen mittels einer Ontologie
In einem Forschungsprojekt [181] wird eine Ontologie verwendet, um die initial bekannten Zu-
sammenhänge zwischen Menschen, Räumen, Sensoren und ADL darzustellen. Das bedeutet, dass
in der Initialphase die vor Ort individuell vorliegenden Eigenschaften in die Ontologie eingepflegt
werden (Anforderung A3.1
”
Leichte bis keine Wissensakquise in der Initialphase“). Somit wird
in der Initialphase zwar keine Annotation der Daten vom Bewohner benötigt, aber dennoch
müssen detaillierte Daten erhoben werden. Die Zusammenhänge zwischen den Daten müssen
in der Ontologie enthalten sein. Zusammenhänge, die nicht in der Ontologie eingepflegt wur-
den, können auch nicht durch den unüberwachten Lernalgorithmus, das sogenannte Reasoning,
erkannt werden. Somit ist auch hier die Anforderung A2
”
Skalierbarkeit“ nur bedingt erfüllt.
Als Segmentierungsstrategie wurde ein temporaler, spacialer und objektsemantischer Ansatz
verfolgt. Temporal bedeutet in diesem Zusammenhang, dass Sensorereignisse, die in einem be-
stimmten Zeitintervall liegen, zu einem Segment und somit zu einem ADL gezählt werden. Wird
das Zeitintervall überschritten, wird ein neues Segment begonnen und somit ein neues ADL.
Ein spaciales Segment besagt, dass ein ADL in einem bestimmten Raum oder Zone stattfin-
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den muss. Wird diese Lokalität verlassen, wird das Segment abgeschlossen und ein neues ADL
vermutet. Der objektsemantische Ansatz sucht in den Sensorereignissen nach bestimmten Key-
Sensorereignissen. Key-Sensorereignisse sind Sensorereignisse, die auf genau ein ADL oder mit
einer sehr hohen Wahrscheinlichkeit auf ein ADL schließen lassen.
Für das Training und die Evaluierung wurde ein online verfügbarer Datensatz [65] ver-
wendet, der Sensordaten von drei Single-Wohnungen enthält, die über durchschnittlich 14 Tage
aufgezeichnet wurden. Es wurden minimalinvasive Sensoren, wie beispielsweise Bewegungsmel-
der, Türkontakte und Druckmatten, verwendet. Für die Evaluierung wurden vom Bewohner
durchgeführte Annotationen verwendet, die entweder per Hand oder mit Hilfe von Spracherken-
nung über ein Headset aufgezeichnet wurden. Zur Bewertung der ADL-Erkennung wurde auch
hier wieder eine Konfusionsmatrix je Wohnung erstellt und die Wirksamkeit und Sensitivität
berechnet. Im Durchschnitt über alle drei Wohnungen wurde eine Wirksamkeit von 76,2% und
eine Sensitivität von 70,2% erreicht. Diese Ergebnisse spiegeln den aktuellen Stand der Technik
gut wider und liegen im derzeitigen Durchschnitt der Wirksamkeit und Sensitivität. Somit zeigt
auch dieser Ansatz, dass ein unüberwachtes Lernen für HAR möglich ist.
3.4.3 Wahrscheinlichkeitsbasierte Ontologie
Wahrscheinlichkeitsbasierte Ontologien bilden die menschlichen Unberechenbarkeiten (Anfor-
derunge A7) besser ab als normale Ontologien. In der Forschung [22] wurde solch eine wahr-
scheinlichkeitsbasierte Ontologie mit unüberwachtem Lernalgorithmus für die ADL-Erkennung
verwendet. Das Prinzip der Wissensdarstellung des unüberwachten Lernens ist denen der nor-
malen Ontologie gleich. Der Unterschied liegt in der Abbildung der Zusammenhänge zwischen
den Objekten innerhalb der Ontologie. Während in einer normalen Ontologie eindeutige Zu-
sammenhänge verwendet werden, sind diese in der wahrscheinlichkeitsbasierten Ontologie einer
Ungenauigkeit versehen. Beispielsweise ist die Wahrscheinlichkeit, dass ein Mann lange Haa-
re hat, geringer, als dass er kurze Haare hat. Auf die hiesige Anwendungsdomäne übertragen
würde bei der Nutzung der Badtür dem ADL Toilettennutzung eine höhere Wahrscheinlichkeit
zugeordnet werden als dem ADL Duschen. Ein Auszug aus der wahrscheinlichkeitsbasierten
Ontologie wird im Bild 3.13 angezeigt.
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Abbildung 3.13: Darstellung eines ausgewählten Teils der wahrscheinlichkeitsbasierten Ontologie
für ein ADL namens Frühstück zubereiten (aus dem Englischen: prepare breakfast). [22]
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Das Bild 3.13 zeigt nur den Teil der wahrscheinlichkeitsbasierten Ontologie, der zu dem
ADL Frühstück zubereiten gehört. Diese komplexen Zusammenhänge müssen für jedes ADL
definiert werden. Bei der Vielzahl an möglichen Sensoren, ADL und deren Zusammenhängen
ist abzusehen, dass bei Übernahme der wahrscheinlichkeitsbasierten Ontologie in eine andere
Wohnung Teile der Ontologie abgeändert oder hinzugefügt werden müssen. Somit ist auch hier
die Anforderung A3.1
”
Leichte bis keine Wissensakquise in der Initialphase“ nur zum Teil erfüllt.
Es wurde ein Datensatz einer Single-Wohnung verwendet, der durch 14 Türkontaktsensoren
erzeugt und über 28 Tage aufgezeichnet wurde. Für die Evaluierung wurde über Spracherken-
nung und einem Headset die Annotationen durchgeführt. Als Segmentierungstrategie wurden
drei Ansätze verfolgt: location based, model based und dominant model based. Location based
Segmentierung geht von der Annahme aus, dass ein ADL auf einen Ort bzw. Raum beschränkt
ist. Wird der Raum verlassen, wird ein neues Segment begonnen und somit auch ein neues ADL.
Model based fasst alle Sensorereignisse in einem Segment zusammen, wenn aufeinanderfolgende
Sensorereignisse auch in der Ontologie mit der gleichen Menge an ADL verbunden sind. Ändert
sich die Menge, sobald ein neues Sensorereignis hinzugenommen wird, gehört das neue Sensorer-
eignis schon zum nächsten Segment. Der dominant model based Ansatz bezieht sich wieder auf
Key-Sensorereignisse, sodass ein Segment endet, sobald ein neues Key-Sensorereignis eintrifft,
welches mit einer sehr hohen Wahrscheinlichkeit auf ein bestimmtes ADL hinweist. Die ADL-
Erkennung wurde auch hier wieder mit einer Konfusionsmatrix bewertet und darauf basierend
die Genauigkeit für die drei Segmentierungsstrategien berechnet. So erzielte die location based
Segementierung 81,6%, die model based Segmentierung 81,6% und die dominant model based
Segmentierung 82,9%. Somit liegen die Ergebnisse innerhalb der durchschnittlichen Genauigkeit
des aktuellen Stands der Technik und auch dieser Forschungsansatz hat gezeigt, dass es möglich
ist mit einem unüberwachten Lernalgorithmus eine ADL-Erkennung zu gewährleisten.
3.4.4 Anforderungsgegenüberstellung und Fazit
In diesem Abschnitt werden die drei forschungsnahen Ansätze des aktuellen Stands der Technik,
die in den letzten drei Abschnitten besprochen und kritisch betrachtet wurden, mit dem Durch-
schnitt der Anforderungen des allgemeinen Stands der Technik verglichen. In der Tabelle 3.14
werden in der linken Spalte die Anforderungen und Ziele an ein neues HAR-System gelistet.
In der mittleren Spalte wird der Durchschnitt des allgemeinen Stands der Technik angezeigt
und in der rechten Spalte wird der Durchschnitt des forschungsfragennahen Stands der Technik
gelistet.
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Tabelle 3.14: Vergleich des Erfüllungsgrades der Ziele und Anforderungen an ein neues HAR-
System (linke Spalte) mit dem Durchschnitt des allgemeinen Stands der Technik (mittlere Spal-










A2 erfüllbar z.T. erfüllbar
A3.1 nicht erfüllbar z.T. erfüllbar
A3.2 nicht erfüllbar erfüllbar
A4 erfüllbar erfüllbar
A5 z.T. erfüllbar erfüllbar
A6 nicht erfüllbar nicht erfüllbar
A7 erfüllbar erfüllbar
Die Ziele (Z) des AAL werden von beiden Forschungsgruppen erfüllt. Bei den Anforde-
rungen, die aus der Anwendungsanalyse abgeleitet wurden, wurden die Karten neu gemischt.
Die erste Anforderung
”
Nutzung minimalinvasiver Sensoren“ wird weiterhin auch von der for-
schungsfragennahen Gruppe erfüllt. Die Skalierbarkeit, Anforderung A2, wird durch den Durch-
schnitt des allgemeinen Stands der Technik gut erfüllt, aber durch die forschungsfragennahen
Lösungen ist diese Anforderung nur zum Teil erfüllbar. Schuld daran ist der Trade off zwischen
unüberwachtem Lernalgorithmus und den daraus resultierenden vordefinierten Informationen.
Einem unüberwachten Lernalgorithmus fehlen die Informationen, die die Kontrollinstanz beim
überwachten Lernen liefert. Dieses fehlende Wissen muss anders dem HAR-Modell zugeführt
werden. Eine Möglichkeit ist die Definition dieser Informationen im HAR-Modell und/oder
die Erhebung dieser fehlenden Informationen in der Initialphase. Somit ist auch die Anfor-
derung A3.1
”
Leichte bis keine Wissensakquise in der Initialphase“ nur zum Teil durch den
forschungsfragennahen Stand der Technik erfüllt. Dafür wurde die Anforderung A3.2 Nutzung
eines
”
unüberwachten Lernalgorithmus“ jetzt vom forschungsfragennahen Stand der Technik
erfüllt, was der Durchschnitt des allgemeinen Stands der Technik nicht abdecken konnte. Die
Anforderung
”
Auswertung von Sensorereigniskombinationen“ kann weiterhin von beiden Grup-
pen erfüllt werden. Bei der nachstehenden Anforderung A5
”
Lösung des Segmentierungspro-
blems“ war der Durchschnitt des allgemeinen Stands der Technik nicht immer eindeutig, dafür
wurde in den Beispielen des forschungsfragennahen Stands der Technik das Segmentierungspro-
blem immer gut gemeistert. Die Anforderung A6, in der nicht nur sequentielle, sondern auch
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parallele ADL erkannt werden sollen, wird von beiden Forschungsgruppen leider nicht erfüllt.
Grund hierfür ist die Lösung des Segmentierungsproblems (A5). Da je Segment nur ein ADL
angenommen wird, können ADL übersehen werden und parallele ADL nie erkannt werden. Die
letzte Anforderung A7
”
Abbildung menschlicher Unberechenbarkeiten“ wird weiterhin auch von
der neuen forschungsfragennahen Gruppe erfüllt.
Aus der Gruppe des durchschnittlichen allgemeinen Stands der Forschung haben sich die
CRF und die Gruppe der MM herauskristallisiert. Im forschungsfragennahen Stand der Technik
haben die wahrscheinlichkeitsbasierten Ontologien am besten abgeschnitten. Die Hauptkritik
an den CRF bzw. MM ist, dass kein unüberwachter Lernalgorithmus benutzt werden kann. Die
Hauptkritik an den wahrscheinlichkeitsbasierten Ontologien ist, dass sie nur zum Teil skalierbar
sind, weil sie viel Wissen in der Initialphase abbilden müssen. Ontologien sind also etwas zu
aufwändig für unsere Anforderungen. Daher lautet die daraus abzuleitende, detailliertere, neue
Problemfragestellung:
1. Ist es möglich, die Wissensrepräsentation geringer als in einem Ontologieansatz zu gestal-
ten und dennoch ein HAR-Modell unüberwacht zu trainieren?
Wobei die zweite Forschungsfrage weiterhin erhalten bleibt:
2. Existiert eine geeignete Lösung des Segmentierungsproblems, mit dem auch parallele ADL
erkannt werden können?
Ontologien können aufgrund ihrer Mächtigkeit leider nicht verwendet werden. Daher soll nun
in den kommenden Kapiteln ein Lösungsansatz vorgestellt werden, der sich wieder auf die CRF-






Wie die Analyse des Stands der Technik ergeben hat, sind vor allem zwei Kombinationen
der Anforderungen noch nicht gelöst. Die erste Herausforderung ist die Kombination eines
unüberwachten Lernalgorithmus mit einer geringen Wissensakquise. Die Zweite ist das Segmen-
tierungsproblem zu lösen und trotzdem parallele ADL erkennen zu können. In beiden Fällen
muß ein Kompromiss gefunden werden, um alle Anforderungen hinreichend zu erfüllen. Aus
dieser offenen Forschungsfrage wurde die folgende Zielstellung dieser Dissertation abgeleitet:
In dieser Arbeit soll ein HAR-System für Privatwohnungen entwickelt werden, welches
nutzerfreundlich in allen drei HAR-Phasen für den Bewohner ist und der menschlichen
Natur entsprechend auch parallele ADL erkennt. Zusätzlich soll es die allgemeinen Ziele
des AAL erfüllen.





Lösung des Segmentierungsproblems“ und A6:
”
Erkennung
von sequentiellen und parallelen ADL“ zu erfüllen ohne die restlichen Anforderungen nicht zu
gefährden. Daher soll das neu zu entwickelnde HAR-System diese Anforderungen inklusive der
schon erfüllbaren Anforderungen abdecken.
Es soll nun ein grober Überblick des neuen HAR-Systems erfolgen. Das neue HAR-System
wird in den drei bewährten Phasen arbeiten, siehe Kapitel 2.1. Die Schritte der Initialphase
werden zusammen mit denen der Lernphase im Bild 4.1 dargestellt. In der Initialphase soll laut
den Anforderungen A3.1 keine oder eine geringe Wissensakquise durchgeführt werden und laut
A3.2 ein unüberwachter Lernalgorithmus verwendet werden. In Kapitel 2.1.2 wurde begründet,
dass ein unüberwacht lernendes HAR-System initiale Informationen benötigt, im Gegensatz zu
einem überwachten Lernen. Daher muss ein Kompromiss geschlossen werden und ein minimales
Set an a priori Wissen erhoben werden. Für das neue HAR-System werden in der Initialphase
nur die Informationen über verwendete Sensoren, gesuchte ADL und generisch ableitbare Zu-
sammenhänge zwischen Sensoren und ADL genutzt. Da das Nutzen von generischen Wissen das
Ziel Z4
”
Individualisierte Anpassung an die Bedürfnisse der Person“ nicht erfüllt, muss dieses
allgemeingültige Wissen in der Lernphase individualisiert werden.
In der Anwendungsphase wird laut Definition das HAR-Modell trainiert. Die einzelnen
Schritte des neuen HAR-Systems werden auch in Bild 4.2 dargestellt. Der aktuelle Stand der
Forschung hat ergeben, dass sich die Gruppe der Hidden Markov Modelle und die Gruppe der
Conditional Random Field bisher am geeignetsten erwiesen haben. Für das neue HAR-System
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Abbildung 4.1: Schematische Darstellung der Arbeitsschritte des neuen HAR-Systems in der
Initial- und Lernphase. Die Schritte der Initialphase befinden sich rechts und die der Lernphase
links.
wurde sich für ein Markov Modell entschieden. Ein Markov Modell hat in der Forschung bisher
schlechter abgeschnitten als die Hidden Markov Modelle. Dennoch hat es seine Vorteile. Laut
Anforderung A4 sollen Sensorereigniskombinationen ausgewertet werden und laut der Anforde-
rung A5 soll gleichzeitig das Segmentierungsproblem gelöst werden. In der Anwendungsphase
wird beides mit der Zustandsrepräsentation des Markov Modells erfüllt. Neu ist demnach die
Repräsentation der Sensorereigniskombinationen in den Markov Modellzuständen. Somit sind
die Zustände des Markov Modells bekannt und nicht verborgen, wie es bei einem Hidden Mar-
kov Modell wäre. Um die Anforderung A6 zu erfüllen wird die Anforderung A7, die Abbil-
dung menschlicher Unberechenbarkeiten, verfeinert. Markov Modelle basieren auf der Markov
Eigenschaft, die besagt, dass der aktuelle Zustand nur vom Vorgängerzustand abhängt. Das
menschliche Verhalten ist jedoch komplexer und dessen Zusammenhänge können weiter in die
Vergangenheit zurückgreifen als bis zum letzten Sensorereignis. Daher wurde ein zweites neues
Modell entwickelt. Dieses Impulsmodell basiert auf den Erkenntnissen der Psychologie und bil-
58
det das menschliche Erinnerungsvermögen ab. Durch die Kombination beider Modelle, kann das
in der Initialphase gewonnene generische a priori Wissen individuell angepasst werden und das
Ziel Z4 bleibt erfüllt. Das Ergebnis der Lernphase ist eine wahrscheinlichkeitsbasierte Verteilung
der ADL je Sensor, welche individuell auf den Nutzer zugeschnitten ist.
Abbildung 4.2: Schematische Darstellung der Arbeitsschritte in der Anwendungsphase des neuen
HAR-Systems. Sobald ein neues aktuelles Sensorereignis auftritt, werden alle Schritte durchlau-
fen.
In der Anwendungsphase soll das trainierte HAR-Modell angewandt werden, um vom Nut-
zer ausgeführte ADL wiederzuerkennen. Laut Anforderung A6 soll das neue HAR-System auch
in der Lage sein parallel durchgeführte ADL zu erkennen. Das neu geschaffene Impulsmodell
ermöglicht auch dies. Durch das Ergebnis des Impulsmodells und einiger neu entworfener Re-
geln, können parallel durchgeführte ADL erkannt und von sequentiellen ADL unterschieden
werden. Das Segmentierungsproblem der Anforderung A5 wird in der Anwendungsphase durch
das neue Impulsmodell gelöst. Es repräsentiert das menschliche Gedächtnis und somit auch die
Sensorkombinationen der Vergangenheit. Dadurch wird nur die Auswertung des aktuellen Zu-
standes des Impulsmodells benötigt, um das ausgeführte ADL zu erkennen. Das Problem der
Segmentierung entfällt dadurch. Das neue Ergebnis der Anwendungsphase ist eine Wahrschein-
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lichkeitsverteilung der ausgeführten ADL, in der die erkannten parallelen ADL hervorgehoben
werden.
Die Anforderung A2 bleibt weiterhin erfüllt, da die Modellkombination keine Informatio-
nen über den Grundriss, die Art der Sensoren oder Sensortypen benötigt und die restlichen
Abhängigkeiten in der Lernphase erlernt. Die Anforderung A1
”
Nutzung minimalinvasiver Sen-
soren“ wird durch eine neue Schnittstellendefinition erfüllt. Diese benötigt nur den kleinsten
gemeinsamen Nenner, den jeder Sensor zu schicken in der Lage ist.
In den kommenden Kapiteln wird das neue HAR-System im Detail beschrieben und an einem
Beispiel durchgerechnet. In Kapitel 4.1 werden zugrundeliegende Definitionen getroffen und die
Schnittstellendefinition der Sensoren beschrieben. Darauf folgen die Kapitel 4.2 und 4.3, die die
Inhalte der Initialphase und Lernphase detailliert darlegen. Im Kapitel 4.3.1 wird das neuartige
Markov Modell erläutert und im Kapitel 4.3.2 wird das neu entwickelte Impulsmodell vorgestellt.
Die ADL-Erkennung wird im Kapitel 4.4 der Anwendungsphase beschrieben. Im Anschluss wird
das Ergebnis in Kapitel 5 kritisch bewertet, indem eine Evaluierung mit drei unterschiedlichen
Datensätzen und einem Benchmark durchgeführt wird. Des Weiteren wird die Komplexität
der genutzten Algorithmen beleuchtet und die Vor- und Nachteile der neuen Lösung ergründet.
Danach erfolgt eine Zusammenfassung und ein Ausblick in Kapitel 6.2. Darin werden zukünftige
Forschungen beschrieben, die das hier entwickelte HAR-System ergänzen können.
4.1 Sensordatenschnittstelle und Definitionen
Aufgrund der individuellen Anforderungen eines Bewohners kann die Ausgangslage zwischen
den Privatwohnungen stark schwanken. Das bedeutet, dass bei jeder neuen Anwendung andere
Sensoren mit anderen Informationsinhalten vorliegen können (Kapitel 2.1.5 A2
”
Skalierbares
HAR-System“). Ein naheliegender Weg ist die Schaffung einer Datenschnittstelle, bei der der
Informationsgehalt und auch die Informationsart vorgegeben sind. Sensoren, die diese Eigen-
schaften nicht erfüllen, werden ausgeschlossen [185, 186, 187]. Aus der Anforderung A1
”
Nut-
zung minimalinvasiver Sensoren“ werden Kameras wie z.B. die Kinect [188, 189] ausgeschlossen.
Allerdings erfüllen schon einfache Sensoren, wie z.B. magnetische Türkontakte, mit wenig In-
formationsgehalt diese Anforderung. Solch einfache Sensoren senden in der Regel einen binären
Wert und einen Zeitstempel. Somit wird die hier genutzte Schnittstelle auf genau diese Infor-
mationen begrenzt.
Messdaten von Sensoren, die zur Beobachtung menschlichen Verhaltens genutzt werden, wer-
den nun in zwei große Klassen unterteilt: aktive Messdaten und inaktive Messdaten. Wobei das
Attribut aktiv bzw. inaktiv nicht auf den Sensor bezogen ist, sondern auf die Aktivität des
Menschen. Das bedeutet, dass Messdaten, die eine Aktivität des Menschen zugrunde legen, in
die Klasse aktiv gruppiert werden und die restlichen Messdaten demzufolge in die Klasse inaktiv
gehören. So werden, z.B. die Messdaten eines Bewegungssensors, die Bewegung in einem Raum
messen, als aktiv interpretiert und keine Bewegung als inaktiv gewertet. Ein Türkontaktsensor
wird als aktiv bezeichnet, wenn der Türkontakt geöffnet ist und inaktiv sobald die Tür wie-
der geschlossen ist, da eine offene Schranktür Interaktion zwischen Mensch und dem Schrank
suggeriert. Es ist auch möglich eine weitere Unterteilung der aktiven Klasse vorzunehmen. Dies
wurde im weiteren Verlauf vernachlässigt, da die Funktionsfähigkeit des HAR-Systems auch
ohne die zusätzliche Unterscheidung gezeigt werden kann. Für jede Sensorart muss einmal die
aktiv/inaktiv Klassifizierung vorgenommen werden, welche unabhängig vom HAR-System ist.
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Ein Sensorereignis ist in diesem Zusammenhang das Eintreffen einer binären Sensornachricht.
Ein Sensor wird als aktiv bezeichnet, wenn die letzte Sensornachricht an das HAR-System den
Anfang einer Aktion definiert. Analog dazu ist ein Sensor inaktiv, wenn die letzte Sensornachricht
an das HAR-System als Ende einer vorher aktiven Aktion klassifiziert wurde. Dadurch entsteht
ein Ereignisstrom, der wie folgt aussieht:
2017-02-25 11:33:41 ID 8 aktiv
2017-02-25 11:35:33 ID 8 inaktiv
2017-02-25 11:36:43 ID 8 aktiv
2017-02-25 11:37:04 ID 7 aktiv
2017-02-25 11:39:00 ID 7 inaktiv
2017-02-25 11:40:23 ID 8 inaktiv
2017-02-25 11:41:00 ID 5 aktiv
2017-02-25 11:41:24 ID 14 aktiv
2017-02-25 11:42:55 ID 14 inaktiv
2017-02-25 11:43:14 ID 5 inaktiv
Jede Zeile steht für ein Sensorereignis. Ein Sensorereignis beinhaltet den Zeitstempel der
Nachricht, die Identifikationsnummer (ID) des Sensors und die Klassifizierung in aktiv und inak-
tiv. Für eine bessere Lesbarkeit durch den Menschen ist es möglich die semantische Information
der ID in das jeweilige Sensorereignis mit einzufügen oder eine Liste mit der Sensoridentifikati-
onsnummer und der semantischen Information zu hinterlegen. In diesem Falle ist der Sensor mit
der ID 8 der Kühlschrank, hinter der ID 7 verbirgt sich der Türkontakt des Tassenschrankes,
die ID 5 steht für den Türkontakt der Toilettentür im Flur und die ID 14 wurde der Toilet-
tenspülung gegeben. Der Einfachheit halber wird in den kommenden Kapiteln dieses Beispiel
immer mit den Klarnamen der Sensoren verwendet und nicht die IDs genutzt. Sich wieder-
holende gleiche Sensorereignisse werden zu einem Sensorereignis zusammengefasst. Sendet ein
Bewegungsmelder mehrfach nacheinander ein aktives Signal, werden diese Sensorereignisse zu
einem Sensorereignis zusammengefasst und mit dem Zeitstempel des ersten Auftretens versehen.
Anders gesagt, werden alle gleichen, sich wiederholenden Sensorereignisse ignoriert und nur das
erste Auftreten eines Sensorereignisses beachtet, so beinhaltet der Ereignisstrom nur noch die
Anfangs- und Endereignisse einer menschlichen Aktivität. Anhand dieses Fallbeispieles werden
alle Schritte des neuen HAR-Systems beispielhaft durchgerechnet. Im Anhang im Kapitel B.2
wird am Evaluierungsbeispiel die neue Datenschnittstelle nochmals aufgezeigt.
Als Aktivität wird eine menschliche Handlung bezeichnet, die durch geeignete Sensoren ge-
messen werden kann. ADL hingegen steht für die Aktivität des Täglichen Lebens (aus dem
Englischen: Activity of Daily Living). ADL wird sowohl im Singular als auch Plural verwendet.
Ein ADL kann als eine Aggregation oder Überklasse der Aktivitäten angesehen werden. So wer-
den beispielsweise die Aktivitäten: Kühlschrank öffnen, Tassenschrank öffnen zum ADL Trinken
zusammengeführt.
Es ist also eine Ereigniskombination von Nöten um auf ein ADL zuschließen. Ein HAR-
System muss nun anhand des Ereignisstroms genau diese Kombinationen erlernen. Dieses Vor-
gehen wird im nächsten Kapitel beschrieben.
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4.2 Initialphase
Bevor das System gestartet wird und in die Lernphase übergehen kann, werden noch Informatio-
nen über die Privatwohnung und die darin lebende Person gesammelt. Aus Kapitel 2.1.5 und der
Anforderung A3.1
”
Leichte bis keine Wissensakquise in der Initialphase“ werden Fragebögen und
langwierige Datenakquise abgelehnt. Für den neuen Ansatz werden nur leicht zugängliche und
zwingend erforderliche Informationen erhoben. Es werden Anzahl und Art der Sensoren sowie
der ADL benötigt. Zwischen Sensoren und ADL muss eine vorläufige und sinnfällige Zuordnung
geschaffen werden, die der folgenden Regel entspricht:
f : S → A, s → a.
Wobei S die Menge der vorhanden Sensoren und A die Menge der erkennbaren ADL ist und
folgendes gilt:
S = {s1, ..., si}, mit i Anzahl der Sensoren
A = {a1, ..., aj}, mit j Anzahl der ADL
Diese Zuordnung zeigt auf, welches ADL gerade durchgeführt werden könnte, wenn ein Sensor
ein Sensorereignis sendet. Ein Sensor kann mehreren ADL und einem ADL können demzufolge
mehrere Sensoren zugeordnet werden. Es ist also keine eindeutige, sondern eine mehrdeutige
Zuordnungsvorschrift. In der Lernphase soll dieser Zuordnung eine Wahrscheinlichkeitsfunkti-
on hinzugefügt werden. Diese soll beschreiben, wie wahrscheinlich es ist, ein bestimmtes ADL
auszuüben, wenn ein oder mehrere bestimmte Sensorereignisse eintreffen. Die folgende Tabel-
le 4.1 stellt das Fallbeispiel dar. So kann der Sensor für die Kühlschranktür auf drei verschiedene
ADL: Essen zubereiten, etwas Trinken oder das Verstauen des Einkaufes hindeuten. Wobei die
Toilettenspülung in diesem Beispiel nur auf ein ADL, den Toilettengang, hindeutet. Ist diese
Zuordnung erstellt, kann das System in die Lernphase übergehen.
















Das neu entwickelte HAR-Modell ist eine Kombination aus zwei Modellen: ein neuartiges
Markov Modell (MM) und ein neu entwickeltes Impulsmodell (IM). Das MM ist ein schon
existierendes Modell, welches hier neu definiert wird, um aus den abgebildeten Sensorereignis-
kombinationen auf individuelle Verhaltensweisen zu schließen. Wohingegen das neu entworfene
IM das menschliche Erinnerungsvermögen und demzufolge auch das Vergessen modelliert. Das
IM stellt demzufolge eine kognitive Komponente dar, die dem MM in Gänze fehlt. Beide
Modelle werden in den folgenden Kapiteln im Einzelnen vorgestellt und im Anschluss deren
Zusammenwirken bewertet.
4.3.1 Markov Modell und menschliche Angewohnheiten
In diesem Abschnitt wird das Markov Modell (MM) definiert und erlernt. Es wird ausführlich
beschrieben, wie die einzelnen Komponenten aufgebaut und trainiert werden. Des Weiteren
wird erklärt, wie menschliche Angewohnheiten im MM widergespiegelt und bewertet werden.
Im Anschluss gibt es ein Übersichtsbild 4.7 der einzelnen Lernschritte in Kapitel 4.3.1.2. Zusam-
menfassend werden die Vor- und Nachteile des gewählten Modells in Kapitel 4.3.1.4 erläutert.
4.3.1.1 Das Markov Modell
Das Markov Modell (MM) ist eine Vereinfachung eines Hidden Markov Modells, bei dem die
Zustände bekannt sind [190, 191]. Das MM λ kann formal wie folgt beschrieben werden:
λ = (S,M, π).
Wobei S die Menge der Zustände, M die Übergangsmatrix und π die Anfangszustandsver-
teilung darstellt.
Das hier genutzte MM soll abgewandelt vom üblichen MM die Kombination der Senso-
rereignisse E darstellen. Daher werden die Zustände S durch das jeweils aktuelle Set aktiver
Sensoren (S j E) definiert und nicht nur durch den Zustand eines Sensors. Sobald ein Sensor
ein neues und vom derzeitigen MM-Zustand abweichendes Ereignis sendet, wird im MM vom
aktuellen Zustand si in den Nachfolgezustand sj gewechselt. Der Wechsel vom aktuellen Zu-
stand zum Nachfolgezustand wird durch gerichtete Transitionen beschrieben und kann durch
eine quadratische Übergangsmatrix M beschrieben werden [192]. Die folgende Formel definiert
die Übergangswahrscheinlichkeit pij für den n-ten Zustandswechsel:
M(n) = pij
mit
si, sj ∈ S,
S = {s1, s2, ..., sN}.
Die Übergangswahrscheinlichkeit wird demzufolge aus der bedingten Wahrscheinlichkeit P
berechnet:
pij(n) = P (X(n+ 1) = sj |X(n) = si)
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mit
∀n = 1; i, j ∈ S,
wobei X die Zustandsmenge ist. Zyklen sind erlaubt, da diese auch im menschlichen Verhal-
ten vorkommen können. Sobald alle Sensoren inaktiv sind, d.h. kein Sensor menschlich bedingte
Aktivitäten misst, wechselt das MM in einen Inaktivitätszustand. Dieser Inaktivitätszustand
existiert immer und kann weder erlernt noch eliminiert werden. In diesem Zustand werden
demzufolge alle nichtmessbaren ADL zusammengefasst. Weitere Details können der Grundla-
genliteratur [193, 194] entnommen werden.
4.3.1.2 Erlernen des Markov Modells
Zum Erlernen des neuen Markov Modell (MM) werden die Sensorereignisse der Eingabeda-
ten sequentiell durchgegangen und nach den Definitionen im vorhergehenden Kapitel das MM
erstellt. Das folgende Fallbeispiel soll das Erstellen des MM verdeutlichen. Dazu wird die Einga-
besequenz aus dem vorhergehenden Kapitel genommen, welche hier nochmals aufgelistet ist. Im
Bild 4.3 werden die korrespondierenden MM-Komponenten mit den Zeilenzahlen der Eingabe-
sequenz gekennzeichnet, welche zur Erstellung der jeweiligen MM-Komponenten herangezogen
worden sind. Alle Lernschritte dieses Abschnittes werden am Ende im Bild 4.7 nochmals zusam-
mengefasst.
(1) 2017-02-25 11:33:41 Kühlschrank aktiv
(2) 2017-02-25 11:35:33 Kühlschrank inaktiv
(3) 2017-02-25 11:36:43 Kühlschrank aktiv
(4) 2017-02-25 11:37:04 Tassenschrank aktiv
(5) 2017-02-25 11:39:00 Tassenschrank inaktiv
(6) 2017-02-25 11:40:23 Kühlschrank inaktiv
(7) 2017-02-25 11:41:00 Flurtoilettentür aktiv
(8) 2017-02-25 11:41:24 Toilettenspülung aktiv
(9) 2017-02-25 11:42:55 Toilettenspülung inaktiv
(10) 2017-02-25 11:43:14 Flurtoilettentür inaktiv
(11) 2017-02-25 11:44:28 Kühlschrank aktiv
(12) 2017-02-25 11:45:01 Kühlschrank inaktiv
(13) 2017-02-25 11:46:58 Kühlschrank aktiv
(14) 2017-02-25 11:47:01 Kühlschrank inaktiv
Als erstes sendet der Kühlschranksensor (1) menschliche Aktivität und im Anschluss auch
das Ende dieser Aktivität (2). So wird ein Zustand: Kühlschrank (1) dem MM hinzugefügt mit
den Transitionen (1) und (2) vom Inaktivitätszustand zum neuen Zustand und wieder zurück.
Im Zustand: Kühlschrank werden die Anfangs- und Endzeiten vermerkt sowie auch im Inakti-
vitätszustand. So können später zustandsspezifische Verweildauer-Analysen durchgeführt wer-
den. Danach sendet der Kühlschranksensor wieder eine gemessene Aktivität (3) und während
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Abbildung 4.3: Schema zum Aufbau des Markov Modells. Die Nummern in den Klammern
korrespondieren mit den Zeilennummern der Eingabedaten des im Text genannten Beispiels.
dieses Sensorereignis noch aktiv ist, sendet der Sensor des Tassenschrankes ein aktives Signal
(4). So werden diese beiden Sensorereignisse gruppiert und zu einem neuen Zustand (4) ver-
schmolzen. Im MM bedeutet diese Abfolge, dass die schon bestehende Transition zum bestehen-
den Zustand Kühlschrank verwendet wird und von diesem Zustand aus dann zu einen neuen
Zustand Kühlschrank Tassenschrank gewechselt wird und die dementsprechende Transition ein-
gefügt wird. Mit den nachfolgenden Zeilen (7) bis (10) wird analog verfahren. Die Zeilen (11) bis
(14) entsprechen den Transitionen, die bei (1) und (2) entstanden sind. Bei diesem Prinzip wird
davon ausgegangen, dass gleichzeitig aktive Sensorereignisse in Beziehung miteinander stehen
und daher eine stärkere Bedeutung zugemessen bekommen, indem sie im MM in einem Zustand
zusammengefasst werden. Treten mehrere dieser Zustände ohne Unterbrechung (Wechsel in den
Inaktivitätszustand) nacheinander auf, so werden diese zusätzlich als eine Kette gekennzeich-
net. Die so gefundenen
”
aktiven“ Ketten werden im weiteren Lernprozess wieder verwendet und
verfeinert.
Sobald das MM in der beschrieben Art und Weise aufgebaut wurde, wird ein weiterer Lern-
schritt nachgesetzt. Dieser zweite Lernschritt wertet die Transitionszeiten und das Auftreten des
Inaktivitätszustandes aus. Zunächst wird die durchschnittliche Dauer einer Transition innerhalb
des MM berechnet ohne Berücksichtigung der Transitionen zum und vom Inaktivitätszustand.
Anschließend wird getestet, ob es Pfade im MM gibt, die von einem Zustand A über den Inak-
tivitätszustand zu einen anderen Zustand B gehen und die durchschnittliche Transitionsdauer
zwischen zwei Zuständen unterschreitet. Ist dies der Fall wird der Pfad gelöscht und eine direkte
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Transition von Zustand A zu Zustand B gesetzt. Das Schema in Abbildung 4.4 verdeutlicht
diesen Zusammenhang nochmals. Teil a) des Bildes zeigt den zu suchenden MM-Pfad und wird
auf das Kriterium hin untersucht. Fällt dies positiv aus, so wird der Pfad aus a) in den Pfad
aus b) umgeformt.
Abbildung 4.4: Das zweigeteilte Bild zeigt den zweiten Schritt der Lernphase auf. Im erstellten
MM wird nach Pfaden gesucht, die denen in a) genügen. Die Dauer vom Zustand A zu Zustand
B wird mit der durchschnittlichen Transitionsdauer zwischen zwei Zuständen verglichen. Wenn
der Durchschnittswert größer ist, wird der Pfad in a) zur Struktur in b) umgeformt.
Somit können zusätzliche
”
aktive“ Ketten entstehen, welche ebenso markiert werden. Im
ersten Lernschritt wird davon ausgegangen, dass nur sich zeitlich überlappende Sensorereig-
nisse in Abhängigkeit stehen. Es können aber auch kurze Unterbrechungen zwischen zusam-
menhängenden Sensorereignissen in menschlichen Handlungen auftreten, die z.B. durch zurück-
zulegendeWege innerhalb der Wohnung entstehen. Dafür wurde der zweite Lernschritt integriert,
um auch diese Abhängigkeiten im MM zu verstärken.
Im Bild 4.5 wird das fertig gelernte MM aus den Beispielsensordaten dargestellt. Wobei die
Zustände zur besseren Visualisierung günstig angeordnet wurden. Da die Beispielsensordaten aus
einem größeren Datensatz extrahiert wurden, befinden sich in dem Bild weitere Zustände und
Transitionen. Dies trägt zum besseren Verständnis der kommenden Erklärungen bei. Im grau
unterlegten Rechteck wird eine
”
aktive“ Kette gezeigt, die dem Sensorereignisbeispiel aus diesem
Kapitel in Kombination mit dem zweiten Lernschritt aus Bild 4.5 entspricht. Das bedeutet, dass
aus den zwei
”
aktiven“ Ketten eine Struktur im zweiten Lernschritt entstanden ist. Durch die
Ellipse wird eine zusätzliche Struktur des MM hervorgehoben. Es ist deutlich sichtbar, dass dort
ein Zusammenhang zwischen den Zuständen existiert. Wenn solch eine Struktur durch die beiden
vorherigen Lernschritte schon als temporale Abhängigkeit erkannt wurde und als
”
aktive“ Kette
markiert wurde, entfällt der dritte hiesige Lernschritt. Das komplette Modell kann im Anhang
im Bild B.12 besichtigt werden.
Es wird nun eine strukturelle Bewertung des MM vorgenommen. Natürlich sind diese Struk-
turen durch die Definition des MM auch temporale Abhängigkeiten, allerdings können mehrere
Ketten oder Teile von Ketten in solchen Strukturen neu/anders kombiniert zusammengefasst
werden, vor allem wenn sich die Trainingsdaten über mehrere Tage oder Wochen erstrecken.
Somit werden diese Strukturen zusätzlich zu den Ketten für weitere Analysen markiert und ver-
wendet. Zugleich werden die Unberechenbarkeit des Menschen und die Varianten menschlicher
Handlungen zu unterschiedlichen Zeiten mit einbezogen. Ein gutes Beispiel ist das Zubereiten
von Essen. Selbst, wenn dabei immer die gleichen Sensorereignisse ausgelöst werden, können
deren Reihenfolge und Häufigkeit je nach Tagesform des Menschen und Gericht unterschiedlich
sein.
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Abbildung 4.5: Das erlernte Markov Modell mit weiteren zusätzlichen Sensorereignissen als im
Textbeispiel. Im grau unterlegten Rechteck wird die Kette, die aus dem im Text genannten
Sensorereignisbeispiel gewonnen wurde, dargestellt. In der Ellipse wird eine Struktur, genauer
ein Stern, dargestellt.
Die Strukturen innerhalb des MM können unterschiedlich ausgeprägt sein. Es wird im dritten
Lernschritt nach Zyklen, Sternen und Ketten gesucht. Wobei der Stern, wie in Bild 4.5 darge-
stellt, als eine Agglomeration von mehreren Zyklen angesehen werden kann. Das nachstehende
Bild 4.6 stellt die einzelnen Strukturen nochmals bildlich dar. Ein Zyklus besteht aus mindes-
Abbildung 4.6: Schematische Darstellung der Markov Modell-Strukturen, die im dritten Lern-
schritt erkannt werden. a) zeigt die Struktur eines Zyklus, b) eines Sterns und c) einer Kette
auf.
tens zwei Zuständen, wobei jeder Zustand über einen Pfad innerhalb der Struktur von jedem
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anderen Zustand erreichbar ist. Eine Struktur Stern besteht aus mindestens drei Zuständen.
Sind nur zwei Zustände vorhanden, fällt die Struktur sofort in die Kategorie Zyklus. Einer der
mindestens drei Zustände ist Start- und Endpunkt für die Pfade, die zu den anderen Zuständen
der Struktur führen. Demzufolge ist ein Stern eine Agglomeration aus mehreren Zyklen. Eine
Kette ist eine Anreihung von mindestens zwei Zuständen, wobei nicht alle Zustände durch Tran-
sitionen innerhalb der Struktur von allen anderen Zuständen erreicht werden können. Es gibt
einen definierten Start- und Endzustand.
Zu, von und innerhalb dieser Strukturen können ggf. noch weitere, allerdings für die Struktur
unwesentliche, Transitionen auftreten. Eine Struktur soll immer die größtmögliche Ausprägung
besitzen. Dies bedeutet, dass z.B. bei der Struktur Stern nicht jeder einzelne Zyklus zwischen
zwei Zuständen als eine einzelne Struktur genommen wird und zusätzlich der Stern nochmals als
Struktur gewertet wird. In diesem Falle wird nur der Stern als Struktur anerkannt. Somit werden
in einer Struktur die verschiedenen Ausprägungen einer Handlung des Menschen dargestellt.
Diese Strukturen stellen zusammenhängende Sensorereignisse und somit zusammenhängende
menschliche Handlungen dar. Diese Strukturen sollen im vierten und letzten Lernschritt bewer-
tet, in Relation gesetzt und gewichtet werden, um eine Aussage über die Wichtigkeit der jewei-
ligen menschlichen Handlung treffen zu können. Das Bild 4.7 gibt eine schematische Übersicht
über alle vier Lernschritte, deren Analyseart und deren Abbildung auf das menschliche Handeln.
Alle Lernschritte wurden im Rahmen der Dissertation neu entwickelt. So werden menschlich aus-
gelöste und als zusammengehörig befundene Sensorereignisse entweder in Zuständen dargestellt
oder durch Transitionen miteinander verbunden. Danach werden die Transitionen nochmals un-
tersucht, um weitere Zusammenhänge in den Sensorereignissen zu finden und zu verstärken. In
den Strukturen spiegeln sich nicht nur menschliche Verhaltensweisen ab, sondern sie beinhalten
auch Varianten dieser Handlungen und bieten somit eine Möglichkeit die Unberechenbarkeit
des Menschen abzubilden. Das Lernen hängt von den Trainingsdaten und den zur Verfügung
stehenden Sensorereignissen in der Lernphase ab, somit können auch nur die darin enthaltenen
Informationen erlernt werden. Der Mensch ist allerdings vielfältiger in seinem Verhalten und
so werden die Strukturen auch bewertet und können später für Ähnlichkeitsvergleiche heran-
gezogen werden. Der letzte Lernschritt bedarf ausführlicher Berechnungen und wird daher im
nächsten Abschnitt separat erläutert.
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Abbildung 4.7: Schematische Übersicht aller vier Lernschritte zum Erlernen und Bewerten des
MM. Die ersten zwei Schritte dienen der temporalen Analyse des MM und die darauffolgen-
den der strukturellen Auswertung. Der letzte Lernschritt wird im nächsten Kapitel ausführlich
dargestellt.
4.3.1.3 Lernen menschlicher Angewohnheiten
Der vierte und letzte Lernschritt des MM beinhaltet die Bewertung und Wichtung der im vor-
hergehenden Kapitel berechneten Strukturen. Ab diesem Lernschritt wird nicht mehr zwischen
den
”
aktiven“ Ketten (temporale Abhängigkeit) und den strukturellen Ketten unterschieden.
Beide Varianten stellen zusammengehörige Sensorereignisse dar und werden deshalb mit den
gleichen Vorgehensweisen untersucht und zusammenfassend als Strukturen bezeichnet.
Die zur Verfügung stehenden Trainingsdaten sind finit, d.h. sie beinhalten nur einen begrenz-
ten Ausschnitt aller möglichen Handlungen. Somit bildet das MM auch nur dieses begrenzte
Wissen ab. Dennoch soll in der Anwendungsphase noch nicht gelerntes Wissen richtig wieder-
erkannt werden. Dies wird durch die Berechnung von Ähnlichkeiten zu dem bisher erlernten
Wissen erreicht. Um dafür eine Grundlage zu schaffen, werden in diesem Kapitel die Strukturen
bewertet.
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Wie im Kapitel zur Initialphase beschrieben, werden jedem Sensor bzw. Sensorereignis meh-
rere mögliche ADL zugeordnet. Dies kann so interpretiert werden, dass bei Eingang des Senso-
rereignisses mindestens eines der angegebenen ADL gerade ausgeführt wird. Es ist zu diesem
Zeitpunkt noch unbekannt, welches ADL es genau ist. Daher muss jedes mögliche ADL bei den
folgenden Berechnungen in Betracht gezogen werden. Es werden die folgenden Berechnungen
für jede Struktur und jedes ADL, dass in der Struktur durch die Sensorereignisse repräsentiert
wird, berechnet. Bevor dies geschehen kann, muss ein weiterer Schritt vorgezogen werden. Das
im vorhergehenden Kapitel erläuterte Verfahren zum Erstellen eines MM wird nun angewandt,
um je ADL ein MM zu erlernen. Dabei wird nur das MM erstellt und die Schritte zur tem-
poralen und strukturellen Analyse ausgelassen. Um dies zu erreichen, werden je ADL nur die
Sensorereignisse berücksichtigt, die dem jeweiligen ADL auch zugeordnet wurden.
Für das Fallbeispiel werden im Bild 4.8 die berechneten MMADL aufgezeigt. Die MMADL
für die ADL Essen zubereiten a) und Trinken b) sehen identisch aus, da die Zuordnung dieser
ADL zu den Sensorereignissen auch identisch ist (siehe Tabelle 4.1 im Kapitel 4.2). Das ADL
Spülmaschine ausräumen enthält nur den Zustand Kühlschrank-Tassenschrank aber nicht den
Zustand, wo nur der Kühlschranksensor enthalten ist, da der Kühlschranksensor nicht zum ADL
Spülmaschine ausräumen zugeordnet wurde.
Die MMADL werden benötigt, um die Signifikanz einer Struktur s innerhalb eines ADL ai
zu berechnen. Daher wird der hier berechnete Endwert zur Bewertung einer Struktur auch als
Signifikanzfaktor bezeichnet. Der Signifikanzfaktor GS wird nach folgender Formel 4.1 berechnet
und belegt einen Wert zwischen 0 und 1. Je näher der Wert an 1 reicht, desto ähnlicher sind
















i=0 (i ∗ occi)∑N
i=0 (i ∗ occADLi)
Die Formel 4.1 zur Berechnung von GS setzt sich aus drei Summanden zusammen. Diese
und deren Parameter werden in der Tabelle 4.2 näher beschrieben. Der erste Summand dient
dem strukturellen Vergleich zwischen dem MMADL und der Struktur s. Es wird der Quotient
aus der Summe der übereinstimmenden Transitionen und Zustände und der Summe aus der
jeweils größeren Anzahl an Transitionen und Zuständen berechnet. Wenn die Struktur mit al-
len Zuständen und Transitionen eine Teilmenge des MMADL ist, dann werden die Anzahlen
der Transitionen und Zustände des MMADL immer größer als die der Struktur sein. Da aber
auch ADL-fremde Zustände in der Struktur enthalten sein können, können deren Zustands-
und Transitionsanzahlen auch größer sein. Der Strukturvergleich kann problemlos durchgeführt
werden, da die Zustände sich durch deren Mengen an Sensorereignissen und die Transitionen
durch deren Start- und Endzustände eindeutig unterscheiden. Der zweite Summand beschreibt
den Grad der Zugänglichkeit einer Struktur innerhalb des MMADL. Er wird berechnet aus
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Abbildung 4.8: Für das Fallbeispiel werden hier die MMADL abgebildet für die ADL: a) Essen
zubereiten, b) Trinken, c) Toilettengang, d) Spülmaschine ausräumen, e) Einkäufe verstauen
und f) Duschen.
dem Quotienten aus den zur Struktur hinführenden Transitionen und der Summe aus den zur
Struktur führenden und von der Struktur wegführenden Transitionen. Diese Eigenschaft gibt an
wie gut oder schlecht eine Struktur von anderen Zuständen zu erreichen oder zu verlassen ist.
Je größer dieser Summand ausfällt, um so mehr Möglichkeiten/Pfade gibt es diese menschliche
Handlung nach einer anderen Handlung auszuführen und desto geringer ist die Wahrscheinlich-
keit, dass mitten in der Struktur dieselbige verlassen wird und in einen anderen Teil des MM
übergegangen wird. Der letzte Summand beschreibt die Häufigkeit in Relation zum MMADL.
Es wird der Quotient aus den jeweiligen Summen für die Struktur und des MMADL gebildet.
Dabei werden die Häufigkeiten summiert und mit der Anzahl an Zuständen multipliziert, die
diese Häufigkeit aufweisen. Somit erhalten größere Häufigkeiten auch eine größere Bedeutung.
Wobei innerhalb der Summe über die Strukturzustände nur Zustände berücksichtigt werden,
die mit dem ADL übereinstimmen, da ein struktureller Vergleich schon im ersten Abschnitt der
Formel vollzogen wurde und sonst der Quotient auch einen Wert größer Null erreichen würde.
Daher wurden beide Kriterien getrennt voneinander behandelt. Das MM und deren Strukturen
beinhalten viele Varianten jeder erlernten menschlichen Handlung. Somit werden selten bis nie
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alle Zustände und Transitionen einer Struktur bzw. MMADL bei der Ausübung der Handlung
durchlaufen. Daher wird in diesem Teil der Formel die Häufigkeiten der Zustände ausgewer-
tet. Der Inaktivitätszustand wird bei allen Berechnungen ausgelassen, da dieser Zustand durch
Definition des MM zu jedem MM gehört und somit kein Merkmal des menschlichen Handelns
darstellt.
Jeder Summand kann maximal denWert 1 annehmen und in Summe wäre es ein Maximalwert
von 3. GS soll aber als Gewicht für weitere Berechnungen dienen und soll daher den Maximalwert
von 1 nicht überschreiten. Daher wurden alle Summanden mit dem Faktor 1/3 multipliziert.













NmZ Anzahl der übereinstimmenden Zustände
NmT Anzahl der übereinstimmenden Transitionen
NiT Anzahl der zur Struktur hinführenden Transitionen
NoT Anzahl der von der Struktur wegführenden Transitionen
NT Anzahl der Transitionen
NZ Anzahl der Zustände
S Struktur
ADL ADL
occi Anzahl der Zustände mit Häufigkeit i in der Struktur
occADLi Anzahl der Zustände mit Häufigkeit i im MMADL
N maximal vorkommende Häufigkeit
i Iterationsindex über die Häufigkeiten
Für das Anwendungsbeispiel wurden zwei Strukturen erkannt: Kühlschrank-Tassenschrank-
Kühlschrank und Flurtoilettentür-Toilettenspülung-Flurtoilettentür. Im Bild 4.3 aus dem vor-
hergehenden Kapitel werden diese beiden Strukturen dargestellt und durch den Inaktivitäts-
zustand getrennt. Die Berechnungen für GS wurden für beide Strukturen durchgeführt. Die
dazu benötigten MMADL sind alle im Bild 4.8 weiter oben im Text dargestellt. Somit liegen
alle Informationen vor, um die Berechnung durchführen zu können. Im Anhang A werden alle
Zwischenergebnisse der Berechnungen gelistet und diskutiert. In der Tabelle 4.3 werden die Er-
gebnisse der Teilsummanden und des Endergebnis GS dargestellt. Wie zu erwarten war, fällt GS
für die erste Struktur (links in der Tabelle) und die beiden ADL Essen zubereiten und Trinken
mit 0,77 gleich aus. Beide ADL weisen eine identische Definition in der Initialphase auf (sie-
he Tabelle 4.1 im Kapitel 4.2). Für die ADL Spülmaschine ausräumen und Einkauf verstauen
liegt jeweils nur ein Zustand der ersten Struktur vor, wobei beide unterschiedliche strukturelle
Eigenschaften aufweisen. So ist der Tassenschrank in der Struktur nur über den Kühlschrank
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erreichbar und der Zustand Kühlschrank wird in der Struktur viel öfter betreten. Somit sind die
GS auch unterschiedlich ausgeprägt: für das ADL Spülmaschine ausräumen mit 0,41 und für das
ADL Einkäufe verstauen mit einem etwas höheren GS von 0,58. Für die zweite Struktur (rechts
in der Tabelle) sind zwei ADL von Interesse: das ADL Toilettengang und das ADL Duschen.
Wobei das ADL Toilettengang einen sehr hohen GS mit 0,83 in der Struktur erreicht hat. Das
liegt an der eindeutigen Zuordnung zwischen dem Sensor für die Toilettenspülung und dem ADL
Toilettengang (siehe Tabelle 4.1 im Kapitel 4.2). Das ADL Duschen erreicht einen GS von 0,58.
Dort liegen die Berechnungen analog zum ADL Einkauf verstauen.




ADL S Z H GS S Z H GS
Trinken 0,27 0,17 0,33 0,77 0 0 0 0
Essen zubereiten 0,27 0,17 0,33 0,77 0 0 0 0
Spülmaschine ausräumen 0,08 0 0,33 0,41 0 0 0 0
Toilettengang 0 0 0 0 0,33 0,17 0,33 0,83
Einkauf verstauen 0,08 0,17 0,33 0,58 0 0 0 0
Duschen 0 0 0 0 0,08 0,17 0,33 0,58
4.3.1.4 Schlussfolgerung
Ein Nachteil des MM ist die fehlende Vergangenheit. Wohingegen ein Mensch sich sehr wohl
zurück erinnern kann und seine Handlungen auch von älteren Sensorereignissen abhängig macht,
entscheidet ein MM nur in Abhängigkeit des Vorgängerzustandes und dessen Verweildauer. Im
MM können sehr gut Alternativpfade dargestellt werden, aber es ist nicht möglich zwei Pfade
gleichzeitig zu beschreiten. Ein Mensch hingegen ist in der Lage, Handlungen parallel durch-
zuführen. Ebenso kann ein Mensch etwas vergessen, wie z.B. eine begonnene Handlung und
diese zu einem späteren Zeitpunkt wieder aufzugreifen. Oder er wird durch ein unvorherge-
sehenes Sensorereignis, wie ein Telefonanruf, zur Unterbrechung einer Handlung gezwungen.
Laut Anforderung A4 müssen Sensorereigniskombinationen abgebildet werden, die auch weiter
zurückreichen können als es die Markov-Eigenschaft zulässt und es soll laut Anforderung A5 das
Segmentierungsproblem gelöst werden. Es wurde entschieden, die Sensorereigniskombination in
den Zuständen des MM selbst darzustellen. Somit sind die Zustände bekannt und es wurde
gegen ein HMM des aktuellen Stands der Technik entschieden.
Um die Defizite des MM auszugleichen, wird der Impulsansatz vorgeschlagen und in Kombi-
nation mit dem MM zur ADL-Erkennung herangezogen. Im nächsten Kapitel wird der Impulsan-
satz vorgestellt und wie damit das menschliche Verhalten abgebildet werden kann. Im weiteren
Verlauf wird dann die ADL-Erkennung anhand der Kombination aus MM und Impulsansatz
erklärt.
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4.3.2 Abbildung des menschlichen Erinnerungsvermögen
Im Folgenden wird ein kognitives Modell vorgestellt, welches im Rahmen der Dissertation neu
entwickelt wurde. Es basiert auf der Vergessenskurve, die vom deutschen Psychologen Hermann
Ebbinghaus durch Selbstversuche entdeckt wurde [195]. Diese Kurve wird in den nachfolgenden
Kapiteln neu parametriert und in ein neu entwickeltes Impulsmodell integriert. Dadurch wird es
möglich weiter zurückliegende Sensorereignisse in die ADL-Erkennung mit einzubeziehen. Des
Weiteren ist es mit dem Impulsmodell möglich, parallele ADL zu erkennen. Ein Übersichtsbild
der einzelnen Schritte wird zusammenfassend in Kapitel 4.3.2.4 in Bild 4.12 gegeben.
4.3.2.1 Menschliches Lernen und Vergessen
Das menschliche Verhalten basiert auf vielen komplexen, kausalen Zusammenhängen. Das aktu-
elle Verhalten wird zwar maßgeblich von der aktuell vorliegenden Situation beherrscht, allerdings
ist es ebenso möglich, wenn auch mit einer geringeren Wahrscheinlichkeit, dass ältere, weiter
zurückliegende Ereignisse das aktuelle Verhalten beeinflussen können.
Dies bedeutet auch, dass begonnene ADL nicht nur in ihrer Ausführung variieren können,
sondern auch abgebrochen werden können, diese also nicht wieder aufgenommen oder beendet
werden. Genauso können die kausalen Zusammenhänge dazu führen, dass ADL mit Absicht un-
terbrochen werden. In der Psychologie wird dieser Zusammenhang mit einer Exponentialkurve
über der Zeit dargestellt [195]. Diese wurde von Ebbinghaus durch Selbstexperimente erforscht.
Diese Vorgehensweise stand zeitweilig unter Kritik [196], inwiefern Selbstexperimente zum Aus-
wendiglernen zufälliger Silben und Buchstaben repräsentativ sind. Allerdings haben spätere
Experimente [197, 198] Ebbinghausens Theorien bestätigt. Das Bild 4.9 zeigt die Grundform
der Kurve auf.
Abbildung 4.9: Die Vergessenskurve zeigt das menschliche Erinnerungsvermögen bzw. Vergessen
von gelerntem Inhalt auf. Das Vergessen wird durch eine fallende Exponentialfunktion über der
Zeit dargestellt.
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Ebbinghausens Experimente ergaben, dass der Mensch nach 20 Minuten schon ca. 40% des
kürzlich Erlernten vergessen hat. Nach einer Stunde sind es schon 55%, nach einem Tag 66% und
nach sechs Tagen rund 77%. Nur 15-20% des Erlernten verbleiben im Gedächtnis. Diese Ver-
gessensrate ist stark abhängig von einer Reihe an Parametern: das Alter der lernenden Person,
die zu lernenden Daten, die Art und Weise des Lernens und die Anzahl der Wiederholungen. So
kann durch regelmäßiges Wiederholen die 20%-Marke des Erinnerns deutlich übertroffen wer-
den. Weisen die zu lernenden Daten zudem noch eine logische Beziehung auf, dann ist es dem
Menschen noch einfacher eine Verbindung zwischen den einzelnen Daten aufzubauen und kann
sich somit auch einfacher an diese erinnern.
Die Exponentialfunktion (Formel 4.2 im nächsten Kapitel) wurde an das gerade beschrie-
bene Szenario angepasst. Es wurde optimistisch die 20% als Erinnerungsmarke gewählt, damit
auch weiter in der Vergangenheit liegende Sensorereignisse in den folgenden Berechnungen Be-
achtung finden. Die Formel und das Impulsmodell werden im kommenden Kapitel ausführlich
beschrieben.
4.3.2.2 Impulsmodell
Das Impulsmodell (IM) basiert auf der Vergessenskurve, welche eine exponential fallende Kurve
ist. Es analysiert die temporalen Zusammenhänge zwischen einzelnen Sensorereignissen und
ermöglicht eine Betrachtung der vergangenen Sensorereignisse. Ebenso soll es die Analyse von
disjunkten Sensorereignissen und somit das Erkennen von parallelen und verschachtelten ADL
ermöglichen.
Das IM bildet für jedes ADL eine eigene Exponentialfunktion ab. Somit können ADL disjunkt
voneinander betrachtet werden. Aus der Initialphase (Kapitel 4.2) ist bekannt, dass ein Senso-
rereignis auf mehrere definierte ADL hinweisen kann und es wurde eine vorläufige Zuordnung
zwischen Sensorereignis und ADL geschaffen. Die Vergessenskurve wird mit einem neuartigen
Impulsansatz kombiniert. Trifft nun ein Sensorereignis im IM ein, so bekommt jede Exponenti-
alfunktion, die zu den ADL gehören und die mit dem Sensorereignis vorläufig verknüpft wurden,
einen Impuls. Ein Impuls ist hier gleichzusetzen mit dem 100%-igen Lernerfolg, d.h. die korre-
spondierende Exponentialfunktion steigt sofort auf ihr Maximum an und fällt dann über der







0, 2 + 0, 8e−d(t−taktiv)
)
wenn aktiv
Ga(e, ai)baktiv ∗ e−d(t−tinaktiv) wenn inaktiv,
(4.2)
mit den Parametern I für den zu berechnenden Impuls, a das zugehörige ADL, i als Ite-
rationsindex über die ADL, e das Sensorereignis, E die Menge aller Sensorereignisse, Ga als
Relevanzfaktor, d der Faktor zur Beschreibung wie stark der Impuls über der Zeit abfällt, t der
aktueller Zeitpunkt, taktiv der Zeitpunkt des eingetroffenen aktiven Sensorereignisses, tinaktiv
der Zeitpunkt des eingetroffenen Sensorereignisses, dass das aktive Sensorereignis aufhebt und
baktiv der letzte Impulswert vor tinaktiv. Der Relevanzfaktor Ga ist zunächst eine Gleichver-
teilung über alle ADL, die einem Sensorereignis zugeordnet wurden und wird durch die noch
kommenden Lernschritte individualisiert werden (Kapitel 4.3.2.4). Die Tabelle 4.4 zeigt die Ga-
Verteilung am Beispiel. So ist beim Eintreffen eines Sensorereignisses des Kühlschranksensors
jedes der drei zugeordneten ADL mit rund 33% das ausgeführte ADL und der Impuls wird um
diesen Faktor verstärkt.
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Der Relevanzfaktor Ga beschreibt somit, wie stark der kausale Zusammenhang zwischen
der aktuellen menschlichen Handlung und der vergangenen Handlung ist. Je größer der Rele-
vanzfaktor Ga ausfällt, desto länger kann das dazugehörige Sensorereignis mit einer größeren
Wahrscheinlichkeit Einfluss auf die aktuelle Handlung haben, denn je weiter ein Ereignis zurück
liegt, desto geringer ist dessen Einfluss auf neue Ereignisse. Daher muss eine Vergessenskur-
ve auch zwangsläufig exponential abfallen. Für einen kurzen Zeitraum hat ein Sensorereignis
maßgeblichen Einfluss auf die nächste Handlung, jedoch fällt dieser Einfluss rasch ab, da neue,
aktuellere Ereignisse nun eine höhere Wahrscheinlichkeit / einen höheren Einfluss auf die ak-
tuellen Ereignisse haben. Jedoch fällt die Exponentialkurve danach langsamer ab und nähert
sich asymptotisch der Wahrscheinlichkeit Null. Somit hat ein weiter zurückliegendes Ereignis
immer noch die Möglichkeit aktuelle Ereignisse zu beinflussen, jedoch mit bei weitem geringerer
Wahrscheinlichkeit als ein zeitlich näheres Ereignis.
Der Faktor d und die Parameter 0, 2 und 0, 8 in Formel 4.2 werden durch Einsetzen der
folgenden Parameter und Formelumstellung berechnet. Für taktiv werden 1.200 Sekunden (ent-
sprechen 20 Minuten) und für Iai(t) wird 0,6 eingesetzt, da ein Mensch nach 20 Minuten 40%
vergessen hat und somit noch 60% verbleiben. Der Relevanzfaktor Ga wurde bei den Berech-
nungen für d neutralisiert bzw. weggelassen. Dadurch hat Ga nur Einfluss auf den maximalen
Impulswert und nicht auf die Art des exponentiellen Abfalls der Kurve. Dies wurde so gewählt,
da die Bedeutung und spätere Berechnung von Ga nur mit der Prominenz des ADL und nicht
mit der Art des Vergessens in Verbindung steht.
Trifft ein Sensorereignis einer beginnenden Aktivität ein (aktives Sensorereignis), wird der
erste Teil der Impulsformel angewandt und der Impuls kann maximal bis zu 20% des Startim-
pulses fallen. Sobald ein inaktives Sensorereignis eintrifft, das die Beendigung des vorher ein-
getroffenen aktiven Sensorsignales bedeutet, tritt der zweite Teil der Impulsformel ein und die
Impulskurve kann bis auf Null sinken. Somit ist gewährleistet, dass vergangene Sensorereignisse
in der Impulskurve enthalten sind, aber auch, dass zu alte Sensorereignisse wieder herausfallen.
















Treffen mehrere aktive Sensorereignisse gleichzeitig oder nacheinander ein, wie z.B. vom
Kühlschranksensor und vom Tassenschrank, dann werden die Impulswerte für übereinstimmende
ADL, wie z.B. Essen zubereiten, addiert. Somit haben zeitlich nah aufeinander auftretende Sen-
sorereignisse einen stärkeren Einfluss auf den Impulswert. Auch die Impulswerte inaktiver Senso-
rereignisse, die noch größer als Null sind, werden der Impulssumme hinzugefügt und verbleiben
somit im
”
Gedächtnis“ der Impulskurve erhalten.
Für das angeführte Beispiel sind die Impulskurven über der Zeit in Bild 4.10 dargestellt. Im
oberen Bereich des Bildes wird das Diagramm der Impulskurven über der Zeit dargestellt. Jede
Farbe entspricht einem ADL. Im unteren Bereich des Bildes werden die dazugehörigen Senso-
rereignisse zum jeweiligen Zeitpunkt angezeigt. Die Gedächtniskapazität des IM ist im expo-
nentiellen Abfall der Kurven sehr gut zu sehen. 11:35 Uhr wird die Kühlschranktür geschlossen,
somit fällt die exponentielle rote Kurve schneller. Um 11:36 Uhr wird die Kühlschranktür wieder
geöffnet und der Impulswert addiert sich zu dem noch verbleibenden Impulswert der roten Kur-
ve hinzu, somit ist der Impulsausschlag beim zweiten Kühlschranköffnen höher als beim ersten
Mal. Somit verbleiben über einen gewissen Zeitraum die vorhergehenden Sensorereignisse im
Gedächtnis der Kurve und beeinflussen die kommenden Impulswerte.
Abbildung 4.10: Am Fallbeispiel wurden die Impulskurven mit der initialen Gleichverteilung
der Relevanzfaktoren Ga berechnet. Jedes ADL wird durch eine Farbe dargestellt. Im unteren
Bereich wurden die zugehörigen Sensorereignisse abgetragen.
Gleich am Anfang der Impulskurven bis 11:37 Uhr ist eine Überlappung von den drei ADL:
Essen zubereiten (blau von der roten Kurve überlagert), Trinken (rot) und Einkäufe verstauen
(lila von der roten Kurve überlagert), da alle drei ADL dem Kühlschranksensor zugeordnet wer-
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den können. Erst ab 11:37 Uhr als ein aktives Sensorereignis vom Tassenschrank hinzukommt,
welches nicht zu Einkauf verstauen (lila) gehört, spaltet sich diese Kurve von der roten und blau-
en Kurve ab. Dabei überdeckt die rote Kurve die blaue Kurve. Ein ähnliches Szenario bietet
sich um 11:41 Uhr, wo erst die Flurtoilettentür geöffnet wird, was auf die ADL Toilettengang
und Duschen hinweist, und im Anschluss die Toilettenspülung betätigt wird, die einzig auf das
ADL Toilettengang hinweist. In diesem Fall ist die Schlussfolgerung auf das ADL Toilettengang
eindeutig. Beim ersten Beispiel um 11:37 Uhr ist die ADL-Erkennung nicht so eindeutig. Daher,
werden im übernächsten Kapitel die Relevanzfaktoren Ga in einem iterativen Ansatz an die spe-
zifischen Handlungen der Person angepasst. Dafür ist ein Zwischenschritt nötig, die Zuordnung
der MM-Strukturen zu ADL, welche im nächsten Kapitel besprochen wird.
4.3.2.3 Bestimmung der ADL für MM-Strukturen
Zusammenhängende Sensorereignisse werden als Strukturen imMM erkannt. Diese repräsentieren
menschliche Handlungen. Nur welche Handlung und welches ADL eine Struktur darstellt, ist
nicht bekannt. Durch die Anwendung des IM soll dies nun geändert werden.
Im IM liegen alle ADL separat in Impulskurven vor. Somit können auch Berechnungen für
jedes ADL separat durchgeführt werden. Da es sein kann, dass mehrere ADL für eine Struktur
in Frage kommen können, werden ab nun die ADL in dominante und nicht dominante Grup-
pen unterteilt. Dominante ADL treffen am wahrscheinlichsten zu, was durch Berechnungen zu
belegen ist. Nicht dominante ADL kämen für die zu betrachtende Struktur auch in Frage aber
erlangten durch Berechnungen eine zu geringe Zugehörigkeit zur Struktur. Alle anderen ADL,
die keine Rolle für eine Struktur spielen, werden nicht betrachtet. Weiterführende Gedanken zu
diesem Aspekt werden im Kapitel 5.5 und Kapitel 6.2 erläutert.
Im Fallbeispiel befinden sich zwei Strukturen: Kühlschrank mit Tassenschrank und Flurtoilet-
tentür mit Toilettenspülung. Beide Strukturen sind auch im IM wiederzufinden, wie im Bild 4.11
mit rot-blauem Rechteck und gelbem Rechteck im unteren Bereich gekennzeichnet. Je Kurve,
also je ADL, wird die Fläche unter der Kurve berechnet, die zur Struktur gehören. Die ADL
mit der größten Fläche werden als dominante ADL bezeichnet und sind die am wahrscheinlichs-
ten ausgeführten ADL bei gegebenen Sensorereignissen. Es ist auch möglich, dass nicht nur ein
ADL als dominantes ADL bestimmt wird. In diesem Falle werden mehrere mögliche dominante
ADL in Betracht gezogen. Im Fallbeispiel (Bild 4.11) sind je Struktur die maximalen Flächen
schraffiert. Die erste Struktur mit roter Schraffur hat zwei dominante ADL: Essen zubereiten
(blaue Kurve) und Trinken (rote Kurve), wobei die blaue Kurve im Diagramm von der roten
Kurve überdeckt wird. Die zweite Struktur, bei der die maximale Fläche mit gelb schraffiert
wurde, hat ein dominantes ADL: Toilettengang.
Die hiesigen Berechnungen legen offen, dass die Bestimmung des ADL nur von der Anzahl
an aktiven Sensoren, die zu einem ADL zugeordnet wurden, abhängt. D.h. es wird das ADL
als dominantes ADL erkannt, welches die meisten aktiven Sensorereignisse auf sich vereinen
kann. Um dies zu bewerkstelligen, bräuchten wir eigentlich keine Modelle. Ändern sich nun
die Relevanzfaktoren Ga, d.h. die Verteilungsfunktion wie sehr ein Sensorereignis auf ein ADL
hinweist, so verändern sich auch die Impulskurvenwerte und auch die Fläche unter deren Kur-
ven. Somit können auch ADL mit wenigen Sensorereignissen ADL mit mehr Sensorereignissen
ausstechen. Die Anpassung der Verteilungsfunktionen der Relevanzfaktoren wird im nächsten
Kapitel erläutert.
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Abbildung 4.11: IM für das Fallbeispiel mit gekennzeichneten maximalen Flächen je Struktur.
Die Strukturen sind mit farbigen Rechtecken im unteren Bereich des Diagramms gekennzeichnet.
Die gewählten Rechteckfarben entsprechen zugleich den dominanten ADL. Für die erste Struktur
kommen zwei ADL in Frage: Essen zubereiten (blau) und Trinken (rot) und für die zweite
Struktur ist das ADL Toilettengang das dominante ADL (gelb).
4.3.2.4 Erlernen der Relevanzfaktoren
Bisher sind folgende Zusammenhänge erlernt worden: Aus dem MM wurden Strukturen extra-
hiert und mit einem Signifikanzfaktor GS bewertet. Eine Struktur besteht aus Zuständen, die
wiederum aus dem aktuellen Set an aktiven Sensorereignissen bestehen. Das IM kann für jedes
MM oder Teil eines MM berechnet werden und separiert die Sensorereignisse je ADL in einer ei-
genen Impulskurve. Des Weiteren kann die Fläche unter einer Impulskurve berechnet werden und
somit eine Rangliste von dominanten über weniger dominante bis hin zu nicht dominanten ADL
aufgestellt werden. Zudem ist aus der Initialphase die vorläufige und sinnfällige Sensorereignis-
ADL-Zuordnung bekannt. Diese Verteilung je Sensorereignis ist initial gleichverteilt und die
einzelnen Werte werden als Relevanzfaktor Ga bezeichnet. Diese Werte und Verfahren werden
nun in einem neuen iterativen Verfahren zur Individualisierung der RelevanzfaktorenGa genutzt,
in der die Wahrscheinlichkeitsverteilung der ADL über ein Sensorereignis berechnet wird.
Das Bild 4.12 fasst diesen Zusammenhang nochmals zusammen und erläutert zudem was
jeder Lernschritt im Anwendungsfeld der menschlichen Handlungen bedeutet. Die Relevanzfak-
toren Ga aus der Initialphase stellen eine logische Zuordnung zwischen Sensorereignissen und
menschlichen Handlungen dar. Das IM wertet im Gegensatz zum MM die ADL disjunkt aus und
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bildet das menschliche Erinnerungsvermögen ab. Bei der Bestimmung von dominanten ADL ha-
ben zeitlich dicht aufeinander folgende Sensorereignisse einen höheren Einfluss auf das Ergebnis
und das iterative Verfahren zur Individualisierung der Relevanzfaktoren wandelt die initiale
Gleichverteilung in eine Wahrscheinlichkeitsverteilung der ADL über Sensoren um. Dieser letzte
Schritt wird im hiesigen Kapitel ausführlich erläutert.
Abbildung 4.12: Überblicksbild der Lernschritte des Impulsmodells. Es werden zusätzliche In-
formationen und die Relevanz der einzelnen Lernschritte auf die Erkennung menschlicher Hand-
lungen erläutert.
Als erstes soll eine schematische Darstellung helfen die Berechnungen des letzten Lernschrit-
tes zu verstehen. Im Bild 4.13 wird die Iterationsschleife graphisch dargestellt. Im linken, großen
Rechteck stehen die Berechnungsschritte, die innerhalb einer Iteration durchgeführt werden.
Rechts daneben befindet sich die Abfrage des Abbruchkriteriums, wird dieses erfüllt, ist das
Lernen beendet und es kann in die Anwendungsphase übergegangen werden. Ist das Abbruch-
kriterium nicht erfüllt, wird ein weiterer Iterationsschritt durchgeführt. Das Abbruchkriterium
ist erfüllt, wenn die Berechnungen in der aktuellen Iteration keine Änderungen zur vorherge-
henden Iteration mehr aufweisen, mit anderen Worten, wenn sich das IM nicht mehr ändert.
Das bedeutet, dass die Relevanzfaktoren ausreichend an die Sensorereignisse angepasst wurden
und eine weitere Änderung keine Verbesserung mehr zur Folge hat. In einer Iteration werden
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Abbildung 4.13: Überblicksschema zur iterativen Berechnung der Relevanzfaktoren Ga. Es
werden die Strukturen des Markov Modells mit den Impulskurven des Impulsmodells zusam-
mengeführt und die Ga in jedem Schritt weiter an die Sensorereignisse angepasst bis keine
Änderungen im Impulsmodell mehr entstehen.
alle Strukturen durchlaufen und für jede einzelne Struktur die folgenden Schritte durchgeführt.
Aufgrund des schon berechneten Signifikanzfaktors GS , der von der betrachteten Struktur s
und dem ADL a abhängt, kann das IM nur für diesen Strukturabschnitt im MM berechnet
werden. Danach wird unter jeder Impulskurve, die jeweils ein ADL repräsentiert, die Fläche
berechnet. Aufgrund dieser Flächen kann eine Liste der ADL erstellt werden beginnend bei der
größten Fläche bis hin zur kleinsten. Dieser Schritt verläuft analog zur Bestimmung der ADL für
MM-Strukturen in Kapitel 4.3.2.3. Da auch mehrere ADL den gleichen Flächeninhalt aufweisen
können, werden Listen für solche Gruppen angelegt. Für alle dominanten ADL, welche die ADL
mit der größten Fläche sind, werden dessen Sensorereignisse, die in der aktuell betrachteten
Struktur enthalten sind, in der Liste Ldom abgelegt. Die nicht dominanten ADL werden in ei-
ner Liste Lndom gesammelt. Die Relevanzfaktoren werden nach Formel 4.3 angepasst. Dadurch
wird der neu angepasste Ga-Wert auch abhängig von der Struktur s. Die Ga, die durch deren
Sensorereignis zu den dominanten ADL Ldom zugeordnet werden können, werden erhöht und
die anderen Lndom werden verringert.
Ga(s, ai) = Ga(s, ai)
⎧⎨⎩
+GS(s, ai) ∗Ga(s, ai) , wenn ai ∈ Ldom
−GS(s,ai)∗Ga(s,ai)|Lndom| sonst
(4.3)
Wobei ai das betrachtete ADL mit dem Iterationsindex i über alle ADL ist. Der Signifikanz-
faktor GS einer Struktur s je ADL dient nun als verstärkender Faktor für die Wahrscheinlichkeit,
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dass ein Sensorereignis auf ein ADL hindeutet. Durch die Neuberechnungen von Ga darf Ga we-
der kleiner Null werden noch den Wert 1 überschreiten. Passiert das in einer Iteration bei einer
Struktur, wird die Berechnung für diese Struktur abgebrochen. Alle Berechnungen bezüglich
dieser Struktur werden zurückgesetzt. Diese Struktur hat in dieser Iteration also keinen Einfluss
auf die Ga-Berechnung. Es wird mit der nächsten Struktur weitergerechnet. In der nächsten Ite-
rationsschleife werden wieder alle Strukturen, unabhängig von den vorhergehenden Iterationen,
durchlaufen. Somit kann jede Struktur wieder Einfluss auf die Berechnungen nehmen. Wenn das
Abbruchkriterium erfüllt wurde, sind die Ga an die menschlichen Handlungen angepasst und
die gesamt Lernphase ist beendet.
Der iterative Ansatz stagniert von selbst, da die Kombination aus MM und IM es möglich
macht. Je Iteration werden ausschließlich die MM-Strukturen durchlaufen. Eine MM-Struktur re-
präsentiert temporale und lokale Zusammenhänge zwischen Sensorereignissen und ebenso die ge-
wohnten Handlungsabläufe des Bewohners. Andere Sensorereignisse werden nicht berücksichtigt.
Somit haben willkürliche Sensorereigniskombinationen keinen Einfluss auf das Ergebnis und nur
Sensorereignisse, die einen Zusammenhang untereinander besitzen, können die Berechnungen
beeinflussen. Ohne diese einschränkende Kombination wäre der gesamte Algorithmus ein Mehr-
heitsentscheid, der demjenigen ADL die höchste Wahrscheinlichkeit zuordnet, welches die größte
Anzahl an aktiven Sensorereignissen zu einen bestimmten Zeitpunkt aufweist und es würde
die initiale Gleichverteilung der ADL entweder beibehalten und nie stagnieren oder durch den
Mehrheitsentscheid würde sich je Sensorereignis ein ADL immer durchsetzen und alle anderen
Relevanzfaktoren Ga gegen Null gehen. Durch die Kombination beider Modelle jedoch, haben
die strukturellen Eigenschaften des MM einen erheblichen Einfluss auf die iterativen Berechnun-
gen und der temporale, lokale und menschliche Zusammenhang zwischen den Sensorereignissen
ermöglicht eine sinnvolle Zuordnung der Ga.
Ein weiterer wichtiger Faktor, der zur Funktionalität des Algorithmus beiträgt, ist, dass sich
innerhalb der iterativen Berechnungen Key-Sensorereignisse herauskristallisieren. Diese Key-
Sensorereignisse müssen nicht vorher eindeutig zugewiesen werden, wie es im Fallbeispiel ge-
schehen ist. Durch den individuell angelernten Relevanzfaktor Ga können diese neu entstan-
denen Key-Sensorereignisse im Nachhinein leicht identifiziert werden. Im Fallbeispiel, dessen
Ergebnisse in der Tabelle 4.5 gezeigt werden, ist zu sehen, dass die Flurtoilettentür mit über
90% auf das ADL Toilettengang hinweist. Dies ist nicht auf das Sensorereignis Flurtoilettentür
zurückzuführen sondern auf das Key-Sensorereignis Toilettenspülung. In diesem kleinen Fallbei-
spiel ist dies ein vordefiniertes Key-Sensorereignis und beeinflusst somit die Wahrscheinlichkeits-
verteilung anderer Sensorereignisse, wenn diese in den MM-Strukturen miteinander verbunden
sind. Im Fallbeispiel sind es diese beiden Sensorereignisse genau ein Mal und treten auch nur
ein Mal auf. Daher muss der Einfluss derart groß sein. Bei größeren Datenmengen könnte die
Flurtoilettentür beispielsweise ebenso mit dem Sensor für das Duschen und Zähneputzen in
Verbindung gebracht werden und kann je nach individuellem Verhalten des Bewohners entwe-
der wieder ein Key-Sensorereignis für eines der drei ADL werden oder nie der Entscheidungs-
träger zwischen Duschen, Zähneputzen oder Toilettengang sein und somit eine nicht eindeutige
Wahrscheinlichkeitsverteilung der Relevanzfaktoren Ga erhalten. Im schlimmsten Falle kann ein
Sensorereignis auch als überflüssig gelten, wenn die Relevanzfaktorverteilung selbst nach den
Berechnungen noch gleich verteilt bleiben sollte. Dies kann allerdings nur passieren, wenn alle
Sensorereignisse, mit denen das überflüssige Sensorereignis in den MM-Strukturen verbunden
ist, ebenso überflüssige Sensoreignisse wären und in keiner anderen MM-Struktur mit anderen
Sensorereignissen in Kombination auftreten würden. Die Wahrscheinlichkeit, dass dies auftritt,
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ist sehr gering, aber nicht gleich Null. Daher kann ein solcher Fall Aufschluss über die Aussa-
gefähigkeit der gewählten Sensoren geben. Wenn die Aussagekraft der Sensoren so schlecht oder
uneindeutig gewählt wurde, kann selbst der beste machine learning Algorithmus keine eindeutige
Entscheidung treffen.
Tritt nun der Fall ein, dass sich gar keine Key-Sensorereignisse herauskristallisieren, würde
der iterative Algorithmus nicht stagnieren und es muss ein anderes/weiteres Abbruchkriterium
hinzugefügt werden, wie z.B. eine maximale Iterationenanzahl. Es ist allerdings in Frage zu
stellen, wie repräsentativ die erlernten Relevanzfaktoren Ga dann noch sind.
Das Fallbeispiel zur Berechnung der Relevanzfaktorverteilung wird in Tabelle 4.5 gezeigt.
Um den Einfluss der Berechnungen besser nachvollziehen zu können, wurden hier nur die Daten
des Fallbeispiels aus Kapitel 4.3.1.2 genommen. Wie eine Verteilung mit vollständigem Sens-
ordatensatz aussieht, kann im Anhang B.5 nachgeschlagen werden. Da das Beispiel sehr klein
und eindeutig ist, hat dieses Beispiel nur eine Iteration benötigt bis das IM stagnierte. Im Falle
des Kühlschranksensors wurde das ADL Essen zubereiten und Trinken maximiert, wobei das
ADL Einkäufe verstauen immer noch eine kleine Restwahrscheinlichkeit von 0,078 erreicht hat.
Beim Tassenschranksensor mit dem ADL Spülmaschine ausräumen ist es genauso. Da deren
Zuordnungen identisch sind, müssen die ersten beiden ADL die gleichen Ga als Resultat haben.
Dadurch sind auch schon deren Signifikanzfaktoren GS identisch. Mit nur diesen Sensorereig-
nissen ist es in diesem Beispiel also nicht möglich, zwischen dem ADL Essen zubereiten und
Trinken zu unterscheiden. Dafür werden weitere Sensorereignisse benötigt. Es ist dennoch ein
gut gewähltes Beispiel, da es verschiedene Sonderfälle beinhaltet und es somit ermöglicht, die
Berechnungen auf ihre Richtigkeit zu überprüfen. Das ADL Spülmaschine ausräumen erreich-
te noch eine Wahrscheinlichkeit von 0,078. Der Sensor an der Flurtoilettentür lässt nach dem
Lernen mit einer Wahrscheinlichkeit von 91,7% auf einen Toilettengang schließen und nur noch
mit einer Restwahrscheinlichkeit von 8,3% auf das ADL Duschen. Bei dem Sensor der Toiletten-
spülung ist die Wahrscheinlichkeit gleich 1 geblieben, da es nur einem ADL zugeordnet wurde
und somit deutet das eindeutig auf genau ein ADL, dem Toilettengang, hin.
Im Bild 4.14 werden die Impulskurven nach dem letzten Lernschritt angezeigt. Das IM
wird ausgewertet, indem die Kurven innerhalb von Kurvenabschnitten miteinander verglichen
werden. Hier werden nun die beiden Strukturen aus unserem Beispiel miteinander verglichen.
Links im IM befindet sich die erste Struktur Kühlschrank-Tassenschrank-Kühlschrank. Dort
ist sehr gut die Dominanz der roten und gelben Kurve zu sehen (11:33 Uhr bis 11:40 Uhr),
wobei die rote Kurve (ADL Trinken) die blaue Kurve (ADL Essen zubereiten) überlagert, da sie
identisch sind. Der Abstand zu den anderen Kurven (grün und pink) ist dramatisch gestiegen
und somit ist die Dominanz der beiden ADL Essen zubereiten und Trinken betont worden. Zum
Vergleich: bevor die Ga angepasst wurden (siehe Bild 4.10), waren die rote und die blaue Kurve
zwar auch identisch, aber viel näher an den anderen beiden ADL (grün und pink). Die zweite
Struktur Flurtoilettentür-Toilettenspülung-Flurtoilettentür ist deutlich durch die gelbe Kurve
gekennzeichnet. Die gelbe Kurve gehört zum ADL Toilettengang und ist im Gegensatz zum ADL
Duschen (hellblaue Kurve) sehr dominant im Zeitraum von 11:41 Uhr bis 11:45 Uhr. Auch hier
wurde die Dominanz des ADL Toilettengang massiv verstärkt im Gegensatz zum IM bevor die
Parameter ans individuelle menschliche Handeln angepasst wurden.
In dem Fallbeispiel ist die Dominanz der ADL leicht nachzuvollziehen. Bei größeren Sens-
ordatensätzen beeinflussen die Ergebnisse jeder Struktur im iterativen Berechnungsansatz die
Berechnungen der anderen Strukturen. Somit beeinflussen sich die Strukturen untereinander.
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Essen zubereiten 0,333 0,461
Trinken 0,333 0,461
Einkauf verstauen 0,333 0,078
Tassenschrank
Essen zubereiten 0,333 0,461
Trinken 0,333 0,461




Toilettenspülung Toilettengang 1 1
Abbildung 4.14: Impulskurven nach der Lernphase. Je ADL wird eine Kurve dargestellt. Im
unteren Bereich stehen die korrespondierenden Sensorereignisse.
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4.3.2.5 Schlussfolgerung
Nach Beendigung der Lernphase wurde die provisorische Zuordnung der Sensoren zu den ADL
individuell an den zu beobachtenden Menschen angepasst. Dafür wurde ein MM und ein IM
angelernt. Im MM wurden Strukturen erkannt, die starke Zusammenhänge zwischen Sensorer-
eignissen, die vom Menschen ausgelöst wurden, darstellen. Somit stellen sie gleichzeitig auch
menschliche Handlungen dar. Diese wurden bewertet und weiterverwendet, um die Ga zu indi-
vidualisieren.
Die Vorteile des IM gegenüber demMM (Kapitel 4.3.1) sind, dass die ADL disjunkt voneinan-
der dargestellt werden können und somit dominante von nicht dominanten ADL unterschieden
werden können. Des Weiteren beinhaltet das IM ein Gedächtnis, dass an dem menschlichen
Lernen und Vergessen angelehnt ist. Somit erhalten zeitlich dicht aufeinander folgende Senso-
rereignisse einen höheren IM-Wert. Aber auch vergangene Sensorereignisse können Einfluss auf
den aktuellen IM-Wert haben, so wie ein Mensch sich an vergangene Taten noch erinnern kann.
Diese Eigenschaft des IM soll aber vor allem im nächsten Kapitel eine tragende Rolle spielen,
wenn es um die Erkennung von ADL in der Anwendungsphase geht.
Zwar können ADL als dominant und nicht dominant klassifiziert werden und somit können
einzelne ADL für einige Sensoren keine Relevanz mehr haben, aber es können keine neuen domi-
nanten ADL, die in der Initialphase bei der Zuordnung übersehen oder nicht bedacht wurden,
hinzukommen. Dies könnte z.B. geschehen, wenn die MM-Strukturen in einem Zwischenschritt
vom Menschen selbst zu einem oder mehreren ADL zugeordnet werden. Dies wird im Kapitel 6.2
besprochen.
4.4 Anwendungsphase
Die Anwendungsphase dient, wie der Name schon sagt, der Anwendung des Erlernten zur Er-
kennung der ADL. Das bedeutet, dass die Informationen in den gelernten Modellen genutzt
werden, um aus den aktuellen Sensordaten auf die aktuelle Handlung des Menschen schließen
zu können. Dazu wird im weiteren Verlauf dieses Kapitels nur noch das Impulsmodell (IM)
genutzt. In diesem Modell fließen die Informationen des Markov Modells (MM) mit ein. In der
Lernphase sind die Berechnungen sehr komplex, u.a. werden gleich zwei Modelle, das IM und
MM, zur Informationsgewinnung erstellt und angelernt. Nach dem Lernen jedoch werden die
Informationen ausreichend zusammengefasst im IM repräsentiert und somit wird nur eine kurze
und im Vergleich zur Lernphase einfache Berechnung zur ADL-Erkennung benötigt. Diese wird
in den kommenden Abschnitten erläutert.
Im folgenden Kapitel wird die Anwendung des IM in der Anwendungsphase beschrieben,
gefolgt von einer deitaillierten Beschreibung der ADL-Erkennung. Im Kapitel 4.4.3 wird be-
schrieben, wie die Wahrscheinlichkeitsverteilung der ADL berechnet wird. Zusammengefasst
wird dieser Abschnitt im Kapitel 4.4.4.
4.4.1 Impulsmodell in der Anwendungsphase
Das IM wird in der Anwendungsphase zu jeder Zeit aktualisiert. D.h. in einem festgelegten
Zeitraum, z.B. jede Sekunde oder jede Minute, werden die Impulswerte jeder ADL-Impuls-Kurve
neu berechnet. Trifft ein Sensorereignis ein, wird dieses in die Impulsberechnungen einbezogen.
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Durch die kontinuierliche Exponentialfunktion des IM ist es möglich, zu jedem Zeitpunkt eine
Aussage über die ADL zu treffen.
Die Impulswerte werden, wie in der Lernphase mit der Formel 4.2 aus dem Kapitel 4.3.2.2,
berechnet. Die Parameter Ga bleiben in der Anwendungsphase konstant und werden nicht wei-
terhin angepasst. Weiterführende Gedanken zu diesem Thema werden in Kapitel 6.2 formuliert.
Es ist mit diesem IM auch möglich, kontinuierlich die Flächeninhalte unter den Kurven zu
berechnen. Doch stellt sich die Frage des Segmentierungsproblems, welches in diesem Falle die
Frage offen lässt, wo das Segment anfängt. Das Ende des Segmentes wäre der aktuelle Zeitpunkt.
Dennoch stellt sich die Frage, wie weit in die Vergangenheit zurück gegangen werden soll. Die
Auswahl solcher Zeitfenster beeinflusst das Ergebnis stark und kann es sogar verfälschen, wenn
z.B. zwei ADL in dem Zeitfenster enthalten sind und nur eines erkannt wird. Daher wurde in
Anforderung A5 festgelegt, dass das Segmentierungsproblem gelöst beziehungsweise eliminiert
werden muss.
Im Rahmen dieser Arbeit wurde entschieden, ein Verfahren zu entwickeln, dass ohne Fenste-
rung bzw. Segmentierung die ADL-Erkennung erfolgreich meistert. Überlegungen haben Mög-
lichkeiten zur Berechnung der besten Fenstergröße hervorgebracht, dennoch eliminiert dies nicht
die Gefahr der ADL-Fehldeutung. Eine Diskusion dazu wird in Kapitel 2.1.3 geführt. Das IM
allein vereint in den Kurven schon sehr viele Informationen:
- kausale, temporale Abhängigkeiten, die u.a. das Gedächtnis des Menschen beinhalten,
- Menschliche Handlungsweisen, die in den MM in der Lernphase gefunden wurden (indirekt
durch die Berechnungsvorschriften für Ga siehe Kapitel 4.3.2.4),
- Wahrscheinlichkeitsverteilung der ADL über die Sensorereignisse,
- ADL werden disjunkt abgebildet, je ADL eine Impulskurve.
Durch Aggregation dieser Informationen im Impulskurvenverlauf reicht es aus, den aktuellen
Wert der Impulskurve als Berechnungsgrundlage für die ADL-Erkennung zu verwenden und auf
eine Berechnung der Fläche unterhalb jeder Impulskurve, wie es in der Lernphase genutzt wurde
(Kapitel 4.3.2.3), zu verzichten.
4.4.2 ADL Erkennung
Zur Berechnung der ADL-Erkennung werden lediglich die aktuellen Impulskurvenwerte aller
ADL benötigt. Um nun herauszufinden, welches der ADL bzw. welche Gruppe der ADL die
dominantesten sind, werden Falluntersuchungen eingeführt. Nach der Anforderung A6 aus Ka-
pitel 4, soll es zusätzlich möglich sein parallele ADL zu erkennen. Parallele ADL sind zwei ADL,
die vom Menschen gleichzeitig ausgeführt werden. Das Bild 4.15 zeigt den schematischen Ablauf
des Entscheidungsverfahrens ob zwei ADL parallel verlaufen oder nicht. Zu einem Zeitpunkt
t, der individuell gewählt werden kann und somit äquidistant oder ereignisbasiert sein kann,
werden die aktuellen Impulswerte berechnet. Danach werden zwei Impulswerte miteinander ver-
glichen, wenn diese gleich ausfallen, werden die dazugehörigen ADL als parallel eingeordnet.
Diese Entscheidung wird im oberen Teil des Schemas in Bild 4.15 dargestellt. In jeder der Listen
L I befinden sich nun ADL mit gleichem Impulswert. Im unteren Teil des Schemas werden die
Elemente dieser Listen erneut analysiert. Es werden je ADL die aktuellen aktiven Sensorereig-
nisse gesammelt und miteinander verglichen. Fallen diese Mengen an aktiven Sensorereignissen
disjunkt aus, so verlaufen auch diese ADL parallel. Das Endresultat sind Listen L R, deren Ele-
mente ADL sind, die nach der Größe geordnet sind. Die Elemente (ADL) einer Liste verlaufen
parallel zu den Elementen der anderen Listen.
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Abbildung 4.15: Schematischer Programmablaufplan zur Erkennung von parallelen ADL in der
Erkennungsphase. Wenn die aktuellen Impulswerte gleich sind oder die Menge an aktuell aktiven
Sensoren der ADL disjunkt sind, dann verlaufen diese ADL parallel.
Für das durchgehende Fallbeispiel dieser Arbeit ergeben sich die Ergebnisse in den Tabel-
len 4.6 und 4.7. In Tabelle 4.6 ist das Beispiel der ersten Struktur Kühlschrank-Tassenschrank-
Kühlschrank um 11:37 Uhr zu sehen. Zum besseren Verständnis der Ergebnislisten, kann das
Bild 4.14 aus dem Kapitel 4.3.2.4 herangezogen werden. Dort werden die Impulswerte über der
Zeit abgebildet. In Tabelle 4.6 sind zwei Listen L P1 und L P2 zu sehen. Die Elemente bei-
der Listen werden als parallel verlaufende ADL zum Zeitpunkt 11:37 Uhr angesehen. Das ADL
Essen zubereiten und das ADL Trinken wurden in zwei Listen L R sortiert, da sie identische
Impulswerte aufweisen. Die ADL Einkauf verstauen und Spülmaschine ausräumen werden nach
ihren Impulswerten geordnet (Dominanz) in die erste Liste sortiert, deren ADL mindestens
ein gemeinsames aktives Sensorereignis mit dem einzusortierenden ADL hat. Somit ist in den
Ergebnislisten sofort eine Dominanzreihenfolge und Parallelität erkennbar.
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Im zweiten Beispiel in Tabelle 4.7 wird das Ergebnis der zweiten Struktur Flurtoilettentür-
Toilettenspülung-Flurtoilettentür zur Uhrzeit 11:41 Uhr angezeigt. Es gibt nur eine Ergebnisliste
L R1. Es existieren zu diesem Zeitpunkt keine parallel verlaufenden ADL. Das ADL Toiletten-
gang ist das dominante ADL und somit das ausgeführte ADL. Das ADL Duschen steht an zweiter
Stelle und ist somit unwahrscheinlicher. Im Bild 4.14 sind noch Impulskurven anderer ADL mit
einem Wert über Null zu erkennen. Diese wurden aus den Listen jedoch entfernt, da sie keine
aktiven Sensorereignisse um 11:41 Uhr aufweisen. Diese Impulskurven verbleiben im Gedächtnis
des IM und können immer noch den zukünftigen Verlauf der Impulskurven beeinflussen.
Tabelle 4.6: Fallbeispiel der parallelen Listen L Rm. In jeder Liste sind nach Dominanz geordnete
ADL enthalten. Dieses Beispiel korrespondiert mit den Daten in Bild 4.14 zur Uhrzeit 11:37 Uhr.
Die ADL Essen zubereiten und Trinken verlaufen parallel, da sie gleiche Impulswerte aufweisen.





Tabelle 4.7: Fallbeispiel der parallelen Listen L Rm. In jeder Liste sind nach Dominanz geordnete
ADL enthalten. Dieses Beispiel korrespondiert mit den Daten in Bild 4.14 zur Uhrzeit 11:41 Uhr.
Hier gibt es keine parallel verlaufenden ADL. Das ADL Toilettengang ist das dominanteste und
somit das ausgeführte ADL.




Diese Listen L R lassen eine Aussage über Parallelität und Reihenfolge der aktuell wahr-
scheinlich ausgeführten ADL zu. Dennoch ist die Dominanz eines ADL gegenüber einem anderen
ADL innerhalb einer Liste L R noch nicht eindeutig erkennbar. Im Beispiel der Tabelle 4.7 ist
laut Bild 4.14 das ADL Toilettengang stark dominierend und das ADL Duschen vernachlässigbar
klein. Um dies in den Tabellen eindeutig darstellen zu können, wird eine prozentuale Angabe an-
gestrebt. Dafür wird eine passende Wahrscheinlichkeitsverteilung der aktuell ausgeführten ADL
im nächsten Kapitel vorgestellt.
4.4.3 Wahrscheinlichkeitsverteilung der ADL
Um ein besseren Verständnis der Ergebnisse der ADL-Erkennung zu erzielen, wird in diesem
Kapitel die Berechnung einer Wahrscheinlichkeitsverteilung der erkannten ADL vorgestellt un-
ter der Berücksichtigung von parallelen ADL. Im vorhergehenden Kapitel wurden Listen L R
mit nach Dominanz sortierten ADL angelegt, wobei jede Liste L R parallel zu den anderen







mit P als Wahrscheinlichkeit für ein ADL ai und der aktuellen Zeit t. Wobei i als Laufindex
über die Elemente der jeweiligen Liste L R fungiert, N ist die Anzahl der Elemente in einer
Liste L R. I ist der aktuelle Impulswert des ADL ai. Tabelle 4.8 und 4.9 zeigen die Ergebnisse
der beiden Beispiele wieder. In der ersten Tabelle sind die Ergebnisse der Stuktur Kühlschrank-
Tassenschrank-Kühlschrank enthalten. Sie zeigt, dass das ADL Essen genauso wie das ADL
Trinken mit einer Wahrscheinlichkeit von 86,34% ausgeführt werden. Das bedeutet, dass es für
den Algorithmus nicht möglich ist zu unterscheiden, welches der beiden ADL ausgeführt wird.
Laut dem definierten Beispiel ist dies auch nicht möglich. Die beiden anderen ADL Spülmaschine
ausräumen und Einkauf verstauen sind fast gleich wahrscheinlich und mit einer sehr geringen
Wahrscheinlichkeit von 6,96% bzw. 6,70% vernachlässigbar klein. Das bedeutet, dass es sehr
unwahrscheinlich ist, dass die beobachtete Person eines oder beide der ADL zum Zeitpunkt t =
11:37 Uhr ausführt.
In Tabelle 4.9 wird das Beispiel von 11:41 Uhr mit der Struktur Flurtoilettentür-Toilettenspü-
lung-Toilettengang angezeigt. Hier gibt es keine parallel verlaufenden ADL, da es nur eine Liste
L R1 gibt. In dieser Liste sind zwei ADL enthalten. Das erste ADL ist der Toilettengang mit
einer Wahrscheinlichkeit von gerundeten 95%. Das zweite ADL Duschen erreicht dahingegen
nur runde 5%. Somit ist sehr eindeutig, dass das ADL Toilettengang in diesem Beispiel zum
Zeitpunkt t = 11:41 Uhr ausgeführt wird.
Tabelle 4.8: Fallbeispiel der Wahrscheinlichkeitsverteilung für die parallelen Listen L Rm. Dieses
Beispiel korrespondiert mit den Daten in Bild 4.14 zur Uhrzeit 11:37 Uhr.
L R1 Pa(11 : 37) L R2 Pa(11 : 37)
ADL ai
Essen zubereiten 86,34% Trinken 86,34%
Spülmaschine ausräumen 6,96%
Einkauf verstauen 6,70%
Tabelle 4.9: Fallbeispiel der Wahrscheinlichkeitsverteilung für die parallelen Listen L Rm. Dieses
Beispiel korrespondiert mit den Daten in Bild 4.14 zur Uhrzeit 11:41 Uhr. Es existieren keine
parallel verlaufenden ADL.





4.4.4 Schlussfolgerung und Zusammenfassung
In der Lernphase sind die Berechnungen sehr komplex, u.a. werden gleich zwei Modelle, das IM
und MM, zur Informationsgewinnung erstellt und angelernt. Nach dem Lernen jedoch liegen
die Informationen ausreichend zusammengefasst im IM vor. Somit wird nur noch eine einfache
Berechnung zur Erkennung der ADL in der Anwendungsphase benötigt.
Daraus folgt, dass selbst Anwender das IM, wie z.B. Pflegepersonal oder Verwandtschaft,
zur Analyse mit heranziehen könnten, wenn Unklarheiten vorliegen sollten. Nach einer kurzen
Einweisung in das IM sollte es möglich sein, auch für nicht technisches Personal, Grundinfor-
mationen, wie z.B. die Kurve mit dem maximalen Wert in einem Zeitfenster, zu ermitteln und
somit das dominante ADL oder parallele Verläufe nachvollziehen zu können.
Dennoch wird es angeraten, eine einfache verständliche Wahrscheinlichkeitsverteilung mit an-
zugeben, wie sie hier gezeigt wurde, die sich über die aktuellen Impulskurvenwerte der ADL be-
rechnen lässt. Somit ist die Berechnung Sensorereignis-unabhängig und zu jedem frei wählbaren
Zeitpunkt durchführbar. Auch parallele ADL sind in der Berechnung berücksichtigt worden und
deutlich gekennzeichnet. Dadurch ist nicht nur die Berechnung der ADL-Erkennung einfach und




In diesem Abschnitt wird die vorgestellte Lösung evaluiert und kritisch diskutiert. Dafür werden
die Testszenarien vorgestellt und die Lösung mit anderen verglichen. Im Anschluss wird die
Laufzeit der neuen Algorithmen ausgewertet und kritisch betrachtet, gefolgt von einer Diskussion
der Vor- und Nachteile der Gesamtlösung.
5.1 Testszenarien und Datensets
Im Laufe der Entwicklung der vorgestellten Lösung wurden verschiedene Testszenarien aufge-
stellt, um die Funktionsweise der Lösung zu testen. Es wurden im Rahmen von verschiedenen
Projekten wie Automatische Assistenz in Gefahrensituation (AUTAGEF) [75, 199] oder TRI-
BUTE [76] annotierte Daten in Privatwohnungen und Bürogebäuden aufgenommen. So wurden
im Rahmen von AUTAGEF Probandenwohnungen mit intelligenten Zählern ausgestattet, um
auf Basis des Stromverbrauches auf die genutzten Haushaltsgeräte zu schließen [20, 69, 66,
62]. Dabei entstanden mehrere Datensätze mit handschriftlich geführten Annotationen. Durch
die Auswertungen der annotierten Datensätze mit den erzielten Ergebnissen der vorgestellten
Lösung ergaben sich zum Teil große Unterschiede. Eine detaillierte Untersuchung der Sensor-
daten im Vergleich mit den handschriftlichen Annotationen hat ergeben, dass die handschrift-
lichen Annotationen Lücken aufwiesen. Nach Rücksprache mit den Probanden gaben diese zu,
dass das Mitschreiben aller ADL eine unzumutbare Aufgabe sei. Daher wurden die Mitschriften
des Öfteren weggelassen und/oder sogar durch eine Kopie des Vortages oder das nachträgliche
Eintragen der ADL ersetzt. Umso länger und fortgeschrittener die Aufnahmeperiode war, umso
mehr Unstimmigkeiten zwischen Sensordaten und Annotationen ergaben sich. Somit eigneten
sich die AUTAGEF-Daten nicht für eine zufriedenstellende Evaluierung. Im Projekt TRIBUTE
wurden Bürogebäude mit Sensoren ausgestattet. Dieses Mal handelte es sich um eine jüngere
Zielgruppe im Durchschnittsalter von 28-jährigen Akademikern, die während ihrer Arbeitszeit
Annotationen handschriftlich mitführen sollten. Auch hier wurden die gleichen Ergebnisse wie
in der Studie von AUTAGEF erzielt und ebenso unbrauchbare Daten für eine zufriedenstellen-
de Evaluierung gesammelt. Auch andere Projekte verzeichneten diese Probleme (siehe Kapi-
tel 2.1.2). In einer Langzeitstudie über ein gesamtes Jahr sollten Probanden ihre Aktivitäten
annotieren. Von 12 Monaten wurden nur 4 Monate wirklich annotiert. D.h. lediglich 40% der
Zeit hielten die Probanden den Mehraufwand durch.
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NILM ist eine Abkürzung, die für Non-Intrusive Load Monitoring steht, was auf Deutsch
nichtinvasive Elektrizitätsaufzeichnung bedeutet. Dabei liegen Stromdaten, z.B. durch einen
Smart Meter gesammelt, zugrunde, auf deren Basis auf die Nutzung von Haushaltsgeräten
geschlossen wird. Auf der Basis der Nutzung von Haushaltsgeräten, kann wiederum auf das
ausgeführte ADL geschlossen werden.
Im Datensatz von HES (HouseHold Electricity Survey) werden 34 allein lebende Personen
in ihren Privathaushalten sensorisch beobachtet und davon dauern drei dieser Aufzeichnungen
über ein Jahr. Das Ziel dieses Datensets ist das Finden geeigneter Algorithmen zur Erkennung
von Haushaltsgeräten und nicht ADL [200].
Das Gleiche gilt für den Datensatz BLUED [201], der für Building-Level fully-labeled da-
taset for Electricity Disaggregation steht. Auch hier werden aus Stromdaten Haushaltsgeräte-
nutzungen abgeleitet. Beide Datensätze wurden über einen langen Zeitraum, mindestens ein
Jahr, aufgenommen und würden sich daher sehr gut für HAR eignen. Nur leider liegen in beiden
Fällen keine annotierten ADL-Daten vor.
CASAS the Center for Advanced Studies in Adaptive Systems [202] stellt eine sehr große Da-
tenbank mit verschiedenen Datensätzen zur Verfügung. Darunter befinden sich auch Datensätze
mit annotierten ADL. Der Datensatz twor beinhaltet Aufzeichnungen von zwei Bewohnern über
drei Monate, die ihre tägliche Routine verrichten. Dabei wurde ihr Arbeitsplatz nach Hause
verlegt. Hier könnten parallele ADL erwartet werden jedoch weist der Datensatz diese nicht auf.
Der Datensatz twor summer weist die gleichen Charakteristika auf jedoch für einen kürzeren
Zeitraum. Der Datensatz Adlinterweave scheint vom Namen her perfekt für das zu testende HAR
zu sein. Aufgrund des genutzten Wortes
”
interweaven“ , was zu Deutsch verschachtelt bedeutet,
kann angenommen werden, dass dort auch verschachtelte ADL enthalten sind. Dies ist jedoch
nicht der Fall. Dateien, die mit diesem Wort gekennzeichnet sind, beinhalten zusammengefügte
Informationen von mehreren Personen. Nun könnte wiederum angenommen werden, dass durch
den Multi-User-Effekt parallel auftretende ADL zu erwarten sind. Aber die Zeiträume der Pro-
banden überschneiden sich nicht und wurden sequenziell aneinander gereiht. Je Proband wurde
ein kurzer Zeitraum von weniger als einer Stunde aufgezeichnet. Somit liegen weder genügend
Daten, noch individuelle auf den Probanden zugeschnittene Verhaltensweisen vor, da alle Daten
in einem Labor aufgezeichnet wurden und den Probanden vorher gesagt wurde, welche ADL sie
ausführen sollen. Alle Datensätze in CASAS mit annotierten ADL liegen nur über einen sehr
kurzen Zeitraum (maximal ein paar Stunden) vor. Der einzige Datensatz (Wsuk), der über einen
längeren Zeitraum von ein paar Monaten geht, ist nicht mit ADL annotiert.
Domus [203] ist ein weiterer öffentlich zugänglicher Datensatz, der sowohl annotierte als
auch nicht annotierte Daten umfasst. Es wurden 24 Personen beobachtet. Allerdings liegt auch
hier die gleiche Situation wie bei CASAS vor. Annotierte Daten gibt es für eineinhalb Stunden
oder eine ganze Nacht und nicht annotierte Daten liegen für ein ganzes Jahr vor.
Der Datensatz vom MIT (Massachusetts Institute of Technology) [67] ist ein von PlaceLab
zur Verfügung gestellter Datensatz. Es wurden zwei Personen über 100 Stunden mit annotier-
ten ADL in einem Smart Home Labor namens PlaceLab aufgezeichnet. Leider existieren keine
funktionierenden Seitenverweise mehr und kann daher nicht zur Analyse herangezogen werden.
Ein anderer Datensatz (Kasteren) [65, 125] beinhaltet annotierte Sensorereignisse über
zwei bis drei Wochen, die handschriftlich oder mit Spracherkennung aufgezeichnet wurden. Es
handelt sich um drei verschiedene Datensätze in denen jeweils die Handlungen einer Person in
ihrer Privatwohnung aufgezeichnet wurde.
Im Datensatz von ARAS [78] wurden auf Basis von drahtlosen ZigBee Sensoren über zwei
92
Monate von zwei Personen 27 ADL aufgezeichnet. Allerdings wurde nicht aufgezeichnet, welche
Sensorereignisse von welcher Person ausgelöst wurden. Somit ist auch dieser Datensatz ungeeig-
net, hilfreiche Daten für die Erreichung der Ziele und Erfüllung der Anforderungen an das neue
HAR-System (siehe Tabelle 3.12 im Kapitel 3.3) bereitzustellen.
Letztendlich stellt der Kasteren Datensatz eine gute Grundlage zur Evaluierung dar. Er
beinhaltet drei Datensätze von drei Personen in ihren Privatwohnungen über einen ausreichend
langen Zeitraum. Er enthält ebenso die Ergebnisse von vier weiteren forschungsrelevanten HAR-
Systemen, die als Benchmark fungieren können. Aus diesen Gründen wird der Kasteren Bench-
mark und seine Datensätze im nächsten Kapitel näher betrachtet. Allerdings wird im Benchmark
offen dargelegt, dass auch deren Annotationen nicht fehlerfrei sind und selbst mit technischer
Unterstützung die Annotation noch immer von der Mitarbeit des Menschen abhängen und somit
fehleranfällig sind [125].
5.2 Datensätze des Benchmarks
Der Kasteren Datensatz [65] beinhaltet drei verschiedene Privatwohnungen (Haus A, B und C),
die mit drahtlosen Sensoren ausgestattet wurden, z.B. Türkontakte für Türen und Schränke,
Druckmatten für Betten und Couch, Bewegungssensoren an Objekten, passive Infrarotsensoren
zur Bewegungserkennung in bestimmten Arealen und Flusssensoren zur Wassernutzung. Alle
Sensoren liefern binäre Sensorereignisse. In Haus B wurde eine handschriftliche Annotation vor-
genommen, wobei der Proband seine ausgeführten ADL mit Start- und Endzeit notierte. In den
anderen beiden Häusern wurde ein Bluetooth Head Set zur Aufzeichnung der ADL verwendet.
Die Probanden hatten eine Auswahl an Befehlswörter, um die Aufzeichnung durchzuführen. Die
nachstehende Tabelle 5.1 listet die Charakteristika der drei Häuser auf. Haus A und B sind
Apartments mit jeweils einem jungen männlichen Bewohner und überschaubarer Raumanzahl.
In Haus C lebt ein älterer Mann in einem Eigenheim mit sechs Zimmern. Die Aufnahmedauer
schwankt zwischen zwei und drei Wochen. Die ADL-Anzahl beträgt 14 im ersten Haus, 23 im
zweiten und 21 im dritten Haus. Die Probanden in Haus A und C annotierten mit Bluetooth
und Haus B zog die handschriftliche Annotation vor.
Alle drei Datensätze wurden verwendet, um vier HAR-Systeme zu trainieren und ADL zu
erkennen. Es handelt sich bei den HAR-Systemen um ein Naiv Bayes’sches Netz (BN), ein
HiddenMarkov Model (HMM), einHidden Semi-Markov Model (HSMM) und einConditional
Random Field (CRF). Details dieser Modelle werden in [125] ausführlich besprochen. Des Wei-
teren wurden die Sensordaten auf drei verschiedenen Arten, siehe Bild 5.1, interpretiert und als
Eingabe für die Modelle verwendet. In der ersten Variante (a) werden die Sensorereignisse in der
Form genommen wie sie von den Sensoren gesendet werden. In der zweiten Variante (b) werden
Ereignisse nur bei Veränderungen erzeugt und in der dritten Variante (c) zählt das Ereignis,
welches sich als letztes geändert hat.
Die Eingabedaten des neu entwickelten und hier zu testenden HAR-Systems liegen wie in Va-
riante (a) des Benchmarks vor. Jedoch werden sowohl im MM als auch im IM nur die Änderungen
von Sensorereignissen berücksichtigt, d.h. bei gleich bleibenden, sich wiederholenden Sensorer-
eignissen ändert sich nichts im MM. Zur ADL-Erkennung und zur Berechnung des IM werden
jedoch die jüngsten Sensorereignisse höher bewertet als ältere. Daher werden beide Varianten
(b) und (c) zur Evaluierung in Betracht gezogen. Dies sind auch die beiden Varianten, die im
Benchmark die besten Ergebnisse erzielt haben. Die Ergebnisse des Benchmarks über alle vier
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Tabelle 5.1: Auflistung der Eigenschaften der drei Privatwohnungen und Probanden.
Eigenschaften Haus A Haus B Haus C
Alter 26 28 57
Geschlecht männlich männlich männlich
Wohnraum Mietwohnung Mietwohnung Eigenheim
Raumanzahl 3 2 6
Dauer 25 Tage 14 Tage 19 Tage
Sensoranzahl 14 23 21
ADL-Anzahl 10 13 16
Annotationsmethode Bluetooth per Hand Bluetooth
Modelle können im Anhang B eingesehen werden.
Abbildung 5.1: Eingabedatenrepräsentationen des Benchmarks. Die Sensordaten können auf
drei verschiedene Arten als Eingabedaten für HAR-Systeme interpretiert werden. Variante (a)
belässt die binären Sensordaten wie sie sind. Wobei Variante (b) nur die Veränderungen in den
Signalen als Ereignis ansieht und Variante (c) berücksichtigt nur das Signal, welches als letztes
gesendet wurde.
Die vier Modelle des Benchmarks werden mit allen Sensordaten der jeweiligen Häuser trai-
niert, außer mit einem Tag. Dieser verbleibende Tag wird zur Evaluierung verwendet. Dazu wird
eine Konfusionsmatrix erstellt (siehe Kapitel 3). In dieser Matrix werden Häufigkeiten abgebil-
det, wie oft ein ADL richtig erkannt wurde. Nachdem die komplette Matrix ausgefüllt wurde,
lassen sich weitere Bewertungskriterien ableiten. Diese Matrix wird für jedes der drei Häuser
separat angelegt. Sensitivität, Wirksamkeit, F-Maß und Genauigkeit sind die vom Benchmark
gewählten Kriterien zur schlussendlichen Auswertung der ADL-Erkennung.
Der Benchmark arbeitet mit Segmenten, d.h. es wird eine Anzahl an Sensorereignissen als
Eingabe verwendet und innerhalb dieses Segments wird ein ADL bestimmt. Die beste Seg-
mentlänge wurde durch Experimente ermittelt und kann in [65] nachgelesen werden. Sobald sich
zwei oder mehrere ADL innerhalb einem Segment befinden wird nur das eine ADL erkannt,
welches die meisten Sensorereignisse umfasst. Somit können ADL verloren gehen und nicht er-
kannt werden. Daher wurde ein Diskretisierungsfehler bei der Auswertung eingeführt. Da im
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neuen Ansatz keine Segmente mehr benötigt werden, brauch auch kein Diskretisierungsfehler
mehr berechnet werden.
Die Daten der drei Häuser liegen in Exceltabellen vor. Es gibt vier Dateien. Eine enthält die
Sensordaten mit Ein- und Ausschaltzeiten, wobei nur die Sensoridentifikationsnummern (Sensor-
IDs) vermerkt sind. Die zweite Datei enthält die Sensor-IDs und deren Klarnamen. Die dritte
Datei beinhaltet die Annotationen, die mit ADL-IDs und deren Start- und Endzeiten dokumen-
tiert sind. Die letzte Datei enthält die ADL-IDs und deren Klarnamen. Ein Beispiel aus den
Dateien des Hauses A können im Anhang im Kapitel B.2 eingesehen werden.
5.3 Evaluierung
Die Auswertung der ADL-Erkennung wurde der Auswertung im Benchmark angepasst. Im
Benchmark wurden je Datensatz alle Tage außer einem zum Training des HAR-Modells ge-
nutzt. Dieser eine ungenutzte Tag wird zum Testen angewandt. Dieses Verfahren wurde auch
hier angewandt und der jeweils letzte vollannotierte Tag wurde ausgewählt. Aus den Ergebnissen
wurde eine Konfusionsmatrix je Haus erstellt, die in den Tabellen 5.3 - 5.5 dargestellt sind. In
den Bildern 5.2 - 5.4 werden die Daten der Matrizen nochmals graphisch als Balkendiagramme
dargestellt. Dies soll der besseren visuellen Erfassung der Ergebnisse dienen. Die daraus resul-
tierenden Bewertungskriterien, wie Sensitivität, Wirksamkeit, F-Maß und Genauigkeit werden
in der Tabelle 5.6 angezeigt. Diese enthält ebenso die Ergebnisse des Benchmarks. In der Ta-
belle 5.2 werden für alle Bilder und Tabellen der Evaluierung die genutzten ADL-IDs mit den
zugehörigen ADL-Klarnamen abgebildet.
Die Datensätze von Haus B und C bestehen aus sehr feingranular aufgelisteten Sensorereig-
nissen. Die Auswertung wurde für Haus B und C in einem 1-minütigen Takt durchgeführt. Somit
bleiben die Daten übersichtlicher und durch den Menschen kontrollierbar. Es gehen bei dieser
Zusammenfassung keine Daten verloren, da ein Mensch nicht in der Lage ist räumliche Strecken
innerhalb der Wohnung im Millisekundentakt zurückzulegen. Treten Sensorereignisänderungen
innerhalb einer Minute auf, werden diese vom Algorithmus verarbeitet und somit auch im Im-
pulsmodell mit angezeigt und fließen somit in die minutengenaue Auswertung mit ein. Vor allem
die Bewegungssensoren senden bis in den Millisekundenbereich sich wiederholende Sensorereig-
nisse. Im Haus A liegen vergleichsweise die Benchmark- und Sensordaten im Sekundentakt vor.
Durch die Zusammenfassung wird die Evaluierung stark erleichtert, da im Zweifelsfall per Hand
in den Sensorereignissen nachgeschaut wird, um zu klären, warum bestimmte Situationen auf-
treten und wie sich die Ergebnisse des Algorithmus erklären lassen.
Die Anzahl der erkannten und annotierten ADL in den Konfusionsmatrizen stimmt nicht mit
der tatsächlichen Anzahl der durchgeführten ADL im Evaluierungsdatensatz überein. Die ADL-
Erkennung des neuen HAR-Systems arbeitet ereignisbasiert und änderungsbasiert. Das bedeu-
tet, sobald ein Sensorereignis eintrifft, beginnen die Berechnungen aus Kapitel 4.4, wenn sich die
Berechnungsergebnisse zu den Ergebnissen des vorhergehenden Sensorereignisses ändern, wird
ein ADL als Resultat ausgegeben. Dieses berechnete oder auch erkannte ADL wird dann mit den
annotierten ADL verglichen. Für jedes annotierte ADL liegt eine Zeitspanne der Durchführung
vor. Somit ergeben sich höhere Zahlen in den Konfusionsmatrizen als in den Annotationsdateien.
Um dies anzugleichen, wäre es möglich, den Durchschnitt über einen gewählten Zeitraum der er-
kannten ADL zu berechnen und diesen zu vergleichen. Dabei würde sofort das Problem auftreten,
den adäquaten Zeitraum (Segmentlänge) zu wählen zu müssen und dies soll laut Anforderung
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Tabelle 5.2: Übersicht der ADL-IDs und Klarnamen aller genutzten Datensätze des Benchmarks.
ADL-ID Klarname












32 Essen zu sich nehmen
40 Piano spielen
43 Zum Gehen bereit machen
A5 vermieden werden. Ebenso weisen die annotierten Zeiträume große Unterschiede auf und
würden nicht zwangsläufig mit der Segmentlänge übereinstimmen. Des Weiteren könnten ADL
in der Durchschnittsberechnung untergehen und als nicht erkannt angesehen werden.
Im Anhang B werden alle Zwischenergebnisse der Initial-, Lern- und Anwendungsphase dar-
gestellt. Die Annotationen des Benchmarks Haus A liegen in Tabelle B.6 vor und eine Darstel-
lung des Ergebnisses des neuen HAR-Systems ist in der Tabelle B.10 zu finden. Anhand des
Haus A werden im Anhang im Abschnitt B.3 die Ergebnisse des Markov Modells, im Anhang
im Abschnitt B.4 die Ergebnisse der Strukturen, im Anhang im Abschnitt B.5 die Zwischener-
gebnisse der Relevanzfaktoren und im Anhang im Abschnitt B.6 beispielhaft das Ergebnis der
ADL-Wahrscheinilchkeitsverteilung dargestellt. Auf die Darstellung der Zwischenergebnisse der
Häuser B und C wurde in dieser Abhandlung verzichtet, da diese beiden Datensätze mit je über
22.000 Sensorereignissen den Rahmen dieser Abhandlung sprengen würden. In diesem Kapitel
folgen nun die Endergebnisse des Vergleiches zwischen Benchmark und der neuen Lösung.
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Tabelle 5.3: Konfusionsmatrix des Haus A des Kasteren Benchmarks.
Annotierte ADL











1 3 - - - - 3
3 - 11 - - - 11
4 - - 25 - - 25
5 - - - 5 - 5
6 - - 1 - 2 3∑
3 11 26 5 2 47
Abbildung 5.2: Graphische Darstellung der Konfusionsmatrix von Haus A in einem Balkendia-
gramm. Je Balken wird ein ADL in % dargestellt. Der letzte Balken fasst alle ADL zusammen.
Haus A erwies sich als einfachster Anwendungsfall von den drei Häusern. Die Sensoren sind
gut gewählt, um die zu erkennenden ADL damit auch wirklich zu erkennen. Auch die Annota-
tionen sind sehr gut durchgeführt worden. Somit gab es bei der Auswertung der Resultate kaum
Probleme. Haus A bietet alles in allem einen gut übersichtlichen Anwendungsfall.
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Tabelle 5.4: Konfusionsmatrix des Haus B des Kasteren Benchmarks.
Annotierte ADL











1 9 - - - - - - 9
4 - 24 2 - - - - 26
5 - - 22 - - - - 22
6 - - - 3 - - - 3
10 - - - - 140 - - 140
13 - - - - 11 47 - 58
40 - - - - - - 16 16∑
9 24 24 3 151 47 16 274
Abbildung 5.3: Graphische Darstellung der Konfusionsmatrix von Haus B in einem Balkendia-
gramm. Je Balken wird ein ADL in % dargestellt. Der letzte Balken fasst alle ADL zusammen.
Haus B stellte sich als Herausforderung dar. Es wurden ADL annotiert zu denen es aufgrund
der Sensorauswahl keine korrespondierenden Sensorereignisse gibt, wie z.B. das ADL Essen zu
sich nehmen, das ADL zum Gehen bereit machen und das ADL Ankleiden. Vor allem letzteres
war schwierig zu lösen, da es einen Bewegungssensor vorm Kleiderschrank gibt. Jedoch wurde
der Kleiderschrank nie zum Ankleiden benutzt. Es wird davon ausgegangen, dass sich die Klei-
dung nicht im Schrank befand, sondern vielleicht auf einem Stuhl hing oder ähnliches. Somit
wurden solche ADL aus der Evaluierung gestrichen, da es für dieses ADL keine messbaren Sen-
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sorereignisse gab. Für den Lernalgorithmus spielte dies keine Rolle, da nie auftretende ADL eine
Wahrscheinlichkeit nahe oder gleich Null zugeordnet bekommen. Ein weiteres Problem ergab,
dass sehr viele Sensorereignisse vom Bewegungsmelder in der Küche auftraten, obwohl nur ei-
ne Person anwesend war und andere Sensorereignisse widerlegten, dass sich die Person in der
Küche befand. Es wird angenommen, dass es sich bei solchen Sensorereignissen um automatisch
generierte Sensorereignisse, wie z.B. einem Heartbeat-Signal, gehandelt hat. Laut der Definition
in Kapitel 4.1 dürfen nur vom Menschen generierte Sensorereignisse verwendet werden. Dazu
wäre ein Vorverarbeitungsschritt zum Filtern der Sensordaten nötig, was hier nicht eingesetzt
wurde, da der Sachverhalt unklar ist und z.B. die Heartbeat-Zeiten unbekannt sind. Somit wur-
den in Haus B vor allem in der Nacht das ADL 13 zur Frühstückszubereitung fälschlicher Weise
erkannt. Im Datensatz, der zur Evaluierung herangezogen wurde, kam es vor, dass ADL nicht
notiert wurden. Es existieren die ADL Duschen und Toilettenbenutzung getrennt voneinander.
Im Normalfall wurde dies auch so annotiert. Aber es gibt Ausnahmen, wo z.B. 05-Aug-2009
14:11:09;05-Aug-2009 14:21:51;5 für das ADL 5 = Duschen annotiert wurde mit Startzeit 14:11
Uhr und Endzeit 14:21 Uhr. Der Toilettengang zwischendurch wurde leider vergessen. Anhand
der Sensordaten ist es klar nachvollziehbar, dass der Toilettengang fehlt. Somit wurde statt dem
ADL 5 Duschen das ADL 4 für Toilettengang erkannt.
Tabelle 5.5: Konfusionsmatrix des Haus C des Kasteren Benchmarks.
Annotierte ADL











1 4 - - - - - - - - - - 4
3 - 1 - - - - - - - - - 1
4 - - 26 2 1 1 1 3 - - - 34
5 - - - 6 - - - - - - - 6
6 - - - - 5 - - - - - - 5
7 - - - - - 4 - - - - - 4
9 - - - - - - 7 - - - - 7
10 - - - - - - - 98 - - - 98
13 - - - - - - - - 3 - - 3
17 - - - - - - - - - 1 - 1
28 - - - - - - - - - - 5 5∑
4 1 26 8 6 5 8 101 3 1 5 168
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Abbildung 5.4: Graphische Darstellung der Konfusionsmatrix von Haus C in einem Balkendia-
gramm. Je Balken wird ein ADL in % dargestellt. Der letzte Balken fasst alle ADL zusammen.
In Haus C stellte sich die ADL-Erkennung ähnlich komplex wie in Haus B dar und ab und
an wurde ein zwischengeschobener Toilettengang nicht annotiert. Es gibt zudem eine Toiletten-
spülung, die laut Sensordaten über 8 Stunden lang aktiv war. Es ist wohl von einem Defekt
auszugehen. Daher wurde sehr oft das ADL Toilettengang erkannt, wo es jedoch keines gab.
Ein weiteres Problem, welches aber leicht behoben werden konnte, war, dass die Annotationen
zeitverzögert aufgenommen wurden. Die Annotationen lagen eine Minute hinter den Sensorda-
ten zurück. Dies kann z.B. an nicht synchronisierten Zeitmessern der verschiedenen Systeme
liegen, da die Annotationen über Bluetooth in Kombination mit Spracherkennung aufgezeich-
net wurden. Dies wurde durch Verschieben der Zeiten wieder behoben und hatte somit keinen
Einfluss mehr auf die ADL-Erkennung. Die restlichen ADL wurden durch den neuen Algorith-
mus richtig zugeordnet. Die Tabelle 5.6 vergleicht die erzielten Bewertungskriterien: Sensitivität,
Wirksamkeit, F-Maß und Genauigkeit des Benchmarks mit denen des neuen HAR-Ansatzes.
Bei Haus A liegen die Genauigkeit des Benchmarks und des neuen HAR-Systems dicht bei
einander. Nur 1,5% trennen die beiden Ergebnisse. Bei den anderen drei Kriterien sind die
Unterschiede deutlich größer. Der Benchmark schneidet im Mittel 25% schlechter ab. Somit
erkennt der Benchmark in Haus A die ADL zwar zuverlässig aber mit einer höheren Ungenau-
igkeit als der neue HAR-Ansatz. Der neue HAR-Ansatz arbeitet mit Wahrscheinlichkeiten und
gibt somit in einigen Fällen eine Liste an ADL aus, die mit Wahrscheinlichkeiten versehen sind.
Somit beinhalten auch die Ergebnisse des neuen HAR-Systems eine Ungenauigkeit immer dann,
wenn es ADL gibt, deren Sensorereignisse sehr ähnlich sind, wie z.B. Toilettengang, Duschen,
Zähneputzen. In diesem Beispiel werden die Sensoren an der Badezimmertür und dem Wasch-
becken betätigt. Erst wenn ein weiteres Sensorereignis, wie z.B. die Nutzung des Duschkopfes
hinzukommt, ist eindeutig, welches ADL durchgeführt wird. Treten nur die beiden erst genann-
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Tabelle 5.6: Übersicht über die Resultate in % des Benchmarks und des neuen HAR-Systems.
Der Benchmark erzielte die besten Ergebnisse mit einem CRF und den Repräsentationsformen
der Eingabedaten im Änderungsmodus (Ä) und letzte Änderungen (lÄ) (siehe Bild 5.1).












































lÄ 96,4 89,2 89,7
ten Sensorereignisse auf, gibt es eine Wahrscheinlichkeitsverteilung, die je nach Trainingsresultat
auch gleichverteilt sein kann. Ist das annotierte ADL in dieser Verteilung enthalten, wurde es
als erkannt gekennzeichnet, wobei sich der Benchmark für ein ADL entscheiden muss.
Bei Haus B liegen die Ergebnisse etwas weiter auseinander. Die Genauigkeit ist auch hier
nah bei einander und der Benchmark ist nur 2,4% schlechter. Allerdings liegen Wirksamkeit und
Sensitivität im Durchschnitt 47% niedriger. Einer der Gründe dafür kann natürlich das Weglas-
sen von nicht erkennbaren ADL sein. Bei der Evaluierung des neuen HAR-Systems wurden drei
ADL, die aufgrund der Sensorauswahl nicht erkennbar waren, ausgelassen. Um dieses Szenario
besser auswertbar zu machen, wurde das Worst-Case-Szenario für diese drei nichterkennbaren
ADL ausgerechnet. Tabelle 5.7 zeigt die veränderte Konfusionsmatrix auf. Es wurden die drei
ADL 11, 32 und 43 hinzugefügt und jeweils eine 0 eingetragen, da der neue HAR-Algorithmus
in den jeweiligen Zeitspannen auch nichts erkannt hat. Im Bild 5.5 wird die Matrix nochmals als
Balkendiagramm dargestellt. In Tabelle 5.8 sind die veränderten Bewertungskriterien dargestellt
im Vergleich zu den vorherigen Werten des HAR-Systems und Benchmarks.
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Tabelle 5.7: Konfusionsmatrix des Haus B des Kasteren Benchmarks im Worst-Case-Szenario.
Annotierte ADL











1 9 - - - - - - - - - 9
4 - 24 2 - - - - - - - 26
5 - - 22 - - - - - - - 22
6 - - - 3 - - - - - - 3
10 - - - - 140 - - - - - 140
13 - - - - 11 47 - - - - 58
40 - - - - - - 16 - - - 16
11 - - - - - - - 0 - - 0
32 - - - - - - - - 0 - 0
43 - - - - - - - - - 0 0∑
9 24 24 3 151 47 16 0 0 0 274
Abbildung 5.5: Graphische Darstellung der Konfusionsmatrix des Worst-Case-Szenarios von
Haus B in einem Balkendiagramm. Je Balken wird ein ADL in % dargestellt. Der letzte Balken
fasst alle ADL zusammen.
Im Worst-Case-Szenario bleibt die Genauigkeit natürlich erhalten und Wirksamkeit, Sensiti-
vität und F-Maß fallen um knapp 30%. Im Vergleich mit dem Benchmark sind die Ergebnisse des
neuen HAR-Systems immer noch um rund 24% besser. Somit ist dies allein nicht ausreichend,
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Tabelle 5.8: Sensitivität, Wirksamkeit, F-Maß und Genauigkeit des Worst-Case-Szenarios
(WCS) des Hauses B im Vergleich mit den Werten der Tabelle 5.6 und den Re-


























um die Unterschiede zu erklären. Im Datensatz des Haus B wurden parallele ADL durchgeführt
und auch annotiert, z.B.
”
05-Aug-2009 00:11:06;05-Aug-2009 12:40:30;10“ und
”
05-Aug-2009
05:53:01;05-Aug-2009 05:54:47;4“. Diese beiden Annotationen besagen, dass von 00:11 Uhr bis
12:40 Uhr geschlafen wurde (ADL 11) und zwischenzeitlich von 5:53 Uhr bis 5:54 Uhr die Toilette
aufgesucht wurde (ADL 4). Solch ADL wurden durch das neue HAR-System auch als parallele
ADL erkannt. Da der Benchmark mit Eingabesequenzen arbeitet und je Eingabesequenz nur
ein ADL erkennt, kann der Benchmark die parallelen ADL nicht korrekt erkannt haben. Des
Weiteren existiert in Haus B ein unberechenbarer Bewegungssensor in der Küche, der auch Sen-
sorsignale sendet, die nicht durch menschliche Aktivität ausgelöst wurden. Dies hat auch die
Ergebnisse des neuen HAR-Systems beeinflusst und kann ebenso Einfluss auf den Benchmark
gehabt haben.
Haus C schneidet im Benchmark am schlechtesten ab. Die Genauigkeit des Benchmarks ist
recht hoch und ist um 5,5% niedriger als vom neuen HAR-System. Wirksamkeit, Sensitivität
und F-Maß schneiden allerdings recht schlecht ab und sind im Mittel um 54% niedriger als beim
neuen HAR-System. Drei kritische Stellen wurden beim Haus C erkannt. Zu einem lief die Toilet-
tenspülung des unteren Bades oft über acht Stunden lang, zweitens waren die Annotationen um
eine Minute verspätet und drittens konnte auch hier ein ADL nicht durch Sensorereignisse er-
kannt werden (ADL 11 Ankleiden). Ersteres konnte auch vom neuen HAR-System nicht negiert
werden. Aber die Zeitverschiebung wurde neutralisiert und das nichterkennbare ADL ausgelas-
sen. Des Weiteren gab es hier parallel durchgeführte ADL, die wie bei Haus B vom Benchmark
nicht erkannt werden konnten. Somit kann nur die Zeitsynchronisation und das weggelassene
ADL noch Einfluss auf die Ergebnisse haben. Um diesen Einfluss darzustellen wurde auch hier
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ein Worst-Case-Szenario analysiert. Da die Evaluierung im Minutentakt durchgeführt wurde,
kann auch maximal pro Synchronisationsfehler eine Fehlerkennung stattfinden. Eine Fehlerken-
nung ist in diesem Falle das zu zeitige Erkennen des darauffolgenden ADL. Eine frühzeitige
Beendigung ohne ein ADL zu erkennen ist hier nicht der Fall, da die Annotationen lückenlos
vorliegen. Aus diesen Berechnungen ohne Zeitsynchronisation resultieren die Konfusionsmatrix
in Tabelle 5.9 und die Tabelle 5.10, die die Bewertungskriterien im Vergleich zum Benchmark
und zu den zeitsynchronisierten Daten des neuen HAR-Systems enthalten. Das Bild 5.6 zeigt
auch hier wieder ein Balkendiagramm der Konfusionsmatrix.
Tabelle 5.9: Konfusionsmatrix des Haus C des Kasteren Benchmarks im Worst-Case-Szenario.
Annotierte ADL











1 4 - 1 1 - - - - - - - 1 7
3 - 1 - - - - - - - - - - 1
4 1 - 24 2 1 1 1 3 1 - 1 - 35
5 - - - 6 - 1 - - - - - - 7
6 - - - - 5 1 - - - - - - 6
7 - - - - - 3 1 - - - - - 4
9 - - - - - - 5 1 - - 1 - 7
10 - - - - - 1 - 98 - - - - 99
13 - 1 - - - - - - 3 - - - 4
17 - - - - - - - - - 1 - - 1
28 - - 1 - 1 - - - - 1 5 - 8
11 - - - - - - - - - - - - 0∑
5 2 26 9 7 7 7 102 4 2 8 0 179
Wie bei Haus B beeinflusst das nicht erkennbare ADL 11 die Genauigkeit nicht, dafür aller-
dings die restlichen drei Kriterien. Durch die asynchrone Zeitführung der Annotation ergeben
sich viele Fehlerkennungen der ADL. Die Anzahl der richtig erkannten ADL ändert sich jedoch
kaum, weil der neue HAR-Algorithmus zwar minutenbasiert auswertet, allerdings nur ein ADL
als erkannt ausgibt, wenn sich Änderungen zum vorhergehenden Ergebnis ergeben. Somit müssen
in einer Zeitspanne von 10 Minuten nicht zwangsläufig 10 erkannte ADL ausgegeben werden. Die
Genauigkeit des Worst-Case-Szenarios liegt knapp 9% unter der des HAR-Systems und somit
mit 3% sogar knapp unter dem des Benchmarks. Somit hat die asynchrone Annotation einen
großen Einfluss auf das Endergebnis. Wirksamkeit, Sensitivität und F-Maß verringerten sich im
Vergleich zum HAR-System im Mittel um 27% und sind damit immer noch durchschnittlich
um 27% größer als im Benchmark. Daher muss es noch andere Einflussfaktoren geben, wie z.B.
die parallel durchgeführten ADL und die Wahrscheinlichkeitsverteilung der erkannten ADL, was
schon bei Haus B ausführlich betrachtet wurde.
Im Kapitel 3.2.2, in dem die aktuelle HAR-Forschung zu Ontologien besprochen wurde,
fand der gleiche Benchmark Anwendung. Es wurde Haus C zur Evaluierung des Ontologiean-
satzes verwendet und eine Wirksamkeit von 76,2% und eine Sensitivität von 70,3% erreicht.
Das neue HAR-System ist in der Lage eine ADL-Erkennung mit einer Wirksamkeit von 93,0%
und einer Sensitivität von 97,9% durchzuführen. Im Worst-Case-Szenario von Haus C wurde im
neuen HAR-Ansatz eine Wirksamkeit von 63,2% und eine Sensitivität von 73,1% erreicht. Somit
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Abbildung 5.6: Graphische Darstellung der Konfusionsmatrix des Worst-Case-Szenarios von
Haus C in einem Balkendiagramm. Je Balken wird ein ADL in % dargestellt. Der letzte Balken
fasst alle ADL zusammen.
schneidet der Ontologie-Ansatz in der Wirksamkeit besser ab als das Worst-Case-Szenario vom
neuen Ansatz. Bei der Sensitivität ist es genau anders herum. Leider liegen keine Auswertungen
des Ontologieansatzes bezüglich der Genauigkeit vor. Im allgemeinen Anwendungsfall jedoch
schneidet das neue HAR-System im Durchschnitt mit 22% besser ab.
Ein weiteres aktuelles Forschungsbeispiel in Kapitel 3.2.3 nutzt unscharfe Ontologien zur
ADL-Erkennung. Zur Evaluierung wurde Haus A des Benchmarks genutzt. Das EON erzielte
eine Genauigkeit von 82,9%, wobei der neue HAR-Ansatz eine Genauigkeit von 97,9% erreichte.
Somit schneidet der neue HAR-Ansatz um 15% besser ab.
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Tabelle 5.10: Sensitivität, Wirksamkeit, F-Maß und Genauigkeit des Worst-Case-Szenarios
(WCS) des Hauses C im Vergleich mit den Werten der Tabelle 5.6 und den Re-


























Bei zusammenfassender Betrachtung der Ergebnisse fällt auf, dass die Genauigkeit zwar im
Gegensatz zur Ontologie um 15% gestiegen ist aber im Vergleich zum Benchmark nur um 3%.
Demnach ist die ADL-Erkennung im Allgemeinen nicht viel höher als im aktuellen Stand der
Technik. Dies kann auf das verwendete MM in der Trainingsphase des neuen HAR-Systems
zurückgeführt werden. Die gewählte Informationsrepräsentation des neuen MM ist zwar ab-
weichend zum Benchmark, dennoch sind die Markov-typischen Mechanismen auch hier noch
enthalten und ermöglichen somit weiterhin die hohe Wiedererkennungsrate. Was sich allerdings
geändert hat, abgesehen von der besseren Nutzerfreundlichkeit des neues HAR-Systems und
der Möglichkeit, nun auch parallele ADL zu erkennen, ist die Wirksamkeit und die Sensitivität.
Im Vergleich zu den Ontologien sind die beiden Werte im Durchschnitt um 20% höher und im
Gegensatz zum Benchmark nun um deutliche 42% besser.
Der Hauptgrund für die Verbesserung liegt in der Eliminierung der Segmentierung. Sowohl
im Benchmark als auch bei den Ontologien wurden Segmentierungsstrategien verwendet, um
herauszubekommen, wie lang eine Sensorereigniskombination sein sollte, um aussagekräftig auf
ein ADL schließen zu können. Je Segment, sprich je Sensorereigniskombination, wird allerdings
nur ein ADL angenommen. Somit werden parallel verlaufende, also mindestens zwei ADL, die
zur gleichen Zeit durchgeführt werden, nicht erkannt. In so einem Falle wird nur ein ADL, das in
seinen Eigenschaften dominanter auftritt, erkannt. Ein Beispiel dafür ist das Kochen während
der Fernseher läuft. Der Fernseher wurde sehr wahrscheinlich nur mit einem Sensorereignis,
dem Einschalten, erkannt, wobei das Kochen, aufgrund der verschiedenen, dabei genutzten
Küchengeräte, sehr wahrscheinlich viel mehr erkannte Sensorereignisse produziert. Durch die
Einführung der regelbasierten Auswertung im neuen HAR-System und den damit entstehenden
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Listen an parallelen ADL, kann durch die Auswertung der höchsten Wahrscheinlichkeiten eine
Aussage über parallel ausgeführte ADL getroffen werden (siehe Kapitel 4.4.2).
Ein zweites Phänomen, das durch die Segmentierung hervorgerufen wird, ist das Übersehen
von ähnlichen ADL. Je nach Segmentierungsstrategie werden ADL, die ähnliche Eigenschaf-
ten bezüglich der Segmentierung aufweisen, zu einem ADL zusammengefasst. Da auch hier nur
ein ADL je Segment erkannt wird, werden die anderen ADL, die aufgrund ihrer Ähnlichkeit
zu dem gleichen Segment hinzugefügt wurden, nicht erkannt. Beispielsweise sind bei einer spa-
cialen/räumlichen Segmentierung die ADL, die sequentiell an einem Ort durchgeführt werden,
schlechter von einander zu unterscheiden als ADL, die an verschiedenen Orten nacheinander
ausgeführt werden. Die Segmentierungsstrategie geht davon aus, dass ein ADL an einem be-
stimmten Ort durchgeführt wird und erst beim Verlassen des Ortes wieder beendet wird und
somit wird auch dann erst das Segment beendet. Unter der Berücksichtigung, dass je Segment
nur ein ADL erkannt wird, werden die anderen in Reihe ausgeführten ADL von dem dominan-
testen ADL im Segment unterdrückt. Somit kam es beispielsweise des Öfteren dazu, dass die
Hygiene-ADL, wie z.B. Duschen, Toilettengang und Zähneputzen, welche im Bad nacheinan-
der durchgeführt wurden, im Benchmark nicht auseinander gehalten werden konnten. Der neue
HAR-Ansatz benötigt in der Anwendungsphase keine Segmentierungsstrategie. Die Segmentie-
rung wird durch die kausale Abhängigkeit repräsentiert, welche durch die Exponentialfunktionen
des Impulsmodells implizit ausgedrückt werden. Somit liegt zwar indirekt eine temporale und
lokale Bewertung der Sensorereignisse vor, aber die Darstellungsweise innerhalb des Impulsmo-
dells lässt eine von Sensorkombinationen unabhängige und somit zu jedem beliebigen Zeitpunkt
mögliche ADL-Erkennung zu und umgeht dadurch das Segmentierungsproblem.
Das neue HAR-System kann mit den vier Modellen der Stochastik: Naiv Bayes’sches Netz,
Hidden Markov Model, Hidden Semi-Markov Model und Conditional Random Field und den zwei
Wissensbasierten Modellen: Ontologie und Wahrscheinlichkeitsbasierte Ontologie, der aktuellen
Forschung, nicht nur mithalten, es erzielt in komplexeren Anwendungsszenarien wie Haus B
und C sogar bessere Ergebnisse als der Benchmark, obwohl der neue HAR-Ansatz im Gegensatz
zu allen Benchmarkmodellen nicht überwacht trainiert wird. Eine ausführliche Betrachtung der
Vor- und Nachteile des neuen HAR-Systems wird im übernächsten Kapitel 5.5 gegeben.
5.4 Komplexität der Lösung
Die Laufzeitanalyse der Informatik beschäftigt sich mit der Analyse der genutzten Algorithmen
bezüglich deren Speichernutzung und zeitlicher Dauer in Abhängigkeit zur Eingabegröße. Es
wird das Worst-Case-Szenario betrachtet, bei dem angenommen wird, dass der Algorithmus
den meisten Speicher und die längste Zeitdauer benötigen wird [204]. Im Laufe der technischen
Entwicklung rückt die Betrachtung der Speicherauslastung immer weiter in den Hintergrund, da
die Speicherkapazitäten enorm wachsen [205, 206]. Exponentielle Laufzeiten ergeben bei großen
Eingaben rasant anwachsende Berechnungszeiten und sollten daher vermieden werden.
In der Initialphase werden keine Algorithmen der Informatik verwendet. Dennoch entsteht ein
Arbeitsaufwand, der durch die Begehung der Wohnung vor Ort und der Erhebung der benötigten
Informationen entsteht. Es werden genutzte Sensoren erfasst und die zu erkennenden ADL er-
mittelt. Beide Listen werden in logischen Zusammenhang gebracht und als a priori Wissen in
das HAR eingegeben. Dies ist ein einmaliger Vorgang. Im Durchschnitt wurden ca. 20 Sensoren
je Wohneinheit entsprechend dem aktuellen Stand der Technik, wie im Kapitel 2 beschrieben,
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verwendet.
Die laufzeitkritischen Algorithmen in der Lernphase sind die Erstellung des MM und das
Durchsuchen des MM nach Strukturen. Alle anderen Berechnungen basieren auf Grundrechen-
arten der Mathematik. Eine Ausnahme bildet der iterative Lernansatz zur Individualisierung der
Sensorwahrscheinlichkeitsverteilung in Bezug auf die ADL-Erkennung. Innerhalb der Iterationen
werden Impulswerte verglichen, von denen es maximal so viele gibt, wie ADL in der Initialphase
angelegt wurden, also überschaubar wenige. Danach werden die Sensorwahrscheinlichkeiten neu
berechnet. Dies kann maximal einen quadratischen Aufwand bedeuten, da je Sensor wiederum
nur die maximale Anzahl an ADL zugeordnet werden können. Eine unendliche Iterationsanzahl
kann durch das beschriebene Abbruchkriterium in Kapitel 4.3.2.4 ausgeschlossen werden.
Das Durchsuchen des MM kann durch eine Tiefensuche mit Abbruchkriterium für Zyklen
erfolgen, wobei die Laufzeit der Suche maximal die Summe der Zustände plus Transitionen
erlangen kann. Aber die Frage ist, wie viele Zustände und Transitionen durchlaufen werden
müssen. Dies führt zurück zum Erstellen des MM. Transitionen sind Verbindungen zwischen
den Zuständen und hängen somit auch von der Anzahl an Zuständen ab. Zustände sind Kom-
binationen aus Sensorereignissen. Die maximale Anzahl der Zustände ist gleich der Anzahl aller
Kombinationsmöglichkeiten der Sensorereignisse. Somit hängt die Effizienz von der Anzahl an
Sensorereignissen ab. Aus drei verschiedenen Sensorereignissen A, B und C können die Zustände
A, B, C, AB, AC, BC und ABC entstehen, wobei die Reihenfolge unwichtig ist. Somit liegt ein
exponentielles Wachstum mit steigender Eingabemenge vor. Das bedeutet, bei großen Eingabe-
mengen, in diesem Fall die Sensoranzahl, wächst die Dauer, die der Algorithmus zur Berechnung
benötigt, exponentiell zu einer enorm großen Zahl an und kann unter Umständen Jahre dau-
ern. Es wurde sich dennoch für diese Darstellung entschieden, da eine ADL-Erkennung nur
durch die Kombination von Sensorereignissen erfolgen kann (Anforderung A4). Die Kombinati-
onsmöglichkeiten beschränken sich durch den Anwendungsfall jedoch von selbst. Es werden pro
Wohnung keine große Anzahl an Sensoren verbaut werden, wie schon Anfang dieses Kapitels
und in Kapitel 5.1 beschrieben. Ebenso werden viele Kombinationen durch lokale Begebenheiten
schon ausgeschlossen. So können viele Sensorkombinationen nicht auftreten, da der Mensch in
der Wohnung eine gewisse Zeit benötigt, um die Strecke von einem Sensor zum nächsten Sensor
zurückzulegen. Es werden nur Sensorereignisse in einem Zustand miteinander kombiniert, die
zeitgleich oder zeitlich sehr nahe beieinander liegen. Dadurch wird der IST-Zustand abgebildet.
Ein weiterer Grund, der viele Kombinationsmöglichkeiten ausschließt, ist die menschliche Logik.
Die Zielgruppe besteht aus Menschen, die mit wenig technischer Hilfe ein selbstständiges Leben
in ihrer Wohnung führen können. Somit sind es Menschen, die sinnfällige Handlungen in ih-
rer Wohnung durchführen. Dadurch schließen sich weitere unlogische Sensorkombinationen aus.
Falls dieser Fakt nicht mehr gegeben sein sollte, kann dies durch eine Auswertung der Laufzei-
ten, z.B. mit einer Trendanalyse, erkannt werden und eine Meldung herausgegeben werden. Des
Weiteren wird der Algorithmus nur in der Lernphase mit offline Daten angewandt und nicht in
der zeitkritischen Anwendungsphase. Daher kann ein Algorithmus mit exponentieller Laufzeit
hier angewandt werden.
5.5 Einschätzung der Vor- und Nachteile
In diesem Kapitel soll das neue HAR-System gegen die gesteckten Ziele und Anforderungen
verglichen werden, um danach die Vor- und Nachteile des neuen HAR-Systems zu diskutieren.
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Im Kapitel 1.3 wurden vier Ziele des HAR-Systems definiert:
Z1: Zielgruppe: allein lebende Personen in Privatwohnungen,
Z2: Erhaltung der Lebensqualität,
Z3: Erkennen von wohnungsbezogenen ADL,
Z4: Individualisierte Anpassung an die Bedürfnisse der Person.
Die Einschränkung der Zielgruppe auf allein lebende Personen erleichterte die Entwicklung
des HAR-Systems, da alle Sensorereignisse einer Person zugeschrieben werden konnten und so-
mit die Separierung auf verschiedene Personen entfällt. Im Kapitel 5.2 werden Möglichkeiten
besprochen, wie das neue HAR-System auch für ein Multi-User-Szenarium eingesetzt werden
kann. Das zweite Ziel:
”
Erhaltung der Lebensqualität“ wurde in den Anforderungen A1 und A3
spezifiziert. Das Ziel Z3:
”
Erkennen von wohnungsbezogenen ADL“ findet sich in den Anforde-
rungen A6 und A7 wieder und das Ziel Z4:
”
Individualisierte Anpassung an die Bedürfnisse der
Person“ wurde mit den Anforderungen A2 und A3 erfüllt.
Die sieben Anforderungen an das neue HAR-System aus Kapitel 2.1.5, welche das erfolgreiche




Nutzung minimalinvasiver Sensoren“ wurde durch die Nutzung mini-
maler Sensorinformationen in Kapitel 4.1 gelöst. Die benötigten Eingabeinformationen basieren
auf der kleinsten Schnittmenge an Sensorinformationen, die jeder Sensor liefern können muss
und noch ausreichend sind, um auf ADL schließen zu können. Ein Sensor muss einen Zeitstempel
liefern, eine eindeutige Identifikation und ein binäres Sensorereignis. Letzteres muss Aufschluss
über den Beginn oder das Ende einer menschlichen Aktion geben, z.B. Tür offen und Tür zu
oder Bewegungsmelder aktiv oder inaktiv. Selbst Temperatursensoren können dahingehend ge-
nutzt werden, dass eine Änderung der Temperatur oder eine Überschreitung eines Markers in
eine binäre Information umgewandelt werden kann. Dafür müssten zwar vorgelagerte Verar-
beitungsschritte dem HAR-System hinzugefügt werden, aber das HAR-System ist dank dieser
Schnittstelle sensorunabhängig.
Die zweite Anforderung verlangte ein skalierbares HAR-System. Durch die Sensorunabhäng-
igkeit und die minimale Wissensakquise in der Initialphase wird diese Anforderung auch erfüllt.
Durch das Erheben weniger, generischer und wohnungsunabhängiger Informationen in der In-
itialphase kann das neue HAR-System von einer Wohnung auf die nächste übertragen werden,
ohne die Algorithmen anpassen zu müssen. Es werden keine Informationen über die Wohnung
oder die Person selbst benötigt. Nur die Anzahl und Art der Sensoren und die zu erkennenden
ADL werden benötigt.
Als drittes wurde ein nutzerfreundliches HAR-System gefordert. Zu einem bedeutete dies,
dass eine einfache oder gar keine Wissensakquise in der Initialphase stattfinden sollte und zum
anderen, dass ein unüberwachter Lernalgorithmus genutzt werden soll. Beide Kriterien wur-
den erfüllt. Es wurde ein unüberwachter Lernalgorithmus verwendet, der durch ein iteratives
Verfahren eine individuelle Wahrscheinlichkeitsverteilung der Sensor-ADL-Zugehörigkeit erlernt
(Kapitel 4.3.2.4). Dafür muss ein Trade-Off eingegangen werden und a priori Wissen in der In-
itialphase gesammelt werden. Dies wurde so gering wie möglich gehalten. Es werden ebenfalls
nur die Anzahl und Art der Sensoren und die zu erkennenden ADL benötigt.
Die vierte Anforderung forderte die Auswertung von Sensorereigniskombinationen, um ADL
erkennen zu könnnen. Die Kombinationen wurden in den Zuständen des Semi-Markov Modells
erlernt, aus denen wichtige menschliche Verhaltensstrukturen abgeleitet werden können.
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Das Segmentierungsproblem der fünften Anforderung wurde komplett umgangen. In der
Lernphase werden keine Segmente benötigt, da der Zusammenhang der Sensorereignisse im
Markov-Modell dargestellt wird (Kapitel 4.3.1.2). In der Anwendungsphase sind ebenfalls keine
Segmente von Nöten, da vergangene Sensorereignisse im Impulsmodell verarbeitet werden und
im aktuellen Wert des Impulsmodells die Historie enthalten ist (Kapitel 4.4.2).
Um die Erkennung von sequentiellen und parallelen ADL in der sechsten Anforderung zu
genügen, wurden die Ergebnisse des Impulsmodells in Kombination mit einfachen Regeln ange-
wandt (Kapitel 4.4.2).
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Tabelle 5.11: Gegenprüfung der Anforderungen gegen das neu erschaffene HAR-System.
Anforderung Lösung
A1 Nutzung minimalinvasiver Senso-
ren
- Minimale Sensorinformationen: Zeit-
stempel, ID und binäres Ereignis
A2 Skalierbarkeit





A3.1 Leichte bis keine Wissensak-
quise in der Initialphase
A3.2 Unüberwachter Lernalgorith-
mus
- Art und Anzahl der Sensoren und ADL
und deren generischen logischen Zusam-
menhang
- Unüberwachter Lernalgorithmus
A4 Auswertung von Sensorereignis-
kombinationen
- Sensorereigniskombinationen in Markov
Modell-Zuständen




- Anwendungsphase: Auswertung des ak-
tuellen Sensorereignisses, da die Historie
im Impulsmodell enthalten
A6 Erkennung von sequentiellen und
parallelen ADL
- Auswertung des Impulsmodelles und Re-
geln
A7 Abbildung menschlicher Unbere-
chenbarkeit
- Kombination aus Wahrscheinlichkeits-
verteilung der ADL je Sensor und expo-
nentieller Vergessensfunktion ermöglicht
eine ADL-Erkennung, die unabhängig
von der Reihenfolge oder starren Kon-
strukten ist und eine Wahrscheinlich-
keitsverteilung der am wahrscheinlichs-




Abbildung menschlicher Unberechenbarkeit“ beinhaltet die Abbil-
dung der menschlichen Ungenauigkeiten und Ähnlichkeiten bei der Ausübung von ADL. Das
Lernergebnis des neuen HAR-Systems ist eine Wahrscheinlichkeitsverteilung der ADL je Sen-
sor. Dies bildet die Grundlage der Anwendungsphase. In dieser wird eine exponentielle Verges-
sensfunktion aus der Psychologie in einen neuartigen Impulsansatz umgewandelt, der mit den
Wahrscheinlichkeiten der Lernphase arbeitet. Somit ist die ADL-Erkennung unabhängig von der
Reihenfolge der Sensorereignisse. Nur die Art der Sensorkombination und die Zeit zwischen den
einzelnen Sensorereignissen hat Einfluss auf das Ergebnis. Durch die Wahrscheinlichkeitsver-
teilung ist auch das Ergebnis der ADL-Erkennung eine Wahrscheinlichkeitsverteilung. Dadurch
können in ungenauen Situationen auch mehrere ADL eine hohe Wahrscheinlichkeit erzielen.
Dies bedeutet allerdings auch, dass in solchen Fällen keine eindeutige Entscheidung durch das
HAR-System gefällt werden kann. Somit wurden alle geforderten Anforderungen vom neuem
HAR-System erfüllt.
Der wahrscheinlich größte Vorteil des neuen HAR-Systems ist, dass es auf einem unüber-
wachten Lernalgorithmus basiert und somit keine annotierten Daten benötigt. Damit verringert
sich der Aufwand, bevor das HAR-System überhaupt angewandt werden kann, enorm. Es ist ein
großer Aufwand, annotierte Daten zu erhalten. Entweder muss die Person selbst mehrere Tage
ihre Aktivitäten aufzeichnen oder ein weiteres System muss dafür installiert werden. Für das
neue Verfahren sind nur wenige Informationen im Vorfeld, also in der Initialphase, zu erheben.
Lediglich die Art und Anzahl der Sensoren und der ADL, die aus den Sensordaten abgeleitet
werden sollen, müssen gelistet werden. Durch diese Vereinfachungen werden HAR-Systeme prak-
tikabler und attraktiver für den Markt. Des Weiteren bildet das neue HAR-System durch die
neuartige Kombination eines stochastischen Modells mit einem kognitiven Ansatz das mensch-
liche Erinnerungsvermögen ab. Dadurch können ADL, die vom Menschen vergessen und später
wieder aufgenommen werden, immer noch erkannt werden. Durch diesen Ansatz ist es ebenso
möglich, parallel ausgeführte ADL zu erkennen. Das neue HAR-System weist eine komplexe
Lernphase auf, in der viele Berechnungen durchgeführt werden. Dies ermöglicht eine effiziente-
re Auswertung während der Anwendungsphase und negiert sogar das Segmentierungsproblem.
Durch das Erinnerungsvermögen des Impulsmodells braucht nur noch der aktuelle Wert ausge-
wertet werden, da die vergangenen Werte den aktuellen Wert beeinflusst haben. Die erkannten
ADL werden mit einer Wahrscheinlichkeitsverteilung angegeben, die immer dann zum Tragen
kommt, sobald die Sensordaten keinen eindeutigen Rückschluss auf die ADL zulassen. Eine
prozentuale Wahrscheinlichkeitsverteilung der ADL ist sehr leicht für den Experten und Laien
ablesbar. Ebenso spiegelt eine Wahrscheinlichkeitsverteilung die Unberechenbarkeit des Men-
schen sehr gut wider. Die Vorteile werden nun nochmal in kurzer Form aufgelistet:
- Nicht überwachtes lernen
- Minimales a priori Wissen erforderlich
- Menschliches Erinnerungsvermögen abgebildet
- Parallele ADL erkennbar
- Segmentierungsproblem negiert
- Wahrscheinlichkeitsverteilung der erkannten ADL
Die Wahrscheinlichkeitsverteilung der erkannten ADL kann allerdings auch ein Nachteil sein,
da es Situationen geben kann, in denen zwei oder mehr ADL gleichverteilt auftreten können. In
solchen Situationen muss die letztendliche Interpretation dem Anwender überlassen werden. In
112
der Initialphase wird eine vorläufige Zuordnung der ADL zu den potentiellen Sensoren, die zur
Erkennung des jeweiligen ADL benötigt werden könnten, erstellt. Das Lernen der Modelle ist von
dieser Initialbelegung abhängig. Es wird initial von einer Gleichverteilung ausgegangen, die im
Laufe der Lernphase an die Sensorereignisse der zu beobachtenden Person angepasst wird. Dabei
werden die Wahrscheinlichkeiten einiger ADL verstärkt und andere können gegen Null gehen.
Somit entsteht innerhalb dieser vordefinierten Zuordnung eine Ausdünnung. Allerdings können
ADL, die nie in der Initialphase in Zusammenhang mit einem oder mehreren Sensorsignalen
gebracht wurden, auch nie durch Lernschritte hinzugefügt werden. Dies begründet sich in den
wenigen Informationen, die im Vorfeld erhoben wurden. Es könnte erwogen werden, diese Anfor-
derungen aufzuweichen und weitere Informationen mit einfließen zu lassen. Änderungen in den
Anforderungen ermöglichen wiederum komplett neue Lösungswege und bedürfen daher weiterer
Untersuchungen. Eine weiterführende Diskussion dazu befindet sich im Kapitel 6.2. Während
der Lernphase werden die Sensorkombinationen im MM abgebildet. Dies kann im schlimmsten
Fall zu einer exponentiellen Laufzeit des Algorithmus führen. Die Gründe, warum dies bei der
angestrebten Endanwendung nicht zum Problem wird, werden in Kapitel 5.4 erläutert. Dieser
exponentiell anwachsender Algorithmus sollte für weiterführende Anwendungen überarbeitet
bzw. eine andere Lösung dafür gefunden werden. Noch werden im neuen HAR-System keine
Tageszeiten ausgewertet. Dies könnte für eine bessere Unterscheidung zwischen den verschiede-
nen Mahlzeiten oder gar für eine wochentagsabhängige Analyse genutzt werden. Weiterführende
Gedanken dazu werden im Kapitel 6.2 geteilt. Im Folgenden werden die Nachteile nochmals in
Kurzform zusammengefasst:
- Wahrscheinlichkeitsverteilung der erkannten ADL
- Initialbelegung der Sensor-ADL-Verteilung






In diesem Kapitel wird die gesamte Abhandlung der Dissertation kurz zusammengefasst und
die Ergebnisse der neuen Lösung nochmals dargestellt. Im Anschluss wird ein Ausblick gegeben,
wie die vorgestellte Lösung erweitert oder verbessert werden kann, um z.B. dessen Nachteile zu
mindern.
6.1 Zusammenfassung
In diesem Buch wurde eine Übersicht und kritische Zusammenfassung des derzeitigen For-
schungsstandes zu Human Activity Recognition (HAR), zu Deutsch Aktivitätserkennung
bei Menschen, durchgeführt. Dabei ergab sich eine Forschungslücke im Rahmen der nicht
überwachten Lernalgorithmen für HAR-Systeme. Für überwachte Lernalgorithmen muss je
Anwendung ein annotierter Datensatz über mehrere Wochen mühselig erstellt werden, bevor
das HAR-System zum Einsatz kommen kann. Dies entfällt mit dem neuen HAR-System. Des
Weiteren ist das neue System in der Lage auch parallel laufende Aktivitäten des täglichen
Lebens (ADL, aus dem Englischen Activity of Daily Living) zu erkennen. Viele HAR-Systeme
aus dem aktuellen Stand der Forschung sind dazu nicht in der Lage, da sie z.B. sequenziell
arbeiten. Beide Probleme wurden mit dem neuen HAR-System erfolgreich gelöst.
Das in diesem Buch vorgestellte HAR-System ist eine neuartige Kombination aus einem
stochastischen Modell und einem kognitiven Ansatz. Das HAR-System wird in drei Phasen an-
gewandt. Die erste Phase ist die sogenannte Initialphase. In dieser ersten Phase wird a priori
Wissen gesammelt. Das neue HAR-System benötigt im Gegensatz zu den Systemen der aktuel-
len Forschung nur sehr wenig a priori Wissen. Es wird die Art und Anzahl der Sensoren und der
ADL benötigt, welche in eine sinnfällige initiale Verbindung miteinander gebracht werden. Die-
se Verbindung ist eine vorläufige und gleichverteilte Initialbelegung der Sensor-ADL-Beziehung,
die in der Lernphase individuell an die jeweilige Person und Anwendungsfall angepasst wird. Es
wird ein neuartiges Markov Modell (MM) und ein neu entwickeltes Impulsmodell (IM) erlernt.
Das genutze MM unterscheidet sich von den aktuellen MM durch dessen Zustandsdefinitionen,
die die Sensorereigniskombinationen abbilden, wodurch das Segmentierungsproblem wegfällt.
Dadurch können auch wichtige Strukturen aus dem MM extrahiert werden, die das menschli-
che Verhalten darstellen. Diese Strukturen werden durch neuartige Modellvergleiche bewertet.
Das Resultat dieser Bewertung wird wiederum in Kombination mit dem neuen kognitiven IM
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in einem speziell dafür entwickelten iterativen Ansatz verwendet, um die initiale Sensor-ADL-
Beziehung zu individualisieren. Diese neue Sensor-ADL-Beziehung ist Grundlage für die dritte
und letzte Phase: der Anwendungsphase. Im IM wird die Sensor-ADL-Beziehung in Kombinati-
on mit neu entwickelten Regeln angewandt, um eine finale ADL-Wahrscheinlichkeitsverteilung
der erkannten ADL zu berechnen. Diese besagt, welches ADL derzeit am wahrscheinlichsten
ausgeführt wird und welche ADL gerade parallel zu anderen ADL ausgeführt werden.
Das neue HAR-System wurde mit drei Datensätzen unterschiedlichen Anspruchs und einem
Benchmark getestet. Dieser Benchmark beinhaltete vier verschiedene stochastische Modelle des
aktuellen Stands der Forschung. Das neue HAR-System ist in der Lage eine höhere Erken-
nungsrate als der Benchmark zu leisten und war im Durchschnitt 3,2% akkurater. Es erzielte
eine 95-97%-ige Wiedererkennung der ADL. Durch die erstellten Konfusionsmatrizen ergab sich
eine durchschnittliche Verbesserung von 42% in den Metriken für Sensitivität, Wirksamkeit
und F-Maß. Ein weiterer großer Unterschied zum Benchmark ist, dass das neue HAR-System
unüberwacht lernt. Dadurch fällt die Datenakquise im Vergleich zum Benchmark sehr gering
aus und das neue HAR-System wirkt attraktiver für den Markt in dessen Anwendbarkeit.
Im Rahmen dieser Arbeit konnte die Zielstellung erfolgreich realisiert werden. Das zentrale
Ergebnis dieser Dissertation ist ein neuartiges HAR-System, das eine Kombination aus stochas-
tischen und kognitiven Modellen ist. Dies ermöglicht die Erfüllung aller Anforderungen an ein
HAR-System [207, 208, 209, 210, 211].
6.2 Ausblick und Weiterentwicklung
Das in diesem Buch neu besprochene HAR-System erzielt im genutzten Benchmark eine Er-
kennungsrate von 95-97%. Sowohl der Benchmark als auch das neue HAR-System haben noch
Nachteile, welche im Kapitel 5.5 angesprochen wurden. Hier soll nun diskutiert werden, welche
zukünftigen Arbeiten das neue HAR-System noch leistungsstärker werden lassen können.
Das neue HAR-System arbeitet noch tageszeitenunabhängig. Das bedeutet, dass die Uhr-
zeit oder das Datum nicht zur ADL-Erkennung herangezogen werden. Dies kann jedoch von
Vorteil sein, wenn die betreffende Person einen Tagesrhythmus hat. Bisher basiert die ADL-
Erkennung auf wiederkehrenden, typischen Aktivitätsabläufen. Bei der Evaluierung mit dem
gegebenen Benchmark hätte es keine Vorteile gebracht, da zwei der drei Personen keinen typi-
schen Tagesrhythmus aufwiesen, sondern z.B. die acht Stunden Schlaf in drei Portionen über die
24 Stunden eines Tages verteilten. Auch eine wochentags- oder monatsabhängige Auswertung
wäre für Trendanalysen oder das Lernen saisonaler Abhängigkeiten, wie Winter und Sommer,
von Vorteil. Vor allem für Langzeitstudien müssten zwischengelagerte Lernphasen während der
Anwendungsphase durchgeführt werden. Somit könnte über das Jahr eine Zeitreihe an Erlernten
Modelleigenschaften gewonnen werden und diese zu Langzeitanalysen herangezogen werden.
Das kognitive Modell basiert auf den Forschungsergebnissen eines Psychologen namens H.
Ebbinghaus. Er erkannte, dass ein Mensch nach 20 Minuten 40% des Erlernten vergisst und
20% des Erlernten für immer behält. Diese Daten sind Durchschnittsdaten und könnten für
jeden Anwendungsfall neu erlernt werden. Dazu würde es eine Sensitivitätsstudie der Modell-
parameter bedürfen. Im hier vorgestellten neuem HAR-System wurde von der Richtigkeit und
Allgemeingültigkeit der Forschungsergebnisse von H. Ebbinghaus ausgegangen.
Eine weitere Forschungsmöglichkeit eröffnet sich durch die Komplexitätsbetrachtungen der
neuen Algorithmen. Es besteht die Möglichkeit, dass die Laufzeit der Algorithmen in der Lern-
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phase exponentiell ansteigt (siehe Kapitel 5.4). Um diese Gefahr zu neutralisieren bedarf es
weiterer Forschungen an neuen Algorithmen oder Darstellungen der Modelleigenschaften, ohne
dass dies die Qualität der Ergebnisse negativ beeinflusst.
In der Initialphase wird eine vorläufige Zuordnung der ADL zu den potentiellen Sensoren, die
zur Erkennung des jeweiligen ADL benötigt werden könnten, erstellt. Das Lernen der Modelle ist
von dieser Initialbelegung abhängig. Es wird initial von einer Gleichverteilung ausgegangen, die
im Laufe der Lernphase an die Sensorereignisse der zu beobachtenden Person angepasst wird.
Dabei werden die Wahrscheinlichkeiten einiger ADL verstärkt und andere können gegen Null
gehen. Somit entsteht innerhalb dieser vordefinierten Zuordnung eine Ausdünnung. Allerdings
können ADL, die nie in der Initialphase in Zusammenhang mit einem oder mehreren Sensorsi-
gnalen gebracht wurden, auch nie durch Lernschritte hinzugefügt werden. Dies begründet sich
in den wenigen Informationen, die im Vorfeld erhoben wurden (Anforderungen A1). Dies könnte
mit hinzugefügten Datenbanken und/oder Ontologien gelöst werden, in denen alle potenziellen
Zusammenhänge zwischen Sensoren und ADL niedergelegt sind und während der Lernphase in
Betracht gezogen werden können.
Die Notfallerkennung in privaten Haushalten wurde im Rahmen dieser Dissertation nicht
betrachtet. Für akute Notfallerkennung mit einer geringeren Latenzzeit könnte das aktuell ge-
messene Verhalten mit dem aktuellen MM verglichen werden und bei Abweichungen gehandelt
werden. So könnte eine Kaskade an Benachrichtigungen angestoßen werden und schweregra-
dabhängig erst die betroffene Person selbst kontaktiert, die hinterlegte Kontaktperson benach-
richtigt oder sofort eine Notfallhilfezentrale verständigt werden.
Der aufgezeigte Ansatz der behandelten Dissertation kann auch auf andere Anwendungs-
felder übertragen werden. So kann eine Übertragung aus dem Privaten in das Arbeitsumfeld
oder Büroräume vorgenommen werden. Ebenso ist eine Verwendung in Pflegeheimen oder im
stationären Umfeld denkbar. Die größte Herausforderung dabei ist der Übergang von einem
Singlehaushalt zu einem Multi-User-Ansatz. Dafür muss eine Möglichkeit geschaffen werden die
Sensorsignale einer einzelnen Person zuzuordnen. Mit diesem Thema haben sich schon einige
Forschungsgruppen beschäftigt. So z.B. kann die Datenkombination aus Uhrzeit in Verknüpfung
mit dem Ort genutzt werden, um mehrere Personen in einem Haushalt unterscheiden zu können
[93]. Dafür wurde zugrunde gelegt, dass eine Person eine bestimmte Minimalzeit zur Bewältigung
einer bestimmten Streckenlänge benötigt. In einer Habilitationsschrift [212] werden noch wei-
tere Ortungstechnologien für Innenräume vorgestellt. Unter anderem werden die Technologien
der Bildverarbeitung, Infraroterkennung, Infrastrukturerkennung und magnetische Lokalisation
vorgestellt und diese könnten ebenso mit dem vorgestellten Ansatz verknüpft werden. WLAN-
Triangulation ist ein weiterer Ansatz, der gut zur Innenraumlokalisation und Unterscheidung
von Personen geeignet ist [213].
Die hier aufgezeigten Ergänzungsmöglichkeiten stellen Erweiterungen des neuen HAR-
Systems dar, die zu einer Verbesserung der Anwendbarkeit, Langzeitanalysen oder Domänen-
übertragung beitragen können. Die Funktionsfähigkeit des neuen HAR-Systems ist auch ohne
diese Erweiterungen gegeben und ermöglicht schon jetzt eine Erkennung paralleler, menschlicher





In diesem Kapitel werden die Zwischenergebnisse der Berechnungen des Fallbeispieles in Kapi-
tel 4.3.1.3 aufgelistet. In allen Tabellen trennt der Tabellenkopf die beiden Strukturen. Im linken
Teil jeder Tabelle werden die ADL gelistet. Dies ist nur in der Tabelle A.4 abweichend. Dort
werden zusätzlich die Zustände der Struktur, die mit den ADL übereinstimmen, aufgezählt.
Unter dem Tabellenkopf dient die nächste Zeile zur Kennzeichnung der jeweiligen berechneten
Parameter. Tabelle A.1 zeigt die Anzahlen der übereinstimmenden Zustände und Transitionen
der jeweiligen Struktur im Vergleich mit jedem ADL auf. Die Tabelle A.2 zeigt die Auswertungs-
ergebnisse des strukturellen Vergleichs in Hinsicht auf die maximale Anzahl an Zuständen und
Transitionen zwischen der Struktur und allen ADL. Wobei bei den beiden ADL Essen zubereiten
und Trinken die MMADL mehr Transitionen bzw. Zustände aufweisen und bei den restlichen
ADL die Struktur jeweils mehr Zustände und Transitionen hat. In der Tabelle A.3 werden die
Parameter für die Zugänglichkeit angezeigt, d.h. es werden die eingehenden und ausgehenden
Transitionen von und zur Struktur gezählt. Bis hier können alle Ergebnisse durch Abzählen der
Zustände und Transitionen in den Bildern 4.3 und 4.8 nachvollzogen werden. Die nächste Tabel-
le A.4 gibt die Anzahlen der Zustände wieder, die eine bestimmte Häufigkeit aufweisen. Dabei
werden die Zustandshäufigkeiten für jedes MMADL gezählt und für die Zustände der Struktur,
die mit den Zuständen des MMADL übereinstimmen. Um diese Zahlen zu erhalten, werden zu
den MM noch die Sensorereignisse in temporaler Reihenfolge benötigt, wie sie in Kapitel 4.3.1.2
gleich zu Anfang aufgelistet sind.
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ADL NmZ NmT NmZ NmT
Trinken 2 2 0 0
Essen zubereiten 2 2 0 0
Spülmaschine ausräumen 1 0 0 0
Toilettengang 0 0 2 2
Einkauf verstauen 1 0 0 0
Duschen 0 0 1 0





ADL Formel 1 Formel 2 Formel 1 Formel 2
Trinken 2 2 0 0
Essen zubereiten 2 2 0 0
Spülmaschine ausräumen 1 0 0 0
Toilettengang 0 0 2 2
Einkauf verstauen 1 0 0 0
Duschen 0 0 1 0
Formel 1 max(NZADL , NZS )
Formel 2 max(NTADL , NTS )




ADL NiT NoT NiT NoT
Trinken 1 1 0 0
Essen zubereiten 1 1 0 0
Spülmaschine ausräumen 0 1 0 0
Toilettengang 0 0 1 1
Einkauf verstauen 1 1 0 0
Duschen 0 0 1 1
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Häufigkeit 1 2 3 4 5 1 2 3 4 5
Struktur 1 0 0 0 1 0 0 0 0 0
Trinken 1 0 0 0 1 1 0 0 0 1
Struktur 1 0 0 0 1 0 0 0 0 0
Essen zubereiten 1 0 0 0 1 1 0 0 0 1
Struktur 1 0 0 0 0 0 0 0 0 0
Spülmaschine ausräumen 1 0 0 0 0 1 0 0 0 0
Struktur 0 0 0 0 0 1 1 0 0 0
Toilettengang 1 1 0 0 0 1 1 0 0 0
Struktur 0 0 0 0 1 0 0 0 0 0
Einkauf verstauen 0 0 0 0 1 0 0 0 1 0
Struktur 0 0 0 0 0 0 1 0 0 0





Der vorgestellte Benchmark beinhaltet vier Modelle: Naiv Bayessches Netz (BN), Hidden
Markov Model (HMM),Hidden Semi-Markov Model (HSMM) undConditionalRandom Field
(CRF). Der Benchmark besteht zudem aus drei Datensätzen: Haus A, B und C. Die Evaluierung
der neuen Lösung wurde anhand dieses Benchmarks durchgeführt. Der Umfang der Datensätze
steigt von A nach C. Da der Datensatz A am kürzesten und somit auch am übersichtlichsten
ist, soll anhand dessen die einzelnen Berechnungsschritte der neuen HAR-Lösung besprochen
werden.
Im ersten Abschnitt werden die kompletten Ergebnisse aller vier Modelle des Benchmarks
vorgestellt, von denen das CRF im Durchschnitt am besten abschneidet. Im Anschluss wird die
Umformung der vorliegenden Benchmarkdaten in die neue Schnittstellenform der Eingabedaten
dargestellt. Für die Auswertung des neuen HAR-Modells werden die Markov Modelle (MM)
der ADL dargestellt. Das Impulsmodell wird anhand der Parameter ausgewertet, da Exponenti-
alkurven über einen Zeitraum von 24 Stunden in diesem Format nicht ausreichend verständlich
darstellbar sind. Dafür werden die Strukturen und ihre Bewertung vorgestellt, die Sensor-ADL-
Zuordnung der Initial- und Lernphase erörtert und die Strukturen und deren Bewertung gezeigt.
Beendet wird dieses Kapitel durch eine Beipieldarstellung der ADL-Erkennung.
B.1 Ergebnisse des Benchmarks
Alle drei Datensätze wurden mit drei Sensordatenrepräsentationen getestet: Rohdaten, Ände-
rungen und letzte Änderungen. In den Tabellen B.1 - B.3 werden die Ergebnisse aller Modelle zu
jedem Datensatz aufgezeigt. Die Repräsentationsart wird mit Repr. abgekürzt, die Wirksamkeit
mit W, die Sensitivität mit S, das F-Maß mit F und die Genauigkeit mit G. Alle Daten liegen
in % vor.
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Tabelle B.1: Ergebnisse des Benchmarks für Haus A mit den folgenden Daten: Naiv Bayessches
Netz (BN), Hidden Markov Model (HMM), Hidden Semi-Markov Model (HSMM) und
Conditional Random Field (CRF), Rohdaten (R), Änderungen (Ä) und letzte Änderungen
(lÄ), Repräsentationsart (Repr), Wirksamkeit, Sensitivität, F-Maß, Genauigkeit.
Modell Repr. W S F G
BN
R 48,3 42,6 45,1 77,1
Ä 52,7 43,2 47,1 55,9
lÄ 67,3 64,8 65,8 95,3
HMM
R 37,9 45,5 41,0 59,1
Ä 70,3 74,3 72,0 92,3
lÄ 54,6 69,5 60,8 89,5
HSMM
R 39,5 48,5 43,2 59,5
Ä 70,5 75,0 72,4 91,8
lÄ 60,2 73,8 66,0 91,0
CRF
R 59,2 56,1 57,2 89,8
Ä 73,5 68,06 70,4 91,4
lÄ 66,2 65,8 65,9 96,4
Tabelle B.2: Ergebnisse des Benchmarks für Haus B mit den folgenden Daten: Naiv Bayessches
Netz (BN), Hidden Markov Model (HMM), Hidden Semi-Markov Model (HSMM) und
Conditional Random Field (CRF), Rohdaten (R), Änderungen (Ä) und letzte Änderungen
(lÄ), Repräsentationsart (Repr), Wirksamkeit, Sensitivität, F-Maß, Genauigkeit.
Modell Repr. W S F G
BN
R 33,6 32,5 32,4 80,4
Ä 40,9 38,9 39,5 67,8
lÄ 43,7 44,6 43,3 86,2
HMM
R 38,8 44,7 40,7 63,2
Ä 48,2 63,1 53,6 81,0
lÄ 38,5 46,6 41,8 48,4
HSMM
R 37,4 44,6 39,9 63,8
Ä 49,8 65,2 55,7 82,3
lÄ 40,8 53,3 45,8 67,1
CRF
R 35,7 40,6 37,5 78,0
Ä 48,3 51,5 49,7 92,9
lÄ 46,0 47,8 46,6 89,2
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Tabelle B.3: Ergebnisse des Benchmarks für Haus C mit den folgenden Daten: Naiv Bayessches
Netz (BN), Hidden Markov Model (HMM), Hidden Semi-Markov Model (HSMM) und
Conditional Random Field (CRF), Rohdaten (R), Änderungen (Ä) und letzte Änderungen
(lÄ), Repräsentationsart (Repr), Wirksamkeit, Sensitivität, F-Maß, Genauigkeit.
Modell Repr. W S F G
BN
R 19,6 16,8 17,8 46,5
Ä 39,9 30,8 34,5 57,6
lÄ 40,5 46,4 42,3 87,0
HMM
R 15,2 17,2 15,7 26,5
Ä 41,4 50,0 44,9 77,2
lÄ 40,7 53,7 45,9 83,9
HSMM
R 15,6 20,4 17,3 31,2
Ä 43,8 52,3 47,4 77,5
lÄ 42,5 56,0 47,9 84,5
CRF
R 17,8 21,8 19,0 46,3
Ä 36,7 39,6 38,0 82,2
lÄ 37,7 40,4 38,9 89,7
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B.2 Datenschnittstelle
Für die neue Lösung wurde eine einheitliche Datenschnittstelle vorgestellt. Hier soll nun am
Beispiel des Benchmarks Haus A gezeigt werden, wie die Benchmarkdaten für die Schnittstelle
aufbereitet wurden. Dafür werden die Daten des Benchmarks charakterisiert und beispielhaft
in die neue Schnittstellendefinition umgewandelt. Die Daten des Benchmarks liegen in einer
Kombination aus englischer und niederländischer Sprache vor, die hier ins Deutsche übersetzt
wurden. Die Tabelle B.4 zeigt einen Auszug aus den Sensordaten, wie sie im Benchmark zu finden
sind. Sie bestehen je Datum aus Startzeit, Endzeit und Sensor-ID. Die Tabelle B.5 listet die
Sensor-IDs und deren Klarnamen auf. In der Tabelle B.6 werden analog zu den Sensorereignissen
die Annotationen der ADL und in der Tabelle B.7 die Klarnamen zu den ADL-IDs gelistet.
Diese Daten werden für die Datenschnittstelle nicht benötigt, werden jedoch der Vollständigkeit
halber mit aufgelistet. Die vollständigen Tabellen können den dazugehörigen Veröffentlichungen
[65, 125] entnommen werden. In der Tabelle B.8 werden die Daten aus der Tabelle B.4 als
Sensorereignisse der neuen Datenschnittstelle gezeigt. Es wurden die Zeilen der Benchmarkdaten
in Sensorereignisse umgewandelt.
Tabelle B.4: Ein Auszug der Sensordatenstruktur im Benchmark.
Startzeit Endzeit Sensor-ID
20-März-2008 00:34:42 20-März-2008 00:36:17 24
20-März-2008 00:35:10 20-März-2008 00:35:13 6
20-März-2008 00:35:39 20-März-2008 00:35:40 14
20-März-2008 00:35:43 20-März-2008 00:35:59 6
20-März-2008 00:35:44 20-März-2008 00:35:45 14
20-März-2008 06:57:51 20-März-2008 06:57:52 24
20-März-2008 06:57:55 20-März-2008 06:57:56 24
20-März-2008 06:57:57 20-März-2008 06:57:58 6
... ... ...
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Tabelle B.6: Annotationen des Benchmarks Haus A des 20. März 2008. Dieser Tag wurde zur
Evaluierung der neuen Lösung genutzt.
Startzeit Endzeit ADL-ID
20-März-2008 00:35:07 20-März-2008 00:36:01 4
20-März-2008 06:57:54 20-März-2008 06:58:39 4
20-März-2008 08:45:42 20-März-2008 08:47:06 4
20-März-2008 09:11:55 20-März-2008 09:15:14 3
20-März-2008 09:42:26 20-März-2008 09:50:22 5
20-März-2008 09:56:47 20-März-2008 22:49:41 1
20-März-2008 22:51:11 20-März-2008 22:55:32 4
20-März-2008 23:36:23 20-März-2008 23:41:10 4
20-März-2008 23:56:36 20-März-2008 23:58:08 6
20-März-2008 23:58:42 20-März-2008 23:59:27 4
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Tabelle B.7: ADL-IDs und deren Klarnamen im Benchmark Haus A des Evaluierungstagesda-
tensatzes.
ADL-ID Klarname





Tabelle B.8: Umgewandelte Daten der Tabelle B.4 in die Repräsentation der neuen Datenschnitt-
stelle.
Zeitstempel Attribut ID-Nummer binäres Ereignis
2008-03-20 00:34:38 ID 24 aktiv
2008-03-20 00:34:39 ID 24 inaktiv
2008-03-20 00:34:42 ID 24 aktiv
2008-03-20 00:35:10 ID 6 aktiv
2008-03-20 00:35:13 ID 6 inaktiv
2008-03-20 00:35:39 ID 14 aktiv
2008-03-20 00:35:40 ID 14 inaktiv
2008-03-20 00:35:43 ID 6 aktiv
2008-03-20 00:35:44 ID 14 aktiv
2008-03-20 00:35:45 ID 14 inaktiv
2008-03-20 00:35:59 ID 6 inaktiv
2008-03-20 00:36:17 ID 24 inaktiv
2008-03-20 06:57:51 ID 24 aktiv
2008-03-20 06:57:52 ID 24 inaktiv
2008-03-20 06:57:55 ID 24 aktiv
2008-03-20 06:57:56 ID 24 inaktiv
2008-03-20 06:57:57 ID 6 aktiv
2008-03-20 06:57:58 ID 6 inaktiv
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B.3 Markov Modell
Zur Ergebnisauswertung des neuen HAR-Modells werden hier die berechneten Markov Modelle
(MM) des Haus A vorgestellt. Die Bilder B.1 - B.11 zeigen die Teilmodelle für die ADL. Bei
allen Bildern ist der Zustand mit der ID=0 der Inaktivitätszustand. Bild B.12 zeigt das gesamte
Markov Modell.
Abbildung B.1: Markov Modell des ADL Essen.
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Abbildung B.2: Markov Modell des ADL Zähneputzen.
Abbildung B.3: Markov Modell des ADL Duschen.
Abbildung B.4: Markov Modell des ADL Gäste empfangen.
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Abbildung B.5: Markov Modell des ADL Schlafen.
Abbildung B.6: Markov Modell des ADL Spülmaschine ausräumen.
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Abbildung B.7: Markov Modell des ADL Einkäufe verstauen.
Abbildung B.8: Markov Modell des ADL Toilettengang.
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Abbildung B.9: Markov Modell des ADL Trinken.
Abbildung B.10: Markov Modell des ADL Verlassen des Hauses.
Abbildung B.11: Markov Modell des ADL Spülmaschine ausräumen.
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Abbildung B.12: Markov Modell des gesamten Datensatzes Haus A des Benchmarks.
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B.4 Strukturen und deren Signifikanz
Das neue HAR-System erkennt Strukturen im Markov Modell. Die Strukturen, die in der Eva-
luierung im Datensatz Haus A gefunden wurden, werden hier aufgelistet. Sehr lange Strukturen
resultieren z.B. aus offen gelassenen Türen oder angeschaltene Geräte während des Kochens. Die
Zustände sind durch # getrennt und Sensoren innerhalb eines Zustandes sind durch - getrennt.
























































































B.5 Ergebnisse der Relevanzfaktorenberechnung
Tabelle B.9: Vergleich der initialen Wahrscheinlichkeitsverteilung (Wkv) der ADL je Sensor
mit der erlernten Wahrscheinlichkeitsverteilung der ADL je Sensor.










24 10 1,00 1,00
14 4 1,00 1,00
17 3 1,00 1,00
18 3 1,00 1,00

















B.6 ADL-Wahrscheinlichkeitsverteilung der Lösung
Aufgrund der großen Datenmengen wird hier ein Beispiel des ADL-Erkennungsergebnisses des
neuen HAR-Systems am Beispiel des ersten Datensatzes Haus A des Benchmarks gezeigt. In
Tabelle B.10 wird je Zeitstempel das erkannte ADL, dessen Wahrscheinlichkeit und den im Im-
pulsmodell erreichten Wert angezeigt. In der letzten Spalte wird das vom Benchmark annotierte
ADL zum Vergleich angezeigt. Je Zeitstempel können auch mehrere ADL erkannt werden. Diese
werden in den nachfolgenden Zeilen nach dem Zeitstempel angezeigt. Wenn die ADL parallel
verlaufen, dann werden sie in der letzten Zeile unterhalb des Zeitstempels mit einem Komma
getrennt angezeigt. In der Tabelle B.11 wird ein Beispiel des Haus B gezeigt, in dem parallele
ADL erkannt wurden.
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Tabelle B.10: Ergebnisse der Wahrscheinlichkeitsverteilung (Wkv) der berechneten ADL der
neuen Lösung.
Zeitstempel erkannte ADL Wkv Impulswert annotierte ADL
Di März 20 00:35:39 2008 4 1,00 1,0000
4
parallele Gruppen: 4
Di März 20 00:35:43 2008 4 0,89 0,8899
46 0,11 0,1101
parallele Gruppen: 4,6
Di März 20 00:35:44 2008 4 0,94 1,8883
46 0,11 0,1098
parallele Gruppen: 4,6
Di März 20 00:35:45 2008 4 0,89 0,8867
46 0,11 0,1096
parallele Gruppen: 4,6
Di März 20 06:57:57 2008 4 0,89 0,8899
46 0,11 0,1101
parallele Gruppen: 4,6
Di März 20 06:58:31 2008 4 1,00 1,0000
4parallele Gruppen: 4
Di März 20 06:58:33 2008 4 0,89 0,8899
46 0,11 0,1101
parallele Gruppen: 4,6
Di März 20 08:45:46 2008 4 0,89 0,8899
46 0,11 0,1101
parallele Gruppen: 4,6
Di März 20 08:46:55 2008 4 1,00 1,0000
4
parallele Gruppen: 4
Di März 20 08:46:58 2008 4 0,89 0,8899
46 0,11 0,1101
parallele Gruppen: 4,6
Di März 20 09:12:04 2008 3 1,00 1,0000
3
parallele Gruppen: 3
Di März 20 09:12:11 2008 3 1,00 1,0000
3
parallele Gruppen: 3
Di März 20 09:12:14 2008 3 1,00 1,9945
3
parallele Gruppen: 3
Di März 20 09:12:15 2008 3 1,00 0,9926
3
parallele Gruppen: 3
Di März 20 09:12:26 2008 3 1,00 1,0000
3
parallele Gruppen: 3
Di März 20 09:12:30 2008 3 1,00 1,0000
3
parallele Gruppen: 3
Di März 20 09:12:40 2008 3 1,00 1,0000
3
parallele Gruppen: 3
Di März 20 09:13:44 2008 3 1,00 1,0000
3
parallele Gruppen: 3
Di März 20 09:14:18 2008 3 0,90 0,9000
320 0,10 0,1000
parallele Gruppen: 3,2
Di März 20 09:14:35 2008 3 0,74 0,7364
317 0,26 0,2636
parallele Gruppen: 3,17




Tabelle B.11: Beispiel für eine paralleleWahrscheinlichkeitsverteilung (Wkv) der neuen Lösung.
Zeitstempel erkannte ADL Wkv Impulswert annotierte ADL
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5.1 Benchmark Datenrepräsentationen . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 Balkendiagramm Datensatz 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.3 Balkendiagramm Datensatz 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4 Balkendiagramm Datensatz 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Balkendiagramm Datensatz 2 Worst-Case-Szenario . . . . . . . . . . . . . . . . . 102
5.6 Balkendiagramm Datensatz 3 Worst-Case-Szenario . . . . . . . . . . . . . . . . . 105
B.1 Markov Modell des ADL Essen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
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B.6 Markov Modell des ADL Spülmaschine ausräumen. . . . . . . . . . . . . . . . . . 131
B.7 Markov Modell des ADL Einkäufe verstauen. . . . . . . . . . . . . . . . . . . . . 132
B.8 Markov Modell des ADL Toilettengang. . . . . . . . . . . . . . . . . . . . . . . . 132
B.9 Markov Modell des ADL Trinken. . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
B.10 Markov Modell des ADL Verlassen des Hauses. . . . . . . . . . . . . . . . . . . . 133
B.11 Markov Modell des ADL Spülmaschine ausräumen. . . . . . . . . . . . . . . . . . 133
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”
Transferring Knowledge of Activity
Recognition across Sensor Networks.“ In: Pervasive. Bd. 10. Springer. 2010, S. 283–300.
[185] M. Schulz u. a.
”
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