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We investigate projections of homogeneous polynomial vector fields to level sets
of homogeneous polynomials. This allows a systematic study of ‘‘stationary points
at infinity’’ for polynomial differential equations in n-dimensional real space. Results
include some general criteria for the existence of unbounded solutions, and a fairly
complete discussion of boundedness of solutions for second-order equations in one
dependent variable.  1997 Academic Press
INTRODUCTION
In order to discuss the global behavior of plane polynomial vector fields,
Poincare introduced a certain projection onto a hemisphere (with the
equator corresponding to the ‘‘points at infinity’’), and a corresponding
vector field on the sphere. This procedure is outlined in several
monographs on (plane) differential equations, notably Andronov et al. [1],
Lefschetz [8], Zhang et al. [14], and Perko [9]. The investigation of
stationary points on the equator usually employs a second projection onto
a (tangent) plane. The reasoning in these references is geometrical, and
Perko [9] shows that this geometrical procedure can also be used for
equations in higher-dimensional space. The algebraic version in the
two-dimensional case has been worked out by Wo rz-Busekros in [13].
In the present paper we first consider (in an algebraic manner) projec-
tions of homogeneous polynomial vector fields (or rather their solution
orbits) to level sets of homogeneous polynomials. Examples for the
occurrence of such projections already exist, like the transformation of
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homogeneous quadratic equations into ‘‘replicator form’’ (Hofbauer
Sigmund [6]), Bomze’s [3] classification of two-dimensional Volterra
Lotka equations (in both cases, projections onto hyperplanes are used),
and also projection (of a ‘‘homogenized’’ equation in R3, or Rn+1, in
general) to a sphere, which corresponds to Poincare ’s method.
We derive a few properties of such projections in general before we turn
to the Poincare sphere and ‘‘behavior at infinity’’. One advantage of this
algebraic approach is that it makes computations in arbitrary dimension
easier to handle. In particular, it allows a complete investigation of elemen-
tary, and also some types of degenerate, stationary points on the equator
of the n-dimensional Poincare sphere, with little computational effort.
Applications include algebraic criteria for the existence of unbounded solu-
tions that involve only the highest degree terms. (A well-known special case
for quadratic equations was conjectured by Kaplan and Yorke [7], and
proved by Wo rz-Busekros [12]. Her result was then generalized to systems
of even degree by Coleman [4], whose approach is different from the one
employed here. Proposition 2.2, and Corollaries 2.3, 2.4 in this article were
first proved by Coleman.) In Section 3 we limit attention to dimension 2
again, but investigate some classes of degenerate stationary points at
infinity. Finally, in Section 4 we turn to a polynomial second-order equa-
tion z = g(z, z* ). Although its stationary points at infinity are, in general,
highly degenerate, we obtain simple and easily verifiable criteria for
unboundedness and boundedness of solutions.
1. PROJECTIONS OF VECTOR FIELDS
TO HYPERSURFACES
Let p: Rn  Rn be a homogeneous polynomial vector field of degree m,
and \: Rn  R a homogeneous polynomial of degree d>0.
The projection of p with respect to \ is the homogeneous vector field
p\(x) := &
1
d
Lp(\)(x) } x+\(x) } p(x),
where Lp(\) is the Lie derivative of \ with respect to p, defined by
Lp(\)(x) :=D\(x) p(x).
From Lx(\)=d } \ (homogeneity) we find Lp\(\)=0, so \ is a first
integral of p\, and every level set of \ is invariant for x* = p\(x). The name
‘‘projection of p with respect to \’’ is justified by the next result. Let : be
a nonzero real number, and suppose there is a z # Rn such that \(z)=:.
Then V :=[x # Rn : \(x) :&1>0] is a nonempty open subset of Rn, and
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_(x) :=(\(x) :&1)1d is well-defined on V. The central projection ?: : x [
1_(x) } x then maps V to the level set [x: \(x)=:].
(1.1) Proposition. Let z(t) be a solution of x* = p(x) that is contained in
V. Then the projection ?:(z(t)) to the :-level set of \ is the orbit of a solution
of x* = p\(x), which has the same orientation for :>0, and opposite orienta-
tion for :<0.
Proof. With D_(x)=(1d)(_(x)\(x)) D\(x) one has
D?:(x) y=
1
_(x)
} y&
1
d
}
1
_(x) \(x)
(D\(x) y) } x,
and hence
d
dt
(?:(z(t)))=
1
_(z(t)) \(z(t)) \&
1
d
(D\(z(t)) z* (t)) } z(t)+\(z(t)) } z* (t)+
=
1
_(z(t)) \(z(t))
} p\(z(t)).
Homogeneity implies p\(?:(z(t)))=1_(z(t))m+d } p \(z(t)), and thus
d
dt
(?:(z(t)))=
1
:
_(z(t))m&1 } p\(?:(z(t))).
Now let {(t) be defined by {* =: } _(z({))1&m, {(0)=0. Then ?:(z({(t))) is
the solution of x* = p\(x), x(0)=?:(z(0)). K
Note that obtaining solutions of x* = p\(x) from solutions of x* = p(x)
only involves integration problems. For d odd, one may replace V by V =
[x: \(x){0].
The following examples show that these projections occur in nature.
(1.2) Example. Replicator equations. In some models of mathemati-
cal biology one associates to a homogeneous quadratic equation x* = p(x)
in Rn its projection with respect to \(x) :=x1+ } } } +xn ; cf. Hofbauer
Sigmund [6]. The projection p\ is called the replicator equation associated
to x* = p(x). In the models mentioned above, the positive orthant
[x: x10, ..., xn0] is invariant for x* = p(x), and therefore the standard
simplex [x: x10, ..., xn0, x1+ } } } +xn=1] is invariant for x* = p\(x).
As p is homogeneous, the discussion of solution orbits for x* = p(x) can be
reduced to the sometimes more convenient investigation of x* = p\(x).
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Bomze [3] used this projection in his classification of two-dimensional
VolterraLotka equations. His procedure may be described as first ‘‘homo-
genizing’’ a not necessarily homogeneous two-dimensional vector field, and
then projecting the resulting vector field in R3 to the two-dimensional
standard simplex. In particular, ‘‘points at infinity’’ of the original system
correspond to points on the lower edge of the standard simplex.
(1.3) Example. Projection to the Poincare sphere. Let a not
necessarily homogeneous polynomial differential equation x* =q(x) be given
in Rn, and furthermore let q=mk=0 q
(k), with every q(k) homogeneous of
degree k. In Rn+1 define a homogeneous vector field by
p(x1 , ..., xn+1) :=\
m
k=0 x
m&k
n+1 } q
(k)(x1 , ..., xn)
0 +
(thus p is the ‘‘homogenization’’ of q), and then project p with respect to
\(x) :=x21+ } } } +x
2
n+1.
This is the algebraic version of the usual geometric procedure, where
x* =q(x) is to be considered in the plane xn+1=1, and then its solution
orbits are projected to the upper hemisphere given by \(x)=1. (See also
Wo rzBusekros [13], where explicit computations are carried out.)
The equator [x: \(x)=:, xn+1=0] of any hypersphere (:>0) may be
seen as corresponding to the ‘‘points at infinity’’ for x* =q(x).
Projections have the following noteworthy property:
(1.4) Proposition. Let p, \ be as above, and furthermore let _ be a form
of positive degree. Then
( p\)_=\ } p_.
Proof. Suppose that _ has degree e>0. Then p\(x)=&(1d) Lp(\)(x)
} x+\(x) } p(x) implies
Lp\(_)(x)=&
1
d
Lp(\)(x) } e } _(x)+\(x) } Lp(_)(x).
The rest is a straightforward verification. K
This result is of some use for practical computations near the equator of
the Poincare sphere, with the tangent hyperplane to a point on the equator
being given by _(x)=1, _ a linear form. As can be seen, actual computa-
tion of p\ is not necessary to determine its projection onto the hyperplane.
(Implicitly the special case of plane systems is contained in the literature,
where study of stationary points at infinity is carried out with the help
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of the Poincare transform; cf. Zhiang et al. [14], or Perko [9, 3.10,
Theorem 2].)
Next we turn to invariant sets. Call a subset YRn homogeneous (resp.
positively homogeneous) if y # Y and * # R (resp. *0) implies *y # Y.
(1.5) Proposition. A homogeneous invariant set of x* = p(x) is also
invariant for x* = p\(x). Conversely, a homogeneous invariant set of x* =p\(x)
which has empty intersection with the zero set of \ is also invariant for
x* = p(x). The same is true, mutatis mutandis, for positively homogeneous
sets.
Proof. This follows immediately from the fact that any projection ?:
maps every (positively) homogeneous set into itself, and from the
homogeneity of p and p\. K
A particular class of homogeneous invariant sets is given by the
vanishing sets of homogeneous semi-invariants. Here a (homogeneous)
semi-invariant of p is a (homogeneous) polynomial _: Rn  R such that
Lp(_)=* } _ for some (homogeneous) polynomial *. The following can also
be deduced from the complex version of (1.5), but a direct proof is quicker.
(1.6) Proposition. Let _ be a form. If _ is a semi-invariant for x* = p(x)
then it is also a semi-invariant for x* = p\(x). Conversely, if _ is a semi-
invariant for x* = p\(x), and _, \ are relatively prime, then _ is a semi-
invariant for x* = p(x).
Proof. If _ is homogeneous of degree e then Lp\(_)=&(ed) Lp(\) }
_+\ } Lp(_), from which both assertions follow. K
For instance, in the situation of (1.3) one has the obvious semi-invariant
(even first integral) _(x) :=xn+1 of x* = p(x), and therefore _ is also a semi-
invariant of x* = p \(x), whence the equator of every sphere \(x)=const.
(given by xn+1=0) is invariant.
One-dimensional (positively) homogeneous sets are characterized next.
(1.7) Proposition. Let y # Rn, y{0. Then:
(a) p( y)=:y for some : # R implies p\( y)=0.
(b) p\( y)=;y for some ; # R implies ;=0 or \( y)=0.
Proof. (a) p( y)=:y implies Lp(\)( y)=d } :\( y). (This ‘‘pointwise’’
version of Euler’s identity for homogeneous polynomials is easily checked,
and will be used on several occasions in the following.) With this, p\( y)=0
follows immediately.
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(b) p\( y)=;y implies (;+(1d ) Lp(\)( y)) } y=\( y) } p( y). In case
\( y){0 one gets p( y) # Ry, and ;=0 follows from (a). K
To finish this section we investigate the linearization of p\ at a stationary
point. Let y be stationary for p\, with \( y){0. Then p( y)=:y for some
: # R.
Differentiation of p\(x)= &(1d)(D\(x) p(x)) } x+\(x) } p(x) yields
Dp\(x)z=&
1
d
(D2\(x)( p(x), z)) } x&
1
d
(D\(x) Dp(x)z) } x
&
1
d
(D\(x) p(x)) } z+(D\(x)z) } p(x)+\(x) } Dp(x)z.
Since \ is homogeneous of degree d, and hence D\ homogeneous of degree
d&1, it follows that D\( y) p( y)=d } :\( y) and D2\( y)( p( y), } )=(d&1) }
: D\( y). This yields
Dp\( y)z=&
1
d
D\( y)((Dp( y)&: } id)z) } y+\( y) } (Dp( y)&: } id)z. (V)
(1.8) Proposition. Let the notation be as above. Then y is an eigen-
vector of Dp\( y), with eigenvalue 0. Furthermore, if z is a (complex)
eigenvector of Dp( y), with z, y linearly independent and Dp( y)z=;z, then
z&(1(d } \( y))(D\( y)z) } y is an eigenvector of Dp\( y), with eigenvalue
(;&:) \( y).
Proof. The first assertion follows from Dp\( y) y=(m+d) p\( y)=0
(homogeneity). As to the second, substitute Dp( y)z=;z into (V) to
get Dp\( y)z= &((;&:)d )(D\( y)z) } y+(;&:) \( y) } z, and then use
Dp\( y) y=0. K
A normalization is sometimes useful in case :{0 and m>1. In case that
m is even or :>0, let # :=:&1(m&1), and c :=#y. Then p(c)=c follows,
and c is sometimes called an idempotent of p, resp. of the commutative
m-ary algebra associated with p; cf. [10], and KaplanYorke [7].
Homogeneity of Dp yields Dp(c)=#m&1 Dp( y), or Dp( y)=: Dp(c). If m is
odd and :<0, define # :=(&:)&1(m&1) and c :=#y to obtain p(c)= &c.
(Thus c is an anti-idempotent of p.) Here Dp( y)= &: Dp(c).
(1.9) Corollary. Let the notation be as above. Suppose that p(c)=c,
and y=#&1c. If * is an eigenvalue of Dp(c) with eigenvector linearly inde-
pendent from c then :(*&1) is an eigenvalue of Dp\( y), and every nonzero
eigenvalue of Dp\( y) is obtained in this manner. If p(c)=&c and y=#&1c,
then every eigenvalue of Dp(c) with eigenvector linearly independent from c
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gives rise to an eigenvalue &:(*+1) of Dp\( y), and every nonzero eigen-
value of the latter is obtained in this manner.
2. THE POINCARE SPHERE AND SOME RESULTS
ON UNBOUNDED SOLUTIONS
We now consider the situation of Example 1.3, with
q (k)1
x* =q(x)= :
m
k=0
q(k)(x) in Rn, and q(k)=\ b + ,q (k)n
and furthermore
p(x1 , ..., xn+1)=\
m
k=0 x
m+k
n+1 } q
(k)(x1 , ..., xn)
0 +=\
p1(x1 , ..., xn+1)
b
pn(x1 , ..., xn+1)
0 + .
Projection to the n-dimensional sphere S=[x: \(x)=1] yields p\, and its
stationary points on the equator [x # S : xn+1=0] are of special interest
for the discussion of x* =q(x) for large &x&.
It is known from (1.7) that p\( y^0)=0 if and only if p(
y^
0)=:(
y^
0) for some
:, and the latter is equivalent to q(m)( y^)=:y^.
For the derivative one obtains
Dp \y^0+=\
Dq(m)( y^)
0 } } } 0 }
q(m&1)( y)
0 +
directly from the definition of p.
For the following it is convenient to assume y^=(1, 0, ..., 0). Since y^ is
itself an eigenvector of Dq(m)( y^), one has
Dq(m)( y^)=\V0 }
V } } } V
B + .
Instead of discussing the behavior of p\ near ( y^0) on the sphere, it is easier
to do this on the tangent hyperplane [x: _(x)=1], where _(x)=xn+1. As
(1.4) shows, this amounts to the discussion of p_.
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From (1.8) and the computations leading there we obtain
0 0 } } } 0 0
0
Dp_ \
1
0
b
0+=\ b B&:E b + ,00 0 } } } 0 &:
where B was defined above, E is the unit matrix, and b comes from
q(m&1)( y^)=( Vb).
Finally, to discuss the behavior on the hyperplane [x: _(x)=1], we
introduce
q*(x2 , ..., xn+1) := p_(1, x2 , ..., xn+1).
(This may be seen as the generalization of the Poincare transform to
arbitrary dimension.) We are interested in the behavior of x* =q*(x) near
the stationary point 0.
(2.1) Lemma. (a) We have
Dq*(0)=\ B&:E0 } } } 0 }
b
&:+ .
(b) The eigenvalues of Dq*(0) are &:, and all ;&:, with ; an eigen-
value of Dq(m)( y^) that has an eigenvector not in the span of y^.
(c) The sum of the generalized eigenspaces of eigenvalues other than
&: is contained in the subspace given by xn+1=0, and there is a generalized
eigenvector v=(V, ..., V, 1) with eigenvalue &:.
Note that (b) and (c) hold regardless of the particular choice y^=
(1, 0, ..., 0).
(2.2) Proposition. If :>0 then x* = p\(x) has a solution that approaches
( y^0) from the upper hemisphere as t  . Thus, x* =q(x) has an unbounded
solution for t>0.
Proof. It follows from (2.1) that the stable manifold of the stationary
point 0 of x* =q*(x) has nontrivial intersection with the upper half space
[(x2 , ..., xn+1) : xn+1>0]. Going back to p_ and projecting to the sphere
[x: \(x)=1] shows the first assertion. The second is clear from the
remarks in (1.3). K
The following was first proved by Coleman [4].
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(2.3) Corollary. If there is an element c{0 in Rn such that q(m)(c)=c
then x* =q(x) has an unbounded solution for t>0.
Proof. For # :=1&c& and y^ :=#c one has q(m)( y^)=#m&1y^. K
This result can be used to generalize a result conjectured by Kaplan and
Yorke [7] and proved by Wo rz-Busekros [12] in case m=2; it was also
first proved by Coleman [4].
(2.4) Corollary. If m is even then x* =q(x) has an unbounded solution
or there is v{0 with q(m)(v)=0.
Proof. If m is even then there is a c{0 with q(m)(c)=c or a v{0 with
q(m)(v)=0; cf. KaplanYorke [7] and note that their proof given for m=2
works equally well for any even m. K
If :<0 in the situation of (2.1) then general statements are no longer
possible. It can be said that the stationary point 0 for q* is repelling if, in
addition, all ;&: have positive real parts; correspondingly there is an
unbounded region in Rn that no solution of x* =q(x) enters for positive
time. The remaining cases, however, are more complicated.
It should be noted that the eigenvalues of Dq*(0) can be easily computed
when the dimension is 2: First note that q(m)(c)=c{0 implies that
Dq(m)(c) has eigenvalue m, with eigenvector c. Hence the second eigenvalue
of Dq(m)(c) equals tr Dq(m)(c)&m, and (1.9) takes care of the rest. A
similar observation holds for q(m)(c)=&c.
Coleman’s method [4] to investigate ‘‘behavior at infinity’’ is different
from ours. Some results of [4] are also applicable to more complicated
limit sets in the equator of the Poincare sphere (in our terminology).
However, only properties of the highest-degree term q(m) are taken into
consideration in [4], and therefore there are limitations to the investiga-
tion of degenerate stationary points.
In the situation of (2.1) there remains the degenerate case with :=0, and
this case is also manageable at least when some other nondegeneracy
conditions are still satisfied. In the following, we again assume that y^=
(1, 0, ..., 0). Now
Dq*(0)=\ B0 } } } 0 }
b
0+ ,
and we will also assume for the rest of this section that B has no eigen-
values with zero real part. It is readily seen that, with x~ :=(x2 , ..., xn), one
has
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q*(x2 , ..., xn+1)=\ B } x~ +xn+1 } b+t.h.o.&p1(1, x2 , ..., xn+1) } xn+1+
=\ B } x~ +xn+1 } b+t.h.o.&(;2x2+ } } } +;nxn+:1xn+1) } xn+1+t.h.o.+ ,
where ‘‘t.h.o.’’ stands for ‘‘terms of higher order,’’ and
;i=(p1xi)(1, 0, ..., 0)=(q (m)1 xi)(1, 0, ..., 0), and :1=q
(m&1)
1 (1, 0, ..., 0).
The coordinate change
y2 x2
\ b +=\ b ++xn+1 } B&1b, yn+1=xn+1,yn xn
x2 y2
resp. \ b +=\ b +& yn+1 } B&1b, xn+1= yn+1,xn yn
yields the transformed equation (with y~ :=( y2 , ..., yn))
\
y* 2
b
yn
yn+1+
=\ B } y~ +t.h.o.&(:1&:~ 2;2& } } } &:~ n;n) y2n+1+other quadratic terms+t.h.o.+ ,
where
:~ 2
B&1b=\ b + .:~ n
Since B has no eigenvalues with zero real part, there is a one-dimen-
sional center manifold tangent to (0, ..., 0, 1), see, for instance, Gucken-
heimer and Holmes [5, Theorem 3.2.1]. The behavior on this center
manifold can be discussed using the ‘‘normal form on an invariant
manifold’’ (NFIM) introduced by Bibikov [2]. According to [11], the
NFIM up to order 2 will be
y* n+1=&y2n+1+ } } } ,
where =&(:1&:~ 2;2& } } } &:~ n;n).
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Once again, if  is positive then x* = p\(x) will have a solution approaching
y^ from the upper hemisphere, and x* =q(x) has an unbounded solution.
The nature of  can be clarified a little more. Define p~ by
p(1, x2 , ..., xn+1)=\p~ (x2 , ..., xn+1)0 + .
Then
Dp~ (0)=\;2 } } } ;nB }
:1
b +
follows directly from the results at the beginning of this section, and a
column transformation yields
det \:1b }
;2 } } } ;n
B +=(&1)n&1 } det Dp~ (0).
Moreover,
\10 }
0 } } } 0
B&1 + } \
:1
b }
;2 } } } ;n
B +=\
:1
B&1b }
;2 ;n
E + ,
and the determinant of the matrix on the right equals (:1&:~ 2;2& } } } &
:~ n ;n)=&. Thus we arrive at
=(&1)n det Dp~ (0) } (det B)&1. (V)
Collecting the above yields:
(2.5) Proposition. In the situation of (2.1) assume that q(m)(1, 0, ..., 0)
=0 (thus :=0), and that B has no eigenvalues with zero real part. If  as
defined by (V) is positive then x* =q(x) has an unbounded solution for t>0.
Since B is invertible,  is nonzero if and only if q(m&1)(1, 0, ..., 0) is not
contained in the image of Dq(m)(1, 0, ..., 0) (the first column of which is
zero).
Note that {0 implies that there is a solution of x* = p\(x) approaching
y^=(1, 0, ..., 0) from the upper or from the lower hemisphere. If m is odd
then the map x [ &x sends solutions of x* = p\(x) to solutions, preserving
orientation. So, if there is a solution approaching y^ from the lower
hemisphere, then there is also a solution approaching &y^ from the upper
hemisphere. In any case, x* =q(x) has an unbounded solution. We state this
result in a coordinate-free manner:
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(2.6) Corollary. If m is odd and there is a nonzero v such that
q(m)(v)=0, Dq(m)(v) has a simple eigenvalue 0 and no other eigenvalues with
vanishing real part, and q(m&1)(v) is not in the image of Dq(m)(v), then
x* =q(x) has an unbounded solution for t>0.
For example, the two-dimensional equation
x* =\&x2+x
2
1+x
3
2
x1&x22&x
2
1x2+ ,
with q(2)(x)=\ x
2
1
&x22+ , q(3)(x)=\
x32
&x21x2+ ,
satisfies the hypothesis of (2.6) with v=(1, 0). Therefore it has an
unbounded solution for positive time, although q(3) has no idempotent.
3. SOME DEGENERATE CASES IN THE PLANE
We continue to discuss the case :=0 from (2.1) for two-dimensional
systems. Thus, with _(x)=x3 we assume that (1, 0, 0) is stationary for p_,
and furthermore that q(m)(v)=0, with v=(1, 0).
Using the terminology introduced in 2, we have
0
p_(x)=\&p1(x1 , x2 , x3) } x2+ p2(x1 , x2 , x3) } x1+ ,&p1(x1 , x2 , x3) } x3
with pi (x)=mk=0 q
(k)
i (x1 , x2) x
m&k
3 , and
q*(x2 , x3)=\ :1x2+:2 x3+;1x
2
2+;2 x2x3+;3x
2
3+t.h.o.
#1x2x3+#2 x23+$1x
3
3+$2x2 x
2
3+$3x
2
2x3+t.h.o.+ ,
with
:1=(q (m)2 x2)(v), :2=q
(m&1)
2 (v),
;1= &(q (m)1 x2)(v)+
1
2 (
2q (m)2 x
2
2)(v),
;2= &q (m&1)1 (v)+(q
(m&1)
2 x2)(v),
;3=q (m&2)2 (v),
#1= &(q (m)1 x2)(v), #2=&q
(m&1)
1 (v),
$1= &q (m&2)1 (v), $2= &(q
(m&1)
1 x2)(v), $3=&
1
2 (
2q (m)1 x
2
2)(v).
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We first turn to the case :1{0, so Dq(m)(v) has a nonzero eigenvalue and
is semisimple. As in 2, introduce new coordinates y2=x2+(:2:1) x3 , y3
=x3 to diagonalize the linear part. This leads to
\y
*
2
y3+=\
:1 y2+\;1 :
2
2
:21
&;2
:2
:1
&#1
:22
:21
+;3+#2
:2
:1+ y23+ } } }
\#2&#1 :2:1+ y23+#1 y2 y3+\$1&$2
:2
:1
+$3
:22
:21+ y33+ } } } +
The normal form on an invariant (center) manifold tangent to y2=0 up to
order 3 was explicitly determined in [11, p. 632]. Using this result we
obtain
(3.1) Proposition. If :1{0 then the NFIM up to degree 3 on a center
manifold is given by
y* 3=
1
:1
(:1#2&:2#1) y23+
1
:21 \:21$1&:1:2$2+:22 $3
&
#1
:1
(;1:22&;2:1 :2+;3 :
2
1&#1 :
2
2+#2:1:2)+ y33+ } } }
The quadratic term corresponds to the one found in the computation
leading to (2.5), hence it vanishes if and only if q(m&1)(v) is contained in
the image of Dq(m)(v). The following example illustrates this situation:
x* =\x1&x2+x
3
2
x1&x21x2 + , with q(2)=0, q(3)(x)=\
x32
&x21x2+ .
Here q(3)(v)=0, and the quadratic term vanishes. A simple computation
yields :1= &1, ;3=1, $1= &1, and all other quantities are zero. So we get
y* 3= &y33+t.h.o., and the stationary point 0 of x~* =q*(x~ ) is an attracting
node. In particular, the equation x* =q(x) has an unbounded solution for
t>0.
Next we consider the case :1=0, but :2{0, so Dq(m)(v) is nilpotent, and
q(m&1)(v)  Rv. Here
\x
*
2
x3+=q*(x2 , x3)=\
:2x3+;1x22+;2x2x3+ } } }
#1x2 x3+#2 x23+ } } } + ,
and Dq*(0) is nilpotent but not zero. In the discussion of the behavior near
0 we use results from Andronov et al. [1], and the summary of these in
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Perko [9, 2.11, Theorem 2], which is actually more convenient for our
purpose. Introduce new coordinates
y2=x2 , y3=:2 x3+;1 x22+;2x2x3+ } } }
\hence x3=y3:2&
;1
:2
y22+ } } } + .
This transforms the equation into
y* 2= y3
y* 3=:2x* 3+2;1 x2x* 2+;2 x* 2 x3+;2 x2x* 3+2;3x3 x* 3+ } } }
=(:2+;2x2+;3x3+ } } } ) } (#1 x2 x3+#2x23+ } } } )
+(2;1x2+;2x3) y3+ } } } =\:2+;2 y2+2 ;3:2 y3+ } } } +
} \#1:2 y2 y3&
#1;1
:2
y32+#2 \y3:2&
;1
:2
y22+
2
+ } } } ++2;1 y2 y3+ } } }
If #1;1{0 then collecting terms yields
y* 2= y3
y* 3= &#1;1 y32 } (1+ g( y2))+(#1+2;1) y2 y3 } (1+h( y2))+ y
2
3 } R( y2 , y3),
with g, h functions of one variable that vanish at 0, and R a function of two
variables.
(3.2) Proposition. Suppose that :2 , #1 and ;1 are all different from
zero. Then the stationary point 0 of q* is a saddle if #1;1<0, and it has an
elliptic domain if #1;1>0.
Proof. It only remains to be shown that some of the cases listed in
Perko [9, 2.11, Theorem 2] cannot occur. Note that k=3 and :3= &#1 ;1
in the notation given there. Furthermore, the quantity *=(#1+2;1)2+8 }
(&#1;1)=(#1&2;1)2 is nonnegative, and since only case (3) can occur
when a3<0 (as n=m=1), the existence of an elliptic domain follows. K
It is worth noting that the saddle (if it occurs) is somewhat unusual:
From
\x
*
2
x3+=q*(x2 , x3)=\
:2x3+;1x22+ } } }
} } } +
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one sees that 0 is the |-limit point for one (local) solution on the invariant
line x3=0, and the :-limit point of another, since x* 2=;1x22+ } } } . There-
fore the equator contains a portion of the stable as well as the unstable
manifold for the stationary point (1, 0, 0) of x* = p\(x) (restricted to the
sphere), and both remaining components must be contained in the same
hemisphere. If they both lie in the upper hemisphere then there is a solution
approaching (1, 0, 0) from the upper hemisphere. If both lie in the lower
hemisphere then consider the antipode. Since x [ &x maps solution orbits
to solution orbits (with orientation preserved for odd m, and reversed for
even m) there is a solution approaching (&1, 0, 0) from the upper
hemisphere in any case. We conclude that x* =q(x) has an unbounded
solution.
If there is an elliptic domain then x~* =q*(x~ ) has a nonstationary solution
that has 0 as an :- and |-limit point. If the corresponding solution orbit
of x* = p\(x) is contained in the upper hemisphere then it follows directly
that x* =q(r) has an unbounded solution. Otherwise going to the antipode
provides the same conclusion.
Thus x* =q(x) has an unbounded solution in any case. To formulate this
result in a coordinate-free manner, it remains to find an invariant formula-
tion for the nondegeneracy condition #1;1{0. Since Dq(m)(v)=( 00
&#1
0 ),
one sees that #1{0 is equivalent to Dq(m)(v){0. In order to under-
stand the condition ;1{0, it is useful to introduce 2(x) :=det(q(m)(x), x).
With q (m)1 (x)=x2(&#1x
m&1
1 + } } } ), and q
(m)
2 (x)=x
2
2((;1&#1) x
m&2
1 + } } } )
(compare the definitions at the beginning of this section), one gets 2(x)=
&x22(;1x
m&1
1 + } } } ). Note that x2 is ‘‘the’’ nonzero linear form vanishing
on v, and ;1{0 if and only if x22 is the highest power of x2 that divides the
homogeneous polynomial 2. Collecting pieces, we get:
(3.3) Corollary. If there is a v{0 such that q(m)(v)=0, Dq(m)(v) is
nilpotent and not zero, q(m&1)(v)  Rv, and for a linear form +{0 vanishing
on v one has that +2 is the highest power of + dividing 2, then x* =q(x) has
an unbounded solution for t>0.
4. SECOND-ORDER EQUATIONS
In this section we discuss a second-order equation z = g(z, z* ), with a
polynomial g, or rather the equivalent first-order system
z* 1=z2
z* 2= g(z1 , z2).
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Let g=mk=0 g
(k), with g(k) homogeneous of degree k, and g(m){0. We
will assume m>1 in the following.
Again we are interested in the behavior of stationary points at infinity.
Although these are, in general, highly degenerate, it will turn out that
nevertheless they are accessible to a quite complete investigation.
Let h(z)=( z2g(z)), and h
(m)=( 0g (m)) be the term of highest degree. Then
h(m)(v) # Rv implies v # R } ( 01) or g
(m)(v)=0. The first case is easy to discuss.
(4.1) Lemma. Let g(m)(0, 1)=:, and assume :{0.
(a) The stationary point (0, 1, 0) of the associated equation on the
Poincare sphere is a node, attracting for :>0 and repelling for :<0.
(b) If m is even, or if m is odd and :>0 then z* =h(z) has an
unbounded solution for t>0.
Proof. With h(m)( 01)=(
0
:), and Dh
(m)( 01)=(
0
V
0
m:), all assertions follow
from (2.1) and (2.2), if one takes the behavior at antipodal points into
account. K
Now consider a zero of g(m) that is not contained in R } ( 01). Due to
homogeneity of g(m) we may assume that this zero equals (1, $), with $ # R.
A change of coordinates
x1=z1 , x2=z2&$z1
transforms z* =h(z) into
\x
*
1
x2+=\
x2+$x1
mk=0 g
(k)(x1 , x2+$x1)&$(x2+$x1)+ ,
briefly x* =q(x). The homogeneous parts of q are
q(k)(x)=\ 0g(k)(x1 , x2+$x1)+ for k{1,
and
q(1)(x)=\ x2+$x1g(1)(x1 , x2+$x1)&$(x2+$x1)+ .
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In particular, q(m)(1, 0)=0, and we can use the notation (in particular, p,
_, and p_) and some of the results from Sections 2 and 3. The equation
x~* =q*(x~ ) reads as follows:
\x
*
2
x3+=\
:1x2+:2x3+t.h.o.
&(x2+$)xm3 + ,
with :1=(q (m)2 x2)(1, 0), and :2=q
(m&1)
2 (1, 0).
Since q (m)2 (x1 , x2)= g
(m)(x1 , x2+$x1) it follows that :1=(g(m)x2)
(1, 0), and :1{0 iff $ is a simple root of the polynomial #(s) := g(m)(1, s)
in one variable. We will assume :1{0 in the following.
Moreover, :2= g(m&1)(1, $) for m>2, while :2= g(1)(1, $)&2$2 in case
m=2. If $=0 one sees that :2{0 if and only if g (m&1)(1, $){0.
The further coordinate change
y2=x2+
:2
:1
x3 , y3=x3
transforms the equation into
\y
*
2
y3+=\
:1 y2+ :
i+ j2
_ij yi2 y
j
3
&$ym3 +
:2
:1
ym+13 & y2 y
m
3 + . (-)
(4.2) Lemma. The NFIM of (-) on a center manifold tangent to y2=0
is given by
y* 3= &$ym3 +t.h.o., if ${0,
and by
y* 3=
:2
:1
ym+13 +t.h.o., if $=0.
Proof. It has to be shown that a transformation to NFIM (up to some
degree) does not disturb the relevant lowest-degree term in the second
equation. To this end we use the explicit series of transformations described
in [11, Section 3]. The terms ( y
i
3
0
) have to be successively removed for i=
2, ..., d, by applying exp ad( {i y
i
3
0 ), with suitable {i , to the vector field. Clearly
these transformations do not change the term in question. K
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(4.3) Proposition. (a) If $>0 then x* =q(x) (and thus z = g(z, z* )) has
an unbounded solution for t>0.
(b) If $=0 and :2:1<0 then x* =q(x) (and thus z = g(z, z* )) has an
unbounded solution for t>0.
(c) If $=0, m is odd and :2{0 then x* =q(x) (and thus z = g(z, z* ))
has an unbounded solution for t>0.
Proof. Parts (a) and (b) follow immediately from Lemma 4.2. As to (c)
note that 0 is a saddle-node for (-) under the given hypotheses, and so the
system x* = p\(x) on the Poincare sphere has a solution approaching
(1, 0, 0) from the upper of from the lower hemisphere as t  . Considering
the behavior at the antipode finishes the proof. K
The condition in part (a) is quite simple: It says that if #(s)= g(m)(1, s)
has a simple positive root (thus g(m)(x)=0 has a solution of multiplicity
one in the first quadrant), then z = g(z, z* ) has an unbounded solution.
In the ‘‘generic’’ case it is even possible to obtain a complete picture.
(4.4) Theorem. For given z = g(z, z* ) assume that the following non-
degeneracy conditions hold: g(m)(0, 1){0, g(m&1)(1, 0){0 if g(m)(1, 0)=0,
and #(s) has only simple zeros.
Then every solution of the equation is bounded for t>0 if and only if m
is odd, g(m)(0, 1)<0, and every root $ of g(m)(1, s) satisfies $<0.
Proof. Necessity follows from results already shown: According to
(4.1), m must be odd and g(m)(0, 1)<0. If g (m)(1, $)=0 for some $>0, or
g(m)(1, 0)=0 then there is an unbounded solution according to (4.3). (Note
that :2{0 is guaranteed by g(m&1)(1, 0){0 in case $=0.)
For sufficiency, let x* = f (x) in R3 be the equation corresponding to
( z* 1z2)=h(z1 , z2) after homogenization and projection to the Poincare sphere.
(We consider only the restriction to the sphere!)
According to (4.1) and (4.2) there is no solution in the upper hemisphere
converging to a stationary point on the equator as t  . Furthermore,
every stationary point on the equator is either a repelling node or a saddle,
as follows from (4.1) and (4.2), and adjacent stationary points ( joined by
a nonstationary orbit on the equator) are of different type. (To see this,
note that #(s)= g(m)(1, s) changes sign at every root, and therefore #$(s) has
different signs at consecutive zeros of #.)
Let y be a point in the upper hemisphere. We have to show that no point
on the equator is an |-limit point of y. We have already seen that |( y)
cannot contain just one (necessarily stationary) point, and therefore must
contain a nonstationary orbit on the equator. Since one of the limit points
of this orbit is a repelling stationary point, we arrive at a contradiction. K
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For example, any equation
z = g(0)(z, z* )+ g(1)(z, z* )+ g(2)(z, z* )&(z+z* )(z+2z* )(z+3z* )
has only bounded solutions. Generally, whenever the hypothesis of (4.4)
holds then deciding the boundedness problem for z = g(z, z* ) reduces to an
algebraic problem.
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