Our paper begins with a revision of spectral theory for commutative Banach algebras, which enables us to prove the L p ω −conjecture for locally compact abelian groups. We follow an alternative approach to the one known in the literature. In particular, we do not resort to any structural theorems for locally compact groups at this stage. Subsequently, we discuss nilpotent, locally compact groups. The climax of the paper is the proof of the L p ω −conjecture for these groups.
Introduction
Throughout the paper, G always stands for a locally compact group G with a left Haar measure µ (we will always assume that the group is Hausdorff). In Section 2, we will additionally require the groups to be abelian. Section 3 will focus on the nilpotent, locally compact groups.
The convolution of two measurable functions f, g : G → C is given by
The classical L p −conjecture states that if L p (G) is closed under convolution for p > 1, then the group G must be compact. The first results relating to this conjecture date back to the papers of Urbanik [24] and Żelazko [25] . However, it was Rajagopalan who formulated the conjecture in his PhD thesis in 1963. In the next 25 years, the conjecture has been studied in a variety of locally compact groups, comp. [4] , [7] , [16] , [17] , [18] , [19] , [20] , [21] . At last, the conjecture was resolved affirmatively in 1990 by Sadashiro Saeki, comp. [22] .
The revival of the subject came in 2010, when Abtahi, Nasr-Isfahani and Rejali considered the following variant of the conjecture (comp. [1] ): Let p > 1 and let L p ω (G) be the Banach space of measurable functions f :
where ω : G → R + is a measurable and submultiplicative function. The norm in this space is
They proved this to be true for locally compact abelian groups (comp. [1] ) and for general locally compact groups, if p > 2 (comp. [2] ).
In this paper, we provide a partial answer to the following question:
under what conditions on the group G and the weight ω, does
imply the compactness of G? In order to avoid any misapprehension: a function ω : G → R + is called a weight (comp. [23] , p. 119) if it is measurable and submultiplicative:
A weight ω is called diagonally bounded if there exists M > 0 such that
Although the most natural examples of weights like ω(x) = exp(|x|) or ω(x) = (1 + |x|) α , α ≥ 0 are not diagonally bounded, this is still a sufficiently large family to be interesting to study. The most obvious example is ω(x) = exp(x) on R, which is diagonally bounded since
In a similar vein, if G is an arbitrary locally compact group, then ω : G×Z → R + given by ω(x, n) = 2 n is diagonally bounded. If we want to stray from the exponential-like behaviour, we may consider ω : G × R + → R + (comp. [12] ) given by
As far as the organization of the paper is concerned, Section 2 begins with a recap on the spectral theory of commutative Banach algebras. We deliberately avoid assuming the algebra to be unital since L p ω (G) may not be unital. We recall the notions of spectrum of an element and the spectral radius, and how they relate to the family of linear and multiplicative functionlas, the so-called spectrum of the algebra. We closely follow the exposition in Kaniuth's 'A Course on Commutative Banach Algebras' (comp. [8] ).
With these tools at hand, we can prove Theorem 4. This is a generalization of the main theorem in [24] and a variation of Theorem 4.5 in [1] . Our proof does not use any structural theorems for locally compact groups.
In Section 3, we shift our attention to nilpotent, locally compact groups. We discuss the upper central series and its properties. The climax of the paper is Theorem 9, which establishes L p ω −conjecture in the mentioned setting.
Spectral theory and the L p ω (G)−conjecture for locally compact abelian groups
The crucial part of Theorem 4 (the main result in this section) is the fact that the spectrum of the commutative Banach algebra
contains a nonzero element. In order to justify this claim, we briefly recall the notions of spectral theory. Let A be an arbitrary commutative Banach algebra. Let us emphasize the fact that we do not assume A to be unital, as L p ω (G) may not have a unit.
In spite of what we said above, the property of having a unit usually simplifies the theory. Hence, the notion of unitization A e = A × C of A is crucial. It is a simple exercise that with the following operations (comp. [8] , p. 6):
A e becomes a unital, commutative Banach algebra. The element (0, 1) is an identity in A e and every element x ∈ A can be identified with (x, 0) ∈ A e . Moreover, by Inv(A e ) we denote the family of those elements x ∈ A e , which possess an inverse, i.e. there exists y ∈ A e such that xy = yx = (0, 1).
The spectrum of the element x ∈ A is the set
The spectral radius of x is given by
We have deliberately used 'max' instead of 'sup' to underline the fact that σ(x) is a nonempty, compact subset of C (comp. Theorem 1.2.8 in [8] , p. 10). Furthermore, the same theorem establishes a convenient way to compute the spectral radius:
The next result reveals the intricate link between the spectrum of the element and the spectrum of the whole algebra:
Theorem 1. (Theorem 2.2.5 in [8], p. 54) Let A be a commutative Banach algebra (not necessarily unital). If
where ev x is the evaluation map given by ev x (χ) = χ(x).
Corollary 2. If there exists
then ∆(A) = {0}.
Proof. Suppose, for the sake of contradiction, that ∆(A) = {0}. Assumption (2) implies, due to (1) , that σ(x)\{0} = ∅. Consequently, Theorem 1 yields a contradiction as ev x (∆(A)) = ev x ({0}) = 0. We conclude that ∆(A) = {0}.
Before we prove the final theorem of this section, we need a technical lemma. Note, that the notation A B for A, B ≥ 0 means that there exists a constant C > 0 such that A ≤ CB.
We are ready to present the crowning result of the current section, which is a variation on Theorem 4.5 in [1] . It is noteworthy that the proof does not use any structural theorems for locally compact groups. Proof. Let K be a symmetric and compact neighbourhood of an identity e ∈ G with nonzero measure. Observe that for x ∈ K we have
An easy induction shows that for n ∈ N we have
Consequently, we obtain
p has a finite value due to Lemma 2.1 in [10] . This implies that lim
By Corollary 2, we conclude that ∆ (L p ω (G)) contains a nonzero element, which we denote by χ.
(G), where
In the sequel, C + c (G) stands for the family of compactly supported, continuous and nonnegative functions on G. Observe that
This means that the integrals, which appear below, are finite.
where h + = max (h, 0). We conclude that
On the other hand, we have
Comparing (6) and (7), we establish that for f, g ∈ C
We apply the same reasoning as in the proof of the fundamental lemma of calculus of variations (comp. 
Finally, we have
where the last estimate follows from the diagonal boundedness of ω. We conclude that
(G), the above implies that G is compact.
L p ω (G)−conjecture for nilpotent, locally compact groups
At first, let us recall the principal structure theorem for locally compact abelian groups, which can be found in [13] , p. 86:
Theorem 5. Every locally compact abelian group G has an open subgroup, which is topologically isomorphic to R
N × K, for some compact group K and a non-negative integer N.
We need two more results, which come from [1] . They say, under what circumstances, the closedness under convolution is inherited by quotients and subgroups. H be a compact and normal 
Theorem 6. (Proposition 3.1 in [1]) Let
subgroup of G. If L p ω (G) is closed under con- volution, the so is L ṗ ω (G/N), wherė ω(xH) = inf y∈H ω(xy). Theorem 7. (Proposition 3.2 in [1]) If L p ω (G) is
closed under convolution and there is an infinite and discrete subgroup H < G and compact, symmetric K such that
With such tremendous tools at hand, we are able to prove a generalization of Lemma 1.7 in [18] . Our theorem reduces to Rajagopalan's result, when ω ≡ 1. For the sake of contradiction, we suppose that the former is true.
Let U e ∈ τ G be such that U e ∩ H = {e}, this is possible due to discreteness. By continuity of multiplication, let V e ∈ τ G be a symmetric set such that V 2 e ⊂ U e . Suppose there exists h ∈ H such that V e ∩ hV e = ∅. This implies that h ∈ V 2 e ⊂ U e . By the choice of U e , we have h = e. In other words, we have established that
Using the continuity of multiplication and the fact that Hausdorff groups are automatically T 3 
(G).
Let us consider a quotient group Z(G)/K, which is discrete by openess of K (comp. [6] , p. 172). Again, for the sake of contradiction, suppose that
We have already shown above that the last two statements are incompatible. It follows that Z(G)/K must be finite.
At this point, we are able to conclude the proof. The subgroup K is compact and we have just shown that Z(G)/K is finite, so it is compact as well. Invoking Exercise 13 in [14] , p. 172 we are done.
Let G be a nilpotent, locally compact group. This means that
where Z n denotes the n−th center of G, i.e.
The chain (9) is sometimes referred to as the upper central series. Obviously, Z 1 = Z(G) and it is well-known that every Z n is a normal subgroup of G -this is not completely trivial, as normality is not transitive in general. Moreover, it is an easy exercise to check that
We have finally reached the climax of the paper, the L Proof. By Theorem 8, we know that Z 1 = Z(G) is compact. Due to Theorem 6, L ṗ ω (G/Z 1 ) is closed under convolution. By (10) we have Z 2 /Z 1 = Z(G/Z 1 ), so again using Theorem 8, we conclude that Z 2 /Z 1 is compact. Invoking Exercise 13 in [14] , p. 172 we establish that Z 2 is compact. Proceeding in a similar vein, we prove the compactness of G in a finite number of steps.
As a final remark, we note that the above proof works for hypernilpotent, locally compact groups (comp. [3], p. 190-191) . These are groups whose upper central series is countable and
An analogous reasoning as in Theorem 9 shows that if L p ω (G) is closed under convolution (ω is still diagonally bounded), then G must be σ−compact.
