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Genus-2 Gromov-Witten invariants for manifolds with
semisimple quantum cohomology
Xiaobo Liu ∗
In [L2], the author studied universal equations for genus-2 Gromov-Witten invariants
given in [Ge1] and [BP] using quantum product on the big phase space. Among other
results, the author proved that for manifolds with semisimple quantum cohomology, the
generating function for genus-2 Gromov-Witten invariants, denoted by F2, is uniquely
determined by known genus-2 universal equations. Moreover, an explicit formula for F2
was given in terms of genus-0 and genus-1 invariants. However, the formula given in [L2]
is very complicated to work with. In this paper, we will give a much simpler formula using
idempotents of the quantum product on the big phase space, and then use it to prove
the genus-2 Virasoro conjecture for manifolds with semisimple quantum cohomology (cf.
[EHX] and [CK]).
Properties of idempotents on the big phase space were studied in [L4]. Let M be a
compact symplectic manifold. In Gromov-Witten theory, the space H∗(M ;C) is called
the small phase space. A product of infinitely many copies of the small phase space is
called the big phase space. The generating functions for Gromov-Witten invariants are
formal power series on the big phase space. Let N be the dimension of H∗(M ;C). If the
quantum cohomology of M is semisimple, there exist vector fields Ei, i = 1, . . . , N , on
the big phase space such that Ei ◦ Ej = δijEi for all i and j, where “◦” stands for the
quantum product (see equation (1)). These vector fields are called idempotents. Let ui,
i = 1, . . . , N , be the eigenvalues of the quantum multiplication by the Euler vector field
(see equation (2)). The first main result of this paper is the following
Theorem 0.1 If the quantum cohomology of the underlying manifold is semisimple, the
genus-2 generating function F2 is given by
F2 =
1
2
A1(τ−(S)) + 1
3
A1(τ
2
−(L0))−
1
6
N∑
i=1
uiB(Ei, Ei, Ei).
In this formula, A1 and B are tensors which only depend on genus-0 and genus-1 data.
Precise formulas for A1 and B(Ei, Ei, Ei) are given in equation (15) and equation (27)
respectively. The tensor A1 comes from the genus-0 and genus-1 part of the genus-2 topo-
logical recursion relation derived from Mumford’s relation (cf. [Ge1]) and tensor B comes
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from the genus-0 and genus-1 part of an equation due to Belorousski and Pandharipande
(cf. [BP]). S is the string vector field (see equation (3)), and Ln is the n-th Virasoro
vector field (see equation (17)). The operator τ− lower the level of descendants of vec-
tor fields by 1. We will also give a formula for F2 which only involves genus-0 data in
Theorem 3.1.
The Virasoro conjecture predicts that the generating functions of Gromov-Witten
invariants of smooth projective varieties are annihilated by an infinite sequence of differ-
ential operators which form a half branch of the Virasoro algebra. This conjecture was
proposed by Eguchi-Hori-Xiong and Katz (cf. [EHX], [CK]). It is a natural generalization
of Witten’s KdV conjecture (cf. [W1] [W2]) which was proved by Kontsevich (cf. [Ko]).
For manifolds with semisimple quantum cohomology, the Virasoro conjecture completely
determines the higher genus Gromov-Witten invariants in terms of genus-0 invariants
(cf. [DZ3]). In [LT], Tian and the author proved the genus-0 Virasoro conjecture for all
compact symplectic manifolds (see also [DZ2], [Ge2], [L3], [Gi3]). The genus-1 Virasoro
conjecture for manifolds with semisimple quantum cohomology was proved by Dubrovin
and Zhang [DZ2] (see also [L1] and [L4]). In [L1] and [L2], the author also proved that
the genus-1 and genus-2 Virasoro conjecture for all smooth projective varieties can be
reduced to an SL(2) symmetry of Gromov-Witten invariants. The second main result of
this paper is the following
Theorem 0.2 For smooth projective varieties with semisimple quantum cohomology, the
genus-2 Virasoro conjecture is true.
In [Gi1], Givental conjectured a formula for higher genus Gromov-Witten potential for
manifolds with semisimple quantum cohomology. His formula satisfies the Virasoro con-
straints (cf. [Gi2]). Since in the semisimple case, Virasoro constraints uniquely determine
the higher genus Gromov-Witten potential (cf. [DZ3]), Theorem 0.2 implies that Given-
tal’s conjectural formula is correct in the genus-2 case. We also note that the method
used in this paper should apply to higher genus case once the corresponding universal
equations are obtained.
Part of the work in this paper was done when the author visited IPAM at Los Angeles,
MSRI at Berkeley, and IHES in France. The author would like to thank these institutes
for hospitality.
1 Quantum product and idempotents
We first review properties of quantum product and idempotents on the big phase space
which will be used in this paper. The proofs for these properties can be found in [L2] and
[L4].
Let M be a compact symplectic manifold. For simplicity, we assume Hodd(M ;C) = 0.
The big phase space is by definition the product of infinite copies of H∗(M ;C), i.e.
P :=
∞∏
n=0
H∗(M ;C).
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Fix a basis {γ1, . . . , γN} of H∗(M ;C) with γ1 = 1 being the identity of the ordinary
cohomology ring of M . Then we denote the corresponding basis for the n-th copy of
H∗(M ;C) in P by {τn(γ1), . . . , τn(γN)}. We call τn(γα) a descendant of γα with descendant
level n. We can think of P as an infinite dimensional vector space with basis {τn(γα) |
1 ≤ α ≤ N, n ∈ Z≥0} where Z≥0 = {n ∈ Z | n ≥ 0}. Let (tαn | 1 ≤ α ≤ N, n ∈ Z≥0) be
the corresponding coordinate system on P . For convenience, we identify τn(γα) with the
coordinate vector field ∂
∂tαn
on P for n ≥ 0. If n < 0, τn(γα) is understood as the 0 vector
field. We also abbreviate τ0(γα) as γα. Any vector field of the form
∑
α fαγα, where fα
are functions on the big phase space, is called a primary vector field. We use τ+ and τ−
to denote the operator which shift the level of descendants, i.e.
τ±
(∑
n,α
fn,ατn(γα)
)
=
∑
n,α
fn,ατn±1(γα)
where fn,α are functions on the big phase space.
We will use the following conventions for notations: All summations are over the entire
meaningful ranges of the indices unless otherwise indicated. Let
ηαβ =
∫
M
γα ∪ γβ
be the intersection form on H∗(M,C). We will use η = (ηαβ) and η
−1 = (ηαβ) to lower
and raise indices. For example,
γα := ηαβγβ.
Here we are using the summation convention that repeated indices (in this formula, β)
should be summed over their entire ranges.
Let
〈 τn1(γα1) τn2(γα2) . . . τnk(γαk) 〉g
be the genus-g descendant Gromov-Witten invariant associated to γα1 , . . . , γαk and non-
negative integers n1, . . . , nk (cf. [W1], [RT], [LiT]). The genus-g generating function is
defined to be
Fg =
∑
k≥0
1
k!
∑
α1,...,αk
n1,...,nk
tα1n1 · · · tαknk 〈 τn1(γα1) τn2(γα2) . . . τnk(γαk) 〉g .
This function is understood as a formal power series of tαn.
Introduce a k-tensor 〈〈 · · · · ·︸ ︷︷ ︸
k
〉〉 defined by
〈〈W1W2 · · ·Wk 〉〉g :=
∑
m1,α1,...,mk,αk
f 1m1,α1 · · ·fkmk ,αk
∂k
∂tα1m1∂t
α2
mk
· · ·∂tαkmk
Fg,
for vector fields Wi = ∑m,α f im,α ∂∂tαm where f im,α are functions on the big phase space. We
can also view this tensor as the k-th covariant derivative of Fg with respect to the trivial
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connection on P . This tensor is called the k-point (correlation) function. For any vector
fields W1 and W2 on the big phase space, the quantum product of W1 and W2 is defined
by
W1 ◦W2 := 〈〈W1W2 γα 〉〉0 γα. (1)
This is a commutative and associative product. But it does not have an identity. For any
vector field W and integer k ≥ 1, Wk is understood as the k-th power of W with respect
to this product.
Let
X := −∑
m,α
(m+ bα − b1 − 1) t˜αm τm(γα)−
∑
m,α,β
Cβα t˜αm τm−1(γβ) (2)
be the Euler vector field on the big phase space P , where t˜αm = t
α
m − δm,1δα,1,
bα =
1
2
(dimension of γα)− 1
4
(real dimension of M) +
1
2
and the matrix C = (Cβα) is defined by c1(V )∪γα = Cβα γβ. For smooth projective varieties,
the dimension of γα should be replaced by twice of the holomorphic dimension of γα in
the definition of bα.
The quantum multiplication by X is an endomorphism on the space of primary vector
fields on P . If this endomorphism has distinct eigenvalues at generic points, we call P
semisimple. In this case, let E1, . . . , EN be the eigenvectors with corresponding eigenvalues
u1, . . . , uN , i.e.
X ◦ Ei = uiEi
for each i = 1, · · · , N . Ei is considered as a vector field on P , and ui is considered as a
function on P . They satisfy the following properties:
Ei ◦ Ej = δij Ei, [Ei, Ej] = 0, Ei uj = δij
for any i and j. We call {E1, . . . , EN} idempotents on the big phase space. When restricted
to the small phase space, they coincide with the coordinate vector fields of the canonical
coordinate system of semisimple Frobenius manifolds (cf. [D]).
Let
S := −∑
m,α
t˜αmτm−1(γα) (3)
be the string vector field on P . We define
W =W ◦ S
for any vector field W on P . The vector field S is the identity for the quantum product
when restricted to the space of primary vector fields. We have
S =
N∑
i=1
Ei. (4)
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and
X k =
N∑
i=1
uki Ei. (5)
for k ≥ 1.
For any vector fields W and V on the big phase space, define
<W,V >:= 〈〈 S W V 〉〉0 . (6)
This bilinear form generalizes the Poincare metric on the small phase space. It is nonde-
generate only when restricted to the space of primary vector fields. It is also compatible
with quantum product in the following sense:
< (W1 ◦W2), W3 >=<W2, (W1 ◦W3) >, (7)
and
<W1,W2 >=< W 1, W 2 >
for any vector fields Wi. We have < Ei, Ej >= 0 if i 6= j and the functions
gi :=< Ei, Ei >
are non-zero in the region where idempotents are well defined. Any primary vector field
W has the decomposition
W =
N∑
i=1
<W, Ei >
gi
Ei.
Let ∇ be the covariant derivative on P of the trivial flat connection with respect to
the standard coordinates {tαn}. The compatabilities of this connection with the quantum
product and the bilinear form are given by
∇W1(W2 ◦W3) = (∇W1W2) ◦W3 +W2 ◦ (∇W1W3) + 〈〈W1W2W3 γα 〉〉0 γα (8)
and
W1 <W2,W3 > = < {∇W1W2 +W1 ◦ τ−(W2)} ,W3 >
+ <W2, {∇W1W3 +W1 ◦ τ−(W3)} > (9)
for any vector fields Wi. Equation (9) suggests that the modified connection ∇˜ defined
by
∇˜W1W2 := ∇W1W2 +W1 ◦ τ−(W2)
is compatible with the bilinear form < ·, · >. Moreover equation (8) implies that the
family of connections ∇˜z defined by
∇˜zW1W2 := ∇W1W2 + zW1 ◦ τ−(W2)
are flat for all z, where z is an arbitrary parameter.
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Covariant derivatives of idempotents are given by
∇
W
Ei = −2 〈〈W Ei Ei γα 〉〉0 γα ◦ Ei + 〈〈W Ei Ei γα 〉〉0 γα
for any vector field W. In particular,
∇EjEi = δijFj −Fj ◦ Ei − Fi ◦ Ej
where
Fj := 〈〈 Ej Ej Ej γα 〉〉0 γα
for each j = 1, · · · , N . Vector fields Fj are also related to the string vector field by the
formula
τ−(S) = −
N∑
i=1
Fi. (10)
For any vector field W, define
T (W) := τ+(W)− S ◦ τ+(W).
The operator T was introduced in [L2] to simplify topological recursion relations for
Gromov-Witten invariants. It corresponds to the ψ classes in the relations in the tauto-
logical ring of moduli space of stable curves. In some sense, repeatedly applying T to a
vector field will trivialize its action on genus-g generating functions. Here are some basic
properties of T : For any vector fields Wi,
(i) T (W1) ◦W2 = 0,
(ii) 〈〈T (W1)W2W3W4 〉〉0 = 〈〈 (W1 ◦W2)W3W4 〉〉0
(iii) ∇W1 T (W2) = T (∇W1W2)−W1 ◦W2
(iv) T (W) ui = 0,
(v) < T (W1),W2 >= 0,
(vi) ∇
T (W)
Ei = −W ◦ Ei,
(vii) [T (W), Ei] = −T (∇EiW).
Note that {T k(Ei) | i = 1, . . . , N, k ≥ 0} gives a frame for the tangent bundle of the big
phase space. This frame is not commutative due to property (vii). Any vector field W
has the following decomposition
W = T k(τk−(W)) +
k−1∑
i=0
T i(τ i−(W)) (11)
where k is any positive integer (cf [L2, Equation (26)]). This decomposition is very useful
when applying topological recursion relations. In particular, we will frequently use the
decomposition
W = W + T (τ−(W))
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and call this the standard decomposition of W. For example, using this decomposition,
we see
W ui = W ui
for any vector field W on the big phase space.
For any vector field W = ∑n,α fn,ατn(γα), define
G ∗W :=∑
n,α
(n+ bα)fn,ατn(γα).
This operator was used in [L2] to give a recursive description for the Virasoro vector fields.
On the space of primary vector fields, the operator G∗ has the following property:
< G ∗W, V > + <W, G ∗ V >=<W, V > (12)
for all primary vector fields V and W. Moreover, for any i,
G ∗ Ei = 1
2
Ei − uiFi + X ◦ Fi. (13)
2 Universal equations in genus 2
We will need two genus-2 universal equations. The first one is the genus-2 topological
recursion relation derived from Mumford’s relation (cf. [Ge1]): For any vector field W,〈〈
T 2(W)
〉〉
2
= A1(W) (14)
where
A1(W) := 7
10
〈〈 γα 〉〉1 〈〈 {γα ◦W} 〉〉1 +
1
10
〈〈 γα {γα ◦W} 〉〉1 −
1
240
〈〈W {γα ◦ γα} 〉〉1
+
13
240
〈〈
W γα γα γβ
〉〉
0
〈〈 γβ 〉〉1 +
1
960
〈〈
W γα γα γβ γβ
〉〉
0
. (15)
Another genus-2 equation is the following (cf. [BP]): For any vector fields Wi,
2 〈〈 {W1 ◦W2 ◦W3} 〉〉2 − 2 〈〈W1W2W3 γα 〉〉0 〈〈T (γα) 〉〉2
+
1
2
∑
σ∈S3
{〈〈
Wσ(1) T (Wσ(2) ◦Wσ(3))
〉〉
2
−
〈〈
T (Wσ(1)) {Wσ(2) ◦Wσ(3)}
〉〉
2
}
= B(W1,W2,W3), (16)
where B is a symmetric 3-tensor which only depends on genus 0 and genus 1 data. The
precise definition for B is very complicated (see [L2, Section 2]). In this paper, we
only need the special case B(Ei, Ei, Ei). We will give the definition for this function in
equation (27).
We will also need the Virasoro vector fields Ln. A recursive description for these vector
fields were given in [L2] by using an operator R. For any vector fieldW = ∑n,α fn,ατn(γα),
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define C(W ) :=
∑
n,α,β fn,αCβατn(γβ), where C is the matrix of multiplication by the first
Chern class c1(M) in the ordinary cohomology ring. Define
R(W) := G ∗ T (W) + C(W).
Then the Virasoro vector fields are given by
Ln := −Rn+1(S) (17)
for n ≥ −1. One of the nice properties of Ln is
L n = −X n+1
for n ≥ −1 (cf. [L2, Lemma 4.1]). Here, X 0 is understood as S .
Theorem 2.1 For k ≥ −1,
τ−(Lk) =
N∑
i=1
uk+1i Fi −
3
2
(k + 1)X k.
Proof: We prove this theorem by induction on k. First note that for k = −1, this theorem
is precisely equation (10). Secondly, by equation (13), we have
G ∗ X k =
N∑
i=1
uki G ∗ Ei =
1
2
X k −
N∑
i=1
uk+1i Fi + X ◦
N∑
i=1
ukiFi.
By [L2, Lemma 4.1 and Theorem 4.8],
τ−(Lk) = X ◦ τ−(Lk−1)− X k − G ∗ X k.
Applying the induction hypothesis, we obtain the desired formula. ✷
Corollary 2.2 For k ≥ −1,
Lk =
N∑
i=1
uk+1i (T (Fi)− Ei)−
3
2
(k + 1)T
(
X k
)
+ T 2(τ 2−(Lk)).
Proof: This follows from the following special case of equation (11):
Lk = L k + T (τ−(Lk)) + T 2(τ 2−(Lk)) (18)
and the fact
L k = −X k+1 = −
N∑
i=1
uk+1i Ei.
✷
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Lemma 2.3 〈〈
T (S )
〉〉
2
=
2
3
A1(τ
2
−(L0))−
1
3
N∑
i=1
uiB(Ei, Ei, Ei).
Proof: In case W1 =W2 =W3 = Ei, equation (16) has a much simpler form
〈〈 Ei 〉〉2 − 〈〈T (Fi) 〉〉2 =
1
2
B(Ei, Ei, Ei). (19)
On the other hand, the genus-2 L0-constraint has the form 〈〈 L0 〉〉2 = 0. Corollary 2.2
and equation (14) then imply the following
0 = 〈〈 L0 〉〉2 =
N∑
i=1
ui(〈〈T (Fi) 〉〉2 − 〈〈 Ei 〉〉2)−
3
2
〈〈
T
(
S
) 〉〉
2
+ A1(τ
2
−(L0)).
The lemma then follows from equation (19). ✷
Proof of Theorem 0.1: Recall that the dilaton vector field has the form D = T (S)
(cf. the remark after [L2, lemma 1.4]). The standard decomposition of S then gives
D = T (S + T (τ−(S))) = T (S ) + T 2(τ−(S)).
By the genus-2 dilaton equation
2F2 = 〈〈D 〉〉2 =
〈〈
T (S )
〉〉
2
+
〈〈
T 2(τ−(S))
〉〉
2
.
The theorem then follows from Lemma 2.3 and equation (14). ✷
Remark: A formula for F2 under a somewhat weaker condition was given in [L2,
Theorem 5.17]. The formula given here is much simpler and much easier to work with
than the corresponding formula in [L2]. Moreover, the proof given here is also much
simpler than the proof in [L2].
Theorem 2.4 If the quantum cohomology is semisimple, then for k ≥ −1,
〈〈 Lk 〉〉2 = −
1
2
N∑
i=1
uk+1i B(Ei, Ei, Ei) +
k + 1
4
T (X k)
{
N∑
i=1
uiB(Ei, Ei, Ei)
}
+A1(τ
2
−(Lk))−
k + 1
2
T (X k)A1
(
τ 2−(L0)
)
− 3(k + 1)
4
T (X k)A1 (τ−(S))
Proof: By Corollary 2.2,
〈〈 Lk 〉〉2 = −
N∑
i=1
uk+1i (〈〈 Ei 〉〉2 − 〈〈T (Fi) 〉〉2)−
3(k + 1)
2
T (X k)F2 +
〈〈
T 2
(
τ 2−(Lk)
) 〉〉
2
.
The theorem then follows from applying equation (19) to the first term, Theorem 0.1 to
the second term, and equation (14) to the third term. ✷
So far we have used only special cases of equation (16). In fact we can not get more
information on the genus-2 generating function from other cases of this equation. But we
can still get some interesting properties of the complicated tensor B from studying the
more general cases of this equation. We have the following
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Lemma 2.5 For i 6= j 6= k,
(a) B(Ei, Ej, Ek) = 0
(b) B(Ei, Ej, Ej) = −B(Ei, Ei, Ej)
(c) B(Ei, Ei, Ej) = 1
2
T (Ei)B(Ej, Ej, Ej)− 1
2
T (Ej)B(Ei, Ei, Ei) + A2(Fj, Ei)− A2(Fi, Ej)
In this lemma, A2 is a symmetric 2-tensor which only depends on genus-0 and genus-1
data. It comes from a genus-2 equation due to Getzler which takes the following form (cf.
[Ge1]): For any vector fields Wi,
〈〈T (W1) T (W2) 〉〉2 = A2(W1,W2). (20)
It was proved in [L2] that this equation follows from equation (14) and equation (16).
Proof of Lemma 2.5: It was proved in [L4] that the genus-0 4-point functions satisfy
the following properties: For any i 6= j 6= k and any vector field W,
(i) 〈〈 Ei Ej EkW 〉〉0 = 0,
(ii) 〈〈W Ei Ei Ej 〉〉0 = −〈〈W Ej Ej Ei 〉〉0 , (21)
(iii) 〈〈 Ei Ei Ej γα 〉〉0 γα = Fj ◦ Ei − Fi ◦ Ej.
Applying equation (16) for W1 = Ei, W2 = Ej , W2 = Ek, we have
B(Ei, Ej, Ek) = −2 〈〈 Ei Ej Ek γα 〉〉0 〈〈T (γα) 〉〉2 .
Therefore (a) follows from equation (21) (i).
Applying equation (16) for W1 =W2 = Ei, W2 = Ej, we have
B(Ei, Ei, Ej) = −2 〈〈 Ei Ei Ej γα 〉〉0 〈〈 T (γα) 〉〉2 − 〈〈 Ei T (Ej) 〉〉2 + 〈〈 Ej T (Ei) 〉〉2 . (22)
By equation (21) (ii), if we interchange i and j, the right hand side of this equation is
only changed by a minus sign. This proves (b).
Since ∇T (Ej)Ei = 0 for i 6= j,
∇T (Ej)T (Fi) = T (∇T (Ej)Fi) = T
(
〈〈T (Ej) Ei Ei Ei γα 〉〉0 γα
)
.
By [L2, Equation (9)], we have
∇T (Ej)T (Fi) = T
(
〈〈 Ej Ei Ei γα 〉〉0 γα ◦ Ei
)
= T (Fj ◦ Ei)
where the last equality follows from equation (21) (iii). Hence taking derivative of equa-
tion (19) along T (Ej), we obtain
〈〈 Ei T (Ej) 〉〉2 − 〈〈 T (Fj ◦ Ei) 〉〉2 − 〈〈T (Ej) T (Fi) 〉〉2 =
1
2
T (Ej)B(Ei, Ei, Ei).
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Applying equation (20) to the last term on the left hand side of the above equation, we
obtain
〈〈 Ei T (Ej) 〉〉2 = 〈〈T (Fj ◦ Ei) 〉〉2 + 3 〈〈 T (Ej ◦ Fi) 〉〉2 + A2(Fi, Ej) +
1
2
T (Ej)B(Ei, Ei, Ei).
Plugging this formula into equation (22), we obtain
B(Ei, Ei, Ej) = −2 〈〈 Ei Ei Ej γα 〉〉0 〈〈 T (γα) 〉〉2 + 2 〈〈T (Fj ◦ Ei) 〉〉2 − 2 〈〈T (Fi ◦ Ej) 〉〉2
+A2(Fj, Ei) + 1
2
T (Ei)B(Ej, Ej, Ej)− A2(Fi, Ej)− 1
2
T (Ej)B(Ei, Ei, Ei).
The first three terms on the right hand side of this equation are cancelled with each other
due to equation (21) (iii). This proves (c). ✷
Remark: The reason that the general form of equation (16) gives no more information
on the genus-2 generating function than what we can get from equation (19) lies behind
the proof of this lemma.
Corollary 2.6 For any integers m ≥ 0 and k ≥ 0,
2
N∑
i=1
um+ki B(Ei, Ei, Ei) =
N∑
i=1
umi B(Ei, Ei, X k) +
N∑
i=1
uki B(Ei, Ei, X m).
Proof: Since T (W) ui = 0 for any vector field W, multiplying Lemma 2.5 (c) by umi ukj
and summing over i and j, we obtain
N∑
i=1
umi B(Ei, Ei, X k)−
N∑
i=1
um+ki B(Ei, Ei, Ei)
=
1
2
T (X m)
N∑
i=1
uki B(Ei, Ei, Ei)−
1
2
T (X k)
N∑
i=1
umi B(Ei, Ei, Ei)
+A2(
N∑
i=1
ukiFi, X m)−A2(
N∑
i=1
umi Fi, X k).
Observe that the right hand side of this equation is anti-symmetric with respect to m and
k. So the desired formula is obtained by symmetrizing this equation with respect to m
and k. ✷
3 Genus-2 Virasoro conjecture for manifolds with
semisimple quantum cohomology
By [L2, Theorem 5.9], the genus-2 Virasoro conjecture for any smooth projective variety
can be reduced to the genus-2 L1-constraint which have the following form:
〈〈 L1 〉〉2 = −
1
2
∑
α
bα(1− bα){〈〈 γα γα 〉〉1 + 〈〈 γα 〉〉1 〈〈 γα 〉〉1}. (23)
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So to prove Theorem 0.2, it suffices to compute 〈〈 L1 〉〉2 = L1F2 and check whether it
coincides with the right hand side of equation (23). There are two approaches to this
problem: The first approach is to take the formula for F2 in Theorem 0.1 and then take
the derivative along L1. The second approach is to directly use the formula for 〈〈 L1 〉〉2
given in Theorem 2.4. Since the intermediate results of the first approach provide more
understanding for the genus-2 generating function and the Virasoro vector fields, we prove
Theorem 0.2 using the first approach in this section. The second approach will be given
in the appendix.
3.1 Express everything in terms of idempotents
Equation (23) is given in the flat frame {γα | α = 1, . . . , N}, so is the tensor A1 defined
after equation (14). But idempotents has appeared in the expression of F2 as given in
Theorem 0.1. To compare L1F2 with the formula in equation (23), we need to re-write
both of them using idempotents only. For this purpose, it is convenient to introduce the
following notation:
zi1,···,ik := 〈〈 Ei1 · · · Eik 〉〉0
and
φi1,···,ik := 〈〈 Ei1 · · · Eik 〉〉1 .
We will use the following simple fact which was explained in [L4]: For any tensor Q,
Q(γα, γ
α, · · ·) =
N∑
i=1
1
gi
Q(Ei, Ei, · · ·). (24)
In particular
∆ := γα ◦ γα =
N∑
i=1
1
gi
Ei. (25)
So the prediction of genus-2 L1-constraint, i.e. equation (23), can be re-written as
〈〈 L1 〉〉2 = −
1
2
N∑
i=1
1
gi
{
〈〈 (G ∗ Ei) (G ∗ Ei) 〉〉1 + 〈〈 (G ∗ Ei) 〉〉21
}
. (26)
Using the definition of tensor B in [L2], we can write down the precise formula for the
function B(Ei, Ei, Ei):
B(Ei, Ei, Ei) =
∑
j,k
1
gjgk
{
1
5
ziiijkφjφk − 6
5
ziiijφjkφk − 6
5
ziijkφjφik
}
+
∑
j
1
gj
{
9
5
(1− 2δij)φ2ij −
6
5
(1− 2δij)φiijφj
}
+
∑
j,k
1
gjgk
{
1
120
ziiijjkφk +
1
10
ziiijkφjk − 1
20
ziiijφjkk
12
− 3
40
ziijjkφik +
3
40
zijjkφiik − 3
10
ziijkφijk
}
−∑
j
1
gj
{
1
120
φiiij +
1
20
(1− 2δij)φiijj
}
. (27)
To express A1 in terms of idempotents, we will use decomposition (11) and derivatives
of genus-0 and genus-1 topological recursion relations. Recall that the genus-0 topological
recursion relation has the following form
〈〈T (W)V1 V2 〉〉0 = 0
for any vector fields W and Vi. Repeatedly taking derivatives of this relation, we have
〈〈T (W)V1 · · · Vk+2 〉〉0
=
k∑
m=1
∑
1≤i1<···<im≤k
〈〈W Vi1 · · · Vim γα 〉〉0
·
〈〈
γα V1 · · · V̂i1 · · · V̂i2 · · · · · · · · · V̂im · · · Vk+2
〉〉
0
. (28)
The genus-1 topological recursion relation has the form
〈〈T (W) 〉〉1 =
1
24
〈〈W γα γα 〉〉0
for any vector field W. Repeatedly taking derivatives of this relation, we obtain
〈〈 T (W)V1 · · · Vk 〉〉1
=
k∑
m=1
∑
1≤i1<···<im≤k
〈〈W Vi1 · · · Vim γα 〉〉0
·
〈〈
γα V1 · · · V̂i1 · · · V̂i2 · · · · · · · · · V̂im · · · Vk
〉〉
1
+
1
24
〈〈W V1 · · · Vk γα γα 〉〉0 (29)
for all vector fields W and Vi, and all integer k ≥ 0. For any vector field W, first
decomposing it as
W = W + T (τ−(W)) + T 2(τ 2−(W)),
then using equation (28) and (29) to get rid of the operator T , we obtain
A1(W) = 7
10
〈〈 γα 〉〉1
〈〈
(γα ◦ W )
〉〉
1
+
1
10
〈〈
γα (γα ◦ W )
〉〉
1
− 1
240
〈〈
W ∆
〉〉
1
+
1
20
〈〈 {
τ−(W) ◦∆
} 〉〉
1
+
13
240
〈〈
W γα γα γβ
〉〉
0
〈〈 γβ 〉〉1
+
1
1152
〈〈
S S
{
τ 2−(W) ◦∆2
} 〉〉
0
+
1
1152
〈〈
τ−(W)∆ γα γα
〉〉
0
+
1
480
〈〈 {
τ−(W) ◦ γα
}
γα γβ γ
β
〉〉
0
+
1
960
〈〈
W γα γα γβ γβ
〉〉
0
.
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In semisimple case, we can use idempotents to express this tensor as
A1(W) =
∑
i
〈W, Ei〉
gi
 1gi
(
7
10
φ2i +
1
10
φii
)
−∑
j
1
240
1
gj
φij
+
∑
j,k
(
13
240
1
gjgk
zijjkφk +
1
960
1
gjgk
zijjkk
)
+
∑
i
〈τ−(W), Ei〉
gi
 120 1giφi +
∑
j
1
480
1
gigj
ziijj +
∑
j,k
1
1152
1
gjgk
zijkk

+
∑
i
〈
τ 2−(W), Ei
〉
gi
· 1
1152
1
gi
. (30)
3.2 Expressing everything by rotation coefficients
Relations among functions zi1,···,ik and φi1,···,ik are very complicated. It’s much easier to
see the relations by introducing rotation coefficients. On the small phase space, rotation
coefficients was introduced by Dubrovin [D] to study semisimple Frobenius manifolds. A
similar definition for rotation coefficients on the big phase space is the following:
rij :=
Ej√
gj
√
gi.
We will briefly review basic properties of rotation coefficients when they are needed. The
readers are referred to [L4] for more details. First, (rij) is a symmetric matrix. Using
these functions, the operator G∗ is given by
G ∗ Ei = 1
2
Ei +
∑
j
(ui − uj)rij
√
gi
gj
Ej (31)
for all i. Therefore, the prediction of the genus-2 L1-constraint, i.e. equation (26), is given
by
〈〈 L1 〉〉2 = −
1
2
N∑
i=1
1
gi
14(φii + φ2i ) +∑
j
(ui − uj)rij
√
gi
gj
(φij + φiφj)
+
∑
j,k
(ui − uj)(ui − uk)rijrik gi√
gjgk
(φjk + φjφk)
 .
Note that the second term is anti-symmetric with respect to i and j, so equal to 0 when
summing over i and j. Define
vij := (uj − ui)rij.
Then vij = −vji for all i and j. The prediction of the genus-2 L1-constraint can now be
written as
〈〈 L1 〉〉2 = −
1
2
N∑
i=1
1
gi
14(φii + φ2i ) +∑
j,k
vijvik
gi√
gjgk
(φjk + φjφk)
 . (32)
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Covariant derivatives of idempotents are given by
∇EiEj = rij
(√
gj
gi
Ei +
√
gi
gj
Ej
)
− δij
N∑
k=1
rik
√
gi
gk
Ek (33)
for any i and j. To compute the derivatives of rotation coefficients, we define
θij :=
1
uj − ui
(
rij +
∑
k
rikvjk
)
for i 6= j. These functions satisfy the following property
θij + θji = −
∑
k
rikrjk (34)
for any i 6= j. First derivatives of rotation coefficients are given by the formula
Ekrij = rikrjk +

0, if i 6= j 6= k,
θij , if k = i 6= j,√
gk
gi
θik, if i = j 6= k,
−2∑l r2il +∑p 6=i√gpgi θpi + 1gi 〈τ 2−(S), Ei〉 , if i = j = k.
(35)
The appearance of < τ 2−(S), Ei > in the last equation is a typical big phase space phe-
nomenon. This term vanishes on the small phase space, but is in general not zero on the
big phase space. To compute higher order derivatives of rotation coefficients, we also need
the following formula:
Ej < τk−(S), Ei > = δij < τk+1− (S), Ei > + < τk−(S), ∇EjEi > (36)
for all k ≥ 0. This formula follows from equation (9). We can repeatedly apply the above
formulas to compute higher order derivatives of rotation coefficients in terms of functions
gi, ui, rij , and < τ
k
−(S), Ei > with k ≥ 2. When we compute k-th order derivatives of
rij , we might encounter < τ
k+1
− (S), Ei >. For most purposes (for example, for the proof
of genus-1 and genus-2 Virasoro conjecture) these terms will not affect the final results.
In this paper, we only need derivatives of rotation coefficients up to order 3. It will be
convenient to introduce the following functions when computing the second and third
order derivatives:
Ωij :=
1
uj − ui
θij − θji +∑
k,l
rilrjkvkl
 ,
Λij :=
1
uj − ui
{
3Ωij −
∑
k
(uk − uj)θikθjk −
(
rii +
∑
k
rikvik
)
θji
−
(
rjj +
∑
k
rjkvjk
)
θij
}
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for i 6= j. These functions have the property
Ωij = Ωji and Λij + Λji =
∑
k
θikθjk
for all i 6= j. They arise naturally in the second and third order derivatives of rotation
coefficients because
Ejθij =
(
rjj −
√
gj
gi
rij
)
θij − Ωij
and
EiΩij = θji
∑
k
r2ik +
√
gi
gj
θij +
∑
k 6=i
√
gk
gi
θki
+ Λij
for i 6= j. We might consider θij , Ωij , and Λij as functions having poles of order 1, 2, and
3 respectively in terms of u1, . . . , un.
We can assign gi with degree 0, ui with degree −1, and k-th order derivatives of rij
along directions of idempotents with degree k + 1. Then most expressions in this paper
are homogeneous of a fixed degree. For example, functions zi1,···,ik have degree k − 3 for
k ≥ 3, φi1,···,ik have degree k,
〈
τk−(S), Ei
〉
has degree k,
〈
τk−(Lm), Ei
〉
has degree k−m−1,
B(Ei, Ei, Ei) has degree 4, 〈〈 L1 〉〉2 has degree 2, and F2 has degree 3. In general, we expect
Fg to have degree 3(g − 1) for all g.
To express F2 in terms of rotation coefficients, we need first to use rotation coefficients
to describe vector fields τk−(L0). A recursion formula for τk−(Lm) was given in [L2, Theorem
4.8]. In the semisimple case, using equations (7), (12) and (31), this recursion relation
can be written as〈
τk+1− (Lm), Ei
〉
= ui
〈
τk+1− (Lm−1), Ei
〉
+ (k +
3
2
)
〈
τk−(Lm−1), Ei
〉
+
∑
j
vij
√
gi
gj
〈
τk−(Lm−1), Ej
〉
. (37)
In particular, since L−1 = −S, we have
< τk−(L0), Ei > = −ui < τk−(S), Ei > −
2k + 1
2
< τk−1− (S), Ei >
−∑
j
vij
√
gi
gj
< τk−1− (S), Ej > (38)
for k ≥ 1. We will keep < τk−(S), Ei > with k ≥ 2 in our computations. But for k = 0
and k = 1, we will use (cf. [L4]),
< S, Ei >= gi and < τ−(S), Ei >=
∑
j
rij
√
gigj . (39)
We now describe how to represent zi1,...,ik and φi1,...,ik in terms of rotation coefficients.
In [L4], it was proved that genus-0 4-point functions have the following property: For
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i 6= j,
(i) ziiii = −girii,
(ii) zjiii = −zjjii = −√gigj rij ,
(iii) zijkl = 0 otherwise. (40)
It was also proved that genus-1 1-point functions are given by
24φi = −12
∑
j
rijvij −
∑
j
√
gi
gj
rij . (41)
Note that for any positive integer k,
〈〈
Ei1Ei2 · · · Eik+1
〉〉
g
= Eik+1 〈〈 Ei1 · · · Eik 〉〉g −
k∑
j=1
〈〈
Ei1 · · ·
(
∇Eik+1Eij
)
· · · Eik
〉〉
g
= Eik+1 〈〈 Ei1 · · · Eik 〉〉g −
 k∑
j=1
rij ,ik+1
√
gik+1
gij
 〈〈 Ei1 · · · Eik 〉〉g
−
k∑
j=1
rij ,ik+1
√
gij
gik+1
〈〈
Ei1 · · · Êij · · · EikEik+1
〉〉
g
+
k∑
j=1
δik+1,ij
∑
p
rp,ik+1
√
giK+1
gp
〈〈
Ei1 · · · Êij · · · EikEp
〉〉
g
. (42)
Repeatedly using this formula, we can express all functions zi1···ik , with k ≥ 4, and φi1···ik ,
with k ≥ 1, in terms of rotation coefficients. For example, genus-1 2-point functions are
given by
24φii = 12r
2
ii −
1
gi
〈
τ 2−(S), Ei
〉
+
∑
j
{
r2ij
(
−10 + gi
gj
)
+ 24riirijvij
}
−∑
j,k
(
12rijrjkvjk
√
gi
gj
+ rijrjk
√
gi
gk
)
−∑
j 6=i
(
θij
√
gi
gj
+ θji
√
gj
gi
)
(43)
for all i, and
24φij = 12r
2
ij +
∑
k
{
rikrjk
√
gigj
gk
+ 12rijrikvik
√
gj
gi
+ 12rijrjkvjk
√
gi
gj
}
−
(
θij
√
gj
gi
+ θji
√
gi
gj
)
(44)
for i 6= j. When k becomes larger, the formula for zi1···ik and φi1···ik becomes more
complicated. It is not illuminating to write them out here. But one should notice that to
express F2 in terms of rotation coefficients, we only need zi1···ik for 4 ≤ k ≤ 6 and φi1···ik
for 1 ≤ k ≤ 4, which can be obtained by taking derivaties of equations (40), (43), (44)
twice. Combining with the formula in Theorem 0.1, and equations (27), (30), (38), (39),
a lengthy but straightforward computation shows the following:
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Theorem 3.1 For any manifold with semisimple quantum cohomology, the genus-2 gen-
erating function for the Gromov-Witten invariants is given by the following formula:
5760 F2
= −5∑
i
1
g2i
〈
τ 3−(S), Ei
〉
+
∑
i
∑
j 6=i
5Ωij
(
1
gj
√
gi
gj
− 1√
gigj
)
+
∑
i
1
gi
〈
τ 2−(S), Ei
〉24rii 1gi +
∑
j
(
5rij
1
gj
√
gi
gj
+ 144rijvij
1
gi
)
+
∑
i
∑
j 6=i
θij
{
−24rii 1
gi
√
gj
gi
+ 200rij
1
gj
+
∑
k
[
rikvik
(
120
1√
gigj
− 144 1
gi
√
gj
gi
)
+ rjkvik
(
85
1
gi
+ 45
1
gj
)]}
−∑
i
576r3ii
1
gi
−∑
i
576
1
gi
∑
j
rijvij
3
+
∑
i,j
{
480r3ij
1√
gigj
− 23riir2ij
1
gi
− 1728r2iirijvij
1
gi
}
+
∑
i,j,k
{
−24riirikrjk 1
gi
√
gj
gi
+ 115rijrikrjk
1
gi
+1452r2ik(rijvij)
1
gi
− 1728rii 1
gi
(rijvij) (rikvik)
}
+
∑
i,j,k,l
{
120rikrjk(rilvil)
1√
gigj
− 144rijril(rjkvjk) 1
gj
√
gl
gj
−40rikrjkrilvjl 1
gi
+ 720rij(rikvik)(rjlvjl)
1√
gigj
}
.
This formula is much simpler than the formulas for expressing 4-point genus-1 functions
φiiij and φiijj in terms of rotation coefficients (which were omitted here). We also note
that the right hand side of this formula only depends on genus-0 data. In [DZ3, p157-
160], a three-page formula of F2 for semisimple Frobenius manifolds was derived under
the assumption that F2 satisfies the Virasoro constraints. Comparitively, Theorem 3.1
gives a much simpler formula for F2.
Note that when computing 4-point genus-1 functions φiiij and φiijj using equations
(41) and (42), we will encounter third order derivatives of rotation coefficients. This
causes that B(Ei, Ei, Ei) contains third order poles of the form
1
576
∑
j 6=i
{
Λji
(
1√
gigj
− 1
gj
√
gi
gj
)
− Λij
(
1√
gigj
− 1
gi
√
gj
gi
)}
.
When interchanging i and j, the second term in this expression is precisely the first term
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with an opposite sign. Multiplying this expression by ui and summing over i, we obtain
1
576
∑
i
∑
j 6=i
(ui − uj)Λji
(
1√
gigj
− 1
gj
√
gi
gj
)
.
By the definition of Λij, (ui − uj)Λji only has second order poles. Therefore third order
poles do not appear in the formula for F2 in Theorem 3.1. Similar observations have also
been used to simply terms with first and second order poles when computing F2.
Also note that the 4-point genus-1 functions φiiii will produce a term − 1576
〈
τ 4−(S), Ei
〉
in B(Ei, Ei, Ei). After multiplied by ui and summed over i, this term will be cancelled
with the corresponding term produced by 2A1(τ
2
−(L0)). Therefore the formula for F2 in
Theorem 3.1 only contains
〈
τk−(S), Ei
〉
for k = 2, 3.
3.3 Action of Ln
In this section, we discuss the action of Virasoro vector fields on functions ui, gi, rij , and〈
τk−(S), Ei
〉
. Although for the proof of Theorem 0.2 we only need to know the action of
L1, we will discuss the action for all Lm since they may be needed for the study of higher
genus Gromov-Witten invariants.
Recall for any vector field W, we have the standard decomposition
W = W + T (τ−(W)).
In previous sections, we have given formulas for the action of Ei on functions ui, gi,
rij , and
〈
τk−(S), Ei
〉
. Since for any vector filed W, its primary projection W has the
decomposition
W =∑
i
〈W, Ei〉
gi
Ei,
the action of W is thus well understood. In [L4], we have shown the following formula
T (W)ui = 0,
T (W)gi = −2 〈W, Ei〉 ,
T (W)rij = δij
{
−〈τ−(W), Ei〉
gi
+
∑
k
rik
1√
gigk
〈W, Ek〉
}
for any vector field W. Therefore for any vector field W, we have the followings formula
Wui = 1
gi
〈W, Ei〉 ,
Wgi = −2 〈τ−(W), Ei〉+
∑
j
2rij
√
gi
gj
〈W, Ej〉 ,
Wrij = 1
gi
〈W, Ei〉 θij + 1
gj
〈W, Ej〉 θji +
∑
k
1
gk
〈W, Ek〉 rikrjk for i 6= j,
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Wrii =
∑
j 6=i
{
1
gj
〈W, Ej〉 θij + 1
gi
〈W, Ei〉 θji
}√
gj
gi
− 1
gi
〈
τ 2−(W), Ei
〉
+
1
g2i
〈W, Ei〉
〈
τ 2−(S), Ei
〉
+
∑
j
rij√
gigj
〈τ−(W), Ej〉
+
∑
j
r2ij
{
1
gj
〈W, Ej〉 − 2 1
gi
〈W, Ei〉
}
. (45)
For the Virasoro vector fields Lm, we have
〈Lm, Ei〉 = −um+1i gi
since Lm = −X m+1. The recursion formula (37) implies that
〈τ−(Lm), Ei〉 = −3
2
(m+ 1)umi gi −
∑
j
um+1j rij
√
gigj (46)
and 〈
τ 2−(Lm), Ei
〉
= −um+1i
〈
τ 2−(S), Ei
〉
− 1
8
m(11m+ 19)um−1i gi
−∑
j
rij
√
gigj
2mumi + 12(3m+ 7)umj −
m∑
p=0
u
p
iu
m−p
j

−∑
j,k
vijrjk
√
gigk
m∑
p=0
u
p
iu
m−p
k . (47)
These formulas enable us to compute Lmui, Lmgi, and Lmrij. When computing Lmrij,
we will encounter first order poles of the type um+1i θij + u
m+1
j θji. By equation (34), we
have
um+1i θij + u
m
j θji = (u
m+1
i − um+1j )θij − um+1j
∑
k
rikrjk.
Factoring out ui − uj from um+1i − um+1j and using the definition of θij , we have
um+1i θij + u
m+1
j θji = −rij
m∑
p=0
u
p
iu
m−p
j −
∑
k
rikrjk
um+1j + (uk − uj)
m∑
p=0
u
p
iu
m−p
j
 .
Similarly,
um+1j θij + u
m+1
i θji = rij
m∑
p=0
u
p
iu
m−p
j +
∑
k
rikrjk
−um+1i + (uk − uj)
m∑
p=0
u
p
iu
m−p
j
 .
Therefore first order poles θij will not appear in Lmrij for all i and j. A straightforward
computation shows the following
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Lemma 3.2 For i 6= j,
Lmui = −um+1i ,
Lmgi = 3(m+ 1)umi gi,
Lmrij = rij
m∑
p=0
u
p
iu
m−p
j +
∑
k
rikrjk
um+1j − um+1k + (uk − uj)
m∑
p=0
u
p
iu
m−p
j
 ,
Lmrii = 1
8
m(11m+ 19)um−1i + (m+ 1)u
m
i rii
+
∑
k
rik
√
gk
gi
2mumi − m∑
p=1
2upiu
m−p
k

+
∑
k
r2ik
{
(m+ 1)umi uk −mum+1i − um+1k
)
.
From this lemma, we see that the action of Lm dereases the degree by m.
We now consider Lm
〈
τk−(S), Ei
〉
. We first note that for any vector field W,
∇W τk−(S) = τk−(∇WS) = −τk+1− (W)
for any k ≥ 0. So by equation (9),
W
〈
τk−(S), Ei
〉
= −
〈
τk+1− (W), Ei
〉
+
〈
τk+1− (S), W ◦ Ei
〉
+
〈
τk−(S), ∇WEi
〉
. (48)
For the Virasoro vector field Lm, using the standard decomposition, we have
∇Lm Ei = −∇X m+1 Ei +∇T (τ−(Lm)) Ei = −
∑
j
um+1j ∇EjEi − τ−(Lm) ◦ Ei.
By equations (33) and (46), we obtain the formula
∇Lm Ei =
3
2
(m+ 1)umi Ei +
∑
j
(um+1i − um+1j )rij
√
gi
gj
Ej (49)
So by equation (48), we have
Lm
〈
τk−(S), Ei
〉
= −
〈
τk+1− (Lm), Ei
〉
− um+1i
〈
τk+1− (S), Ei
〉
+
3
2
(m+ 1)umi
〈
τk−(S), Ei
〉
+
∑
j
(um+1i − um+1j )rij
√
gi
gj
〈
τk−(S), Ej
〉
. (50)
Note the first term on the right hand side, i.e.
〈
τk+1− (Lm), Ei
〉
can be computed recursively
using equation (37).
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3.4 Computing L1F2
We are now ready to compute L1F2 where F2 is given by Theorem 3.1. First observe that
for L1, Lemma 3.2 has a simpler form
Lemma 3.3 For all i and j,
(i) L1ui = −u2i ,
(ii) L1gi = 6uigi,
(iii) L1rij = 15
4
δij + (ui + uj)rij −
∑
k
vikvjk.
Using this lemma and the definition of vij , θij and Ωij , we obtain for i 6= j,
L1vij = (ui − uj)
∑
k
vikvjk, (51)
L1θij = (3ui + uj)θij − 11
4
rij +
∑
k,l
rikvjlvkl, (52)
and
L1Ωij = 3(ui + uj)Ωij − 11
4
∑
k
rikrjk +
∑
k,l,p
rilrjkvkpvlp. (53)
In particular
L1
{
Ωij
(
1√
gigj
− 1
gj
√
gi
gj
)}
= 6
θij − θji +∑
k,l
rilrjkvkl
 1
gj
√
gi
gj
+
−11
4
∑
k
rikrjk +
∑
k,l,p
rilrjkvkpvlp
( 1√
gigj
− 1
gj
√
gi
gj
)
. (54)
Therefore L1F2 does not contain second order poles. Moreover by equation (37),〈
τm− (L1), Ei
〉
= −u2i < τm− (S), Ei > −(2m+ 1)ui < τm−1− (S), Ei >
−∑
j
(u2j − u2i )rij
√
gi
gj
< τm−1− (S), Ej >
−(m2 − 1
4
) < τm−2− (S), Ei > −2m
∑
j
vij
√
gi
gj
< τm−2− (S), Ej >
−∑
j,k
vijvjk
√
gi
gk
< τm−2− (S), Ek > (55)
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for m ≥ 1. So by equation (50),
L1
〈
τm− (S), Ei
〉
= 2(m+ 3)ui
〈
τm− (S), Ei
〉
+
{
(m+ 1)2 − 1
4
}〈
τm−1− (S), Ei
〉
+2(m+ 1)
∑
j
vij
√
gi
gj
〈
τm−1− (S), Ej
〉
+
∑
j,k
vijvjk
√
gi
gk
〈
τm−1− (S), Ek
〉
(56)
for m ≥ 1. In particular,
L1
〈
τ 2−(S), Ei
〉
= 10ui
〈
τ 2−(S), Ei
〉
+
35
4
∑
j
rij
√
gi gj + 6
∑
j,k
vijrjk
√
gigk
+
∑
j,k,l
vijvjkrkl
√
gigl (57)
and
L1
(
1
g2i
〈
τ 3−(S), Ei
〉)
=
63
4
〈
τ 2−(S), Ei
〉
g2i
+ 8
∑
j
vij
1√
g3i gj
〈
τ 2−(S), Ej
〉
+
∑
j,k
vijvjk
1√
g3i gk
〈
τ 2−(S), Ek
〉
. (58)
The last equation implies that L1F2 does not contain
〈
τ 3−(S), Ei
〉
.
Using Lemma 3.3 and equations (51), (52), (54), (57), (58), a straightforward compu-
tation shows that
1152 L1F2 = 1152 〈〈 L1 〉〉2
=
∑
i
〈
τ 2−(S), Ei
〉
g2i
6 + 24∑
j
v2ij

+
∑
i
∑
j 6=i
θij
{
6
1
gj
√
gi
gj
+ 48
1
gi
∑
k
vikvjk + 24
1√
gigj
∑
k
v2ik + 24
1
gj
√
gi
gj
∑
k
v2jk
}
−∑
i
72r2ii
1
gi
+
∑
i,j
{
57r2ij
1
gi
− 144riirijvij 1
gi
}
+
∑
i,j,k
{
11
4
rijrik
1√
gjgk
+ 66rijrikvik
1√
gigj
− 36(rijvij)(rikvik) 1
gi
−288r2jkvijvik
1√
gjgk
+ 240r2jkv
2
ij
1
gj
}
+
∑
i,j,k,l
{
−24rjlrklvijvik 1
gl
+ 24rjkrklv
2
ij
1√
gjgl
23
−576rjk(rklvkl)vijvik 1
gk
+ 288rjk(rklvkl)v
2
ij
1√
gjgk
}
+
∑
i,j,k,l,p
{
−rjprklvijvik 1√
glgp
− 24rjp(rklvkl)vijvik 1√
gkgp
−144(rjpvjp)(rklvkl)vijvik 1√
gjgk
}
. (59)
On the other hand, plugging the formulas (41), (43) and (44) into equation (32), then
using the fact that
∑
i
∑
j 6=i
6
1√
gigj
θij =
∑
i
∑
j 6=i
3
1√
gigj
(θij + θji) = −
∑
i
∑
j 6=i
3
1√
gigj
∑
k
rikrjk
to simplify the resulting expression, we see that the prediction for the genus-2 L1-constraint
is precisely given by equation (59). This completes the proof of Theorem 0.2.
A Appendix: Another proof to Theorem 0.2
In this appendix, we describe an alternative proof to Theorem 0.2 using the formula for
〈〈 L1 〉〉2 given by Theorem 2.4. The advantage of this approach is that we do not need
to know the precise formula for expressing F2 in terms of rotation coefficients. Therefore
this approach is closer to the treatment of the genus-1 Virasoro conjecture described in
[L4]. Moreover, in this approach, we are mainly dealing with vector field T (X ) which
behaves much better than L1. Properties for T (X ) derived here may also be useful for
the study of higher genus Gromov-Witten invariants.
Recall that by Theorem 2.4,
〈〈 L1 〉〉2 =
1
2
T (X )
{
N∑
i=1
uiB(Ei, Ei, Ei)
}
− 1
2
N∑
i=1
u2iB(Ei, Ei, Ei)
+A1(τ
2
−(L1))− T (X )
{
A1
(
τ 2−(L0) +
3
2
τ−(S)
)}
. (60)
In this section, we will prove that the right hand side of equation (60) is equal to the right
hand side of equation (59) up to a multiplicative constant 1152. As observed at the end
of last section, this proves Theorem 0.2.
To get rid of T (X ) in the expression of 〈〈 L1 〉〉2 in equation (60), we need the following
properties of this vector field:
T (X )zi1···ik+2 =
k−1∑
m=2
∑
1≤j1<···<jm≤k
∑
p,q
up
gq
zpij1 ··· ijm q zq i1 ···îj1 ···îj2 ··· ··· ···îjm ···ik+2
+δik+1ik+2
∑
p
upzp i1···ik+1 − (uik+1 + uik+2)zi1···ik+2 (61)
24
and
T (X )φi1···ik =
k∑
m=2
∑
1≤j1<···<jm≤k
∑
p,q
up
gq
zpij1 ··· ijm q φq i1 ···îj1 ···îj2 ··· ··· ···îjm ···ik
+
1
24
∑
p,q
up
gq
zpi1···ikqq. (62)
These two equations are obtained from equation (28) and (29) since
T (X ) 〈〈W1, . . .Wk 〉〉g =
〈〈
T (X )W1 . . . Wk
〉〉
g
+
k∑
j=1
〈〈
W1 . . . (∇T (X )Ei) . . . Wk
〉〉
g
,
and ∇T (X )Ei = −X ◦ Ei = −ui Ei. Moreover
T (X ) gi = −2 < X , Ei >= −2uigi
for any i.
Using the above properties of T (X ), we can get rid of this vector field in the right
hand side of equation (60). We separate the contributions from tensor A1 and tensor B.
Write
〈〈 L1 〉〉2 = LA + LB
where
LA := A1(τ
2
−(L1))− T (X )
{
A1
(
τ 2−(L0) +
3
2
τ−(S)
)}
(63)
is the contribution from the tensor A1, and
LB :=
1
2
∑
i
(
uiT (X )B(Ei, Ei, Ei)− u2iB(Ei, Ei, Ei)
)
(64)
is the contribution from the tensor B. We have
2LB =
∑
i,j,k
uiuj
gjgk
1
240
zijjjjkk +
∑
i,j,k,p
uiup
gjgk
(
− 1
480
ziijjkkp − 1
2880
ziiijkkp
)
+
∑
i,j,k,p,q
uiup
gjgkgq
(
1
2880
ziiijjkzkpqq − 1
480
ziiijzjkkpqq +
1
320
zijjkziikpqq
− 1
80
ziijkzijkpqq +
1
240
ziiijkzjkpqq − 1
320
ziijjkzikpqq
)
+
∑
i
φi
∑
j,k
(
1
10
uiuj
gigk
ziiijkk +
1
10
ujuk
gigk
zijkkkk +
1
120
uk(2ui + 2uj − 3uk)
gigj
zijjkkk
)
−∑
j,k,p
ukup
gigj
(
11
120
zijjkkp +
1
120
zijkkkp
)
25
+
∑
j,k,p,q
upuq
gigjgk
(
1
40
zijqqqzjkkp − 11
120
zijkkpzjqqq − 1
24
zikqqzjjkpq
+
7
60
zijkpzjkqqq +
1
60
zijkqqzjkpq − 1
15
zikpqzjjkqq
−17
60
zijkpqzjkqq +
3
40
zikpqqzjjkq
)}
−∑
i
φii
∑
j,k
3
10
uiuj
gigk
ziijkk
+
∑
i,j
φij
{∑
k
(
2
5
uiuk
gigj
ziiijk +
1
10
uk(2ui + 2uj − 3uk)
gigj
zijkkk
− 3
40
ui(2uj + 2uk − 3ui)
gjgk
ziijkk
)
−∑
k,p
(
1
40
uiup
gjgk
(zijkkp + ziijkp) +
1
120
ukup
gigj
zikkkp
)
+
∑
k,p,q
(
1
40
upuq
gigjgk
(−4zikkpzjqqq − 16zikpqzjkqq + 3zipqqzjkkq)
+
1
40
uiup
gjgkgq
(−5ziijkzkpqq − 18ziikqzjkpq + 6zikqqzijkp)
)}
+
∑
i
φiii
∑
j,k
1
10
uiuj
gigk
zijkk
+
∑
i,j
φiij
{∑
k
(
3
5
uiuk
gigj
ziijk − 1
20
uk(2ui + 2uj − 3uk)
gigj
zjkkk
+
3
40
ui(2uj − ui)
gjgk
zijkk
)
+
∑
k,p
(
− 1
10
(
uiup
gjgk
+
ukup
gigj
)
zjkkp +
1
20
uiup
gjgk
zijkp
)
+
∑
i,j,k
φijk
{
− 3
10
ui(2uj + 2uk − 3ui)
gjgk
ziijk −
∑
p
uiup
gjgk
(
1
40
ziikp +
1
2
zijkp
)}
+
∑
i
φiiii · 1
10
u2i
gi
−∑
i,j
(
1
120
φiiij +
1
20
φiijj
)
ui(2uj − ui)
gj
+
∑
i,j
φiφj
{∑
k
(
12
5
uiuk
gigj
ziiijk +
1
5
uk(2ui + 2uj − 3uk)
gigj
zijkkk
)
−∑
k,p
ukup
gigj
zijkkp −
∑
k,p,q
upuq
gigjgk
(
4
5
zikpqzjkqq + zijkpzkqqq
)
−∑
i,j
φiφjj
∑
k
36
5
ujuk
gigj
zijjk
26
+
∑
i,j
φiφij
{∑
k
(
36
5
uiuk
gigj
ziijk − 6
5
uk(2ui + 2uj − 3uk)
gigj
zjkkk
)
−∑
k,p
12
5
ukup
gigj
zjkkp

−∑
i,j,k
φiφjk · 6
5
uj(2ui + 2uk − 3uj)
gigk
zijjk
+
∑
i
φiφiii · 12
5
u2i
gi
−∑
i,j
φiφijj · 6
5
uj(2ui − uj)
gi
−∑
i
φ2ii ·
18
5
u2i
gi
+
∑
i,j
φ2ij ·
9
5
ui(2uj − ui)
gj
.
To compute the contribution from tensor A1, we also need to understand the action
of T (X ) on coefficients of τk−(L0) and τk−(S) along idempotents. Since
∇T (W)τk−(S) = τk−(∇T (W)S) = −τk+1− (T (W)) = −τk−(W),
by equation (48),
T (W) < τk−(S), Ei >= − < τk−(W), Ei > − < τk−(S), W ◦ Ei >
for any vector field W and k ≥ 0. In particular, for k ≥ 1,
T (X ) < τk−(S), Ei >= −ui < τk−(S), Ei > . (65)
Comparing to equation (56), we see that T (X ) behaves much better than L1. Similarly,
since ∇T (W)L0 = R(W) (cf. [L2, Equation (43)]),
T (W) < τk−(L0), Ei >=< τk−R(W), Ei > − < τk−(L0), W ◦ Ei >
for any vector field W. By [L2, Lemma 3.11], for primary vector field W and k ≥ 2,
τk−R(W ) = τk−1−
(
Rτ−(W ) + G ∗ W + W
)
= 0.
So for k ≥ 2,
T (X ) < τk−(L0), Ei >= −ui < τk−(L0), Ei > . (66)
Therefore for
W = τk−(S) or τk+1− (L0) with k ≥ 1,
we can use equation (65) and equation (66) to compute T (X )A1(W) and obtain
T (X )A1(W) =
∑
i
ui 〈W, Ei〉
g2i
(
21
10
φ2i +
3
10
φii
)
−∑
i,j
1
240
〈W, Ei〉
gi
ui + 2uj
gj
φij
+
∑
i
φi
 320 ui 〈τ−(W), Ei〉g2i +
∑
j,k,p
1
20
〈W, Ek〉
gk
up
gigj
zijkp
27
+
∑
j,k
((
7
120
〈W, Ei〉
gi
+
1
10
〈W, Ek〉
gk
)
uj
gigk
zijkk
+
13
240
〈W, Ek〉
gk
2ui + uk
gigj
zijjk
)}
+
∑
i
〈W, Ei〉
gi
∑
j,k
(
1
240
uj
gigk
ziijkk +
1
960
ui + 2uj
gjgk
zijjkk
)
+
∑
j,k,p
1
1152
up
gjgk
zijkkp
+
∑
j,k,p,q
1
480
up
gjgkgq
(
19
12
zijjkzkpqq + zijpqzjkkq
)
+
∑
i
〈τ−(W), Ei〉
gi
∑
j
1
160
ui
gigj
ziijj +
∑
j,k,p
1
1152
up
gjgk
zijkp
+
∑
j,k
(
1
480
uj
gigk
zijkk +
1
1152
ui + 2uj
gjgk
zijkk +
1
480
uk
gigj
ziijk
)
+
∑
i
〈
τ 2−(W), Ei
〉
gi
· 1
384
ui
gi
.
Define
cij;k :=
1
gi
{〈
τk−(L1), Ei
〉
− (ui + 2uj)
〈
τk−(L0) +
3
2
τk−1− (S), Ei
〉}
(67)
and
di;k :=
1
gi
〈
τk−(L0) +
3
2
τk−1− (S), Ei
〉
. (68)
By equations (38) and (55),
cij;k = 2uiuj
〈
τk−(S), Ei
〉
gi
− {(k + 2)ui + 2(1− k)uj}
〈
τk−1− (S), Ei
〉
gi
+
∑
p
(up − 2uj)(ui − up)rip 1√
gigp
〈
τk−1− (S), Ep
〉
+(
1
4
− k2)
〈
τk−2− (S), Ei
〉
gi
+ 2k
∑
p
(ui − up)rip 1√
gigp
〈
τk−2− (S), Ep
〉
−∑
p,q
(ui − up)(up − uq)riprpq 1√
gigq
〈
τk−2− (S), Eq
〉
and
di;k = −ui
〈
τk−(S), Ei
〉
gi
+ (1− k)
〈
τk−1− (S), Ei
〉
gi
−∑
p
(up − ui)rip 1√
gigp
〈
τk−1− (S), Ep
〉
.
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The contribution to 〈〈 L1 〉〉2 from tensor A1 is
LA =
∑
i
7
10
1
gi
cii;2φ
2
i +
∑
i
1
10
1
gi
cii;2φii −
∑
i,j
1
240
1
gj
cij;2φij
+
∑
i
φi
 120 1gi cii;3 +
∑
j,k
(
13
240
1
gigj
cki;2zijjk − 7
120
uj
gigk
di;2zijkk − 1
10
uj
gigk
dk;2zijkk
)
−∑
j,k,p
1
20
up
gigj
dk;2zijkp

+
∑
i
1
1152
1
gi
cii;4 +
∑
i,j
1
480
1
gigj
cii;3ziijj
+
∑
i,j,k
1
1152
1
gjgk
cij;3zijkk +
∑
i,j,k
1
960
1
gjgk
cij;2zijjkk
−∑
i
di;3
∑
j,k
1
480
(
uj
gigk
zijkk +
uk
gigj
ziijk
)
+
∑
j,k,p
1
1152
up
gjgk
zijkp

−∑
i
di;2
∑
j,k
1
240
uj
gigk
ziijkk +
∑
j,k,p
1
1152
up
gjgk
zijkkp
+
∑
j,k,p,q
1
480
up
gjgkgq
(
19
12
zijjkzkpqq + zijpqzjkkq
) .
In section 3.2, we have described how to represent genus-0 and genus-1 functions
zi1···ik and φi1···ik in terms of rotation coefficients. For our purpose, we only need zi1···ik for
4 ≤ k ≤ 7 and φi1···ik for 1 ≤ k ≤ 4. Using these formulas, we can express LA+LB in terms
of functions ui, gi, rij , and < τ
k
−(S), Ei > with k ≥ 2. After lengthy but straightforward
computations, we can check that LA+LB is equal to the right hand side of equation (59) up
to a multiplicative constant 1152, and therefore Theorem 0.2 is proved. It is interesting
to observe what happens to terms < τk−(S), Ei > in the computation. Both LA and
LB contains terms < τ
k
−(S), Ei > with 2 ≤ k ≤ 4. But coefficients of < τ 3−(S), Ei >
(as well as < τ 4−(S), Ei >) from LA and LB are opposite to each other, therefore are
cancelled in LA+LB. However LA+LB contains < τ
2
−(S), Ei >, which exactly match the
corresponding terms in the right hand side of equation (59). In a contrast, the formula
for F2 in Theorem 3.1 contains < τ
3
−(S), Ei >. The action of L1 transforms this term to
expressions only involve < τ 2−(S), Ei > as indicated in equation (58).
References
[BP] Belorousski, P. and Pandharipande, R., A descendent relation in genus 2, Ann.
Scuola Norm. Sup. Pisa Cl. Sci. (4) 29 (2000) 171-191.
[CK] Cox, D. and Katz, S., Mirror symmetry and algebraic geometry, Providence, R.I.
AMS, 1999.
29
[D] B. Dubrovin, Geometry of 2D topological field theories, Integrable Systems and
Quantum Groups, Springer Lectures Notes in Math. 1620 (1996), 120-348.
[DZ1] Dubrovin, B., Zhang, Y., Bihamiltonian hierarchies in 2D topological field theory
at one-loop approximation, Comm. Math. Phys. 198 (1998), no.2, 311-361.
[DZ2] Dubrovin, B., Zhang, Y., Frobenius manifolds and Virasoro constraints,
Selecta Math. (N.S.) 5 (1999) 423-466.
[DZ3] Dubrovin, B., Zhang, Y., Normal forms of hierarchies of integrable PDEs, Frobe-
nius manifolds and Gromov-Witten invariants,
math.DG/0108160.
[EHX] Eguchi, T., Hori, K., and Xiong, C., Quantum Cohomology and Virasoro Algebra,
Phys. Lett. B402 (1997) 71-80.
[Ge1] Getzler, E., Topological recursion relations in genus 2, Integrable systems and al-
gebraic geometry (Kobe/kyoto, 1997) 73-106.
[Ge2] Getzler, E., The Virasoro conjecture for Gromov-Witten invariants,
(math.AG/9812026)
[Gi1] Givental, A., Semisimple Frobenius structures at higher genus, Intern. Math. Res.
Notices, 23 (2001), 1265-1286.
[Gi2] Givental, A., Gromov-Witten invariants and quantization of quadratic hamiltonians,
Moscow Mathematical Journal, v.1, no. 4 (2001), 551-568.
[Gi3] Givental, A., Symplectic geometry of Frobenius structures, math.AG/0305409.
[Ko] Kontsevich, M., Intersection theory on the moduli space of curves and the matrix
airy function, Comm. Math. Phys., 147, 1-23 (1992).
[LiT] Li, J. and Tian, G., Virtual moduli cycles and Gromov-Witten invariants of general
symplectic manifolds, Topics in symplectic 4-manifolds (Irvine, CA, 1996), 47-83.
[L1] X. Liu, Elliptic Gromov-Witten invariants and Virasoro conjecture, Comm. Math.
Phys. 216 (2001), 705-728.
[L2] X. Liu, Quantum product on the big phase space and Virasoro conjecture, Advances
in Mathematics 169 (2002), 313-375.
[L3] Liu, X., Quantum product, topological recursion relations, and the Virasoro conjec-
ture, to appear in Preceedings of Mathematical Society of Japan - 9th International
Research Institute on “Integrable Systems in Differential Geometry” in 2000, Tokyo,
Japan.
[L4] X. Liu, Idempotents on the big phase space, math.DG/0310409.
30
[LT] X. Liu and G. Tian, Virasoro constraints for quantum cohomology,
J. Diff. Geom. 50 (1998), 537 - 591.
[RT] Ruan, Y. and Tian, G., Higher genus symplectic invariants and sigma models coupled
with gravity, Invent. Math. 130 (1997), 455-516.
[W1] Witten, E., Two dimensional gravity and intersection theory on Moduli space, Sur-
veys in Diff. Geom., 1 (1991), 243-310.
[W2] Witten, E., On the Kontsevich model and other models of two dimensional gravity, in
”Proceedings of the XXth international conference on differential geometric methods
in theoretical physics (New York, 1991)”, World Sci. Publishing, River Edge, NJ,
1992, pp. 176-216.
Department of Mathematics
University of Notre Dame
Notre Dame, IN 46556, USA
E-mail address: xliu3@nd.edu
31
