I show that flat PSL(2; R)-connections on three-manifolds satisfying certain 'stability condition' can be interpreted as solutions of the Seiberg-Witten equations with two spinors. This is used to construct explicit examples of the Seiberg-Witten moduli spaces. Also, I show that in this setting blow up sets satisfy certain non-trivial topological restrictions.
Introduction
Studies of the boundary points of the moduli space of solutions to the Seiberg-Witten equations with multiple spinors are concerned with some interesting phenomena, which are new and of importance beyond the Seiberg-Witten theory. Similar phenomena occur for example in the studies of the Vafa-Witten, Kapustin-Witten, complex anti-self-duality, Hermitian Yang-Mills, G 2 -and Spin(7)-instanton equations and many other interesting geometric PDEs.
To explain some details, let me recall briefly the setting. Thus, let M be a closed oriented Riemannian three-manifold. Pick a spin structure and denote by / S the corresponding spinor bundle. Recall that / S is a Hermitian rank 2 bundle such that End 0 ( / S) is isomorphic to T * C M ∼ = Λ 2 T * C M, where the subscript 0 indicates the subbundle of trace-free endomorphisms.
Let E be any fixed Hermitian vector bundle of rank n such that Λ n E is trivial, so that the structure group of E is SU(n). In fact, only the case n = 2 is relevant for the discussion below, so I will assume this throughout. Fix also an SU(2)-connection b on E.
For a Hermitian line bundle L the bundle Hom E; / S ⊗ L will be referred to as the twisted spinor bundle. If Ψ is an element of the twisted spinor bundle, then µ(Ψ) = ΨΨ * − 1 2 |Ψ| 2 is a trace-free Hermitian endomorphism of / S (the twist by L is immaterial here) and therefore can be identified with a purely imaginary 2-form on M. With this at hand, the Seiberg-Witten equations with two spinors read / D a⊗b Ψ = 0 and F a = µ(Ψ),
where a is a Hermitian connection on L and Ψ is a section of the twisted spinor bundle, see [HW15] for further details. Unlike in the case of the classical Seiberg-Witten equations, i.e. in the case n = 1, the moduli space of solutions of these equations does not need to be compact in general. The failure of the compactness is discussed in detail in [HW15] . In fact, I construct below fairly explicit examples of these moduli spaces, in particular some non-compact ones, see Examples 14-17 below.
According to [HW15] , the boundary of the moduli space of solutions of (1) consists of gauge equivalence classes of triples (a, Ψ, Z), where Z is a closed subset of M of Hausdorff dimension at most one, (a, Ψ) satisfies
Moreover, the pointwise norm of Ψ extends as a continuous function to all of M and |Ψ| −1 (0) = Z. Notice that in particular Ψ does not vanish identically.
The set Z will be referred to as a blow up set, since this is the set where the energy density of a sequence of flat stable PSL(2; R)-connections can concentrate, cf. [Hay19] .
It is easy to see [Hay19] that if L 2 is non-trivial, then Z = ∅. Therefore, in order to describe the boundary of the moduli space of solutions of (1) one needs to understand properties of the set Z. In particular, one can ask whether there are any other restrictions on Z apart from being closed and of Hausdorff dimension at most one.
A topological restriction for Z has been established in [Hay19] . Namely, it has been shown that Z supports a homology class, which is Poincaré dual to c 1 (L 2 ). This is described in some detail in Section 3 below. In fact, I show that in a special case even when this restriction is vacuous, there are other topological restrictions for Z.
To be more precise, put E = / S, which is equipped with the Levi-Civita connection. I show that in this case (1) describes flat stable PSL(2; R)-connections, see Definition 7 and Lemma 11 for details. Similarly, a solution of (2) determines a flat PSL(2; R)-connection on M \ Z, however there are strong restrictions for its holonomy, see Proposition 20.
Let me assume that Z is smooth, i.e., Z is a link in M. Denote by Z 1 the union of all components of Z such that the monodromy of A along the meridian is non-trivial. Denote by π : M 2 → M the double branched cover of M branched over Z 1 as well as putẐ 1 := π −1 (Z 1 ).
Theorem 3. Let (a, Ψ, Z) be a solution of (2) on an integral homology sphere M with E = / S, which is equipped with the Levi-Civita connection. If Z is smooth and ∆ Z 1 (t) denotes the Alexander polynomial of Z 1 , then ∆ Z 1 (−1) = 0. In particular, if Z is smooth, it is disconnected.
The proof of this theorem can be found in Section 3 below the proof of Proposition 20. While a very particular choice of the twist is required for the proof of Theorem 3, the topological restrictions obtained are stable under small deformations. In this sense, the conclusion of this theorem is likely to be a manifestation of 'generic' properties of blow up sets.
ACKNOWLEDGMENT. I am grateful to the Simons Foundation for the financial support and Stanford University for hospitality, where part of this project has been carried out. Let A be a connection on Q c . Writing A = a + bi, where a ∈ A(Q), b ∈ Ω 1 (ad Q) and the left hand side is understood as the restriction of A to Q, one easily obtains that A is flat if and only if
cf. [Hit87] . Notice that these equations are invariant under the complex gauge group.
Definition 5. I say that A = a + bi is a stable flat PSL(2, C)-connection, if A is flat and the following condition holds:
The stability condition of the definition above can be understood as follows. By writing connections on Q c as pairs just like above, we have an isomorphisms A(Q c ) ∼ = A(Q) × Ω 1 (ad Q) ∼ = T * A(Q). In particular, A(Q c ) has a natural symplectic structure. The real gauge group G(Q) acts in a Hamiltonian fashion, and the corresponding moment map can be identified with the map
Hence, (6) demands that (a, b) lies in the zero locus of the moment map. This is the familiar 'stability condition' from the symplectic geometry.
Notice also that (6) is preserved by the real gauge group, but not by the complex one. The stability condition has been studied in the setting of two-manifolds at least starting from [Hit87] . In the context of three-manifolds, this appeared in [Tau13] for the first time.
Definition 7. I say that a solution A = a + bi of (4), (6) is a flat stable PSL(2, R)-connection, if there is a subbundle Q r ⊂ Q c with the structure group PSL(2, R) such that A reduces to Q r , i.e., the restriction of A to Q r takes values in psl(2; R).
Since PSL(2, R) ∩ PSU(2) = U(1), we can find a U(1)-subbundle P ⊂ Q such that Q r = P × U(1) PSL(2, R). Let L be the complex line bundle associated with P and the standard U(1)representation. Denote by σ the fiberwise symplectic form on L. This yields a fiberwise map σ(· ∧ ·) : Sym 2 T * M ⊗ L → Λ 2 T * M, which is a combination of the wedge-product and σ.
Lemma 8. Each flat stable PSL(2, R)-connection yields a solution of
where a ∈ A(P ) and b ∈ Ω 1 (M; L).
Conversly, any solution of (9) determines a flat stable PSL(2, R)-connection.
Proof. Let u(1) ⊂ psl(2; R) be the Lie algebra of a maximal compact subgroup of PSL(2; R).
Notice that with respect to the decomposition sl(2,
Let P ⊂ Q be as above. It follows from the algebraic observation of the preceding paragraph that A = a + bi reduces to Q r if and only if the real part takes values in a one-dimensional subspace u(1) ⊂ su(2), while the imaginary part takes values in u(1) ⊥ i. In other words, a is a connection on P and b is a one-form with values in L.
Furthermore, we have the decomposition ad Q r = R ⊕ L. The restriction of the Lie-brackets to L yields a non-trivial skew-symetric map σ : L ⊗ L → R, which coincides with the fiberwise symplectic form. It is then easy to see that a PSL(2, R)-connection A = a + bi is also a flat stable PSL(2, C)-connection if and only if (9) holds.
Conversely, given a solution (a, b) of (9), the above computation (reading backwards) yields that A = a + bi is a flat stable PSL(2; R)-connection on Q r := P × U(1) PSL(2; R).
Example 10. Let L be the product line bundle C and a = ϑ the product connection. Assume furthermore that b is a real-valued harmonic 1-form. Then for any w ∈ C the pair (ϑ, wb) is clearly a solution of (9). In this case the holonomy of A is contained in a one-parameter subgroup generated by an element of u(1) ⊥ ⊗ i ⊂ sl(2, R). In particular, Hol(A) is abelian.
Starting from a different perspective, consider the Seiberg-Witten equations (1) with E = / S, which is equipped with the Levi-Civita connection. From now on I will assume this particular twist throughout even if this is not mentioned explicitly. In this case we have a well-defined trace map tr :
Denote by Hom 0 ( / S, / S ⊗ L) ∼ = End 0 ( / S) ⊗ L the subbundle of traceless homomorphisms. The Clifford multiplication (twisted by the identity map on L) provides an isomorphism
which in turn yields an isomorphism Υ :
Clearly, Υ = (Cl −1 , tr), where Cl −1 is extended trivially to the trace-component.
Lemma 11. The map Υ induces a bijective correspondence between solutions of (1) with E = / S satisfying tr Ψ = 0 and solutions of (9). Moreover, the following holds:
(i) If L is non-trivial, then for any solution of (1) we have tr Ψ = 0;
(ii) Any solution (a, Ψ) of (1) with tr Ψ = 0 is gauge-equivalent to a pair (ϑ, ω), where ϑ is the product connection on L = C and ω is a purely imaginary harmonic 1-form. In particular, in this case (a, Ψ) corresponds to a flat PSL(2, R)-connection with an abelian holonomy.
Proof. Let (a, Ψ) be a solution of (1) such that tr Ψ = 0. Denote b 1 := Υ(Ψ) = Cl −1 (Ψ) ∈ Ω 1 (M; L). Then by (1) we obtain
A straightforward computation shows that the quadratic map σ 0 coincides with the fiberwise symplectic form on L. Assume now that s := tr Ψ = 0. It follows from (1) that s is a ∇ a -covariantly constant section. Since a is Hermitian, s vanishes nowhere, hence proving (i). Furthermore, a is the product connection with respect to the trivialization given by s. Just like above, the traceless component Ψ 0 of Ψ can be identified with some complex-valued 1-form b 1 and (1) translates into
where we also have F a = F ϑ = 0. Furthermore, writing b 1 = b 10 + b 11 i we obtain b 10 ∧ b 11 + 2 * b 10 = 0, which yields in turn 2 |b 10 | 2 = 2 b 10 ∧ * b 10 = −b 10 ∧ b 10 ∧ b 11 = 0,
i.e., Re b 1 = 0.
Thus, in the case s = tr Ψ = 0, a solution (a, Ψ) of (1) yields a trivialisation of L; Moreover, a is the product connection with respect to to this trivialisation, and b 1 is a purely imaginary harmonic 1-form.
A representation π 1 (M) → PSL(2, R) is said to be irreducible, if no point in CP 1 is fixed by all elements of π 1 (M). Here PSL(2, R) acts on CP 1 via the standard embedding PSL(2, R) ⊂ PSL(2, C), where the latter group acts via Möbious transformations.
Corollary 12. Any solution (a, Ψ) of (1) with E = / S determines a representation ρ a,Ψ : π 1 (M) → PSL(2, R), defined up to a conjugation. Conversely, any irreducible representation π 1 (M) → PSL(2, R) determines a solution of (1) with E = / S defined up to a gauge transformation.
Proof. The first statement follows immediately from Lemma 11. To see the second statement, observe that by a result of Donaldson 1 [Don87] , an irreducible representation ρ : π 1 (M) → PSL(2, R) ⊂ PSL(2, C) corresponds to a flat stable PSL(2, C)connection A ρ on some PSL(2, C)-bundle Q c . This connection A ρ reduces to its holonomy subbundle, hence is a stable flat PSL(2, R)-connection. A few remarks concerning these definitions is in place. First, even though my description of (1) begins with the line bundle L, I made a choice of the spin structure, which is not unique in general. Hence, from the point of view of the Seiberg-Witten theory, only the determinant line bundle Λ 2 ( / S ⊗ L) ∼ = L 2 is really well-defined. This explains the condition c 1 (L 2 ) = α in the definition above. Of course M α = ∅ only if α ∈ 2H 2 (M; Z).
Second, if Ψ vanishes identically, then ρ a,0 is a U(1)-representation, which can not be irreducible in the above sense. Hence, M * α consists of solutions of (1) which are irreducible in the sense of the Seiberg-Witten theory.
Third, from the analytic point of view, it is more convenient to pass to suitable Sobolev completions in the definition of M * α . However, for my goals working in the smooth category will not be an issue.
Corollary 13. The set α ∈ H 2 (M; Z) | M α = ∅ is finite.
Proof. Choose a basis (σ 1 , . . . , σ b 2 ) of H 2 (M)/Tor. Represent each σ j by an embedded surface Σ j . If the moduli space of solutions of (1) is non-empty, by the Milnor-Wood inequality we obtain
This implies the statement of this corollary. Furthermore, to any representation ρ we can associate a class α ρ ∈ H 2 (M; Z) in the standard way. Namely, PSL(2; R) acts naturally on RP 1 ∼ = S 1 so that we can construct the circle bundle: Recently infinitely many examples of integral homology spheres, whose fundamental groups do not admit any non-trivial representations into SL(2, R) (hence, also into PSL(2, R)), were constructed in [Gao17] . Hence, for these manifolds the representation variety is a point and the moduli space of solutions of (1) consists of a single gauge-equivalence class of reducible solutions.
Example 15. For the Brieskorn homology sphere Σ(p, q, r) := z ∈ C 3 | z p 1 + z q 2 + z r 3 = 0 ∩ S 5 the PSL(2, R)-representation variety is finite [KY16] . Moreover, all non-trivial representations are irreducible.
Example 16. Let M be the product Σ × S 1 , where Σ is an oriented Riemannian 2-manifold of genus γ > 1. If ρ : π 1 Σ × S 1 = π 1 (Σ) × Z → PSL(2, R) is an irreducible representation, then the restriction of ρ to π 1 (S 1 ) must be trivial so that ρ can be thought of as a representation of π 1 (Σ). Example 17. Let M 1 and M 2 be two closed three-manifolds each admitting an irreducible representation ρ i : π 1 (M i ) → PSL(2, R). Assume also for the sake of simplicity that each ρ i is rigid, i.e., that [ρ i ] is an isolated point in R(M i ). Then π 1 (M 1 #M 2 ) = π 1 (M 1 ) * π 1 (M 2 ) so that we have a non-trivial family of representations ρ A : π 1 (M 1 ) * π 1 (M 2 ) → PSL(2, R) corresponding to (ρ 1 , Aρ 2 A −1 ), where A ∈ PSL(2, R) is a parameter. Notice that ρ A is conjugate to ρ B if and only if A = B. It is easy to see that ρ A k converges in R(M 1 #M 2 ) if and only if A k converges in PSL(2, R). Hence, R(M 1 #M 2 ) is non-compact.
Blow up sets
As we have seen in Example 17, M α does not need to be compact. This raises a question about possible compactification of this moduli space. Roughly speaking, the upshot of the analysis of [HW15] is that the boundary of M α consists of gauge equivalence classes of triples (a, Ψ, Z) such that the following holds: In view of Lemma 11, the case tr Ψ = 0 is easy to analyse, hence from now on I will assume that tr Ψ = 0. Just like in the preceding section, Ψ corresponds to some b ∈ Ω 1 (M \ Z; L), which satisfies
Of course, |b| also extends to M as a continuous function and |b| −1 (0) = Z. If we consider b as a section of Hom(T M; L), then the condition σ(b ∧ b) implies that b has a one dimensional image where it does not vanish. Hence, we can define the real line bundle I := Im b ⊂ L over M \ Z and consider b as a 1-form with values in I. Hence, a solution of (18) can be thought of a Z/2 harmonic 1-form, however it will be somewhat more convenient to analyze (18) directly in the sequel.
By writing b = ω ⊗ s locally, where ω is a local 1-form and s is a local section of L with pointwise norm 1, it is easy to see that a preserves I. Another way to say this is that the holonomy subbundle of a is isomorphic to the principal {±1}-bundle of I.
Remark 19. Of course, we can also view M α as a subspace of the moduli space of flat stable PSL(2; C)-connections and appeal to the analysis of [Tau13] . While this also leads to the conclusion that the limit corresponds to a Z/2 harmonic 1-form, (18) contains somewhat more information, which will be of some importance below.
Assume that the blow up set Z is smooth and let Z 1 denote the union of all components of Z such that I is non-trivial on the meridian of any component, i.e., the monodromy of a along the meridian is non-trivial. Denote by π : M 2 → M the double branched cover of M branched over Z 1 . Denote alsoẐ 1 := π −1 (Z 1 ).
Recall also that a representation ρ : G → PSL(2; R) of a group G is called metabelian, if ρ [G, G] is an abelian subgroup.
Proposition 20. Let M be an integral homology sphere. For a solution (a, b) of (18) denote A := a + b, which is a flat PSL(2; R)-connection on M \ Z. Then the following holds: (i) π * I is trivial over M 2 \Ẑ 1 ; (ii) The holonomy representation of π * A is abelian and non-trivial. (iii) The holonomy representation of A is metabelian. (iv) The first Betti number of M 2 is positive.
Proof. The first statement follows easily from the observation that H 1 (M \ Z 1 ; Z) is freely generated by the meridians of components of Z 1 .
To prove (ii), fix a basis of psl(2, R), say
Notice that the 1-parameter group generated by ξ 1 is isomorphic to S 1 , whereas the one parameter group corresponding to any ξ ∈ span{ξ 2 , ξ 3 } is isomorphic to R. By (i), π * a is a flat connection with trivial holonomy on a trivial line bundle. Therefore, after applying a gauge transformation we can assume that a is the product connection on the product line bundle.
Furthermore, since I is a subbundle of L, π * I = R is a subbundle of π * L, i.e., we have a trivialization of π * L over M 2 \Ẑ 1 . Hence, π * b can be viewed as an R 2 = span{ξ 2 , ξ 3 }-valued 1-form and π * A = d + π * b can be viewed as a connection on the product PSL(2; R)-bundle. Then F π * A = 0 together with (d + d * ) π * b = 0 imply that π * b = ω ξ for some fixed ξ ∈ span{ξ 1 , ξ 2 }, where ω is a 1-form. Moreover, ω is closed, and therefore the holonomy of π * A along a loop γ is given by
In other words, the holonomy of π * A is determined by the periods of ω. Since ω vanishes alonĝ Z 1 , there is a well-defined class [ω] ∈ H 1 (M 2 ; R).
I claim that [ω] is a non-trivial class. The proof of this requires some background material, which is introduced first. I follow the line of argument of [Wan93, Sect. 1.2] in this part.
Thus, pick a component ofẐ 1 and identify its neighbourhood with S 1 × C so that the canonical involution acts by multiplication by −1 on C and π is given locally via
We can define a new smooth structure on M 2 by requiring that the map π is locally of the form
Notice thatπ is smooth away fromẐ 1 but is only Lipschitz nearẐ 1 . Moreover, with respect to this smooth structure the pull-back of a smooth differential form (resp. metric) on M is again a smooth differential form (resp. metric) on M 2 \Ẑ 1 , which has bounded coefficients nearẐ 1 . For the rest of the proof of this proposition I will implicitly mean use the smooth structure on M 2 constructed above.
Even though π * g is not well-defined alongẐ 1 , this can still be used to define the space of L 2forms, which is equivalent to the L 2 -space with respect to a smooth metric on M 2 . Furthermore, denote by H 2 1 the space of all 1-forms ω on M 2 such that the following holds: ω is smooth on M 2 \ Z 1 , ω ∈ L 2 (T * M 2 ), and dω = 0 = d * π * g ω pointwise on With this understood, it is easy to see that ω is harmonic with respect to π * g, hence represents a non-trivial class in H 1 (M 2 ; R). This finishes the proof of (ii) and proves (iv) as well.
To prove (iii), notice that we have the following short exact sequence
where ρ sends meridians of each components of Z 1 to −1. Combining this with (ii), we obtain that the holonomy of A lies in the subgroup H generated by matrices of the form exp(tξ) and a matrix B ∈ {exp(tξ 1 )} such that B 2 = ½. Concretely,
Here I think of PSL(2; R) as SL(2; R)/ ± 1 so that B 2 is the identity element indeed. It is easy to check directly that H is a metabelian subgroup of PSL(2, R), i.e., [H, H] = {exp(tξ)} is abelian. Thus, the holonomy representation of A is metabelian as claimed.
Proof of Theorem 3. It is well-known that if the Alexander polynomial of a link in an integral homology sphere does not vanish at −1, then the corresponding double branched covering is a rational homology sphere [Lic97, Cor. 9.2] (see also [Kaw96, Sect. 5 .5] and [PS17, Prop. 3.1]). For a knot, the double branched covering is always a rational homology sphere [Lic97, P. 95].
Remark 21. It follows from Examples 15 and 17 that there are integer homology spheres M with R(M) non-compact. Hence, for such M there are non-trivial solutions of (2).
As we have seen above a solution of (18) can be interpreted as a Z/2 harmonic one-form. However, by doing this some useful information, namely a flow on Z [Hay19], is lost.
Let me recall briefly some details of the construction. For a locally graph-like set Z in the sense of Definition 15 of [Hay19] , let Z * ⊂ T z M be a rescaling limit of Z at some point z ∈ Z consisting of finitely many rays emanating from the origin: Z * = ∪ ℓ j . A flow on Z * is an assigment of weights and orientations to each ray ℓ j such that the following holds: j: ℓ j begins at the origin θ * , j = j: ℓ j ends at the origin θ * , j
The collection of all flows on all rescaling limits satisfying certain condition, which will not be of any concern here, is called a flow on Z and is denoted by (θ, or), see [Hay19, Def. 16] for details. The set of all flows on Z is an abelian group, which is denoted by Flow(Z), and we have a well-defined homomorphism If (a, Ψ, Z) is a limit of the Seiberg-Witten monopoles with two spinors, the blow up set Z can be equipped with a flow (θ, or), which is determined by (a, Ψ) and satisfies [Z, θ, or] = PD c 1 (L 2 ) .
Here PD stays for the 'Poincaré dual class'. A natural question one can ask is the following: If Z appears as a blow up set for the Seiberg-Witten equation with two spinors, can any flow be realized by a limit of the Seiberg-Witten monopoles with two spinors?
In the special case of the flat stable PSL(2; R)-connections an answer to this question is given by the following.
Proposition 22. Let (a, b, Z) be a solution of (18). Denote by (θ, or) the corresponding flow on Z. If [Z, θ, or] = PD c 1 (L 2 ) ∈ H 1 (M; Z) is not a torsion class, then (kθ, or), k ∈ Z, can be realised as a flow corresponding to the limit of a sequence of flat stable PSL(2, R)-connections for finitely many k only.
Proof. Observe that for any k ∈ Z we have [Z, kθ, or] = k[Z, θ, or]. If moreover [Z, θ, or] is a non-torsion class, then {k[Z, θ, or] | k ∈ Z} is an infinite subset of H 1 (M; Z). Hence, the claim of this proposition follows from Corollary 13.
