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NOTATIONS
Nombres réels et complexes
bxc Plus grand entier inférieur ou égal à x ∈ R.
(x)+ Seuillage de x ∈ R : (x)+ = max(x, 0).
Re(z) Partie réelle z ∈ C.
Im(z) Partie imaginaire de z ∈ C.
z Complexe conjugué de z ∈ C.
Matrices et vecteurs
〈x, y〉 Produit scalaire entre deux vecteurs x et y.
‖x‖ Norme de x.
I Matrice identité.
[M]mn Élément d’indices (m, n) de la matrice M.
[M]m· me ligne de la matrice M.
[M]·n ne colonne de la matrice M.
MT Transposée de la matrice (ou du vecteur) M.
MH Transposée conjuguée de la matrice (ou du vecteur) M.
M† Pseudo-inverse de la matrice M.
M◦2 Carré élément par élément de la matrice M.
M1 ◦M2 Produit terme à terme des matrices de même taille M1 et M2.
Signaux
δ Distribution de Dirac.
1[a,b] Fonction indicatrice, valant 1 dans [a, b] et 0 en dehors.
Tτx Signal x translaté en temps par τ (voir Définition 1.13).
Mνx Signal x modulé en fréquence par ν (voir Définition 1.13).
Dsx Signal x dilaté par s (voir Définition 1.13).
Opérateurs
f ′ Dérivée de f .
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f (p) Dérivée p-ième de f .
∂t f Dérivée partielle de f par rapport à la variable t.
x ∗ y Produit de convolution entre les signaux x et y.
Espaces
Cp(R) Espace des fonctions dont les p premières dérivées sont continues.
Lp(R) Espace des fonctions dont la norme p existe (voir définition 1.8).
H2(R) Espace des fonctions de L2(R) dont le support de la transformée de Fou-
rier est inclus dans R+.
S(R) Espace de Schwartz, des fonctions infiniment dérivables à décroissance
rapide, ainsi que leurs dérivées de tous ordres.
Représentations des signaux
xˆ Transformée de Fourier du signal x (voir Définition 1.9).
Vx Distribution de Wigner-Ville du signal x (voir Définition 1.12).
Gx Transformée de Fourier à court terme du signal x (voir Définition 1.14).
Wx Transformée en ondelettes du signal x (voir Définition 1.15).
Probabilités
P(ω) Probabilité de l’événement ω.
pX Densité de probabilité de la variable aléatoire X.
E{X} Espérance de la variable aléatoire X.
N (µ, C) Vecteur aléatoire gaussien réel de moyenne µ et de matrice de covariance
C.
CNc(0, C) Vecteur aléatoire gaussien complexe circulaire de moyenne nulle et de
matrice de covariance C.
CN (µ, C, R) Vecteur aléatoire gaussien complexe de moyenne µ, de matrice de cova-
riance C, et de matrice de relation R.
kX Fonction d’autocovariance du processus stationnaire X.
SX Densité spectrale de puissance du processus stationnaire X.
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AVANT-PROPOS
Cette thèse traite de divers aspects de la non-stationnarité. Nous nous intéressons
plus particulièrement à l’étude des signaux non stationnaires modélisés à partir d’un
signal stationnaire sous-jacent dont la stationnarité a été brisée par une transforma-
tion dépendant d’une ou plusieurs variables fonctionnelles. La question à laquelle nous
nous proposons de répondre est alors la suivante : comment étendre les outils d’ana-
lyse spectrale aux signaux non stationnaires de ce type? Pour cela, nous présenterons
diverses méthodes d’analyse et de synthèse spectrale appropriées à l’étude de plusieurs
sous-classes de signaux non stationnaires pouvant être modélisés comme indiqué pré-
cédemment.
Nous verrons que l’estimation spectrale d’un signal non stationnaire appartenant à
la classe considérée revient à déterminer simultanément la densité spectrale du signal
stationnaire sous-jacent et l’opérateur de déformation ayant brisé la stationnarité. Nous
illustrons schématiquement en figure 1 les grandes lignes des méthodes d’estimation
spectrale mises en œuvre. Partant du signal non stationnaire dont le chronogramme est
tracé en haut gauche sur la figure, nous lui appliquons une transformation bien choisie
telle que, dans le domaine transformé, l’opération de déformation est caractérisée par
une opération simple. Cette représentation est tracée en bas à gauche sur la figure 1.
Dans cet exemple, la non-stationnarité est caractérisée, à chaque instant, par une trans-
lation verticale des coefficients d’ondelettes. Il s’agit alors d’estimer cette opération afin
d’en déduire l’opérateur de déformation brisant la stationnarité. Ensuite, nous appli-
quons l’opération inverse afin d’obtenir une estimation de la représentation du signal
stationnaire sous-jacent dans le domaine transformé. Il s’agit de l’étape de « stationna-
risation ». Enfin, nous pouvons reconstruire ce signal stationnaire (chronogramme en
haut à droite de la figure) en appliquant la transformée inverse puis estimer sa densité
spectrale par une méthode d’analyse spectrale classique. Dans cet exemple, la densité
spectrale estimée est tracée verticalement sur la droite de la figure 1.
Pour répondre plus précisément à la question que nous nous sommes posée, et pré-
senter plus en détail les méthodes que nous proposons, le manuscrit a été organisé en
six chapitres que nous décrivons brièvement dans ce qui suit.
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FIGURE 1 – Illustration des méthodes d’estimation développées dans la thèse. À
gauche : chronogramme (en haut) et transformée en ondelette (en bas) du signal non
stationnaire original. À droite : chronogramme (en haut), transformée en ondelette (en
dessous) et densité spectrale de puissance estimée (à droite) du signal stationnaire sous-
jacent estimé.
Chapitre 1. Dans ce chapitre introductif, nous présentons la stationnarité dans un
cadre probabiliste. Ces signaux étant caractérisés par leur densité spectrale, nous pas-
sons en revue les techniques d’analyse spectrale existantes. L’extension de l’analyse
spectrale aux signaux non stationnaires mène aux outils d’analyse temps-fréquence et
temps-échelle que nous décrivons. Dans la fin de ce chapitre, nous nous intéressons
à des modèles de non-stationnarités qui ont été proposés antérieurement. Nous décri-
vons plus particulièrement deux types de modèles physiquement réalistes : les signaux
localement déformés et les signaux localement harmoniques.
Chapitre 2. Nous nous intéressons dans ce chapitre à un cas particulier de signaux
localement déformés : les signaux localement dilatés et modulés en amplitude. Nous
présentons alors un résultat d’approximation permettant de mettre en évidence l’opé-
ration brisant la stationnarité dans le plan temps-échelle. Les déformations sont carac-
térisées par des déplacements ou des multiplications de coefficients d’ondelettes. En
supposant que les signaux stationnaires sous-jacents sont gaussiens, nous montrons
que l’estimation des déformations peut être obtenue par maximum de vraisemblance.
Nous présentons alors un algorithme d’estimation alternée permettant d’estimer à la
fois l’opérateur de déformation et le spectre du signal stationnaire sous-jacent. Après
avoir décrit les performances théoriques attendues, nous mettons cet algorithme en
œuvre sur un signal synthétique puis sur des signaux audios réels variés tels que le
son produit par un dauphin, ou le son produit par une voiture se déplaçant à vitesse
constante et perçu par un observateur fixe.
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Chapitre 3. Ce chapitre considère l’extension du modèle du chapitre précédent aux
signaux multi-capteurs. Nous supposons maintenant que nous disposons d’un certain
nombre de signaux localement dilatés qui sont amplifiés et mélangés à l’aide d’une
fonction de modulation d’amplitude instantanée matricielle. Ce problème ainsi posé
consiste en une séparation de source doublement non stationnaire. Il s’agit de retrouver
chacune des sources non stationnaire à partir de l’observation de leurs mélanges. Après
avoir présenté différentes méthodes de séparation des sources existantes, nous propo-
sons une nouvelle méthode s’appuyant sur une approximation dans le plan temps-
échelle similaire à celle du chapitre 2. L’algorithme que nous proposons est alors évalué
et comparé aux autres algorithmes sur des mélanges synthétiques de signaux synthé-
tiques et réels.
Chapitre 4. Comme le chapitre 2, ce chapitre porte sur l’étude des signaux locale-
ment dilatés. Cependant, l’approche proposée est assez différente car il s’agit d’une
approche à la synthèse. Nous exposons d’abord les limites imposées par l’utilisation
d’une approche à l’analyse. Nous proposons alors un modèle probabiliste de synthèse
des signaux localement dilatés à partir d’une représentation temps-échelle. En choisis-
sant bien l’a priori sur celle-ci, nous sommes capables de construire une représentation
temps-échelle beaucoup plus concentrée que la transformée en ondelettes classique. En
s’inspirant de l’algorithme du chapitre 2, nous construisons un algorithme d’estimation
joint de cette représentation temps-échelle, de la dilatation instantanée et du spectre du
signal stationnaire sous-jacent. Finalement, nous montrons sur un exemple synthétique
que, bien que le temps de calcul soit fortement rallongé, cette approche à la synthèse
permet d’étudier et caractériser une plus grande variété de signaux localement dilatés
que l’approche à l’analyse du chapitre 2.
Chapitre 5. Comme le chapitre précédent, ce chapitre s’appuie sur une approche à la
synthèse. En revanche, nous nous portons ici sur l’étude des signaux localement harmo-
niques. L’objectif est la recherche d’une représentation temps-fréquence idéale de tels
signaux. Après avoir décrit les méthodes existantes permettant d’approcher cette re-
présentation, nous répertorions les propriétés désirées de celle-ci (reconstruction du si-
gnal, régularité, concentration temps-fréquence). Nous construisons une fonctionnelle
convexe dont cette représentation est le minimiseur. Nous proposons alors un algo-
rithme d’optimisation convexe permet d’approcher ce minimiseur. Cet algorithme est
ensuite mis en œuvre sur une exemple semi-réel. La qualité de la représentation temps-
fréquence obtenue est comparée à celles données par d’autres méthodes.
Chapitre 6. Ce dernier chapitre est consacré aux conclusions et perspectives de cette
thèse.
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Remarque. Par souci de faciliter la lecture, les démonstrations des différents résultats
théoriques établis dans cette thèse sont regroupées dans l’annexe A.
Publications
Les travaux réalisés durant cette thèse se sont concrétisés par les publications men-
tionnées ci-dessous.
Chapitre 2. Les travaux présentés dans ce chapitre ont donné lieu à deux publications.
Le premier article [45] a été présenté à la conférence SampTA 2017. Dans ce papier, nous
avons détaillé le problème d’analyse des signaux localement dilatés et modulés en fré-
quence et en amplitude brièvement repris dans la section 2.6. Les limites de l’étude de
ce modèle (présentées dans la section 6.2 ci-dessus) nous ont conduit a étudier le mo-
dèle plus simple des signaux localement dilatés et modulés en amplitude. C’est ce que
nous avons présenté dans [46], qui a été publié dans la revue IEEE/ACM Transactions on
Audio, Speech and Language Processing. Le chapitre 2 est en grande partie inspiré de cet
article.
Chapitre 3. Les travaux concernant la séparation de sources ont été présentés lors du
workshop iTWIST 2018 [44] et de la conférence francophone GRETSI 2019 [43]. Une
publication plus détaillée dans une revue est prévue.
Chapitre 4. Ce chapitre n’a pas encore donné lieu à une publication. Il s’agit des tra-
vaux les plus récents de cette thèse et les travaux sur ce sujet sont encore en cours.
Chapitre 5. Ce chapitre reprend principalement des résultats qui ont été publiés dans
la revue Applied and Computational Harmonic Analysis [36].
Remarque. Par ailleurs, nous fournissons dans l’annexe B le lien vers les ressources nu-
mériques permettant de reproduire la plupart des figures illustrant ce manuscrit. No-
tamment, l’ensemble des résultats numériques présentés sont reproductibles à partir
des codes MATLAB fournis en ligne.
4
Chapitre1
LES SIGNAUX NON STATIONNAIRES
1.1 Contexte
Le traitement des signaux est l’un des maillons essentiels de la science expérimen-
tale contemporaine. Par exemple, en physique la récente détection d’ondes gravitation-
nelles par les interféromètres LIGO et Virgo n’a pu se faire que grâce à des méthodes
très évoluées de traitement de signal permettant d’extraire le signal d’intérêt à partir
d’une mesure extrêmement bruitée [1]. Dans le domaine biomédical, les signaux captés
par des électrocardiogrammes ou des électroencéphalogrammes demandent également
de nombreuses étapes de traitement afin d’en extraire les caractéristiques utiles au mé-
decin [65]. Les technologies modernes emploient également de nombreuses techniques
issues de cette discipline : les systèmes audios pour obtenir des sons de très haute qua-
lité ou les systèmes optiques pour le traitement d’images photographiques.
Le point commun à toutes les applications mentionnées ci-dessus concerne l’al-
lure des signaux traités : ils ont la propriété d’être non stationnaires. Le concept de
non-stationnarité est défini par opposition à celui de stationnarité. Celui-ci peut être
présenté de deux points de vue différents. Premièrement, d’un point de vue mathéma-
tique, la stationnarité est bien définie comme une propriété des processus stochastiques.
Les processus stationnaires sont ceux dont les propriétés statistiques sont invariantes
par translation en temps. En toute rigueur, on ne peut donc pas parler de stationnarité
lorsqu’on traite des signaux qui sont des grandeurs mesurées et donc déterministes.
Deuxièmement, plaçons-nous d’un point de vue physique. On peut alors définir les si-
gnaux stationnaires comme étant ceux produits par des systèmes physiques stables ou
ayant atteint un régime permanent. On peut songer, par exemple, au son émis par une
trompette lorsqu’une note est tenue. On peut également penser au signal électrique
produit par une machine électrique tournant à vitesse constante. Le lien qui est fait
entre ces deux points de vue s’établit au niveau de la modélisation des signaux. En fait,
on modélise systématiquement les signaux physiquement stationnaires comme étant des
réalisations de processus mathématiquement stationnaires. Cette modélisation tient de-
bout dans la mesure où, dans les deux cas, on conserve une propriété d’invariance par
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FIGURE 1.1 – Chronogrammes de signaux. À gauche : signal stationnaire. À droite :
signal non stationnaire obtenu par modulation d’amplitude du signal stationnaire.
translation en temps.
Revenons aux exemples du premier paragraphe. Ce sont des signaux non station-
naires car ils sont produits par des systèmes physiques transitoires : l’onde gravitation-
nelle ne perdure qu’une fraction de seconde tandis que les informations neuronales
ou cardiaques évoluent en permanence selon l’état du patient. De manière non rigou-
reuse, on pourrait définir la non-stationnarité comme le fait de pouvoir « percevoir »
des différences sur le signal si l’on décale l’origine des temps d’une valeur arbitraire.
La figure 1.1 permet de distinguer visuellement (directement sur les chronogrammes
des signaux) la différence entre stationnarité et non-stationnarité. Pour cela, la non-
stationnarité est introduite en modulant en amplitude un signal stationnaire. On « voit »
alors que si nous décalons temporellement le signal de 0,3 secondes vers la gauche, le si-
gnal ainsi formé est facilement distinguable du signal non décalé. En effet, les positions
des fortes amplitudes dans le signal décalé correspondent aux faibles amplitudes du si-
gnal non décalé (et vice versa). En revanche, une fois décalé d’un temps quelconque, le
signal stationnaire (à gauche sur la figure) reste très similaire au signal non décalé. Cet
exemple illustre un cas particulier de non-stationnarité : la modulation d’amplitude.
Il s’agit d’un modèle très simple de non-stationnarité qui ne peut s’appliquer qu’à un
faible nombre de signaux. On peut alors définir de nombreux autres types de défor-
mations comme la modulation de fréquence ou la déformation temporelle (que nous
définirons dans ce chapitre) qui une fois appliquées à un signal stationnaire le rendent
non stationnaire. Comme il n’existe pas de modèle universel de non-stationnarité (si ce
n’est par opposition à stationnarité), d’autres types de non-stationnarité peuvent être
envisagés, ne s’appuyant pas nécessairement sur un processus stationnaire déformé.
Nous nous intéresserons par la suite à des modèles de processus non stationnaires phy-
siquement réalistes.
Dans ce chapitre, nous donnons des définitions plus rigoureuses des quantités que
nous venons d’aborder. Dans un premier temps, nous définissons la stationnarité et
nous abordons la question de l’analyse spectrale des signaux stationnaires. Ensuite,
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nous décrivons une extension de l’analyse spectrale aux signaux non stationnaires, et
nous présentons les représentations temps-fréquence et temps-échelle qui lui sont as-
sociées. Enfin, nous répertorions différentes classes de processus non stationnaires per-
mettant la modélisation de nombreux signaux physiques.
1.2 La stationnarité
Comme nous l’avons vu dans la section précédente, la stationnarité au sens mathé-
matique est une caractéristique de certains processus stochastiques. Présentons donc
d’abord ceux-ci.
1.2.1 Les processus stochastiques
Dans ce manuscrit, nous manipulerons différentes grandeurs aléatoires. Les va-
riables aléatoires seront notées en lettres capitales tandis que leurs réalisations seront
notées en lettres minuscules. On notera pX la densité de probabilité de la variable aléa-
toire X. Le caractère gaussien des variables et des vecteurs aléatoires sera souvent ex-
ploité dans les exemples présentés dans cette thèse. On distingue deux cas : celui où
les variables aléatoires gaussiennes sont réelles (définition 1.1), et celui où elles sont
complexes (définition 1.2).
Définition 1.1 (Variable aléatoire gaussienne réelle). Soit X une variable aléatoire réelle.
Soit X un vecteur aléatoire réel.
— La variable aléatoire X est dite gaussienne réelle si sa densité de probabilité
s’écrit
pX(x) =
1
σ
√
2pi
exp
(
− 1
2σ2
(x− µ)2
)
,
où µ désigne sa moyenne et σ2 sa variance.
— Le vecteur aléatoire X est dit gaussien réel si toute combinaison linéaire de ses
composantes est une variable aléatoire gaussienne réelle.
Soit m la taille du vecteur aléatoire X. Notons µ ∈ Rm sa moyenne et C ∈ Rm×m sa
matrice de covariance. Autrement dit :
µ = E{X} ,
C = E{(X−µ)(X−µ)H} .
Alors, si la matrice de covariance du vecteur aléatoire gaussien réel X est inversible, sa
densité de probabilité s’écrit :
pX(x)
∆
= N (µ, C) = 1
(2pi)
m
2 |det(C)| 12
exp
(
−1
2
(x−µ)TC−1(x−µ)
)
. (1.1)
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Lorsque qu’une variable aléatoire est à valeurs complexes, la circularité désigne la
propriété d’invariance par rotation dans le plan complexe des caractéristiques statis-
tiques de celle-ci [59]. En d’autres termes, cela signifie que les variables X et Xeiϕ (où
ϕ ∈ R) sont régis par les même lois de probabilité indépendamment de ϕ. Il découle
de cette propriété que les variables aléatoires complexes circulaires sont nécessairement
de moyenne nulle. De manière équivalente, on peut définir les variables aléatoires com-
plexes circulaires comme celles vérifiant{
E{X} = 0 ;
E{X2} = 0 .
Définition 1.2 (Variable aléatoire gaussienne complexe circulaire). Soit X une variable
aléatoire complexe. Soit X un vecteur aléatoire complexe.
— La variable aléatoire X est dite gaussienne complexe circulaire si sa densité de
probabilité s’écrit
pX(x) =
1
σpi
exp
(
− 1
σ2
|x|2
)
,
où σ2 désigne sa variance.
— Le vecteur aléatoire X est dit gaussien complexe circulaire si toute combinaison
linéaire de ses composantes est une variable aléatoire gaussienne complexe cir-
culaire.
Soit m la taille du vecteur aléatoire X. Alors, si la matrice de covariance C ∈ Cm×m
du vecteur aléatoire gaussien complexe circulaire X est inversible, sa densité de proba-
bilité s’écrit :
pX(x)
∆
= CNc(0, C) = 1
pim|det(C)| exp
(
−xHC−1x
)
. (1.2)
Afin d’étendre la notion d’aléatoire aux fonctions à temps continu, on définit les
processus stochastiques. Ces derniers décrivent l’évolution de variables aléatoires au
cours du temps [67].
Définition 1.3 (Processus stochastique). Un processus stochastique X est une applica-
tion t 7→ X(t) telle qu’à chaque instant t ∈ R, X(t) est une variable aléatoire à valeurs
dans C.
Par la suite, les signaux étudiés seront modélisés comme des réalisations de proces-
sus stochastiques. Autrement dit, si x : t 7→ x(t) est un signal mesuré, chaque valeur
observée x(t) sera vue comme une réalisation de la variable aléatoire X(t). Les pro-
cessus stochastiques gaussiens (réels ou complexes) seront utilisés dans les prochains
chapitres. On les définit comme suit.
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Définition 1.4 (Processus gaussien réel). Soit X un processus stochastique réel. Il est dit
gaussien si pour toute partie finie I = {t1, . . . , tm} d’instants sur R, le vecteur aléatoire
XI = (X(t1), . . . , X(tm)) est gaussien réel.
Définition 1.5 (Processus gaussien complexe circulaire). Soit X un processus stochas-
tique complexe. Il est dit gaussien circulaire si pour toute partie finie I = {t1, . . . , tm}
d’instants sur R, le vecteur aléatoire XI = (X(t1), . . . , X(tm)) est gaussien complexe
circulaire.
1.2.2 Définitions de la stationnarité
Intéressons-nous maintenant au cadre théorique permettant de définir la station-
narité. Pour cela, nous nous plaçons dans le cadre des processus stochastiques définis
précédemment.
La stationnarité, définie ci-dessous, permet de décrire une classe de processus sto-
chastiques dont les propriétés sont présentées par la suite.
Définition 1.6 (Stationnarité au sens strict). Soit X un processus stochastique. X est dit
stationnaire au sens strict si pour toute partie finie {t1, . . . , tm} d’instants surR, et pour
tout u ∈ R, les vecteurs aléatoires (X(t1), . . . , X(tm)) et (X(t1 + u), . . . , X(tm + u)) ont
la même loi de probabilité.
Ainsi, toutes les caractéristiques statistiques de X sont invariantes par translation en
temps, ou de manière équivalente, par changement d’origine des temps. Par exemple,
l’espérance, la variance et tous les moments d’ordres supérieurs de X sont indépen-
dants du temps.
Dans la suite, nous nous placerons dans un cadre moins restrictif : celui de la sta-
tionnarité au sens large où l’on se contente de vérifier les propriétés de stationnarité des
statistiques d’ordre un et deux du processus : sa moyenne et sa covariance.
Définition 1.7 (Stationnarité au sens large). Soit X un processus stochastique. X est dit
stationnaire au sens large, ou en moyenne quadratique, si ses moments d’ordre un et
deux existent et sont invariants par tout changement d’origine des temps. Autrement
dit, les deux conditions suivantes doivent être vérifiées par X :{
E{X(t)} = E{X(0)} ∈ C, ∀t ∈ R
E{X(t)X(τ)} = E{X(t− τ)X(0)} ∈ C, ∀t, τ ∈ R.
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Dans ce cas, on note kX : R → C la fonction d’autocovariance du processus X définie
par
kX(τ) = E
{
(X(τ)−E{X(0)}) (X(0)−E {X(0)})
}
.
Dans la suite, on appellera signal stationnaire, toute réalisation d’un processus station-
naire.
La stationnarité au sens large est en partie motivée par le fait que, pour les processus
gaussiens (réels ou complexes circulaires), elle implique la stationnarité au sens strict.
En effet, ces derniers sont entièrement déterminés par deux quantités : leurs moyenne
et leurs fonctions d’autocovariance (voir les formules (1.1) et (1.2)).
Les définitions que nous présentons dans ce chapitre peuvent être étendues au cas
plus général des processus stochastiques généralisés. Un processus stochastique gé-
néralisé associe une variable aléatoire à toute fonction de l’espace de Schwartz S(R)
(c’est l’ensemble des fonctions infiniment dérivables à décroissance rapide, ainsi que
leurs dérivées de tous ordres). Il s’agit de l’extension de la théorie des distributions
dans un cadre probabiliste. Nous renvoyons le lecteur à [51] pour une présentation dé-
taillé de la théorie des processus généralisés. Dans ce cas, la fonction d’autocovariance
devient elle-même une distribution. Par conséquent, les matrices de covariance de vec-
teurs aléatoires issus de tels processus ne sont plus nécessairement définies. Dans ce qui
suit, la notation 〈X,ψ〉 désigne la variable aléatoire issue du processus stochastique gé-
néralisé X appliqué à la fonction ψ ∈ S(R). Le bruit blanc, défini ci-dessous, constitue
un exemple de processus stochastique généralisé stationnaire, dont la fonction d’auto-
covariance prend une forme particulière.
Exemple 1.1 (Bruit blanc réel). Soit X un processus généralisé réel stationnaire au sens
large de fonction d’autocovariance kX. On dit que X est un bruit blanc lorsqu’il vérifie
les deux conditions suivantes :{
E {〈X,ψ〉} = 0, ∀ψ ∈ S(R) ,
kX = σ2X δ ,
où δ désigne la distribution de Dirac.
Cette forme particulière pour la fonction d’autocovariance d’un bruit blanc s’inter-
prète comme le fait que toutes les valeurs de X sont temporellement décorrélées les
unes des autres (deux à deux). De plus, comme c’est un processus stationnaire, sa va-
riance est constante au cours du temps (et vaut σ2X).
1.2.3 L’analyse spectrale des processus stationnaires
1.2.3.1 La densité spectrale de puissance
Dans le cas des processus stationnaires, la densité spectrale de puissance, qui sera
précisée dans la définition 1.10, est un outil suffisant pour la détermination du contenu
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fréquentiel de ces processus. Il s’agit du pendant stochastique de la notion de transfor-
mée de Fourier définie pour les signaux déterministes. Intéressons-nous donc d’abord à
la transformée de Fourier. Son utilisation se limite, dans un premier temps, aux signaux
appartenant aux espaces Lp(R), avec p = 1 ou 2.
Définition 1.8 (Espace Lp(R)). On distingue deux cas.
— Soit 1 6 p < ∞. On appelle espace Lp(R) l’espace vectoriel
Lp(R) =
{
x : R→ C tel que
∫
R
|x(t)|pdt < ∞
}
.
On lui associe une norme notée ‖ · ‖p et définie par
‖x‖p =
(∫
R
|x(t)|pdt
) 1
p
, ∀x ∈ Lp(R) .
— Soit p = ∞. On appelle espace L∞(R), l’espace vectoriel des fonction essentiel-
lement bornées :
L∞(R) = {x : R→ C tel que sup ess |x(t)| < ∞} .
On lui associe une norme notée ‖ · ‖∞ et définie par ‖x‖∞ = sup ess |x|.
Ces espaces sont naturellement associés aux signaux physiques. En particulier, l’es-
pace L2(R) contient les signaux d’énergie finie (c’est-à-dire les signaux de carré in-
tégrable). La transformée de Fourier est originellement définie pour les signaux inté-
grables, c’est-à-dire appartenant à l’espace L1(R). Sa définition s’étend ensuite à l’es-
pace L2(R) par densité de L1(R) ∩ L2(R) dans L2(R).
Définition 1.9 (Transformée de Fourier). Soit x ∈ L1(R). La transformée de Fourier xˆ
du signal x est donnée par
xˆ(ξ) =
∫
R
x(ξ)e−2ipiξtdt , (1.3)
où ξ ∈ R désigne la fréquence.
La transformée de Fourier de x ∈ L1(R) est alors une application bornée et conti-
nue sur R qui tend vers zéro en l’infini (c’est le théorème de Riemann-Lebesgue). On
peut alors montrer que si elle est aussi intégrable, on a la théorème d’inversion suivant
(voir [38] pour la démonstration).
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Théorème 1.1 (Transformée de Fourier inverse). Soit x ∈ L1(R). Si xˆ ∈ L1(R) alors, le
signal x s’exprime en fonction de sa transformée de Fourier. On a
x(t) =
∫
R
xˆ(t)e2ipiξtdξ , (1.4)
en tout point de continuité de x.
Une fois la transformée de Fourier étendue à L2(R), on peut montrer que cette opé-
ration conserve le produit scalaire et la norme dans L2(R). Ce sont des propriétés qu’on
utilisera par la suite.
Théorème 1.2 (Formules de Plancherel et de Parseval). Soit x et y dans L2(R). Alors, la
formule de Plancherel est donnée par :∫
R
x(t)y(t)dt =
∫
R
xˆ(ξ)yˆ(ξ)dξ . (1.5)
On en déduit la formule de Parseval (en prenant x = y) :∫
R
|x(t)|2dt =
∫
R
|xˆ(ξ)|2dξ . (1.6)
Dans la suite, nous aurons régulièrement affaire à des signaux n’appartenant pas
à L1(R) ou L2(R). La transformée de Fourier de ces signaux sera alors prise comme
étant son extension au sens des distributions. En effet, comme la transformée de Fourier
est définie pour les fonctions de l’espace de Schwartz (car il est inclus dans L1(R)), la
transformée de Fourier Fˆ d’une distribution F est donnée par 〈Fˆ, g〉 = 〈F , gˆ〉, pour
toute fonction g de l’espace de Schwartz.
Un processus stochastique stationnaire X possède une variance constante, soit :
E{X(t)} = σ2X, ∀t ∈ R. De manière générale, les réalisations de ces processus ne sont
donc pas des signaux d’énergie finie [26]. Néanmoins, la représentation de Cramér [17]
permet de généraliser la transformée de Fourier aux processus stochastiques station-
naires. Cependant, avec la définition donnée ci-dessus, la transformée de Fourier d’un
processus stochastique est elle-même un processus stochastique. Pour obtenir une gran-
deur déterministe qui quantifie le contenu fréquentiel d’un processus, on s’intéresse à
la moyenne quadratique de la transformée de Fourier. On obtient alors la densité spec-
trale de puissance d’un processus stationnaire qui est une grandeur déterministe et qui
permet également de caractériser le contenu fréquentiel de ce type de signaux. Pour
définir cette dernière, énonçons le théorème de Wiener-Khintchine.
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Théorème 1.3 (Wiener-Khintchine). Soit X un processus stationnaire au sens large. Soit kX
son autocovariance telle que kX(τ) < ∞, ∀τ ∈ R. Si kX est continue en 0, alors, il existe une
unique mesure positive ou nulle η telle que
kX(τ) =
∫
R
e2ipiξτdη(ξ) . (1.7)
On peut alors associer au processus stationnaire X sa densité spectrale de puissance
définie ci-dessous.
Définition 1.10 (Densité spectrale de puissance). Lorsque la mesure η est continue par
rapport à la mesure de Lebesgue, il existeSX mesurable tel que
dη(ξ) = SX(ξ)dξ
La fonction SX est appelée densité spectrale de puissance du processus X. On appelle
puissance de X la quantité :
σ2X =
∫
R
SX(ξ)dξ = kX(0) .
Dans la suite, on utilisera indistinctement les termes de spectre ou de densité spec-
trale pour désigner la densité spectrale de puissance des processus stationnaires. Le
théorème de Wiener-Khintchine stipule donc que l’on obtient (sous certaines hypo-
thèses) le spectre d’un processus stationnaire à partir de la transformée de Fourier de
la fonction d’autocovariance. Dans un cadre plus général, la notion de densité spectrale
peut être étendue aux processus stochastiques généralisés. C’est dans ce cadre que nous
nous plaçons par la suite. On a alors SX = kˆX au sens des distributions. Par exemple
dans le cas du bruit blanc, étant donné que kX = σ2X δ, on a SX(ξ) = σ
2
X, ∀ξ ∈ R. En
effet, la transformée de Fourier au sens des distributions de l’impulsion de Dirac est la
« fonction » constante valant 1.
1.2.3.2 Estimation de la densité spectrale de puissance
Comme énoncé précédemment, la connaissance du spectre d’un processus station-
naire nous informe sur le contenu fréquentiel de ce dernier. Considérons, par exemple,
un processus stochastique sinusoïdal donné par X(t) = Aei(2piνt+ϕ), où ϕ est une va-
riable aléatoire uniforme sur l’intervalle [0, 2pi]. Les grandeurs que l’on souhaite dé-
terminer sont la fréquence des oscillations ν et l’amplitude A du signal. Son spectre
nous donne ces informations. En effet, il s’exprime : SX(ξ) = A2δ(ξ − ν). Ainsi, pour
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connaître ν, il suffit de déterminer la fréquence de la raie contenue dans la densité spec-
trale ; pour connaître A, il suffit de déterminer son amplitude. Dans le but d’estimer
la densité spectrale de puissance, de nombreuses méthodes d’estimation ont été déve-
loppées. Nous allons présenter des méthodes s’appuyant sur le périodogramme ou le
périodogramme modifié que l’on définit ci-dessous [67].
Définition 1.11 (Périodogramme). Soit X un processus stationnaire au sens large. Soit
L > 0. Soit hL ∈ L2(R) une fonction paire, à support compact dans
[− L2 , L2 ] vérifiant les
deux conditions suivantes :{ ‖hL‖2 = 1 ;∫
R
|hˆL(ξ)|2g(ξ)dξ −→
L→∞
g(0) , ∀g ∈ L2(R) . (1.8)
Soit XˆhL la transformée de Fourier du processus fenêtré X.hL :
XˆhL(ξ) =
∫ L/2
−L/2
X(t)hL(t)e−2ipiξtdt .
— Si hL(t) =
1√
L
1[− L2 , L2 ](t), le processus |XˆhL |
2 est appelé périodogramme.
— Dans les autres cas, le processus |XˆhL |2 est appelé périodogramme modifié.
Une fenêtre couramment utilisée pour calculer le périodogramme modifié est la
fenêtre de Hann. Elle est définie par
hL(t) =
{
1
L +
1
L cos
(
2pi tL
)
si t ∈ [− L2 , L2 ]
0 sinon.
(1.9)
On peut montrer que le périodogramme est un estimateur biaisé de la densité spectrale
de puissance. En effet, son espérance s’exprime ainsi :
E
{|XˆhL(ξ)|2} = (SX ∗ |hˆL|2)(ξ) .
En revanche, cet estimateur est asymptotiquement non biaisé. En effet, la condition (1.8)
nous permet d’avoir
SX(ξ) = lim
L→∞
E
{|XˆhL(ξ)|2} .
Cette propriété nous montre que plus la durée d’observation est longue, plus la préci-
sion de l’estimateur augmente. En effet, l’effet du fenêtrage est de lisser le spectre SX
par |hˆL|2 et donc, de diminuer la résolution fréquentielle de l’estimateur d’autant plus
fortement que |hˆL|2 est étalé autour de la fréquence nulle.
Différentes méthodes se sont appuyées sur cette propriété du périodogramme pour
bâtir des estimateurs de la densité spectrale de puissance. Nous présentons ici la mé-
thode de Welch qui est la méthode statistique d’analyse spectrale la plus performante.
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FIGURE 1.2 – Illustration des fenêtres chevauchantes de la méthode de Welch.
L’idée est de moyenner les périodogrammes de portions du signal complet afin de limi-
ter les fluctuations de l’estimateur, c’est-à-dire sa variance. Pour définir cet estimateur,
on introduit quelques grandeurs.
— Soit T la durée des observations. L’horizon temporel des mesures dont nous
disposons est donc l’intervalle [0, T].
— Le support de la fenêtre hL utilisée pour calculer le périodogramme est de lon-
gueur L.
— Soit D 6 L le pas avec lequel nous effectuons les estimations successives des
périodogrammes. Nous allons calculer les périodogrammes successifs des pro-
cessus X(k) définis par
X(k)(t) = X
(
t +
L
2
+ kD
)
avec k ∈ {0, . . . , K− 1} .
Ces périodogrammes sont notés
∣∣∣Xˆ(k)hL ∣∣∣2. Le recouvrement temporel entre deux
périodogrammes successifs est de L − D. Par ailleurs, le nombre K de pério-
dogrammes calculés dépend des différents intervalles temporels comme suit :
K =
⌊ T−L
D
⌋
+ 1. L’illustration de la figure 1.2 nous permet de visualiser le sens à
donner à ces différentes grandeurs.
L’estimateur de Welch [79] de la densité spectrale de puissance est alors donné par :
S˜X(ξ) =
1
K
K
∑
k=1
|Xˆ(k)hL (ξ)|2 . (1.10)
Le biais de cet estimateur est le même que celui du périodogramme. En revanche, sa
variance diminue d’autant plus fortement que le nombre de périodogrammes calcu-
lés K est grand. La longueur du signal étant fixée, une manière naturelle d’augmen-
ter le nombre de périodogrammes K est d’augmenter le chevauchement de ceux-ci en
diminuant le pas D. Cependant, un choix de D trop petit induit une quasi superposi-
tion entre deux périodogrammes successifs, ces derniers contiennent donc quasiment
la même information. Ceci entraîne alors une très faible diminution de la variance tout
en augmentant le temps de calcul de l’estimateur de Welch. Pour conserver un ap-
port d’information non négligeable entre deux périodogrammes successifs, le choix
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classiquement fait en pratique consiste à prendre D = 0, 5L. Dans ce cas, on a alors
K =
⌊ 2T
L
⌋ − 1. Un compromis doit donc être fait sur la longueur des fenêtres L : suf-
fisamment grande pour augmenter la résolution fréquentielle (c’est-à-dire diminuer le
biais) et suffisamment petite pour diminuer les fluctuations de l’estimateur (K doit res-
ter grand).
Remarque. Les estimateurs du périodogramme ou de Welch s’appuient sur des calculs
de transformées de Fourier. En pratique, nous n’avons accès qu’à des signaux discrets.
Les évaluations numériques de ces estimateurs sont donc obtenues en remplaçant les
opérateurs intégraux par leurs versions discrétisées (comme, par exemple, la transfor-
mée de Fourier discrète).
1.3 Analyse spectrale en contexte non stationnaire
Comme nous l’avons justifié précédemment, l’hypothèse de stationnarité n’est pas
raisonnable pour l’étude de la majorité des signaux physiques mesurés. C’est pourquoi
nous allons nous intéresser à l’étude des processus stochastiques non stationnaires.
Dans la suite, on considère uniquement des processus non stationnaires de moyenne
nulle. On suppose donc que toute tendance a été éliminée des observations.
1.3.1 Le spectre instantané
En règle générale, associer un spectre à un processus non stationnaire est une ques-
tion qui n’est pas aisée dans la mesure où il n’existe pas d’opérateur possédant toutes
les propriétés désirées d’un spectre (positivité, covariance par décalage en temps et en
fréquence, marginales) quel que soit le processus analysé. Priestley [61] a alors proposé
une première définition de spectre évolutif pour une certaine classe de processus locale-
ment stationnaires (voir la section 1.4.1). Cette définition n’étant utilisable que pour une
classe restreinte de processus, Matz et al. [41] ont étendu la notion de spectre évolutif à
une plus grande gamme de processus non stationnaires. Dans la suite, la définition du
spectre variant dans le temps que nous utiliserons sera celle du spectre de Wigner-Ville.
Cette définition possède l’avantage d’être générale mais elle ne vérifie pas la propriété
de positivité (entre autres).
Dans le cas des processus non stationnaires, l’autocovariance à un paramètre n’est
plus définie. En revanche, on peut définir un nouvelle fonction d’autocovariance ins-
tantanée RX dépendant de deux paramètres :
RX(τ, t) = E{X(t + τ/2)X(t− τ/2)} , ∀t, τ ∈ R . (1.11)
On pourra trouver, dans la littérature, d’autres conventions pour définir l’autocova-
riance instantanée comme E{X(t)X(t− τ)}. Dans tout ce qui suit, nous conserverons
la convention donnée par l’équation (1.11). Le paramètre τ est appelé variable station-
naire car l’autocovariance instantanée RX d’un processus stationnaire ne dépend que
du décalage temporel τ, et on a : RX(τ, t) = kX(τ). Par suite, le paramètre t est appelé
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variable non stationnaire. On parle aussi parfois de variable dynamique pour désigner
le paramètre t.
Le théorème de Wiener-Khintchine n’étant plus valable pour les processus non sta-
tionnaires, nous ne pouvons plus associer de densité spectrale à de tels processus. Ce-
pendant, on peut leur associer un spectre variant dans le temps, appelé spectre instan-
tané et noté SX(ξ, t). Par analogie avec la formule de Wiener-Khintchine, celui-ci sera la
transformée de Fourier de RX par rapport à sa variable stationnaire. On a alors
SX(ξ, t) =
∫
R
RX(τ, t)e−2ipiξτdτ
= E
{∫
R
X(t + τ/2)X(t− τ/2)e−2ipiξτdτ
}
. (1.12)
Le spectre instantané est alors obtenu à partir de l’espérance de la distribution de
Wigner-Ville (cf. définition 1.12) du processus non stationnaire. À l’inverse de la den-
sité spectrale des processus stationnaires, le spectre instantané peut prendre des valeurs
négatives : on ne peut donc pas parler de densité spectrale instantanée.
Définition 1.12 (Distribution de Wigner-Ville). Soit x ∈ L2(R). Alors, la distribution de
Wigner-Ville de x est donnée par :
Vx(ξ, t) =
∫
R
x(t + τ/2)x(t− τ/2)e−2ipiξτdτ . (1.13)
Cette expression de la distribution de Wigner-Ville peut être étendue aux cas où x
est une distribution (voir [29]). Une étude complète des propriétés de la distribution de
Wigner-Ville peut être trouvée dans [25]. Nous n’en présentons que quelques unes ici.
Covariance par translation et modulation. La distribution de Wigner-Ville est cova-
riante par translation temporelle et par modulation fréquentielle. Soit xuν la si-
gnal défini par :
xuν(t) = e2ipiνtx(t− u) .
C’est la translatée en temps (par u) et modulée en fréquence (par ν) du signal x.
Alors, les distribution de Wigner-Ville de xuν et la translatée de celle de x dans
le plan temps-fréquence, de sorte que
Vxuν(ξ, t) = Vx(ξ − ν, t− u) .
Chirps linéaires. Soit x un chirp linéaire, c’est-à-dire un signal sinusoïdal dont la
fréquence varie linéairement. Il s’écrit alors :
x(t) = e2ipi(
a
2 t
2+bt+c) .
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Sa distribution de Wigner-Ville prend alors la forme suivante :
Vx(ξ, t) = δ(ξ − (at + b)) . (1.14)
Il s’agit de la représentation idéale de la fréquence instantanée d’un chirp li-
néaire dans le plan temps-fréquence.
Marginales. À la manière d’une densité de probabilité, lorsqu’on « marginalise » la
distribution de Wigner-Ville par rapport à la fréquence, on obtient le module
carré du signal. De même, lorsqu’on la marginalise par rapport au temps, on
obtient le module carré de la transformée de Fourier du signal. Autrement dit,
on a :
|x(t)|2 =
∫
R
Vx(ξ, t)dξ
|xˆ(ξ)|2 =
∫
R
Vx(ξ, t)dt .
Lissage de la distribution de Wigner-Ville. La distribution de Wigner-Ville étant un
opérateur quadratique, elle laisse apparaître des interférences entre signaux.
Prenons en exemple deux sinusoïdes : xk(t) = e2ipiνkt pour k ∈ {1, 2}. Alors :
Vxk(ξ, t) = δ(ξ − νk), ∀ t ∈ R .
Cependant, la distribution de Wigner-Ville de x1 + x2 s’écrit :
Vx1+x2(ξ, t) = Vx1(ξ, t) +Vx2(ξ, t) +Vx1x2(ξ, t) ,
où
Vx1x2(ξ, t) = cos (2pi(ν1 − ν2)t) δ
(
ξ − ν1 + ν2
2
)
. (1.15)
Ce dernier terme est un terme qui caractérise le phénomène d’interférence qui
apparaît à la fréquence moyenne entre ν1 et ν2. Par ailleurs, comme le montre
l’expression précédente, la distribution de Wigner-Ville peut prendre des valeurs
négatives dans les zones d’interférences du plan temps-fréquence. Elle ne peut
donc pas être interprétée comme une densité spectrale. Une solution pour tenter
de résoudre ces problèmes consiste à effectuer un lissage de la distribution de
Wigner-Ville, l’objectif étant d’éliminer les oscillations introduites par les inter-
férences en moyennant localement le distribution de Wigner-Ville. L’opération
de lissage s’écrit : ∫∫
R2
H(t, t′, ξ, ξ ′)Vx(t′, ξ ′)dt′dξ ′ . (1.16)
où H constitue le filtre de lissage. Nous verrons dans la suite que la transformée
de Fourier à court terme et la transformée en ondelettes conduisent naturelle-
ment à des expressions particulières du filtre H.
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En pratique, nous n’observons qu’une réalisation x du processus X. On peut donc
calculer sa distribution de Wigner-Ville Vx mais, nous ne pouvons pas approcher SX à
partir de celle-ci car, pour approcher E{VX} nous aurions besoin de plusieurs réalisa-
tions de X. Par ailleurs, un moyennage temporel global semblable à celui effectué par
la méthode de Welch serait inefficace ici du fait de la dépendance temporelle due à la
non-stationnarité de Vx. En fait, les outils d’analyse temps-fréquence et temps-échelle,
présentés dans la section suivante, peuvent être vus comme des estimateurs du spectre
instantané (grâce à la propriété de lissage énoncée précédemment).
1.3.2 Les outils d’analyse : temps-fréquence et temps-échelle
Nous avons vu, dans la section précédente, que la transformée de Fourier constitue
un outil d’analyse particulièrement adapté à la question de l’analyse spectrale lorsque
l’on est confronté à un signal stationnaire. En effet, la méthode de Welch permet d’es-
timer la densité spectrale à partir de la transformée de Fourier de périodogrammes
successifs. Dans ce qui suit, nous présentons la transformée de Fourier à court terme
et la transformée en ondelettes qui sont des outils inspirés de la transformée de Fou-
rier. Leur construction est analogue à celles des périodogrammes dans la mesure où on
calcule des transformées de Fourier localement autour d’un instant donné, ce qui leur
permet d’être mieux adaptées à l’analyse spectrale de signaux non stationnaires. Nous
verrons pourquoi.
Afin de simplifier les expressions que nous aurons dans ce chapitre, introduisons
d’abord quelques opérations élémentaires sur les signaux.
1.3.2.1 Opérateurs élémentaires sur les signaux
Les opérations suivantes sont des opérations élémentaires préservant la stationna-
rité.
Définition 1.13 (Opérations élémentaires sur les signaux). Soit x un signal donné. Soit
q > 0. On définit les opérations élémentaires suivantes :
— l’opération de translation Tτ (avec τ ∈ R) telle que
Tτx(t) = x(t− τ) , ∀t ∈ R ; (1.17)
— l’opération de modulation d’amplitude Aα (avec α > 0) telle que
Aαx(t) = αx(t) , ∀t ∈ R ; (1.18)
— l’opération de modulation fréquentielle Mν (avec ν ∈ R) telle que
Mξx(t) = x(t)e2ipiξt , ∀t ∈ R ; (1.19)
— l’opération de dilatation Ds (avec s > 0) telle que
Dsx(t) = q
s
2 x
(
q−st
)
, ∀t ∈ R . (1.20)
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À l’exception de la modulation d’amplitude, tous ces opérateurs sont unitaires sur
L2(R). Par ailleurs, les opérations définies ci-dessus commutent de la manière suivante.
Proposition 1.1 (Commutation des opérations élémentaires). Soit q > 0. On a les rela-
tions de commutation suivantes :
TτDs = DsTq−sτ, TτMξ = e−2ipiξτMξTτ, MξDs = Ds Mqsξ ,
et l’opérateur de modulation d’amplitude commute avec tous les autres opérateurs.
1.3.2.2 Analyse temps-fréquence
La transformée de Fourier à court terme (abrégée TFCT dans ce manuscrit) est un
outil d’analyse adapté aux signaux non stationnaires car elle permet une analyse locale
des signaux.
Définition 1.14 (Transformée de Fourier à court terme). Soit x ∈ L2(R) le signal à
analyser. Soit g ∈ L2(R) la fenêtre d’analyse. Alors, la transformée de Fourier à court
terme Gx de x est donnée par :
Gx(ξ, τ) = 〈x, TτMξg〉 =
∫
R
x(t)g(t− τ)e−2ipiξ(t−τ)dt, ∀ ν, τ ∈ R.
Le paramètre ξ est appelé fréquence, tandis que τ est le paramètre de temps. On appelle
spectrogramme le module carré de la transformée Fourier à court terme.
La convention de phase −2piξ(t − τ) dans l’exponentielle complexe donne une
transformée de Fourier à court terme covariante par translation temporelle. La conven-
tion de phase−2piξt est une autre choix possible qui donne une transformée covariante
par modulation de fréquence. Dans la suite, nous nous limitons à la convention retenue
dans la définition 1.14.
La fenêtre d’analyse g est une fonction régulière qui décroît rapidement lorsqu’on
s’éloigne de l’origine. La gaussienne (g(t) = e−t2) ou la fenêtre de Hann (voir l’équa-
tion (1.9)) constituent des choix standards pour la fenêtre d’analyse. Notons gτξ =
TτMξg. La fonction gτξ est alors concentrée temporellement autour de l’instant τ et fré-
quentiellement autour de la fréquence ξ. Faire varier les paramètres ξ et τ permet donc
d’analyser localement le signal autour de chaque point temps-fréquence souhaité.
On peut également établir une formule d’inversion permettant de reconstruire le
signal x à partir de sa transformée de Fourier à court terme Gx. La formule d’inversion
est donnée par le théorème suivant [29].
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Théorème 1.4 (Transformée de Fourier à court terme inverse). Soit x ∈ L2(R). Soit
h ∈ L2(R) la fenêtre de synthèse telle que 〈h , g〉 6= 0. Alors, le signal x s’exprime en fonction
de sa transformée de Fourier à court terme Gx par
x(t) =
1
〈h , g〉
∫∫
R2
Gx(ξ, τ)h(t− τ)e2ipiξ(t−τ) dτ dξ .
En pratique, on se place souvent dans le cas particulier où h = g. La formule d’in-
version est alors donnée par
x(t) =
1
‖g‖22
∫∫
R2
Gx(ξ, τ)g(t− τ)e2ipiξ(t−τ)dτdξ .
La définition de la transformée de Fourier à court terme exige que le signal à ana-
lyser soit dans l’espace L2(R). Toutefois, les signaux que nous allons analyser n’ap-
partiennent généralement pas à cet espace. Cela ne constitue pas un problème car, à
l’image de la transformée de Fourier, la définition de la transformée de Fourier à court
terme est étendue aux distributions. Dans ce cas, les contraintes sur la décroissance
de la fenêtre d’analyse sont plus fortes. On prend g dans l’espace de Schwartz. Alors,
toute réalisation x d’un processus généralisé X étant une distribution, la transformée
de Fourier à court terme de x est donnée par : Gx(ξ, τ) = x(TτMξg). Nous nous pla-
çons dans ce cadre plus général dans la suite. Par ailleurs, la transformée de Fourier à
court terme d’un processus stochastique sera elle-même un processus stochastique. Les
transformées des signaux seront donc vues comme des réalisations de ces processus.
Dans le cas de signaux stationnaires, le spectrogramme permet d’obtenir une esti-
mation du spectre. En effet, si la fenêtre d’analyse est paire et à support compact, le
spectrogramme |GX(ξ, τ)|2 est identique (à un facteur de normalisation près) au pério-
dogramme modifié |Xˆg|2 introduit dans la définition 1.11. Les propriétés statistiques
du spectrogramme sont donc indépendantes de τ. On obtient alors une estimation du
spectre de X grâce à l’estimateur de Welch qui est ici donné par :
S˜X(ξ) =
1
K‖g‖22
K
∑
k=1
|GX(ξ, τk)|2 ,
où le choix des instants τk est issu d’un compromis discuté lors de la présentation de la
méthode de Welch (voir le paragraphe 1.2.3.2).
Dans le cas de signaux non stationnaires, le spectrogramme constitue un estimateur
du spectre instantané car il s’agit d’une version localement lissée de la distribution de
Wigner-Ville du signal. Il s’agit d’un cas particulier de l’équation (1.16) où le filtre de
lissage est donné. En effet, on a [3] :
|Gx(ξ, τ)|2 =
∫∫
R2
Vg(ν− ξ, t− τ)Vx(ν, t)dt dν . (1.21)
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où Vg désigne la distribution de Wigner-Ville de la fenêtre d’analyse g. Étant donné que
la fenêtre g est localisée en temps autour de l’origine et que c’est un filtre passe-bas,
la distribution Vg sera concentrée autour de l’origine dans le plan temps-fréquence.
C’est pourquoi Vg va agir sur Vx comme une opération de lissage local, estimant ainsi
le spectre instantané par approximation de l’espérance par une moyenne locale. De
plus, contrairement au spectre instantané, le spectrogramme ne prend pas de valeurs
négatives. Son interprétation en terme de densité spectrale est donc plus aisée.
1.3.2.3 Analyse temps-échelle
La transformée en ondelettes est un outil d’analyse adapté aux signaux non sta-
tionnaires dont la construction est assez similaire à celle de la transformée de Fourier à
court terme.
Définition 1.15 (Transformée en ondelettes). Soit x ∈ L2(R) le signal à analyser. Soit
ψ ∈ L2(R) l’ondelette d’analyse. Soit q > 1. Alors, la transformée en ondelettesWx de
x est donnée par :
Wx(s, τ) = 〈x, TτDsψ〉 =
∫
R
x(t) q−
s
2ψ
(
t− τ
qs
)
dt, ∀ s > 0, τ ∈ R.
Le paramètre s est appelé échelle, tandis que τ est le paramètre de temps. On appelle
scalogramme le module carré de la transformée en ondelettes.
De la même manière que pour la fenêtre d’analyse, l’ondelette d’analyse ψ est une
fonction régulière qui décroît rapidement lorsqu’on s’éloigne de l’origine. Par ailleurs,
l’ondelette est une fonction oscillante (de moyenne nulle). Notons ν0 sa fréquence cen-
trale et ψsτ = TτDsψ. La fonction ψsτ est donc concentrée temporellement autour de
l’instant τ et fréquentiellement autour de la fréquence q−sν0. Faire varier les paramètres
s et τ permet donc d’analyser localement le signal autour de chaque point temps-échelle
souhaitée. Il est à noter que l’analyse des hautes fréquences du signal est obtenue en fai-
sant tendre le paramètre d’échelle s vers −∞, et inversement.
L’ondelette de Morlet (gaussienne modulée par une exponentielle complexe) ou
celle de Morse (voir [37]) constituent des choix standards pour l’ondelette d’analyse.
Dans ce document, l’ondelette d’analyse sera choisie comme étant analytique c’est-à-
dire appartenant à l’espace H2(R) tel que
H2(R) =
{
ψ ∈ L2(R) tel que supp(ψˆ) ⊂ R+
}
,
où supp(ψˆ) désigne le support de ψˆ. Il peut être montré que, pour des choix appropriés
de ψ, la transformée en ondelettes est inversible (voir [9, 38]). La formule d’inversion
est alors donnée par le théorème suivant.
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Théorème 1.5 (Transformée en ondelettes inverse). Soit x ∈ L2(R) un signal réel. Soit
ψ ∈ H2(R) une ondelette analytique admissible, c’est-à-dire vérifiant :
Cψ =
∫ ∞
0
|ψˆ(ξ)|2
ξ
dξ < ∞ .
Alors, le signal x s’exprime en fonction de sa transformée en ondelettesWx par
x(t) =
2 ln(q)
Cψ
Re
(∫∫
R2
Wx(s, τ)q− s2ψ
(
t− τ
qs
)
dτ
ds
qs
)
.
La définition de la transformée en ondelettes exige que le signal à analyser soit
dans l’espace L2(R). Toutefois, comme pour la transformée de Fourier à court terme,
la définition de la transformée en ondelettes est étendue aux distributions. Dans ce cas,
les contraintes sur la décroissance de l’ondelette d’analyse sont plus fortes. On prend
ψ dans l’espace de Schwartz. Alors, toute réalisation x d’un processus généralisé X
étant une distribution, la transformée en ondelettes de x est donnée par : Wx(s, τ) =
x(TτDsψ). Nous nous plaçons dans ce cadre plus général dans la suite. Par ailleurs,
la transformée en ondelettes d’un processus stochastique sera elle-même un processus
stochastique. Les transformées des signaux seront donc vues comme des réalisations
de ces processus.
Dans le cas de signaux stationnaires, le scalogramme permet d’obtenir une esti-
mation du spectre. En effet, dans ce cadre, les propriétés statistiques du scalogramme
|WX(s, τ)|2 sont indépendantes de τ. À la manière de l’estimateur de Welch, on peut
donc effectuer une moyenne temporelle du scalogramme. On obtient alors l’estimateur
du spectre-ondelettes S˜X défini par :
S˜X(q−sν0) =
1
K‖ψ‖22
K
∑
k=1
|WX(s, τk)|2 . (1.22)
Il s’agit également d’un estimateur du spectre biaisé du fait du filtrage par l’ondelette.
On peut montrer que :
E
{
S˜X(q−sν0)
} ∆
= SX,ψ(q−sν0) =
1
‖ψ‖22
∫ ∞
0
SX(ν)qs
∣∣ψˆ (qsν)∣∣2 dν , (1.23)
où ν0 est la fréquence centrale de l’ondelette. SX,ψ est une version filtrée passe-bande
de SX centrée autour de la fréquence ξ = q−sν0. De plus, la bande passante du filtre
est proportionnelle à la fréquence ν. Ainsi, à la différence de l’estimateur de Welch, le
biais de l’estimateur du spectre-ondelettes est d’autant plus grand que l’on se trouve
aux hautes fréquences.
Dans le cas de signaux non stationnaires, le scalogramme constitue un estimateur
du spectre instantané car, à l’image du spectrogramme, il s’agit d’une version locale-
ment lissée de la distribution de Wigner-Ville du signal. Il s’agit d’un cas particulier de
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l’équation (1.16) où le filtre de lissage est donné. En effet, on a [38] :
|Wx(s, τ)|2 =
∫∫
R2
Vψ
(
qsν ,
t− τ
qs
)
Vx(ν, t)dt dν . (1.24)
où Vψ désigne la distribution de Wigner-Ville de l’ondelette d’analyse ψ (cf. la défini-
tion 1.12). Contrairement au spectre instantané, le scalogramme ne prend pas de valeurs
négatives, son interprétation en terme de densité spectrale est donc plus aisée.
Remarque. Dans la suite de ce manuscrit, l’ensemble des évaluations numériques de
la transformée en ondelettes seront effectuées en fixant la constante d’échelle q telle
que q = 2. Celle-ci agit comme un sélecteur d’unité pour l’échelle s. Par exemple, en
terminologie musicale, q = 2 signifie que s est mesurée en octaves, alors que lorsque
q = 21/12, s est mesurée en demi-tons.
1.4 Des modèles de non-stationnarités
Il faut bien voir qu’il n’existe pas de modèle générique de non-stationnarité, et que
chaque modèle que l’on peut proposer n’est adapté qu’à certains types de signaux.
Dans la suite, différents modèles de non-stationnarités sont présentés. Deux approches
peuvent être distinguées. Dans la première, on modélise des signaux approximative-
ment stationnaires sur des intervalles de temps successifs, de longueurs bien choisies.
Dans la seconde approche, on définit des modèles de non-stationnarités plus globaux ;
les signaux modélisés sont obtenus en appliquant des déformations brisant la station-
narité à des processus stationnaires.
1.4.1 Des signaux localement stationnaires
Lorsque X est un processus stationnaire les valeurs de la fonction d’autocovariance
RX(t, τ) ne dépendent que du décalage temporel τ et l’on a RX(t, τ) = kX(τ). Les
premiers modèles de processus non stationnaires ont cherché à approcher localement
les fonctions d’autocovariance de ces processus par des fonctions d’autocovariance de
processus stationnaires. Ce sont des modèles non paramétriques.
Dans le but d’approcher la formule de Wiener-Khintchine (1.7) permettant d’expri-
mer l’autocovariance en fonction de la densité spectrale, Silverman [66] a proposé une
première définition des processus localement stationnaires. Il s’agit des processus dont
l’autocovariance instantanée peut se décomposer sous la forme
RX(τ, t) = R1(t)R2(τ) .
où R1 et un fonction positive et R2 est une fonction d’autocovariance. Le spectre instan-
tané de tels processus, défini au sens la formule (1.12), s’écrit donc
SX(ξ, t) = R1(t)Rˆ2(ξ) .
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Cette expression de l’autocovariance instantanée va permettre d’approcher correcte-
ment les processus non stationnaires dont la variance instantanée varie lentement par
rapport aux variations temporelles du processus-lui même. La fonction R1 modélise,
en quelque sorte, la variance instantané de X tandis que R2 modélise l’autocovariance
moyenne à horizon court (une fois la variance instantanée corrigée). Ce modèle est ana-
logue à celui des processus localement modulés en amplitude définis plus tard (voir
section 1.4.2.3).
Dans le même esprit, Priestley [61, 62] s’intéresse aux processus pour lesquels il
existe une mesure positive η et des fonctions {at}t∈R telles que l’autocovariance se dé-
compose sous la forme
RX(τ, t) =
∫
R
at+τ/2(ξ)at−τ/2(ξ)e2ipiξτdη(ξ) , (1.25)
où les fonctions at sont lentement changeantes en fonctions du temps. Cela revient à
dire que la transformée de Fourier
∫
R
at(ξ)e−2ipiνtdt est localisée autour de la fréquence
nulle avec un maximum de son module en ν = 0. Par analogie avec la formule de
Wiener-Khintchine, le spectre instantané SX(ξ, t) associé à ce processus non stationnaire
est donné par
SX(ξ, t)dξ = |at(ξ)|2dη(ξ) . (1.26)
L’inconvénient majeur de cette modélisation des processus non stationnaires est la non-
unicité de la représentation donnée par l’équation (1.25). En effet, la fonction d’auto-
covariance d’un processus non stationnaire peut être décomposée grâce à différentes
familles de fonction {at}t. Priestley propose de sélectionner la famille dont la variation
temporelle est la plus lente. Il quantifie les variations lentes en terme de concentration
de la transformée de Fourier autour de l’origine : c’est cette quantité qui est maximisée.
Avec la même idée de représenter localement la fonction d’autocovariance de pro-
cessus non stationnaires par celle de processus stationnaires, Mallat, Papanicolaou et
Zhang [39] ont construit une classe de signaux non stationnaires pour lesquels l’au-
tocovariance varie lentement par rapport au paramètre non stationnaire autour d’un
point donné. On a alors l’approximation suivante autour du point u : pour tout t ∈[
u− l(u)2 , u + l(u)2
]
, on a
RX(τ, t) ≈
{
CX(τ, u) , si |τ| < l(u)2 ,
0 si |τ| > d(u) ,
avec d(u) < l(u)2 . Ici, l(u) désigne la longueur de l’intervalle autour de u sur lequel
le processus est localement stationnaire, et d(u) désigne la longueur de décorrélation
à partir de laquelle l’autocovariance s’annule approximativement. À partir de ce mo-
dèle, les auteurs montrent qu’on peut approcher le spectre instantané par un opérateur
constant sur des rectangles temps-fréquence. Ainsi,
∀ (ξ, t) ∈
[
ν− 1
2d(u)
, ν+
1
2d(u)
]
×
[
u− l(u)
2
, u +
l(u)
2
]
,
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on a :
SX(ξ, t) = SX(ν, u).
Ces modèles, dont la définition s’appuie sur des formes particulières pour la fonc-
tion d’autocovariance, reposent sur une approximation locale des processus non sta-
tionnaires par des processus stationnaires. Ils permettent alors de définir un spectre
variant dans le temps. Dans la suite, nous allons définir d’autres modèles de non-
stationnarité qui reposent sur la déformation globale de processus stationnaires.
1.4.2 Des signaux localement déformés
Soit X un processus stationnaire de spectreSX donné. Dans cette partie, on suppose
que le signal non stationnaire observé y provient d’un processus Y issu de la déforma-
tion de X par un opérateur de déformation T brisant la stationnarité. Le modèle s’écrit
alors, de façon générale, sous la forme :
Y = T X . (1.27)
Dans la suite, nous allons considérer un certain nombres de types d’opérateurs de dé-
formation T . Chacun des opérateurs va produire un modèle de processus non station-
naire adapté à la modélisation de certains signaux réels. Les modèles que nous pré-
sentons sont semi-paramétriques étant donné que les opérateurs de déformation sont
paramétrés par une fonction de déformation.
1.4.2.1 Les processus localement dilatés
Les processus localement dilatés ont, à l’origine, été introduits et étudiés par Clerc
et Mallat [15]. Ils sont définis comme suit.
Définition 1.16 (Processus localement dilaté). Soit X un processus stationnaire au sens
large de densité spectrale SX. Soit γ ∈ C2(R) une fonction strictement croissante telle
que :
∃cγ, Cγ ∈ R∗+ : ∀t ∈ R, cγ 6 γ′(t) 6 Cγ . (1.28)
Alors, on appelle processus localement dilaté, le processus Y tel que :
Y(t) = DγX(t) =
√
γ′(t)X(γ(t)) , ∀t ∈ R. (1.29)
L’opération qui associe DγX à X est appelée déformation temporelle. Par suite, la fonc-
tion γ est alors appelée fonction de déformation temporelle (ou de changement d’hor-
loge). De plus, sa dérivée γ′ est appelée dilation instantanée.
La multiplication par
√
γ′(t) permet de rendre l’opération de déformation tempo-
relle unitaire sur L2(R), c’est-à-dire que les énergies (les normes L2(R)) de x et de Dγx
26
1.4. Des modèles de non-stationnarités
0 0.5 1
Time (s)
-1
-0.5
0
0.5
1
0 0.5 1
Time (s)
-1
-0.5
0
0.5
1
FIGURE 1.3 – Illustration de l’opération de déformation temporelle sur une sinusoïde.
sont égales pour tout x ∈ L2(R). La déformation temporelle a pour effet d’accélérer
ou de ralentir les variations du signal. On illustre ce résultat sur la figure 1.3. Pour cela
on applique l’opération de déformation temporelle (non normalisée par
√
γ′(t)) à une
sinusoïde. Ainsi, lorsque γ′(t) > 1, les oscillations de la sinusoïde sont rapprochées :
sa fréquence augmente, alors que, lorsque γ′(t) < 1, elles sont éloignées : sa fréquence
diminue.
Les processus localement dilatés sont particulièrement pertinents pour la modélisa-
tion de nombreux signaux physiques. Par exemple, la déformation d’un signal station-
naire émis par un objet en mouvement (comme un signal audio ou électromagnétique)
et perçu par un observateur fixe correspond à une dilation locale. Il s’agit de l’effet Dop-
pler : la fonction γ′ associée dépend de la position et de la vitesse du mobile par rapport
à l’observateur.
L’autocovariance instantanée de tels processus s’écrit
RY(τ, t) =
√
γ′(t + τ/2)γ′(t− τ/2)E
{
X(γ(t + τ/2))X(γ(t− τ/2))
}
=
√
γ′(t + τ/2)γ′(t− τ/2) kX ((γ(t + τ/2))− γ(t− τ/2)) .
Connaître le spectre instantané d’un tel processus non stationnaire revient donc à avoir
la connaissance à la fois du spectre SX du processus stationnaire sous-jacent et de la
fonction de déformation temporelle γ. Dans le chapitre 2, en approchant le spectre ins-
tantané au moyen de la transformée en ondelettes (et du scalogramme), nous verrons
que l’on on peut approcher cette covariance instantanée grâce à l’hypothèse de varia-
tions lentes de la fonction de dilatation instantanée. La covariance est alors donnée par :
RY(τ, t) ≈ γ′(t) kX
(
γ′(t)τ
)
.
Le spectre instantané associé à cette approximation est alors donné par
SY(ξ, t) ≈ SX
(
ξ
γ′(t)
)
.
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Remarque. Notons que lorsque la fonction de dilatation instantanée γ′ est constante, le
processus Y reste stationnaire. En effet, cette dernière condition est équivalente avec le
fait d’avoir une fonction de déformation temporelle affine : γ(t) = mt + p. On a alors
RY(τ, t) = m kX(mτ) , ∀ τ, t ∈ R .
Comme la fonction d’autocovariance RY(τ, t) ne dépend que du paramètre τ, le pro-
cessus Y est stationnaire.
1.4.2.2 Les processus localement modulés en fréquence
La modulation de fréquence est une opération classique dans les traitement des
signaux en télécommunication.
Définition 1.17 (Processus localement modulé en fréquence). Soit X un processus sta-
tionnaire au sens large de densité spectraleSX. Soit φ ∈ C2(R) telle que :
∃cφ, Cφ ∈ R∗+ : ∀t ∈ R, cφ 6 φ′(t) 6 Cφ . (1.30)
Alors, on appelle processus localement modulé en fréquence, le processus Y tel que :
Y(t) =MφX(t) = e2ipiφ(t)X(t) , ∀t ∈ R. (1.31)
L’opération qui associe MφX à X est appelée modulation de fréquence instantanée.
La fonction φ est alors appelée phase instantanée. Sa dérivée φ′ est appelée fréquence
instantanée de la modulante.
La modulation de fréquence est unitaire sur L2(R). Dans le cas où le processus sta-
tionnaire X est réel, on conserve un processus localement déformé réel en prenant la
partie réelle du résultat obtenu via l’équation (1.31). On a donc :
Y(t) = Re
(
e2ipiφ(t)X(t)
)
= cos (2piφ(t))X(t) . (1.32)
L’opération ainsi obtenue n’est plus unitaire sur L2(R).
L’effet visuel de la modulation de fréquence sur les chronogrammes des signaux
est sensiblement similaire à celui de la déformation temporelle. En particulier, une si-
nusoïde (comme sur la figure 1.3) sera déformée de la même façon (à la normalisation
près). La mise en évidence visuelle de la différence entre ces deux types de déforma-
tions sera présentée dans le chapitre 2 avec les outils d’analyse associés. Ce modèle
s’applique davantage aux signaux artificiellement modulés en fréquence pour la trans-
mission d’information (par exemple : le son modulé en fréquence dans les ondes radio).
L’autocovariance instantanée de tels processus s’écrit
RY(τ, t) = e2ipi(φ(t+τ/2)−φ(t−τ/2))kX(τ) .
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Connaître le spectre instantané d’un tel processus non stationnaire revient donc à avoir
la connaissance à la fois du spectre SX du processus stationnaire sous-jacent et de la
fonction de phase instantanée φ (ou sa dérivée). En approchant le spectre instantané
grâce à la transformée de Fourier à court terme (et au spectrogramme), on peut mon-
trer [51] que, sous l’hypothèse de variations lentes de la fonction de dilatation instanta-
née par rapport à la fenêtre d’analyse, on peut approcher cette covariance instantanée
par :
RY(τ, t) ≈ e2ipiφ′(t)τ kX (τ) .
Le spectre instantané associé à cette approximation est alors donné par
SY(ξ, t) ≈ SX(ξ − φ′(t)) .
Remarque. On peut noter que si la fréquence instantanée φ′ est constante, le processus Y
reste stationnaire. En effet, cette dernière condition est équivalente avec une fonction de
déformation temporelle affine : φ(t) = mt + p. L’autocovariance instantanée s’exprime
alors
RY(τ, t) = e2ipimτ kX(τ) , ∀ t, τ ∈ R .
Comme la fonction d’autocovariance RY(τ, t) ne dépend que du paramètre τ, le pro-
cessus Y est stationnaire.
1.4.2.3 Les processus localement modulés en amplitude
Comme on l’a vu précédemment, la modulation en amplitude est une opération très
classique qui brise la stationnarité. Dans [61], ces processus sont appelés « processus
uniformément modulés ».
Définition 1.18 (Processus localement modulé en amplitude). Soit X un processus sta-
tionnaire au sens large de densité spectraleSX. Soit α ∈ C1(R) telle que :
∃cα, Cα ∈ R∗+ : ∀t ∈ R, cα 6 α(t) 6 Cα . (1.33)
Alors, on appelle processus localement modulé en amplitude, le processus Y tel que :
Y(t) = AαX(t) = α(t)X(t) , ∀t ∈ R. (1.34)
La fonction α est alors appelée amplitude instantanée de la modulante.
Contrairement aux modèles d’opérateurs de déformation précédents, la modulation
d’amplitude n’est pas unitaire sur L2(R). La figure 1.1 illustre cette déformation appli-
quée à un bruit blanc gaussien. Ce modèle peut décrire correctement de nombreuses
situations physiques. Par exemple, en audio, le cas d’un son stationnaire dont l’inten-
sité varie lentement.
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L’autocovariance instantanée de tels processus s’écrit
RY(τ, t) = α(t + τ/2) α(t− τ/2) kX(τ) .
Connaître le spectre instantané d’un tel processus non stationnaire revient donc à avoir
la connaissance à la fois du spectre SX du processus stationnaire sous-jacent et de la
fonction d’amplitude instantanée α. En approchant le spectre instantané grâce aux mé-
thodes d’analyse locales (scalogramme ou spectrogramme), on peut montrer (voir cha-
pitre 2) que, sous l’hypothèse de variations lentes de la fonction de modulation d’am-
plitude instantanée par rapport à la fenêtre (ou l’ondelette) d’analyse, on approche cette
covariance instantanée par :
RY(τ, t) ≈ α(t)2 kX (τ) .
Le spectre instantané associé à cette approximation s’écrit
SY(ξ, t) ≈ α(t)2SX(ξ) .
En comparant cette dernière expression à l’équation (1.26), on remarque que les proces-
sus localement modulés en amplitude représentent un cas particulier du modèle (1.25)
proposé par Priestley où at(ξ) = α(t) pour tout ξ.
Remarque. On peut noter que si l’amplitude instantanée est constante α(t) = A, le pro-
cessus Y reste stationnaire.
1.4.2.4 D’autres modèles de processus localement déformés
Wisdom et al. [81, 80] considèrent un modèle intermédiaire entre les processus lo-
calement modulés en amplitude et ceux localement modulés en fréquence. En effet, ils
considèrent le cas où des processus non stationnaires Y s’écrivant
Y(t) = m(t)X(t) avec m(t) =
K
∑
k=1
αke2ipikφ0(t) , ∀t ∈ R,
où X est un processus complexe stationnaire au sens large, ak ∈ C et φ′0(t) est une fonc-
tion variant lentement. On peut donc voir le signal non stationnaire ainsi obtenu comme
un signal localement modulé en amplitude dont la fonction modulante est périodique
(une somme de sinusoïdes de fréquences lentement variables). On peut également le
voir comme un signal localement modulé en fréquence par une fonction harmonique
de fréquence lentement variable, c’est-à-dire une somme de K sinusoïdes de fréquences
kφ′0, k ∈ {1, . . . , K}.
Cet exemple nous montre que les différentes définitions de non-stationnarités pro-
posées ci-dessus ne sont pas exclusives. Un signal non stationnaire pourra donc être
modélisé à la fois comme réalisation de l’un ou l’autre des processus non stationnaires
présentés ci-dessus. L’approximation du spectre instantané associée à ce modèle de
non-stationnarité sera donc dépendante du modèle retenu. Dans le cas précédent, les
deux approximations suivantes pourraient être valables :
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— si on privilégie la modulation d’amplitude
SY(ξ, t) ≈ |m(t)|2SX(ξ) ;
— si on privilégie la modulation de fréquence
SY(ξ, t) ≈
K
∑
k=1
αkSX(ξ − kφ0(t)) .
Lors du choix du modèle mathématique, la pertinence physique (acoustique, méca-
nique, etc.) du modèle retenu doit donc être questionnée.
1.4.3 Des signaux localement harmoniques
Ce modèle a été proposé pour la première fois par McAulay et Quatieri [42] pour
décrire des signaux de paroles. Il diffère des précédents modèles car, contrairement à
ceux-ci, la construction des signaux non stationnaires localement harmoniques s’ap-
puie sur des processus stationnaires possédant des spectres particuliers : les spectres
de raies.
Le signal stationnaire sous-jacent à ce modèle est un signal périodique, somme de
sinusoïdes. Il s’écrit donc
x(t) =
K
∑
k=1
ak cos(2piνkt) .
avec Ak > 0, νk > 0, ∀ ∈ {1, . . . , K}. Les modèles décrits dans cette branche sont déter-
ministes, la stationnarité n’a donc pas de définition précise dans ce cadre. Cependant,
on peut voir le signal x donné par l’équation précédente comme étant une réalisation
d’un processus stochastique stationnaire X tel que
X(t) =
K
∑
k=1
ak cos(2piνkt + ϕk) , (1.35)
où les ϕk sont K variables aléatoires indépendantes et uniformes sur [0, 2pi]. La densité
spectrale associée à ce processus est alors donnée, au sens des distributions, par :
SX(ξ) =
1
4
K
∑
k=1
a2k (δ(ξ − νk) + δ(ξ + νk)) .
Le modèle de non-stationnarité associé consiste à moduler chacune des sinusoïdes en
amplitude et en fréquence (voir [3]). Le processus non stationnaire résultant Y s’écrit
donc
Y(t) =
K
∑
k=1
Ak(t) cos(2piφk(t) + ϕk) , (1.36)
avec φ′k(t) > 0 et Ak(t) > 0, ∀ t ∈ R. On voit donc les signaux localement harmoniques
comme une somme de sinusoïdes de fréquences et d’amplitudes variant dans le temps.
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Cependant, cette définition n’est pas assez restrictive. En effet, à un signal donné, on
pourra associer différentes combinaisons de fonction Ak et φk. Afin de garantir l’unicité
du modèle, on fixe certaines contraintes sur les variations de l’amplitude et de la fré-
quence. Dans un cadre déterministe, différents types de contraintes peuvent être choisi.
On s’appuie ici sur la définition donnée par Daubechies et al. [18] où ces signaux sont
dénommés « Superposition of Well-Separated Intrinsic Mode Components ». Ici, les signaux
localement harmoniques sont définis comme suit.
Définition 1.19 (Signaux localement harmoniques). Soit K > 1 un entier. Un signal
localement harmonique est un signal s’écrivant sous la forme :
y(t) =
K
∑
k=1
Ak(t) cos(2piφk(t)) , (1.37)
où les amplitudes instantanées Ak ∈ C1(R) et les fréquences instantanées φ′k ∈ C1(R)
satisfont les hypothèses suivantes :
1. Il existe des constantes c1 et c2 satisfaisant 0 < c1 < c2 < ∞ telles que pour tout
t ∈ R :
c1 6 Ak(t) 6 c2 , (1.38)
c1 6 φ′k(t) 6 c2 . (1.39)
2. Il existe une constante e 1 satisfaisant 0 6 e < c2 telle que pour tout t ∈ R :
|A′k(t)| 6 eφ′k(t) , (1.40)
|φ′′k (t)| 6 eφ′k(t) . (1.41)
3. Il existe une constante d > 0 telle que pour tout t ∈ R :
∀k ∈ {1, . . . , K− 1}, φ′k+1(t)− φ′k(t) > d . (1.42)
La condition de séparation (1.42) empêche les croisements entre les différentes fré-
quences instantanées φ′k. Combinée avec les conditions de régularité, elle permet d’ap-
procher l’unicité de ce modèle. Autrement dit, si un signal localement harmonique y
peut être décrit par deux combinaisons de K composantes sinusoïdales soit :
y(t) =
K
∑
k=1
Ak cos(2piφk(t)) =
K
∑
k=1
Ak cos(2piϕk(t)) ,
alors les différences |Ak(t) − ak(t)| et |φ′k(t) − ϕ′k(t)| tendent vers zéro lorsque e tend
vers zéro (cette condition est vraie pour d suffisamment grand, voir [18]).
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On peut faire le lien entre ce modèle et les modèles de signaux localement dilatés
et modulés en amplitude. En fait, chaque composante du processus stationnaire X dé-
fini en (1.35) est localement dilatée par la fonction γk et modulée en amplitude par la
fonction αk telles que
γk(t) =
φk(t)
νk
,
αk(t) =
Ak(t)
ak
.
Le spectre instantané correspondant serait alors approché de la manière suivante :
SX(ξ, t) ≈ 14
K
∑
k=1
Ak(t)2
(
δ(ξ − φ′k(t)) + δ(ξ + φ′k(t))
)
. (1.43)
Connaître entièrement le spectre de tels processus nécessite donc la connaissance de
l’ensemble des fonctions de modulation en amplitude Ak et en fréquence φ′k. Nous dé-
velopperons, dans le chapitre 5, une méthode permettant d’estimer le spectre instantané
de tels processus.
1.5 Guide de lecture
Dans ce chapitre, nous avons passé en revue un certain nombre de notions utiles
pour l’étude des signaux non stationnaires que nous proposons dans les chapitres sui-
vants. Nous avons vu que la densité spectrale des signaux stationnaires est un outil bien
défini, et son estimation est bien maîtrisée grâce à des procédures standards comme la
méthode de Welch. En revanche, l’analyse spectrale n’est pas directe dans le cas des
signaux non stationnaires car, en règle générale, il n’existe pas de quantité qualifiable
de densité de spectrale de puissance instantanée, c’est-à-dire possédant toutes les proprié-
tés désirées d’une densité spectrale : positivité, covariance par décalage en temps et en
fréquence, localisation temps-fréquence, entre autres. C’est pourquoi plusieurs auteurs
ont proposé des modèles de signaux localement stationnaires. En effet, ces modèles per-
mettent de construire des classes de signaux non stationnaires pour lesquels le spectre
instantané possède approximativement les qualités souhaitées.
Dans ce manuscrit, nous nous focaliserons sur d’autres classes de signaux non sta-
tionnaires dont l’interprétation physique est plus aisée que la classe précédente, tout
en conservant la possibilité de le associer de manière naturelle une densité spectrale
instantanée. Il s’agit d’abord des signaux localement déformés dont nous avons vu plu-
sieurs sous-classes (signaux localement dilatés, modulés en amplitude ou en fréquence,
etc.). Ces signaux seront étudiés dans les chapitres 2, 3 et 4. Nous développerons une
méthode d’analyse spectrale appropriée aux signaux localement dilatés et modulés en
amplitude (chapitre 2), que nous étendrons au cas multi-capteurs lorsque la modulation
d’amplitude est matricielle (chapitre 3). Dans le chapitre 4, nous présenterons une mé-
thode de « synthèse » spectrale adaptée aux signaux localement dilatés. L’autre classe
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de signaux non stationnaires que l’on étudiera est celle des signaux localement harmo-
niques. Dans le chapitre 5, nous développerons un outil de synthèse spectrale construit
pour être ajusté à cette classe de signaux.
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Chapitre2
ANALYSE DE SIGNAUX LOCALEMENT DÉFORMÉS
2.1 Introduction
Dans ce chapitre, nous nous concentrons l’analyse des signaux localement défor-
més. Nous présentons des méthodes d’estimations de spectres instantanés à partir de
réalisations de processus non stationnaires. Prenons, par exemple, le son produit par
le vent lorsqu’il souffle à travers une ouverture (comme une porte entrouverte). Le son
que nous analyserons est un signal audio de 12 secondes (l’enregistrement audio com-
plet est disponible sur Freesound 1). Nous avons représenté sur la figure 2.1 la transfor-
mée en ondelettes d’un tel enregistrement. Nous verrons que le modèle de processus
localement dilatés (et modulés en amplitude) est particulièrement adapté à la descrip-
tion de ce signal non stationnaire. Nous montrerons, dans ce chapitre, qu’on peut ap-
procher le comportement de cette transformée en ondelettes afin d’en extraire les gran-
deurs caractérisant le spectre instantané associé. Ce modèle se trouve être adapté à la
description de nombreux autres types de signaux audios (voir la section 2.5).
Dans ce qui suit, après avoir décrit le modèle de processus localement déformés que
nous souhaitons analyser, nous donnons un théorème d’approximation permettant de
caractériser le comportement des coefficients d’ondelettes de tels processus. Ensuite,
nous présentons la procédure d’estimation et l’algorithme mis en œuvre permettant
l’estimation des quantités qui déterminent le spectre instantané de ces processus : les
fonctions de déformations et les spectres des processus stationnaires sous-jacents. Des
résultats permettant de quantifier les performances de l’algorithme sont également pré-
sentés. L’algorithme est ensuite appliqué à un signal synthétique afin de comparer les
résultats au performances attendues. Enfin, nous analysons des signaux audios réels au
moyen de notre algorithme. L’idée est alors d’approcher les sources non stationnaires
par des signaux stationnaires par morceaux. Notons que dans ce chapitre, nous repre-
nons et développons les résultats que nous avons présentés dans [45] et [46].
1. https://freesound.org/people/Bosk1/sounds/144083/
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FIGURE 2.1 – Scalogramme du son produit par du vent.
2.2 Modèle et objectif
Le modèle de non-stationnarité pris en compte ici sera la combinaison d’une modu-
lation d’amplitude et d’une déformation temporelle. C’est le type de non-stationnarité
qui a été étudié dans [46]. Par ailleurs, dans [45], on a considéré le cas de la combinai-
son de la modulation de fréquence avec la déformation temporelle. Auparavant, Clerc
et Mallat [14, 15] avaient proposé une méthode d’estimation spectrale pour les proces-
sus localement dilatés. Omer et Torrésani [52, 51, 53] ont également étudié indépen-
damment l’analyse des processus localement dilatés, et celle des processus localement
modulés en fréquence.
Soit y le signal non stationnaire que nous cherchons à analyser. On le modélise
comme une réalisation du processus Y tel que
Y(t) = AαDγX(t) , ∀ t ∈ R , (2.1)
où X est un processus stochastique réel, stationnaire au sens large de spectre SX et de
moyenne nulle. Les opérations de déformation temporelle Dγ et de modulation d’am-
plitudeAα étant définies au chapitre précédent (cf. les définitions 1.16 et 1.18), les fonc-
tions de dilatation instantanée γ′ et d’amplitude instantanée α vérifient les conditions
de régularité associées (respectivement données par les équations (1.28) et (1.33)). Nous
verrons dans la partie 2.5 que ce modèle est adapté pour représenter divers types de si-
gnaux audios comme certaines vocalisations animales (par exemple des dauphins) ou
les sons déformés par effet Doppler.
L’objectif de l’algorithme d’estimation que nous allons présenter sera donc d’esti-
mer simultanément les fonctions de déformations γ et α, ainsi que le spectre SX du
processus stationnaire sous-jacent. Pour ce faire, nous disposons d’une réalisation y du
processus non stationnaire Y.
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2.3 Approximation de la transformée en ondelettes
La transformée en ondelettes est un outil particulièrement adapté à l’analyse des
processus localement dilatés car l’effet de la déformation temporelle est directement
perceptible dans le plan temps-échelle comme un déplacement des coefficients d’onde-
lettes.
2.3.1 Première approche : une équation de transport
Clerc et Mallat [13, 15] ont mis en évidence le déplacement des coefficients d’on-
delettes en établissant une équation de transport (approximativement) vérifiée par les
coefficients du scalogramme des processus localement dilatés. Ils s’intéressent aux pro-
cessus localement déformés de la forme :
Y(t) = X(γ(t)) ,
avec γ ∈ C3(R), γ′ > 0 et X un processus stationnaire. Il s’agit des processus locale-
ment dilatés, mais, à la différence du modèle donné par la définition 1.16, l’opération
de déformation temporelle n’est pas rendue unitaire sur L2(R).
Alors, on établit une équation aux dérivées partielles vérifiée par le scalogramme
moyen AY défini par :
AY(s, τ) = E
{|WY(s, τ)|2} ,
En faisant une hypothèse sur la régularité de la fonction d’autocovariance de X, et sur
la concentration de l’ondelette d’analyse (voir le théorème 3.1 dans [15] pour plus de
détails sur les hypothèses), il est établi que pour tout τ ∈ R tel que γ′′(τ) 6= 0, on a,
lorsque s→ −∞ :
∂τAy(s, τ)−
(
lnγ′
)′
(τ) ∂s Ay(s, τ) = O(qs)∂τAy(s, τ) . (2.2)
En négligeant le second membre aux petites échelles, l’équation vérifiée par le scalo-
gramme du signal dilaté est une équation de transport. Cela signifie que la déforma-
tion temporelle d’un processus stationnaire induit un déplacement des coefficients du
scalogramme dans le plan temps-échelle.
Lorsque l’équation de transport est valide, on peut obtenir un estimateur de la fonc-
tion de déformation temporelle. En effet, si l’on dispose de N réalisations y1(t), y2(t),
. . . , yN(t) du signal aléatoire, on peut estimer le scalogramme moyen AY grâce à la
moyenne empirique :
A˜y(s, τ) =
1
N
N
∑
n=1
|Wyn(s, τ)|2 .
Alors, lorsque l’équation de transport (2.2) est valide, un estimateur naturel du rapport
γ′′(τ)
γ′(τ)
= (lnγ′)′ (τ) est donné, pour une échelle fixé s0, par :
γ˜′′(τ)
γ′(τ)
=
∂τ A˜y(s0, τ)
∂s A˜y(s0, τ)
.
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En pratique, pour obtenir un bon estimateur de la dilatation, on doit considérer N
grand : de l’ordre de N = 1000. Or, nous nous intéressons ici au problème où l’on
ne dispose que d’une réalisation du processus Y. On ne peut donc pas calculer l’esti-
mateur empirique du scalogramme moyen. Les estimées des différentes dérivées du
scalogramme sont alors obtenues par lissage par un noyau de convolution d’une réali-
sation du processus aléatoire |WY|2. Cette méthode a pour effet d’augmenter le biais de
l’estimateur. Cette méthode d’estimation de la dilatation instantanée est donc limitée
par certaines contraintes énumérées ci-dessous.
— L’estimation est valide lorsque s → −∞. Or, le théorème d’échantillonnage li-
mite l’analyse à des échelles suffisamment grandes. De plus, lorsque s → −∞
on analyse les hautes fréquences contenues dans le signal. En pratique, ces fré-
quences sont souvent fortement corrompues par le bruit. On ne travaille donc
pas aux petites échelles.
— De plus, le lissage d’une réalisation de |WY|2 a pour effet de biaiser l’estimateur.
En effet, le lissage par un noyau de convolution agit sur le scalogramme comme
un moyennage local par rapport au temps et à l’échelle. Or, le processus |WY|2
n’est pas stationnaire. On ne peut donc pas identifier ces moyennes statistiques
avec ces moyennes temporelles (et d’échelles). Un noyau de convolution trop
large aura alors pour effet d’augmenter le biais de l’estimateur tout en dimi-
nuant sa variance. Cette méthode oblige donc à faire un compromis entre biais
et variance de l’estimateur. Il est cependant montré (théorème 4.1 dans [15]) que
l’estimateur est consistant. Ainsi, si T est la longueur du signal y alors :
lim
T→∞
P

∣∣∣∣∣∣ γ˜
′′(τ)
γ′(τ)
− γ
′′(τ)
γ′(τ)
∣∣∣∣∣∣ 6 2(ln T)T−1/5
 = 1 .
Pour les raisons énoncées ci-dessus, cette approche n’est pas adaptée au problème
que l’on se pose. Par ailleurs, cette méthode d’estimation exploite peu la stationnarité
du processus X sous-jacent. En effet, elle ne cherche pas à déterminer les caractéris-
tiques du processus stationnaire comme son spectre. Nous allons alors présenter une
deuxième approche permettant de décrire le déplacement des coefficients d’ondelettes
en s’appuyant sur la stationnarité de X.
2.3.2 Deuxième approche : un théorème d’approximation
Une deuxième approche, proposée par Omer et Torrésani, consiste a approcher di-
rectement le comportement de la transformée en ondelettes en approchant localement
les opérations de déformations. Dans [51], des théorèmes d’approximations dans les
cas des processus localement dilatés ou localement modulés en fréquence. Nous don-
nons ici un théorème d’approximation des processus suivants le modèle (2.1). Celui-
ci montre que l’effet de la déformation temporelle des signaux se caractérise par une
translation des coefficients d’ondelettes dans le plan temps-échelle. Les ingrédients clés
justifiant l’intérêt du théorème d’approximation sont la régularité des fonctions α et γ,
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et leurs variations lentes. Cela nous permet d’effectuer une analyse locale à l’aide de
fonctions d’analyse régulières et localisées, grâce auxquelles Aα et Dγ peuvent être ap-
prochés par leurs opérateurs tangents A˜τα et D˜τγ (voir [15, 52, 53, 51]). Étant donnée une
fonction g localisée autour de t = τ (c’est-à-dire décroissant rapidement en fonction de
|t− τ|), Un développement de Taylor en t = τ conduit à
Aαg(t) ≈ A˜ταg(t) , avec A˜τα ∆= Aα(τ) , (2.3)
Dγg(t) ≈ D˜τγg(t) , avec D˜τγ ∆= TτD− logq(γ′(τ))T−γ(τ) . (2.4)
Par conséquent, on approche la transformée en ondelettes de Y par
WY(s, τ) ≈ W˜Y(s, τ) ∆=
〈
A˜ταD˜τγX, TτDsψ
〉
.
La transformée en ondelettes approchée W˜Y s’exprime donc en fonction de celle du
processus stationnaire X par
W˜Y(s, τ) = α(τ)WX
(
s + logq(γ
′(τ)),γ(τ)
)
. (2.5)
Nous avons utilisé ici les règles de commutations des opérateurs élémentaires données
dans la proposition 1.1. Le théorème 2.1 donne les conditions de validité de l’équation
d’approximation (2.5).
Théorème 2.1 (Approximation). Soit X un processus stochastique réel stationnaire au sens
large de spectre SX et de moyenne nulle. Soit Y le processus non stationnaire défini par
l’équation (2.1). Soit ψ une ondelette analytique, localisée autour de l’origine de sorte que
|ψ(t)| 6 1/(1 + |t|β) avec β > 2. Soit WY la transformée en ondelettes de Y, W˜Y son ap-
proximation donnée par l’équation (2.5). Soit ε =WY − W˜Y l’erreur d’approximation associée.
On suppose que ψ etSX sont tels que
I(ρ)X
∆
=
√∫ ∞
0
ξ2ρSX(ξ)dξ < ∞ , avec ρ =
β− 1
β+ 2
.
Alors, l’erreur d’approximation ε est un champ aléatoire complexe, à deux dimensions, de
moyenne nulle et dont la variance vérifie
E
{|ε(s, τ)|2} 6 C2αq3s (K1‖γ′′‖∞ + K2qµs‖γ′′‖ρ∞ + K3 ∥∥α′∥∥∞)2
où
K1 =
βσX
2(β− 2)√cγ , K2 = I
(ρ)
X
(pi
2
)ρ 4√2Cγ
3ρ
,
K3 =
√
CγβσX
(β− 2)ca , µ =
β− 4
β+ 2
,
σ2X désignant la variance de X.
39
Chapitre 2. Analyse de signaux localement déformés
La démonstration du théorème 2.1 est donnée en annexe A.1.1. Elle s’appuie princi-
palement sur des développements de Taylor des fonctions de déformations autour de
l’instant τ.
Intéressons-nous aux conditions de validité de la formule d’approximation. Pour
que celle-ci soit valable, il faut que la variance de l’erreur d’approximation soit faible.
Plusieurs conditions sont alors nécessaires.
— Dans le plan temps-échelle, la borne supérieure de la variance est indépendante
du temps τ mais elle dépend de l’échelle s. Le terme q3s nous indique que l’er-
reur reste faible pour les petites échelles mais qu’elle n’est plus contrôlée lorsque
l’échelle est grande, c’est-à-dire aux basses fréquences. Par la suite, nous limi-
terons donc nos analyses en ondelettes à des valeurs d’échelles suffisamment
petites pour que (2.5) reste valable.
— L’ondelette d’analyse doit être suffisamment concentrée autour de l’origine pour
que les constantes K1 et K3 restent faibles. Pour borner K1 et K3, la décroissance
de l’ondelette à l’infini doit être suffisamment forte. En effet, quand β → 2,
K1 → ∞ et K3 → ∞.
— La constante µ doit rester positive pour éviter que le terme qµs soit trop grand
aux petites échelles. Par construction, cette constante vérifie −1/2 < µ < 1. La
condition µ > 0 revient alors à prendre β > 4.
— Pour que la constante K2 reste faible, on doit s’assurer que l’intégrale I
(ρ)
X reste
bornée. On doit donc avoir une décroissance suffisamment rapide du spectre
SX aux hautes fréquences. Or, comme β > 2, on a 1/4 < ρ < 1. Dans le cas le
plus défavorable, pour que l’intégrale converge, on doit au moins avoirSX(ξ) =
o
(
ξ−3
)
lorsque ξ → ∞.
— Les termes en ‖γ′‖∞ et ‖γ′‖ρ∞ nous imposent d’avoir une fonction de dilatation
instantanée γ′ dont les variations sont contrôlées. Dans le cas contraire, ‖γ′‖∞
peut être grand et la variance de l’erreur n’est plus bornée raisonnablement.
De la même manière, le troisième terme en ‖α′‖∞ impose que la modulation
d’amplitude instantanée α varie suffisamment lentement.
Illustrons le théorème en simulant un signal jouet dont nous allons évaluer la trans-
formée en ondelettes. Pour cela, on synthétise un signal x issu d’un processus station-
naire X de spectreSX constitué de trois lobes (des fenêtres de Hann) non chevauchants.
Le signal non stationnaire y est obtenu en appliquant une fonction de dilatation ins-
tantanée γ′ sinusoïdale à x. Le spectre SX, ainsi que les scalogrammes de x et y sont
représentés figure 2.2. Alors que la transformée en ondelettesWx du signal stationnaire
est composée de trois bandes horizontales correspondant aux trois lobes du spectre de
X, la transformée en ondelettesWy du signal non stationnaire y est composée de trois
bandes dont l’allure décrit la courbe de logq(γ
′). Pour obtenirWy, les coefficients d’on-
delettes deWx semblent donc avoir été translatés verticalement (c’est-à-dire le long de
l’axe des échelles). En réalité, le déplacement des coefficients d’ondelettes est plus com-
plexe qu’une simple translation verticale. Effectivement, la formule (2.5) nous montre
que l’effet de la déformation temporelle est également visible le long de l’axe temporel
du fait de la composition par γ. Ce déplacement horizontal n’est pas visible directement
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FIGURE 2.2 – Illustration du théorème d’approximation. À gauche : spectre SX. Au
milieu : scalogramme du signal stationnaire x. À droite : scalogramme du signal non
stationnaire y.
sur les scalogrammes en raison de la stationnarité de X qui entraîne une invariance par
translation horizontale des propriétés statistiques de sa transformée en ondelettes.
La procédure d’estimation jointe repose sur cette formule d’approximation. Dans la
suite, nous supposerons donc que cette approximation est suffisamment précise pour
pouvoir être exploitée.
2.4 Estimation et algorithme
2.4.1 Procédure d’estimation
Nous disposons dorénavant de la transformée en ondelettesWY du signal observé y
et on suppose qu’elle vérifieWY = W˜Y. L’objectif est alors d’estimer conjointement les
fonctions de déformations γ et α, et le spectreSX du processus stationnaire sous-jacent.
En vue de mettre en œuvre des méthodes d’estimation statistique, nous avons besoin
de connaître la loi de probabilité de la transformée en ondelettes des observations.
Proposition 2.1 (Loi de la transformée en ondelettes). Soit X un processus stochastique
réel, stationnaire au sens large, de moyenne nulle et de spectreSX. Soit ψ une ondelette analy-
tique. Soit W˜Y la transformée en ondelettes approchée définie par l’équation (2.5). Alors, cette
dernière est un champ aléatoire à deux dimensions, de moyenne nulle et de covariance :
E
{
W˜Y(s, τ)W˜Y(s′, τ′)
}
= CY(s, s′, τ, τ′)
= α(τ)α(τ′)q
s+s′
2
√
γ′(τ)γ′(τ′)
×
∫ ∞
0
SX(ξ)ψˆ(qsγ(τ)ξ)ψˆ(qs
′
γ(τ′)ξ)e2ipi(γ(τ)−γ(τ
′))dξ . (2.6)
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D’autre part, si X est un processus stochastique gaussien réel, alors W˜Y est un champ aléatoire
gaussien complexe circulaire.
La démonstration de cette proposition est donnée en annexe A.1.2.
Dorénavant, nous faisons l’hypothèse supplémentaire que X est un processus sto-
chastique gaussien réel. Par conséquent, la proposition ci-dessus nous montre que la
densité de probabilité de W˜Y est caractérisée uniquement par sa fonction de covariance
donnée par (2.6). Toutefois, cette expression montre qu’en plus des fonctions de dé-
formation, la covariance dépend également du spectreSX du signal stationnaire sous-
jacent X, qui est lui aussi inconnu. C’est pourquoi une évaluation par une méthode
d’estimation statistique (comme le maximum de vraisemblance) des fonctions α et γ
nécessite d’avoir une estimation préalable de SX. Cette contrainte nous conduit natu-
rellement à opter pour un algorithme alterné comme stratégie d’estimation. Dans [45],
une estimée de SX est obtenue à chaque itération en appliquant la méthode de Welch
au signal « stationnarisé »A−1α˜ D−1γ˜ Y, α˜ et γ˜ étant les estimées courantes des fonctions α
et γ. Nous mettrons en œuvre ici une estimée plus simple, dans la mesure où elle s’ob-
tient directement à partir de la transformée en ondelettes des observations. Les deux
étapes de l’estimation alternée sont détaillées dans ce qui suit.
La stratégie de maximisation alternée de la vraisemblance se rapproche de la struc-
ture de l’algorithme Espérance-Maximisation (EM, introduit dans [24]) où le spectre de
puissance serait le paramètre caché. Cependant, s’il serait souhaitable de se placer di-
rectement notre problème dans le cadre de l’algorithme EM (dont la convergence est
prouvée), la dimensionnalité de ce dernier, et la taille correspondante des matrices de
covariance, nous obligent à faire des simplifications supplémentaires qui s’écartent du
schéma EM. Nous nous tournons donc vers une approche plus simple avec plusieurs
étapes de réduction des dimensions. Dans le chapitre 4, le point de vue « à la synthèse »
nous permettra une adaptation de l’algorithme que nous allons présenter, qui se pla-
cera dans le cadre de l’algorithme EM. La procédure d’estimation consiste donc en une
estimation alternée des déformation et du spectre.
(a) Estimation des déformations. Supposons que la densité spectraleSX soit connue
(en réalité, seulement une estimée S˜X de celle-ci est connue). Nous pouvons alors écrire
la vraisemblance des coefficients d’ondelettes observés. L’estimateur du maximum de
vraisemblance est alors mis en œuvre pour déterminer les fonctions inconnues γ et α.
En pratique, la transformée en ondelettes est calculée sur une grille temps-échelle
régulière Λ = s× τ . On note δs le pas d’échantillonnage des échelles et Fs la fréquence
d’échantillonnage en temps. Les tailles des vecteurs s et τ sont notées respectivement
Ms et Nτ.
Si l’on considère l’expression de la covariance (2.6), nous devons estimer simultané-
ment le vecteur de paramètres
Θ = (θ1,θ2,θ3)
∆
=
(
α(τ )2, logq
(
γ′(τ )
)
, γ(τ )
)
, (2.7)
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ce qui donne un vecteur de paramètres de taille 3Nτ. Notons par Wy = W˜y(Λ) la
transformée en ondelettes discrétisée, et notons par CW(Θ) la matrice de covariance
correspondante. La log-vraisemblance associée s’écrit
L (Θ)
∆
= ln
(
pWY(Wy;Θ)
)
+ MsNτ ln(pi)
= − ln |det(CW(Θ))| −
〈
CW(Θ)−1Wy, Wy
〉
. (2.8)
La matrice CW(Θ) est une matrice de taille MsNτ×MsNτ, qui est généralement grande.
Par exemple, pour un signal de 1 seconde, échantillonné à la fréquence Fs = 44, 1 kHz,
et si la transformée en ondelettes est calculée sur un vecteur d’échelles de longueur 100,
la matrice CW(Θ) possède environ 2.1013 éléments ce qui rend le problème impossible
à traiter numériquement. Par ailleurs, en raison de la redondance de la transformée en
ondelettes, CW(Θ) se révèle être singulière et le calcul de la log-vraisemblance est alors
impossible.
Pour surmonter ces problèmes de dimension, nous utilisons une régularisation bloc-
diagonale de la matrice de covariance, obtenue en forçant à zéro les éléments correspon-
dant à des instants distincts. En d’autres termes, nous ne tenons pas compte des corré-
lations temporelles dans le domaine des ondelettes. La covariance régularisée devient
alors :
E
{
W˜Y(s, τ)W˜Y(s′, τ′)
}
= C(s, s′, τ, τ′)1τ(τ′) .
Cela revient à considérer les vecteurs wy,τn = W˜y(s, τn) où τn = τ (n) comme gaus-
siens complexes circulaires, indépendants, de moyenne nulle et de matrice de cova-
riance de taille Ms ×Ms donnée par
C(Θn) = θn,1C0(θn,2) , (2.9)
où
[C0(θn,2)]ij = q
(si+sj+2θn,2)/2
∫ ∞
0
SX(ξ)ψˆ(qsi+θn,2ξ)ψˆ(qsj+θn,2ξ)dξ (2.10)
= q(si+sj)/2
∫ ∞
0
SX(q−θn,2ξ)ψˆ(qsiξ)ψˆ(qsjξ)dξ , 1 6 i, j 6 Ms , (2.11)
avec Θn = (θn,1, θn,2)
∆
= (θ1(n),θ2(n)) correspondant aux paramètres de modulation
d’amplitude et de dilatation instantanée à l’instant donné τn. Dans cette situation, la
log-vraisemblance régulariséeL r se scinde en une somme de termes indépendants
L r(Θ) =
Nτ
∑
n=1
L (Θn) .
Notons que, dans un tel formalisme, θn,3 = γ(τn) n’apparaît plus dans l’expression de
la covariance. Nous sommes alors amenés à estimer indépendamment, à chaque instant
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τn, un vecteur à deux paramètres maximisant la log-vraisemblance de la ne colonne de
la transformée en ondelettes discrétisée Wy. Cette fonction est donnée par :
L (Θn) = − ln |det(C(Θn))| −wHy,τn C(Θn)−1wy,τn . (2.12)
Par souci de simplicité, la procédure d’estimation est effectuée au moyen d’un algo-
rithme itératif (détaillé dans la partie 2.4.2), qui repose sur deux étapes principales.
1. D’abord, la log-vraisemblance est maximisée par rapport au paramètre de dila-
tation instantanée θn,2 en fixant θn,1. Comme on ne peut pas déterminer d’expres-
sion explicite de ce maximiseur, nous allons l’approcher grâce à une méthode de
remontée de gradient. L’algorithme 2.1 résume les étapes permettant d’obtenir
l’estimation θ˜n,2 de θn,2. Dans cet algorithme, d désigne le pas de gradient, il est
fixé. Le calcul effectif de la direction de descente requiert la connaissance de la
dérivée partielle ∂θn,2L de L par rapport au paramètre θn,2. Son expression est
donnée par :
∂θn,2L (Θn) = Trace
(
C(Θn)−1
∂C
∂θn,2
(Θn)
)
+ wHy,τn C(Θn)
−1 ∂C
∂θn,2
(Θn)C(Θn)−1wy,τn , (2.13)
où l’expression de ∂C∂θn,2 s’obtient directement à partir de la dérivation de l’expres-
sion (2.10) par rapport à la variable θn,2. Le résultat fait intervenir la dérivée de ψˆ
que nous supposons connue (voir la section 2.5.1 pour l’expression de ψˆ utilisée
en pratique).
Algorithme 2.1 Remontée de gradient. θ˜n,2 = grad(θ0, θn,1, d)
θ(0) = θ0
q← 0
tant que θ
(q+1)−θ(q)
θ(q)
> Λgrad faire
θ(q+1) = θ(q) + d ∂θn,2L (θn,1, θ
(q))
q← q + 1
fin tant que
Sortie : θ˜n,1 = θ(q)
2. Ensuite, nous fixons θn,2, on obtient alors directement l’estimée de θn,1 en annu-
lant la dérivée partielle deL par rapport à θn,1. On obtient alors :
θ˜n,1 =
1
Ms
wHy,τn C
−1
0 (θn,2)wy,τn . (2.14)
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(b) Estimation de la densité spectrale. Supposons que les paramètres de modulation
d’amplitude θ1 et de dilatation instantanée θ2 sont connus (en réalité, seuls leurs es-
timées θ˜1 et θ˜2 sont connues). Pour tout n, nous pouvons calculer la transformée en
ondelettes « rectifiée »
1
θ1/2n,1
W˜y (s− θn,2, τn) =Wx(s,γ (τn)) . (2.15)
La rectification permet d’avoir un champs aléatoire dont la dépendance par rapport
aux échelles est invariante par translation temporelle. Ainsi, pour une échelle fixée sm,
wx,sm
∆
= Wx(sm,γ(τ )) ∈ CNτ est un vecteur aléatoire gaussien complexe circulaire de
moyenne nulle dont la variance est indépendante du temps. Par conséquent, bien que
l’on n’ait pas accès à la transformée en ondelettes d’un processus stationnaire, l’esti-
mateur du spectre-ondelettes S˜X, défini dans l’équation (1.22), peut être mis en œuvre.
Avec les notations de ce chapitre, cet estimateur s’écrit :
S˜X(q−smω0) =
1
Nτ‖ψ‖22
‖wx,sm‖2 . (2.16)
Enfin, l’estimée S˜X est étendue à toutes les fréquences ξ ∈ [0, Fs/2] par interpolation
linéaire.
2.4.2 Algorithme
La procédure d’estimation est implémentée dans un algorithme d’optimisation al-
ternée itératif. Cet algorithme dont le pseudo-code est fourni dans l’algorithme 2.2 est
appelé JEFAS (Joint Estimation of Frequency, Amplitude, and Spectrum). L’initialisation re-
quiert une première estimation pour la densité spectrale de puissance SX de X. Pour
cela, nous utilisons l’estimateur de spectre (2.16) appliqué à la transformée en onde-
lettes des observations Y. Le passage de la procédure d’estimation que nous venons de
détailler à la mise en œuvre numérique de l’algorithme d’estimation requiert quelques
adaptations. Nous les donnons dans ce qui suit.
Expression de la log-vraisemblance. Après k itérations de l’algorithme, les estimées
Θ˜(k)n et S˜
(k)
X de Θn et SX sont disponibles. Par conséquent, nous ne pouvons évaluer
que l’estimation C˜(k)0 de la matrice de covariance C0, obtenue en remplaçant le spectre
par son estimée dans l’expression de la matrice de covariance (2.11). Cela conduit à
une expression approchée L (k) de la log-vraisemblance, qui est utilisée à la place de
L dans (2.12) pour l’estimation du maximum de vraisemblance. L’influence de telles
approximations sur les performances de l’algorithme est discutée en section 2.4.3.
Échantillonnage temporel. Afin d’accélérer la vitesse de l’algorithme, l’estimation
des paramètres de déformation peut n’être faite que sur une grille de temps sous-
échantillonnée. C’est pourquoi on effectue une estimation tous les D échantillons. Le
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Algorithme 2.2 JEFAS (Joint Estimation of Frequency, Amplitude and Spectrum). (α˜, γ˜) =
JEFAS(y, s, D, p,Λ, kmax)
• Calculer les transformées en ondelettes discrétisées de y : Wy sur les échelles s et
Wy,p sur les échelles sp.
Initialisations :
• Grâce au spectre-ondelettes, évaluer une estimée S˜Y de la densité spectrale de Y
comme première estimée S˜ (0)X deSX.
• Initialiser l’estimée de la modulation d’amplitude carrée avec θ˜(0)n,1 = 1, ∀n.
• k← 1
tant que le critère d’arrêt (2.18) est faux et k 6 kmax faire
pour tout n ∈ {1, 1+ D, 1+ 2D, . . . , Nτ} faire
• À partir de Wy,p : estimer le paramètre de dilatation instantanée θ˜(k+1)n,2 =
grad
(
θ˜
(k)
n,2 , θ˜
(k)
n,1 , d
)
(voir algorithme 2.1).
• À partir de Wy : estimer le paramètre de modulation d’amplitude θ˜(k+1)n,1 donné
par la formule (2.14) en remplaçant θn,2 par son estimée courante θ˜
(k+1)
n,2 .
fin pour
• Construire la transformée en ondelettes rectifiée qui est donnée par l’équa-
tion (2.15) à partir de θ˜(k) et en interpolant Wy sur les échelles s.
• Estimer le spectre correspondant S˜ (k+1)X au moyen du spectre-ondelettes donné
par (2.16).
• k← k + 1
fin tant que
• Calculer α˜ et γ˜ par interpolation à partir de Θ˜(k).
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principal effet négatif de ce choix sur l’algorithme concerne l’estimation finale de α et γ
qui est plus sensible à l’opération d’interpolation.
Échantillonnage de l’axe des échelles. Pour permettre le contrôle de la variance des
estimateurs et du coût de calcul, deux discrétisations différentes de l’axe des échelles
sont utilisées pour estimer θ˜1 et θ˜2. En effet, le calcul de la log-vraisemblance implique
d’évaluer l’inverse de la matrice de covariance. Dans [51], une condition suffisante pour
l’inversibilité est donnée (en présence de bruit). La conséquence majeure induite par
cette condition est que lorsque δs se rapproche de zéro (c’est-à-dire que le pas d’échan-
tillonnage des échelles est petit), la matrice de covariance peut ne pas être inversible
numériquement. La discrétisation des échelles doit donc être suffisamment grossière
pour assurer un bon conditionnement de cette matrice. Bien que cette condition puisse
être raisonnablement remplie pour estimer le paramètre de dilatation instantanée θn,2
sans nuire aux performances de l’estimateur, cette discrétisation ne peut pas être appli-
quée à l’estimation du paramètre de modulation d’amplitude θn,1 à cause de l’influence
de Ms sur la variance de son estimateur (voir l’expression de la borne de Cramér-Rao
dans la section 2.4.3). Le choix que nous avons fait est de maximiserL (Θn) par rapport
à θn,2 avec wy,τn correspondant à une échantillonnage grossier sp (qui est une version
sous-échantillonnée du vecteur original s). Le pas d’échantillonnage des échelles et la
taille de sp sont notés respectivement pδs et bMs/pc pour p ∈ N∗ donné. En revanche,
L (Θn) est maximisé par rapport à θn,1 sur l’échantillonnage fin original s. Une régu-
larisation de la matrice de covariance doit alors être effectuée pour en assurer l’inver-
sibilité. La matrice régularisée est construite en remplaçant la matrice de covariance
C0(θn,2) dans (2.11) par sa version régularisée C0,r(θn,2), donnée par
C0,r(θn,2) = (1− r)C0,r(θn,2) + rI , (2.17)
avec 0 6 r 6 1.
Critère d’arrêt. Pour évaluer la convergence de l’algorithme, un seuil minimal sur la
mise à jour relative des paramètres est fixé comme critère d’arrêt :∥∥∥θ˜(k)j − θ˜(k−1)j ∥∥∥22∥∥∥θ˜(k−1)j ∥∥∥22
< Λ , pour j ∈ {1, 2} , (2.18)
où 0 < Λ < 1 désigne le seuil choisi.
Interpolation. Enfin, une fois que l’algorithme a convergé vers la valeur estimée Θ˜(k),
les fonctions logq(γ
′) et α2 sont estimées à chaque instant par interpolation par des
splines cubiques. De plus, γ est obtenu par intégration numérique en fixant sa valeur
initiale à γ(0) = 0.
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Estimation du spectre Après convergence de l’algorithme, les fonctions estimées α˜ et
γ˜ nous permettent de construire un signal « stationnarisé »
x˜ = Dγ˜−1Aα˜−1 y .
Le signal x˜ constitue une estimation du signal stationnaire original x. Par conséquent,
l’estimation spectrale par la méthode de Welch peut être calculée à partir de x˜ pour
obtenir une estimée SX dont le biais ne dépend pas de la fréquence (contrairement à
l’estimée du spectre-ondelettes utilisée dans l’algorithme JEFAS).
Dans la section suivante, nous évaluons des grandeurs (biais, variance) permettant
de quantifier les performances attendues des estimateurs et leur influence sur la conver-
gence de l’algorithme. Le lecteur qui n’est pas directement intéressé par les justifications
statistiques de JEFAS peut sauter cette section et se rendre directement aux résultats nu-
mériques présentés dans la partie 2.5.
2.4.3 Performances des estimateurs et de l’algorithme
Pour quantifier les performances des estimateurs, on va s’intéresser à trois quanti-
tés : le biais, la variance et la robustesse au bruit.
(a) Biais. Concernant le paramètre de modulation d’amplitude θn,1, l’estimateur est
non biaisé lorsque les vraies valeurs de θn,2 et SX sont connues. Dans notre cas, on ne
possède qu’une estimations de ces grandeurs, le biais b(k)n,1 (θn,1) = E
{
θ˜
(k)
n,1
}
− θn,1 s’écrit
alors
b(k)n,1 (θn,1) =
θn,1
Ms
Trace
{
C˜(k)0
(
θ˜
(k)
n,2
)−1
C0(θn,2)− I
}
. (2.19)
Comme l’on pouvait s’y attendre, le biais
∣∣∣b(k)n,1∣∣∣ est d’autant plus faible que le produit
matriciel C˜(k)0
(
θ˜
(k)
n,2
)−1
C0(θn,2) se rapproche de la matrice identité. Le biais dépend
donc de la qualité de l’estimation de la matrice de covariance de la transformée en
ondelettes à chaque instant.
Concernant le paramètre de dilatation instantanée θn,2, dans la mesure où nous ne
possédons d’expression explicite pour son estimateur nous ne sommes pas capables de
donner une expression du biais associé. L’évaluation de la qualité de l’estimation de
θn,2 sera donc principalement vérifiée numériquement (voir la section 2.5). Néanmoins,
si l’on suppose que les valeurs exactes des deux autres variables sont connues, comme
l’estimateur θ˜n,2 est un estimateur du maximum de vraisemblance, nous nous assurons
que l’estimateur est asymptotiquement non biaisé (c’est-à-dire θ˜n,2 → θn,2 quand Ms →
∞).
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Concernant le spectre SX, l’estimateur du spectre-ondelettes introduit un biais dé-
pendant de la fréquence. En effet, on a :
SX,ψ(q−smν0) = E
{
S˜X(q−smν0)
}
(2.20)
=
1
‖ψ‖22
∫ ∞
0
SX(ξ)qsm
∣∣ψˆ (qsmξ)∣∣2 dξ .
Ceci montre que l’estimateur du spectre en donne une version lissée, donc biaisée. En
réalité, un terme de biais supplémentaire est introduit par l’erreur d’estimation des pa-
ramètres de déformation. En effet, à chaque itération de JEFAS, l’estimation du spectre
S˜
(k)
X s’obtient au moyen de la transformée en ondelettes rectifiée à partir des para-
mètres de déformation estimés. On a donc :
S˜
(k)
X (q
−smω0) =
1
Nτ‖ψ‖22
Nτ
∑
n=1
1
θ˜
(k)
n,1
∣∣∣W˜Y (sm − θ˜(k)n,2 , τn)∣∣∣2 . (2.21)
La proposition 2.2 ci-dessous montre que l’espérance de la densité spectrale de puis-
sance estimée S˜ (k)X converge vers le spectre-ondelettes SX,ψ lorsque les paramètres de
déformation convergent vers les vraies valeurs.
Proposition 2.2 (Biais de l’estimateur du spectre). Soit ψ ∈ H2(R) une ondelette ana-
lytique telle que ψˆ est borné et dérivable de dérivée bornée, avec
∣∣ψˆ(u)∣∣ = o(u−2) quand
u → ∞. Soit ϕ1 et ϕ2 les fonctions bornées définies sur R+ par ϕ1(u) = u
∣∣ψˆ(u)∣∣2 et
ϕ2(u) = u2
∣∣ψˆ(u)∣∣. Supposons que le spectreSX est tel que
JX =
∫ ∞
0
ξ−1SX(ξ)dξ < ∞.
Soit S (k)X l’estimée du spectre après k itérations de l’algorithme JEFAS. Soit b
(k)
SX
le biais défini
pour tout m ∈ [[1, Ms]] par
b(k)SX (m) = E
{
S˜
(k)
X (q
−smν0)
}
−SX,ψ(q−smν0) .
Supposons qu’il existe une constante cθ1 > 0 telle que θ˜
(k)
n,1 > cθ1 , ∀n, k. Alors∥∥∥b(k)SX∥∥∥∞ 6 JX‖ψ‖22
(
K′1
∥∥∥θ1 − θ˜(k)1 ∥∥∥∞ + K′2 ∥∥∥θ˜(k)2 − θ2∥∥∥∞) , (2.22)
où
K′1 =
‖ϕ1‖∞
cθ1
< ∞ ,
K′2 = ln(q)
(‖ϕ1‖∞ + 2‖ψˆ′‖∞‖ϕ2‖∞) < ∞ .
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La preuve de la proposition est donnée en annexe A.1.3. On note que si θ(k)1 → θ1 et
θ
(k)
2 → θ2 quand k→ ∞, on a bien E{S˜ (k)X (νm)} → SX,ψ(νm), comme espéré.
La formule (2.22) permet le contrôle du biais aux fréquences νm = q−smω0 unique-
ment. Notons également que la condition JX < ∞ force SX à s’annuler à la fréquence
nulle. En effet, l’estimation du spectre est obtenue grâce à la transformée en ondelettes
qui est un filtre passe-bande. Ainsi, la fréquence nulle n’est pas analysée et lorsque
SX(0) = 0 aucune information n’est perdue lors du filtrage : l’estimateur du spectre-
ondelettes peut alors estimer correctement SX(ξ) pour tout ξ > 0. D’autre part, le
contrôle du biais de l’estimateur du spectre-ondelettes nécessite des valeurs de K′1 et
K′2 raisonnables. Outre le contrôle des fonctions ϕ1, ϕ2 et ψˆ′ (obtenu grâce à la décrois-
sance rapide de l’ondelette), cela passe par le contrôle de l’estimation de la modulation
d’amplitude. En effet, une valeur trop faible de θ˜(k)n,1 perturbera fortement l’estimateur
du spectre-ondelettes du fait de la division par ce terme.
(b) Variance. La borne de Cramér-Rao (BCR) donne la variance minimale qui peut
être atteinte par un estimateur non biaisé. La formule de Slepian-Bangs (voir son ex-
pression dans [68], page 363) nous donne directement l’expression de celle-ci lorsqu’on
a affaire à un estimateur du maximum de vraisemblance de données gaussiennes com-
plexes circulaires. On obtient alors directement la borne de Cramér-Rao de l’estimateur
de θn,i suivante :
BCR(θn,i) =
(
Trace
{(
C(Θn)−1
∂C(Θn)
∂θn,i
)2})−1
.
Cette borne nous donne une information sur la variance de l’estimateur de θn,i lorsque
l’algorithme JEFAS a convergé, c’est-à-dire quand à la fois SX et les paramètres de
déformation sont bien estimés.
L’application de cette formule au paramètre de modulation d’amplitude θn,1 nous
donne
E
{(
θ˜n,1 −E
{
θ˜n,1
})2} > BCR(θn,1) = 2θ2n,1Ms .
Cela implique que le nombre d’échelles Ms de la transformée en ondelettes doit être
suffisamment grand pour que la variance de l’estimateur soit faible.
Concernant le paramètre de dilatation instantanée θn,2, nous n’avons d’expression
explicite de la BCR. C’est pourquoi l’évaluation de cette borne et sa comparaison avec la
variance de l’estimateur θ˜n,2 ne peut se faire qu’à partir de résultats numériques. Nous
reportons donc cette analyse à la section 2.5.
(c) Robustesse au bruit. Supposons maintenant que les observations soient corrom-
pues par un bruit blanc gaussien W de variance σ2W (supposée connue). Le modèle de-
vient
Y = AαDγX +W . (2.23)
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L’estimateur de la modulation d’amplitude θ˜n,1 n’est pas robuste au bruit. En ef-
fet, en présence de bruit blanc, un nouveau terme vient s’ajouter à l’expression du
biais (2.19), qui devient
b(k)n,1 (θn,1) = b
(k)
0 (θn,1) + b
(k)
W ,
où b(k)0 (θn,1) est l’expression (2.19) du biais intrinsèque à l’estimateur, et b
(k)
W est le biais
additif introduit par le bruit. Il vérifie :
b(k)W =
σ2W
Ms
Trace
{
C˜(k)0
(
θ˜
(k)
n,2
)−1
Cψ
}
,
où [Cψ]ij = q(si+sj)/2
∫ ∞
0 ψˆ(q
siξ)ψˆ(qsjξ)dξ. Naturellement, ce terme de biais supplémen-
taire est d’autant plus grand que la variance du bruit augmente.
En revanche, l’estimateur de la dilatation instantanée θ˜n,2 est très robuste au bruit.
En effet, l’unique changement apporté par l’ajout du bruit dans l’expression de la log-
vraisemblance concerne le remplacement du spectreSX parSZ = SX +
σ2W
θn,2
. Ce terme
constant additif n’affecte pas l’estimateur tant qu’il est petit par rapport aux valeurs
maximales deSX.
En outre, l’estimateur S˜X est modifié car lorsqu’on effectue l’opération de rectifi-
cation des coefficients d’ondelettes 1
θ1/2n,1
W˜y (sm − θn,2, τn) sur l’échelle sm, on calcule en
réalité :
wz,sm = wx,sm + ww∗,sm ,
où ww∗,sm =
1
θ1/21
W˜w (sm − θ2, τ ) désigne la transformée en ondelettes d’un bruit blanc
modulé en amplitude par a−1. Ainsi, un nouveau terme σ˜W indépendant de la fréquence
est ajouté au nouvel estimateur du spectre S˜Z, de sorte
E
{
S˜Z
}
= SX,ψ + σ˜
2
W où σ˜
2
W = σ
2
W
1
Nτ
Nτ
∑
n=1
1
θn,1
.
Un nouveau terme de biais s’ajoute donc à celui introduit par l’estimateur du spectre-
ondelettes.
2.5 Résultats numériques
Nous passons maintenant aux simulations numériques et aux applications. Ici on
utilisera toujours l’ondelette sharp ψ] (voir la définition 2.1) pour évaluer les transfor-
mées en ondelettes.
2.5.1 L’ondelette sharp
L’outil d’analyse relatif à ce chapitre étant la transformée en ondelettes (voir la défi-
nition 1.15), le choix d’ondelette d’analyse qui est fait pour les évaluations numériques
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est celui de l’ondelette sharp, notée ψ], que nous avons introduite dans [45]. Elle est
définie par sa transformée de Fourier sur les fréquences positives comme suit.
Définition 2.1 (Ondelette sharp). Soit 0 < e  1. Soit ν0 > 0 la fréquence propre de
l’ondelette. Soit ν1 > ν0 une fréquence de coupure. Soit ∆ la semimétrique définie par :
∆(a, b) =
1
2
(
a
b
+
b
a
)
− 1 ∀ a, b > 0 .
Alors, la transformée de Fourier de l’ondelette sharp ψ] est donnée sur les fréquences
positives par
ψˆ](ν) = e
∆(ν,ν0)
∆(ν1,ν0) , ν > 0 , (2.24)
et elle s’annule aux fréquences négatives (ν 6 0).
Cette ondelette à la propriété de posséder une infinité de moments nuls, c’est-à-dire
que ∫
R
tkψ](t)dt = 0 , ∀k ∈N .
De manière équivalente, cette dernière propriété s’exprime sur la transformée de Fou-
rier de l’ondelette de la façon suivante :
ψˆ
(k)
] (0) = 0 , ∀k ∈N .
On peut vérifier que ψˆ](ν) → 0 quand ν → 0+. La transformée de Fourier ψˆ] est donc
continue en zéro. De même, les dérivées successives de ψˆ] s’annulent en zéro en les
prolongeant par continuité.
Ici, ν0 désigne la fréquence propre de l’ondelette ψ]. Elle vérifie ψˆ](ν0) = 1 qui est la
valeur maximale prise par ψˆ]. La fréquence ν1 correspond quant à elle, à la fréquence
de coupure vérifiant ψˆ(ν1) = e. Dans les applications, nous choisirons ν1 = Fs/2 où Fs
correspond à la fréquence d’échantillonnage. Nous choisissons une valeur de e petite
de manière à éviter le repliement de spectre dans la transformée en ondelettes à l’échelle
s = 0.
En outre, il peut être plus intéressant d’exprimer ψˆ] en fonction du facteur de qualité
de l’ondelette. Le facteur de qualité Q correspond au rapport entre la fréquence centrale
ν0 et sa bande passante ∆ν donnée par ∆ν = ν+ − ν− où ψˆ](ν+) = ψˆ](ν−) = 1√2 et
ν− < ν0 < ν+. Le facteur de qualité est donc d’autant plus grand que la bande passante
de l’ondelette est étroite. On peut montrer qu’on a le résultat suivant :
Q =
ν0
∆ν
=
1√
C(C + 4)
avec C = − ln(2)
ln(e)
∆(ν1, ν0) .
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FIGURE 2.3 – À gauche : transformée de Fourier de ψ] deux valeurs différentes de e. À
droite : ondelettes correspondantes dans le domaine temporel : e = e−500 soit Q = 13, 43
(en haut) et e = e−50 soit Q = 4, 24 (en bas). Ici, ν0 = Fs/4 = 11025 Hz et ν1 = Fs/2 =
22050 Hz.
On peut alors exprimer ψˆ] en fonction du facteur de qualité et de la fréquence centrale :
ψˆ](ν) = 2
−Q
(
2Q+
√
1+4Q2
)
∆(ν,ν0), ∀ ν > 0 .
Pour montrer l’influence du paramètre e (ou de Q, de manière équivalente) sur la
transformée en ondelettes, on affiche à gauche de la figure 2.3, la transformée de Fou-
rier de l’ondelette sharp obtenue pour deux valeurs différentes de e. Plus e est petit, plus
la transformée de Fourier de ψ] est étroite. De plus, le côté droit de la figure 2.3 montre
les représentations temporelles de ces deux ondelettes. Il illustre le fait que lorsque e
diminue, l’étalement temporel de ψ] devient plus grand. Ensuite, nous calculons des
transformées en ondelettes correspondant à ces deux valeurs de e. Les scalogrammes
sont affichés sur la figure 2.4. Le signal utilisé pour évaluer l’effet de e est un enregis-
trement de hurlement de loup. En conséquence du résultat précédent, une valeur plus
petite de e améliore la localisation de la transformée en ondelettes le long de l’axe des
échelles, tandis que la localisation le long de l’axe temporel est dégradée.
2.5.2 Estimateurs de référence
Nous comparons systématiquement notre approche à des estimateurs simples de la
modulation d’amplitude et de la dilatation instantanée, couramment utilisés dans les
applications, et définies ci-dessous.
53
Chapitre 2. Analyse de signaux localement déformés
0 0.5 1 1.5
Time (s)
1.5
1.25
1
0.75
0.5
0.25
F
re
q
u
e
n
c
y
 (
k
H
z
)
0 0.5 1 1.5
Time (s)
FIGURE 2.4 – Scalogrammes un enregistrement de hurlement de loup en utilisant l’on-
delette d’analyse ψ] avec pour paramètre e = e−50 (à gauche) et e = e−500 (à droite).
L’approche de Clerc et Mallat (voir section 2.3.1) conduit à un estimateur de la fonc-
tion de dilatation instantanée des processus localement dilatés. Cependant, on a vu que
sa mise en œuvre n’est pas adaptée à notre problème. En particulier, cette approche
n’est pas valide aux échelles d’analyse standards. C’est pourquoi les estimateurs de
référence des fonctions de déformation qui seront mis en œuvre sont les suivants.
Modulation d’amplitude : l’estimateur de référence θ˜(B)n,1 du paramètre θn,1 = α(τn)
2
est tiré de l’énergie instantanée de la transformée en ondelettes moyennée entre
les échelles, définie de la façon suivante :
θ˜
(B)
n,1 =
1
Ms
‖wy,τn‖2 . (2.25)
Cela revient à remplacer la matrice de covariance estimée dans (2.14) par la ma-
trice identité. Notons que θ˜(B)n,1 ne dépend ni de l’opérateur de dilatation instan-
tanée γ′ ni du spectre SX, et peut donc être calculé directement à partir des
observations.
Dilatation instantanée : l’estimateur de référence θ˜(B)n,2 est le centre de gravité par
rapport aux échelles du scalogramme à temps fixé. Il est donné, à chaque instant,
par :
θ˜
(B)
n,2 = C0 +
1
‖wy,τn‖2
Ms
∑
m=1
s[m]|wy,τn [m]|2 . (2.26)
où la constante C0 est choisie telle que le vecteur θ˜
(B)
2 soit de moyenne nulle.
L’évaluation numérique de l’algorithme JEFAS est effectuée à la fois sur des signaux
synthétiques et sur des des signaux audio réels.
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TABLEAU 2.1 – Erreur quadratique moyenne d’estimation pour les deux déformations.
Méthode Modulation Dilatation
d’estimation d’amplitude instantanée
Référence 0.2015 0.0232
JEFAS 0.0701 0.0005
2.5.3 Signal synthétique
Nous évaluons d’abord les performances de l’algorithme sur un signal synthétique.
La connaissance des vraies valeurs des fonctions de déformation et du spectre nous
permet de comparer la variance et le biais empiriques avec leurs valeurs théoriques.
Le signal simulé est constitué de Nτ = 216 échantillons. La fréquence d’échan-
tillonnage étant de Fs = 8 kHz, cela signifie que la longueur du signal est de tF =
(Nτ − 1)/Fs ≈ 8.2 s. Le spectreSX se décompose sous la forme
SX = S1 + S2 où Sl(ν) =
 1+ cos
(
2pi ν−ν
(l)
0
∆(l)ν
)
si |ν− ν(l)0 | < ∆
(l)
ν
2
0 sinon ,
(2.27)
avec l ∈ {1, 2}. La fonction de modulation d’amplitude instantanée α est une sinusoïde
α(t) = α0 (1+ α1 cos(2pit/T1)) ,
où α0 est choisi de sorte que t−1F
∫ tF
0 a
2(t)dt = 1. La fonction de déformation temporelle
γ est telle que
logq(γ
′(t)) = Γ+ cos(2pit/T2)e−t/T3 , (2.28)
où Γ est choisi de sorte que t−1F
∫ tF
0 γ
′(t)dt = 1.
JEFAS est implémenté dans l’environnement scientifique MATLAB. Les dimensions
ont été définies comme suit : Ms = 106 et p = 7. La transformée en ondelettes est calcu-
lée en utilisant l’ondelette sharp avec ln(e) = −25 correspondant à un facteur de qualité
Q = 6. Dans ce problème, il a fallu 67 secondes à l’algorithme pour converger sur un
ordinateur de bureau standard (CPU Intel Core à 3,20 GHz × 4 et 7,7 Go de RAM).
Les résultats obtenus sont tracés en figure 2.5, ils sont superposés aux tracés des esti-
mateurs de référence présentés précédemment (voir les équations (2.25) et (2.26)). Par
souci de visibilité, l’estimateur de référence de la modulation d’amplitude (qui est très
oscillant) n’est pas affiché, mais des évaluations numériques sont fournies dans le ta-
bleau 2.1, qui donne les valeurs d’erreurs quadratiques moyennes pour les différentes
estimations. JEFAS est nettement plus précis que les estimateurs de référence. De plus,
sa précision est bien expliquée par sa borne de Cramér-Rao : sur la figure 2.5, l’esti-
mation est essentiellement comprise dans l’intervalle de confiance à 95 % fourni par la
BCR (sous les hypothèses de gaussianité et de biais nul des estimateurs).
Le côté gauche de la figure 2.6 montre le spectre-ondelettes estimé à partir de la
formule (2.16). L’accord avec le spectre réel est très bon, avec un léger effet d’élargisse-
ment des lobes dû au filtrage par |ψˆ|2. Le côté droit de la figure 2.6 montre l’évolution
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FIGURE 2.5 – Résultats de JEFAS sur un signal synthétique. En haut : estimation de la
modulation d’amplitude (α1 = 0.4 et T1 = tF/3). En bas : estimation de la dilation
instantanée (T2 = tF/2 et T3 = tF/2).
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FIGURE 2.6 – À gauche : estimation du spectre (ν(1)0 = 600 Hz, ∆
(1)
ν = 200 Hz, ν
(2)
0 =
1.2 kHz, ∆(2)ν = 400 Hz) : spectres réel (ligne bleue pointillée) et estimé (ligne rouge
continue). À droite : évolution de la mise à jour relative.
de la quantité déterminant le critère d’arrêt (2.18) aux cours des itérations de JEFAS. Les
résultats numériques montrent que l’estimation de la dilatation instantanée converge
plus rapidement que l’estimation de la modulation d’amplitude. Néanmoins, lorsqu’on
fixe le seuil du critère d’arrêt à 0,1 %, seulement 7 itérations sont nécessaires pour obte-
nir la convergence de JEFAS.
2.5.4 Application à l’analyse spectrale du son produit par un dauphin
Après avoir étudié l’influence des divers paramètres, nous passons maintenant à
des exemples audio réels. Tout d’abord, nous analysons un enregistrement d’un son de
deux secondes de vocalisation du dauphin qui est décrit dans [69]. La transformée en
ondelettes du signal, tracée sur la figure 2.7, montre que le modèle de déformation tem-
porelle (2.1) correspond bien à ce type de signal, à l’exception des clics transitoires non
pris en compte. JEFAS permet alors l’estimation du spectre du processus stationnaire
sous-jacent.
En haut à droite de la figure 2.7, nous présentons la transformée en ondelettes du si-
gnal obtenu par application des déformations inverses estimées par JEFAS. Notez que
la présence de clics perturbe légèrement le processus de « stationnarisation ». Néan-
moins, il est naturel d’estimer une densité spectrale à partir de ce signal, car la dé-
pendance temporelle de la transformée en ondelettes est négligeable par rapport à la
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dépendance en échelle. Les spectres estimés à partir du signal d’origine (qui n’a pas
grand sens mais qui est donné pour comparaison) et du signal stationnaire sous-jacent
estimé sont affichés au milieu et en bas de la figure 2.7. Grâce à JEFAS, la structure
harmonique apparaît clairement (tracé du bas).
2.5.5 Application à l’estimation de l’effet Doppler
Nous analysons maintenant un son qui est un enregistrement (depuis un empla-
cement fixe) d’une voiture de course, se déplaçant à une vitesse constante. Le son du
moteur de la voiture est alors déformé par l’effet Doppler, ce qui entraîne une déforma-
tion temporelle, comme expliqué ci-dessous. En outre, comme la voiture est en mouve-
ment, plus la voiture est proche du microphone, plus l’amplitude du son enregistré est
grande. Ainsi, notre modèle correspond bien à ce signal.
Les transformées en ondelettes du signal d’origine et des deux estimations du signal
stationnaire sous-jacent sont affichées à la figure 2.8. Alors que l’estimation de la dé-
formation temporelle corrige uniquement le déplacement des coefficients d’ondelettes
dans le domaine temporel, l’estimation conjointe de la déformation temporelle et de
la modulation d’amplitude corrige également de manière approximative les variations
non stationnaires des amplitudes.
La pertinence physique du modèle peut être vérifiée. En particulier, on peut donner
une expression théorique de la fonction de dilatation instantanée. En effet, soit V la
vitesse (constante) de la voiture et soit c la vitesse du son. Alors, en fixant l’origine du
temps à l’instant auquel la voiture passe devant l’observateur à une distance d, il est
possible de montrer que la fonction de dilatation instantanée due à l’effet Doppler est
γ′(t) =
c2
c2 −V2
(
1− V
2t√
d2(c2 −V2) + (cVt)2
)
.
(2.29)
On trace en figure 2.8 (en bas à droite), l’estimée de γ˜′ superposée à son allure théorique
lorsque d = 5 m et V = 54 m/s. Il est clair que l’estimation est proche de la courbe
théorique correspondante obtenue avec ces données, qui sont des valeurs réalistes.
Néanmoins, un examen plus approfondi des scalogrammes de la figure 2.8 montre
que la correction de la modulation d’amplitude n’est toujours pas parfaite, en raison de
la présence de bruit, et du fait que le modèle reste trop simple : la modulation d’ampli-
tude dépend en réalité de la fréquence, ce qui n’est pas pris en compte par le modèle.
2.5.6 Application à l’analyse d’un son de vent large bande
Nous illustrons ici la capacité de JEFAS à estimer le spectre instantané d’un signal
non stationnaire dont le spectre du signal stationnaire sous-jacent est large bande. Le
son étudié ici est le son produit par du vent soufflant à travers une porte, et présenté
dans l’introduction de ce chapitre. Contrairement aux sons analysés précédemment, ce
son n’affiche pas une structure harmonique claire. En effet, comme on peut le voir sur la
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FIGURE 2.7 – Analyse spectrale du son produit par un dauphin. En haut à gauche :
log-scalogramme du signal original. En haut à droite : log-scalogramme du disgnal
démodulé en amplitude et « dé-dilaté ». Au milieu : Spectre estimé à partir du signal
original. En bas : spectre estimé à partir du signal stationnaire sous-jacent obtenu par
JEFAS.
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FIGURE 2.8 – Estimation de l’effet Doppler. En haut : log-scalogrammes du signal
original (à gauche), et démodulé et « dé-dilaté » (à droite). En bas à gauche : log-
scalogramme du signal « dé-dilaté ». En bas à droite : Dilatation instantanée estimée
superposée à son allure théorique donnée en (2.29).
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FIGURE 2.9 – Analyse d’un son de vent. En haut à gauche : transformée en ondelettes
(module) du signal original. En haut à gauche : transformée en ondelettes (module) du
signal démodulé et dé-dilaté. En bas à gauche : estimations des fonctions de dilatation
instantanée et de modulation d’amplitude. En bas à droite : Estimation du spectre du
processus stationnaire sous-jacent.
transformée en ondelettes du son original affiché en haut à gauche de la figure 2.9, deux
lobes sont présents mais ils sont assez larges et le contenu fréquentiel est vraiment très
large bande, avec une forte composante basse fréquence. L’estimation par JEFAS du
spectre du processus stationnaire sous-jacent estimé est affichée en bas à droite de la
figure 2.9. Cela confirme la nature large bande du signal et le fait que les deux lobes
sont effectivement mal localisés en fréquence et ne pourraient pas être correctement
modélisés par des sinusoïdes. De plus, la fonction de dilatation instantanée estimée est
affichée en bas à gauche. Elle donne une image de la vitesse instantanée du vent.
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y1(t) = Aα1Dγ1x1 =⇒
y2(t) = Aα2Dγ2x2 =⇒
Estimation du signal sta-
tionnaire : x˜1 = D−1γ˜1 A−1α˜1 y1
Estimations des fonctions
de de´formation : α˜2 et γ˜2
❍❍❍❍❥
✟✟
✟✟
✯
Synthe`se croise´e :
y1→2(t) = α˜2(t)x˜1(γ˜2(t))
FIGURE 2.10 – Schéma illustratif des étapes de la synthèse croisée.
2.5.7 Application à la synthèse croisée de sons
Une application amusante de JEFAS est la synthèse croisée. Pour la réaliser, on ap-
plique JEFAS à deux signaux distincts. Pour le premier signal y1, on extrait l’estimation
x˜1 du signal stationnaire sous-jacent, tandis que pour le second signal y2, on extrait
l’estimation des fonctions déformation. On synthétise alors un nouveau signal loca-
lement déformé en appliquant les déformations du second signal au premier signal
stationnaire. On obtient alors le signal y1→2 dont le spectre du processus stationnaire
sous-jacent est celui du premier signal alors que les déformations associées sont celles
du second signal. La figure 2.10 illustre le procédé d’obtention du signal synthétisé.
Quelques exemples de synthèses croisées réalisées en audio sont disponibles en
ligne 2 (voir annexe B.1). Par exemple, en partant du signal stationnaire de vent estimé
précédemment, et en lui appliquant les déformations estimées par JEFAS à partir d’un
enregistrement des vocalises d’une chanteuse, on obtient un son synthétisé qui paraît
provenir d’un « vent chantant ».
2.6 Adaptation de l’algorithme à d’autres modèles de signaux
Le modèle retenu pour la mise en œuvre de JEFAS peut parfois être trop simpliste et
non adapté à certains signaux. Pour décrire le comportement non stationnaire d’autres
types de signaux, de nouvelles combinaisons des opérateurs de non-stationnarité locale
peuvent être analysées. Par exemple, la combinaison de la déformation temporelle et
de la modulation de fréquence peut être envisagée, comme nous l’avons fait dans [45].
Nous allons détailler rapidement ce cas par souci d’exhaustivité. En reprenant les no-
tations présentés dans la section 1.4.2, le modèle de déformation dans [45] s’écrit
Y = AαMφDγX . (2.30)
Pour réaliser l’estimation jointe des modulations d’amplitude et de fréquence et de
la déformation temporelle à chaque instant, une transformée temps-fréquence-échelle
appropriée V est introduite. Elle est définie par VX(ν, s, τ) = 〈X,ψνsτ〉, avec ψνsτ =
2. https://meynard.perso.math.cnrs.fr/paperJEFAS/NonStationaryAudio.html
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TτMνDsψ. Dans ce cas, un résultat d’approximation similaire au théorème 2.1 peut
être obtenu. On approche la transformée temps-fréquence-échelle grâce aux opérateurs
tangents. Les opérateurs tangents de la modulation d’amplitude et de la déformation
temporelle sont donnés dans les équations (2.3) et (2.4). Celui de la modulation de fré-
quence est donné, pour toute fonction g localisée autour de t = τ, par :
Mφg(t) ≈ M˜τφg(t) , avec M˜τφ ∆= e2ipiφ(τ)TτMφ′(τ)T−τ . (2.31)
On obtient alors la transformée approchée suivante :
VY(ν, s, τ) ≈ V˜Y(ν, s, τ) ∆=
〈
A˜αM˜τφD˜τγX, TτMνDsψ
〉
.
On peut réécrire cette dernière en fonction de la transformée temps-fréquence-échelle
de X. On a :
V˜Y(ν, s, τ) = α(τ)e2ipiφ(τ)VX
(
ν− φ′(τ)
γ′(τ)
, s + logq(γ
′(τ)),γ(τ)
)
.
À partir de là, la log-vraisemblance associée peut être calculée. À τ fixé, la stratégie
d’estimation est alors la même que précédemment, mais l’espace des paramètres est de
plus grande dimension, et le paramètre supplémentaire θn,3 = φ′(τ) complique la maxi-
misation de log-vraisemblance. En particulier, le choix de la discrétisation des axes des
échelles s et des fréquences ν influence les performances de l’estimateur, notamment la
borne de Cramér-Rao.
2.7 Bilan
Dans ce chapitre, nous avons développé une méthode d’analyse spectrale des si-
gnaux localement dilatés et modulés en amplitude. Pour cela, nous nous sommes ap-
puyés sur une idée originellement proposée par Clerc et Mallat. Il s’agit de voir la di-
latation instantanée comme un opérateur déplaçant les coefficients d’ondelettes dans
le plan temps-échelle. Cependant, la méthode qu’ils ont développée pour estimer ces
déplacements n’est pas adaptée à l’analyse des signaux qui nous intéressent. C’est pour-
quoi nous avons ici repris et amélioré la procédure d’estimation développée par Omer
et Torrésani. La méthode qu’ils ont proposée consiste à décrire le déplacement appro-
ché des coefficients d’ondelettes dans le plan temps-échelle dans un cadre probabiliste
en résolvant un problème de maximum de vraisemblance. Par rapport à cette méthode,
les principaux points que nous avons apportés sont :
— l’ajout de la modulation d’amplitude au modèle de non-stationnarité. Ce nou-
veau modèle de signaux offre un degré de liberté supplémentaire et permet de
prendre en compte une plus grande classe de signaux. Nous avons modifié l’al-
gorithme en conséquence, afin d’estimer la fonction de modulation d’amplitude
instantanée.
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— l’estimation du paramètre de dilatation instantanée est réalisée sur un espace
de paramètres continu. Auparavant, Omer considérait une estimation sur un
espace de paramètres discret ce qui génère un effet de quantification, la fonction
de dilatation instantanée estimée étant constante par morceaux. Cet effet, qui est
perceptible à l’oreille, n’est plus présent dans notre approche.
— l’étape d’estimation spectrale est effectuée à partir de la transformée en onde-
lettes rectifiée du signal non stationnaire, c’est-à-dire après correction par les
non-stationnarités inverses estimées. Ceci permet de conserver la cohérence de
JEFAS qui n’opère qu’à partir de la transformée en ondelettes du signal. En effet,
cette étape était auparavant réalisée à partir de la méthode de Welch appliquée
au signal stationnarisé. Ceci conduisait à un algorithme s’appuyant à la fois sur
la transformée en ondelettes du signal pour l’étape d’estimation des déforma-
tions et sur le signal lui-même pour l’étape d’estimation spectrale.
— l’étude théorique des performances de l’algorithme JEFAS. En conséquence de la
résolution du problème de maximum de vraisemblance sur un espace de para-
mètres continu, nous avons pu établir quelques expressions permettant de quan-
tifier les performances de l’algorithme. Entre autres, une expression de la borne
de Cramér-Rao permettant de majorer la variance des estimations des fonctions
de déformation instantanées a été donnée.
L’algorithme ainsi construit a pu être appliqué à des signaux audios synthétiques
et réels. Les codes MATLAB de JEFAS et les scripts utilisés pour obtenir l’ensemble
des figures de ce chapitre sont disponibles en ligne (voir l’annexe B.1). Par ailleurs,
par rapport au pseudo-code de l’algorithme 2.2, nous avons ajouté une étape initiale
de prétraitement : elle permet de détecter la présence du signal. Ainsi, l’estimation du
spectre et des déformation n’est effectuée que sur les portions du signal où sa présence
a été détectée. Ceci peut s’avérer utile lorsqu’on a affaire à des enregistrements longs
de signaux brefs comme les cris d’oiseaux ou les hurlements de loups. L’application de
JEFAS à ce type de signaux est également proposée en ligne.
On peut se demander comment étendre JEFAS à la situation où plusieurs signaux lo-
calement déformés et modulés en amplitude sont perçus simultanément. Il s’agit alors
d’isoler chacune des sources. Ce problème de séparation de sources est étudié dans le
chapitre suivant.
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Chapitre3
SÉPARATION DE SOURCES DOUBLEMENT NON
STATIONNAIRE
3.1 Introduction
Dans le chapitre 2, l’algorithme JEFAS nous a permis d’estimer les fonctions de di-
latation et de modulation d’amplitude instantanées caractérisant un processus loca-
lement dilaté et modulé en amplitude, à partir d’une réalisation de ce processus. Ce
modèle suppose que le signal mesuré ne contient que le signal d’intérêt (plus un éven-
tuel bruit blanc). On peut imaginer des situations où le signal perçu provient d’un cer-
tain nombre de signaux localement dilatés et modulés en amplitude qui sont mélangés.
Considérons ici un exemple de mélange synthétique de signaux audio. Nous disposons
de deux signaux mesurés (comme en stéréo), chacun d’entre eux étant obtenu à partir
de deux sources sonores mélangées. Les deux sources que nous avons mélangées sont :
le son de vent analysé dans le chapitre précédent (voir la section 2.5.6) et les vocalises
d’une chanteuse. On représente en figure 3.1 les transformées en ondelettes (en module)
des signaux mesurés. On peut alors distinguer deux cas de figure. Dans le premier cas,
le mélange des signaux est linéaire invariant dans le temps. De nombreuses méthodes
de séparation de sources permettent d’estimer les deux signaux sources (voir la sec-
tion 3.2). On peut ensuite leur appliquer JEFAS afin d’estimer les fonctions recherchées.
Dans le deuxième cas plus général, le mélange n’est plus constant au cours du temps.
Cela revient alors à estimer des fonctions de modulation d’amplitude croisées en plus
des termes donnés par JEFAS. En effet, en reprenant l’exemple de la figure 3.1, et en no-
tant x1 et x2 les deux signaux stationnaires sources, chacun des deux signaux observés,
notés respectivement z1 et z2, se décomposent sous la forme :
z1(t) = Aα11Dγ1 x1 +Aα12Dγ2 x2
z2(t) = Aα21Dγ1 x1 +Aα22Dγ2 x2 ,
où γ1 et γ2 désignent les fonctions de déformations temporelles. Les quatre fonctions
αij combinent les modulations d’amplitudes provenant des sources avec celles dues
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FIGURE 3.1 – Modules des transformées en ondelettes de deux mélanges de deux si-
gnaux audio.
au mélange non constant. On peut donc voir ce problème d’analyse des signaux non
stationnaires comme un extension du modèle de JEFAS aux signaux multi-capteurs
dans le cas où la modulation d’amplitude instantanée est un opérateur matriciel. Dans
ce chapitre, nous présenterons un algorithme permettant d’analyser et d’estimer les
grandeurs caractérisant ce type de modèle.
Dans ce qui suit, nous présentons d’abord les différents modèles de mélanges li-
néaires existants. On détaille également quelques méthodes de séparation de sources
qui ont été développées pour être adaptées à ces modèles (par exemple : cas de sources
stationnaires ou non). Ensuite, nous nous intéressons au problème de séparation de
sources doublement non stationnaire que nous venons d’ébaucher. Nous parlons de
non-stationnarité double car ce problème traite des signaux non stationnaires mélan-
gés par une matrice de mélange non stationnaire. Nous montrerons que si les matrices
de mélange et les fonctions de déformation temporelle sont suffisamment lisses et len-
tement variables, la vraisemblance approchée des coefficients d’ondelettes des obser-
vations peut s’exprimer sous une hypothèse de sources gaussiennes. Par conséquent,
l’estimation conjointe de la matrice de mélange et des fonctions de déformation tempo-
relle constitue un problème de maximum de vraisemblance. L’algorithme de séparation
de sources proposé consiste en une estimation alternée de la matrice de mélange, des
fonctions de déformation et des spectres des sources stationnaires sous-jacentes. Les es-
timations de ces deux dernières grandeurs sont effectuées par l’algorithme JEFAS (Joint
Estimation of Frequency, Amplitude and Spectrum) introduit dans le chapitre 2. Enfin, nous
évaluons les performances de l’algorithme proposé (appelé JEFAS-BSS) sur un mélange
synthétique en le comparant à d’autres algorithmes de séparation de sources.
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3.2 La séparation de sources
3.2.1 Position du problème
La séparation de sources est un problème classique en traitement du signal [16, 12].
Il s’agit de restituer des signaux sources à partir de signaux mesurés qui sont compo-
sés de mélanges des signaux sources. Les techniques de séparation aveugle de sources
(blind source separation, BSS) visent à estimer conjointement des signaux sources et l’opé-
rateur de mélange (par exemple une matrice de mélange dans le cas des mélanges li-
néaires instantanés) à partir des seules mesures. Entre autres, ce problème peut appa-
raître :
— en audio [76] lorsqu’on enregistre des sons provenant de plusieurs origines (par
exemple les différents instruments d’un orchestre) ;
— en ingénierie biomédicale lorsqu’on souhaite séparer les signaux émis par diffé-
rentes zones du cerveau à partir de mesures d’électroencéphalographie [21] ;
— en télécoms lorsqu’on souhaite récupérer le signal émis par une antenne au mi-
lieu d’autres signaux ;
— en astronomie, en chimie, etc.
Le problème de la séparation de sources s’est d’abord posé dans le contexte d’un
mélange linéaire instantané (voir [16] pour une étude approfondie du sujet). Soit Ny
le nombre de signaux sources que l’on souhaite extraire à partir des mesures de Nz
mélanges. Notons par y(t) ∈ RNy le vecteur contenant l’ensemble des sources à l’ins-
tant t et par z ∈ RNz le vecteur contenant l’ensemble des mélanges observés à l’instant
t. En supposant que les observations sont issues d’un mélange linéaire instantané des
sources, elles s’expriment en fonction des sources sous la forme
z(t) = Ay(t) , (3.1)
où A ∈ RNz×Ny désigne la matrice de mélange. Le problème de la séparation aveugle
des sources consiste alors à estimer les sources y à partir des observations z, la matrice
de mélange A étant inconnue.
Dans ce qui suit, nous nous focaliserons sur les méthodes de séparation de sources
dans le cas où le nombre d’observations est égal au nombre de sources : Nz = Ny. Dans
le cas surdéterminé (c’est-à-dire Nz > Ny), on effectue souvent une réduction de di-
mension pour revenir au cas Nz = Ny. Dans le cas sous-déterminé, le problème admet
en règle générale une infinité de solutions. Afin d’assurer l’unicité de la solution, il est
nécessaire de réaliser des hypothèses supplémentaires sur les sources. En particulier,
l’hypothèse qu’il existe une représentation parcimonieuse des sources s’avère être par-
ticulièrement adaptée à ce problème [28]. Les méthodes de séparation de sources qui
en découlent dépassent le cadre du présent travail.
Bien que les nombres de mélanges et de sources soient égaux, le problème de sépa-
ration aveugle des sources est mal posé. En effet, soit A0 et y0 un couple de solutions
du problème de séparation de sources, alors, pour toute matrice M inversible, le couple
A1 = A0M−1 et y1 = My0 est également solution du problème. Effectivement, pour
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tout t, on a
A1y1(t) = A0M−1My0(t) = A0y0(t) = z(t) .
Nous devons donc faire quelques hypothèses sur les sources pour restreindre les de-
grés de libertés laissés par le problème. Pour cela, nous allons considérer un modèle
probabiliste où chacune des sources est supposée être une réalisation d’un processus
stochastique. Alors, dans ce qui suit, il sera systématiquement fait l’hypothèse que les
sources sont décorrélées les unes des autres. Autrement dit, la matrice de covariance
instantanée des sources donnée par :
E
{
(Y(t)−E{Y(t)}) (Y(t)−E{Y(t)})H
}
est diagonale pour tout t ∈ R. Malgré cette hypothèse, des indéterminations restent
présentes. D’abord, toute permutation dans l’ordre des sources peut être compensée
en permutant les colonnes correspondantes dans la matrice de mélange. D’autre part,
toute multiplication du vecteur source y par une matrice diagonale inversible peut être
compensée par la multiplication à droite de la matrice de mélange par l’inverse cette
matrice. Pour lever cette indétermination sur l’amplitude des sources, nous suppose-
rons que toutes les sources sont de variance unitaire. Finalement, on considérera donc
comme solution du problème de séparation de sources tous les signaux y˜ qui s’écrivent
sous la forme y˜ = PDy où P est une matrice de permutation et D une matrice diagonale
dont les éléments valent ±1 (indétermination restante sur le signe des sources).
3.2.2 En contexte stationnaire
Les algorithmes de séparation de sources les plus utilisés s’appuient sur une hy-
pothèse supplémentaire sur les sources à estimer : la stationnarité. Comme les obser-
vations dépendent linéairement des sources (avec des coefficients constants), elles sont
également stationnaires. Cette nouvelle hypothèse permet donc d’avoir accès aux outils
d’analyse des signaux stationnaires. Par exemple, on peut s’intéresser aux statistiques
de second ordre. La matrice de covariance KX est définie pour tout vecteur X de pro-
cessus stochastiques stationnaires par :
KX(τ) = E
{
(X(τ)−E{X(0)}) (X(0)−E{X(0)})H
}
, ∀ τ ∈ R.
Notons que les éléments diagonaux de cette matrice de covariance contiennent les fonc-
tions d’autocovariance de chacun des processus stochastiques formant le vecteur X. Les
éléments non diagonaux contiennent les covariances croisées entre les différents proces-
sus formant le vecteur X.
Par exemple, l’algorithme SOBI [5] constitue une méthode de référence pour la réso-
lution de ce problème. La première étape de SOBI consiste à blanchir les observations,
c’est-à-dire rechercher une matrice L ∈ CN×N telle que les éléments de z⊥ = Lz soit
décorrélés et de variance unitaire. Autrement dit, on veut avoir l’égalité KZ⊥(0) = I. Or,
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la matrice KZ(0) est hermitienne et semi-définie positive. Elle est donc diagonalisable
avec :
KZ(0) = U0D0UH0 ,
où U0 est une matrice unitaire, et D0 est une matrice diagonale dont les éléments dia-
gonaux sont positifs ou nuls. Le choix L = D−1/20 U
H
0 convient alors pour blanchir les
observations. En effet :
KZ⊥(0) = LKZ(0)L
H (3.2)
= D−1/20 U
H
0 U0D0U
H
0 U0D
−1/2
0 = I .
En pratique, on obtient la matrice de blanchiment en diagonalisant l’estimateur em-
pirique de la matrice de covariance KZ(0). Notons que le choix de L est unique (aux
permutations près) à condition que les valeurs propres de KZ(0) soient distinctes. Par
ailleurs, étant donné que les sources sont décorrélées, on a KY(0) = I, et donc : KZ(0) =
AAH. Alors, en combinant ce résultat avec l’expression de KZ⊥(0) dans (3.2), on a
LAAHLH = I. La matrice U = LA est donc unitaire. Cette étape de blanchiment ra-
mène donc la séparation de sources à la recherche d’une matrice unitaire car le modèle
de mélange s’écrit désormais :
z⊥(t) = Uy(t) . (3.3)
Les matrices de covariance des sources et des observations blanchies sont donc liées
par :
KZ⊥(τ) = UKY(τ)U
H . (3.4)
Les sources étant décorrélées, la matrice KY(τ) est diagonale pour tout τ. L’équation
matricielle (3.4) est donc une équation de diagonalisation de KZ⊥(τ). L’estimation de
la matrice de mélange correspondante repose donc sur les diagonalisations jointes des
matrices de covariance des observations à différents instants τ.
Pour cela, on approche la matrice de covariance KZ⊥(τ) grâce à l’estimateur empi-
rique K˜z⊥(τ) de celle-ci :
K˜z⊥(τ) =
1
P
tP
∑
t=t1
z⊥(t)z⊥(t− τ)H . (3.5)
L’algorithme AMUSE [72], antérieur à SOBI, consiste à choisir une valeur τ0 pour τ et
à effectuer la diagonalisation de K˜z⊥(τ0). Cette méthode possède l’inconvénient d’être
sensible au bruit et à une mauvaise estimée de Kz⊥(τ0). Afin d’obtenir une estimation
plus robuste, l’algorithme SOBI s’appuie sur l’estimée de Kz⊥(τ) pour différentes va-
leurs de τ. En supposant que l’on a évalué les estimateurs empiriques de la matrice de
covariance de z⊥ pour un ensemble d’instants {τ1, . . . , τJ}, la diagonalisation jointe des
matrices K˜z⊥(τj) est obtenue en minimisant le critère
g(U) =
τJ
∑
τ=τ1
∥∥∥off (UHK˜z⊥(τj)U)∥∥∥22 , (3.6)
69
Chapitre 3. Séparation de sources doublement non stationnaire
où l’opération « off » consiste à mettre à zéro les éléments diagonaux d’une matrice.
On cherche donc à minimiser simultanément la norme des éléments non diagonaux
de l’ensemble des matrices de covariances des sources estimées. Soit U˜ le minimiseur
du critère (3.6), on obtient finalement l’estimation A˜ de la matrice de mélange par :
A˜ = L˜†U˜. Les auteurs démontrent que la séparation de sources ainsi obtenue est effi-
cace à condition que les densités spectrales des différentes sources stationnaires soient
distincts.
D’autres modèles de mélanges stationnaires ont étés proposés. En effet, afin de mo-
déliser des situations physiques plus complexes (par exemple : réverbération de si-
gnaux audio), des modèles de mélange non instantanés sont plus adéquats. De manière
à préserver la stationnarité des observations, le mélange linéaire retenu pour modéliser
de tels signaux est le mélange convolutif. Il s’écrit :
z(t) =
∫
R
H(u)y(t− u)du ,
où H désigne un système de mélange contenant des filtres linéaires. Ce modèle est
particulièrement adapté à la séparation de signaux de parole. De nombreuses méthodes
de séparation de sources dans ce cadre ont été développées. On peut se référer à [56]
pour une revue des algorithmes existants pour ce modèle.
Cependant, les hypothèses de stationnarité sur les sources et les mélanges limitent
l’application de la séparation aveugle des sources à un petit nombre de signaux et de
situations. Par la suite, des algorithmes de séparation de sources dans un contexte non
stationnaire ont donc été proposés.
3.2.3 En contexte non stationnaire
On distingue deux cas de mélanges non stationnaires. Dans le premier cas, ce sont
les sources qui sont non stationnaires tandis que le mélange préserve la stationnarité
(mélange linéaire instantané ou convolutif). Dans le second cas, c’est le mélange qui
rend les observations non stationnaires. Dans tous les cas, on doit maintenant s’inté-
resser à la matrice de covariance instantanée définie pour un vecteur X de processus
stochastiques par :
RX(τ, t) = E
{
X(t + τ/2)X(t− τ/2)H
}
, ∀ τ ∈ R.
Mélange linéaire instantané de signaux non stationnaires. Plusieurs classes d’al-
gorithmes adaptés à ce modèle ont été proposés. Une première classe repose sur les
représentations temps-fréquence quadratique croisées entre les observations. Ces al-
gorithmes présentent plusieurs variantes (en particulier en ce qui concerne l’étape 3
décrite ci-dessous). Ces différentes variantes sont passées en revue par Thirion-Moreau
et Amin dans [70]. Néanmoins, ces algorithmes s’appuient en général sur quatre étapes
détaillées dans ce qui suit.
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1. Blanchiment. À la manière de l’algorithme SOBI, on se ramène à un problème
de séparation de sources du même type que (3.3) où la matrice de mélange à
estimer U est unitaire et les observations z⊥ sont décorrélées et de variance uni-
taire. L’opération de blanchiment s’effectue alors en diagonalisant la matrice de
covariance instantanée moyennée par rapport à la variable non stationnaire et
définie par :
〈RX(τ)〉 = lim
T→∞
1
T
∫ T/2
−T/2
RX(τ, t)dt .
2. Analyse temps-fréquence quadratique. L’outil d’analyse temps-fréquence employé
ici (voir par exemple [70, 6]) est l’extension de la distribution de pseudo Wigner-
Ville lissée (voir la définition 1.12) à l’analyse des signaux vectoriels (ou multi-
capteurs). Il s’agit d’analyser des « spectres instantanés croisés » entre les obser-
vations. C’est une matrice carrée, elle est donnée, pour tout vecteur de signaux
x, par :
Vx(ξ, t) =
∫
R
x(t + τ/2)x(t− τ/2)Hh(τ)e−2ipiξτdτ , (3.7)
où h est un filtre de lissage. Il est choisi réel de sorte que Vx(ξ, t) soit une ma-
trice hermitienne. Les éléments diagonaux de Vx(ξ, t) informent sur le spectre
local de chacune des composantes de x, tandis que les éléments non diagonaux
contiennent les interférences en temps-fréquence entre les spectres instantanés
des composantes de x. De plus, la relation de mélange implique que les matrices
de « corrélation temps-fréquence » Vz⊥(ξ, t) et Vy(ξ, t) sont liées comme suit :
Vz⊥(ξ, t) = UVy(ξ, t)U
H . (3.8)
3. Sélection de points temps-fréquence. On recherche des points dans le plan temps-
fréquence pour lesquels un seul des spectres instantanés parmi ceux des sources
prend une valeur significative. On note ces points (ξ j, tj). En ces points, aucun
terme d’interférences entre les sources n’est donc présent. Les matrices Vy(ξ j, tj)
sont alors diagonales avec un seul élément diagonal non nul (celui de la source
« active »). L’équation précédente (3.8) est donc une équation de diagonalisation.
On peut se référer à [70] pour plus de détails sur les méthodes mises en œuvre
pour détecter et sélectionner les points temps-fréquence (ξ j, tj).
4. Diagonalisation jointe. Une fois les points (ξ j, tj) connus, il reste à effectuer une
diagonalisation jointe des matrices Vz⊥(ξ j, tj). On peut la réaliser en minimisant
un critère identique à celui obtenu dans l’équation (3.6) pour l’algorithme SOBI.
Dans ce chapitre, pour comparaison avec les méthodes de sépartion de sources que
nous proposons, nous mettrons en œuvre une de ces techniques, appelée QTF-BSS
(abréviation de Quadratic Time-Frequency BSS) dans le document. Ces techniques sont
efficaces à condition que les signatures temps-fréquences des sources soient suffisam-
ment disjointes pour que des points temps-fréquence où une seule source est présente
existent.
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Pour le même modèle de mélange, Parra et Spence [55] proposent une méthode
sur la minimisation d’un critère basé sur la distance entre la covariance instantanée
empirique et son expression théorique. Cette méthode est étendue au cas du mélange
convolutif. Un algorithme de séparation de sources a également été proposé par Pham
et Cardoso [58]. Il s’appuie sur un modèle particulier pour les sources non stationnaires.
Il s’agit de bruits blancs localement modulés en amplitude (cf. définition 1.18). Les au-
teurs précisent que l’algorithme peut être étendu aux sources non stationnaires formées
à partir de bruits colorés localement modulés en amplitude. La matrice de séparation
est obtenue en résolvant un problème de séparation de sources pour lesquels les sources
non stationnaires sont approchées par des signaux stationnaires par morceaux. Autre-
ment dit, la modulation d’amplitude instantanée est constante par morceaux. Sous cette
hypothèse, l’algorithme de séparation de sources repose, à l’instar de SOBI, sur une dia-
gonalisation jointe de matrices de covariances.
Mélange non stationnaire (de sources stationnaires ou non). Plusieurs modèles ont
été proposés pour ce type de problème. Dans [33], les auteurs considèrent le cas très
général d’un mélange convolutif variant dans le temps. Le mélange est alors donné
par :
z(t) =
∫
R
H(t, u)y(u)du .
Le système de mélange H contient ici des filtres variant dans le temps. Ce modèle in-
clut, entre autres, le mélange instantané non constant. Pour cela, il suffit de prendre
H(t, u) = A(t)δ(u) dans l’équation précédente. Néanmoins, la méthode de séparation
de sources associée repose sur l’hypothèse qu’il existe une représentation des sources
dans laquelle elles sont parcimonieuses. Il s’agit alors, comme pour QTF-BSS, de sé-
lectionner les points où une seule source est active. Concernant la BSS d’un mélange
linéaire variant dans le temps, l’approche de différents algorithmes de BSS (voir par
exemple [63]) consiste à effectuer une analyse en composantes indépendantes sur de
courtes portions du mélange sur lesquelles la stationnarité du mélange peut être sup-
posée. L’idée est alors d’approcher les sources non stationnaires par des signaux sta-
tionnaires par morceaux.
Dans le même esprit, on peut adapter SOBI à ce modèle en effectuant une estimation
SOBI par morceaux sur des sous-intervalles de longueur Tf ne se chevauchant pas.
Cette méthode sera notée p-SOBI dans le manuscrit. Le pseudo-code correspondant à
cette méthode est donné dans l’algorithme 3.1.
3.2.4 Indices de performances
Quels que soient le modèle de mélange et la méthode de séparation de sources ap-
pliquée, il est important d’évaluer quantitativement les performances de celle-ci. Pour
cela, différents indices de performances ont été introduits. Nous présentons ici les in-
dices que nous utiliserons dans la suite.
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Algorithme 3.1 p-SOBI : B˜ = p-SOBI(z, Tf )
p← 0
tant que pTf < T faire
Conserver zp : la restriction des observations z à l’intervalle [pTf , (p + 1)Tf [.
Estimation de la matrice de séparation : Bp = SOBI(zp).
fin tant que
Sortie : B˜(τ) = Bp si τ ∈ [pTf , (p + 1)Tf [
3.2.4.1 Des indices de performance globaux
Indépendamment du modèle de mélange et de la méthode de séparation de sources,
Vincent et al. [77] ont introduit différents indices permettant de mesurer la qualité de
la séparation de sources effectuée. Nous présentons ici deux de ces indices, que nous
exploiterons par la suite. Avec les notations (3.1), soit y˜i l’estimée de la ie source. Les
auteurs la décomposent sous la forme :
y˜i(t) = ytarget(t) + einterf(t) + enoise(t) + eartif(t) ,
où ytarget désigne la projection de la source estimée y˜i sur le vrai signal source yi (ytarget
et yi sont généralement égaux à un facteur multiplicatif près). einterf désigne le terme
d’interférences provenant des sources véritables yj, j 6= i dans la ie source estimée. Le
terme enoise désigne la contribution du bruit. Le signal eartif contient ce qui a été créé arti-
ficiellement par l’algorithme de séparation de sources. Le rapport source à interférences
(SIR) quantifie le rapport entre l’énergie du terme que l’on cherche à estimer ytarget et
celle du terme einterf provenant des autres sources. Ce terme s’exprime en décibels, on a
donc :
SIR(y˜i, y) = 10 log10
(
‖ytarget‖22
‖einterf‖22
)
. (3.9)
Le rapport source à distorsion (SDR) quantifie le rapport entre l’énergie du terme
ytarget et celle du terme contenant toutes les signaux non désirés. En décibels, ce terme
s’exprime :
SDR(y˜i, y) = 10 log10
(
‖ytarget‖22
‖einterf + enoise + eartif‖22
)
. (3.10)
Par définition le SDR est donc inférieur au SIR.
Les auteurs de [77] définissent un troisième indice de performance : le rapport
source à artefacts (SAR). Cet indice est donné par :
SAR(y˜i, y) = 10 log10
(
‖ytarget + einterf + enoise‖22
‖eartif‖22
)
. (3.11)
Le SAR quantifie la présence d’artefacts générés par l’algorithme de séparation de
sources dans les sources estimées. Cet indice étant plus difficilement interprétable que
73
Chapitre 3. Séparation de sources doublement non stationnaire
les deux indices précédents, on se limitera en pratique à l’évaluation numérique du SIR
et du SDR.
3.2.4.2 Un indice de performance local
Dans le cadre moins général du mélange linéaire instantané où la matrice de mé-
lange varie dans le temps), les indices de performances globaux ne sont plus suffisants.
En effet, on voudrait pouvoir quantifier la qualité de la séparation de sources à chaque
instant. Des adaptations des indices de performances tels que le SIR, le SDR et le SAR à
cette situation ont été proposés. Pour cela, il s’agit d’évaluer les variations de ces indices
au cours du temps en les calculant sur des portions successives des sources estimées.
Cependant, ces indices sont sensibles à la largeur de la fenêtre utilisée pour obtenir les
différentes portions des sources estimées.
Pour contourner ce problème, on introduit un indice de performance qui évalue la
qualité de l’estimation de la matrice de mélange à chaque instant. Dans le cas où la ma-
trice de mélange varie dans le temps, cette façon d’évaluer la BSS nous permet de suivre
au cours du temps la qualité de la séparation de sources. Soit B(t) = A−1(t) la matrice
de séparation et B˜(t) son estimation. Alors, pour que la séparation de sources soit bien
réalisée il faut que la matrice G(t) = B˜(t)A(t) soit la plus proche possible d’une ma-
trice diagonale dont les éléments valent ±1. L’indice d’Amari normalisé (initialement
introduit par Moreau et Macchi [47] pour la version de l’indice non normalisé) permet
de quantifier cela. Il est noté ρ(t) et est défini par
ρ(t) =
1
2Ny(Ny − 1)
 Ny∑
i=1
 Ny∑
j=1
|[G(t)]ij|
max
k
|[G(t)]ik| − 1

+
Ny
∑
j=1
 Ny∑
i=1
|[G(t)]ij|
max
k
|[G(t)]kj| − 1
 . (3.12)
Lorsque la matrice G(t) satisfait la condition décrite ci-dessus, c’est à dire |G(t)| = I,
l’indice d’Amari s’annule : ρ(t) = 0. Cet indice est donc d’autant plus faible que la
séparation de sources est de bonne qualité. De plus, on a toujours ρ(t) ∈ [0, 1] avec
ρ(t) = 1 dans le cas le plus défavorable à la séparation de sources, c’est-à-dire lorsque
tous les coefficients de |G(t)| sont identiques.
Il est à noter que le calcul des différentes mesures de performance présentées dans
cette section requiert la connaissance des vraies sources ou de la vraie matrice de mé-
lange. Pour nous permettre de comparer les algorithmes de séparation de sources, nous
appliquerons donc ces algorithmes à des mélanges synthétiques pour lesquels nous
fixons ces grandeurs.
Dans la suite, nous présentons un modèle de mélange où la matrice de mélange
varie dans le temps, et les sources suivent un modèle de non-stationnarité particulier :
la déformation temporelle.
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3.3 Modèle et objectif
3.3.1 Une classe de signaux non stationnaires
Dans ce qui suit, nous considérons les signaux non stationnaires comme des réa-
lisations de processus localement déformés. En effet, comme nous l’avons vu dans le
chapitre 1, cette hypothèse est appropriée pour décrire de nombreux signaux de la vie
réelle, et nous avons présenté différentes classes d’opérateurs brisant la stationnarité
qui sont pertinentes pour modéliser des phénomènes physiques. Nous nous focalisons
ici sur l’opérateur de déformation temporelle. Un tel opérateur peut modéliser des phé-
nomènes physiques non stationnaires aussi divers que l’effet Doppler, les variations de
vitesse d’un moteur, la vocalisation d’animaux ou la parole (voir le chapitre 2).
Introduisons maintenant quelques notations. Soit xi un signal stationnaire, modélisé
comme la réalisation d’un processus aléatoire stationnaire Xi dont la densité spectrale
de puissance est notée SXi . En agissant sur xi avec l’opérateur de déformation tempo-
relle notéDγi (voir la définition 1.16), on obtient un signal non stationnaire noté yi. Dans
ce chapitres les signaux non stationnaires sources yi seront donc modélisés comme étant
des réalisations de processus localement dilatés Yi donnés par :
Yi(t) = Dγi Xi(t) , ∀ t ∈ R . (3.13)
3.3.2 Mélange instantané non stationnaire
Le problème que nous considérons est la séparation de Ny sources non station-
naires modélisées par l’équation (3.13). Chacune d’entre elles étant formée à partir d’un
processus non stationnaire et d’une fonction de déformation temporelle distincts. Les
sources sont en outre supposées non corrélées. Soit y(t) ∈ RNy le vecteur colonne conte-
nant toutes les sources à l’instant t. Le mélange considéré est lui-même non stationnaire
dans la mesure où la matrice de mélange varie au cours du temps. Dans la suite, nous
supposerons que le nombre d’observations est au moins égal au nombre de sources.
Soit z(t) ∈ RNz (avec Nz > Ny) le vecteur colonne contenant les observations à l’instant
t. Le modèle de mélange s’écrit alors
z(t) = A(t)y(t) , (3.14)
où A(t) ∈ RNz×Ny désigne la matrice de mélange variant dans le temps. Ce modèle
généralise le modèle de modulation d’amplitude instantanée correspondant au cas où
A(t) est diagonale. En effet, dans cette situation, chaque observation zi peut se mettre
sous la forme :
zi(t) = ai(t)yi(t) = AaiDγi xi(t) .
Cette dernière situation correspondant au modèle présenté dans le chapitre précédent
(voir équation (2.1)). L’algorithme JEFAS nous a alors permis d’estimer les fonctions de
déformation. L’estimation des sources stationnaires xi et non stationnaires yi est alors
effectuée en appliquant les opérations de déformations inverses.
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Dans le cas général, notre objectif sera de déterminer conjointement et à chaque
instant : la matrice de mélange instantané A(t), les fonctions de déformation tempo-
relle γi(t), et le spectre des sources stationnaires SXi pour i ∈ {1, . . . , Ny}. Toutes ces
grandeurs doivent être obtenues uniquement à partir des observations z(t).
3.4 Approximation des transformées en ondelettes
Comme nous l’avons vu au chapitre 2, le comportement de la transformée en on-
delettes d’un signal localement dilaté s’interprète en terme de déplacement des coeffi-
cients d’ondelettes dans le plans temps-échelle. C’est pourquoi nous allons chercher à
exprimer l’équation de mélange en fonction des transformées en ondelettes des sources
et des observations.
Pour cela, plaçons-nous à un instant fixe τ. Puis, pour chaque observation zi, on note
wzi ,τ = Wzi(s, τ) le vecteur ligne contenant les valeurs de la transformée en ondelettes
à l’instant τ pour un vecteur d’échelles s (dont la taille est notée Ms). Ensuite, tous ces
vecteurs sont rassemblés dans une matrice de taille Nz ×Ms notée wz,τ telle que
wz,τ =
 wz1,τ...
wzNz ,τ
 .
La même notation est utilisée pour la transformée en ondelettes des sources wy,τ. On
suppose que la matrice A(t) varie lentement vis-à-vis des oscillations des signaux.
Nous allons montrer qu’on peut alors approcher le mélange en ondelettes comme étant
un mélange linéaire instantané. Sous cette hypothèse, la relation linéaire (3.14) devient
une relation entre les transformées en ondelettes de y et z de la forme
wz,τ ≈ A(τ)wy,τ . (3.15)
Le théorème d’approximation suivant donne une borne quantitative sur l’erreur d’ap-
proximation dans l’équation (3.15). Remarquons que la notation M◦2 désigne ici le carré
élément par élément d’une matrice M.
Théorème 3.1 (Approximation). Soient Xi (i ∈ {1, . . . , Ny}) des processus stochastiques
réels stationnaires au sens large, de moyenne nulle, de puissance finie σ2X. Soient Yi les processus
localement dilatés définis par (3.13) et Zi les mélanges non stationnaires donnés par (3.14). Soit
ψ l’ondelette d’analyse régulière, localisée autour de l’origine de sorte que |ψ(t)| 6 1/(1+ |t|β)
avec β > 1. Avec les notations ci-dessus, soit τ ∈ CNz×Ms l’erreur d’approximation dans le
domaine des ondelettes, définie ainsi :
τ = wz,τ −A(τ)wy,τ . (3.16)
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Alors l’erreur d’approximation τ est une matrice aléatoire du second ordre, complexe circulaire
de moyenne nulle. De plus, la variance des coefficients de la matrice d’erreur est bornée comme
suit :
E
{|τ|◦2} 6 σ2Xβ2
(β− 2)2 A
′ ◦2
∞ γ
′
∞(q
3s)T , (3.17)
où
A′∞ ∈ RNz×Ny+ : (A′∞)ij = sup
t
|A′ij(t)| ,
γ ′∞ ∈ RNy×1+ : (γ ′∞)i = sup
t
|γ′i(t)| .
La démonstration repose sur des arguments similaires à celle du théorème d’ap-
proximation 3.1. Un développement de Taylor de A en τ permet la construction de la
borne donnée par l’équation (3.17). On détaille cette démonstration en annexe A.2.1.
Notons que, mis à part les termes contrôlant la borne sur l’erreur dans (2.5), c’est-à-dire
la résolution temporelle de l’ondelette et les variations des fonctions de déformation
temporelle, la borne sur l’erreur dans (3.15) est également contrôlée par les variations
des coefficients de la matrice de mélange.
Cette nouvelle relation de mélange va nous permettre de réaliser la séparation de
sources dans le domaine ondelettes ce qui rend possible l’estimation de la matrice de
mélange instantané à chaque instant τ « indépendamment » des autres instants.
3.5 Procédure d’estimation et algorithme
La procédure d’estimation repose sur les relations approchées (2.5) et (3.15), que
nous supposons valides, c’est-à-dire que A et γ ′ varient suffisamment lentement. Cette
hypothèse nous permet d’écrire une vraisemblance approchée sur les transformées en
ondelettes des observations dans le cas gaussien. L’estimation s’appuie sur des trans-
formées en ondelettes discrètes, les paramètres évoluant dans le temps sont donc esti-
més sur une grille de temps discrète τ . Dans ce qui suit, nous décrivons la procédure
d’estimation pour un τ ∈ τ donné.
3.5.1 Réduction de dimension
Dans le cas où le nombre de sources à estimer est strictement inférieur au nombre
de signaux observés, on doit procéder à une réduction de dimension préalable permet-
tant de ramener le nombre de signaux mesurés au nombre de sources à estimer. En
effet, on verra dans ce qui suit que la méthode de séparation de sources retenue néces-
site que la matrice de mélange considérée soit carrée (pour calculer, par exemple, son
déterminant).
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FIGURE 3.2 – Estimation du nombre de sources. Évolution du rapport entre les deux
dernières valeurs singulières en fonction de la longueur des portions analysées.
Lors d’un mélange linéaire instantané de sources stationnaires, une décomposition
en valeurs singulières est appliquée à la matrice des observations : Z = (z(τ))τ∈τ ∈
RNz×Nτ . On obtient Z = U∆VT où U ∈ RNz×Nz et V ∈ RNτ×Nτ sont des matrices or-
thogonales, ∆ ∈ RNz×Nτ est une matrice dont seuls les éléments diagonaux peuvent
être non nuls : ils sont positifs ou nuls. Ces coefficients sont appelés valeurs singulières
de Z. Le nombre de valeurs singulières non nulles de Z est égal à son rang. Or, par
construction, le rang de Z vaut Ny. En pratique, toutes les valeurs singulières de Z sont
non nulles (présence de bruit, précision numérique,. . .). L’estimation de Ny est alors ob-
tenue en comptant le nombre de valeurs singulières de Z supérieures à un seuil choisi.
Dans le cas qui nous intéresse, le mélange étant dépendant du temps, on se ramène
au cas du mélange constant en effectuant des décompositions en valeurs singulières sur
des courtes portions successives des signaux observés où l’on suppose la matrice de mé-
lange constante. Ceci étant justifié par l’équation d’approximation (3.15). Alors, chaque
portion analysée nous donne une estimation de Ny. On choisit finalement d’estimer le
nombre de sources en conservant la valeur la plus souvent obtenue lors des décompo-
sition en valeurs singulières successives. Pour illustrer ce choix, on prend pour exemple
une situation où Ny = 2 et Nz = 3. On trace en figure 3.2 le rapport entre la plus pe-
tite valeur singulière et la deuxième valeur singulière en fonction de la longueur des
portions analysées. On observe que pour une longueur de portion suffisamment pe-
tite, la dernière valeur singulière est bien plus faible que les deux premières. En effet, si
les portions sont trop longues, l’hypothèse de stationnarité approchée sur cette portion
n’est plus valide et l’information apportée décomposition en valeurs singulières n’est
pas exploitable pour déterminer Ny. C’est pourquoi en choisissant un seuil adapté (par
exemple 3% de la seconde valeur singulière) et une longueur de portion assez faible
(moins de 10 ms dans cet exemple), on estime bien que le nombre de sources est égal à
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2.
Enfin, la procédure d’estimation décrite en section 3.5.2 est appliquée à Ny observa-
tions choisies parmi les Nz disponibles. Dans la section 3.5.2, nous présentons la pro-
cédure d’estimation des sources une fois la réduction de dimension effectuée. Nous
verrons ensuite, dans la section 3.5.3 comment l’algorithme global permet de profiter
de l’information supplémentaire apportée par les Nz − Ny sources non exploitées lors
de la procédure d’estimation.
3.5.2 Procédure d’estimation
Dorénavant, on considère que le nombre d’observations Nz est égal au nombre de
sources Ny. La matrice de mélange est alors supposée inversible. Par souci de simplicité,
nous introduisons les notations suivantes. Soit Bτ = A(τ)−1 la matrice de séparation.
Soit θi,τ = logq (γ
′
i(τ)) le paramètre de déformation à l’instant τ de la ie source et θτ =
(θ1,τ · · · θNy,τ)T le vecteur contenant l’ensemble de ces paramètres pour chacune des
sources.
Désormais, nous supposons que les conditions de validité du théorème 2.1 sont vé-
rifiées. Il découle de cette hypothèse que la transformée en ondelettes de la ie source Yi
peut être approchée par la formule d’approximation (2.5). Afin de pouvoir écrire la vrai-
semblance des coefficients d’ondelettes des observations en fonction des paramètres
inconnus, les processus stationnaires Xi, sous-jacents à chacune des sources, sont doré-
navant supposés gaussiens. Alors, à τ fixé, la colonne de la transformée en ondelettes
de Yi est un vecteur aléatoire gaussien, complexe circulaire (cf. la proposition 2.1). On a
donc wYi ,τ ∼ CN c(0, Ci(θi,τ)), avec
[Ci(θi,τ)]kk′ = q
sk+sk′
2
∫
R
SXi(q
−θi,τξ)ψˆ (qskξ) ψˆ (qsk′ ξ) dξ .
Par ailleurs, comme l’équation de mélange (3.15) approchée dans le domaine des on-
delettes est supposée vraie, la densité de probabilité de wz,τ s’exprime en fonction de
wy,τ par
pwZ,τ (wz,τ) = |det(Bτ)|2Ms pwY,τ (Bτwz,τ) .
Alors, comme l’hypothèse de décorrélation des sources est équivalente à une hypothèse
d’indépendance dans le cas gaussien, cela conduit à la log-vraisemblance des observa-
tions suivante :
Lτ(Bτ,θτ)
∆
= ln(pwZ,τ |(Bτ ,θτ)(wz,τ; Bτ,θτ)) + Ny Ms ln(pi)
=2Ms ln |det(Bτ)|+
Ny
∑
i=1
ln(pwYi ,τ |θi,τ (wyi ,τ; θi,τ)) + Ny Ms ln(pi)
=2Ms ln |det(Bτ)| −
Ny
∑
i=1
ln |det(Ci(θi,τ))|
−
Ny
∑
i=1
[Bτwz,τ]i·Ci(θi,τ)−1[Bτwz,τ]Hi· , (3.18)
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où [M]i· indique la ie ligne de la matrice M. Les estimations du maximum de vrai-
semblance sont les maximiseurs de Lτ(Bτ,θτ), ils sont notés respectivement B˜τ et θ˜τ.
Par ailleurs, les spectres SXi des différentes sources stationnaires sous-jacentes inter-
viennent de manière cachée dans l’expression de la vraisemblance : leur connaissance
est effectivement nécessaire pour le calcul des matrices de covariance Ci(θi,τ). À l’image
de l’algorithme JEFAS présenté dans le chapitre précédent, la stratégie d’estimation sera
ici d’alterner l’estimation de la matrice de séparation instantanée et celles des déforma-
tions et des spectres associés.
(a) Estimation de la matrice de séparation. Supposons que le paramètre de défor-
mation θτ et les spectres SXi sont connus (en réalité seules les estimées θ˜τ et S˜Xi sont
connues). Les différentes matrices de covariance Ci(θi,τ) sont donc connues. Afin de
simplifier les calculs, réécrivons la log-vraisemblance
Lτ(Bτ,θτ) = 2Ms ln |det(Bτ)| −
Ny
∑
i=1
ln (det(Ci(θi,τ)))
−
Ny
∑
i=1
JTi Bτwz,τCi(θi,τ)
−1wHz,τBτJi
où Ji ∈ RNy désigne le vecteur colonne tel que [Ji]k = 1i(k) (ici, la notation 1i désigne
la fonction indicatrice de la valeur i). On peut alors dériver la log-vraisemblance par
rapport à Bτ pour obtenir l’équation qui doit être vérifiée par cette matrice. On note
cette dérivée∇BτLτ. Alors, en appliquant les formules de dérivées matricielles (57) et
(118) dans The Matrix Cookbook [57], on obtient :
∇BτLτ(Bτ,θτ) = 2Ms
(
B−1τ
)T − Ny∑
i=1
JiJTi Bt2 Re(wz,τCi(θi,τ)
−1wHz,τ) .
L’estimateur du maximum de vraisemblance vérifie alors ∇BτLτ(B˜τ,θτ) = 0. On a
donc :
1
Ms
Ny
∑
i=1
JiJTi Re
(
B˜τwz,τCi(θi,τ)−1
(
B˜twz,τ
)H)
= I
Comme les matrices Ci(θi,τ)−1 sont semi-definies positives, cette condition se réécrit :
1
Ms
w˜yj,τCi(θi,τ)
−1w˜Hyi ,τ = 1i(j), ∀i, j ∈ {1, . . . , Ny} . (3.19)
où w˜yi ,τ = [B˜τwz,τ]i· est l’estimation de la transformée en ondelettes à l’instant τ de la
ie source. Cette équation montre que lorsque B˜τ est proche de Bτ, les sources estimées
sont décorrélées et la matrice de covariance de w˜yi ,τ doit être proche de la véritable
matrice de covariance de la transformée en ondelettes wyi ,τ, c’est-à-dire Ci(θi,τ). Par
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ailleurs, la relation (3.19) fournit N2y équations, et nous devons estimer N2y paramètres
(les éléments de la matrice Bτ). De plus, ces équations sont quadratiques par rapport
aux éléments de Bτ. C’est pourquoi la matrice B˜τ peut être obtenue de façon approchée
par une méthode de Newton (voir le chapitre 4 dans [8]). Pour cela, on considère la
variable vectorielle bτ = Vec(BTτ ) ∈ RN
2
y où l’opération « Vec » consiste à concaténer
les colonnes d’une matrice dans un vecteur colonne. Ici, en notant βi la i-ème ligne
de Bτ, on a donc : bτ =
(
β1 · · ·βNy
)T
. Il s’agit alors d’annuler la fonction vectorielle
f : RN
2
y → RN2y dont la n-ème composante est définie par :
fn(bτ) =
1
Ms
βjwz,τCi(θi,τ)−1w˜Hz,τβTi − 1i(j) où n = Ny(i− 1) + j , (3.20)
pour tout i, j ∈ {1, . . . , Ny}. On donne dans l’algorithme 3.2 le pseudo-code associé
à la méthode de Newton permettant de donner une solution approchée de l’équation
f(b) = 0. Cet algorithme nécessite le calcul de la matrice jacobienne Jf de f. C’est une
matrice carrée de taille N2y × N2y définie par [Jf]mn = ∂mfn où ∂m désigne la dérivation
partielle par rapport à la m-ème composante de bτ. La solution de l’équation f = 0
Algorithme 3.2 Méthode de Newton : B˜ = Newton(B0, eN)
l ← 0
b(0) = Vec(B0)
tant que ‖b(l+1) − b(l)‖ > eN faire
b(l+1) = b(l) − Jf(b(l))f(b(l))
l ← l + 1
fin tant que
Sortie : B˜ = Vec−1(b(l))
n’est pas unique. En particulier, les indéterminations du problème de séparation de
sources (liées à l’ordre arbitraire des sources) sont toujours présentes. C’est pourquoi
on détaillera dans la section 3.5.3 la stratégie mise en œuvre pour ne pas modifier l’ordre
des sources estimées tout au long de l’algorithme d’estimation.
(b) Estimation des déformations et des spectres associés. Supposons que la ma-
trice de séparation Bτ est connue à chaque instant (en réalité, seule son estimée B˜τ est
connue). Dans l’expression de la log-vraisemblance (3.18), seules les matrices Ci(θi,τ)
dépendent des déformations et des spectres associés. Or, grâce à la décorrélation des
sources, cette expression est séparable vis-à-vis des différentes matrices de covariance
Ci(θi,τ). On peut donc estimer les déformations et les spectres de chaque source indé-
pendamment les uns des autres. Pour la ie source, il faut donc maximiser la fonction :
Li,τ(θτ) = − log |det(Ci(θi,τ))| − [Bτwz,τ]i·Ci(θi,τ)−1[Bτwz,τ]Hi· .
Il s’agit de maximiser exactement la même vraisemblance que celle obtenue au cha-
pitre 2 (voir l’équation (2.12)) en remplaçant la transformée en ondelettes de la source yi
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(à laquelle nous n’avons pas accès) par sa transformée en ondelettes approchée à partir
de l’équation d’approximation (3.15), c’est-à-dire [Bτwz,τ]i·. La procédure d’estimation
de θi,τ sera donc identique à celle présentée au chapitre 2.
3.5.3 Algorithme
Nous venons de décrire la procédure d’estimation dans le cas cas où Nz = Ny. Dans
le cas où Nz > Ny, nous avons accès à (NzNy) combinaisons de Ny signaux sources diffé-
rentes pour effectuer la séparation de sources. On choisit d’appliquer l’algorithme de
séparation de sources à chacune de ces combinaisons. On se ramène ainsi à la résolu-
tion de (NzNy) problèmes de séparation de sources successifs pour lesquels les nombres
d’observations et de sources sont égaux. Notons zl le vecteur contenant les observa-
tions de la l-ème combinaison. De même, on note Bl ∈ RNy×Ny la matrice de séparation
contenant les Ny colonnes correspondant aux observations conservées.
L’algorithme 3.3, nommé JEFAS-BSS, synthétise toutes les étapes de l’estimation.
En ce qui concerne l’initialisation de la séparation de sources, nous utilisons le résultat
de p-SOBI (cf. section 3.2.3) qui fournit une méthode de base donnant une matrice de
mélange initiale variant dans le temps.
Notons B˜l,τ(k−1) l’estimée de la matrice de séparation après (k− 1) itérations de l’al-
gorithme JEFAS-BSS. Ensuite, l’algorithme 2.2 (JEFAS) est mis en œuvre à partir de
chacune des estimées des transformées en ondelettes des sources données, à chaque
instant τ, par [B˜(k−1)l,τ wzl ,τ]i·. Il permet l’estimation des déformations temporelles θ˜i et
des spectres SXi . Remarquons également que l’estimation de Bl,τ s’effectue sur une
grille d’instants espacés d’un pas temporel ∆τ. L’estimation des sources à chaque ins-
tant s’effectue alors en considérant la matrice de séparation Bl,τ constante sur l’inter-
valle Iτ = [τ − ∆τ/2, τ + ∆τ/2[. En outre, l’estimation de la matrice de séparation
s’effectue de la même manière en remplaçant les vraies valeurs de θτ et SX (qui sont
inconnues) par leurs estimations à l’itération k dans la relation (3.19) que nous appro-
chons grâce à la méthode de Newton.
Enfin, la convergence est contrôlée au moyen du rapport source à interférence (SIR)
défini par (3.9). Comme nous n’avons pas accès aux véritables sources, nous utilisons
comme critère d’arrêt le SIR entre y˜(k−1) et y˜(k) (au lieu de y) qui donne une évaluation
de la mise à jour de la BSS et constitue donc une évaluation de convergence pertinente.
Pratiquement, le critère de convergence est testé sur le SIR moyenné entre les sources.
Il est défini comme suit :
1
Ny
Ny
∑
i=1
SIR
(
y˜(k−1)i , y˜
(k)
)
> Λ , (3.21)
oùΛ est choisi suffisamment grand pour que l’amélioration de la qualité de la BSS entre
la (k− 1)e la ke itération de JEFAS-BSS ne soit pas significative.
Une fois que chacun des (NzNy) algorithmes de séparation de sources a convergé, on
estime la matrice de séparation globale B˜τ en moyennant chaque colonne par l’en-
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Algorithme 3.3 JEFAS-BSS
• Estimer le nombre de sources Ny (voir section 3.5.1).
pour chacune des combinaisons d’observations parmi (NyNz) faire
• Évaluer B˜(0)l,· = p-SOBI(zl , Tf ) (voir algorithme 3.1).
• Calculer les sources estimées y˜(0)(τ) = B˜(0)l,τ zl(τ).• k← 1
tant que le critère d’arrêt (3.21) est faux et k 6 kmax faire
pour i = 1, . . . , Ny faire
• Estimer les paramètres θ˜(k)i,τ , ∀τ ∈ τ et le spectre S˜ (k)Xi en appliquant JEFAS à
y˜(k−1)i (voir algorithme 2.2).
fin pour
pour τ = 0,∆τ, . . . , T faire
• Calculer B˜(k)l,τ = Newton(B˜(k−1)l,τ , eN) (voir l’algorithme 3.2) en remplaçant
θτ et {SXi}i=1,...,Ny par leurs estimations actuelles θ˜
(k)
τ et
{
S˜
(k)
Xi
}
i=1,...,Ny
dans
l’expression de f (3.20).
fin pour
• Estimer les sources y˜(k)(τ) = B˜(k)l,τ zl(τ).• k← k + 1
fin tant que
• Θ˜l =
(
θ˜
(k)
τ
)
τ∈τ
• ∀i ∈ {1, . . . , Ny}, S˜Xi ,l = S˜ (k)Xi
fin pour
• Estimer la matrice de séparation globale au moyen de la formule (3.22).
• Estimer les fonctions de déformation et les spectre en moyennant leurs estimations
(par rapport à l).
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semble des (Ny−1Nz−1) estimations que l’on a fait de celle-ci. Autrement dit, on a :
B˜τ =
1
(Ny−1Nz−1)
(
Ny
Nz
)
∑
l=1
B˜l,τEl , (3.22)
où El ∈ RNy×Nz . La n-ème colonne de la matrice El est non nulle si et seulement si la
n-ème observation de z est présente dans la l-ème combinaison analysée. Dans ce cas,
cette colonne contient uniquement un élément non nul égal à 1 permettant de placer la
colonne B˜l,τ au bon endroit dans B˜τ.
D’autre part, cette stratégie d’estimation nous donne accès à (NyNz) estimations de
chacune des fonctions de déformation γi et de chacun des spectres SXi . On peut alors
obtenir de nouvelles estimées de variance plus faible en moyennant toutes ces estima-
tions.
3.6 Résultats numériques
3.6.1 Application à un mélange synthétique
Nous construisons un exemple synthétique avec Ny = Nz = 3 pour évaluer les per-
formances de l’algorithme JEFAS-BSS. La durée des signaux est de 1 seconde et ils sont
échantillonnés à Fs = 44, 1 kHz. Les deux sources gaussiennes sont non stationnaires
selon le modèle (3.13), leurs spectres de puissance sous-jacents SXi sont constitués de
différentes fenêtres de Hann ne se chevauchant pas. Les coefficients de la matrice de
mélange évoluent sinusoïdalement dans le temps (avec des fréquences différentes).
Les transformées en ondelettes des sources et des observations sont affichées sur la
figure 3.3. Leurs supports étant superposés, un algorithme de BSS s’appuyant sur la
parcimonie d’une représentation des signaux ne serait pas efficace ici.
L’algorithme JEFAS-BSS est appliqué aux observations, il converge en 5 itérations.
Les scalogrammes des sources estimées sont affichés sur la figure 3.4. Pour éviter la
redondance avec les résultats du chapitre 2, les fonctions de déformation temporelle
et les spectres estimés par JEFAS ne sont pas tracés ici. Pour une étude complète des
performances de JEFAS, nous renvoyons le lecteur au chapitre 2. Dans ce qui suit, nous
nous concentrons sur les performances de la séparation de sources.
Afin d’évaluer la BSS obtenue via JEFAS-BSS, nous la comparons à d’autres algo-
rithmes de séparation de sources (SOBI, p-SOBI, QTF-BSS). Nous appliquons ces al-
gorithmes à 20 réalisations de l’exemple synthétique ci-dessus. Pour évaluer la qualité
des algorithmes BSS, nous calculons le SIR et le SDR entre les vraies sources et leurs
estimations en moyenne sur 20 simulations (voir les formules (3.9) et (3.10) pour les
définitions de ces indices de performance). Les résultats ainsi que les écarts types (ET)
correspondants sont donnés dans le tableau 3.1. Néanmoins, cette quantité est un in-
dicateur global de la qualité de la séparation de sources. Afin de suivre l’évolution
temporelle de la qualité de la BSS, nous évaluons à chaque instant l’indice d’Amari
normalisé ρ(t) (défini par (3.12)). L’évolution de ρ (en décibels) pour les algorithmes de
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FIGURE 3.3 – Mélange synthétique. En haut : scalogrammes des trois sources non sta-
tionnaires. En bas : scalogrammes des trois observations.
0 0.2 0.4 0.6 0.8
Time (s)
8
4
2
1
0.5
Fr
eq
ue
nc
y 
(kH
z)
0 0.2 0.4 0.6 0.8
Time (s)
8
4
2
1
0.5
0 0.2 0.4 0.6 0.8
Time (s)
8
4
2
1
0.5
FIGURE 3.4 – Mélange synthétique. Scalogrammes des trois sources estimées.
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TABLEAU 3.1 – Mélange synthétique (20 réalisations). Comparaison du SiR, du SDR et
de l’indice d’Amari moyen pour quatre algorithmes de BSS.
Algorithme
SIR (dB) SDR (dB) ρ moyen (dB)
Moyenne ET Moyenne ET Moyenne ET
SOBI 11, 82 3, 65 6, 20 1, 94 −6, 54 0, 86
p-SOBI 3, 58 1, 93 −7, 99 1, 91 −9, 06 0, 21
QTF-BSS 0, 79 3, 88 −2, 12 3, 25 −3, 87 0, 42
JEFAS-BSS 30, 26 2.37 16, 30 2, 54 −15, 36 0, 70
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FIGURE 3.5 – Mélange synthétique. Évolution temporelle de l’indice d’Amari pour dif-
férentes méthodes de séparation de sources.
séparation de sources que nous évaluons est tracée sur la figure 3.5. D’autres part, les
moyennes et écarts-types temporels de cet indice sont mesurés. Les valeurs moyennes
obtenues sur 20 simulations sont données dans le tableau 3.1.
On peut alors comparer les performances des différents algorithmes de séparation
de sources dans cette situation.
JEFAS-BSS. Comme on pouvait s’y attendre, l’indice d’Amari de JEFAS-BSS est net-
tement inférieur à ceux des autres méthodes de séparation de sources. En effet,
la connaissance a priori du modèle de non-stationnarité des sources avantage cet
algorithme. On peut noter que l’indice d’Amari indice reste faible (aux alentours
de -15 dB) en dehors des plages de temps initiales et finales (de 0 à 0, 1 s et de
0, 9 à 1 s) où la qualité de la séparation de sources décroît : la valeur de l’indice
d’Amari remonte autour de −10 dB. Ceci est probablement principalement dû
aux effets de bords.
p-SOBI. C’est le deuxième algorithme le plus performant au niveau de l’indice
d’Amari. On observe des ruptures de pente brutales de l’évolution de l’indice
d’Amari. Cela est dû à la construction de l’algorithme p-SOBI où la matrice
de séparation estimée est constante par morceaux. Le passage d’un segment à
l’autre peut donc entraîner une modification importante de la matrice de sépa-
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ration, et par conséquent, de l’indice d’Amari. L’effet de cette segmentation de
la BSS est également visible sur le SDR de p-SOBI qui est négatif (−2 dB en-
viron) car la mise bout à bout des segments de source estimées entraîne des
discontinuités sur le signal reconstitué. Ces distorsions proviennent des indéter-
minations sur l’amplitude des sources, elles entraînent la baisse de la valeur du
SDR.
SOBI. Cet algorithme étant adapté au modèle stationnaire, il est global. C’est pour-
quoi la valeur de l’indice d’Amari de SOBI est haute. De même, le SIR est faible
car la séparation de sources est mal réalisée mais le SDR reste supérieur à p-SOBI
(6 dB environ). Cela met en évidence le fait qu’un compromis est nécessaire sur
le choix de la taille de la fenêtre de p-SOBI. Une fenêtre trop petite entraîne un
SDR très faible mais l’indice d’Amari sera bon. À l’inverse, une fenêtre trop large
entraîne un mauvais indice d’Amari mais le SDR reste raisonnable.
QTF-BSS. Plus surprenant, les performances QTF-BSS sont inférieures à celles de
SOBI. Par exemple, la valeur de l’indice d’Amari est seulement légèrement in-
férieure au cas où l’on effectue aucune séparation de sources, c’est-à-dire B˜τ =
I pour tout τ. Cela peut être dû au fait que, comme pour SOBI, l’estimation
de QTF-BSS repose sur un modèle matriciel de mélange constant. De plus, cet
exemple de mélange est particulièrement défavorable à la méthode QTF-BSS car
les scalogrammes des différentes sources se superposent. En particulier, il existe
très peu de points du plan temps-fréquence (ou temps-échelle) où la troisième
source est présente seule. L’étape de sélection des points dans QTF-BSS devient
donc délicate.
3.6.2 Application à un mélange de signaux audios
Nous nous intéressons maintenant au mélange synthétique de signaux audios qui
a été présenté dans l’introduction de ce chapitre. Les transformées en ondelettes des
signaux observés sont représentées figure 3.1. Ce mélange est intéressant car il est
composé de signaux sources dont les transformées en ondelettes se superposent sur
de grandes zones temps-échelle. Il permet donc de mettre en évidence la capacité de
JEFAS-BSS à séparer des sources large bande. Les transformées en ondelettes des deux
sources estimées sont représentées figure 3.6. Le scalogramme correspondant au son de
vent estimé est à gauche, alors que celui correspondant au chant est à droite. L’algo-
rithme JEFAS-BSS nous fournit également les déformations et les spectres estimés pour
chacune de deux sources. Les deux spectres estimés sont superposés figure 3.7. Cette
figure montre la superposition des contenus spectraux des deux sources, notamment
entre 0 et 2 kHz (au delà, les valeurs du spectre du chant sont encore significatives alors
que les valeurs du spectre du vent ne le sont plus). D’autre part, comme pour le mélange
synthétique de signaux synthétiques, les indices de performances de la BSS montrent
une nette amélioration de la qualité de la BSS par rapport à p-SOBI ou QTF-BSS. En ef-
fet, l’indice d’Amari de JEFAS-BSS vaut−21 dB contre−17, 3 dB pour p-SOBI,−7, 4 dB
pour SOBI et −4 dB pour QTF-BSS. De plus, le SIR de JEFASS-BSS vaut 44, 8 dB contre
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FIGURE 3.6 – Mélange de signaux audios. Modules des transformées en ondelettes de
deux sources estimées par JEFAS-BSS.
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5, 6 dB pour p-SOBI, 20, 5 dB pour SOBI et 7, 6 dB pour QTF-BSS.
3.7 Bilan
Dans ce chapitre, nous avons proposé une méthode de séparation de sources dou-
blement non stationnaire. Le modèle que nous avons considéré est celui du mélange
linéaire instantané de signaux localement dilatés par une matrice de mélange variant
dans le temps. Ce modèle de mélange est fait l’extension du modèle du chapitre 2 aux
signaux multi-capteurs et à une opération de modulation d’amplitude instantanée ma-
tricielle. L’objectif que nous nous sommes fixé est celui de l’analyse spectrale de ces si-
gnaux multi-capteurs localement déformés, c’est-à-dire l’estimation jointe de la matrice
de mélange, des fonctions de dilatation instantanées, et des densités spectrales des si-
gnaux stationnaires sous-jacents. C’est pourquoi l’algorithme de séparation de sources
que nous proposons opère dans le domaine des ondelettes, et est fortement inspiré de
JEFAS. Par rapport à cet algorithme, les principales extensions apportées à JEFAS pour
l’adapter à ce nouveau cadre sont :
— l’étape préalable de réduction de dimension. Cette étape nous permet, de consi-
dérer des situations où le nombre de signaux observés est supérieur au nombre
de signaux sources.
— l’étape d’estimation de la matrice de séparation. Contrairement à l’étape d’esti-
mation de la modulation d’amplitude dans JEFAS, nous n’avons pas d’expres-
sion explicite de la matrice de séparation maximisant la log-vraisemblance. Nous
procédons alors à l’estimation de cette matrice à l’aide d’une méthode de New-
ton.
Par ailleurs, JEFAS-BSS diffère de JEFAS dans la mesure où il requiert une étape initiale
de séparation de sources. Nous envisageons de modifier la fonction à maximiser de
manière à se passer de cette étape d’initialisation (se reporter les perspectives de la
thèse en section 6.2).
Finalement, nous avons vu que JEFAS-BSS permet d’améliorer nettement les per-
formances des méthodes de séparation de sources existantes. Ce résultat est principale-
ment dû à la connaissance supplémentaire apportée par la connaissance du modèle de
non-stationnarité. Notons que l’application numérique de JEFAS-BSS à une situation
où le nombre d’observations est supérieur au nombre de sources n’a pas été proposée
dans ce chapitre. En effet, l’étude de cette situation n’apporte pas d’informations sup-
plémentaire sur l’algorithme, seule l’étape initiale d’estimation du nombre de sources
étant nouvelle (ensuite il s’agit d’appliquer successivement JEFAS-BSS à plusieurs com-
binaisons d’observations). Néanmoins, la mise en œuvre de JEFAS-BSS sur un exemple
synthétique de ce type est proposée en ligne (cf. annexe B.1).
Dans les chapitres 2 et 3, nous avons décrit des méthodes d’analyse des signaux
non stationnaires. Dans les chapitres 4 et 5 à venir, nous allons présenter des méthodes
reposant sur des approches à la synthèse de ces signaux. Intéressons-nous d’abord aux
signaux localement déformés.
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Chapitre4
SYNTHÈSE DE SIGNAUX LOCALEMENT DÉFORMÉS
4.1 Introduction : de l’analyse à la synthèse
Dans les chapitres 2 et 3, nous avons vu des méthodes d’analyse des signaux lo-
calement déformés. En effet, les différentes estimations de spectres instantanés et de
matrices de séparation s’appuient sur un outil d’analyse : la transformée en ondelettes.
Les différentes grandeurs que nous estimions étaient ensuite extraites de cette analyse
temps-échelle. Dans les deux chapitres qui viennent, l’approche est assez différente. En
effet, nous proposons ici deux approches à la synthèse. Cela consiste à modéliser le si-
gnal à partir d’une formule de synthèse (ou de reconstruction), l’outil à partir duquel
le signal est synthétisé sera l’objet recherché. Le modèle de synthèse repose sur le prin-
cipe des problèmes inverses où l’on recherche ce qui a produit un signal à partir de
l’observation de ce dernier. Dans ce chapitre, nous nous focalisons sur une approche
à la synthèse probabiliste, tandis que dans le chapitre 5, la synthèse sera étudiée d’un
point de vue déterministe. En outre, ce chapitre se concentre sur l’étude des signaux
localement dilatés alors que le chapitre suivant considère le cas des signaux localement
harmoniques. Dans les deux situations, l’objectif sera de d’estimer une représentation
permettant de déterminer le spectre instantané de ces signaux avec le plus de précision
possible et suivant certaines contraintes que l’on se fixe (par exemple : une contrainte
de régularité ou de parcimonie).
Dans ce chapitre, après avoir détaillé les limites des méthodes d’analyse, nous pré-
senterons quelques méthodes de synthèse temps-fréquence et temps-échelle existantes.
Ensuite, nous décrirons le modèle de synthèse temps-échelle probabiliste adapté aux
signaux localement déformés. En s’appuyant sur la structure de l’algorithme EM, la
méthode d’estimation bayésienne qui en découle nous amène à construire un algo-
rithme d’estimation alterné entre le spectre instantané de tels processus et la repré-
sentation temps-fréquence correspondante. Enfin, les performances de cet algorithme,
appelé JEFAS-S, sont évaluées et comparées à celle de JEFAS sur une exemple synthé-
tique. La capacité de cette approche à étendre la quantité de signaux analysables est
également détaillée sur une exemple semi-réel.
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FIGURE 4.1 – Signal synthétique. En haut : chronogramme. En bas : scalogramme.
Au cours de chapitre, nous illustrerons l’allure de certaines grandeurs décrites à
partir d’un exemple synthétique de signal localement déformé. Nous donnons en fi-
gure 4.1 le chronogramme et le scalogramme de ce dernier (se référer à la section 4.5.1
pour plus de détails sur la construction de ce signal).
4.2 L’approche à la synthèse
4.2.1 Limitations de l’approche à l’analyse
Jusqu’ici, nous avions proposé des méthodes d’analyse spectrale de signaux non
stationnaires telles que la transformée en ondelettes ou la transformée de Fourier à
court terme. Cependant, celles-ci sont limitées par des contraintes intrinsèques comme
le principe d’incertitude ou les interférences.
Principe d’incertitude. Il s’agit d’un principe qui limite la résolution des opérateurs
linéaires comme la transformée en ondelettes ou la transformée de Fourier à court
terme. Celui-ci stipule que la résolution temps-fréquence de ces représentations ne peut
pas être arbitrairement fine. Il peut s’écrire sous différentes formes, on peut se référer
à [27] ou [64] pour plus de généralité sur ce sujet. Nous donnons ici un exemple de prin-
cipe d’incertitude proposé par Gröchenig dans [29]. Celui-ci porte sur la concentration
de la transformée de Fourier à court terme. Il est énoncé comme suit.
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Théorème 4.1 (Principe d’incertitude pour la TFCT). Soit 0 6 e 6 1. Soit U ⊆ R2 une
partie du plan temps-fréquence mesurable. Soit g ∈ L2(R) une fenêtre d’analyse avec ‖g‖2 = 1.
Soit y ∈ L2(R) un signal avec ‖y‖2 = 1. Si∫∫
U
∣∣Gy(ξ, τ)∣∣2 dξdτ > 1− e ,
alors, la mesure |U| de U vérifie l’inégalité suivante :
|U| > 2(1− e)2 .
Comme le signal y et la fenêtre g sont unitaires :
∫∫
R2
∣∣Gy(ξ, τ)∣∣2 dξdτ = ‖y‖22‖g‖22 =
1. Le résultat du théorème s’interprète donc comme le fait que 95 % de l’énergie du
signal ne peut pas être contenue dans une zone du plan temps-fréquence de surface
inférieure à 1, 8 (correspond au cas e = 0, 05). Ce principe rend donc la parcimonie du
spectre instantané estimé impossible. Par exemple, l’énergie de la TFCT ne peut pas
être concentrée sur une courbe décrivant une fréquence instantanée d’un signal loca-
lement harmonique dans le plan temps-fréquence (voir chapitre 5). Un principe d’in-
certitude similaire limite la précision temps-échelle de la transformée en ondelettes. La
partie gauche de la figure 4.2 illustre cette caractéristique de la transformée en onde-
lettes. Deux chirps linéaires sont présents dans le signal : à chaque instant, les valeurs
significatives du scalogramme sont situées dans deux bandes de fréquence assez large
situées autour des fréquences instantanées de chacun des chirps, limitant la détermina-
tion exacte de celles-ci.
Bulles ou Interférences. Une deuxième limitation de ces méthodes concerne l’appari-
tion d’interférences. En plus de la dispersion des coefficients des représentations temps-
fréquence imposée par le principe d’incertitude, celles-ci sont également limitées par la
présence d’interférences. Par exemple, la distribution de Wigner-Ville (définition 1.12)
d’un chirp linéaire n’est pas limitée par le principe d’incertitude. En effet, comme nous
l’avons vu dans l’équation (1.14), on obtient une représentation temps-fréquence idéale
où la fréquence instantanée est parfaitement localisée. En revanche, dès que le signal
est composé d’au moins deux chirps linéaires, sa distribution de Wigner-Ville fait appa-
raître des interférences aux fréquences instantanées intermédiaires situées entre les dif-
férentes composantes. Des points temps-fréquence pour lesquels on souhaiterait voir le
spectre instantané s’annuler sont alors activés (voir l’équation (1.15)). De même, comme
illustré par la figure 4.2, lorsque deux composantes fréquentielles sont trop proches, la
transformée en ondelettes fait apparaître des « bulles » le long de la fréquence inter-
médiaire et périodiquement disposées à la fréquence de battement [22]. Il en est de
même pour la TFCT. Dans cette illustration, sur la partie droite de la figure 4.2, les fré-
quences instantanées des deux chirps linéaires sont espacées de 50 Hz. C’est pourquoi
50 « bulles » sont présentes sur un intervalle d’une seconde. Ce même phénomène peut
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FIGURE 4.2 – Illustration du phénomène d’interférences. À gauche : scalogramme de
deux chirps linéaires éloignés. À droite : scalogramme de deux chirps linéaires rappro-
chés.
aussi apparaître lorsque le spectre instantané d’un signal localement déformé varie ra-
pidement, avec l’apparition d’interférences au niveau temporel.
Par conséquent, JEFAS est limité par ces différents phénomènes. Cela entraîne les
conséquences suivantes.
— Impossibilité d’estimer précisément des spectres parcimonieux. C’est une conséquence
du principe d’incertitude. La résolution fréquentielle de l’ondelette produit un
lissage du spectre comme on l’a montré avec l’estimateur du spectre-ondelettes
(cf. équation (1.23)).
— Sensibilité aux interférences. Si le spectre du processus stationnaire est composé
de deux lobes assez proches, on peut voir apparaître des bulles sur la transfor-
mée en ondelettes du signal non stationnaire. La transformée en ondelettes du
signal stationnaire sous-jacent n’est alors plus invariante par rapport au temps.
Le théorème d’approximation 2.1 n’est donc plus exploitable et l’estimation de
la dilatation instantanée par JEFAS devient impossible.
— Sensibilité aux variations rapides. C’est également une conséquence des conditions
de validité du théorème 2.1, lorsque la fonction de dilatation instantanée varie
trop rapidement chaque composante du spectre instantané peut interférer avec
elle-même. Dans ce cas, l’estimation de JEFAS peut s’avérer délicate voire diver-
gente.
Finalement, l’idée de l’approche à la synthèse est de construire une représentation
temps-fréquence ou temps-échelle qui ne soit pas limitée par ces diverses contraintes.
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4.2.2 La synthèse probabiliste
L’idée originale de voir la représentation temps-fréquence comme un outil de syn-
thèse probabiliste a été proposée par Turner et Sahani [73]. Dans cet article, l’ensemble
des quantités présentées sont données comme des grandeurs discrètes. Ainsi, les si-
gnaux sont définis à temps discret, les instants de mesures seront notés τ1, . . . , τNτ . De
même, l’ensemble des fréquences considérées sera noté {ξm}m∈{1,...,Mξ}.
Les auteurs proposent d’abord une formule de reconstruction inspirée de celle ca-
ractérisant la transformée de Fourier à court terme. Soit y ∈ RNτ le signal observé.
Notons G ∈ CMξ×Nτ sa représentation temps-fréquence recherchée. Notons gm le vec-
teur ligne tel que gm(τn) = G(ξm, τn). Alors, la formule de reconstruction à partir de la
représentation temps-fréquence discrétisée G est donnée par :
y(τn) =
M
∑
m=1
Re
(
gm(τn)e2ipiξmτn
)
+ (τn) , (4.1)
où  ∈ RNτ modélise un bruit de mesure indépendant de G. Il est choisi de représenter
ce bruit par un bruit blanc gaussien, donc :  ∼ N (0, σ2y I) où σ2y désigne la variance du
bruit. Remarquons que cette formule de synthèse s’inspire de la formule de reconstruc-
tion à partir de la TFCT donnée dans le théorème 1.4 où la fenêtre de synthèse serait
l’impulsion de Dirac. Cependant, la convention de phase retenue par les auteurs est
différente de celle que nous avons donnée dans la définition 1.14 (voir la remarque qui
suit cette définition).
Cas stationnaire. Dans un premier temps, les auteurs font l’hypothèse que le signal
observé y est stationnaire de spectre SY. Ainsi, on peut voir chaque terme gm comme
un signal basse fréquence stationnaire telle que la composante Re
(
gme2ipiξm·
)
constitue
la partie du signal y dont le spectre contient la sous-bande fréquentielle de SY située
autour de la fréquence ξm. Dans cette optique, l’a priori sur la composante gm est tel que
gm ∼ CNc(0, Γm) où la matrice de covariance Γm d’un filtre linéaire noté κm, c’est-à-dire
une matrice circulante. Elle est alors diagonalisée dans la base de Fourier, et ses valeurs
propres sont données par la transformée de Fourier discrète κˆm de ce filtre linéaire. Ici,
on choisit κm comme étant un filtre passe-bas de sorte que le spectre de la composante
Re
(
gme2ipiξm·
)
soit situé autour de la fréquence ξm. Dans ce cadre, l’estimation du maxi-
mum a posteriori g˜m de la composante gm est donnée par le filtrage de Wiener (voir [74],
section 3.8.5) :
g˜m(τn) =∑
k
y(τk)hm(τk − τn)e−2ipiξmτk ,
avec
hˆm(νn) =
κˆm(νn)
σ2y +
1
2
M
∑
k=1
κˆk(νn − ξk)
.
Finalement, l’expression de g˜m est similaire à celle de la transformée de Fourier à court
terme discrétisée où la fenêtre hm dépend de la fréquence considérée grâce à l’a priori.
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On peut alors parler de représentation temps-fréquence adaptative car la fenêtre est
adaptée au spectre attendu du signal observé.
Cas non stationnaire. Turner et Sahani font le choix d’introduire la non-stationnarité
du signal y en modifiant l’a priori sur chacune des composantes gm. Le type de non-
stationnarité qu’ils prennent en compte est celui de la modulation d’amplitude. L’am-
plitude de chaque composante gm est supposée varier au cours du temps. Autrement
dit, on voudrait pouvoir écrire gm(τn) = αm(τn)e2ipiφm(τn) où am modélise l’amplitude
variable de la composante gm et φm sa phase aléatoire. Pour cela, le modèle a priori
choisi est de la forme :
gm(τn) = bmgm(τn−1) + m(τn) , (4.2)
avec m ∼ CNc(0, σ2mI) et 0 < bm < 1. Il s’agit d’un modèle autorégréssif d’ordre
1. Il s’agit d’un modèle conduisant à une décroissance exponentielle de l’amplitude,
il est pertinent pour modéliser des signaux audios et des signaux issus de processus
vibratoires. De plus, ce modèle présente l’avantage de conduire à un calcul rapide et
aisé de la représentation temps-fréquence G (type filtre de Kalman).
Autre modèle non stationnaire. Enfin, les auteurs proposent de modifier la formule
de reconstruction du signal à partir la représentation temps-fréquence en introduisant
une nouvelle structure. La factorisation en matrices non négatives (abrégé en NMF
pour Non-negative Matrix Factorization) est une décomposition pertinente pour modé-
liser le spectrogramme de certains signaux audios comme les sons produits par des
instruments de musique [78]. Il s’agit de rechercher des vecteurs colonnes hl ∈ RMξ+ et
wl ∈ RNτ+ tels que le spectrogramme, noté A2 ∈ RMξ×Nτ+ , se décompose ainsi :
A2 =
L
∑
l=1
hlwTl . (4.3)
Intuitivement, wl contient l’information d’activation temporelles de la composante fré-
quentielle hl . Dans le cas d’un signal musical, chaque vecteur hl décrit le spectre carac-
téristique d’une note tandis que wl caractérise les instants où cette note est jouée. L’idée
est alors d’ajouter cette décomposition dans le modèle de synthèse. On considère alors
que la représentation temps-fréquence s’écrit sous la forme :
G(ξm, τn) = A(ξm, τn)H(ξm, τn) ,
avec A se décomposant sous la forme (4.3), et H portant l’information de phase. De
plus, les auteurs choisissent de considérer a priori autorégréssif d’ordre 1 du même type
que (4.2) sur hm = H(ξm, ·) ∈ CNτ . Finalement, le nouveau modèle de synthèse s’écrit
maintenant :
y(τn) =
M
∑
m=1
am(τn)Re
(
gm(τn)e2ipiξmτn
)
+ (τn) ,
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où am = A(ξm, ·) ∈ RNτ+ . Les auteurs proposent alors une méthode permettant d’esti-
mer entièrement G, c’est-à-dire son amplitude A qui suit le modèle de NMF (4.3) et sa
phase H.
Bien qu’il puisse modéliser la représentation temps-fréquence de signaux non sta-
tionnaires, le modèle proposé par Turner et Sahani reste peu satisfaisant en vue de
représenter le spectre instantané de processus localement déformés. En effet, cette mo-
délisation est limitée par le fait que l’on néglige la corrélation entre les composantes
fréquentielles. C’est pourquoi nous allons adopter un point de vue différent où la cor-
rélation fréquentielle sera bien prise en compte tandis que la corrélation temporelle ne
découlera pas d’une hypothèse sur l’a priori mais d’une approche type « chapitre 2 » où
on suppose que le déplacement des coefficients varie lentement.
4.3 Modèle probabiliste de synthèse pour les signaux locale-
ment dilatés
On reprend ici le problème de modélisation des signaux non stationnaires abordé
dans le chapitre 2, en adoptant une approche inspirée de celle proposée par Tuner et
Sahani.
4.3.1 Modèle de synthèse
Nous nous focalisons désormais sur la construction d’une représentation du spectre
instantané d’un signal localement dilaté. Motivés par les résultats du chapitre 2, nous
allons donc proposer une formule de synthèse similaire à la formule de reconstruction
à partir de la transformée en ondelettes. Ainsi, nous chercherons à estimer une repré-
sentation temps-échelle ayant des propriétés similaires à la transformée en ondelettes.
Soit y le signal observé. Comme dans les chapitres précédents, y sera modélisé
comme une réalisation d’un processus stochastique Y. Soit ψ une ondelette, on note
ψs(t) = q−s/2ψ(q−st) l’ondelette dilatée. Soit s le vecteur de taille Ms contenant l’en-
semble des échelles que l’on souhaite analyser. Alors, par analogie avec la transformée
en ondelettes, la formule de reconstruction s’écrit :
Y(t) = Re
(
∑
s∈s
(ψs ∗Ws)(t)
)
+ e(t) , (4.4)
où Ws désigne une représentation temps-échelle stochastique du processus aléatoire Y
à l’échelle s et e désigne un bruit de mesure. Dans ce qui suit, l’objectif est d’estimer
la représentation temps-échelle Ws associée au signal observée y pour tout s ∈ s. Pour
cela, on se fixera certaines contraintes supplémentaires devant être respectées par cette
représentation temps-échelle. En effet, l’idée est d’obtenir une représentation temps-
échelle « idéale » possédant un certain nombre de propriétés désirées qu’une approche
à l’analyse (comme la transformée en ondelettes classique) ne permet pas. Pour cela,
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nous allons mettre en œuvre des estimations statistiques, en particulier bayésiennes.
Les propriétés désirées de la représentation temps-échelle sont alors introduites comme
des a priori sur le processus stochastique Ws.
Dans ce qui suit, l’ensemble des observations est réalisé à temps discret et sur un
intervalle de longueur finie. Notons τ , le vecteur de taille Nτ contenant l’ensemble des
instants de mesures (vecteur d’instants régulièrement espacés par un pas valant F−1s , où
Fs désigne la fréquence d’échantillonnage). La discrétisation s’effectue en considérant
des conditions aux bords périodiques. En particulier, pour l’ondelette dilatée ψs, on
aura : ψs(τn) = ψs(τn+Nτ ), ∀n. De plus, les mesures étant discrètes nous chercherons
à estimer Ws aux instants de mesures uniquement, et nous raisonnerons en terme de
vecteurs et matrices aléatoires. Soit n ∈ {1, . . . , Nτ}, on s’intéresse alors au vecteur
wn ∈ CMs tel que [wn]m = Wsm(τn). La transformée en ondelettes discrétisée est donnée
par la matrice W = (w1 · · ·wNτ ) ∈ CMs×Nτ . Soit y ∈ RNτ le signal discrétisé et  ∈ RNτ
le bruit associé, indépendant de W. Le modèle de synthèse se réécrit alors sous forme
vectorielle :
y = Re
(
Nτ
∑
n=1
Ψnwn
)
+  , (4.5)
où les Ψn sont les matrices de taille Nτ ×Ms telles que :
Ψn =
 ψs1(τ1−n) · · · ψsMs (τ1−n)... ...
ψs1(τNτ−n) · · · ψsMs (τNτ−n)
 .
De manière encore plus compacte, soit W la vectorisation de la matrice de transfor-
mée en ondelettes discrétisée. Il s’agit d’un vecteur de taille NτMs formé par la conca-
ténation des colonnes de la matrice W. Ainsi :
W = vec(W) =
 w1...
wNτ
 .
Alors, le modèle de synthèse s’écrit
y = Re(DW) +  . (4.6)
où D =
(
Ψ1 · · · ΨNτ
)
est une matrice de taille Nτ × NτMs. L’équation de syn-
thèse (4.5) doit nous permettre d’estimer la représentation temps-échelle adaptée au
signal. Pour cela, nous utiliserons les outils d’inférence statistique. On modélise alors
le bruit  comme étant un bruit blanc gaussien stationnaire de variance σ2y , soit :  ∼
N (0, σ2y I).
Dans l’esprit de l’algorithme JEFAS présenté au chapitre 2, nous voulons décrire
l’effet de la déformation temporelle par un déplacement de coefficients dans le plan
temps-échelle. Nous l’introduisons dans le modèle sous forme d’un a priori sur W.
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4.3.2 Modèle a priori
En plus de l’équation de synthèse, nous supposons que le signal observé provient
d’un processus localement dilaté. Pour tenir compte de cette hypothèse dans le modèle
de synthèse, nous devons ajouter un a priori sur la forme prise par la transformée temps-
échelle adaptée recherchée. La propriété majeure que l’on souhaite voir vérifiée par la
représentation temps-échelle de signaux localement déformés est celle du déplacement
des coefficients dépendant de la fonction de dilatation instantanée tel que prévu par le
théorème 2.1. Pour cela, nous construisons l’a priori de la manière suivante.
1. Par analogie avec les résultats du chapitre 2, les colonnes wn sont supposées
décorrélées les unes des autres.
2. Pour chaque colonne, On suppose le vecteur wn gaussien complexe circulaire
de moyenne nulle et dont la covariance est de la même forme que celle obtenue
pour la transformée en ondelettes approchée dans la proposition 2.1. Ainsi wn ∼
CNc(0, Cn), où :
[Cn]mm′
∆
= [C(θn)]mm′ = f (sm + θn, sm′ + θn) avec f : (R∗+)
2 → C. (4.7)
où θn désigne le paramètre de dilatation instantanée à l’instant τn.
3. Comme la matrice Cn doit être une matrice de covariance, elle doit présenter
une symétrie hermitienne, soit : f (s, s′) = f (s′, s) pour tous s, s′ > 0. D’autre
part, comme Cn est une matrice semi-définie positive, la fonction f doit vérifier
la condition suivante :
K
∑
k=1
K
∑
k′=1
αkαk′ f (sk, sk′) , ∀(sk)k=1,...,K ∈ (R∗+)K, ∀(αk)k=1,...,K ∈ CK .
Le choix de cette fonction dépend des propriétés supplémentaires que l’on veut
donner à la représentation temps-échelle (comme, par exemple, la parcimonie).
Le choix naturel pour la fonction f consiste à prendre cette fonction telle que
f (s, s′) = q
s+s′
2
∫ ∞
0
SX(ξ)ψˆ(qsξ)ψˆ(qs
′
ξ)dξ . (4.8)
En effet, ceci conduit à la matrice de covariance d’une colonne de la transfor-
mée en ondelettes approchée du signal localement dilaté y (se reporter à l’équa-
tion (2.10)).
4.4 Estimation et algorithme
Nous décrivons ici une approche bayésienne pour l’estimation de la représentation
temps-échelle. Cela suppose que les densités de probabilité du bruit et a priori sont
parfaitement déterminées. Il faut donc connaître les paramètres suivants :
— la variance du bruit σ2y ;
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— le paramètre de dilatation instantanée θn pour tout n ∈ {1, . . . , Nτ} ;
— la fonction f qui peut elle-même dépendre d’autres paramètres, comme dans
l’expression (4.8) où elle dépend du spectre SX du processus stationnaire sous-
jacent.
Supposons dans un premier temps que ces paramètres sont connus. Nous détaillons
dans la section 4.4.1 l’estimation a posteriori de W qui en découle. Dans un second temps,
nous proposons un algorithme d’estimation alternée de la représentation temps-échelle
et de la fonction de dilatation. Il s’agit de l’analogue adaptatif de JEFAS pour une ap-
proche à la synthèse.
4.4.1 Espérance a posteriori
L’estimateur bayésien naturel mis en œuvre est l’espérance a posteriori qui coïncide
ici avec celui du maximum a posteriori car toutes les variables aléatoires sont gaus-
siennes. Nous voulons estimer le vecteur W. Les différentes colonnes wn de la représen-
tation temps-échelle recherchée étant supposées indépendantes, la loi a priori du vec-
teur W (où ces différentes colonnes sont concaténées) s’écrit alors (voir l’équation (1.2)) :
p(W) = CNc(0, Γpri) = 1
piST det(Γpri)
e−W
HΓ
−1
pri W , (4.9)
avec
Γpri =

C1
C2
. . .
CNτ
 ∈ CNτMs×NτMs .
D’autre part, comme le bruit blanc additif  suit une loi gaussienne de variance σ2y , la
vraisemblance des observations s’écrit
p(y|W) = N (Re(DW), σ2y I) . (4.10)
On déduit alors la loi a posteriori sur la représentation temps-échelle W à partir de la
règle de Bayes. On a :
p(W|y) = p(y|W)p(W)
p(y)
. (4.11)
Dans le cas réel, un résultat classique est que toute composition de loi gaussiennes et
une loi gaussienne. Dans notre cas, la loi a posteriori p(W|y) est formée à partir d’une
composition de lois gaussiennes (réelle et complexe), on peu alors montrer que c’est une
loi gaussienne complexe mais non circulaire. Dans ce cas, en plus de la connaissance de
la moyenne et de la matrice de covariance, la loi est entièrement déterminée par la
matrice de relation R définie pour tout vecteur aléatoire complexe X par :
R = E
{
(X−E{X})(X−E{X})T
}
.
La proposition 4.1 fournit l’expression de la loi a posteriori.
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Proposition 4.1 (Loi a posteriori). Soit W ∈ CNτMs un vecteur aléatoire gaussien complexe
circulaire dont la loi est donnée par (4.9). Soit y ∈ RNτ un vecteur aléatoire tel que la vraisem-
blance p(y|W) soit donnée par (4.10). Alors, la loi a posteriori p(W|y) est une loi gaussienne
complexe, soit :
p(W|y) ∼ CN (µpos, Cpos, Rpos) ,
avec
µpos = ΓpriDHC
−1
y y (4.12)
Γpos = Γpri − 14ΓpriD
HC
−1
y DΓpri (4.13)
Rpos = −
(
DHD + 4σ2yΓ
−1
pri
)−1
DTDΓpos , (4.14)
où
Cy = σ2y I +
1
2
Re
(
DΓpriDH
)
. (4.15)
La démonstration de cette proposition est présentée en annexe A.3.1. L’expression
de la matrice de relation Rpos est donnée mais elle n’est pas utile pour la suite.
En notant W˜ = EW|y{W}, l’estimateur de l’espérance a posteriori de W, celui-ci
correspond donc à la moyenne µpos de la loi a posteriori p(W|y) : W˜ = µpos. Chaque
colonne de la représentation temps-échelle adaptée s’exprime donc sous la forme
w˜n =
1
2
CnΨHn C
−1
y y avec Cy = σ
2
y I +
1
2
Re
(
Nτ
∑
n=1
ΨnCnΨHn
)
. (4.16)
Bien que le point de vue soit assez différent, l’expression obtenue est assez similaire à
celle obtenue par Turner et Sahani. Cependant, dans leur cas, la matrice Cy définit la
matrice de covariance d’un processus stationnaire, elle est donc diagonalisable dans la
base de Fourier où son inversion s’effectue facilement. Notons d’ores et déjà que, dans
notre situation, le calcul de l’estimation w˜n sera numériquement compliqué par la né-
cessité de calculer la matrice Cy. Celle-ci étant de grande taille (Nτ × Nτ), son stockage
peut donc être délicat, et son inversion s’avérer coûteuse en temps de calcul. Sur la fi-
gure 4.3, nous représentons la matrice de covariance Cy associée au signal synthétique
de la figure 4.1. Ce signal étant constitué de 8192 échantillons, la matrice Cy contient
donc 67 millions d’éléments environ. Toutefois, comme l’illustre la figure 4.1, seuls les
éléments de cette matrice situés autour de la diagonale prennent des valeurs significa-
tives. Cela vient du spectre instantané du signal : lorsque celui-ci se déplace vers les
basses fréquences, la corrélation temporelle du signal augmente et la bande de coef-
ficients significatifs situés autour de la diagonale s’élargit (autour de 0,4 secondes par
exemple). À l’inverse, lorsque le spectre instantané se décale vers les hautes fréquences,
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FIGURE 4.3 – Exemple synthétique. Module de la matrice de covariance Cy associée à
ce signal.
la corrélation temporelle diminue et seulement quelques éléments non diagonaux sont
significatifs (autour de 0,1 seconde par exemple).
Remarque. La représentation temps-échelle estimée est corrélée temporellement. En ef-
fet, soit τn et τn′ deux instants de mesure, alors :
E{w˜nw˜Hn′} = 1n(n′)Cn −
1
4
CnΨHn C
−1
y Ψn′Cn′ . (4.17)
Or, lorsque n′ 6= n, ce terme ne s’annule généralement pas.
Quel choix faire pour la fonction f ? L’idée naturelle consiste à prendre celle don-
née par l’expression (4.8), qui correspond à la fonction que donnerait la transformée
en ondelettes. Pour déterminer entièrement cette fonction et la covariance associée, il
nous reste néanmoins à connaître la fonction de dilatation instantanée et le spectre du
processus stationnaire sous-jacent. Pour estimer ces deux grandeurs, on peut préala-
blement appliquer JEFAS au signal. On peut également directement les estimer à partir
du modèle de synthèse. Dans ce qui suit, on montre que c’est une algorithme EM qui
donne cette estimation.
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4.4.2 JEFAS à la synthèse
Notons θ = (θ1, . . . , θNτ )
T les paramètres de dilatation temporelle qui sont incon-
nus. Le calcul de w˜n requiert donc la connaissance de θ. C’est pourquoi nous allons
mettre en œuvre une estimation alternée des paramètres de dilatation temporelle. L’al-
gorithme EM (abréviation de Espérance-Maximisation) est particulièrement adapté au
modèle considéré. En effet, cet algorithme introduit par Dempster et al. [24] propose
d’estimer un paramètre par maximum de vraisemblance lorsque celle-ci dépend de va-
riables cachées inconnues. En utilisant le vocabulaire de l’algorithme EM, y représente
ici les observations, W les variables cachées et θ les paramètres à estimer. Dans ce cas,
étant donnée une estimée courante θ˜(k−1) des paramètres, la mise a jour se fait de la
manière suivante :
1. Espérance :
Q
(
θ, θ˜(k−1)
)
= EW|y,θ˜(k−1){log p(y, W|θ)}
2. Maximisation :
θ˜(k) = arg max
θ
Q
(
θ, θ˜(k−1)
)
.
La proposition 4.2 donne une réécriture de l’algorithme EM dans le cas qui nous inté-
resse.
Proposition 4.2 (Étapes de l’algorithme EM). Soient θ˜(k−1) le vecteur des paramètres de di-
latation estimé après k− 1 itérations de l’algorithme EM. Soit W˜(k−1) la représentation temps-
échelle estimée après k − 1 itérations de l’algorithme EM. Alors, la k-ème itération de l’algo-
rithme EM met à jour les valeurs de ces deux grandeurs en effectuant les deux étapes suivantes.
1. Pour tout n ∈ {1, . . . , Nτ}, l’estimateur (4.16) de la représentation adaptée à l’instant
τn est donné par :
w˜(k)n =
1
2
C
(
θ˜
(k−1)
n
)
ΨHn Cy
(
θ˜(k−1)
)−1
y . (4.18)
2. Le problème d’estimation du paramètre de dilatation θ˜ se réécrit :
θ˜(k) = arg min
θ
Nτ
∑
n=1
[
log |det(C(θn))|+ w˜(k) Hn C(θn)−1 w˜(k)n
+ Trace
(
C(θn)
−1
Γn
(
θ˜(k−1)
)) ]
, (4.19)
où Γn
(
θ˜(k−1)
)
désigne le n-ème bloc de taille Ms × Ms le long de la diagonale de la
matrice Γpos
(
θ˜(k−1)
)
.
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Les différents calculs conduisant (4.19) au problème sont détaillés en annexe A.3.2.
Ainsi, l’expression (4.19) montre que l’estimation du paramètre de dilatation instan-
tanée θ peut s’effectuer indépendamment à chaque instant. L’étape de maximisation
s’écrit alors comme la résolution d’un problème très proche de celui de JEFAS :
θ˜
(k)
n = arg max
θn
`(θn) , (4.20)
où :
`(θn) = − log |det(C(θn))| − w˜(k−1) Hn C(θn)−1 w˜(k−1)n − Trace
(
C(θn)
−1
Γn
(
θ˜(k−1)
))
.
Par ailleurs, l’équation (4.13) nous donne
Γn
(
θ˜(k−1)
)
= C
(
θ˜
(k−1)
n
)
− 1
4
C
(
θ˜
(k−1)
n
)
ΨHn Cy
(
θ˜(k−1)
)−1
ΨnC
(
θ˜
(k−1)
n
)
.
4.4.3 Algorithme
L’algorithme EM suggère donc une procédure d’estimation jointe de la déformation
instantanée caractéristique du signal localement déformé et de la représentation temps-
échelle adaptée à ce signal. De plus, la construction de la matrice de covariance de la
représentation temps-échelle adaptée requiert la connaissance du spectre du signal sta-
tionnaire sous-jacent (voir l’équation (4.8)), il faudra donc également l’estimer. Il s’agit
donc d’une adaptation de JEFAS par un approche à la synthèse. C’est pourquoi l’al-
gorithme proposé est appelé JEFAS-S (pour abréger JEFAS-Synthèse). Le pseudo-code
correspondant est donné dans l’algorithme 4.1. Précisons la mise en œuvre de chacune
des étapes de l’algorithme.
Algorithme 4.1 JEFAS-S (JEFAS-Synthèse). (W˜, θ˜, S˜X) = JEFAS-S(y, σ2y )
• Initialisation : À partir de y, estimer θ˜(0) et S˜ (0)X par l’algorithme JEFAS.
• k← 1.
tant que le critère d’arrêt (4.22) est faux faire
pour tout n ∈ {1, . . . , Nτ} faire
• Restreindre Ψn, Cy
(
θ˜(k−1)
)
et y à l’intervalle de taille N′τ autour de n.
• Obtenir w˜(k)n par l’équation (4.18).
fin pour
• Estimer θ˜(k) en approchant la solution du problème (4.20) par la méthode de
quasi-Newton.
• Estimer S˜ (k)X par l’estimateur du spectre-ondelettes (1.22).
• k← k + 1.
fin tant que
104
4.4. Estimation et algorithme
Initialisation. Afin d’estimer une première représentation temps-échelle adaptée au
signal y, nous devons connaître une première estimation de la fonction de dilatation
instantanée. Or, l’initialisation peut jouer un rôle crucial sur les performances de l’algo-
rithme. En effet, l’algorithme EM n’assure la convergence que vers un maximum local
de la vraisemblance. Une mauvaise initialisation de JEFAS-S peut donc conduire à une
estimation des paramètres de dilatation instantanée très éloignée des vraies valeurs. Or,
lorsqu’elle est disponible, l’estimation donnée par JEFAS est la meilleure estimation de
cette fonction. C’est pourquoi on privilégiera, lorsque c’est possible, l’initialisation de
JEFAS-S par le résultat de JEFAS aux autres méthodes. Dans le cas où l’estimation par
JEFAS est impossible, d’autres initialisations sont possibles comme le barycentre local
du scalogramme (voir l’expression (2.26)) ou la fonction nulle.
Calcul de la représentation temps-échelle. Numériquement, le calcul de la représen-
tation temps-échelle adaptée grâce à l’expression (4.18) conduit à quelques contraintes
numériques.
— Premièrement, le calcul de C
(
θ˜
(k−1)
n
)
nécessite la connaissance de la fonction
f dans l’équation (4.7). Concernant l’algorithme JEFAS-S, nous choisirons systé-
matiquement d’estimer la représentation temps-échelle adaptée dans le cas où
cette fonction est la fonction caractéristique de la transformée en ondelettes ap-
prochée, c’est-à-dire celle donnée par l’expression (4.8). Cependant, la détermi-
nation de cette fonction requiert la connaissance du spectreSX du signal station-
naire sous-jacent. C’est pourquoi nous ajoutons un étape d’estimation spectrale
fondée sur le spectre-ondelettes (voir l’expression (1.22)). Lorsque le résultat de
JEFAS est accessible, on fournira le spectre estimé par JEFAS comme initialisa-
tion du spectre. Dans le cas où cette estimée n’est pas disponible, on peut initiali-
serSX par l’estimation de Welch appliquée au signal non stationnaire y, ou sans
a priori par une fonction constante (caractéristique du spectre d’un bruit blanc).
Néanmoins, ces deux dernières initialisations peuvent conduire à une conver-
gence très lente de l’algorithme.
— Deuxièmement, la matrice Cy est une matrice de grande taille. Son inversion
et son stockage peuvent donc s’avérer délicats. Cependant, on peut faire l’ap-
proximation que w˜(k)n ne dépendra que des valeurs de y autour de τn. On peut
s’en convaincre en vérifiant que la corrélation entre deux colonnes de cette re-
présentation tend vers zéro dès que ces colonnes sont suffisamment éloignées
temporellement (voir l’équation (4.17) et l’exemple proposé en figure 4.3). Nous
profitons de cette propriété pour restreindre chacune des matrices dans l’expres-
sion (4.18) à la portion utile de taille N′τ  Nτ. Ainsi, la matrice Cy devient plus
facilement stockable et inversible.
Optimisation. L’estimation du paramètre de dilatation instantanée θ˜(k)n nécessite la
résolution du problème d’optimisation (4.8). Pour cela, nous procédons grâce à la mé-
thode de quasi-Newton (voir le chapitre 4 dans [8]). À chaque itération de cette mé-
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thode de descente, la direction de descente est donnée par le gradient de la fonction à
minimiser, dont l’expression est donnée par
`′(θn) = Trace
(
C(θn)−1
∂C
∂θn
(θn)
)
+ wHy,τn C(θn)
−1 ∂C
∂θn
(θn)C(θn)−1wy,τn
− Trace
(
C(θn)
−1 ∂C
∂θn,2
(θn)C(θn)
−1
Γn
(
θ˜(k−1)
))
. (4.21)
Critère d’arrêt. La convergence de JEFAS-S peut être vérifiée de deux manières diffé-
rentes. Premièrement, comme pour JEFAS, nous pouvons calculer l’innovation relative
du paramètre de dilatation instantanée et arrêter l’algorithme dès que celle-ci est in-
férieure à un seuil donnée. Deuxièmement, l’algorithme EM assure la décroissance de
la vraisemblance des observations, notéeL (θ). Dans notre situation, cette dernière est
donnée par :
L (θ)
∆
= p(y|θ) =
∫
p(y, W|θ)dW
= N (0, Cy(θ)) .
On peut alors établir un critère de convergence en vérifiant que l’innovation absolue
de cette vraisemblance passe sous un seuil donné. C’est ce critère d’arrêt qui sera mis
en œuvre en pratique. À la k-ème itération de JEFAS-S, on vérifie donc si l’inégalité
suivante est vraie :
L (θ(k))−L (θ(k−1)) < Λy , (4.22)
où Λy désigne le seuil choisi. Le principal inconvénient de ce critère d’arrêt concerne
le choix de Λy car la décroissance de la vraisemblance varie fortement d’un signal à
l’autre. Il convient donc d’observer les valeurs successivement prises par la vraisem-
blance au cours des premières itérations avant de choisir Λy.
4.4.4 Reconstruction du signal original
Une fois que l’algorithme JEFAS-S a convergé, nous avons accès au spectre et à
la dilatation instantanée estimés. Nous pouvons alors modifier la fonction f propo-
sée en (4.8) afin de synthétiser de nouvelles représentations temps-échelles adaptées.
Cependant, on doit se limiter à des choix raisonnables dans la sens où la formule de
synthèse (4.4) reste approximativement vraie. Pour vérifier cela, on considère le biais et
la variance de l’estimateur du signal original.
En s’appuyant sur l’équation (4.5) décrivant le modèle, le signal original non bruité
y0 est donné par :
y0 = Re
(
Nτ
∑
n=1
Ψnwn
)
.
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L’estimateur y˜0 de y0 est alors donné par :
y˜0 = Re
(
Nτ
∑
n=1
Ψnw˜n
)
=
1
2
Re
(
Nτ
∑
n=1
ΨnCnΨHn
)
C
−1
y y . (4.23)
Afin d’étudier les performances de cet estimateur, calculons son biais.
E {y˜0|y0} − y0 = 12 Re
(
Nτ
∑
n=1
ΨnCnΨHn
)
C
−1
y E{y}︸ ︷︷ ︸
=y0
−y0
=
(
1
2
Re
(
Nτ
∑
n=1
ΨnCnΨHn
)
C
−1
y − I
)
y0 .
Or, par définition de Cy on a :
1
2
Re
(
Nτ
∑
n=1
ΨnCnΨHn
)
C
−1
y − I = −σ2y C
−1
y ,
d’où l’expression du biais :
E {y˜0|y0} − y0 = −σ2y C
−1
y y0 . (4.24)
On peut également calculer la matrice de covariance de l’estimateur du signal origi-
nal. Elle est définie par R(y˜0|y0) ∆= E
{
(y˜0 −E{y˜0|y0}) (y˜0 −E{y˜0|y0})T
∣∣∣ y0} et s’ex-
prime :
R(y˜0|y0)= 12 Re
(
Nτ
∑
n=1
ΨnC˜nΨHn
)
C
−1
y︸ ︷︷ ︸
=I−σ2y C−1y
E{(y− y0)(y− y0)T}︸ ︷︷ ︸
=σ2y I
C
−1
y
1
2
Re
(
Nτ
∑
n=1
ΨnC˜nΨHn
)
︸ ︷︷ ︸
=I−σ2y C−1y
= σ2y
(
I− σ2y C
−1
y
)2
Application au débruitage. L’objectif de déterminer cette représentation peut aussi
être de débruiter le signal observé afin d’en extraire uniquement la composante d’in-
térêt, c’est-à-dire le signal localement dilaté. Pour quantifier la qualité du débruitage,
déterminons l’amélioration du rapport signal sur bruit entre le signal mesuré y et le
signal estimé y˜0. Notons ∆SNR cette quantité, elle s’exprime :
∆SNR = SNR(y˜0)− SNR(y) = 10 log10
(
E
{‖y˜0‖22}
E
{‖y˜0 − y0‖22}
)
− 10 log10
(
E
{‖y‖22}
E
{‖‖22}
)
.
(4.25)
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Concernant le rapport signal sur bruit original, on a :
SNR(y) = 10 log10
(
E
{‖y0 + e‖22}
Nτσ2y
)
= 10 log10
(
‖y0‖22 +E
{‖e‖22}
Nτσ2y
)
= 10 log10
(
1+
‖y0‖22
Nτσ2y
)
.
Concernant le rapport signal sur bruit après reconstruction du signal synthétisé, son
expression se déduit de celles du biais et de la variance de l’estimateur y˜0. En effet :
SNR(y˜0) = 10 log10
(
E
{‖y˜0 −E{y˜0}‖22}+ ‖E{y˜0}‖22
E
{‖y˜0 −E{y˜0}‖22}+ ‖E{y˜0} − y0‖22
)
= 10 log10
 Trace
(
R(y˜0) +E {y˜0}E {y˜0|y0}T
)
Trace
(
R(y˜0) + (E {y˜0} − y0) (E {y˜0|y0} − y0)T
)

=10 log10
 Trace
((
I− σ2y C−1y
)2 (
I + y0yT0
))
σ2y Trace
((
I− σ2y C−1y
)2
+ σ2y C
−2
y y0yT0
)
 .
Compte tenu des expressions de SNR(y) et SNR(y˜0), l’expression de ∆SNR est diffici-
lement interprétable. En particulier, nous ne pouvons pas déterminer aisément dans
quelles conditions cette quantité est positive. C’est pourquoi dans la section 4.5, nous
évaluons numériquement ces différentes quantités sur des exemples synthétiques et
nous comparons les résultats obtenus aux expressions théoriques.
4.5 Résultats numériques
4.5.1 Application à une signal synthétique
Dans un premier temps, nous allons étudier les performances de ce nouvel algo-
rithme sur un signal synthétique. On construit un signal de Nτ = 8192 échantillons,
échantillonné à la fréquence Fs = 8192 Hz. Le signal localement dilaté y est construit
de la même manière que l’exemple synthétique de la section 2.5.3 (hormis la modula-
tion d’amplitude). On rappelle que le spectre du processus stationnaire sous-jacent est
constitué de deux lobes formés par des fenêtres de Hann (voir l’expression (2.27) et la
figure 2.6). La fonction de dilatation instantanée γ′ est une fonction oscillante donnée
par l’expression (2.28). Ce signal est ensuite bruité par l’ajout d’un bruit blanc gaussien
de variance σ2y = 5× 10−2, de sorte que le rapport signal sur bruit est de 16, 2 dB.
On applique alors JEFAS-S à ce signal. Après initialisation par le résultat de JEFAS,
l’algorithme converge en 3 itérations. Le temps de calcul sur un processeur Intel Xeon
CPU E5-2680 v4 à 2,40 GHz est de 347 secondes. On superpose en figure 4.4 la fonction
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FIGURE 4.4 – Signal synthétique. fonction de dilatation instantanée estimée par JEFAS-S
superposée avec celle estimée par JEFAS.
de dilatation estimée par JEFAS-S à celle obtenue par JEFAS, et à la vraie fonction. On
remarque que les résultats des deux estimations sont quasiment superposés. JEFAS-S
ne permet donc pas d’améliorer significativement le résultat d’estimation donné par
JEFAS. On peut d’ailleurs noter que l’erreur quadratique moyenne d’estimation de la
fonction de dilatation instantanée par JEFAS est de 2, 250.10−4 tandis que celle résultant
de JEFAS-S est de 2, 238.10−4. En outre, le temps de calcul est fortement augmenté. On
peut en conclure que l’utilisation de JEFAS-S n’est pas nécessaire lorsque le résultat de
JEFAS est satisfaisant.
Néanmoins, JEFAS-S reste intéressant dans la mesure où cet algorithme permet
d’obtenir une représentation temps-échelle adaptée au signal considéré. La représen-
tation ainsi obtenue est affichée à côté du scalogramme sur la figure 4.5. D’abord, on
note que les deux représentations temps-échelles sont très similaires. C’est ce qui était
attendu car nous avons choisi un a priori tel que les covariances inter-échelles de W et
de la transformée en ondelettes soient égales. En revanche, le modèle retenu au cours
de ce chapitre est la décorrélation temporelle a priori des colonnes de la représenta-
tion temps-échelle. C’est pourquoi on observe une oscillation beaucoup plus forte de
cette représentation par rapport à la transformée en ondelettes dont les variations tem-
porelles sont beaucoup plus lisses (et régulières) du fait de la corrélation temporelle
existante.
Enfin, la représentation adaptée pouvant être vue comme un filtre de Wiener, re-
marquons que le bruit blanc présent à toutes les fréquences de la transformée en onde-
lettes est fortement atténué (voir invisible) sur la représentation temps-échelle adaptée.
JEFAS-S permet donc d’effectuer un débruitage du signal mesuré grâce à ce filtrage
non stationnaire. Après avoir reconstruit le signal original grâce à la formule de syn-
thèse (4.23), on note d’ailleurs que le rapport signal sur bruit à été amélioré passant de
16, 08 dB pour le signal mesuré à 23,14 dB pour le signal reconstruit, ce qui correspond
à une amélioration du SNR de 7,06 dB. L’expression théorique (4.25) donne, pour cet
exemple, une amélioration du rapport signal sur bruit de 13,40 dB. Cette valeur est lé-
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FIGURE 4.5 – Signal synthétique. À gauche : représentation temps-échelle adaptée don-
née par JEFAS-S. À droite : scalogramme (transformée en ondelettes).
gèrement supérieure à la valeur mesurée car le calcul de l’expression (4.25) ne tient pas
compte du fait que le paramètre de dilatation instantanée θ est également issu d’une
estimation.
4.5.2 Application à un signal semi-réel à fréquence rapide
Considérons maintenant un signal semi-réel, c’est-à-dire une signal synthétisé à par-
tir de mesures réelles. L’idée est d’étudier un signal localement déformé dont le spectre
du processus stationnaire sous-jacent possède une structure parcimonieuse comme, par
exemple, celui d’une sinusoïde. C’est pourquoi nous considérons un signal y locale-
ment harmonique à une seule composante. On peut donc l’écrire sous la forme
y(t) = A1(t) cos(2piφ1(t)) .
Ici, la fréquence instantanée φ′1 provient de données réelles mesurées. Il s’agit de la
mesure de la fréquence cardiaque d’une personne atteinte de fibrillation atriale. L’am-
plitude instantanée est quant à elle simulée à partir d’une réalisation d’un mouvement
brownien lissé puis normalisé et centré de sorte que 1 6 A1(t) 6 5/3 pour tout t. Le
signal ainsi créé est échantillonné à la fréquence Fs = 10 Hz sur une durée de 83,1 se-
condes (soit Nt = 832). Le chronogramme du signal est tracé en figure 4.6. Les graphes
de la fréquence et de l’amplitude instantanées ainsi que la transformée en ondelettes du
signal y sont également tracés. Ce signal est un signal localement déformé car il s’agit
d’un signal à une composante donc on peut écrire
y(t) = AαDγx(t) ,
où x(t) = cos(2pit), γ(t) = φ1(t), et α(t) =
A(t)√
φ′1(t)
. Pour appliquer JEFAS-S, nous allons
négliger la modulation amplitude instantanée α et nous concentrer sur la dilatation
instantanée γ′.
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FIGURE 4.6 – Signal semi-réel. En haut : chronogramme Au milieu à gauche : ampli-
tude instantanée simulée. Au milieu à droite : fréquence instantanée mesurée. En bas :
scalogramme.
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FIGURE 4.7 – Signal semi-réel. Fonction de dilatation instantanée estimée superposée à
la fréquence instantanée normalisée.
Pour ce signal, l’algorithme JEFAS diverge. En effet, la transformée en ondelettes
tracée en bas de la figure 4.6 présente des interférences car les variations temporelles
de φ′1 sont trop rapides. Ainsi, le déplacement des coefficients d’ondelettes approché
par le théorème 2.1 n’est pas valable pour décrire cette transformée en ondelettes. En
fait, l’erreur d’approximation donnée par ce théorème est très grande du fait que la
valeur de ‖γ′′‖∞ est grande. On initialise alors JEFAS-S par la fonction nulle pour pre-
mière estimée de log2(γ
′). Le spectre du processus stationnaire sous-jacent est initialisé
par une fonction constante. Étant données ces initialisations très éloignées des valeurs
attendues, la convergence de JEFAS-S est très lente. Le critère d’arrêt est atteint après
72 itérations. On représente en figure 4.7 la fonction de dilatation instantanée estimée
superposée à la fréquence instantanée normalisée du signal original. JEFAS-S permet
d’obtenir une estimation performante de la fréquence instantanée (à une constante mul-
tiplicative près). On bénéficie ici de l’a priori qui force la représentation temps-échelle
obtenue à vérifier la propriété de déplacement des coefficients. Ainsi, nous ne sommes
plus limités par les interférences visibles sur la transformée en ondelettes du fait des va-
riations rapides de γ′. Cet exemple nous permet d’illustrer l’intérêt de JEFAS-S vis-à-vis
de JEFAS. Au prix d’un temps de calcul fortement augmenté, JEFAS-S permet d’étudier
une catégorie de signaux localement dilatés plus importante.
On peut profiter de ce résultat pour obtenir une représentation temps-échelle plus
parcimonieuse que la transformée en ondelettes. Pour cela, introduisons l’a priori que
le spectre SX présente une structure parcimonieuse, et notons ν1 la fréquence de la
sinusoïde correspondante. On peut estimer ν1 en considérant, par exemple, la fréquence
pour laquelle le spectre S˜X estimé par JEFAS-S est maximale. On construit alors une
nouvelle représentation temps-échelle en prenant pour la fonction f définie en (4.7)
l’expression suivante :
f (s, s′) = e
− (s−ς)2
σ2s 1s(s′) .
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FIGURE 4.8 – Signal semi-réel. En haut : Deux formes de matrices de covariance a priori.
En bas : Représentations temps-échelle associées.
où ς est choisie telle que ς = logq
(
ξ0
ν1
)
, et σs est un paramètre de réglage de la
concentration fréquentielle. Cette forme doit nous permettre d’obtenir une représen-
tation très parcimonieuse car, à chaque instant, l’énergie est a priori concentrée sur un
petit nombre d’échelles centrées autour de ς. On représente en haut à droite de la fi-
gure 4.8 la matrice de covariance de covariance C(0) associée à cette expression de f
en comparaison à celle associée à l’expression (4.8) (en haut à gauche). En dessous, les
représentations temps-échelle correspondant à chacune de ces expressions sont tracées.
La deuxième forme a priori permet bien de rendre plus parcimonieuse la représenta-
tion temps-échelle. Elle est clairement adaptée à la représentation temps-échelle de ce
type de signaux appelés localement harmoniques à fréquence rapide (voir chapitre 5).
Par ailleurs, cette modification de la matrice de covariance a priori ne détériore pas la
qualité de la reconstruction comme le montre la superposition en figure 4.9 des signaux
reconstruits à partir des deux représentations temps-échelles obtenues au signal origi-
nal.
JEFAS-S permet donc de construire des représentations temps-échelle suivant une
approche à la synthèse, avec des propriétés de concentration temps-échelle très fortes.
Sur ce type de signaux, JEFAS-S est compétitif (et parfois supérieur) à des techniques
du type synchrosqueezing, abordées au chapitre 5.
113
Chapitre 4. Synthèse de signaux localement déformés
10 12 14 16 18 20 22 24 26 28 30
Time (s)
-1.5
-1
-0.5
0
0.5
1
1.5
2
Si
gn
al
s
Measured signal
Reconstructed signal / covariance wavelet-like
Reconstructed signal / sparse covariance
FIGURE 4.9 – Signal semi-réel. Zoom sur la superposition des signaux reconstruits à
partir des représentations adaptées au signal original.
4.6 Bilan
Dans ce chapitre, nous avons présenté une approche à la synthèse pour l’étude
spectrale des signaux localement dilatés. En s’inspirant des travaux de Turner et Sa-
hani, nous avons proposé un modèle probabiliste de synthèse temps-échelle pour les
signaux localement dilatés. Cependant, à l’inverse du modèle de Turner et Sahani qui
considère la non-stationnarité dans le plan temps-échelle comme une modulation d’am-
plitude de chacune des lignes de la représentation temps-fréquence, nous la modéli-
sons comme une translation verticale des coefficients temps-échelle. Ce modèle nous
permet de s’inspirer des résultats du chapitre 2 pour construire un algorithme d’esti-
mation spectrale adapté au signaux localement dilatés. Listons les différences et points
commun entre JEFAS-S et JEFAS.
1. La différence majeure entre ces deux algorithmes concerne la construction si-
multanée d’une représentation temps-échelle adaptée au signal fournie par l’al-
gorithme JEFAS-S grâce à l’approche à la synthèse.
2. L’approche à la synthèse permet d’effectuer un débruitage non stationnaire des
signaux localement dilatés.
3. Lorsque les variations de la dilation instantanée sont rapides, la présence d’in-
terférences empêche la convergence de JEFAS tandis que JEFAS-S permet l’esti-
mation de la fonction de dilatation instantanée.
4. Lorsque les variations de la dilation instantanée sont contrôlées et que l’on n’ob-
serve pas d’interférences sur la transformée en ondelettes du signal, JEFAS-S
n’est pas plus performant que JEFAS.
5. Lorsque JEFAS et JEFAS-S convergent, le temps de calcul nécessaire à JEFAS-S
est bien supérieur à celui de JEFAS.
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6. La convergence de JEFAS-S vers un maximum local de la vraisemblance est
prouvée comme cas particulier d’un algorithme EM. À l’inverse, la convergence
de JEFAS reste empirique.
En résumé, JEFAS-S est particulièrement utile pour étudier les signaux de courte du-
rée pour lesquels JEFAS ne converge pas. Dans les autres cas, on peut se contenter de
l’estimation obtenue par JEFAS car celle-ci est satisfaisante.
Par ailleurs, nous pouvons profiter des degrés de liberté laissés par le choix de l’a
priori sur la représentation temps-échelle pour construire des représentations temps-
échelle nettement plus concentrées que la transformée en ondelettes. Cette propriété est
particulièrement intéressante pour représenter le spectre instantané idéal des signaux
localement harmoniques (voir la définition 1.19). Cependant, un signal localement har-
monique peut être vu comme un signal localement dilaté uniquement à condition qu’il
soit constitué d’une unique composante : c’est le cas du signal étudié dans le para-
graphe 4.5.2. C’est pourquoi dès que le nombre de composantes formant le signal lo-
calement harmonique étudié est supérieur ou égal à deux, la mise en œuvre de JEFAS-
S n’est plus possible. La construction d’une représentation temps-échelle concentrée
adaptée à de tels signaux n’est donc pas permise par le modèle de synthèse considéré
dans ce chapitre. Ainsi, dans le chapitre 5, nous allons présenter une approche à la
synthèse adaptée à l’étude des signaux localement harmoniques, et qui n’est, en prin-
cipe, pas limitée par le nombre de composantes. Contrairement à ce que nous venons
de présenter, nous verrons que cette approche repose sur une approche à la synthèse
déterministe.
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Chapitre5
SYNTHÈSE DE SIGNAUX LOCALEMENT
HARMONIQUES
5.1 Introduction
Dans ce chapitre, on s’intéresse aux signaux localement harmoniques (voir la défini-
tion 1.19). Il s’agit d’un modèle permettant de décrire des signaux décomposables sous
la forme d’un somme d’un nombre fini de composantes sinusoïdales d’amplitudes et
de fréquences instantanées variant au cours du temps. Par exemple, ce modèle est uti-
lisé en audio notamment en traitement de la parole [42, 48]. Il s’agit aussi d’un modèle
de référence très utilisé en traitement des signaux musicaux [20]. Il est également utilisé
pour modéliser certains types de signaux médicaux comme les électrocardiogrammes
pour suivre la fréquence cardiaque notamment [82].
L’objectif de l’analyse de tels signaux sera de suivre l’évolution au cours du temps
de l’amplitude et de la fréquence instantanées de chacune des composantes. Représen-
ter le spectre instantané de ces signaux constitue une idée naturelle pour résoudre ce
problème. En effet, on peut s’attendre à voir apparaître sur le spectrogramme (ou le
scalogramme) de ces signaux, des courbes dans le plan temps-fréquence permettant de
suivre l’évolution des fréquence-instantanées et dont l’intensité dépend de l’amplitude
de ces composantes. Toutefois, ces représentations temps-fréquence sont peu précises
car limitées par le principe d’incertitude. Par exemple, on a tracé sur la figure 5.1 le
spectrogramme d’un signal localement harmonique à deux composantes (voir la sec-
tion 5.5.2 pour la description de ce signal). Cette figure montre qu’il est difficile de
suivre simultanément l’évolution des deux fréquence instantanées de ce signal locale-
ment harmonique, en particulier lorsque sa fréquence varie rapidement.
C’est pourquoi, dans ce chapitre, nous décrivons d’abord l’ensemble des méthodes
d’analyse existantes permettant d’obtenir des représentations temps-fréquence pour
lesquelles l’énergie est concentrée sur un petit nombre de coefficients (situés le long
des fréquences instantanées). Nous proposons ensuite de construire une représentation
temps-fréquence idéale approchée. Pour cela, nous adoptons une approche à la syn-
thèse. Ainsi, après avoir décrit les différentes propriétés que l’on souhaite voir vérifiées
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FIGURE 5.1 – Signal localement harmonique à deux composantes. Chronogramme (en
haut) et spectrogramme (en bas).
par celle-ci, nous formulons un problème d’optimisation convexe dont elle est solu-
tion. Nous détaillons ensuite l’algorithme permettant de résoudre ce problème. Enfin,
nous mettons cet algorithme en œuvre sur des signaux localement harmoniques et le
comparons aux méthodes préexistantes.
5.2 Contexte
5.2.1 Modèle et objectif
Dans ce chapitre, on s’intéresse désormais aux signaux localement harmoniques
décrits par la définition 1.19. On rappelle que ces signaux peuvent s’écrire sous la forme
y(t) =
K
∑
k=1
Ak(t) cos(2piφk(t)) ,
où K désigne le nombre de composantes. Pour chacune des composantes, on appelle
Ak son amplitude instantanée, φk sa phase instantanée, φ′k sa fréquence instantanée, et
φ′′k son chirp factor.
Pour se placer dans un cadre plus général que celui donné par la définition 1.19,
on s’intéressera aussi aux signaux localement harmoniques à fréquences rapides. Les
conditions définissant ce type de signaux permettent de prendre en compte un plus
grand nombre de signaux présentant la même structure. Elles sont données par la
définition 5.1, et sont moins contraignantes que celles données par la définition 1.19.
En particulier, les variations des fréquences instantanées de chacune des composantes
peuvent être grandes.
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Définition 5.1 (Signaux localement harmoniques à fréquences rapides). Soit K > 1 un
entier. Un signal localement harmonique à fréquences rapides est un signal s’écrivant
sous la forme :
y(t) =
K
∑
k=1
Ak(t) cos(2piφk(t)) , (5.1)
où les amplitudes instantanées Ak ∈ C1(R) et les fréquences instantanées φ′k ∈ C2(R)
satisfont les hypothèses suivantes :
1. Il existe des constantes c1, c2 et c3 satisfaisant 0 < c1 < c2 < c3 < ∞ telles que
pour tout t ∈ R :
c1 6 Ak(t) 6 c2 , (5.2)
c1 6 φ′k(t) 6 c2 , (5.3)
|φ′′k (t)| 6 c3 . (5.4)
2. Il existe une constante e 1 satisfaisant 0 6 e < c2 telle que pour tout t ∈ R :
|A′k(t)| 6 eφ′k(t) , (5.5)
|φ′′′k (t)| 6 eφ′k(t) . (5.6)
3. Il existe une constante d > 0 telle que pour tout t ∈ R :
∀ k ∈ {1, . . . , K− 1}, φ′k+1(t)− φ′k(t) > d . (5.7)
Les conditions (5.2) et (5.3) assurent que chaque amplitude et fréquence instanta-
née reste strictement positive et bornée, tandis que les conditions (5.5) et (5.6) sont des
conditions de régularité sur l’amplitude instantanée et le chirp factor. Sous ces diffé-
rentes hypothèses, on peut montrer que l’unicité du modèle permettant de décrire un
signal de ce type est approchée lorsque la constante de séparation d dans (5.7) est suffi-
samment grande (voir le théorème 2.2 dans [36] pour plus de détails).
L’objectif est d’obtenir une représentation temps-fréquence idéale de ce type de si-
gnaux. Dans ce cas, le spectre instantané idéal SY associé à ce type de signaux est donné
par (1.43), ou de manière équivalente, en ne s’intéressant qu’aux fréquences positives,
par
SY(ξ, t) =
K
∑
k=1
Ak(t)2δ(ξ − φ′k(t)) . (5.8)
Dans ce chapitre, nous allons plutôt nous focaliser sur la construction d’une repré-
sentation temps-fréquence idéale de tels signaux. En effet, contrairement à l’expres-
sion (5.8) qui est quadratique vis-à-vis de l’amplitude instantanée, la représentation
temps-fréquence est linéaire et inversible. Autrement dit, on peut reconstruire le signal
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à partir de cette représentation. Par ailleurs, dans les chapitres précédents, la notion de
spectre (instantané ou non) a été associée à des processus stochastiques. Or, dans ce
chapitre, les signaux sont modélisés comme étant déterministes. C’est pourquoi dans
ce cadre, il est plus pertinent de chercher à obtenir une représentation temps-fréquence
idéale (abrégée RFTi). La RTFi des signaux localement harmoniques est alors définie,
pour toute fréquence ξ positive, par
Gy(ξ, t) =
K
∑
k=1
Ak(t)e2ipiφk(t)δ(ξ − φ′k(t)) . (5.9)
Dans la section suivante, nous présentons différentes méthodes permettant d’estimer
le plus précisément possible la RTFi d’un signal localement harmonique.
5.2.2 L’analyse des signaux localement harmoniques
L’objectif de l’analyse des signaux localement harmoniques est d’approcher le plus
précisément possible la RTFi définie par (5.9). De manière équivalente, il s’agit de déter-
miner, à chaque instant, l’amplitude instantanée et la fréquence instantanée de chacune
des composantes formant le signal à analyser.
Les outils d’analyse temps-fréquence et temps-échelle, comme la transformée de
Fourier à court terme (cf. définition 1.14) et la transformée en ondelettes (cf. défini-
tion 1.15), peuvent naturellement fournir ce type d’informations. Néanmoins, la pré-
cision de ces représentations est limitée par le principe d’incertitude. Le théorème 4.1,
énoncé au chapitre précédent, fournit une borne minimale qui ne peut pas être fran-
chie par la concentration de la TFCT d’un signal quelconque de L2(R). Pour illustrer ce
résultat, on peut approcher l’expression de la transformée de Fourier à court terme Gy
d’un signal localement harmonique y à une seule composante. Delprat et al. [23] ont éta-
bli le résultat du théorème 5.1 portant sur une approximation de Gy (voir également [38]
pour plus de détails).
Théorème 5.1. Soit g ∈ L2(R) une fenêtre d’analyse symétrique à support sur [ 12 , 12 ], telle
que sa transformée de Fourier gˆ soit symétrique réelle et maximale en zéro. Soit y ∈ L2(R) un
signal. S’il existe des fonctions A et φ telles que y(t) = A(t) cos(2piφ(t)), alors, pour tout
ξ > 0, on a :
Gy(ξ, τ) = 12 A(τ)e
2ipiφ(τ) (gˆ(ξ − φ′(τ)) + e(ξ, τ)) . (5.10)
Le terme correctif e(ξ, τ) vérifie
|e(ξ, τ)| 6 eA,1 + eA,2 + eφ,2 + sup
|ν|>φ′(τ)
|gˆ(ν)| ,
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où
eA,1 = sup
u∈[τ− 12 ,τ+ 12 ]
A′(u)
A(u)
, eA,2 = sup
u∈[τ− 12 ,τ+ 12 ]
A′′(u)
A(u)
,
eφ,2 = sup
u∈[τ− 12 ,τ+ 12 ]
φ′′(u) .
Le terme correctif de l’expression (5.10) est d’autant plus faible que les fonctions A
et φ′ sont régulières et varient lentement vis-à-vis de la largeur de la fenêtre g. Si l’on né-
glige ce terme, on peut voir que lorsque deux composantes d’un signal localement har-
monique présentent des fréquences instantanées proches, les bandes temps-fréquence
associées à ces deux composantes se superposent. Ce phénomène apparaît dès que la
différence entre les deux fréquences instantanées concernées est inférieure à la bande
passante de la fenêtre d’analyse g. On voit alors apparaître le phénomène de battements
aussi bien sur le chronogramme du signal avec la présence d’oscillations à la fréquence
égale à la demi différence des deux fréquences instantanées, que sur le spectrogramme
avec l’apparition de « bulles » [22]. Dans cette situation, on ne peut alors plus distinguer
les deux fréquences instantanées.
Pour contourner ces différentes contraintes inhérentes à ces outils d’analyse, nous
donnons ici une liste non exhaustive de méthodes qui ont été proposées.
Détection de crêtes. Cette méthode a été introduite dans [23]. Elle s’intéresse aux
points de crêtes de la transformée de Fourier à court terme, c’est-à-dire les points où le
spectrogramme présente un maximum local. À partir de l’expression approchée (5.10),
on montre qu’à chaque instant τ, on trouve un point de crête à la fréquence ξ(τ) =
φ′(τ) car gˆ est maximal en zéro. On estime alors l’amplitude instantanée à l’instant τ
grâce à relation suivante :
A(t) =
2
∣∣Gy(ξ(τ), τ)∣∣
gˆ(0)
.
D’autre part, si gˆ est réel, les points de crêtes sont également des points où la phase de
Gy vérifie l’équation suivante :
∂τΦGy(ξ(τ), τ) = 2piξ(τ) .
où ΦGy désigne la phase complexe de Gy. Cette relation permet d’affiner l’estimation de
φ′. On adapte ce résultat au cas des signaux localement harmoniques à K composantes
en recherchant, à chaque instant, les maxima locaux du spectrogramme où la dérivée
de la phase complexe s’annule. Notons que des résultats similaires peuvent être établis
à partir de la transformée en ondelettes. En outre, d’autres méthodes de détections de
crêtes ultérieures ont été proposées (voir [10], par exemple).
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Réallocation. Cette méthode a été initialement proposée par Kodera et al. [34], puis
reprise et généralisée par Auger et Flandrin [2]. La principale motivation de la mé-
thode de réallocation consiste à réduire et à compenser la limitation de la résolution
temps-fréquence introduite par le principe d’incertitude. En d’autres termes, on sou-
haite obtenir une représentation temps-fréquence parcimonieuse. Pour cela, il s’agit
de déplacer les coefficients temps-fréquence du spectrogramme dont les valeurs sont
non négligeables vers la fréquence instantanée estimée dont ils sont le plus proche.
L’idée est alors de concentrer l’énergie du spectrogramme sur un petit nombre de co-
efficients temps-fréquence. Formellement, en notant Rˇy le spectrogramme du signal y
« réalloué », il s’exprime :
Rˇy(ξ, τ) =
∫∫
R2
|G(ν, t)|2 δ(τ − τˇy(ν, t))δ(ξ − ξˇy(ν, t))dt dν ,
où τˇy et ξˇy désignent les opérations de réallocation temporelle et fréquentielle. Ainsi, la
réallocation préserve l’énergie du spectrogramme. En effet, on a∫
R2
Rˇy(ξ, τ)dτdξ =
∫
R2
|Gy(ξ, τ)|2dτdξ .
Par analogie avec l’équation (1.21) décrivant le spectrogramme comme le lissage de la
distribution de Wigner-Ville Vy de y par celle de la fenêtre d’analyse g, on définit les
opérations de réallocation comme étant les centres de gravité de cette distribution [3] :
τˇy(ξ, τ) =
1
|Gy(ξ, τ)|2
∫∫
R2
νVg(ν− ξ, t− τ)Vy(ν, t)dt dν ; (5.11)
ξˇy(ξ, τ) =
1
|Gy(ξ, τ)|2
∫∫
R2
t Vg(ν− ξ, t− τ)Vy(ν, t)dt dν . (5.12)
Ces opérations peuvent également s’exprimer à partir des transformées de Fourier à
court terme du signal contre différentes fenêtres qui s’expriment en fonction de g. En
pratique, cette reformulation permet le calcul de ces opérations de déplacement des co-
efficients. L’inconvénient majeur de cette méthode provient de la perte de l’information
portée par la phase de la TFCT, celle-ci empêchant la reconstruction du signal y à par-
tir de Rˇy. Enfin, notons que la réallocation peut s’appliquer à d’autres représentations
temps-fréquence quadratiques comme le scalogramme.
Synchrosqueezing. Cette méthode a été proposée par Daubechies et Maes [19] puis
revisitée plus récemment [18]. Le principe du synchrosqueezing est le même que celui
de la réallocation. Cette technique diffère de la précédente dans le sens où le dépla-
cement des coefficients est effectué directement sur la transformée de Fourier à court
terme (et non sur le spectrogramme) de sorte que l’information portée par la phase de
la TFCT n’est pas perdue. Par ailleurs, le déplacement des coefficients s’effectue uni-
quement le long de l’axe fréquentiel. Notons Tˇy le synchrosqueezing du signal y, il
s’exprime donc par :
Tˇy(ξ, τ) = 1
g(0)
∫
R
Gy(ν, τ)δ(ξ − ξˇy(ν, τ))dν , (5.13)
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où ξˇy est donné par (5.12). On appellera cette représentation SST-TFCT. Un déplacement
sur l’axe fréquentiel uniquement permet de conserver la causalité de la représentation,
et on a alors une formule de reconstruction du signal original :
y(t) =
∫
R
Tˇy(ξ, t)dξ . (5.14)
Dans le cas d’un signal localement harmonique et avec une fenêtre bien choisie, cette
formule permet de reconstruire chacune des composantes du signal en limitant l’inté-
grale (5.14) aux fréquences voisines de la composante à isoler. Récemment, plusieurs
variantes du synchrosqueezing ont été proposées comme, par exemple, le synchros-
queezing au deuxième ordre [50] ou le synchrosqueezing horizontal. Remarquons que
le synchrosqueezing peut également s’appliquer à la transformée en ondelettes, cette
représentation sera abrégée SST-CWT.
Décomposition modale empirique (EMD). Cette méthode a été introduite en 1998
par Huang et al. [32]. Elle est assez différente des méthodes présentées précédemment
dans la mesure où il s’agit d’une transformation non linéaire qui ne s’appuie pas sur une
analyse temps-fréquence (linéaire ou quadratique) préalable. Il s’agit d’une méthode
de synthèse. L’algorithme EMD permet de décomposer le signal y en une somme de
KEMD composantes oscillantes, notées s˜k. Chacune des composante étant obtenue par
synthèse soustractive. Le signal y est donc décomposé ainsi :
y(t) =
KEMD
∑
k=1
s˜k(t) + r(t) ,
où r désigne le résidu produit par l’algorithme. Les détails sur le fonctionnement de
l’algorithme EMD permettant d’extraire ces différentes composantes peuvent être trou-
vés dans [40] ou [49]. Signalons que la convergence de l’algorithme EMD reste mal
comprise au niveau mathématique et diverses questions numériques restent ouvertes
(comme par exemple la robustesse au bruit). L’étape suivante consiste à calculer la
transformée de Hilbert Hs˜k de chacune des composantes s˜k. Ceci permet d’obtenir le
signal analytique (complexe) s˜ak = s˜k + iHs˜k dont la transformée de Fourier coïncide
avec celle de sk aux fréquences positives et s’annule aux fréquences négatives. Enfin,
on peut décomposer s˜ak sous la forme s˜
a
k(t) = A˜k(t)e
2ipiφ˜k(t). On obtient alors la repré-
sentation temps-fréquence issue de l’algorithme EMD puis de la transformée de Hilbert
des composantes estimées, notée E et abrégée EMD-HT telle que
E(ξ, τ) =
KEMD
∑
k=1
A˜k(t)δ(ξ − φ˜′k(t)) .
Parmi les différentes méthodes d’analyse des signaux localement harmoniques que
nous avons détaillées, le synchrosqueezing est celui qui répond le mieux aux différentes
contraintes posées : représentation parcimonieuse, possibilité d’analyser des signaux
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dont une composante n’est présente que sur un sous-intervalle de temps, robustesse au
bruit. Cependant, cette représentation présente une limitation importante. Alors que
des arguments mathématiques nous assurent que le synchrosqueezing permet d’analy-
ser les signaux localement harmoniques dont les variations de fréquence sont contrô-
lées, l’analyse des signaux localement harmoniques à fréquences rapides est plus dé-
licate. En effet, il peut arriver que le synchrosqueezing ne capture pas les fréquences
instantanées variant rapidement et fasse apparaître des motifs indésirés dans le plan
temps-fréquence.
Ces différents besoins que l’on a listé pour la représentation temps-fréquence idéale
peuvent être formulés comme un certain nombre de contraintes à respecter par une
représentation que l’on cherche. C’est pourquoi dans ce chapitre, nous allons suivre une
approche à la synthèse et formuler un problème d’optimisation. Nous avons présenté
l’ensemble des résultats développés dans ce qui suit dans l’article [36].
5.3 La représentation temps-fréquence idéale approchée
Dans le but de suivre une approche à la synthèse, nous n’allons pas construire une
représentation temps-fréquence directement à partir du signal, mais nous allons défi-
nir une représentation temps-fréquence idéale approchée que l’on pourrait construire
si l’on avait la connaissance exacte des amplitudes et des fréquences instantanées de
chacune des composantes du signal localement harmonique. On déterminera ensuite
des propriétés vérifiées par cette représentation comme par exemple : la formule de
reconstruction du signal original ou une équation aux dérivées partielles. L’idée sera
ensuite de chercher une fonction vérifiant le plus précisément possible ces propriétés
afin qu’elle se rapproche le plus possible de la représentation temps-fréquence idéale.
La représentation temps-fréquence que l’on cherchera à obtenir doit permettre de
distinguer l’évolution des K fréquences instantanées du signal y dans le plan temps-
fréquence. Par ailleurs, elle doit permettre de reconstruire le signal. En pratique, on
peut espérer approcher la RTFi Gy qui est une la distribution par une fonction à deux
dimensions présentant des caractéristiques similaires. Nous allons donc chercher à ob-
tenir la RTFi approchée à la résolution η dont on donne la définition.
Définition 5.2 (RTFi approchée à la résolution η). Soit y un signal local harmonique (cf.
définition 1.19). Soit h ∈ S(R) une fonction à support compact dans [−b, b] (où b > 0)
vérifiant
∫
h = 1. La représentation temps-fréquence idéale approchée à la résolution η
de y, notée G˜y, est définie par
G˜y(ξ, t) =
K
∑
k=1
Ak(t)e2ipiφk(t)hη
(
ξ − φ′k(t)
)
, (5.15)
où hη(ξ) =
1
η
h
(
ξ
η
)
.
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Sous les hypothèses faites, hη converge au sens faible vers la distribution de Dirac δ
quand η → 0, c’est à dire qu’on a f ∗ hη → f quand η → 0 pour tout f ∈ L2(R). C’est
pourquoi la représentation approchée G˜y converge au sens faible vers Gy quand η → 0.
Dans ce qui suit, on se concentre donc sur la construction d’un problème d’optimisation
dont la RTFi approchée serait solution.
Dans un premier temps, déterminons la formule de reconstruction associée à cette
représentation. Soit d la distance minimale entre les composantes fréquentielles (voir la
condition (5.7)). Si η est suffisamment petit pour que bη < d2 , on peut alors reconstruire
le signal localement harmonique en sommant la partie réelle de G˜y sur les fréquences.
En effet dans ce cas, les composantes de la RTFi approchée sont disjointes, et on a :
Re
(∫
R
G˜y(ξ, t)dξ
)
=
K
∑
k=1
∫
R
Ak(t) cos (2piφk(t))
1
η
h
(
ξ − φ′k(t)
η
)
dξ
=
K
∑
k=1
Ak(t) cos (2piφk(t))
∫ φ′k(t)+bη
φ′k(t)−bη
1
η
h
(
ξ
η
)
dξ
=
K
∑
k=1
Ak(t) cos (2piφk(t))
= y(t) . (5.16)
D’autre part, le comportement fréquentiel de la RTFi approchée G˜y n’étant pas ca-
ractérisé par la formule de reconstruction, on peut chercher à établir une relation de
régularité vérifiée par G˜y. Nous allons voir que cette régularité peut s’exprimer sous la
forme d’une équation aux dérivées partielles. En effet, comme Ak ∈ C1(R), φk ∈ C2(R)
et h ∈ S(R), la RTFi approchée est dérivable par rapport au temps et à la fréquence.
On montre alors que lorsque les fréquences instantanées vérifient la condition de ré-
gularité (1.41) ( c’est-à-dire |φ′′k (t)| < eφ′(k) où 0 < e  1), G˜y vérifie l’équation
aux dérivées partielles approchée (5.17) donnée par le théorème 5.2. Dans le cas moins
contraignant des signaux localement harmoniques à fréquences rapides, G˜y vérifie ap-
proximativement l’équation aux dérivées partielles (5.18), également fournie dans le
théorème 5.2.
Théorème 5.2 (Équation aux dérivées partielles sur la RTFi approchée). On distingue
deux cas.
1. Soit y un signal localement harmonique (cf. définition 1.19). Soit G˜y sa représentation
temps-fréquence idéale approchée à la résolution η définie par la définition (5.2). Alors,
si bη < d2 , la RTFi approchée G˜y vérifie approximativement l’équation aux dérivées
partielles suivante :
∂tG˜y(ξ, t) = 2ipiξG˜y(ξ, t) + E1(ξ, t) . (5.17)
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où E1 désigne le terme correctif sur l’équation aux dérivées partielles. Pour tout inter-
valle I ⊂ R non vide, sa norme 2 est bornée comme suit :
η ‖E1‖2L2(R×I) 6 K|I|c22
(
e2 J0,0,2 + 4pi2η2 J2,0,2 +
c22e
2
η2
J0,1,2
)
,
où
Jl,m,n =
∫
R
ul |∂mu h(u)|ndu .
2. Soit y un signal localement harmonique à fréquences rapides (cf. définition 5.1). Soit
G˜y sa RTFi approchée à la résolution η. Alors si bη < d2 , la RTFi approchée G˜y vérifie
l’équation aux dérivées partielles suivante :
∂tG˜y(ξ, t) = 2ipiξG˜y(ξ, t)−Ωy(ξ, t)∂ξ G˜y(ξ, t) + E2(ξ, t) , (5.18)
où
Ωy(ξ, t) =
{
φ′′k (t) si ξ ∈ [φ′k(t)− bη, φ′k(t) + bη]
0 sinon , (5.19)
et E2 désigne le terme correctif sur l’équation aux dérivées partielles. Pour tout intervalle
I ⊂ R non vide, sa norme 2 est bornée comme suit :
η ‖E2‖2L2(R×I) 6 K|I|c22
(
e2 J0,0,2 + 4pi2η2 J2,0,2
)
.
On peut se référer à l’annexe A.4.1 pour les détails des calculs conduisant à ces
équations aux dérivées partielles et pour la démonstration des expressions des bornes
sur les termes correctifs. Dans les deux cas, ces équations aux dérivées partielles sont
des équations de transport et modélise le déplacement des coefficients temps-fréquence
le long de la fréquence instantanée. Notons d’ailleurs que l’équation (5.18) est assez
proche de l’équation aux dérivées partielles établie par Clerc et Mallat sur les coeffi-
cients du scalogramme de signaux localement dilatés (voir l’équation (2.2)). En effet, le
terme 2ipiξG˜y(ξ, t) est un paramètre permettant de décrire l’évolution de la phase de la
RTFi, l’évolution de son amplitude est écrite par la relation entre les dérivées tempo-
relle et fréquentielle. Celles-ci sont reliées par le paramètre de transport Ωy contenant
les chirp factors, tandis que dans l’équation (2.2) les dérivées temporelle et par rapport à
l’échelle du scalogramme sont reliées par le paramètre de transport (ln(γ′))′.
Pour les deux équations aux dérivées partielles du théorème 5.2, l’erreur d’approxi-
mation sur les équations aux dérivées partielles est d’autant plus faible que la constante
e est faible. En effet, cette constante dépend de la régularité des amplitudes instanta-
nées et des fréquences instantanées (cas des signaux localement harmoniques) ou des
chirp factors instantanés (cas des signaux localement harmoniques à fréquences rapides).
Ainsi, si ces fonctions sont bien régulières, le modèle (5.15) est bien adapté pour décrire
le comportement temps-fréquence du signal. Les erreurs d’approximation dépendent
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également des intégrales Jl,m,n qui caractérisent la concentration autour de l’origine de
la fonction h et de ses dérivées. Ainsi, une erreur d’approximation faible demande que
la fonction h et ses dérivées soient assez concentrées autour de l’origine pour rendre
ces intégrales faibles. De la même manière, une valeur de η faible entraîne une fonc-
tion h concentrée autour de l’origine et une erreur d’approximation faible car la RTFi
approchée tend vers la RTFi.
Le cas extrême où le terme correctif est nul est obtenu lorsque e = 0 et η = 0. Dans le
cas d’un signal localement harmonique, la condition sur e implique que ses amplitudes
et fréquences instantanées sont constantes : Ak(t) = Ak et φ′k(t) = φ
′
k pour tout t. Il
s’agit donc d’un signal stationnaire. Dans ce cas, sa RTFi s’écrit :
G˜y(ξ, t) =
K
∑
k=1
Ake2ipiφk(t)δ(ξ − φ′k)
=
K
∑
k=1
Ake2ipiφ
′
ktδ(ξ − φ′k) =
K
∑
k=1
Ake2ipiξtδ(ξ − φ′k)
=
(
K
∑
k=1
Akδ(ξ − φ′k)
)
e2ipiξt.
L’équation aux dérivées partielles (5.17) devient donc exacte car on a bien :
∂tG˜y(ξ, t) = 2ipiξG˜y(ξ, t) .
Notons que la solution générale de cette équation se met sous la forme C(ξ)e2ipiξt où C
est une fonction déterminée par une condition initiale. Ici, il s’agit de la formule de re-
construction (5.16) qui permet de déterminer C. On obtient alors C(ξ) = ∑Kk=1 Akδ(ξ −
φ′k).
Dans le cas des signaux localement harmoniques à fréquences rapides, le terme cor-
rectif E2 dans (5.18) s’annule lorsque e et η sont nuls. Cela signifie que les amplitudes
instantanées et les chirp factors sont constants. Il s’agit alors d’un signal composé de
chirps linéaires :
y(t) =
K
∑
k=1
Ak cos(2pi(akt2/2+ bkt + ck)) .
Le même type de raisonnement que précédemment nous permet de vérifier que la RTFi
de y satisfait bien l’équation aux dérivées partielles (5.18) de manière exacte et que
la résolution de celle-ci combinée avec la formule de reconstruction (5.16) permet de
retrouver l’expression de la RTFi.
5.4 Formulation variationnelle et optimisation
5.4.1 Construction de la fonctionnelle
Dans une approche d’optimisation convexe, nous allons construire une fonction-
nelle sur un espace de représentations temps-fréquence que nous chercherons à mini-
miser. L’idée est de construire une fonctionnelle convexe dont le minimum sera atteint
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en G˘, où G˘ sera aussi proche que possible de la RTFi approchée G˜y du signal y. Notons
I ⊂ R l’intervalle de temps sur lequel nous cherchons à estimer la RTFi approchée, la
formule de reconstruction (5.16) suggère alors le terme d’attache aux données suivant :
∫
I
∣∣∣∣y(t)− Re(∫
R
G(ξ, t)dξ
)∣∣∣∣2 dt . (5.20)
Ce terme s’annule bien lorsque G = G˜y. De plus, les équations aux dérivées partielles
donnée par le théorème 5.2 (cf. équations (5.17) et (5.18)) suggèrent un terme de régu-
larisation de la forme :
η
∫∫
I×R
∣∣∂tG(ξ, t)− 2ipiξG(ξ, t) +Ω(ξ, t)∂ξG(ξ, t)∣∣2 dtdξ , (5.21)
où Ω est une fonction inconnue dans le cas des signaux localement harmoniques à
fréquences rapides et Ω = 0 dans les cas où les fréquences sont lentes. Il faudra donc
également optimiser la fonctionnelle par rapport à Ω. La fonctionnelle doit également
être construite de sorte que son minimiseur Ω˘ soit le plus proche possible de Ωy. Dans
ce cas, le théorème 5.2 nous assure que ce terme de régularisation est faible lorsque
G = G˜y.
D’autre part, la RTFi approchée que l’on souhaite obtenir présente une structure
parcimonieuse. En effet, la plupart des points temps-fréquence doivent être associés à
une valeur nulle de la RTFi approchée. Pour obtenir une représentation parcimonieuse,
on introduit un terme de régularisation supplémentaire : il s’agit de la norme 1 de G. Il
a effectivement été montré qu’introduire un terme de pénalisation par la norme 1 dans
un problème d’optimisation conduit à une solution parcimonieuse (voir [71]).
La fonctionnelle globale est alors donnée par :
H (G,Ω) =
∫
R
∣∣∣∣y(t)− Re(∫
R
G(ξ, t)dξ
)∣∣∣∣2 dt
+ µη
(
λ
∫∫
R2
∣∣∂tG(ξ, t)− 2ipiξG(ξ, t) +Ω(ξ, t)∂ξG(ξ, t)∣∣2 dtdξ
+ (1− λ)‖G‖L1(I×R)
)
+ γ‖Ω‖2L2(I×R) , (5.22)
où µ, λ et γ sont appelés hyperparamètres et sont choisis de façon à donner plus ou
moins de poids à chacun des termes de la fonctionnelle.
Dans ce qui suit, nous considérerons deux cas particuliers :
— le cas des signaux localement harmoniques à fréquences rapides formés d’une
unique composante. Dans ce cas, la fonction temps-fréquence Ω par rapport à
laquelle on souhaite optimiserH peut être remplacée par une fonction α dépen-
dant uniquement du temps dans la mesure où dans ce cas, Ωy∂ξ G˜y = φ′′∂ξ G˜y.
On voudra donc obtenir une minimiseur α˘ aussi proche que possible du chirp
factor φ′′.
128
5.4. Formulation variationnelle et optimisation
— le cas des signaux localement harmoniques (dont les fréquences instantanées
sont contrôlées) à plusieurs composantes. Puisque ces signaux vérifient l’équa-
tion aux dérivées partielles (5.17), l’algorithme associé à cette situation est iden-
tique à ce qui est présenté dans la suite à la différence que l’étape d’optimisation
par rapport à Ω est négligée. Autrement dit, on conserve Ω = 0 tout au long de
l’algorithme d’optimisation.
5.4.2 Algorithme
5.4.2.1 Discrétisation de la fonctionnelle
Numériquement, nous avons affaire à des signaux discrets. C’est pourquoi la RTFi
que l’on va estimer sera discrétisée. Soit t le vecteur de taille Nt contenant l’ensemble
des instants de mesure et ξ le vecteur de taille Mξ contenant l’ensemble des fréquences
pour lesquelles on estime G. On se limite ici au cas d’un échantillonnage uniforme, la
fréquence d’échantillonnage étant notée Fs. On notera ∆t = 1Fs le pas d’échantillonnage
temporel. Par ailleurs, on supposera que la fréquence d’échantillonnage est suffisam-
ment grande pour que le signal échantillonné ne présente pas de repliement de spectre.
Par ailleurs, la RTFi approchée G˜y s’annulant aux fréquences nulles, on construit le
vecteur de fréquences ξ comme un ensemble de Mξ fréquences linéairement espacées
allant de la fréquence nulle à la fréquence de Nyquist Fs/2. On notera ∆ξ = Fs2(Mξ−1) le
pas d’échantillonnage fréquentiel correspondant.
On va alors rechercher à minimiser une fonction coût discrétisée par rapport à
la matrice temps-fréquence G ∈ RMξ×Nτ et au chirp factor discrétisé α ∈ RNτ . Soit
y = (y(t1) · · · y(tNτ ))T le signal discrétisé. Les différentes intégrales constituant la fonc-
tionnelle H sont approchées grâce à la méthode des rectangles. Après avoir redéfini
les hyperparamètres, la nouvelle fonction coût discrétiséeHd s’exprime sous la forme :
Hd(G,α) =‖yT − ∆ξ Re(1TG)‖22 + µ˜λ
∥∥∂tG− 2ipi diag(ξ)G + ∂ξG diag(α)∥∥22
+ µ˜(1− λ)‖G‖1 + γ˜‖α‖22 , (5.23)
où 1 est le vecteur colonne de taille Mξ dont tous les coefficients sont égaux à 1. On
peut exprimer les hyperparamètres de la fonction coût (5.23) en fonction de ceux de la
fonctionnelle (5.22). Alors, on a µ˜ = µη∆ξ et γ˜ = γ∆ξ .
Les opérateurs linéaires de dérivées partielles discrétisées ∂tG et ∂ξG peuvent être
mis en œuvre grâce à la méthode des différences finies. Cependant, ce choix risque de
conduire à des instabilités numériques. Ici, nous nous placerons plutôt dans le domaine
de Fourier discret où les calculs de dérivées partielles reviennent à effectuer des multi-
plications par des matrices diagonales. En effet, à temps continu, on a :
F [∂tG(ξ, ·)] (ν) = 2ipiνF [G(ξ, ·)] (ν) ,
où F désigne la transformée de Fourier. Exprimons ce dernier résultat sous forme dis-
crétisée. Soit Ft la matrice de Fourier de taille Nt × Nt définie par [Ft]mn = e2ipinm/Nt .
129
Chapitre 5. Synthèse de signaux localement harmoniques
Alors, la transformée de Fourier discrète de ∂tG par rapport à la variable temporelle t
s’obtient par
Ft∂tGT = diag(2ipiν)FtGT , où νk =
(k− 1)Fs
Nt
, k ∈ {1, . . . , Nt} .
Enfin, on obtient la transformée de Fourier inverse discrète en appliquant la matrice
F−1t =
1
Nt F
H
t . Des calculs similaires donnent la dérivée partielle par rapport à la fré-
quence ∂ξG en prenant la matrice de Fourier de taille Mξ × Mξ telle que [Fξ ]mn =
e2ipinm/Mξ . Finalement, en notant τ le vecteur de taille Mξ telle que τk =
(k−1)
∆ξMξ
, les déri-
vées partielles discrétisées sont données par :
∂tG =
1
Nt
GFTt diag(2ipiν)Ft ;
∂ξG =
1
Mξ
FHξ diag(2ipiτ )FξG .
5.4.2.2 Minimisation de la fonctionnelle
La fonction Hd dépend de deux variables : G et α. Bien que l’algorithme PALM
étudié dans [7] fournisse une procédure simple pour la minimisation de Hd, cet algo-
rithme converge très lentement en pratique. Néanmoins, comme la fonctionnelle Hd
est convexe par rapport à chacun des deux termes à estimer, il est naturel de mettre en
œuvre une stratégie d’optimisation alternée. En d’autres termes, la k-ème itération de
l’algorithme se décompose de la manière suivante : G
(k+1) = arg min
G
H (G,α(k))
α(k+1) = arg min
α
H (G(k+1),α)
(5.24)
On trouvera un résultat sur la convergence de cette procédure d’optimisation dans [36].
Minimisation deHd(G(k+1), ·). Vis-à-vis de α, la fonction est quadratique, on obtient
donc une forme explicite pour le minimiseur. En annulant le gradient deHd par rapport
à α, on trouve :
α
(k+1)
n = −
Mξ
∑
m=0
Re
(
[∂ξG(k)]mn
(
[∂tG(k)]mn − 2ipiξm[G(k)]mn
))
Mξ
∑
m=0
∣∣[∂ξG(k)]mn∣∣2 + γ˜µ˜λ
.
Sous forme compacte, cela donne :
α(k+1) = −
1T Re
(
∂ξG(k) ◦
(
∂tG(k) − 2ipi diag(ξ)G(k)
))
1T
∣∣∂ξG(k)∣∣◦2 + γ˜µ˜λ , (5.25)
où le signe ◦ désigne le produit terme à terme, aussi appelé produit de Hadamard.
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Minimisation deHd(·,α(k)). Lorsque α est fixé, il s’agit maintenant de minimiser la
fonction coût
Hα(k) = Gα(k)(G) + µ˜(1− λ)Ψ(G) ,
où
Gα(k)(G) = ‖yT − ∆ξ Re(1TG)‖22 + µ˜λ
∥∥∥∂tG− 2ipi diag(ξ)G + ∂ξG diag(α(k))∥∥∥2
2
,
Ψ(G) = ‖G‖1 .
La fonction Hα(k) est convexe mais n’est pas différentiable. En effet, le terme Gα(k) est
convexe et Lipschitz différentiable tandis que le terme Ψ est un terme convexe non
différentiable. Différents algorithmes, appelés algorithmes proximaux, ont été propo-
sés pour résoudre ce type de problèmes d’optimisation convexe. Ici, nous mettrons en
œuvre l’algorithme FISTA (Fast Iterative Shrinkage Algorithm, voir [4]). Cet algorithme
possède l’avantage de converger rapidement. En effet, si l’on note par G˘ un point de
convergence de FISTA et par Gl la valeur donnée par l’algorithme après l itérations,
on a :Hα(k)(Gl)−Hα(k)(G˘) = O
( 1
k2
)
[11]. Le schéma global de FISTA est résumé par
l’algorithme 5.1. FISTA repose principalement sur trois étapes que l’on l’on détaille ci-
Algorithme 5.1 Algorithme FISTA pourHα(k) : G
(k+1) = FISTA(G0,α(k), T1)
Initialiser G par G0 et z0 = G0.
Évaluer la constante de Lipschitz L de∇Gα(k) par la méthode des puissances itérées.
l ← 0
tant que ‖Gl+1−Gl‖‖Gl‖ > T1 faire
Étape de gradient : Gl+1/2 ← zl − 1L∇Gα(k)(zl) (voir l’équation (5.28)).
Étape proximale : Gl+1/2 ← Gl+1/2
(
1− µ˜(1−λ)/LGl+1/2
)+
.
Étape monotone :
si Gα(k)(Gl+1/2) < Gα(k)(Gl) alors
Gl+1 ← Gl+1/2,
sinon
Gl+1 ← Gl .
fin si
Étape de relaxation : zl+1 ← Gl + ll+2 (Gl+1 −Gl) + l+1l+2 (Gl+1/2 −Gl).
l ← l + 1.
fin tant que
G(k+1) = Gl .
dessous.
1. Descente de gradient. Il s’agit d’effectuer d’effectuer une étape de descente de
gradient sur le terme différentiable Gα. Cette étape nécessite donc la connais-
sance du gradient de Gα(k) . Pour cela décomposons la fonctionnelle Gα(k) en deux
termes :
Gα(k)(G) = G1(G) + µ˜λG2(G) ,
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avec
G1(G) = ‖yT − ∆ξ Re(1TG)‖22
G2(G) = ‖JG‖22 ,
où
J : CMξ×Nt → CMξ×Nt
G 7→ ∂tG− 2ipi diag(ξ)G + ∂ξG diag
(
α(k)
)
.
On note ∇Gα(k) ∈ CMξ×Nt le gradient de Gα(k) , il s’écrit comme la somme des
gradients de chacun des deux termes. Concernant le premier terme, un calcul de
dérivée matricielle nous donne :
∇G1(G) = 2∆ξ1
(
∆ξ Re(1TG)− yT
)
. (5.26)
Concernant le second terme, on peut écrire :
∇G2(G) = 2J ∗JG ,
où J ∗ désigne l’adjoint de J . Or, pour tout G et H ∈ CMξ×Nt :
〈JG, H〉 =
〈
∂tG− 2ipi diag(ξ)G + ∂ξG diag
(
α(k)
)
, H
〉
=
〈
G ,−∂tH + 2ipi diag(ξ)H− ∂ξH diag
(
α(k)
)〉
= 〈G ,J ∗H〉 .
On en déduit que :
∇G2(G) = 2
(
− ∂2t G + 4ipi diag(ξ)∂tG− ∂t
(
∂ξG diag(α(k))
)
+ 4pi2 diag(ξ2)G
+ 2ipi diag(ξ)∂ξG diag(α(k))− ∂ξ∂tG diag(α(k))
+ 2ipi∂ξ (diag(ξ)G) diag(α(k))− ∂2ξG diag(α(k))2
)
.
(5.27)
Enfin, on obtient∇Gα(k) en combinant les résultats des équations (5.26) et (5.27)
pour calculer :
∇Gα(k)(G) = ∇G1(G) + µ˜λ∇G2(G) . (5.28)
Notons que l’étape de descente de gradient nécessite également la connaissance
de la constante de Lipschitz L du gradient de la fonctionnelle Gα(k) , celle-ci peut
être évaluée grâce à la méthode des puissances itérées.
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2. Seuillage doux. Cette étape, aussi appelée étape proximale, consiste à effectuer
un seuillage des coefficients du résultat de l’étape précédente. Les coefficients
dont la valeur absolue est inférieure à un seuil donné sont alors mis à zéro. Plus
précisément, l’étape de seuillage doux de la matrice temps-fréquence G s’écrit :
signe(G)
∣∣∣∣G− µ˜(1− λ)L
∣∣∣∣+ ,
où (x)+ = max(x, 0) pour tout x ∈ R.
3. Relaxation. Cette étape consiste à amplifier « l’élan » des deux étapes précédentes
si elles ont permis de faire décroître la fonctionnelle. Soit Gl le résultat précédent
les étapes de descente de gradient et de seuillage doux, et soit Gl+1/2 le résul-
tat obtenue à l’issue de ces deux étapes. Dans le cas où la fonctionnelle prend
une valeur plus faible en Gl+1/2 qu’en Gl , on prolonge la direction de descente
Gl+1/2 −Gl , en se plaçant au point :
zl+1 = Gl+1/2 +
l − 1
l + 2
(Gl+1/2 −Gl) .
Dans le cas où la fonctionnelle n’a pas décru, on se place en un point situé entre
Gl et Gl+1/2 tel que :
zl+1 =
l + 1
l + 2
Gl+1/2 +
1
l + 2
Gl .
Dans les deux cas, l’algorithme se poursuit par l’application de l’étape de gra-
dient au point zl+1.
Algorithme général. L’algorithme global est nommé TYCOON qui est l’abréviation
de Time-frequency bY COnvex OptimizatioN. Les étapes de TYCOON sont synthétisées
dans l’algorithme 5.2. On discute des choix qui sont fait pour les différents paramètres
et pour l’initialisation de l’algorithme.
Critère d’arrêt. Pour stopper les algorithmes FISTA et TYCOON, on a choisi un
critère d’arrêt classique : il s’agit de comparer l’innovation relative à un seuil
donné. En pratique, le choix T1 = T2 = 5 × 10−4 convient. Des valeurs plus
faibles de ces seuils conduisent à un algorithme plus lent pour des résultats si-
milaires.
Ensemble de valeurs Iµ˜. Comme on l’a montré précédemment, on a µ˜ = µη∆ξ . Ainsi,
comme l’on souhaite obtenir une RTFi approchée la plus fine possible, η doit être
petit. Par conséquent, µ˜ doit également être très faible. Cependant, un choix de µ˜
trop faible entraîne une convergence très lente de TYCOON. C’est pourquoi un
choix efficace en pratique est de prendre un ensemble de valeurs successives dé-
croissantes pour µ˜, les premières valeurs, plutôt grandes, entraînent une conver-
gence rapide vers une solution grossière, tandis que les dernière valeurs, plutôt
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faibles, permette d’affiner la concentration de la RTFi approchée estimée. En pra-
tique, Iµ˜ est un ensemble de valeurs décroissantes, régulièrement espacées sur
une échelle logarithmique.
Paramètre λ. Ce paramètre doit être choisi entre 0 et 1. λ est d’autant plus proche
de 1 que l’on donne de l’importance aux terme de régularisation sur les dérivées
partielles. Comme l’équation aux dérivées partielles doit être satisfaite avec au-
tant de précision que possible, en pratique, on choisit λ ≈ 0, 95. Les résultats
numériques présentés dans la section 5.5.1 permettront de mettre en évidence
comment effectuer qualitativement le réglage de λ.
Paramètre γ˜. En pratique, l’influence de ce paramètre n’est pas décisive sur le ré-
sultat de TYCOON. On fixe γ ≈ 10−3 de façon à éviter toute division par zéro
pendant l’étape d’estimation de α donné par (5.25).
Initialisation. Le choix α(0) = 0 semble naturel dans la mesure où nous n’avons pas
accès au chirp factor. La première itération de TYCOON est donc équivalente à
une estimation sans prendre en compte le chirp factor. Néanmoins, l’initialisation
a une influence sur la vitesse de l’algorithme. Comme la solution G est censée
être parcimonieuse, le choix G(0) = 0 semble être raisonnable.
Algorithme 5.2 Algorithme TYCOON pour la minimisation deH
Choisir une seuil T1 pour FISTA.
Choisir une seuil T2 pour la minimisation alternée.
Choisir un ensemble Iµ˜ de valeurs décroissantes pour le paramètre µ˜.
Choisir les paramètres λ˜ et γ˜.
Initialiser : k← 0, G(0) ← 0 et α(0) ← 0
tant que ‖G
(k)−G(k−1)‖
‖Gk)‖ > T2 faire
Étape FISTA : G(k+1) = FISTA(G(k),α(k), T1).
Étape d’estimation de α(k+1) : voir l’équation (5.25).
k← k + 1.
fin tant que
Sorties : G(k) et α(k).
5.5 Résultats numériques
Dans cette section, nous présentons des résultats numériques donné par l’algo-
rithme TYCOON appliqué à différents signaux simulés.
5.5.1 Application à un signal à une composante
Le premier exemple sur lequel nous évaluons TYCOON est un exemple semi-réel.
Pour cela, on considère le signal localement harmonique à une seule composante y
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décrit dans la section 4.5.2. On rappelle qu’on peut l’écrire sous la forme
y(t) = A1(t) cos(2piφ1(t)) .
La fréquence instantanée φ′1 provient de la mesure de la fréquence cardiaque d’une per-
sonne atteinte de fibrillation atriale. Or, cette pathologie entraîne des variations brutales
de la fréquence cardiaque. C’est pourquoi le modèle de signal localement harmonique
à fréquence rapide paraît adapté à la description de ce signal. L’amplitude instanta-
née est quant à elle simulée à partir d’une réalisation d’un mouvement brownien lissé.
Le chronogramme du signal, ainsi que les graphes de la fréquence et de l’amplitude
instantanées sont tracés sur la figure 4.6.
On applique alors TYCOON à ce signal en utilisant différents jeux d’hyperpara-
mètres µ˜ et λ. Notons G˜ la représentation temps-fréquence issue de l’algorithme après
convergence. Pour amplifier l’effet de contraste et atténuer la dynamique de l’image
temps-fréquence, on traceR(G˜) donné par :
R(G˜) = log
(
1+
∣∣G˜∣∣)
Ainsi, les coefficients de
∣∣G˜∣∣ prenant des petites valeurs restent visibles dans le tracé
deR(G˜) alors qu’ils sont indistinguables dans celui de |G˜|. Les représentations temps-
fréquence issues de ces différentes estimations de TYCOON sont ainsi tracées sur la
figure 5.2. Ces résultats montrent qu’un choix trop petit pour µ˜ (voir la colonne de
droite où µ˜ = 10−6) entraîne la construction d’une représentation temps-fréquence très
peu concentrée en fréquence. En effet, dans ce cas, l’importance donnée au terme d’at-
tache aux données est trop importante. Ainsi, la formule de reconstruction est bien
respectée par la représentation ainsi obtenue mais la régularité temporelle et la parci-
monie recherchées ne sont pas obtenues. À l’inverse, un choix de µ˜ trop grand (voir la
colonne de gauche où µ˜ = 1) entraîne une trop grande parcimonie de la représenta-
tion temps-fréquence obtenue, qui à l’extrême peut devenir identiquement nulle (cas
où λ = 0, 95, 0, 98 ou 0, 995). Un choix de µ˜ intermédiaire (voir la colonne centrale où
µ˜ = 10−3) constitue un compromis entre le recherche de parcimonie et la fidélité au
terme d’attache aux données. Le réglage du paramètre λ permet ensuite de décider du
poids à accorder à la parcimonie par rapport à la régularité temporelle. Un choix de λ
trop grand (comme λ = 0, 9999) conduit à une trop grande régularité temporelle, ce qui
fait perdre la parcimonie fréquentielle recherchée. À l’inverse, un choix de λ trop petit
(comme λ = 0, 95) conduit à une trop grande variabilité temporelle de la représenta-
tion obtenue. Finalement, dans cet exemple, le choix µ˜ = 10−3 et λ˜ = 0, 98 est celui qui
permet d’avoir une représentation temps-fréquence satisfaisant le plus correctement
possible l’ensemble des contraintes fixées.
Intéressons-nous maintenant aux résultats de TYCOON obtenus pour µ˜ décroissant
exponentiellement au fur et à mesure des itérations comme proposé en section 5.4.2.
Les valeurs successivement prises par µ˜ sont 1, 10−1, 10−2. . ., 10−8. Ici, λ est fixé tel que
λ = 0, 98. Les résultats obtenus sont présentés en figure 5.3. À droite de la figure 5.3,
on superpose cette image temps-fréquence à la fréquence instantanée φ′1 afin de mettre
en évidence le fait que cette représentation temps-fréquence permet un bon suivi de
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FIGURE 5.2 – Signal à une composante. Représentations temps-fréquences estimées par
TYCOON pour différentes combinaisons d’hyperparamètres µ˜ et λ.
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l’évolution de la fréquence instantanée. Pour comparaison, nous avons tracé en bas de
la même figure les résultats obtenus à partir de la TFCT avec une fenêtre gaussienne
(de variance valant 1 seconde) et du synchrosqueezing qui en résulte. Dans les deux
cas, le suivi de l’évolution de la fréquence instantanée reste beaucoup plus délicat que
dans celui de TYCOON. En effet, bien que l’on puisse suivre une allure générale de
φ′1, l’information sur la fréquence instantanée reste floue et des artefacts apparaissent.
Enfin, au milieu la figure 5.3, nous avons tracé l’estimation du chirp factor φ′′1 superposé
à la vraie fonction. TYCOON permet donc d’approcher ce chirp factor dans une certaine
mesure.
On peut également comparer ce résultat à la représentation temps-échelle construite
au chapitre 4. On remarque d’abord que la représentation obtenue grâce à un a priori de
concentration (tracée en bas à droite de la figure 4.8) permet une meilleure localisation
que celle obtenue par TYCOON. En effet, la représentation donnée par TYCOON reste
assez étalée du fait de l’influence du paramètre η. Néanmoins, JEFAS-S reste limité
aux signaux localement harmoniques à une seule composante. Étudions maintenant
TYCOON sur un signal à deux composantes.
5.5.2 Évaluations quantitatives sur un signal à deux composantes
Dans cette section, nous allons considérer un signal localement harmonique à fré-
quence rapide y constitué de deux composantes. Il se décompose donc ainsi :
y(t) = A1(t) cos(2piφ1(t)) + A2(t) cos(2piφ2(t)) , (5.29)
où l’amplitude instantanée A1 et la fréquence instantanée φ′1 sont identiques à l’exemple
précédent. Concernant la deuxième composante, l’amplitude instantanée s’exprime
A2(t) = a2(t)1[20,∞[(t) ,
où l’amplitude a2 est construite de la même manière que A1 (c’est-à-dire à partir d’une
autre réalisation du même mouvement brownien lissé). La multiplication par l’indica-
trice 1[20,∞[ conduit à deux régimes : lorsque t < 20 une seule composante est présente
(la première), lorsque t > 20, les deux composantes sont présentes dans le signal y.
Afin de conserver la validité du problème d’optimisation (5.23), on se limitera au cas
où une seule composante possède une fréquence variant rapidement. Ceci permet de
faire l’optimisation par rapport à la fonction à une variable α plutôt que par rapport à
la fonction à deux variables Ω. On construit alors la fréquence instantanée φ′2 telle que
φ′2(t) = ϕ′2 − sin(t) ,
où ϕ′2 est également construit à partir d’un mouvement brownien lissé puis normalisé
et centré de sorte que 1 6 φ′2(t) 6 5 pour tout t.
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FIGURE 5.3 – Représentations temps fréquence du signal à une composante. En haut :
résultat de TYCOON (à gauche), même résultat superposé à la fréquence instantanée
(à droite). Au milieu : chirp factor estimé par TYCOON. En bas à gauche : TFCT. En bas
à droite : synchrosqueezing de la TFCT.
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5.5.2.1 Évaluation des performances
Afin de comparer les performances de TYCOON aux autres représentations temps-
fréquence, il peut être utile de quantifier la qualité de l’estimation. C’est pourquoi nous
allons établir un critère permettant de quantifier la distance du spectre instantané es-
timé par chacune de ces représentations temps-fréquence au spectre instantané idéal.
Pour cela, nous allons raisonner par analogie avec la distance de transport optimal qui
permet de quantifier la distance entre deux densités de probabilité. De manière géné-
rique, notons Qy la représentation temps-fréquence étudiée. Soit SY le spectre instan-
tané idéal donnée par (5.8) et Gy la RTFi donnée par (5.9). Alors, pour t fixé, on considère
les pseudo densités de probabilité suivantes :
pty(ξ) =
SY(ξ, t)∫
R
SY(ν, t)dν
p˜ty(ξ) =
|Qy(ξ, t)|2∫
R
|Qy(ν, t)|2dν ,
À chaque instant t, on peut alors déterminer la distance de transport optimal dt entre
ces deux pseudo densités. Elle est donnée par la norme 1 de la différence entre les
fonctions de répartitions associées. Autrement dit, soit Pty(ξ) =
∫ ξ
−∞ p
t
y(ν)dν et P˜ty(ξ) =∫ ξ
−∞ p˜
t
y(ν)dν, on a
dt(Qy, Gy) =
∫
R
∣∣∣P˜ty(ξ)− Pty(ξ)∣∣∣dξ .
Finalement, la distance entre les deux représentations temps-fréquence est obtenue en
moyennant l’ensemble des distances de transport optimal par rapport au temps :
D(Qy, Gy) = 100× 1|I|
∫
I
dt(Qy, Gy)dt . (5.30)
Afin de justifier qualitativement le choix de cette distance, plaçons-nous à un instant
t fixé. Supposons que le signal ne contient qu’une seule composante localement har-
monique. Alors ptY(ξ) = δ(ξ − φ′(t)). Sa primitive, PtY est donc une fonction échelon :
PtY = 1[φ′(t),∞[(ξ). La figure 5.4 illustre la distance de transport optimal entre cette RTFi
(en bleu sur la figure) et deux représentations temps-fréquences fictives. Pour la pre-
mière (en rouge sur la figure), la pseudo densité p˜t1 est également formée d’une im-
pulsion de Dirac, mais elle est décalée d’une fréquence notée ∆ξ par rapport à la vraie
valeur φ′(t). Pour la seconde (en magenta sur la figure), la pseudo densité est com-
posée d’une gaussienne centrée sur la bonne fréquence φ′(t). À droite de cette figure,
on trace les fonctions
∣∣∣P˜tj − PtY∣∣∣ où j = 1 ou 2. Dans le premier cas, cette fonction est
non nulle uniquement sur la plage de fréquences située entre φ′(t) et φ′(t) + ∆ξ . Pour
le deuxième exemple, cette fonction est lentement décroissante autour de φ′(t) . La
distance dt mesure la norme 1 de cette fonction, elle quantifie donc la parcimonie de
celle-ci. C’est pourquoi cette distance est plus faible dans le premier exemple que dans
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FIGURE 5.4 – Exemple illustration de la distance de transport optimal. À gauche :
exemples de pseudo densités de probabilité normalisée. À droite : différences en va-
leur absolue entre les pseudos fonctions de répartition estimées et réelle.
le second. Ainsi, la distance de transport optimal permet de quantifier la proximité
entre les fréquences instantanées estimées et réelles tout en favorisant la parcimonie de
la représentation temps-fréquence estimée. Une étude plus détaillée de cette distance
pourra être trouvée dans [75].
On calcule alors la distance D entre le spectre instantané idéal et les différentes re-
présentations temps-fréquence calculées. Chacune des méthode est mise en œuvre pour
plusieurs valeurs des paramètres dont elle dépend. Comme nous l’avons présenté au
chapitre 4, l’algorithme JEFAS-S ne permet pas de construire la représentation temps-
fréquence idéale de signaux localement harmoniques comportant plus d’une compo-
sante, il ne sera donc pas mis en œuvre ici. Néanmoins, la représentation donnée par
TYCOON est comparée aux méthodes suivantes :
— la TFCT pour une fenêtre gaussienne gσ de la forme :
gσ(t) = e
−
1
2σ2
t2
; (5.31)
— le synchrosqueezing associé à la TFCT;
— le synchrosqueezing associé à la transformée en ondelettes pour une ondelette
ψd dont la transformée de Fourier est donnée par :
ψˆd(ξ) = exp
 1(
ξ−ξ0
d
)2 − 1
1[ξ0−d,ξ0+d](ξ) , (5.32)
où ξ0 désigne la fréquence centrale de l’ondelette, il s’agit d’une ondelette dont
on peut facilement contrôler la bande passante à l’aide du paramètre d car elle
est d’autant plus concentrée en fréquence que d est petit ;
— la décomposition modale empirique avec KEMD composantes.
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TABLEAU 5.1 – Signal à deux composantes. Distance des spectres instantanés estimés
au spectre instantané idéal.
Méthode Paramètre associé
Distance D à la RTFi
Moyenne Écart-type
TYCOON
λ = 0, 95 7, 18 0, 90
λ = 0, 98 4, 80 0, 30
λ = 0, 999 7, 16 0, 48
TFCT
σ = 0, 125 5, 60 0, 38
σ = 0, 25 4, 49 0, 18
σ = 0, 5 6, 16 0, 20
σ = 1 10, 82 0, 30
SST-TFCT
σ = 0, 125 8, 88 1, 02
σ = 0, 25 8, 90 1, 50
σ = 0, 5 7, 34 1, 51
σ = 1 8, 12 0, 73
SST-CWT
d = ξ0/10 7, 69 0, 68
d = ξ0/5 6, 42 0, 68
d = 2ξ0/5 5, 04 0, 84
d = 3ξ0/5 5, 47 1, 27
EMD-HT
KEMD = 1 15, 40 2, 55
KEMD = 2 5, 65 0, 96
KEMD = 4 5, 56 0, 85
KEMD = 6 5, 69 0, 90
TYCOON est mis en œuvre pour trois valeurs différentes de l’hyperparamètre λ. Les
valeurs de l’hyperparamètre µ˜ sont fixées comme dans l’exemple précédent, c’est-à-
dire que les valeurs successives de µ˜ sont celles contenues dans le vecteur Iµ˜ tel que
Iµ˜ = (1, 10−1, . . . , 10−8). La TFCT et le synchrosqueezing associé sont testés pour quatre
valeurs différentes de la largeur σ de la fenêtre d’analyse gσ donnée par (5.31). Le mé-
thode SST-CWT est évaluée pour quatre largeurs différentes d de l’ondelette ψd donnée
par (5.32). Enfin, la décomposition modale empirique est effectuée pour quatre valeurs
différentes de KEMD. On effectue alors le calcul de la distance de transport optimal de
chacune des représentations temps-fréquence calculées. Cette mesure de distance est
répétée pour 100 réalisations du signal y. À chaque réalisation, les amplitudes instan-
tanées A1 et A2 et la fréquence instantanée φ′1 sont modifiées car elles proviennent de
nouvelles réalisations de mouvements browniens lissés. Les moyennes et écarts-types
des distances mesurées sont rassemblés dans le tableau 5.1. Pour la valeur optimale
λ = 0, 98, les résultats montrent que représentation donnée par TYCOON est aussi
proche de la RTFi au sens de la distance D que la plupart autres représentations quelles
que soient les valeurs des paramètres choisies. Seule la représentation donnée par le
synchrosqueezing de la TFCT ne permet pas d’obtenir une représentation de même
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qualité. Il est à noter que chacune des méthode possède une valeur optimale du para-
mètre dont elle dépend permettant de minimiser la distance à la RTFi.
TYCOON. Comme on l’a vu dans la section 5.5.1, le paramètre λ règle la régula-
rité temporelle et le parcimonie de la représentation temps-fréquence obtenue
par TYCOON. Lorsque λ est trop grand, la représentation temps-fréquence de-
vient trop régulière tandis que lorsque λ est trop petit. On renvoie le lecteur à la
figure 5.2 pour observer l’effet de λ sur le résultat de TYCOON.
TFCT. Une fenêtre trop large ne permet pas de suivre l’évolution rapide des fré-
quences instantanées car des « bulles » dues aux interférences d’une composante
localement harmoniques avec elle-même apparaissent sur le spectrogramme. À
l’inverse, une fenêtre d’analyse trop étroite conduit à élargir la bande fréquen-
tielle suivant chacune des composantes. La concentration des coefficients signi-
ficatifs de la TFCT le long des fréquences instantanés est donc fortement réduite.
SST-TFCT et SST-CWT. Les remarques sont les mêmes que pour la TFCT. Lorsque
que la fenêtre ou l’ondelette d’analyse est trop large, les bulles présentes sur le
spectrogramme ou le scalogramme conduisent à l’estimation par le synchros-
queezing d’une fréquence instantanée fictive passant par ces bulles.
EMD-HT. Lorsque le nombre de composantes estimées est inférieur au nombre
réels de composantes, l’algorithme EMD-HT n’estime qu’une partie des compo-
santes constituant le signal ce qui rend la représentation temps-fréquence esti-
mée trop parcimonieuse. Un choix de KEMD supérieur au nombre réel de compo-
santes ne semble pas détériorer significativement la qualité de la représentation
temps-fréquence. Cette remarque reste vraie tant que le signal analysé n’est pas
bruité, la présence de bruit pouvant amener à l’estimation de composantes « fan-
tômes » à la place des composantes réelles (voir le paragraphe 5.5.2.2).
Parmi les combinaisons de paramètres testées, on conserve les valeurs permettant
d’obtenir une distance au spectre instantané idéal minimale pour chacune des mé-
thodes mise en œuvre. Les représentations temps-fréquence correspondantes sont alors
tracées en figure 5.5. Cet exemple illustre clairement le fait que TYCOON permet de
suivre les variations fréquentielles de la composante dont la fréquence varie rapide-
ment, même lorsque qu’une seconde composante est présente. En revanche, les autres
représentations temps-fréquence laissent assez bien apparaître la deuxième compo-
sante dont la fréquence varie lentement mais ne permettent pas d’isoler nettement la
première composante dont la fréquence varie rapidement. Par contre, nous ne traçons
pas ici l’estimation du chirp factor obtenu par TYCOON car la signification à apporter
à ce terme dans cette situation reste floue. Dès que la deuxième composante apparaît
(c’est-à-dire dès que t > 20 s), le chirp factor estimé ne suit plus la fonction φ′′1 bien que
la deuxième composante vérifie φ′′2 < eφ′2. Une optimisation par rapport àΩ serait plus
facilement interprétable ici, bien que plus délicate à obtenir numériquement.
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FIGURE 5.5 – Représentations temps fréquence du signal à deux composantes. En haut :
résultat de TYCOON (à gauche), même résultats superposé aux fréquences instanta-
nées (à droite). Au milieu à gauche : TFCT. Au milieu à droite : synchrosqueezing de
la TFCT En bas à gauche : synchrosqueezing de la transformée en ondelettes. En bas à
droite : décomposition modale empirique.
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FIGURE 5.6 – Signal à deux composantes. Évolution de la distance du spectre instantané
estimé par différentes méthodes en fonction du rapport signal sur bruit.
5.5.2.2 Robustesse au bruit
On ajoute maintenant du bruit au signal à deux composantes défini en (5.29). On
considère donc le signal yb donné par
yb(t) = y(t) + e(t) ,
où y est le signal défini par l’équation (5.29) et e est un bruit blanc gaussien dont la
variance est choisie en fonction du rapport signal sur bruit. Soit SNR le rapport signal
sur bruit exprimé en décibels et défini par :
SNR = 10 log10
(
Var(yb)
Var(e)
)
.
On applique alors les différentes méthodes au signal bruité pour différentes valeurs
du rapport signal sur bruit. Les paramètres dont dépend chacune de ces méthodes sont
choisis comme étant ceux dont les performances sont les meilleures parmi celles testées
dans le paragraphe précédent (voir le tableau 5.1). On trace en figure 5.6 l’évolution de
la distance D en fonction du SNR pour chacune de ces méthodes. Ce graphique montre
que TYCOON reste performant tant que le niveau de bruit reste raisonnable. En effet,
tant que le SNR reste supérieur à 5 dB environ, la distance à la RTFi de la représenta-
tion temps-fréquence issue de TYCOON est du même ordre que celle de la meilleure
représentation donnée par une autre méthode (la SST-CWT dans ce cas). Notons égale-
ment que la décomposition modale empirique est très sensible à la présence de bruit,
la qualité de la représentation temps-fréquence obtenue s’altère rapidement dès que le
rapport signal sur bruit diminue.
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5.6 Bilan
Dans ce chapitre, nous avons proposé une approche à la synthèse afin d’appro-
cher la représentation temps-fréquence instantanée idéale de signaux localement har-
moniques dont les fréquences instantanées varient rapidement. Cette approche est mo-
tivée par le souhait de contourner les artefacts produits par les méthodes d’analyse
spectrale des signaux de cette forme. L’algorithme TYCOON que nous avons construit
présente différents avantages sur ces méthodes.
— La représentation temps-fréquence déduite de TYCOON permet de conduire à
plus de régularité dans le suivi des fréquences instantanées qu’une méthode
d’analyse comme le synchrosqueezing.
— La concentration des coefficients temps-fréquence significatifs le long des fré-
quences instantanées est supérieure à des méthodes d’analyse comme la TFCT
ou la transformée en ondelettes.
— la méthode d’optimisation alternée que nous avons proposée permet d’estimer
conjointement la RTFi et le chirp factor. TYCOON donne donc accès à une gran-
deur supplémentaire par rapport aux autres méthodes : la dérivée de la fré-
quence instantanée.
Néanmoins, TYCOON reste peu performant sur certains points :
— La concentration des coefficients significatifs dans le plan temps-fréquence reste
faible comparativement à des méthodes comme le synchrosqueezing ou l’EMD.
En particulier, lorsque les fréquences instantanées varient lentement, ces mé-
thodes restent efficaces et peuvent surpasser TYCOON.
— L’influence du jeu d’hyperparamètres sur l’allure de la représentation temps-
fréquence obtenue par TYCOON est bien comprise, mais l’ajustement condui-
sant au compromis entre la parcimonie temps-fréquence et la régularité tempo-
relle peut être délicat.
— TYCOON repose sur un algorithme d’optimisation convexe. C’est pourquoi le
temps de calcul associé est bien supérieur à celui de méthodes directes telles que
le synchrosqueezing.
Nous renvoyons le lecteur à la section 6.2 où nous proposons des perspectives de re-
cherches futures pour atténuer ces effets négatifs, notamment le manque de concentra-
tion temps-fréquence.
En outre, cette approche est complémentaire de celle proposée dans le chapitre 4
car elle permet d’étudier un autre type de signaux : les signaux localement harmo-
niques. Lorsqu’on a affaire à des signaux pouvant être modélisés par les deux classes
définies, c’est-à-dire localement déformés et localement harmoniques, l’approche pro-
babiliste permet un meilleur contrôle des propriétés recherchées pour la représentation
temps-fréquence idéale. JEFAS-S donne donc une représentation plus concentrée que
TYCOON lorsque les deux algorithmes sont applicables (signaux à une composante).
Cependant, TYCOON est applicable à des signaux plus « compliqués » car ils peuvent
posséder plusieurs composantes. La complexité de ces signaux vient du fait qu’ils dé-
pendent de 2K fonctions : K amplitudes et K fréquences instantanées, contre seulement
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deux fonctions pour les signaux localement dilatés : le spectre et la dilation instantanée.
En résumé, TYCOON est une méthode intéressante dans les situations où le signal
comporte aux moins deux composantes localement sinusoïdales et qu’au moins une de
ces composantes possède une fréquence instantanée variant rapidement.
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CONCLUSION ET PERSPECTIVES
6.1 Conclusion
Dans cette thèse, nous avons étudié des signaux non stationnaires présentant une
structure particulière : il s’agit d’un modèle de non-stationnarité considérant que ces
signaux proviennent de signaux stationnaires dont la stationnarité a été brisée par un
opérateur de déformation. Ce modèle offre alors deux degrés de libertés distincts. Le
premier concerne le choix de la densité spectrale de puissance du signal stationnaire
sous-jacent, le second concerne le choix de l’opérateur de déformation brisant la station-
narité. En jouant sur ces degrés de liberté, nous avons analysé en détail deux modèles
de signaux. D’une part, le modèle de signal localement déformé considère un spectre
du signal stationnaire sous-jacent quelconque mais se limite à des opérateurs de défor-
mations paramétrés par une fonction (dilatation instantanée, modulation d’amplitude
et de fréquence). D’autre part, le modèle de signal localement harmonique considère
uniquement une spectre de raies pour le signal stationnaire sous-jacent mais offre une
plus large gamme d’opérateurs brisant la stationnarité en permettant de moduler en
fréquence chacune des raies composant ce spectre par une fréquence et une amplitude
instantanées distinctes.
La contribution principale de cette thèse a été de définir, analyser et mettre en œuvre
des méthodes d’analyse et de synthèse spectrale appropriées à l’étude de ces signaux.
En particulier les chapitres 2, 3 et 4 se sont concentrés sur l’étude des signaux locale-
ment déformés tandis que le chapitre 5 s’est focalisé sur l’étude des signaux localement
harmoniques.
Concernant les signaux localement déformés, nous avons vu que déterminer le
spectre instantané de ce type de signal revenait à connaître simultanément le spectre
du signal stationnaire sous-jacent et les fonctions associées aux opérateurs de déforma-
tions. Les méthodes d’estimation développées dans les chapitres 2, 3 et 4 ont consisté à
déterminer ces quantités pour différents modèles de déformations. Dans les chapitre 2,
nous avons développé une méthode d’analyse des signaux localement dilatés et mo-
dulés en amplitude. Dans le chapitre 3, nous avons étendu cette méthode d’analyse
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au cas des signaux multi-capteurs et pour un opérateur de modulation d’amplitude
matricielle. Nous avons vu que le problème ainsi posé revenait à développer une mé-
thode de séparation de source doublement non stationnaire. Dans le chapitre 4, nous
avons étudié les signaux mono-capteur localement dilatés. En revanche, contrairement
à l’approche des deux chapitres précédents, nous avons proposé dans ce chapitre une
méthode de synthèse spectrale.
Concernant les signaux localement harmoniques, la détermination du spectre ins-
tantané revient à connaître, à chaque instant, les valeurs prises par chacune des am-
plitudes et fréquences instantanées composant ces signaux. C’est pourquoi nous avons
développé dans le chapitre 5 une méthode de synthèse spectrale adaptée à ces signaux.
Finalement, la prise en compte du modèle de « stationnarité brisée » a été carac-
térisée dans ces différents chapitres à partir d’un déplacement de coefficients dans le
plan temps-échelle ou le plan temps-fréquence. En effet, dans les chapitres 2 à 4 la non-
stationnarité des signaux localement dilatés a été caractérisée par une translation des
coefficients d’ondelettes ou de la représentation temps-échelle synthétisée. De même,
dans le chapitre 5 la régularité de la représentation temps-fréquence obtenue a été
caractérisée par une équation de transport décrivant le déplacement des coefficients
temps-fréquence en fonction des variations de la fréquence instantanée. C’est cette pro-
priété commune qui nous a permis de développer et mettre en œuvre, dans chacune
des configurations considérées, un algorithme d’estimation correspondant, que nous
avons testé sur des signaux synthétiques et réels.
Ainsi, l’algorithme JEFAS nous a permis de déterminer le spectre instantané de
divers signaux audios comme le son produit par une voiture en déplacement et dé-
formé par effet Doppler. JEFAS-S nous permet d’étudier le spectre instantané d’une
plus grande gamme de signaux localement dilatés : ceux pour lesquels la déformation
temporelle varie rapidement, comme les signaux cardiaques dont la fréquence instan-
tanée varie rapidement. JEFAS-BSS nous a permis de profiter de l’estimation produite
par JEFAS pour améliorer la qualité de la séparation de sources produite par les mé-
thodes de référence. Enfin, TYCOON fournit une estimation de la représentation temps-
fréquence idéale des signaux localement harmoniques à fréquences rapides, alors que
les méthodes d’analyse classiques, comme le synchrosqueezing, sont défaillantes pour
étudier ce type de signaux.
6.2 Perspectives
Finalement, ce manuscrit nous a permis de proposer des méthodes assez diverses
pour étudier les signaux localement déformés et localement harmoniques. Chacun des
chapitres étudiés donne lieu à diverses questions, et différentes perspectives de re-
cherches sur ces sujets peuvent être envisagées. Nous en proposons ici quelques unes.
Chapitre 2. Ce chapitre s’est focalisé sur un cas particulier de signal localement dé-
formé : celui des signaux localement dilatés et modulés en amplitude. Comme nous
l’avons mentionné dans la section 2.6, d’autres modèles de déformations peuvent être
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intéressants pour décrire des non-stationnarités plus complexes. Nous avons considéré
dans [45] le cas des signaux localement dilatés et modulés en fréquence. Nous avons
alors proposé d’analyser ces signaux au moyen d’une analyse temps-fréquence-échelle.
Toutefois, l’utilisation de cet outil d’analyse reste délicate numériquement. En particu-
lier le choix de la discrétisation doit être étudié afin de contrôler le redondance des
coefficients d’analyse. C’est pourquoi nous n’avons mis en œuvre l’étude de ce modèle
que sur un cas particulier où la modulation de fréquence dépend de la dilatation ins-
tantanée. Par ailleurs, nous n’avons pas rencontré de signaux réels (audio ou non) pour
lesquels ce modèle plus complexe serait adéquat.
En revanche, l’étude d’un autre modèle de déformation nous semble plus perti-
nente. En traitement de la parole, le modèle classique de production de sons voisés
suppose que quelle que soit la hauteur du son produit, celui-ci passe par un filtre carac-
téristique du conduit vocal et de la voyelle produite. Ce modèle est appelé source-filtre
(voir [30] pour plus de détails). Dans notre formalisme, cela reviendrait à considérer
un filtrage postérieur à la dilatation instantanée et à la modulation d’amplitude. En
reprenant les notations du chapitre 2, cela reviendrait à approcher la transformée en
ondelettes du signal non stationnaire y comme suit :
Wy(s, τ) ≈ hˆ(q−sν0)α(τ)Wx
(
s + logq(γ
′(τ)),γ(τ)
)
, (6.1)
où hˆ désigne la réponse fréquentielle du filtre caractérisant ce nouveau modèle de non-
stationnarité. Il s’agirait alors d’estimer un nouveau coefficient multiplicatif dans le
plan temps-échelle. L’étude de ce modèle serait alors pertinente pour une meilleure
analyse de signaux vocaux. D’ailleurs, nous proposons en ligne l’analyse par JEFAS
d’un son de vocalises produit une chanteuse (voir annexe B.1). Ceci met en évidence
le fait que JEFAS estime la principale source de non-stationnarité venant de ce signal.
Mais, nous pouvons toujours percevoir sur la transformée en ondelettes du signal sta-
tionnarisé quelques variations d’amplitude entre les harmoniques qui pourrait être es-
timées en considérant le modèle (6.1).
Chapitre 3. Dans ce chapitre, nous nous sommes bornés à l’étude de JEFAS-BSS sur
des mélanges synthétiques. Il serait intéressant d’évaluer les performances de JEFAS-
BSS sur des mélanges réels. Or, nous n’avons pas trouvé de signaux réels sur lesquels
JEFAS-BSS serait applicable. La bio-acoustique pour l’étude des sons d’animaux en
multi-capteurs pourrait être un domaine d’application de JEFAS-BSS. Par exemple, le
hurlement de loup est un son non stationnaire dont l’analyse par JEFAS est possible
car le modèle de dilatation instantané est pertinent pour ce type de signal (voir la fi-
gure 2.4). Or, lorsque dans une meute de loups se déplaçant, plusieurs loups hurlent si-
multanément le modèle de ce chapitre pourrait être adapté pour isoler le cri de chacun
des loups. Le matrice de mélange variant dans le temps modéliserait alors les variations
d’amplitude dues aux déplacements des loups. En éco-acoustique, ce type de problème
a d’ailleurs été traité pour estimer la taille d’une population de loups [54].
En outre, on pourrait également envisager de complexifier le modèle en modifiant
l’opérateur de déformation comme nous l’avons proposé pour le chapitre précédent
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(ajout d’un filtrage par exemple). Mais, l’étude du modèle où ce n’est plus l’opération
de modulation d’amplitude instantanée qui devient matricielle mais celle de déforma-
tion temporelle nous paraît la plus intéressante. Par exemple, négligeons la modulation
d’amplitude, et supposons que les nombres de sources et d’observations sont égaux à
2, alors le modèle décrivant chacun des deux signaux observés zk serait le suivant :
zk(t) = Dγk1 x1(t) +Dγk2 x2(t) .
il s’agirait alors d’estimer quatre fonctions de dilatation instantanées et deux spectres
des signaux stationnaires sous-jacents. Ce modèle pourrait, par exemple, être particu-
lièrement approprié à la situation où nous possédons deux enregistrements pris depuis
deux points différents de deux voitures se déplaçant à vitesse constante. Ainsi, la fonc-
tion de déformation due à l’effet Doppler dépend de la position des observateurs, ce
que ce modèle décrit bien.
Chapitre 4. Dans ce chapitre, nous sommes limités à l’étude des signaux localement
dilatés. Afin d’obtenir le pendant exact de JEFAS pour une approche à la synthèse,
il nous faudra considérer l’ajout de la modulation d’amplitude au modèle de non-
stationnarité, et ajuster l’algorithme JEFAS-S en conséquent. Comme pour JEFAS, on
peut également envisager d’étendre JEFAS-S aux signaux localement déformés puis
filtrés, l’a priori sur la représentation temps-échelle recherchée s’écrirait alors sous la
même forme que dans l’équation (6.1). Plus généralement, l’approche à la synthèse
conduisant à exprimer la déformation dans le domaine temps-échelle, nous pouvons
considérer de nouveaux modèles de déformation s’exprimant directement dans le do-
maine transformé. Par exemple, on peut considérer le modèle a priori tel que les co-
efficients temps-échelle Wy du signal non stationnaire y s’expriment en fonctions des
coefficients Wx du signal stationnaire x selon :
Wy(s, τ) = m(s, τ)Wx(s, τ) ,
où m désigne un multiplicateur temps-échelle inconnu.
On peut également envisager des modifications plus mineures de JEFAS-S. En par-
ticulier, le modèle de bruit additif que nous avons choisi est celui du bruit blanc. C’est
un choix qui a été fait par souci de simplicité mais il peut très bien être modifié. Nous
pourrions alors considérer le cas d’un bruit coloré, présent principalement aux hautes
fréquences par exemple, afin de forcer JEFAS-S à estimer la dilatation instantanée à
partir des échelles où le signal est le moins bruité. Cela permettrait donc d’exclure des
bandes de fréquences pour lesquelles nous considérons que le modèle de dilatation
n’est pas approprié pour décrire le signal, et de privilégier les bandes de fréquences où
le modèle est convenable.
En outre, comme JEFAS-BSS apparaît comme une extension naturelle de JEFAS à la
séparation de sources, il nous semble intéressant d’essayer d’étendre JEFAS-S à la sé-
paration de sources. Bien que nous soyons pessimiste quant à l’utilisation en pratique
d’une tel algorithme compte tenu du temps de calcul demandé par JEFAS-S, cette exten-
sion de JEFAS-S aurait pour intérêt de fournir une méthode d’estimation à la synthèse
qui serait le pendant de JEFAS-BSS.
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Chapitre 5. Dans ce chapitre, nous avons mis en œuvre l’algorithme TYCOON qui
permet d’approcher la représentation temps-fréquence idale des signaux localement
harmoniques. Cependant, même dans la situation où nous avons affaire à un signal
à une composante, il paraît clair que TYCOON ne permet pas d’obtenir une version
véritablement concentrée de la représentation temps-fréquence. Il nous semble alors
intéressant de comprendre pourquoi cette incertitude reste présente et si nous avons
la possibilité de la réduire. Une possibilité provient du fait que le terme de régularisa-
tion par la norme L1 favorise une parcimonie dans le plan temps-fréquence. Ce terme
serait donc plutôt adapté aux cas où la représentation recherchée serait constituée de
quelques points localisées dans le plan temps-fréquence, et non de lignes comme l’est
la RTFi où chaque ligne caractérise une fréquence instantanée. Une possibilité envisa-
geable pour améliorer la concentration de la représentation temps-fréquence serait de
remplacer le terme de régularisation sur la représentation recherchée. On peut alors
imaginer placer une norme mixte [35] qui contiendrait un terme de régularisation L1
par rapport à la variable fréquentielle et un terme de régularisation L2 par rapport à la
variable temporelle. Cela aurait pour but de forcer la parcimonie uniquement le long de
l’axe fréquentiel, et ainsi ne pas pénaliser l’apparition de lignes suivant l’axe temporel.
En outre, nous avons mis en œuvre TYCOON en remplaçant la fonction du plan
temps-fréquence Ω devant contenir l’ensemble des chirp factors ( c’est-à-dire les déri-
vées des fréquences instantanées) par la fonction α dépendant uniquement du temps.
Cette dernière est censée estimer le chirp factor lorsqu’on étudie un signal localement
harmonique à fréquence rapide ne comportant qu’une seule composante. L’adaptation
de TYCOON au cas plus général, adapté aux signaux multi-composantes, est une suite
logique de ce travail. Pour réaliser cette modification, nous devrions en tenir compte en
changeant la régularisation sur cette fonction. En effet, à l’image de la représentation
temps-fréquence idéale, les valeurs significatives de la fonction Ω doivent être concen-
trées le long des fréquences instantanées. Un terme de régularisation L1 (qui force la
parcimonie) serait donc plus approprié que le terme de régularisation L2 actuellement
placé sur la fonction α pour des questions numériques. Néanmoins, cela conduirait à
un algorithme de régularisation plus complexe car nous devrions alors effectuer une
descente proximale pour estimer Ω (en plus de la RTFi) alors que l’estimation de α à
chaque étape de l’algorithme alterné est actuellement donnée par une expression expli-
cite.
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AnnexeA
DÉMONSTRATIONS
Nous donnons ici les démonstrations des théorèmes et propositions présentés dans
ce manuscrit.
A.1 Démonstrations du chapitre 2
Plusieurs des démonstrations présentées font appel au lemme suivant.
Lemme A.1. Soit X une processus stochastique réel, stationnaire au sens large de spectreSX et
de moyenne nulle. Soient f et g des fonctions telles que les variables aléatoires 〈X, f 〉 et 〈X, g〉
soient bien définies et bornées. Alors E
{
〈X, f 〉〈X, g〉
}
=
〈
SX, fˆ gˆ
〉
E {〈X, f 〉〈X, g〉} =
〈
SX, fˆ gˆ
〉
,
où gˆ(ξ) = gˆ(−ξ).
La démonstration de ces égalités s’obtient directement en développant l’expression
à gauche de l’équation. En reconnaissant l’expression de la fonction d’autocovariance
et en appliquant la formule de Plancherel, on obtient l’expression à droite de l’équation.
A.1.1 Démonstration du théorème d’approximation 2.1
Nous fournissons ici plus de détails sur l’approximation de la transformée en onde-
lettes des signaux non stationnaires localement dilatés et modulés en amplitude.
Sous l’hypothèse de régularité de α et γ, les transformées en ondelettes du processus
non stationnaire Y et du processus stationnaire sous-jacent X sont approximativement
reliées comme suit :
WY(s, τ) ≈ W˜Y(s, τ) = α(τ)WX
(
s + logq(γ
′(τ)),γ(τ)
)
.
Le théorème 2.1, que nous allons démontrer fournit une évaluation quantitative de la
qualité de l’approximation.
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Démonstration du théorème 2.1. Simplifions les notations. Soit Bγ l’opérateur de défor-
mation temporelle non normalisé et B˜τγ l’opérateur tangent associé, c’est-à-dire :
Bγ = 1√
γ′
Dγ ,
B˜τγ =
1√
γ′(τ)
D˜τγ .
Nous décomposons l’erreur d’approximation en trois termes de sorte que :
ε(s, τ) = 〈AαDγX,ψsτ〉 − 〈A˜ταD˜τγX,ψsτ〉
= A˜τα
(
〈A˜τα
−1AaDγX,ψsτ〉 − 〈D˜τγX,ψsτ〉
)
= α(τ)
(〈√
γ′BγX,ψsτ
〉
−
〈√
γ′(τ)B˜τγX,ψsτ
〉
+
〈(
A˜τα
−1Aα − 1
)
DγX,ψsτ
〉)
= α(τ)
(〈(√
γ′ −
√
γ′(τ)
)
BγX,ψsτ
〉
+
√
γ′(τ)
〈(
Bγ − B˜τγ
)
X,ψsτ
〉
+
〈(
A˜τα
−1Aα − 1
)
DγX,ψsτ
〉)
= α(τ)
(
ε(1)(s, τ) +
√
γ′(τ)ε(2)(s, τ) + ε(3)(s, τ)
)
,
où
ε(1)(s, τ) ∆=
〈(√
γ′ −
√
γ′(τ)
)
BγX,ψsτ
〉
=
〈
X,Bγ−1
(√
γ′ −
√
γ′(τ)
)
ψsτ
〉
,
ε(2)(s, τ) ∆=
〈(
Bγ − B˜τγ
)
X,ψsτ
〉
=
〈
X,
(
Bγ−1 − B˜τγ
−1)
ψsτ
〉
,
ε(3)(s, τ) ∆=
〈(
AαA˜τα
−1 − 1
)
DγX,ψsτ
〉
=
〈
X,Dγ−1
(
AaA˜τα
−1 − 1
)
ψsτ
〉
.
Dans la suite, le terme de droite dans le produit scalaire définissant ε(k)(s, τ) sera noté
f (k)sτ de sorte que ε(k)(s, τ) =
〈
X, f (k)sτ
〉
(avec k ∈ {1, 2, 3}).
En outre, l’inégalité triangulaire donne :
E
{
|ε(s, τ)|2
}
6 C2α
(√
E
{∣∣ε(1)(s, τ)∣∣2}+√CγE{∣∣ε(2)(s, τ)∣∣2}
+
√
E
{∣∣ε(3)(s, τ)∣∣2})2. (A.1)
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Déterminons maintenant une borne supérieure pour chacun des termes d’erreur. Pour
cela, réécrivons ceux-ci au moyens du résultat du lemme A.1 :
E
{∣∣∣ε(k)(s, τ)∣∣∣2} = E{∣∣∣〈X, f (k)sτ 〉∣∣∣2} = 〈SX, ∣∣∣ f (k)sτ ∣∣∣2〉 = ∫
R
SX(ξ)
∣∣∣ fˆ (k)sτ (ξ)∣∣∣2dξ ,
avec k ∈ {1, 2, 3}.
Concernant le premier terme d’erreur, un développement de Taylor de
√
γ′ en τ
donne ∣∣∣ fˆ (1)sτ (ξ)∣∣∣ = ∣∣∣∣∫
R
(√
γ′(t)−
√
γ′(τ)
)
ψsτ(t)e−2ipiγ(t)ξdt
∣∣∣∣
6
∫
R
∥∥∥∥ γ′′2√γ′
∥∥∥∥
∞
|t− τ| q−s/2
∣∣∣∣ψ( t− τqs
)∣∣∣∣dt
6 q 3s2 ‖γ
′′‖∞
2√cγ Iψ ,
où Iψ =
∫
R
|tψ(t)|dt. De plus, l’hypothèse de localisation de l’ondelette ψ nous permet
d’écrire
Iψ 6 2
∫ ∞
0
t
1+ tβ
dt 6 2
(∫ 1
0
tdt +
∫ ∞
1
1
tβ−1
dt
)
=
β
β− 2 .
Finalement, on peut contrôler le premier terme d’erreur ainsi :
E
{∣∣∣ε(1)(s, τ)∣∣∣2} 6 (q3s/2 ‖γ′′‖∞√cγ β σX2(β− 2)
)2
.
Concernant le deuxième terme d’erreur, les applications successives de la formule
d’Euler et de celle de Taylor-Lagrange donnent∣∣∣ fˆ (2)sτ (ξ)∣∣∣ = ∣∣∣∣∫
R
(
e−2ipiγ(t)ξ − e−2ipi(γ(τ)+(t−τ)γ′(τ))ξ
)
ψsτ(t)dt
∣∣∣∣
6
∫
R
∣∣∣1− e−2ipi(γ(τ)+(t−τ)γ′(τ)−γ(t))ξ ∣∣∣ |ψsτ(t)|dt
6
∫
R
2
∣∣sin (pi (γ(τ) + (t− τ)γ′(τ)− γ(t)) ξ)∣∣ |ψsτ(t)|dt
6
∫
R
2
∣∣∣sin (pi
2
ξ(t− τ)2γ′′(t∗)
)∣∣∣ |ψsτ(t)|dt ,
pour un certain t∗ entre t et τ. De plus, on a | sin(u)| 6 |u| et | sin(u)| 6 1, de sorte que :∣∣∣ fˆ (2)sτ (ξ)∣∣∣ 6 2qs/2 (∫
J
pi
2
|ξ|‖γ′′‖∞ q2st2 |ψ(t)|dt +
∫
R\J
|ψ(t)|dt
)
.
où J = [−v, v]. Alors, en bornant |ψ(t)| par 1 sur J et par |t|−β sur R\J, on obtient :∣∣∣ fˆ (2)sτ (ξ)∣∣∣ 6 2qs/2 (pi3 |ξ|‖γ′′‖∞ q2sv3 + 2(β− 1)vβ−1
)
.
155
Annexe A. Démonstrations
En recherchant à annuler la dérivée de cette expression par rapport à v, on peut montrer
que la valeur de v minimisant le membre de droite de l’équation ci-dessus est v =(
pi
2 |ξ|‖γ′′‖∞q2s
)−1/(β+2). Ainsi, avec ce choix de v, on a :∣∣∣ fˆ (2)sτ (ξ)∣∣∣ 6 q 5β−22(β+2) s 4(β+ 2)3(β− 1) (pi2 |ξ|‖γ′′‖∞)
β−1
β+2
.
Finalement, le deuxième terme d’erreur est contrôlé ainsi :
E
{∣∣∣ε(2)(s, τ)∣∣∣2} 6 (q 5β−22(β+2) s 4(β+ 2)
3(β− 1)
(pi
2
‖γ′′‖∞
) β−1
β+2 √
2 I(ρ)X
)2
.
Concernant le troisième terme d’erreur, l’application à α de l’inégalité de Taylor-
Lagrange donne :∣∣∣ fˆ (3)sτ (ξ)∣∣∣ = ∣∣∣∣∫
R
√
γ′(t)
(
α(t)
α(τ)
− 1
)
ψsτ(t)e−2ipiγ(t)ξdt
∣∣∣∣
6
√
Cγ
∫
R
‖α′‖∞
cα
|t− τ| |ψsτ(t)|dt = q3s/2
√
Cγ
‖α′‖∞
cα
Iψ ,
Finalement, le troisième terme d’erreur est contrôlé ainsi :
E
{∣∣∣ε(3)(s, τ)∣∣∣2} 6 (q3s/2√Cγ
cα
βσX
β− 2‖α
′‖∞
)2
.
Pour conclure la démonstration, les trois termes d’erreur dans l’équation (A.1) sont
remplacés par leurs bornes supérieures. On obtient alors l’erreur d’approximation don-
née dans le théorème.
A.1.2 Démonstration de la proposition 2.1
Cette proposition caractérise la loi de la transformée en ondelettes approchée W˜Y
en fonction du spectre du signal stationnaire sous-jacent, de l’ondelette d’analyse ψ et
des fonctions de déformation α et γ.
Démonstration de la proposition 2.1. Soit X une processus stochastique, stationnaire au
sens large de moyenne nulle et de spectreSX. Notons les paramètres :{
s˜ = s + logq(γ
′(τ)) ,
τ˜ = γ(τ) .
Alors,
W˜Y(s, τ) = α(τ)WX
(
s + logq(γ
′(τ)),γ(τ)
)
= α(τ) 〈X,ψs˜τ˜〉 .
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W˜Y est donc un champ aléatoire à deux dimensions et
E
{
W˜Y(s, τ)
}
= α(τ)E {〈X,ψs˜τ˜〉} = 0,
car X est de moyenne nulle. Par ailleurs, à l’aide du lemme A.1, on peut calculer sa
covariance comme suit :
E
{
W˜Y(s, τ)W˜Y(s′, τ′)
}
= α(τ)α(τ′)E
{
〈X,ψs˜τ˜〉 〈X,ψs˜′ τ˜′〉
}
= α(τ)α(τ′)
〈
SX, ψˆs˜τ˜ψˆs˜′ τ˜′
〉
= α(τ)α(τ′)
∫ ∞
0
SX(ξ)q
s˜+s˜′
2 ψˆ(qs˜ξ)ψˆ(qs˜
′
ξ)e2ipiξ(τ˜−τ˜
′)dξ .
On retrouve la formule (2.6).
En outre, si l’on suppose maintenant que X est un processus gaussien, alors W˜Y est
un champ aléatoire gaussien complexe. En effet, W˜Y est une transformation linéaire du
processus X. Or, le caractère gaussien est stable par combinaison linéaire. On a égale-
ment :
E
{
W˜Y(s, τ)W˜Y(s′, τ′)
}
= α(τ)α(τ′)E {〈X,ψs˜τ˜〉 〈X,ψs˜′ τ˜′〉}
= α(τ)α(τ′)
〈
SX, ψˆs˜τ˜ ψˆs˜′ τ˜′
〉
.
Or, l’ondelette ψ étant analytique, les supports de ψˆs˜τ˜ et ψˆs˜′ τ˜′ sont disjoints. Leur produit
est donc identiquement nul. Ainsi :
E
{
W˜Y(s, τ)W˜Y(s′, τ′)
}
= 0 , ∀ s, s′, τ, τ′ .
Le champ W˜Y est donc circulaire, ce qui conclue la démonstration.
A.1.3 Démonstration de la proposition 2.2
Cette proposition fournit une borne maximale pouvant être atteinte par le biais de
l’estimateur du spectre-ondelettes deSX au cours des itérations de JEFAS. Celle-ci s’ex-
prime en fonction de l’erreur maximale des estimées courantes des fonctions de défor-
mation.
Démonstration de la proposition 2.2. Supposons que les estimées des paramètres de dé-
formation θ˜(k)1 et θ˜
(k)
2 sont disponibles. Soit wx,sm ∈ CNτ le vecteur contenant les coef-
ficients d’ondelettes du signal stationnaire original x à l’échelle sm, et soit w˜
(k)
x,sm ∈ CNτ
l’estimée de wx,sm après k itérations de l’algorithme. En considérant l’équation (2.15),
nous avons
w˜(k)x,sm =
1√
θ˜
(k)
1
W˜y
(
sm − θ˜(k)2 , τ
)
.
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De plus, à partir de la définition de l’estimateur du spectre donné dans (2.16), on obtient
E
{
S˜
(k)
X (q
−smν0)
}
=
1
Nτ‖ψ‖22
E
{∥∥∥w˜(k)x,sm∥∥∥2} .
Afin de simplifier les notations, définissons quelques grandeurs. Soient s(ξ)m = sm +
logq(ξ) et h(x) = ϕ1(q
x) = qx|ψˆ(qx)|2 pour x ∈ R.
À l’aide de l’expression de la covariance dans l’équation (2.6), on peut écrire
E
{∥∥∥w˜(k)x,sm∥∥∥2} = Nτ∑
n=1
1
θ˜
(k)
n,1
E
{
W˜y
(
sm − θ˜(k)n,2 , τn
)
W˜y
(
sm − θ˜(k)n,2 , τn
)}
=
Nτ
∑
n=1
θn,1
θ˜
(k)
n,1
∫ ∞
0
SX(ξ)
ξ
ξ qsm−θ˜
(k)
n,2+θn,2
∣∣∣∣ψˆ(ξ qsm−θ˜(k)n,2+θn,2)∣∣∣∣2 dξ
=
Nτ
∑
n=1
θn,1
θ˜
(k)
n,1
∫ ∞
0
SX(ξ)
ξ
h
(
s(ξ)m + θn,2 − θ˜(k)n,2
)
dξ
=
∫ ∞
0
SX(ξ)
ξ
 Nτ∑
n=1
θn,1
θ˜
(k)
n,1
h
(
s(ξ)m + θn,2 − θ˜(k)n,2
)dξ.
Scindons maintenant le biais en deux termes tels que b(k)SX (m) = g1(m) + g2(m), où g1
et g2 sont donnés par
g1(m) =
N−1τ
‖ψ‖22
∫ ∞
0
SX(ξ)
ξ
 Nτ∑
n=1
 θn,1
θ˜
(k)
n,1
− 1
 h (s(ξ)m + θn,2 − θ˜(k)n,2)
dξ,
g2(m) =
N−1τ
‖ψ‖22
∫ ∞
0
SX(ξ)
ξ
(
Nτ
∑
n=1
(
h
(
s(ξ)m + θn,2 − θ˜(k)n,2
)
− h
(
s(ξ)m
)))
dξ.
En ce qui concerne le premier terme, nous avons directement
|g1(m)| 6 ‖h‖∞‖ψ‖22
1
Nτ
Nτ
∑
n=1
∣∣∣θn,1 − θ˜(k)n,1∣∣∣
θ˜
(k)
n,1
∫ ∞
0
SX(ξ)
ξ
dξ
6 ‖h‖∞‖ψ‖22cθ1
∥∥∥θ1 − θ˜(k)1 ∥∥∥∞ JX .
De plus, on a ‖h‖∞ = ‖ϕ1‖∞, et la régularité et l’hypothèse de décroissance sur ψˆ nous
permettent d’écrire ϕ1(u) = ou→∞(u−3) →u→∞ 0. Ainsi, ϕ1 est bornée et K
′
1 < ∞. Cela
mène à :
|g1(m)| 6 JXK
′
1
‖ψ‖22
∥∥∥θ1 − θ˜(k)1 ∥∥∥∞ .
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En ce qui concerne le second terme, un développement de Taylor de h autour de s(ξ)m
donne
|g2(m)| 6 N
−1
τ
‖ψ‖22
∫ ∞
0
SX(ξ)
ξ
Nτ
∑
n=1
∣∣∣h (s(ξ)m + θn,2 − θ˜(k)n,2)− h (s(ξ)m )∣∣∣dξ
6 ‖h
′‖∞
‖ψ‖22
1
Nτ
Nτ
∑
n=1
∣∣∣θn,2 − θ˜(k)n,2∣∣∣ ∫ ∞
0
SX(ξ)
ξ
dξ
6 ‖h
′‖∞
‖ψ‖22
∥∥∥θ2 − θ˜(k)2 ∥∥∥∞ JX .
Par ailleurs, ∀x ∈ R
|h′(x)| = ∣∣ln(q)qxϕ′1(qx)∣∣ 6 ln(q) (qx ∣∣ψˆ(qx)∣∣2 + 2q2x ∣∣ψˆ(qx)ψˆ′(qx)∣∣)
6 ln(q)
(‖ϕ1‖∞ + 2‖ψˆ′‖∞‖ϕ2‖∞) = K′2 .
De plus, l’hypothèse de décroissance sur ψˆ donne |ϕ2(u)| = ou→∞(1) →u→∞ 0. Ainsi ϕ2
est borné et K′2 < ∞. Cela mène à :
|g2(m)| 6 JXK
′
2
‖ψ‖22
∥∥∥θ2 − θ˜(k)2 ∥∥∥∞ .
On conclue la démonstration en sommant les bornes supérieures de |g1| et |g2| afin
d’obtenir la borne supérieure de b(k)SX . Il est à noter que cette borne ne dépend pas de m.
A.2 Démonstration du chapitre 3
A.2.1 Démonstration du théorème d’approximation 3.1
Démonstration du théorème 3.1. L’erreur d’approximation s’écrit :
τ = wz,τ −A(τ)wy,τ
= 〈Ay,ψsτ〉 − 〈A(τ)y,ψsτ〉
= 〈(A−A(τ))y,ψsτ〉 .
Or, la formule de Taylor-Lagrange nous indique que pour toutes les valeurs de t, il
existe une valeur uτ(t) comprise en t et τ telle que :
A(t)−A(τ) = A′(uτ(t))(t− τ) .
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Notons Mτ(t) la matrice réelle : Mτ(t) = A′(uτ(t))(t− τ) ∈ RNz×Ny . On a donc :
[τ]im =
Ny
∑
j=1
〈
[Mτ]ijYj,ψsmτ
〉
=
Ny
∑
j=1
〈
Dγj Xj, [Mτ]ijψsmτ
〉
=
Ny
∑
j=1
〈
Xj,Dγ−1j [Mτ]ijψsmτ
〉
.
Notons gij,sτ = Dγ−1j [Mτ]ijψsτ, alors
E
{
|[τ]im|2
}
=
Ny
∑
j=1
Ny
∑
k=1
E
{〈
Xj, gik,smτ
〉 〈
Xk, gij,smτ
〉}
.
Comme les sources stationnaires Xj sont indépendantes les unes des autres, seuls les
termes k = j sont non nuls dans la somme précédente. Par ailleurs, grâce au résultat du
lemme A.1, on a :
E
{|[τ]im|2} = Ny∑
j=1
E
{〈
Xj, gij,smτ
〉 〈
Xj, gij,smτ
〉}
=
Ny
∑
j=1
〈
SXj ,
∣∣gˆij,smτ∣∣2〉 .
Bornons
∣∣gˆij,sτ∣∣ :
∣∣gˆij,smτ(ξ)∣∣ = ∣∣∣∣∫
R
[Mτ]ij(t)ψsmτ(t)
√
γ′j(t)e
−2ipiγj(t)ξdt
∣∣∣∣
6
∫
R
[A′∞]ij|t− τ| |ψsmτ(t)| ‖γ′j‖
1
2
∞dt
6 [A′∞]ij[γ ′∞]
1
2
j q
3sm
2
∫
R
|t| |ψ(t)|dt .
On a donc
E
{|[τ]im|2} 6 Ny∑
j=1
q3smσ2X[A
′ ◦2
∞ ]ij[γ
′
∞]j I
2
ψ
6 q3smσ2X[A′ ◦2∞ ]i·γ ′∞ I2ψ ,
160
A.3. Démonstrations du chapitre 4
où
Iψ =
∫
R
|tψ(t)|dt
6 2
(∫ 1
0
tdt +
∫ ∞
1
1
tβ−1
dt
)
6 β
β− 2 .
On a finalement
E
{|τ|◦2} 6 σ2Xβ2
(β− 2)2 A
′ ◦2
∞ γ
′
∞(q
3s)T .
A.3 Démonstrations du chapitre 4
A.3.1 Démonstration de la proposition 4.1
On démontre ici l’expression de la loi a posteriori. En particulier, on démontres les
équations (4.12) et(4.13).
Démonstration. Comme composition de lois gaussiennes, la densité de probabilité a pos-
teriori p(W|y) est une loi gaussienne complexe (mais pas circulaire). En toute généralité,
la densité de probabilité d’un vecteur aléatoire gaussien complexe s’écrit sous la forme
suivante [60] :
p(W|y) = K exp
(
−1
2
(
W−µpos
W−µpos
)T (
Γpos Rpos
Rpos Γpos
)−1 (W−µpos
W−µpos
))
avec µpos la moyenne, Γpos la matrice de covariance et Rpos la matrice de relation de la
loi a posteriori. K est une constante de normalisation. On obtient l’inverse de la matrice
définie par blocs grâce au complément de Schur. En utilisant également les propriétés
des matrices de covariance et de relation (ΓTpos = Γpos et RTpos = Rpos), on peut montrer
que : (
Γpos Rpos
Rpos Γpos
)−1
=
(
A B
B A
)
avec :
A = (Γpos − RposΓpos
−1
Rpos)
−1
, (A.2)
B = −(Γpos − RposΓpos
−1
Rpos)
−1
RposΓpos
−1
, (A.3)
et on a les propriétés AT = A et BT = B. Après développement, on a :
ln(p(W|y)) = K′ − Re
(
WTBW
)
−WHAW + 2 Re
(
WH(Aµpos + Bµpos)
)
.
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On va maintenant chercher à identifier le vecteur µpos et les matrices Γpos et Rpos.
L’équation (4.11), formée à partir de la règle de Bayes, nous permet d’obtenir :
ln(p(W|y)) = K′′ − 1
2σ2y
(
(y− Re(DW))T(y− Re(DW))
)
−WHΓ−1priW .
Avec l’identité Re(z) =
z + z
2
, on obtient :
ln(p(W|y)) =K′′′ − Re
(
WT
(
DTD
4σ2y
)
W
)
−WH
(
DHD
4σ2y
− Γ−1pri
)
W
+ 2 Re
(
WH
(
DHy
2σ2y
))
.
Par identification, on a : 
A =
DHD
4σ2y
+ Γ
−1
pri
B =
DTD
4σ2y
Aµpos + Bµpos =
DHy
2σ2y
.
(A.4)
Intéressons-nous à la moyenne a posteriori :(
DHD + 4σ2yΓ
−1
pri
)
µpos + DTDµpos = 2DHy
ou de manière équivalente :
DH Re(Dµpos) + 2σ2yΓ
−1
priµpos = D
Hy ,
d’où :
µpos =
1
2σ2y
ΓpriDH
(
y− Re (Dµpos)) .
Notons z = Re
(
Dµpos
)
alors :
z =
1
2σ2y
Re
(
DΓpriDH
)
(y− z)
d’où :
z =
(
2σ2y I + Re
(
DΓpriDH
))−1
Re
(
DΓpriDH
)
y ,
et donc :
µpos =
1
2σ2y
ΓpriDH
(
I−
(
2σ2y I + Re
(
DΓpriDH
))−1
Re
(
DΓpriDH
))
y .
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On peut donc écrire µpos sous la forme :
µpos =
1
2
ΓpriDHC
−1
y y .
avec :
Cy = σ2y
(
I−
(
2σ2y I + Re
(
DΓpriDH
))−1
Re
(
DΓpriDH
))−1
,
que l’on réécrit grâce à la formule de Woodbury [31] :
Cy = σ2y I +
1
2
Re
(
DΓpriDH
)
.
Ceci démontre la formule (4.12).
Intéressons-nous maintenant à l’expression de la covariance a posteriori. Les deux
premières équations du système (A.4) combinées avec les expressions (A.2) et (A.3) de
A et B donnent : Γpos − RposΓpos
−1
Rpos = 4σ2y
(
DHD + 4σ2yΓ
−1
pri
)−1
Rpos = −
(
DHD + 4σ2yΓ
−1
pri
)−1
DTDΓpos
soit :
Γpos = 4σ2y
(
DHD + 4σ2yΓ
−1
pri −DTD
(
DTD + 4σ2yΓpri
−1
)−1
DTD
)−1
=
(
Γ
−1
pri +
1
4σ2y
DH
(
I−D
(
DHD + 4σ2yΓpri
−1
)−1
DT
)
︸ ︷︷ ︸
∆
=M−1
D
)−1
= Γpri − ΓpriDH
(
4σ2y M + DΓpriD
H
)−1
DΓpri .
Or :
M =
(
I−D
(
DHD + 4σ2yΓ
−1
pri
)−1
DH
)−1
= I + D
(
DHD + 4σ2yΓ
−1
pri −DHD
)−1
DH
= I +
1
4σ2y
DΓpriDH ,
d’où
Γpos = Γpri − ΓpriDH
(
4σ2y I + 2 Re
(
DΓpriDH
))−1
DΓpri .
Ceci démontre l’expression (4.13).
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A.3.2 Démonstration de la proposition 4.2
On démontre les formulations 4.19 et (4.19) du problème EM.
Démonstration. La loi jointe s’écrit :
p(y, W|θ) = p(y|W)p(W|θ) = p(W|y,θ)p(y)
avec :
p(y|W) = N (Re(DW), σ2y I) (A.5)
p(W|θ) = CNc(0, Γpri(θ)) (A.6)
p(W|y,θ) = CN (µpos(θ), Γpos(θ), Rpos(θ)) (A.7)
Calculons Q
(
θ, θ˜(k−1)
)
:
Q
(
θ, θ˜(k−1)
)
= EW|y,θ˜(k−1){log p(y, W|θ)}
= EW|y,θ˜(k−1){log p(y|W,θ)}+EW|y,θ˜(k−1){log p(W|θ)} .
Le premier terme étant indépendant de θ (cf. équation (A.5)), il n’intervient pas dans
l’étape de maximisation. Regardons le second terme.
EW|y,θ˜(k−1){log p(W|θ)} = EW|y,θ˜(k−1)
{
log
(
1
piST det(Γpri(θ))
e−W
HΓpri(θ)
−1
W
)}
= − log |det(Γpri(θ))| −EW|y,θ˜(k−1)
{
WHΓpri(θ)
−1
W
}
− ST log(pi)
(A.8)
Afin de calculer le terme EW|y,θ˜(k−1)
{
WHΓpri(θ)
−1
W
}
, notons X = Re(W) et Y =
Im(W) et Z = (XT YT)T. On a
EW|y,θ˜(k−1)
{
WHΓpri(θ)
−1
W
}
= EW|y,θ˜(k−1)
{
XTΓpri(θ)
−1
X
}
+EW|y,θ˜(k−1)
{
YTΓpri(θ)
−1
Y
}
= EW|y,θ˜(k−1)
{
ZT
(
Γpri(θ)
−1
0
0 Γpri(θ)
−1
)
Z
}
.
Or
Z|y, θ˜(k−1) ∼ N
Re(µpos (θ˜(k−1)))
Im
(
µpos
(
θ˜(k−1)
)) , G

164
A.4. Démonstrations du chapitre 5
avec
G =
1
2
Re(Γpos(θ˜(k−1))+Rpos(θ˜(k−1))) Im(−Γpos(θ˜(k−1))+Rpos(θ˜(k−1)))
Im
(
Γpos
(
θ˜(k−1)
)
+Rpos
(
θ˜(k−1)
))
Re
(
Γpos
(
θ˜(k−1)
)
− Rpos
(
θ˜(k−1)
))  ,
d’où
EW|y,θ˜(k−1)
{
WHΓpri(θ)
−1
W
}
=Trace
((
Γpri(θ)
−1
0
0 Γpri(θ)
−1
)
G
)
+
Re(µpos (θ˜(k−1)))
Im
(
µpos
(
θ˜(k−1)
))TΓpri(θ)−1
Re(µpos (θ˜(k−1)))
Im
(
µpos
(
θ˜(k−1)
))
=Trace
(
Γpri(θ)
−1
Re
(
Γpos
(
θ˜(k−1)
)))
+µpos
(
θ˜(k−1)
)H
Γpri(θ)
−1
µpos
(
θ˜(k−1)
)
.
On a alors
θ˜(k) = arg max
θ
[
− log |det(Γpri(θ))|+µpos
(
θ˜(k−1)
)H
Γpri(θ)
−1
µpos
(
θ˜(k−1)
)
+ Trace
(
Γpri(θ)
−1
Re
(
Γpos
(
θ˜(k−1)
))) ]
= arg min
θ
[
Nτ
∑
n=1
log |det(C(θn))|+ w˜(k−1) Hn Γpri(θ)−1 w˜(k−1)n
+ Trace
(
C(θn)
−1
Re
(
Γn
(
θ˜(k−1)
))) ]
.
Ceci conclut la démonstration.
A.4 Démonstrations du chapitre 5
A.4.1 Démonstration du théorème 5.2
On démontre ici les équations aux dérivées partielles (5.17) et (5.18), qui sont ap-
proximativement vérifiées par G˜y, la représentation temps-fréquence idéale approchée
à la résolution η d’un signal localement harmonique (à fréquences rapides ou non).
Démonstration du point 1. On rappelle l’expression de G˜y :
G˜y(ξ, t) =
K
∑
k=0
Ak(t)e2ipiφk(t)
1
η
h
(
ξ − φ′k(t)
η
)
.
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On en déduit que :
∂tG˜y(ξ, t) =
K
∑
k=1
A′k(t)e
2ipiφk(t) 1
η
h
(
ξ − φ′k(t)
η
)
+ 2ipi
K
∑
k=1
Ak(t)φ′k(t)e
2ipiφk(t) 1
η
h
(
ξ − φ′k(t)
η
)
−
K
∑
k=1
Ak(t)e2ipiφk(t)
1
η2
φ′′k (t)h
′
(
ξ − φ′k(t)
η
)
.
Nous nous plaçons, dans un premier temps, dans le cas où y est un signal localement
harmonique. Notons E1(ξ, t) l’erreur d’approximation sur l’équation aux dérivées par-
tielles correspondante (5.17). Alors :
E1(ξ, t) = ∂tG˜y(ξ, t)− 2ipiξG˜y(ξ, t) .
L’erreur d’approximation se décompose sous la forme :
E1(ξ, t) = e1(ξ, t) + e2(ξ, t) + e3(ξ, t) ,
où
e1(ξ, t) =
K
∑
k=1
A′k(t)e
2ipiφk(t) 1
η
h
(
ξ − φ′k(t)
η
)
; (A.9)
e2(ξ, t) =2ipi
K
∑
k=1
Ak(t)(ξ − φ′k(t))e2ipiφk(t)
1
η
h
(
ξ − φ′k(t)
η
)
; (A.10)
e3(ξ, t) =−
K
∑
k=1
Ak(t)e2ipiφk(t)φ′′k (t)
1
η
∂ξh
(
ξ − φ′k(t)
η
)
. (A.11)
Le module carré de cette erreur s’exprime alors comme suit :
|E1(ξ, t)|2 = |e1(ξ, t)|2 + |e2(ξ, t)|2 + |e3(ξ, t)|2 + 2 Re(e1(ξ, t)e2(ξ, t))
+ 2 Re(e1(ξ, t)e3(ξ, t)) + 2 Re(e2(ξ, t)e3(ξ, t)) . (A.12)
Exprimons chacun des termes de cette somme. Pour cela, on rappelle que le support
de h est noté [−b, b]. Alors, du fait de l’hypothèse de séparation des composantes des
signaux localement harmoniques (1.42), les supports des différents termes formant cha-
cune des sommes sont disjoints dès lors que bη < d/2, d’où :
|e1(ξ, t)|2 =
∣∣∣∣∣ K∑k=1 A′k(t)e2ipiφk(t) 1η h
(
ξ − φ′k(t)
η
)∣∣∣∣∣
2
=
K
∑
k=1
|A′k(t)|2
1
η2
∣∣∣∣h( ξ − φ′k(t)η
)∣∣∣∣2
6 e2c22
K
∑
k=1
1
η2
∣∣∣∣h( ξ − φ′k(t)η
)∣∣∣∣2 ,
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car, par définition des signaux localement harmoniques, on a |A′k(t)| 6 eφ′k(t) et φ′k(t) 6
c2 pour tout t ∈ R (voir les équations (1.40) et (1.39)). On a alors, pour tout intervalle
non vide I ⊂ R : ∫∫
I×R
|e1(ξ, t)|2dtdξ 6 K|I|e2c22
1
η
J0,0,2 . (A.13)
On a de même :
|e2(ξ, t)|2 = 4pi2
K
∑
k=1
|Ak(t)|2|ξ − φ′k(t)|2
1
η2
∣∣∣∣h( ξ − φ′k(t)η
)∣∣∣∣2
6 4pi2c22
K
∑
k=1
|ξ − φ′k(t)|2
1
η2
∣∣∣∣h( ξ − φ′k(t)η
)∣∣∣∣2 ,
car, par définition des signaux localement harmoniques, |Ak(t)| 6 c2 pour tout t ∈ R
(se référer à l’équation (1.38)). On a alors :∫∫
I×R
|e2(ξ, t)|2dtdξ 6 4pi2K|I|c22η J2,0,2 . (A.14)
On a également :
|e3(ξ, t)|2 =
K
∑
k=1
|Ak(t)|2|φ′′k (t)|2
1
η2
∣∣∣∣∂ξh( ξ − φ′k(t)η
)∣∣∣∣2
6 e2c42
K
∑
k=1
1
η2
∣∣∣∣∂ξh( ξ − φ′k(t)η
)∣∣∣∣2 ,
car, par définition des signaux localement harmoniques, φ′′(t) < eφ′(t) pour tout t ∈ R
(se référer à l’équation (1.41)). On a alors :∫∫
I×R
|e3(ξ, t)|2dtdξ 6 K|I|e2c42
1
η3
J0,1,2 . (A.15)
On a également :
Re
(
e1(ξ, t)e2(ξ, t)
)
= Re
(
2ipi
K
∑
k=1
A′k(t)Ak(t)
1
η2
∣∣∣∣h( ξ − φ′k(t)η
)∣∣∣∣2
)
= 0 .
De la même façon, on a :
Re
(
e2(ξ, t)e3(ξ, t)
)
= 0 .
D’autre part, on a :
e1(ξ, t)e3(ξ, t) = −
K
∑
k=1
Ak(t)A′k(t)φ
′′
k (t)
1
η2
h
(
ξ − φ′k(t)
η
)
∂ξh
(
ξ − φ′k(t)
η
)
= −
K
∑
k=1
Ak(t)A′k(t)φ
′′
k (t)
1
2η2
∂ξh2
(
ξ − φ′k(t)
η
)
,
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On a alors :∫∫
I×R
2 Re
(
e1(ξ, t)e3(ξ, t)
)
dtdξ = −
∫
I
K
∑
k=1
Ak(t)A′k(t)φ
′′
k (t)
× 1
η2
(∫
R
∂ξh2
(
ξ − φ′k(t)
η
)
dξ
)
︸ ︷︷ ︸
=[h2]R=0 car h∈S(R)
dt
= 0 .
Finalement, pour tout intervalle non vide I ⊂ R, l’intégrale sur I × R des trois
termes croisés dans (A.12) est nulle. Alors, en combinant ce résultat avec les expressions
des bornes (A.13), (A.14) et (A.15), on a :
η
∫∫
I×R
|E(ξ, t)|2dtdξ = η
( ∫∫
I×R
|e1(ξ, t)|2dtdξ +
∫∫
I×R
|e2(ξ, t)|2dtdξ
+
∫∫
I×R
|e3(ξ, t)|2dtdξ
)
6 K|I|c22
(
e2 J0,0,2 + 4pi2η2 J2,0,2 +
c22e
2
η2
J0,1,2
)
.
Démonstration du point 2. Dans le cas où on a affaire à un signal localement harmonique
à fréquences rapides, on s’intéresse à l’erreur suivante :
E2(ξ, t) = ∂tG˜y(ξ, t)− 2ipiξG˜y(ξ, t) +Ω(ξ, t)∂ξ G˜y(ξ, t) .
Avec les mêmes calculs que précédemment, on obtient :
E2(ξ, t) = e1(ξ, t) + e2(ξ, t) ,
où e1 et e2 sont définis en (A.9) et (A.10). On a donc :
|E2(ξ, t)|2 = |e1(ξ, t)|2 + |e2(ξ, t)|2 + 2 Re(e1(ξ, t)e2(ξ, t))︸ ︷︷ ︸
=0
Donc, en reprenant les calculs précédents, on a :
η
∫∫
I×R
|E2(ξ, t)|2dtdξ 6 K|I|c22
(
e2 J0,0,2 + 4pi2η2 J2,0,2
)
.
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RESSOURCES NUMÉRIQUES
L’ensemble des fichiers MATLAB ayant servi à créer les figures et à obtenir les résu-
lats numériques présentés dans ce manuscrit sont disponibles en ligne sur GitHub.
B.1 Ressources relatives aux chapitres 2, 3 et 4
Les fichiers MATLAB permettant de mettre en œuvre les algorithmes 2.2 (JEFAS)
et 3.3 (JEFAS-BSS) sont disponibles à l’adresse suivante :
https://github.com/AdMeynard/JEFAS .
Ce répertoire contient différents dossiers décrits ci-dessous.
— cwt : contient les fonctions permettant de calculer la transformée en ondelettes
(et son inverse) à l’aide de l’ondelette sharp.
— JEFASalgo : contient les fonctions nécessaires à la mise en œuvre de JEFAS et à
l’analyse de ses performances.
— signals : contient les signaux audios et synthétiques utilisés dans le manuscrit.
— scriptsIEEE_TASLP : contient les scripts permettant de réaliser les figures du
chapitre 2.
— JEFAS-BSS : contient les fonctions permettant la mise en œuvre de JEFAS-BSS.
— scriptsBSS : contient les scripts permettant de réaliser les figures du chapitre 3.
— JEFAS-S : contient les fonctions permettant la mise en œuvre de JEFAS-S.
— scriptsJEFAS-S : contient les scripts permettant de réaliser les figures du cha-
pitre 4.
Les versions publiées des scripts MATLAB, les sons analysés par JEFAS, ainsi que
ceux obtenus par synthèse croisée sont disponibles à l’adresse suivante :
http://meynard.perso.math.cnrs.fr/paperJEFAS/NonStationaryAudio.html .
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B.2 Ressources relatives au chapitre 5
Les fichiers MATLAB permettant de mettre en œuvre l’ algorithme TYCOON sont
disponibles à l’adresse suivante :
https://github.com/AdMeynard/TYCOON .
Ce répertoire contient différents dossiers décrits ci-dessous.
— AlgorithmTYCOON : contient l’ensemble de fonctions permettant la mise en œuvre
de TYCOON.
— OtherMethods : contient les fichiers MATLAB permettant la mise en œuvre du
synchrosqueezing (à partir de la TFCT et de la transformée en ondelettes) et de
la décomposition modale empirique. Les codes relatifs à l’EMD ont été produits
par Zhaohua Wu [83], ceux relatifs au synchrosqueezing par Hau-Tieng Wu [82].
— SynthSig : contient les fonctions permettant de synthétiser les signaux utilisés
dans le chapitre 5.
— PerfEvaluation : contient les fonctions permettant la quantification des perfor-
mances des représentations temps-fréquence.
— scriptsTYCOON : contient les scripts permettant de réaliser les figures et d’obtenir
les résultats du chapitre 5.
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Résumé
La non-stationnarité est caractéristique des phénomènes physiques transitoires. Par exemple, elle
peut être engendrée par la variation de vitesse d’un moteur lors d’une accélération. De même, du
fait de l’effet Doppler, un son stationnaire émis par une source en mouvement sera perçu comme
étant non stationnaire par un observateur fixe. Ces exemples nous conduisent à considérer une
classe de non-stationnarité formée des signaux stationnaires dont la stationnarité a été brisée
par une opérateur de déformation physiquement pertinent. Après avoir décrit les modèles de
déformation considérés (chapitre 1), nous présentons différentes méthodes permettant d’étendre
l’analyse et la synthèse spectrale à de tels signaux. L’estimation spectrale des signaux revient
à déterminer le spectre du processus stationnaire sous-jacent et la déformation ayant brisé sa
stationnarité.
Ainsi, dans le chapitre 2, nous nous intéressons à l’analyse de signaux localement déformés
pour lesquels la déformation subie s’exprime simplement comme un déplacement des coefficients
d’ondelettes dans le plan temps-échelle. Nous tirons profit de cet propriété pour proposer l’al-
gorithme d’estimation du spectre instantané JEFAS. Dans le chapitre 3, nous étendons cette
analyse spectrale aux signaux multi-capteurs pour lesquels l’opérateur de déformation prend une
forme matricielle. Il s’agit d’un problème de séparation de sources doublement non stationnaire.
Dans le chapitre 4, nous proposons un approche à la synthèse pour étudier des signaux locale-
ment déformés. Enfin, dans le chapitre 5, nous construisons une représentation temps-fréquence
adaptée à l’étude des signaux localement harmoniques.
Mots-clés : non-stationnarité, spectre instantané, déformation, temps-échelle, temps-fréquence,
signaux audio.
Abstract
Nonstationarity characterizes transient physical phenomena. For example, it may be caused by a
speed variation of an accelerating engine. Similarly, because of the Doppler effect, a stationary
sound emitted by a moving source is perceived as being nonstationary by a motionless observer.
These examples lead us to consider a class of nonstationary signals formed from stationary signals
whose stationarity has been broken by a physically relevant deformation operator. After describing
the considered deformation models (Chapter 1), we present different methods that extend the
spectral analysis and synthesis to such signals. The spectral estimation amounts to determining
simultaneously the spectrum of the underlying stationary process and the deformation breaking
its stationarity. To this end, we consider representations of the signal in which this deformation
is characterized by a simple operation.
Thus, in Chapter 2, we are interested in the analysis of locally deformed signals. The defor-
mation describing these signals is simply expressed as a displacement of the wavelet coefficients
in the time-scale domain. We take advantage of this property to develop a method for the
estimation of these displacements. Then, we propose an instantaneous spectrum estimation
algorithm, named JEFAS. In Chapter 3, we extend this spectral analysis to multi-sensor signals
where the deformation operator takes a matrix form. This is a doubly nonstationary blind source
separation problem. In Chapter 4, we propose a synthesis approach to study locally deformed
signals. Finally, in Chapter 5, we construct a time-frequency representation adapted to the
description of locally harmonic signals.
Keywords: nonstationnarity, instantaneous spectrum, deformation, time-scale, time-frequency,
audio signals.
