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The analysis of truncated normal model w i t h polytomous variables is dis-
cussed. The model considered is a bivariate one in the first part. The max imum 
likelihood estimates of the parameters in the model, together w i t h their standard 
errors are obtained. Asymptot ic properties of the parameter estimates w i l l also 
be provided. I n the second part, we generalize the model to several polytomous 
variables. However, when the number of polytomous variables in the model is 
large, the max imum likelihood estimates are computat ional ly tedious to find. 
Thus, a more efficient method, the par t i t ion max imum likel ihood method, is ap-
plied. Finally, the computat ional aspects is described and a simulation study is 
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I n many applications, part icular ly in behavioral and social science, investi-
gators often encounter data recorded as ordinal variables w i t h only a few scale 
steps. Examples of such variables are at t i tude items, rat ing scales, performance 
items, etc. Typical cases are when a subject is asked to answer the question on 
scale like ^ 
approve approve don' t know disapprove disapprove 
strongly strongly. 
There are many similar examples in psychology (Lazarsfeld, 1959; Lord & Novick, 
1968), biometrics (Finney, 1971) and econometrics (Nerlove h Press, Note 1). 
The estimation of the correlation between these latent variables hence becomes 
an important topic. A common approach to the statist ical analysis of this k ind 
of data is to assign integer values to each category (for example, T for 'approve 
strongly',.--, and，5，for 'disapprove strongly，）and to analyze the data (observed 




variable w i t h the desired distr ibut ional properties. 
A l though the above approach is widely accepted among the social science re-
searchers, there are instances when this approach may lead to erroneous results. 
For example, Olsson (1979b) showed that due to the biased estimates of corre-
lation, the application of factor analysis to such k ind of discrete data w i l l lead 
to incorrect conclusions. Hence, as expected, the applications of principle com-
ponent analysis, mult ip le correlation and canonical correlation analysis may lead 
to erroneous results, because these statist ical methods also depend heavily on 
the correlation estimates. Therefore, i t seems to be necessary to derive reliable 
correlation estimates for this k ind of data. 
Assuming the normal i ty of the underlying distr ibut ion, Pearson (1901) in-
troduced the tetrachoric correlation coefficient to estimate the true correlation 
f rom a 2x2 contingency table. Lancaster k Hamdan (1964) extended i t to the 
polychoric case. Mart inson k Hamdan (1971) developed a two-step max imum 
likelihood method which gives the polychoric correlation estimate for the data 
f rom a r x s contingency table. I n their method, the thresholds are first esti-
mated by cumulative marginal proportions, and then the polychoric correlation 
is estimated w i t h the thresholds fixed at their estimates. Olsson (1979a) proposed 
a fu l l max imum likelihood approach to estimate the correlation and thresholds; 
he also compared his method w i t h the two-step approach. Later, Lee & Poon 
(1986) extended the model to p-dimensional contingency table and used general-
ized least squares method to obtain the estimates. Statistical methods based on 
different assumptions in analyzing polytomous data have been developed. Ex-
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amples are Lee, Poon k Bentler (1990, 1992), Poon k Lee (1987, 1992), Poon k 
Leung (1993). 
I n addit ion, these estimates are asymptotical ly opt imal i f the d is t r ibut ion of 
the observed variables are in a continuous scale w i t h a mult ivar iate normal dis-
t r ibut ion. However, in real-life situations, i t is common to encounter a si tuat ion 
where the mult ivariate normal d is t r ibut ion is a reasonable d is t r ibut ion except 
that the tails do not match the reality. Examples can be found in the insurance 
industry, claims are paid only on losses which exceeds the deductible amount; 
thus losses below the deductible may not be reported or entered into the claims 
data base. I n the field of manufacturing, samples may be selected f rom produc-
t ion that has previously been screened to remove items above and/or below some 
specification values. As a result, the truncated mult ivariate normal d is t r ibut ion 
is a possible way to deal w i t h these situations. 
We can find many successful practical applications of t runcated normal distr i-
bution. Norgaard k Kil leen (1980) demonstrated that when a decision variable 
is truncated normal, various kinds of u t i l i t y funct ion w i t h closed form formulas 
could be ideal for empirical evaluations of financial decisions. Mar l in (1984) used 
the truncated normal d istr ibut ion to analyze data sets of insurance claims w i t h 
deductibles. Levy (1982) analyzed the preference between two risky options hav-
ing truncated normal distributions, and Amemiya (1984) gave a detail discussion, 
together w i t h empirical examples, on the use of truncated normal d istr ibut ion in 
regression models. 
The main purpose of this thesis is to develop a method to estimate the pa-
3 
\ 
rameters in the truncated normal model w i t h polytomous variables. These pa-
rameters include the correlations among the variables and the thresholds of the 
polytomous variables. I n Chapter 2, the bivariate model is described, and the 
method of max imum likelihood is studied. I n addit ion, asymptotic properties in 
this model and the computat ional aspects of the estimators are also given. I n 
Chapter 3, we consider an extended model w i t h several polytomous variables. 
To avoid the heavy computat ional t ime in evaluating the mult ivar iate distr ibu-
t ion functions, the Par t i t ion Max imum Likel ihood (PML) estimation method is 
used (see, Poon & Lee 1987). The idea is to divide the r-dimensional model 
into r{r - 1) /2 submodels to obtain parameter estimates. Statist ical properties 
of the Par t i t ion Max imum Likel ihood estimates are also established. Chapter 4 
describes a simulation to study the behavior of our estimates, and the conclusion 




The Bivariate Model and 
Maximum Likelihood Estimation 
2.1 The Model 
Let X = { X i , X2) ' be a random vector which is d is t r ibuted according to a 
t runcated normal d is t r ibu t ion w i t h mean vector 0 and correlat ion mat r i x C 二 
{ p i j ) , {iJ = 1，2). Note tha t pu = p22 = 1, and let pu = p. I t is fur ther assumed 
that X i and X2 are t runcated according to one of the fol lowing forms: 
1. Left singly t runcated : X,i > L i , where L,； is a known point of t runcat ion. 
2. Right singly t runcated : X i < [/?:, where U'i is a known point of t runcat ion. 
3. Doubly t runcated : L i < X i < Ui, where L i and Ui are known points of 
t runcat ion. 
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For convenience, we suppose tha t X i and X2 are left singly t runcated i n the 
fol lowing. Tha t is, we only observe those values which are greater t han or equal 
to Li and miss those X^va lues which are less than Li, for i = 1,2. Here the values 
of X i cannot be observed directly. We can only observe i t th rough polytomous 
random variables Z i . Let Z = ( Z i , Z ^ be a polytomous observed random vector 
defined by 
Z、= k{i) i f ai^k{i) < Xi < ^¾,¾(¾)+! (2.1) 
for k{i) 二 1，〜 ’ t(0, where the values of a^,! and ai^t{i)+i depend on the type of 
t runcat ion and t { i ) is the number of categories for Z、. 
We call { a i , i , a1,2,...，ai，《i)+i}, {a2,1,a2,2,...，^^？’亡⑵+丄} the thresholds of Z ! 
and Z2 respectively. Note tha t these thresholds are also unknown except a^,i and 
ai^t(i)+i, for i = 1,2. When Xi, i = 1, 2 are left singly t runcated, we have 
a i ’ i = L i and <^,(i)+i = ⑴ . 
Let f3 be the vector tha t consists of al l the unknown parameters i n a and p, 
and i t is given by, 
/ 3 == ( p， a i , 2 , . . . ’ Q!l,t(l), 0:2,2, . . . , ^2,t(2)). 




2.2 Likelihood function of the model 
Suppose we have a size N random sample of Z , organized as the frequencies 
of a two-way contingency table. Let k denote the mul t ip le index (A:(1), A:(2)) and 
^ k ( a , p) be the cell probabi l i ty of the k t h cell. T h a t is, 
a ( a , p ) = M ^ i = M i ) , ^ = M 2 ) } , 
where a 二 {ot^, o4) ' w i t h cXi = (a^,2, . . . , o^i,t(i))' is the vector tha t contains the 
thresholds of the polytomous variables. From (2.1), i t can be shown tha t 
f k ( a , p) = ^M< i^，fc(i)，«2,fc(2)； C) — $Mai，fc(i),a2，fc(2)+i;C0 




$ * ( a 1 , a 2 ; C ) = — ^ , 
0 0 0 0 
G 二 JJ/(x)dx, 
Li L2 
and / ( x ) is the density funct ion of iV(0, C ) . 
I n addit ion, we can express ^k(<^, p) and G i n terms of the d is t r ibu t ion func-
t ion of the standard bivariate normal d is t r ibu t ion $2. 
&*, …¢2(0^1,0^2; C) - ¢2(0^1,丄2; C) - <^(Li, a2; C) + 少2(丄1,丄2; C) 





ai Oi2 1 
$2(ce1,a2;C) = j y"(27r)-^|Cr'/2exp(--xC-^)dTidx2 
—00 —00 
and 
G = 1 — ¢ 2 ( 0 0 , L2; C) — ^ 2{L1, 00; C) + ^2{LuL2; C). 
Let L*{oc,p) be the l ikel ihood funct ion of the model. I t can be expressed as 
the fol lowing. 
t(l) t(2) L*(a,p)(x n n (⑷八 
fc(l)=l fc(2)=l 
where / k is the observed frequency of the k t h cell i n the two-way contingency 
table. Clearly, 
亡⑴ ¢(2) 
E E h = N. 
fc(i)=i fc(2)=1 
I n order to find the max imum l ikel ihood estimate, we are required to maximize 
the l ikel ihood funct ion L * ( a , p). Equivalently, we can minimize the negative log-
l ikel ihood funct ion L ( a , p). So, the negative of the log-l ikel ihood funct ion for the 
random sample is given by 
《1) ¢(2) 
L{cx.p) = - E E /klna(a,p). (2.2) 
fc(l)=l k{2)=l 
2.3 Derivatives of likelihood equations 
Av 
To find the max imum l ikel ihood estimate f3 of /3, we would like to minimize 
the negative log-l ikel ihood funct ion L ( a , p) in (2.2) given in the previous section. 
The M L estimate is given by the solut ion of dL/d(3 — 0. Let /¾, be the a th 
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element of (3, a = 1 , 2 , . . •，p, we have 
^ = - E E - — 
_a fc(i)=l fc(2)=l “ ^a 
= _ ^ ^ / k ( d m a i M i h a 2 M 2 Y , C ) ^《^， f c ( i ) , ^ fe (2 )+ i ; ^ ) 
= _ .(fei .fci ^ V Wa ‘ 
3<^(ai，fc(i)+i,a2，fc(2);C) ^^2(Q^i,fcW+i, Q^2’fc⑵+l； C)\ 
Wa Wa J . 
We observe tha t the derivatives of d^i^/df3^ involve the derivatives i n the funct ion 
d^i{a1,a2;C) 
~ ~ W a ^ . 
Note tha t 
d^*^{aua2]C) 
~ ~ W a 
—丄[%(ai,a2; C) - ¢2(0^1,^2; C) - ¢2(^1,0^2; C) + ¢2(^^1,^2; Cy 
= W a [ ^ -
— 1 [ p<l>2(a1,a2;C^ ) d^2{c^uL2]C) d^2{Lua2;C) d^2{LuL2;Cy 
二 ^ l L ~ " W a Wa Wa“^ " ^ W a ^ _ 
QQ \ 
—_^2(o!1,o:2; c) — ^ 2{a1,L2] C) - ^2{L1,a2] C) + %(Li,L2; C)] — I 
二 1 p<l>2(a1,a2;C) ^ 2 ( a i , L 2 ; C Q d ^ 2 { L ^ , a 2 ] C ) d ^ 2 { L u L 2 ] C ) 
二 G [ Wa Wa Wa Wa _ 






'd^2{oo,L2]C) d^2{L1,oo]C) — d^2{Li,L2,;C)] 
•_"~Wa"““ ^Wa 風 J' 
First , we compute the first par t ia l derivatives of $《《1, a2; C) w i t h respect to 
p, by Johnson and Ko tz (1972, P.44), 
d^2{u,V]C) , 、 /9 .x 
——^ ,_ = 02C^, V; p) (2.4) 
dp 
where 02(^ ’^^ ；p) = ^ J ^ 一 6乂口{-(々 二，)} denotes the bivariate normal den-
sity funct ion. Therefore, by (2.3) and (2.4), i f pa = P, 
d^*2{o^ua2;C) ^ 
1 
=—[h{o^i, 0!2; p) — h{^1,L2] p) — (fe(L1,a2; p) + 4>2{L1, L2; p) 
[%(ai，a2; C) — ¢2(0^1,^^2; C) - ¢2(^1,0^2; C) + ¢2(^1,丄2; C) 
+ [ ^ _ 
.>2(00，L2； p) + h i M , 00； p) — h{L1,L2, ； p)]. (2.5) 
Next, we t r y to find the par t ia l derivatives of ^ 2 { ^ 1 , a 2 ] C ) w i t h respect to 
the unknown thresholds. From Tall is (1962, P.346), 
^ 5 a i ^ = * $ { g } , (2.6) 
OV y/1 — p^ 
where 
_ = ^exp(4) 
is the univariate standardized normal density funct ion and 
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m = i - o o ^ ^ M ^ ) d w 
is the d is t r ibu t ion funct ion of standard normal d is t r ibut ion. So, by (2.3) and 
(2.6), we have 
d^l{aua2]C) 树0^1)「不厂0^2 —厂0^11 , L 2 - p a i J . . 
~ " ^ ~ " = ^ [ ^ { 7 T ^ ^ " ^ 7 r ^ r ( ) 
d^l{a1,a2]C) — (^(a2) [ ^ , a i - p o ^ 2 , L 1 - p a 2 J 〜幻 
" ~ ^ ~ ~ = ^ r ^ 7 r ^ ^ “ ^ 7 r ^ ^ J ‘ ( ) 
However, i n practice, the m i n i m u m of the negative log-l ikel ihood funct ion 
cannot be obtained in closed form. Hence, some i terat ive a lgor i thm (See, e.g., 
Lee k Jennrich, 1979) should be used. 
2.4 Asymptotic properties 
Under m i l d regular i ty condit ions, i t can be shown by standard asymptot ic 
theory (See, e.g., Rao, 1973) tha t P possesses the fol lowing properties: 
1. I t is consistent. 
2. I f /3o is the t rue parameter value of (3, asymptot ic d is t r ibu t ion of N^^^ { ^ — 
(3o) is mul t ivar iate normal w i t h zero mean vector and covariance mat r i x 
equal to the inverse of the in format ion mat r i x , namely, 




dL dL dL dL dL dL 
W l ' W l W['W2 “‘ W l ' W l 
dL dL dL dL dL dL 
[ a L dL：] — Wl'W[ W2'W.…W~2'W~p 
E (两）.V = . . ， 
- 」 • • 
• • 
dL dL dL dL dL dL 
_ W / W l Wl'W2 … w i w , _ 
by independent sampling and 
^ ( ^ ^ ) = 0 , 
V 叩 
the (a, b)th. entry in I{f3) is given by 
_ab 二 E [(蒜).(盖） 
= " . ^ [ ( ^ ^ . ( ^ ^ ] + z e r o t e -
= N V V ^ ( ^ ] ( ^ ] 一 .(fei^ (fci V 軌)V 视 y 
= N g f l . f ^ V f ^ V (2.9) 
k(l)=l k(2)=l ^k \dPa) \d^h) 
2.5 Optimization procedures 
As we mentioned before, the max imum l ikel ihood estimates of the unknown pa-
rameters are obtained by min imiz ing the negative log-l ikel ihood funct ion. Clearly, 
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explicit solutions are not available, hence one of the iterative methods for func-
t ion opt imizat ion is required. I n this paper, the scoring algor i thm w i l l be used. 
The basic step of the scoring algor i thm is given by 
/3j_+i = f3] - e _ - i ( ¾ |/3=/3,. 
where s is a step-size parameter which may be taken as the first value in the 
sequence {1, | , . . •} that reduces L , I[f3) is the informat ion matr ix . Note f rom 
(2.9) that we only need the first part ia l derivatives to obtain the informat ion 
matr ix . Since I{f3) is positive definite, the algor i thm is robust to choice of start ing 
values and i t always produces an acceptable step. 
Moreover, the scoring algor i thm not only produces the max imum likelihood 
estimate, but also an approximation of the asymptotic covariance mat r ix of 但. 
The covariance mat r ix is estimated by I {P)~^ and i t is readily available at the 




Generalization to Multivariate 
Model 
3.1 The Model 
Up to now, we have studied the bivariate model. Now, we shall extend to the 
model containing several polytomous variables. 
Let X = ( X i , . . . , Xr)' be a random vector which is d is t r ibuted according 
to a t runcated normal d is t r ibu t ion w i t h mean vector 0 and correlat ion ma t r i x 
C = { p i j ) , { i , j = 1 , 2 , . . .,r). Note tha t pu == 1 and pij = pji for i , j = 1,2, •. .,r. 
Similarly, i t is fur ther assumed tha t X “ i = 1, 2 , . . . , r are t runcated according to 
the forms tha t mentioned in Chapter 2. For convenience, we also suppose that 




Let Z = ( Z i , ^2, •. .，Zr) ' be a polytomous observed random vector defined by 
7ji = k{i) i f a,“k(i) < Xi < ^^,^(^)+1 (3.1) 
for k{i) = l , . . . , t ( i)，where the values of a,“i and «<’《《)+1 depend on the type 
of t runcat ion and t { i ) is the number of categories for Z、. I f each Xi, for i 二 
1 , 2 , . . . , r, is left singly t runcated, we have 
ai^i = L i and ai，t(?:)+i 二 oo. 
Note tha t {a1,2,. . •, a i , t ( i ) , . . •, o^r,2,. •.，^r,t(r)} are the unknown thresholds of 
Z. Let f3 be the unknown parameter vector i n this model, then 
f3 = (p12, . . . , Plr, "23, . • .，"2r, • • • , "34, • • . , P3r, • • • , Pr-l,r, 
«1,2, . . . , ttl,t(l)5 . . . , <^r,2, • . .，^r,t(r)). 
The dimension of (3 is p, where 
P = '-^^ + t t { i ) - r 
= ^ + t . « . 
i—1 
The objective is to estimate f3. 
3.2 Partition Maximum Likelihood (PML) Es-
timation 
The method discussed in Chapter 2 gives the max imum l ikel ihood estimates 




X is high, th is est imat ion procedure is computat ional ly intensive. The problem 
arises f rom the calculat ion of the mul t ip le integrals of the mul t ivar ia te normal 
d is t r ibu t ion functions. From (3.1), i t can be shown tha t 
1 1 E ^0) 
a(a, P) = (-ir E .. • E (—1)尸1 :^(^ iMD' •.,以『，々 );C)， 
i(l)=0 i(r)=0 
where 
P = ("12, • • • , Plr, "23, • . • , "2r, . . .，"34, • . • , "3r, • . . , Pr-l,r)? 
v [ j ) = ^ ( i ) + ^0'). 
a‘l ar 1 
$ ; ( a i , . . - , a ^ C ) = y . . . y " ( 2 7 r ) - " 2 | C | - " 2 e x p (—3X ' C—ix ) c b i . . . c b v . 
Li Lr 
Therefore, i t is interesting to seek another more efficient method for f inding the 
estimate of f3, especially when the dimension of X is large. 
To avoid the heavy computat ion in evaluating the mul t ivar iate normal dis-
t r i bu t ion funct ion, an alternative est imat ion method, the Par t i t ion M a x i m u m 
Likel ihood ( P M L ) approach (see, e.g., Poon k Lee, 1987), is employed. The 
basic idea is to divide the r-d imensional model into r** = r{r — 1) /2 bivari-
ate submodels and obta in the M L estimate of the parameters involved in each 
bivariate submodel. 
Consider a bivariate submodel for X ^ , = ( X ^ , X n ) ' , m , n = l , . . . , r and 
m < n, w i t h t runcated normal d is t r ibut ion and its corresponding mean is 0 and 
16 
correlat ion ma t r i x is given by 
/ 1 pm.n \ 
^mn — • 
\ Pnm 1 / 
Let Zmn = {Zm,Zn) ' be i ts corresponding polytomous observed random vector, 
(3戮 be the unknown parameter vector for th is bivar iate submodel, then 
、/ 
|3_, 二 (Pmn, «m,2, . . . , am,t(m),^ n^,2, . • . , <^ n,t(n)j • 
The M L estimate 自涯 of /3讓 based on a random sample {Xmn,i, ^ = 1, • • . , ^ } 
is obtained by min imiz ing the negative log-l ikel ihood funct ion 
t{m) t(n) 
Lmn{(^mn) = ~ X^ S /kmn ^^ ^kmn (<^mn5 Pmn) 5 
fc(m)=l fc(n)=l 
where OLmn = (o:^,a^y,fk^^ is the observed frequency of the k^^th cell in the 
2-way contingency table and fk^ (Q:mn, Pmn) be its corresponding cell probabi l i ty. 
自飄 are the set of values tha t satisfy the system of equations dLmn{f^mn) /^^mn = 
0. Note tha t f rom (2.5), 
d^*2{^m,cXn;C) 
dpmn 
= ^ [02(ttm, OLn] pmn) — 02(<^m, ^>n; p) — 02(^m, OLn] pmn) + 02(^m, ^n； pmn). 
r^2(o^m, C^n； C) — ^ 2{c^m, Ln] C) — ^ (^m, Q^n； C) + 少2(丄爪，丄几；C) 
+ ^ 
• -





Also f rom (2.7) and (2.8), we have 
d^l{am,O^n\C) — C^(am)企 r Qfn — PmnO^m ^ 予 f ^ n ^ j^_g^^m 飞 
“ ^ ^ " ~ = 了 [ t ^1-Pin ^ / l - P i n T 
d^2(^ rn ,0 :n ;C) — 0 ( o ^ n )歪 r ^ rn — PmnO n^ ^ 企 f ^ m ^ ^ _ ^ ^ ^ n ^ 
~ " ^ ^ = 了 [ ^1-Pln ^/l-Pln _ . 
The m i n i m u m of the negative log-l ikel ihood cannot be solved algebraically i n 
closed form. Hence, some i terat ive methods tha t mentioned in Chapter 2 w i l l be 
used to obta in the solution. 
As we mentioned before, i n the Par t i t i on M a x i m u m Likel ihood est imation, 
we separate the huge r dimensional model in to r** submodels. I n obta in ing the 
par t i t i on max imum l ikel ihood estimates of these submodels, we only need to 
compute simple single and double integrals instead of the complicated mul t ip le 
integrals which w i l l occur i f fu l l max imum l ikel ihood est imat ion method is used. 
Therefore, a lot of computer t ime can be saved. 
Repeated analyzes of the r** bivariate submodels produce consistent estimates 
^ of al l the unknown parameters. For these parameters, the thresholds estimates 
are not unique, there are r — 1 sets of threshold estimates based on r** different 
submodels. We use the mean of these estimates as our final thresholds estimates 





3.3 Asymptotic properties of the PML estimates 
Similar to Chapter 2 , 冷 画 is consistent estimate of 卢細。and the asymptot ic 
A 
d is t r ibu t ion of 浮濕 is given by 
N'^'0mn - AnnO)上 N [ 0 , 耶 騰 ” . 
Also, by standard asymptot ic theory (See, e.g., Rao, 1973) tha t under m i l d regu-
lar i ty condit ions, ^ is a consistent est imator of々o, where /3o represents the vector 
of t rue parameter value of f3. 
B y mean value theorem, for each m, n = 1, 2, • . . , r, m < n, 
7V-V2g= = W—V2’ + [ � 1 : ; ^ S H ^"'^^rnn _ /3_o), (3.¾ df^mn df3mn L d^_df3_ J 
where f3^^Q is the t rue value of the parameter value [3飄 and f3*^ is a vector tha t 
lies between 自腿 and f3^Q. I n ma t r i x form, 





iV-1/2 • = iV-1/2 . + 
• • 
• • • • 
dLr-lr($r-l,r) 队-1’:(/^『一1’『0) 
- ^ d f 3 〜 J L ^ " h , r -
吨(/^一 0 0 1 [ a /Q ^K：^. ... /5i2_/3i2o 
0 • • • ： ： 
iV-i 7Vi/2 . 
i ••. 0 : 
. • . . . � ^ f e d k - i , - “ � _ 
/s 
As f 3 ^ is consistent estimate of f3^^Q,日*藝 w i l l converge in probabi l i ty to /3^^o? 




and N-〜d2Lr rJ j3*^、 /d l3—df3— converges in probabi l i ty in the in format ion ma-
t r i x I{f3^J. Since dLmJdf3^^, = 0, by (3.2), we have 
N^Kn - L o ) ^ - / ( / 3 - ” i V - i / 2 | ^ . 
^h^rrr,n 
A A 
Note tha t the par t i t i on M L estimate ^ is some weighted averages of /3画，hence 
there exists an appropriate constant selection ma t r i x J such tha t 
#1/20 —礼）二 -J/-iiV_i/2r (3.3) 
where I is a diagonal block mat r i x w i t h diagonal blocks Imn{=耶饥71)),爪,几= 
1, • . . , r, m < n and 
Z ^ ^ 机-vY 
— { d f 3 , , ' d f 3 , , ' ' d f 3 〜 ) • 
On the other hand, let fmn{ i ) be the log-density for pair (m, n) evaluated at 
the ith observation, we have 
dLmn _ Y^ dfmn{^) 
WZ 二 a 8(3穩• 
r can therefore be expressed as the sum of independent random observations, 
hence i t follows f rom the central l im i t theorem, we have 
AT-V2r_^ iv(o,r2). (3.4) 
The mean of this d is t r ibut ion is zero since E { d L m n / d | 3 ^ n ) — 〇 and the covariance 
mat r i x Q can be approximated by 





dfj ^ /af12(i) af13(j) d f r - l , r ( j ) V 
耶—VW^'明13 ’•••, d/3^-l,r ) . 
Combin ing (3.3) and (3.4), we have 
ivV2(^_^^)^jv(o,n), 
where U = J I - 细 - ” . 
A consistent estimate ft of U is given by j f — i ^ ^ f — V , where Cl is given by (3.5) 
A 
and i is a diagonal block ma t r i x formed by block elements 1霞 wh ich is given by 
f _ f ^ _ i (dfmn{l)\ (dfmn{^\ 
飄-h [ ' W Z ' ) V 收灘； i ^ - : P - • 
3.4 Optimization procedures 
Similar to Chapter 2, expl ici t solutions are not available, hence the scoring 
a lgor i thm w i l l be used for each submodels. Tha t is, 
Ann,^l = Pmn,j _ Sl、f3—”、~^^J i^_=/3_^, 
where e is a step-size parameter given in Chapter 2. 
Since I { f 3 ^ ^ ) is posit ive definite, the a lgor i thm is robust to choice of s tar t ing 






Since the Par t i t ion Max imum Likel ihood estimate is obtained by div iding 
the r-dimensional model into r** = r{r - 1) /2 bivariate submodels, i t is sufficient 
to study the performance of estimates in bivariate case. Hence, based on the 
algor i thm discussed in Chapter 2, a computer program, wr i t ten in F O R T R A N 
w i t h double precision, has been implemented to obtain the max imum likelihood 
estimate of f3. 
The study is based on simulated data drawn f rom a mult ivariate normal dis-
t r ibu t ion w i t h the dimension of X is two and zero mean vector is chosen. 
4.1 Designs 
To study the behavior of the estimate, different situations which includes 
different sample sizes, different correlations matrices, different number of thresh-




simulat ion study. 
1. Sample size—samples of N = 100, N = 300 and N = 500 were generated; 
2. Number of thresholds—polytomous variables w i t h 3 and 5 categories were 
simulated; 
3. Correlat ion 
(a) Small correlations between variables: 
/ 1.0 0 .25 \ 
C 二 
\ 0 . 2 5 1.0 / 
(b) Med ium correlations between variables: 
/ 1 . 0 0 . 5 \ 
C 二 
V0.5 1 .0 / 
(c) High correlations between variables: 
/ 1.0 0 .75 \ 
C = 
V0.75 1.0 
4. Truncat ion points of X 
(a) Li = —1.2817, for i 二 1,2, which gives about 10% of normal distr ibu-
t ion. 
(b) Li = —0.2532, for i = 1, 2, which gives about 40% of normal distr ibu-
t ion. 




(a) Symmetr ic d is t r ibut ion (S) 
We consider a symmetr ic d is t r ibut ion and approximately equal amount 
of data in the categories, which means about one-third for each cate-
gory after the data is lefty t runcated when 3 categories are simulated 
and about one-f i f th for 5 categories. 
( b ) Asymmetr ic d is t r ibut ion (AS) 
We consider asymmetric distr ibut ion. The ratios of the data in cate-
gories are roughly 50%, 25% and 25% after the data is lefty t runcated 
when 3 categories are simulated and 50%, 12.5%, 12.5%, 12.5% and 
12.5% for 5 categories. 
Finally, the thresholds values of the polytomous variables are given as fol-
lows (Note that cxi = cx2): 
For 3 categories, 
(i) 10% lefty truncated, symmetric d is t r ibut ion 
cxi = { a i , i = -1 .2817,a i ,2 = -0.2534, a1,3 = 0.5244, a1,4 = 00}, 
(ii) 10% lefty truncated, asymmetric d is t r ibut ion 
OLi = { a i , i = -1.2817，a1,2 = 0.1256,ai,3 = 0.7554,ai,4 = 00}, 
(iii) 40% lefty truncated, symmetric d is t r ibut ion 




(iv) 40% lefty truncated, asymmetric distr ibut ion 
a i = { a i , i = -0.2532,ai ,2 = 0.5245,ai,s = 1.0365,ai,4 = 00}. 
For 5 categories, 
(i) 10% lefty truncated, symmetric distr ibut ion 
a i = { a i , i = -1.2817, a1,2 = —0.5829, a1,3 = -0.1005, a1,4 = 0.3584, 
ai，5 二 0.9153,ai，6 二 oo}, 
(ii) 10% lefty truncated, asymmetric distr ibut ion 
a i = {ai，i 二 -1.2817, ai，2 = 0.1256, a1,3 = 0.4193, a1,4 = 0.7554， 
ai’5 = 1.2133,ai,6 = 00}, 
(iii) 40% lefty truncated, symmetric distr ibut ion 
a i = { a i , i = -0.2532, ai，2 二 0.0503, ai,s = 0.3585, «1,4 二 0.7064, 
ai’5 = 1.1750,ai,6 = 00}, 
(iv) 40% lefty truncated, asymmetric distr ibut ion 
a i = { a i , i = -0.2532, a1,2 = 0.5245, a1,3 = 0.7555, a1,4 = 1.0365, 
ai’5 = 1.4396, «1,6 = oo]-. 
W i t h three sets of sample sizes, two set of thresholds vectors, three sets of 
correlation matrices, two sets of distributions of Z polytomous variables and two 
sets of truncation points, there are total ly seventy-two different combinations. For 




I n general, the algor i thm is robust to the start ing value of the parameter 
vector. However, a good start ing value would reduce the t ime of convergence. 
Hence, we use the inverse of the standard normal d is t r ibut ion evaluated at the 
cumulative cell proport ion of the polytomous variable to be the start ing values 
of the thresholds. For the correlation, we use the sample correlation based on 
the generated data to be the start ing value. This approach uses all the data in 
the calculation of the start ing value. Based on our experience in the simulat ion 
study, i t is a good start ing value since the procedure converges quickly to the 
solution. 
Furthermore, the program is said to be converged and the iterative procedure 
w i l l stop if the root mean squares of the gradient vector is less than a pre-assigned 
small number, say 0.0005. 
4.2 Results 
The results of the simulation studies are summarized in Table A.1 to Table 
B.9. I n each of the tables, the following statistics are reported. 
1. The mean values of the estimates: 
1 100 
A = 4 g r , 
j—丄 





2. The root mean square errors: 
r . 100 1 " 2 
i^MSE,= { ^ E i ( ^ ) - A ) 2 > 
where /¾ represents the zth element of the true parameter vector. 
3. The average of estimated standard errors of the estimates: 
1 100 -(.) 
S.E.i = — — ^ ( e s t i m a t e d standard error of /¾ ^). 
100片 
4. The rat io of the sample standard errors to the average of estimated standard 
errors of the estimates: 
厌 = 逃 ’ 
S.E.i 
where the sample standard deviation of the estimates is given by 
r 1 100 1 " 2 
• — • E i # ) - ^ ) 2 j . 
We would expect that S.D.i is close to S.E.i and thus the rat io Ri would 
be close to one. 
5. The p-values of the Kolmogorov-Smirnov (K-S) test 
To obtain a goodness-of-fit test for the nul l hypothesis that the proposed 
model fits the observed sample data. The l ikelihood rat io test for this 
hypothesis is given by x i = - 2 1 n A , where 
i(i) m , n n 發 
一 k(l)=lk{2)=l 
~^) “ “ m " 、 / k . 
n n #广 




After some simplif ication, i t can be shown that 
亡 ⑴ 亡 ⑵ 「 ( / • , \ 1 
x i = 2 E E / k ln f - l n a • 
fc(i)=ifc(2)=i L V " � 
I t follows f rom standard asymptotic theory (see, e.g. Rao, 1973) that under 
the nul l hypothesis, the asymptotic d is t r ibut ion of x i is central chi-square 
w i t h ( # of cells - p - 1) degrees of freedom. The asymptotic goodness-of-
fit statistics x i for 3 and 5 categories should be chi-squared w i t h 3 and 
15 degrees of freedom respectively. The K-S test statistic and its p-value 
are computed based on the 100 goodness-of-fit statistics produced for each 
design to see whether they have the expected chi-squared distr ibut ion. The 
nul l hypothesis is rejected if x l is larger than the corresponding chi-square 
tabled value. 
From the tables, the following phenomena are observed: 
1. By examining the mean values of the estimates in Tables A.1, A.6, B.1 and 
B.6, i t is found that they are very close to the true values. Moreover, the 
root mean square errors (RMSE) reported in Tables A.2, A.7, B.2 and B.7 
are reasonably small in al l situations, especially when the sample size is 
large. 
2. When studying the RMSEs in the Tables A.2, A.7, B.2 and B.7, increasing 
the number of categories usually decreases the RMSEs. 
3. From Tables A.2, A.7, B.2 and B.7, as expected, increasing the sample size 




4. By comparing different correlation matrices, we can see that when the pop-
ulat ion correlation increases, the RMSE and S.E. of al l estimates, which are 
presented in Tables A.2, A.7, B.2, B.7 and Tables A.3, A.8, B.3, B.8 respec-
tively, decrease because higher correlations give more informat ion between 
variables. 
5. The estimates of the thresholds are better in the 40% truncated case by 
comparing their RMSE and S.E. w i t h those in the 10% truncated case. 
However, i t is found that the correlations estimates are better in 10% case. 
6. W i t h i n the estimates of the thresholds, there is evidence that those es-
timates involving the polytomous variable w i t h symmetric thresholds are 
usually better than those involving asymmetric thresholds. 
7. Based on the results in Tables A.4, A.9, B.4 and B.9, except several cases in 
N = 100, most of the ratios are close to 1. I t indicates that the procedure 
had produced reasonable estimate of the S.E. of f3,i. 
8. From the p-values of the K-S test presented in Tables A.5 and B.5, clearly 
when N = 100 w i t h asymmetric thresholds, the behavior of the goodness-
of-fit statistic is not good. However, the overall performance w i t h N = 300 






I n this thesis, a method to estimate the parameters in the truncated normal 
model w i t h polytomous variables has been developed. First , the bivariate model 
and maximum likelihood estimation are considered. The l ikelihood funct ion of 
the bivariate model has been found and the estimates of the parameters are ob-
tained. I t follows f rom the statistical theories that these max imum likelihood 
estimates have nice asymptotic properties. I n the second stage, we generalize to 
mult ivariate normal case. The method of Par t i t ion Max imum Likel ihood (PML) 
estimation proposed by Poon k Lee (1987) is used to estimate the basic pa-
rameters, so that the evaluation of the mult ip le integrals can be avoided. Also 
asymptotic properties for statistical inference of the model are presented. Based 
on the results of our simulation study, we observe that the estimates are accu-
rate in various conditions, including different sample sizes, number of categories, 
correlation matrices and truncat ion points . I t demonstrates that the results 




Of course, this thesis only gives a very brief in t roduct ion to the problem, there 
are st i l l a lot of practical problem for further study. The most t r i v ia l extension 
is to consider the truncated normal d is t r ibut ion w i t h doubly truncat ion, that is 
truncated at bo th sides. We believe that similar procedures can be applied to such 
model and similar results w i l l be obtained. Besides, we can consider covariance 
structure model corresponding to a system of structural equations. That is, 
c = c{0) = K-(0)), 
where c ^ are functions of an unknown parameter vector 6 . Furthermore, in real-
life studies, i t is very common to encounter problems w i t h several populations, 
such as different cul tural groups, treatment groups, etc. Therefore, generalization 
of the method to handle several populations w i l l be very useful. 
Based on similar ideas provided in this thesis, we believe that new results on 




Table A.1 Mean estimates 
(10% truncated, 3 categories) 
S ^ 
Parameters N = 100 300 500 Parameters N = 100 300 500 
p= .25 .2417 .2557 .2407 p= .25 .2381 .2606 .2412 
ai,2 = - .2534 -.2772 -.2621 -.2614 ai，2 = .1256 .1159 .1266 .1203 
ai,3 = .5244 .4989 .5106 .5147 a1,3 = .7554 .7693 .7573 .7499 
a2,2 = - .2534 -.2818 -.2568 -.2588 a2,2 = .1256 .1332 .1265 .1197 
a2,3 = .5244 .5283 .5211 .5174 a2,3 = .7554 .7564 .7529 .7614 
p = .5 .4860 .4956 .4982 p= .5 .4835 .4891 .4908 
a1,2 = - .2534 -.2547 -.2583 -.2603 ai，2 = .1256 .1461 .1237 .1167 
a1,3= .5244 .5304 .5220 .5249 a1,3 = .7554 .7756 .7614 .7573 
a2,2 = - .2534 -.2555 -.2576 -.2625 a2,2 = .1256 .1368 .1187 .1254 
a2,3 = .5244 .5202 .5212 .5214 a2,3 = .7554 .7856 .7586 .7563 
p= .75 .7345 .7531 .7522 p= .75 .7408 .7520 .7469 
ai，2 = - .2534 -.2386 -.2526 -.2532 a1,2 = .1256 .1303 .1222 .1165 
ai，3 = .5244 .5508 .5191 .5223 a1,3= .7554 .7571 .7526 .7515 
a2,2 = - .2534 -.2359 -.2546 -.2506 a2,2 = .1256 .1382 .1203 .1238 




Table A.2 Root Mean Squares 
(10% truncated, 3 categories) 
S ^ 
Parameters 7V = 100 300 500 iV = 100 300 500 
p=.25 .1565 .0948 .0640 .1525 .0873 .0727 
ai，2 .1217 .0708 .0543 .1189 .0693 .0449 
ai,3 .1236 .0780 .0554 .1337 .0702 .0547 
Q^ 2,2 .1209 .0639 .0580 .1095 .0654 .0531 
a2,3 .1301 .0637 .0562 .1200 .0728 .0624 
p= .5 .1136 .0661 .0559 .1141 .0570 .0527 
ai，2 .1064 .0640 .0465 .1007 .0665 .0527 
ai，3 .1289 .0724 .0494 .1104 .0787 .0560 
a2,2 .1075 .0617 .0541 .1057 .0645 .0489 
a2,3 .1258 .0738 .0497 .1350 .0713 .0545 
p=.75 .0641 .0407 .0263 .0675 .0381 .0305 
a1,2 .1116 .0561 .0473 .1085 .0625 .0480 
ai，3 .1069 .0690 .0527 .1172 .0800 .0579 
a2,2 .1164 .0603 .0468 .1060 .0718 .0459 




Table A.3 Standard Errors 
(10% truncated, 3 categories) 
S ^ 
Parameters N = 100 300 500 N = 100 300 500 
p=.2b .1485 .0847 .0664 .1492 .0857 .0675 
ai，2 .1117 .0646 .0501 .1145 .0661 .0512 
ai，3 .1209 .0696 .0540 .1297 .0740 .0573 
a2,2 .1117 .0646 .0501 .1147 .0661 .0512 
a2,3 .1217 .0697 .0540 .1291 .0739 .0575 
p=.5 .1151 .0659 .0508 .1136 .0646 .0496 
ai，2 .1100 .0635 .0492 .1122 .0645 .0499 
ai，3 .1193 .0685 .0530 .1273 .0729 .0564 
a2,2 .1100 .0635 .0492 .1121 .0645 .0499 
a2,3 .1190 .0684 .0530 .1278 .0729 .0564 
p = .75 .0662 .0355 .0276 .0678 .0376 .0296 
a1,2 .1063 .0611 .0473 .1093 .0628 .0486 
a1,3 .1192 .0682 .0529 .1267 .0729 .0564 
a2,2 .1063 .0611 .0473 .1094 .0628 .0487 
a2,3 .1191 .0682 .0529 .1272 .0729 .0564 
34 
Table A.3 Standard Errors 
(10% truncated, 3 categories) 
S AS 
Parameters N = 100 300 500 N = 100 300 500 
p = . 2 5 1.0573 1.1239 .9591 1.0243 1.0163 1.0736 
ai,2 1.0738 1.0932 1.0772 1.0398 1.0539 .8736 
ai，3 1.0055 1.1080 1.0161 1.0304 .9521 .9537 
a2,2 1.0570 .9930 1.1577 .9571 .9442 1.0352 
a2,3 1.0742 .9170 1.0384 .9345 .9893 1.0853 
p=.5 .9848 1.0065 1.1073 .9984 .8696 1.0513 
a1,2 .9717 1.0097 .9386 .8832 1.0355 1.0473 
a1,3 1.0845 1.0622 .9371 .8568 1.0816 .9976 
a2,2 .9819 .9740 1.0902 .9428 .9997 .9837 
a2,3 1.0621 1.0828 .9409 1.0344 .9820 .9721 
p = . 7 5 .9442 1.1486 .9529 .9910 1.0162 1.0296 
a1,2 1.0457 .9227 1.0059 .9972 .9985 .9735 
a1,3 .8732 1.0133 1.0019 .9299 1.1012 1.0288 
a2,2 1.0875 .9923 .9924 .9667 1.1457 .9476 
a2,3 1.0538 .9718 1.0417 1.0599 1.1085 1.0005 
35 
Table A .5( i ) p-values of K - S Test 
( 1 0 % truncated, 3 categories) 
S ^ 
N = 100 300 500 N 二 100 300 500 
p = . 2 5 .8149 .3885 .1049 .7491 .3477 .0942 
p = .5 .5324 .7082 .9077 .9441 .7090 .3195 
p = .75 .4436 .3856 .3168 .4770 .5826 .1529 
Table A . 5 (ii) p-values of K - S Test 
( 1 0 % truncated, 5 categories) 
S AS 
N = 100 300 500 N = 100 300 500 
p = .25 .0509 .9829 .8941 .0000 .7829 .8887 
p = . 5 .0714 .8100 .5923 .0000 .7687 .1748 




Table A.7 Root Mean Square 
(10% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 Parameters N = 100 300 500 
p= .25 .1928 .2455 .2448 p= .25 .2573 .2507 .2501 
ai,2 = - .5829 -.5928 -.5940 -.5828 a1,2= .1256 .0527 .1242 .1269 
Q^ i3 = _.1005 -.1024 -.1074 -.0999 a1,3= .4193 .3754 .4212 .4208 
ai，4 = .3584 .3567 .3564 .3596 a1,4= .7554 .7319 .7532 .7553 
a1,5= .9153 .9319 .9232 .9098 a1,5 = 1.2133 1.2129 1.2131 1.2193 
a2,2 = - .5829 -.5797 -.5835 -.5863 a2,2= .1256 .0460 .1260 .1258 
a2,3 = - .1005 -.1078 -.0987 -.1055 a2,3= .4193 .3624 .4247 .4214 
a2,4= .3584 .3427 .3610 .3526 0^2,4= .7554 .7277 .7675 .7555 
a2,5= .9153 .9138 .9213 .9119 a2,5 = 1.2133 1.2111 1.2226 1.2118 
p = .5 .4559 .5003 .5020 p= .5 .4799 .5060 .5046 
c^12 = - .5829 -.5767 -.5898 -.5881 a1,2 = .1256 .0731 .1285 .1285 
a1,3 = - .1005 -.0936 -.0911 -.1079 a1,3 = .4193 .3923 .4209 .4221 
a1,4= .3584 .3680 .3672 .3546 a1,4 = .7554 .7384 .7560 .7626 
a1,5 = .9153 .9154 .9310 .9196 a1,5 = 1.2133 1.2258 1.2138 1.2259 
a2,2 = - .5829 -.5737 -.5896 -.5885 a2,2 = .1256 .0716 .1234 .1340 
a2,3 = —.1005 -.0923 -.1058 -.0960 a2,3 = .4193 .3943 .4205 .4275 
a2,4 = .3584 .3550 .3520 .3595 a2,4 = .7554 .7453 .7546 .7634 




Table A.6 Mean estimates 
(10% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 Parameters N = 100 300 500 
p= .75 .6535 .7357 .7447 p= .75 .6962 .7519 .7513 
ai,2 = - .5829 -.5628 -.5774 -.5846 a1,2= .1256 .0700 .1303 .1262 
a1,3 = —.1005 -.0931 -.0990 -.0935 a1,3 = .4193 .3767 .4220 .4162 
a1,4= .3584 .3623 .3622 .3681 a1,4= .7554 .7166 .7477 .7521 
ai，5 = .9153 .8982 .9085 .9217 a1,5 = 1.2133 1.1601 1.1968 1.2062 
a2,2 = - .5829 -.5809 -.5836 -.5815 a2,2 = -1256 .0751 .1254 .1346 
a2,3 = - .1005 -.1089 -.0975 -.0979 a2,3= .4193 .3878 .4162 .4227 
a2,4= .3584 .3642 .3533 .3601 a2,4= .7554 .7239 .7492 .7594 




Table A.7 Root Mean Square 
(10% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 N = 100 300 500 
p = . 2 5 .1586 .0798 .0600 .1333 .0885 .0648 
ai,2 .1040 .0719 .0482 .1313 .0706 .0500 
ai,3 .1004 .0677 .0510 .1282 .0707 .0538 
ai，4 .1080 .0656 .0506 .1279 .0756 .0544 
ai,5 .1212 .0683 .0627 .1371 .0900 .0691 
a2,2 .1003 .0585 .0448 .1440 .0643 .0556 
a2,3 .1121 .0643 .0498 .1323 .0680 .0550 
a2,4 .1101 .0642 .0580 .1237 .0753 .0573 
a2,5 .1271 .0760 .0585 .1353 .0966 .0662 
p = . 5 .1115 .0516 .0418 .1010 .0614 .0446 
a1,2 .0912 .0642 .0510 .1289 .0649 .0502 
ai，3 .1063 .0640 .0518 .1116 .0653 .0470 
ai，4 .1076 .0628 .0550 .1022 .0712 .0518 
ai，5 .1428 .0724 .0637 .1318 .0881 .0640 
a2,2 .1194 .0663 .0483 .1117 .0650 .0496 
a2,3 .1143 .0664 .0535 .1137 .0673 .0454 
a2,4 .1250 .0678 .0486 .1181 .0694 .0519 




Table A.7 Root Mean Square 
(10% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 iV = 100 300 500 
p=.7b .1150 .0335 .0213 .0816 .0335 .0261 
ai，2 .1138 .0646 .0460 .1182 .0527 .0433 
ai，3 .1140 .0608 .0511 .1197 .0659 .0446 
ai，4 .1041 .0659 .0491 .1251 .0747 .0506 
ai，5 .1282 .0772 .0550 .1369 .0942 .0570 
a2,2 .0954 .0611 .0474 .1262 .0658 .0494 
a2,3 .0974 .0601 .0444 .1150 .0696 .0507 
a2,4 .0979 .0629 .0491 .1250 .0788 .0485 
a2,5 .1345 .0774 .0587 .1515 .0960 .0652 
40 
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Table A.8 Standard Errors 
(10% truncated, 5 categories) 
S ^ 
Parameters N = lOO 300 500 iV = 100 300 500 
p = . 2 5 .1380 .0772 .0596 .1356 .0804 .0625 
ai，2 .1091 .0634 .0493 .1136 .0661 .0512 
ai，3 .1125 .0649 .0502 .1179 .0686 .0531 
ai,4 .1182 .0678 .0525 .1277 .0740 .0573 
ai，5 .1373 .0782 .0602 .1534 .0881 .0683 
a2,2 .1093 .0635 .0492 .1136 .0661 .0512 
a2,3 .1125 .0649 .0502 .1177 .0686 .0531 
a2,4 .1179 .0678 .0524 .1275 .0743 .0573 
a2,5 .1365 .0781 .0602 .1533 .0886 .0681 
p = . 5 .1059 .0570 .0441 .1056 .0585 .0452 
ai，2 .1095 .0632 .0490 .1116 .0644 .0499 
ai，3 .1103 .0634 .0490 .1156 .0668 .0517 
ai，4 .1153 .0661 .0511 .1253 .0725 .0563 
ai，5 .1338 .0772 .0595 .1525 .0872 .0678 
a2,2 .1094 .0632 .0490 .1115 .0644 .0499 
a2,3 .1104 .0633 .0491 .1157 .0668 .0518 
a2,4 .1151 .0660 .0511 .1257 .0725 .0563 





Table A.8 Standard Errors 
(10% truncated, 5 categories) 
S ^ 
Parameters iV = 100 300 500 iV = 100 300 500 
p = . 7 5 .0718 .0323 .0241 .0688 .0337 .0262 
ai，2 .1076 .0613 .0474 .1087 .0627 .0485 
ai,3 .1073 .0609 .0471 .1131 .0656 .0507 
ai，4 .1130 .0648 .0502 .1237 .0720 .0558 
ai，5 .1326 .0769 .0598 .1482 .0871 .0677 
«2,2 .1076 .0613 .0474 .1088 .0627 .0486 
^2,3 .1072 .0609 .0471 .1134 .0655 .0508 
a2,4 .1131 .0647 .0501 .1240 .0720 .0559 




Table A.8 Standard Errors 
(10% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 N 二 100 300 500 
p = . 2 5 1.0777 1.0362 1.0075 .9860 1.1052 1.0424 
ai,2 .9533 1.1271 .9833 .9661 1.0732 .9808 
ai，3 .8969 1.0442 1.0199 1.0268 1.0359 1.0171 
ai，4 .9182 .9721 .9689 .9894 1.0259 .9547 
ai，5 .8784 .8727 1.0434 .8979 1.0266 1.0130 
«2,2 .9217 .9270 .9121 1.0618 .9785 1.0907 
a2,3 .9996 .9962 .9922 1.0195 .9927 1.0396 
a2,4 .9292 .9508 1.1058 .9506 1.0056 1.0044 
a2,5 .9361 .9752 .9745 .8872 1.0911 .9774 
p = .5 .9720 .9100 .9519 .9414 1.0506 .9871 
ai，2 .8356 1.0150 1.0403 1.0605 1.0110 1.0099 
a1,3 .9664 1.0042 1.0514 .9415 .9821 .9119 
a1,4 .9348 .9459 1.0785 .8083 .9866 .9160 
ai，5 1.0726 .9194 1.0730 .8641 1.0151 .9301 
a2,2 1.0932 1.0484 .9848 .8811 1.0146 .9843 
«2,3 1.0377 1.0500 1.0925 .9636 1.0118 .8677 
a2,4 1.0909 1.0279 .9544 .9409 .9626 .9161 





Table A.9 Ratios 
(10% truncated, 5 categories) 
S ^ 
Parameters iV = 100 300 500 N = 100 300 500 
p = . 7 5 .8755 .9401 .8592 .8972 .9970 .9997 
ai，2 1.0462 1.0545 .9748 .9644 .8422 .8968 
ai,3 1.0653 1.0024 1.0798 .9940 1.0095 .8810 
ai，4 .9248 1.0203 .9649 .9664 1.0378 .9097 
ai，5 .9634 1.0049 .9170 .8552 1.0702 .8403 
a2,2 .8907 1.0009 1.0054 1.0681 1.0558 1.0038 
a2,3 .9100 .9897 .9471 .9804 1.0672 1.0004 
a2,4 .8685 .9744 .9843 .9804 1.0961 .8692 




Table B.1 Mean estimates 
(40% truncated, 3 categories) 
S ^ 
Parameters N 二 100 300 500 Parameters N = 100 300 500 
p = .25 .1744 .2257 .2451 p = .25 .2341 .2374 .2401 
ai，2 = .2534 .2393 .2514 .2504 a1,2= .5245 .5265 .5166 .5242 
ai，3 = .8417 .8114 .8389 .8449 a1,3 = 1-0365 1.0478 1.0351 1.0398 
a2,2 = .2534 .2377 .2479 .2520 a2,2 = .5245 .5207 .5144 .5260 
a2,3= .8417 .8141 .8355 .8374 a2,3 = 1-0365 1.0267 1.0337 1.0369 
p= .5 .4594 .5005 .5061 p= .5 .4969 .4908 .4980 
a1,2= .2534 .2400 .2555 .2473 a1,2 = .5245 .5195 .5225 .5141 
ai，3 = .8417 .8141 .8412 .8399 a1,3 = 1.0365 1.0291 1.0283 1.0246 
a2,2 = .2534 .2475 .2489 .2579 «2,2= .5245 .5252 .5299 .5211 
a2,3 = .8417 .8492 .8461 .8433 a2,3 = 1.0365 1.0209 1.0436 1.0383 
p = .75 .7307 .7368 .7505 p = .75 .7427 .7545 .7524 
ai，2 = .2534 .2531 .2547 .2566 ai，2 = .5245 .5230 .5258 .5229 
a i 3 = .8417 .8376 .8469 .8428 a1,3 = 1.0365 1.0607 1.0220 1.0315 
a2,2 = .2534 .2420 .2496 .2558 a2,2 = .5245 .5262 .5159 .5187 
a2,3 = .8417 .8503 .8500 .8443 a2,3 = 1.0365 1.0485 1.0318 1.0380 
45 
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Table B.2 Root Mean Squares 
(40% truncated, 3 categories) 
S ^ 
Parameters iV = 100 300 500 AT = 100 300 500 
p = . 2 5 .2816 .1434 .1012 .2388 .1224 .0976 
ai，2 .0786 .0517 .0333 .1042 .0573 .0459 
ai，3 .1267 .0695 .0443 .1369 .0712 .0571 
oi2,2 .0932 .0486 .0386 .0956 .0595 .0429 
a2,3 .1375 .0644 .0572 .1374 .0721 .0527 
p = . 5 .1768 .0920 .0746 .1584 .0923 .0644 
a1,2 .0861 .0479 .0370 .0802 .0463 .0422 
ai，3 .1117 .0543 .0418 .1052 .0631 .0471 
a2,2 .0821 .0492 .0365 .0865 .0486 .0401 
a2,3 .1097 .0592 .0463 .1112 .0571 .0538 
p = . 7 5 .0716 .0512 .0304 .0807 .0452 .0321 
ai，2 .0698 .0425 .0402 .0879 .0451 .0312 
ai，3 .0865 .0497 .0420 .1058 .0689 .0467 
a2,2 .0700 .0466 .0379 .0804 .0512 .0390 
a2,3 .1013 .0625 .0448 .0962 .0583 .0456 
46 
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Table B.3 Standard Errors 
(40% truncated, 3 categories) 
S ^ 
Parameters iV = 100 300 500 iV = 100 300 500 
p = . 2 5 .2504 .1385 .1048 .2235 .1305 .1008 
ai，2 .0902 .0501 .0384 .1038 .0579 .0448 
ai，3 .1292 .0679 .0513 .1319 .0713 .0548 
a2,2 .0887 .0499 .0384 .1036 .0578 .0448 
a2,3 .1288 .0679 .0511 .1303 .0713 .0547 
p = . h .1713 .0905 .0693 .1509 .0875 .0668 
ai，2 .0791 .0457 .0352 .0896 .0514 .0395 
a1,3 .1019 .0571 .0439 .1085 .0614 .0471 
a2,2 .0798 .0455 .0354 .0896 .0515 .0396 
a2,3 .1033 .0572 .0440 .1080 .0618 .0474 
p = . 7 5 .0838 .0470 .0345 .0761 .0420 .0327 
ai，2 .0746 .0431 .0333 .0831 .0478 .0370 
ai，3 .0952 .0551 .0426 .1061 .0599 .0466 
a2,2 .0742 .0430 .0333 .0831 .0477 .0370 
a2,3 .0959 .0552 .0426 .1054 .0602 .0467 
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Table B.4 Ratios 
(40% truncated, 3 categories) 
S ^ 
Parameters N = 100 300 500 N = 100 300 500 
p = . 2 5 1.0886 1.0259 .9690 1.0715 .9375 .9690 
ai,2 .8620 1.0364 .8679 1.0092 .9846 1.0287 
ai，3 .9569 1.0277 .8655 1.0396 1.0033 1.0454 
a2,2 1.0406 .9727 1.0106 .9268 1.0189 .9603 
a2,3 1.0513 .9493 1.1207 1.0572 1.0166 .9683 
p=.5 1.0097 1.0215 1.0777 1.0550 1.0549 .9695 
ai，2 1.0794 1.0520 1.0435 .8984 .9039 1.0417 
a1,3 1.0679 .9567 .9547 .9722 1.0250 .9709 
a2,2 1.0309 1.0823 1.0295 .9707 .9422 1.0148 
«2,3 1.0653 1.0387 1.0558 1.0238 .9224 1.1398 
p=.75 .8264 1.0584 .8860 1.0623 1.0776 .9839 
ai，2 .9408 .9896 1.2094 1.0628 .9469 .8458 
a1,3 .9131 .9022 .9902 .9758 1.1295 1.0027 
«2,2 .9366 1.0859 1.1418 .9713 1.0639 1.0471 




Table B.5(i) p-values of K - S Test 
(40% truncated, 3 categories) 
S ^ 
AT = 100 300 500 iV = 100 300 500 
p = . 2 5 .1640 .1739 .9696 .0251 .9753 .1304 
p = . 5 .3151 .5704 .3593 .9880 .0710 .7986 
p = .75 .0516 .5552 .2511 .0855 .6674 .0711 
Table B.5 (ii) p-values of K - S Test 
(40% truncated, 5 categories) 
S ^ 
N = 100 300 500 N = 100 300 500 
p = .25 .0027 .9660 .5435 .0000 .6618 .3317 
p = .5 .0061 .9230 .3474 .0000 .4873 .5323 




Table B.6 Mean estimates 
(40% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 Parameters N = 100 300 500 
p= .25 .2227 .2583 .2558 p= .25 .2669 .2463 .2497 
ai，2 = .0503 .0463 .0459 .0489 a1,2= .5245 .4890 .5175 .5144 
a1,3= .3585 .3445 .3586 .3605 «1,3= .7555 .7332 .7458 .7458 
a1,4= .7064 .6902 .7127 .7073 a1,4 = 1.0365 1.0273 1.0252 1.0312 
a1,5 = 1.1750 1.1410 1.1844 1.1768 a1,5 = 1.4396 1.4274 1.4266 1.4334 
a2,2= .0503 .0492 .0514 .0555 a2,2 = .5245 .4704 .5222 .5195 
a2,3= .3585 .3491 .3608 .3678 a2,3= .7555 .7166 .7476 .7487 
a2,4= .7064 .6977 .7115 .7085 a2,4 = 1-0365 1.0072 1.0248 1.0339 
a2,5 = 1.1750 1.1760 1.1745 1.1806 a2,5 = 1-4396 1.4247 1.4300 1.4407 
p= .5 .4549 .4955 .4957 p= .5 .4747 .4837 .5014 
ai，2 = .0503 .0564 .0482 .0459 a1,2 = -5245 .4695 .5138 .5259 
ai，3 = .3585 .3647 .3656 .3613 a1,3 = .7555 .7260 .7443 .7523 
a1,4 = .7064 .7058 .7048 .7115 a1,4 = 1.0365 1.0162 1.0257 1.0329 
a1,5 = 1.1750 1.1928 1.1733 1.1744 ai,s = 1.4396 1.4388 1.4324 1.4331 
a2,2 = .0503 .0556 .0518 .0510 0:2,2= .5245 .4891 .5155 .5199 
a2,3 = .3585 .3657 .3676 .3612 0^2,3= .7555 .7322 .7520 .7551 
a2,4 = .7064 .7139 .7138 .7063 a2,4 = 1.0365 1.0163 1.0377 1.0349 




Table B.6 Mean estimates 
(40% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 Parameters N = 100 300 500 
p= .75 .6955 .7376 .7434 p= .75 .7186 .7503 .7501 
ai，2 = .0503 .0450 .0518 .0539 ai，2 = .5245 .4878 .5203 .5255 
• ai，3 = .3585 .3494 .3587 .3602 a1,3= .7555 .7457 .7485 .7573 
a1,4 = .7064 .6966 .7079 .7122 a1,4 = 1-0365 1.0462 1.0312 1.0422 
a1,5 = 1.1750 1.1737 1.1781 1.1818 ai,5 = 1.4396 1.4529 1.4369 1.4477 
a2,2= .0503 .0520 .0422 .0529 a2,2= -5245 .5126 .5296 .5281 
a2,3= .3585 .3561 .3566 .3629 a2,3= .7555 .7489 .7639 .7573 
a2,4= .7064 .7028 .7041 .7083 «2,4 = 1-0365 1.0406 1.0466 1.0428 





Table B.7 Root Mean Square 
(40% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 iV = 100 300 500 
p=.25 .1991 .1329 .0876 .2008 .1386 .1036 
ai，2 .0573 .0382 .0324 .0974 .0612 .0451 
ai，3 .0873 .0434 .0367 .1021 .0653 .0498 
ai,4 .0977 .0588 .0442 .1072 .0774 .0566 
ai,5 .1224 .0734 .0558 .1247 .0894 .0612 
a2,2 .0652 .0388 .0276 .1108 .0548 .0431 
a2,3 .0788 .0502 .0386 .1176 .0606 .0465 
a2,4 .1062 .0571 .0447 .1217 .0725 .0517 
a2,5 .1265 .0725 .0527 .1463 .0802 .0637 
p=.5 .1578 .0818 .0592 .1391 .0837 .0549 
ai，2 .0746 .0373 .0274 .0990 .0502 .0420 
a1,3 .0855 .0450 .0342 .0855 .0544 .0425 
ai，4 .1023 .0505 .0458 .0974 .0559 .0476 
ai，5 .1234 .0566 .0488 .1089 .0733 .0561 
a2,2 .0598 .0332 .0324 .0759 .0536 .0418 
a2,3 .0802 .0413 .0375 .0789 .0584 .0441 
a2,4 .0999 .0548 .0436 .0947 .0661 .0530 





Table B.7 Root Mean Square 
(40% truncated, 5 categories) 
S ^ 
Parameters iV = 100 300 500 A^ = 100 300 500 
p = . 7 5 .0898 .0376 .0312 .0709 .0421 .0279 
ai，2 .0482 .0327 .0286 .0885 .0444 .0318 
a i 3 .0769 .0392 .0337 .0832 .0509 .0380 
ai，4 .0960 .0516 .0392 .0912 .0574 .0487 
ai,5 .1093 .0641 .0489 .1233 .0710 .0593 
a2,2 .0609 .0383 .0297 .0741 .0520 .0381 
a2,3 .0758 .0436 .0364 .0886 .0588 .0434 
a2,4 .0901 .0526 .0403 .0961 .0630 .0494 




Table B.8 Standard Errors 
(40% truncated, 5 categories) 
S ^ 
Parameters N = 100 300 500 iV = 100 300 500 
p = . 2 5 .2079 .1131 .0882 .1945 .1161 .0898 
ai，2 .0681 .0390 .0303 .0963 .0564 .0434 
ai，3 .0907 .0514 .0398 .1076 .0622 .0478 
ai，4 .1089 .0604 .0465 .1216 .0693 .0532 
ai，5 .1322 .0728 .0556 .1468 .0829 .0635 
a2,2 .0680 .0393 .0306 .0954 .0566 .0435 
a2,3 .0908 .0514 .0399 .1068 .0623 .0478 
a2,4 .1087 .0604 .0465 .1206 .0693 .0533 
a2,5 .1341 .0725 .0557 .1467 .0829 .0637 
p = . 5 .1477 .0777 .0602 .1397 .0794 .0592 
ai，2 .0666 .0383 .0297 .0872 .0510 .0395 
a1,3 .0837 .0478 .0369 .0958 .0551 .0425 
ai，4 .0959 .0540 .0419 .1070 .0611 .0471 
ai，5 .1170 .0650 .0502 .1315 .0745 .0574 
a2,2 .0668 .0385 .0298 .0881 .0511 .0394 
a2,3 .0839 .0478 .0369 .0961 .0553 .0425 
a2,4 .0963 .0542 .0418 .1069 .0614 .0472 





Table B.8 Standard Errors 
(40% truncated, 5 categories) 
S ^ 
Parameters 7V = 100 300 500 iV = 100 300 500 
p = . 7 5 .0811 .0391 .0294 .0739 .0378 .0293 
ai,2 .0651 .0378 .0293 .0823 .0477 .0370 
ai，3 .0782 .0448 .0347 .0905 .0520 .0404 
ai，4 .0891 .0513 .0398 .1038 .0594 .0462 
ai，5 .1118 .0649 .0504 .1318 .0754 .0587 
«2,2 .0654 .0374 .0293 .0830 .0479 .0370 
a2,3 .0784 .0448 .0347 .0906 .0523 .0404 
a2,4 .0893 .0512 .0397 .1036 .0599 .0462 




Table B.7 Root Mean Square 
(40% truncated, 5 categories) 
S ^ 
Parameters " = 100 300 500 7V = 100 300 500 
p = . 2 5 .9530 1.1785 .9959 1.0343 1.1989 1.1602 
ai，2 .8435 .9791 1.0750 .9473 1.0821 1.0182 
ai,3 .9549 .8489 .9250 .9304 1.0432 1.0281 
ai,4 .8896 .9731 .9562 .8822 1.1108 1.0650 
ai，5 .8940 1.0050 1.0080 .8501 1.0720 .9641 
«2,2 .9638 .9917 .8920 1.0185 .9725 .9878 
a2,3 .8652 .9800 .9437 1.0442 .9703 .9662 
a2,4 .9785 .9464 .9659 .9846 1.0372 .9744 
a2,5 .9483 1.0058 .9462 .9968 .9654 1.0044 
p = .5 1.0289 1.0563 .9866 .9837 1.0395 .9309 
a1,2 1.1221 .9775 .9151 .9483 .9661 1.0704 
a1,3 1.0250 .9361 .9284 .8420 .9710 1.0022 
a1,4 1.0723 .9398 1.0924 .8953 .9016 1.0119 
ai，5 1.0485 .8741 .9762 .8319 .9841 .9773 
a2,2 .8961 .8660 1.0934 .7661 1.0407 1.0601 
a2,3 .9568 .8472 1.0192 .7887 1.0601 1.0430 
a2,4 1.0399 1.0067 1.0485 .8695 1.0806 1.1294 





Table B.9 Ratios 
(40% truncated, 5 categories) 
S ^ 
Parameters 7V = 100 300 500 iV = 100 300 500 
p = . 7 5 .8845 .9118 1.0416 .8654 1.1177 .9571 
ai,2 .7396 .8673 .9737 .9831 .9320 .8619 
ai，3 .9817 .8780 .9752 .9182 .9744 .9441 
ai，4 1.0772 1.0096 .9795 .8781 .9667 1.0507 
ai，5 .9829 .9929 .9662 .9348 .9459 1.0055 
a2,2 .9358 1.0049 1.0154 .8853 1.0874 1.0296 
a2,3 .9713 .9768 1.0455 .9803 1.1177 1.0804 
a2,4 1.0127 1.0309 1.0184 .9321 1.0433 1.0641 
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