This paper presents a classification of file placement and replication methods on grids. The study is motivated by file transfer issues encountered in the Virtual Imaging Platform deployed on the European Grid Infrastructure. Approaches proposed in the last 6 years are classified using taxonomies of replication process, replication optimization, file models, resource models and replication validation. Most existing approaches implement file replication as a middleware service, using dynamic strategies. Production approaches are slightly different than works evaluated in simulation or in controlled conditions which (i) mostly assumes simplistic file models (undistinguished read-only files), (ii) rely on elaborated access patterns, (iii) assume clairvoyance of the infrastructure parameters and (iv) study file availability less than other metrics but insist on cost.
Introduction
Data management is a critical component of distributed systems and in particular grids [1, 2, 3] . Usually, applications do not seek only for computing power but also have stringent requirements concerning data sharing, storage and transfers. For instance, medical image analysis often involves pipelines or workflows retrieving images from an indexed database, staging-in image files to the computing resources and storing results. This requires that file storage and transfers are secure, reliable and efficient.
Among data management issues, file placement and replication were studied since the early ages of grid 1 . However, applications running on production grids still report low transfer reliability and performance. In [4] , data transfers between grid sites account for 86% of job failures and [5, 6] mention that data-related errors have serious impact on the performance. Such data transfer issues originate in the unavailability of storage machines and in network connectivity issues between sites. They not only impact computing jobs but also end-users in their transfer of input and output data. 1 http://eu-datagrid.web.cern.ch/eu-datagrid Groups of users, a.k.a. Virtual Organizations (VOs), also have to properly deal with file placement in order (i) to control available space on storage machines and (ii) to reduce the impact of storage decommissioning.
File replication is a common solution to improve the reliability and performance of data transfers. It consists in storing several instances of the same file on different resources. File placement aims at choosing these resources appropriately. For instance, [7] reports significant improvements obtained by replication on metrics such as makespan, job running time and consumed bandwidth. Yet, the overhead of file replication also has to be considered [8] .
Many file management strategies were proposed but none was adopted in largescale production infrastructures. Although the European Grid Infrastructure (EGI) reports average availability and reliability ranging from 84% to 96% with a target of 90% 2 (which clearly motivates the need for efficient data management strategies), deployed middleware systems still offer very low-level data management facilities, putting file placement and replication decisions in the hands of the application or VO managers. For instance, high-energy physics experiments 3 still do not expect the middleware to provide any data placement system due to the complexity and variety of application use-cases [9] . In practice, they rely on substantial manpower to implement data placement policies: system administrators constantly monitor the status of the data sets and storage systems, triggering transfers when needed [10] .
Such manual operations are not affordable for smaller user communities. Instead, automatic file placement methods should be made available to enable reliable use of grid infrastructures. This paper aims at providing a structured outline of the existing file placement and replication methods. It extends the taxonomies of replication architecture and strategy presented in [11] . Our study is motivated by the practical example of the Virtual Imaging Platform (VIP) [12] , a science-gateway deployed on EGI. On this platform, file transfer performance and reliability are a real issue, and we are looking into strategies to improve them. Section 2 describes file transfer issues VIP. Section 3 then formalizes the problem and Section 4 presents a taxonomy of the approaches. Existing works are classified according to this taxonomy in Section 5, and production systems are discussed in Section 6. This paper focuses on grids as aggregations of computing and storage clusters: desktop grids, volunteer computing, clouds, peer-topeer systems and parallel file systems used for clusters (NFS 4 , Lustre 5 , PVFS [14] , Hadoop [15] , GFS [16] ) are out of scope.
File transfers in the Virtual Imaging Platform
Applications in VIP are described as workflows generating jobs distributed to EGI sites. When they reach a computing resource, jobs download their input files from storage elements (SEs), run the application, and upload results to storage elements. To motivate our study of file placement and replication, we studied the performance and reliability of job file transfers in VIP on a data-set of 489 workflow executions started in November 2012 on EGI's biomed 6 Virtual Organization. When workflow input files are uploaded to VIP, they are replicated up to four times to SEs specified in the configuration. Figure 1 shows that most files involved in workflow executions are replicated at least twice. The data-set also shows that in 9% of the workflows, there is no SE holding a replica of all the files, in another 9% of the workflows, 1 SE holds a replica of all the files, and in the remaining 82%, 2 SEs hold a replica of all the files. This is consistent with the fact that SEs in the configuration are used to store the input data. The situation of output files is very different. Output files are uploaded to the SE closest to the computing site, resulting in a wide distribution of files with only 1 physical copy.
To highlight the problems resulting from such a naive file placement strategy, and to motivate our study of replication strategies, we studied the total download time per successful job. After removing workflows with incomplete data, 4639 jobs and 4599 file downloads belonging to 152 workflow executions remained. Figure 2 plots the job download times as a function of the download size. Download sizes are roughly clustered in 6 groups for which whisker bars figure the transfer time quartiles (min, first quartile, median, third quartile, max). For each size group, the inter-quartile range (IQR) of the download time is much larger than the median. This indicates very heterogeneous performance among jobs, resulting in poor quality of service. Figure 3 , which plots job download times per grid site for the 6th size group, shows that such heterogeneity is correlated to the geographical locality of the jobs: depending on the site, median transfer times per site range from 20s to 826s. Site 1 stores a copy of most files, which explains that it has the lowest median and IQR. From these observations, we expect that improving file placement on grid sites will largely reduce performance heterogeneity among jobs.
We also studied the job failure rate due to data transfer in workflow executions. Figure 4 plots the cumulative density function of the job error rate in the 410 work- flows of the data-set with at least 1 job. Only errors coming from file download are considered. Although 60% of the workflow executions are not impacted by download errors (250 out of 410), 20% of the executions have more than 5% of errors (78 out of 410). It means that for 78 workflows out of 410, more than 5% of the jobs failed due to download errors. We expect that such an error rate could be largely reduced by improving VIP's file replication strategy.
Problem formalization
We define the file placement problem as follows. Given a set of n files and p storage elements, a storage configuration is defined by a matrix S of n × p boolean values such that S i,j = 1 if and only if file i is stored on storage element j. The set of storage matrices is noted S.
Implementing a storage matrix S means performing all the required file transfers and replications so that the status of the infrastructure is described by S. This has a cost defined by the migration function:
where S is the storage matrix before the migration and P is the storage matrix after the migration. Note that φ is a distance when file deletion/creation are not considered and the infrastructure does not change 7 . Each file has a fixed size and storage elements have a capacity. Files have to be stored on at least one storage element but they can be replicated several times:
Metrics may be associated to a storage matrix. Some metrics may be exactly determined directly from the storage matrix (e.g. total used storage space) and other ones may only be estimated and/or may require additional information about the infrastructure and its usage (e.g. total data transfer time of an application that uses a given storage matrix).
The file placement problem consists in defining a storage function f giving the storage matrix to be realized. The storage function may depend on various parameters characterizing the file placement problem. For instance, it may depend on time (dynamic problem), current value of the storage matrix, file properties (e.g., access patterns, owner, content), infrastructure characteristics and storage cost.
A file placement algorithm implements a storage function optimizing the metrics of interests.
Taxonomies of file placement
To create the taxonomies we use the method proposed and used in [17] for a review of multi-criteria grid workflow scheduling. It is described as follows (see beginning of Section 3 in [17] ):
[To analyze the file placement problem], several important facets of the problem are considered. Each facet describes the [file placement] problem from a different perspective. For every facet we propose a certain taxonomy which classifies different [file placement] approaches into different possible classes. Classes are described using the RDF notation subjectpredicate-object, which are extended in some cases to distinguish between different sub-classes of the problem.
Here we analyze the file placement problem in 5 facets that are the file model, the resource model, the optimization criterion, the replication process and the method validation.
The file model includes information about how the applications create and access files. Together with the resource model, it defines the assumptions of the problem. The optimization criterion defines the goal to achieve while the replication process defines the solution. Although the validation method is not really part of the replication method, it gives relevant insight on the scope and applicability of the solution.
Each of these facets is a subject of one or several predicates: if facet F is a subject of predicate P then it means that F has a P . Each predicate has least two objects that can be concrete or abstract classes. Concrete classes are not inherited. Depending on the predicate, inheritance can be mutually exclusive or not. Replication methods are characterized by a set of instances of concrete object classes. Figure 5 shows our taxonomy of file models. The tree root represents the facet (ellipse, black text), level-1 nodes are predicates (rectangles, blue text) and level-2 nodes are concrete classes (rectangles, green text). The first predicate is the file type. In some cases a distinction is made between application input and output files. Input files are potentially transferred to several computing sites for processing. They are supposedly replicated on sites that are likely to receive jobs. Output files are application results, used only for user inspection or light post-processing by a reduced number of jobs. A common strategy is to store them close to the site where they are produced. This difference between input and output files can be important a-priori information for the replication process.
Taxonomy of file models
Similarly, permanent and temporary files may be considered as different types. Permanent files are usually input or output files. They have to be available over a time period spanning several days or weeks and are potentially transferred by the user for visual inspection. Temporary files can be intermediate results. They are not meant to remain available for a long time but they can require substantial amounts of storage and optimization [18] .
Instead of individual files, the replication manager sometimes considers collections of files belonging to a particular data set (e.g. images of the same patient or events recorded on a particular day). Note that collections do not include groups of files with no semantic relation (e.g. group of files stored on the same host). Considering collections reduces the complexity of the replication problem and ensures that consistent groups of files are reached with similar performance (latency, throughput and availability). Collections, a.k.a groups, blocks or datasets are for example used by high-energy physics experiments.
The file model can also take into account information about file access patterns. Formally, the file access pattern of n files from q nodes during time interval [t 1 , t 2 ] can be described by a matrix A of n × q integer values such that A
is the number of accesses of file i from storage element q in [t 1 , t 2 ]. In practice, nodes can be computing nodes or user stations. We also can define A
, the total number of accesses of file i. For readability purposes, time intervals may be omitted.
In some cases assumptions are made on the number of file accesses over a time period. For instance files can be uniformly accessed over a time period, i.e., A i = A j , i, j ∈ 1, n . A probabilistic distribution of density f can also be assumed: f (n) = P (A i = n). Usually, f does not depend on the file. Various distributions are used among which uniform, Gaussian [19] , binominal and Zipf [20] .
In other cases a temporal relation is assumed among file accesses, i.e, an assumption is made on A i as a function of time (
, δt > 0). For instance, recently accessed files can be assumed more likely to be accessed again if A i is an increasing function.
Geographical locality [21] means that the accesses of file k from node i and its neighbors are related. This can be written |A k,i − A k,j | = g(i, j), where g is a function of the geographical distance between node i and node j. The geographical distance can be defined in several ways, for instance using network hops.
Spatial relations between files can also be assumed, i.e files located close to a recently accessed file are likely to be accessed again. In this case a relation between the storage matrix and the access pattern is assumed:
, where h is a function depending on the distances between storage elements.
Finally, a workflow relation can also hold, where file dependencies are defined by a graph of data dependencies between jobs. In general, workflows are assumed abstract which means that they only specify dependencies among jobs but contain no information about the execution resources 8 . In this case a function w gives A i on the time period of the workflow execution: A i = w(i). This function defines relations between files accesses. For instance, if two files i and j are processed by the same amount of jobs then w(i) = w(j). Temporal dependencies cannot be completely expressed by the workflow since they depend on job scheduling. However, constraints corresponding to dependencies among jobs can be set by w. For instance, if file i is produced by a job and used only by a subsequent job to produce file j then w(i, t) > w(j, t).
File permissions are another important predicate of the file model. Assuming that files cannot be modified simplifies the handling of consistency issues among replicas. In case file deletion is possible the replication process has to consider the file deletion cost that is dependent on the number and placement of the replicas.
Files can originate from a single or from multiple data production sources such as in [21] , [22] , [19] and [23] . Multiple data production sources cover data produced by analysis jobs or uploaded by geographically distributed users or devices.
Taxonomy of resource models
The organization and interactions among storage and computing resources define a resource model on which file placement and replication strategies rely. Our taxonomy of resource models is shown on Figure 6 . Rectangle with red text indicate abstract classes.
The infrastructure topology is the first important predicate. It can be single-tier or multiple-tier. In a single-tier topology all sites play the same role w.r.t. file placement. Multiple-tier infrastructures give salient roles to some storage elements such as storing output files or holding a copy of all primary files. In case data is produced from a single source, sites can also be ordered w.r.t. their distance to the source.
Different site models can also be envisaged. Sites may consist of storage elements only, of computing resources only or of a combination of both.
Assumptions about clairvoyance with respect to the resource model have a strong impact on the applicability of file placement strategies. Clairvoyant models assume that resource characteristics of interest are entirely known to the file placement algorithm. This knowledge can be either obtained a-priori or estimated from experimental measures such as done in [8] for network bandwidths. This is often not realistic in large-scale infrastructures where non-clairvoyance may concern the size of available . storage on SEs, the network throughput and bandwidth between SEs and computing resources, the performance of computing elements or any combination of these.
Taxonomy of optimization criterions
Our taxonomy of optimization criterions is shown on Figure 7 . In case the infrastructure is the optimization target, criteria such as the available network bandwidth or the system file missing rate are used. Instead, works targeting application metrics consider criteria such as the makespan, job running times or throughput of application data transfers.
Besides, replication optimization can be conducted within different scopes. In a local scope the strategy aims at optimizing the placement of only a sub-group of files while in a global scope all the files of the infrastructure are considered. A strategy is said global if and only if there is a defined set of resources that are dedicated to the set of files considered by the strategy. For instance, if a VO has storage quotas on storage elements of the infrastructure, then a strategy optimizing the placement of files of this VO is global, even if other VOs may also have storage quotas allocated on the same storage elements. Local strategies may aim at optimizing file placement for a particular user or application run.
An important characteristic of the file placement optimization is the targeted metric. Metrics can be related to the transfer time (e.g. file transfer time, job running time) or to the file availability (e.g. system file/byte missing rate). In some cases metrics depend . both on the availability of files and on their transfer time. This is for instance the case of the makespan of an application when jobs have to be rescheduled when required files are not available. Metrics can also be related to some cost function, for instance network consumption, storage usage, power consumption or even economic cost.
Taxonomy of replication processes
The taxonomy of replication processes is shown on Figure 8 . A replication process can be centralized or decentralized. In case of a centralized process a single entity is responsible for deciding on the placement strategy. For instance this entity can be a job scheduler or a dedicated data management service such as a file catalog. In a decentralized process file placement decisions are taken by multiple entities that may or may not communicate. These can be computing jobs, storage sites or individual users. An example of central replication strategy is described in [23] while [24] presents a decentralized method where replication actors are users.
The replication process is also characterized by its dynamism, i.e., its ability to change the storage matrix along time. A strategy is said dynamic if and only if the storage matrix depends on time and on its previous values. Note that a multi-static strategy is not considered dynamic: independently solving static problems does not make a dynamic strategy. In general, history-based strategies are dynamic because they create an implicit dependency among storage matrices produced at different instants. In [25] , static data replication is discussed. The authors show that the grid data replication problem is NP-hard and non-approximable, suggesting that heuristics have to be developed to solve it efficiently. Dynamic replication strategies are described, e.g., in [26] .
Among dynamic strategies, infrastructure-adapting strategies are able to adjust changes in the infrastructure charactersitics (e.g. storage element availability, network bandwidths) or usage (e.g. file access patterns) and online strategies are able to adjust changes in the set of considered files. Note that in case of online strategies, the number of rows of the storage matrix may evolve. In case of infrastructure-adapting, the number of columns of the storage matrix may evolve. . The replication actor is another characteristic of the replication process. It can belong to the middleware or to the user space. In the former, basic infrastructure services are instrumented for file placement. For instance this is the case in [26] where storage elements decide to hold a file or not based on the profit they can make about it. Placement strategies implemented by the middleware are in principle more efficient because they provide a uniform consistent method across the infrastructure. However they also introduce extra complexity in the middleware design, which may reduce fault tolerance. The user space can be split as applications or dedicated managers. In the former case, the application itself is responsible for taking placement decisions, allowing more specific optimizations. In the latter, middleware overlay services such as workflow managers handle file placement. Most replication strategies, such as described in [21] , [27] and [28] are implemented as middleware services.
Finally, there is a distinction between file placement processes that can interact with the job scheduler and those that cannot. Cooperation between data placement and job scheduling can improve the overall transfer time and have a significant impact on the application makespan as shown in [27] . For instance, high-energy physics experiments running on EGI preferably schedule their jobs on the sites where the processed data is located. Another example is shown in [19] , where the scheduler (resource broker) communicates with replica optimization services to estimate the job completion time taking data transfer times into account. Figure 9 shows the taxonomy of validation methods. The validation method gives sound information about the scope of the optimization. In many cases the evaluation is done in simulation, using gold-standard simulators such as OptorSim [29] or ad-hoc . developments. In some cases such as [8] and [30] , experiments are implemented on a real infrastructure or controlled environment. Theoretical validation may rely on a mathematical modeling of the problem [8] or on formal proofs of algorithm performance [25] .
Taxonomy of replication validation methods

Classification of existing methods
The taxonomies presented above extend the taxonomies of replication architecture and strategy in the survey of data grids presented in [11] : a new validation facet is introduced, clairvoyance predicate is added to the resource model, optimization target is added to the optimization method, replication actor is added to the process implementation, dynamic methods are classified as online and infrastructure-adapting, two new classes are added to the file type predicate and three new classes are added to the resource model. Tables 1 to 4 present a classification of the reviewed replication methods according to these taxonomies; + / -symbols indicate that the paper belong / does not belong to the class and ? indicate undetermined classification due to lack of information or irrelevance of the class to the paper (for instance, clairvoyance about computing resources is not relevant for replication processes that do not take computing resources into account). This classification concentrates on the recent works and brings an important update to [11] : 80% of the classified papers were published during the last 6 years.
Online and infrastructure-adaptive approaches are used by the vast majority of works, due to the variability of grid conditions and usage. Most works also consider file replication from the point of view of a middleware service, although manual implementations are seen in production. Few works take into account file modifications.
Tables 2 and 4 present works that were evaluated at production scale. These include the 4 main high-energy physics experiments CMS, ALICE, LHCb and ATLAS. The classification shows a clear distinction between these works and the ones that stay at a theoretical level or are evaluated in simulation or in controlled conditions. The next File  Single source  ------+  +  +  +  +  ?  +  -Origin  Multiple sources  +  + + +  +  +  -----?  -+  Grid Topology  Multiple tier  -------+  +  +  +  ?  +  -SE 
Method environment Production grid + + + + + environment Table 4 : Classification of file replication papers (2-2). section discusses differences between theoretical works and the solutions deployed in production.
File replication methods in production systems
Most high-performance computing infrastructures (HPC) use parallel file systems which completely hide data management operations. In these file systems, data replication is automatic, but it cannot exploit application-level information such as file type or access pattern. Conversely, high-throughput computing (HTC) infrastructures delegate data management to middleware or application-level services. File replication policies can be defined according to applications' characteristics, but they are still mostly manual. This section details file replication methods used in Teragrid, DEISA/PRACE, OSG and EGI. Although parallel file systems are out of the scope of our taxonomy (they are very different from application-level solutions), we mention them here for the sake of completeness. We then discuss some of the possible reasons explaining the lack of automated replication strategies in HTC systems.
Data replication in production grids
HPC infrastructures such as Teragrid (now called XSEDE 9 ) or in Europe DEISA (now called PRACE 10 ) have been using parallel file systems to share data among nodes in a single network domain. For instance, DEISA/PRACE uses an adaptation of IBM's Multicluster General Parallel File System (GPFS [49] ), a POSIX-compliant file system striping files in blocks placed on different disks. Block size is adjusted to file and disk size to balance between throughput and disk utilization. To increase data availability, system administrators may define disk failure groups and set a replication factor n; the system then ensures that blocks are replicated n times in different failure groups. The Lustre filesystem is also used in Teragrid/XSEDE. Lustre totally relies on the storage hardware for data replication 11 , most likely RAID [50] . Parallel file systems were extended to handle data distributed on wide-area networks (WAN), and many TeraGrid projects have used WAN file-systems in production. The main implementations of WAN file-systems are Lustre-WAN [51] and GPFS-WAN [52] . A few studies proved the performance of WAN filesystems on production grids, see for instance [53] for Lustre. However, replication policies used in these WAN extensions inherits those used in their initial file systems. It means that replication is performed regardless of the application, file type or other user-level characteristics. For data-intensive applications, this has an impact on cost (e.g. data footprint), performance and reliability. An exception is SLASH2 12 , a file system for widely distributed systems used on the TeraGrid. In SLASH2, replication is triggered by users, but its consistency and maintenance is performed by the file system. Conversely, HTC infrastructures such as Open-Science Grid and the European Grid Infrastructure mostly handle file replication through application-level services. The main replica catalog in the Open-Science Grid (OSG 13 ) is the Globus Replica Location Service (RLS [54] ), which links logical file names to replicas. While several replicas of a given file can be managed by RLS, it cannot automatically trigger replication based on some policy. In [55] , an extension of RLS to distribute the file catalog is described. While this is useful to prevent the catalog to become a single point of failure, this does not concern the optimization of file placement itself. The work in [56] presents a data replication service (DRS) ensuring the reliability of data replication, but no replica placement strategy seems to be available either.
Data management services on the European Grid Infrastructure (EGI 14 ) allow to register and replicate files in file catalogs (in particular the LCG File Catalog), but replication decisions are left to the applications. In practice, most applications rely on manual replication, either statically (replication locations are pre-set in configuration files) or dynamically (replication locations are adjusted by operators). For instance, in the ATLAS and CMS high-energy physics experiments, data is pre-placed according to the computing model. To the best of our knowledge, no automated dynamic file replication system is currently used in production on EGI.
A few experimental services, however, are currently being designed to perform automatic, dynamic replication in EGI. The work in [35] shows that dynamic replication improves job throughput and that simple strategies such as LRU and LFU perform well. A service to record file popularity is described in [36] , and used in [57] to clean unused replicas. The work in [58] suggests that dynamic data placement could be envisaged from this service, but no real strategy is described yet.
Discussion
Several reasons, described below, explain this lack of automated, dynamic replication strategy in production infrastructures. First, the file model assumed in theory, simulation and controlled conditions is clearly different than the one considered by production works. While the latter often distinguish input/output data and file collections, the others mostly assume undistinguished files. Conversely, production works hardly rely on elaborated access patterns. ATLAS just started considering file popularity to steer replication [36] but statistical, temporal, geographical and spatial access patterns are not seen in production because such assumptions are often assumed hazardous [46] . Determining file access patterns from the application workflow as done in [47, 59 ] is more realistic. We conclude that replication policies should rely on a-priori information about file accesses, such as file type or workflow relation.
Non-clairvoyance is another important characteristic of production works. While clairvoyance about compute and network resources is almost always assumed in theoretical, simulation and experimental works, Table 2 shows that it is not a valid assumption in production. Clairvoyance about storage resources is realistically implemented though. Therefore, there is a need for file replication strategies that do not rely on network throughput, job queuing time or job execution time.
Moreover, file availability is always considered in production works while it is seldom studied by others. Conversely, cost is not studied in the reviewed production works, except in [18] . In fact, most reviewed production works do not experience resource shortage but consider fault-tolerance as a major concern. Designing file replication strategies focusing on file availability is required for production.
Conclusion
We presented a formalization of the file placement and replication problem on grids and we proposed a classification of recent approaches based on taxonomies of the file model, the resource model, the replication process, the optimization method and the replication validation. These taxonomies were described using an RDF-like subjectpredicate-object notation as described in [17] . A total of 45 classes were identified.
A clear gap was identified between production approaches and the ones staying at a theoretical level or evaluated in simulation or in controlled conditions. Significant differences in the file models, in assumptions about the file access pattern, in clairvoyance about the infrastructure and in the studied metrics were highlighted. In practice, replication strategies don't seem to be used in any production system yet, although they were widely studied in theory.
Conclusions from this study will be used to design file management strategies for the Virtual Imaging Platform [60] on the European Grid Infrastructure.
