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ELLIPTICITY OF BARTNIK BOUNDARY DATA FOR
STATIONARY VACUUM SPACETIMES
ZHONGSHAN AN
Abstract. We establish a moduli space E of stationary vacuum metrics in a
spacetime, and set up a well-defined boundary map Π in E, assigning a metric
class with its Bartnik boundary data. Furthermore, we prove the boundary
map Π is Fredholm by showing that the stationary vacuum equations (com-
bined with proper gauge terms) and the Bartnik boundary conditions form an
elliptic boundary value problem. As an application, we show that the Bartnik
boundary data near the standard flat boundary data admits a unique (up to
diffeomorphism) stationary vacuum extension locally.
1. Introduction
The Bartnik boundary data was first proposed by Bartnik in [B1]. It arises
naturally from a Hamiltonian analysis of the vacuum Einstein equations. In fact, a
regularizationH of the Regge-Teitelboim Hamiltonian is constructed in [B3]. When
the spacetime has empty boundary, by analyzing the functional H and following an
approach initiated by Brill-Deser-Fadeev (cf.[BDF]), Bartnik proved that stationary
metrics are critical points of the ADM energy functional on the constraint manifold.
However, if the spacetime has non-empty boundary, boundary terms arise from the
variation of H; they were explicitly identified by Bartnik in [B1].
Let Ω be a bounded smooth 3-manifold with boundary Σ ∼= S2. Equip Ω with a
Riemannian metric g and a symmetric 2-tensor K, which is essentially the second
fundamental form of Ω when it is embedded in some spacetime. The Bartnik
boundary data for (Ω, g,K) is given by,
(gΣ, HΣ, trΣK,ωnΣ).
Here gΣ is the metric induced on the boundary Σ; HΣ is the mean curvature of
Σ ⊂ (Ω, g); trΣK is the trace of the restriction K|Σ of the second fundamental
form; and ωnΣ is the connection 1-form of the spacetime normal bundle of Σ, which
is defined as,
ωnΣ(v) = K(nΣ, v), ∀v ∈ TΣ,
where nΣ is the outward unit normal vector field on Σ ⊂ (Ω, g).
Bartnik boundary data is of crucial importance both in the variation problem
of the regularized Hamiltonian mentioned above and in determining the Bartnik
quasi-local mass of a spacelike 3−manifold in a spacetime. The Bartnik quasi-local
mass of a data set (Ω, g,K) is defined as (cf.[B1],[B2]),
mB[(Ω, g,K)] = inf{mADM [(M, g,K)]},
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where (M, g,K) denotes an asymptotically flat admissible extension such that the
following geometric boundary conditions are satisfied under a certain diffeomor-
phism ∂M ∼= Σ:
(1.1)


g∂M = gΣ
H∂M = HΣ
tr∂MK = trΣK
ωnΣ = ωn∂M .
It was conjectured in [B1] that Bartnik quasi-local mass of (Ω, g,K) is realized by
an admissible extension (M, g,K) which can be embedded as an initial data set
into a stationary vacuum spacetime. One of the well-known and fundamental open
problems raised by Bartnik in [B1] is the following:
(1.2) Is the Bartnik boundary data elliptic for stationary vacuum metrics?
In this paper, we give a positive answer to this question.
A stationary spacetime (V (4), g(4)) is a 4-manifold V (4) with a smooth Lorentzian
metric g(4) of signature (−,+,+,+), which admits a time-like Killing vector field.
In addition, a stationary spacetime is called vacuum if it solves the vacuum Einstein
field equations
(1.3) Ricg(4) = 0.
Throughout this paper, we assume that the stationary spacetime (V (4), g(4)) is
globally hyperbolic, i.e. it admits a Cauchy surface M and V (4) ∼= R×M . In this
case, one can define a global time function t on V (4) so that ∂t is a time-like Killing
field and the metric g(4) can be written globally in the form
g(4) = −N2dt2 + (gM )ij(dx
i +X idt)(dxj +Xjdt).
Here M is a space-like hypersurface equal to the level set {t = 0} and {xi}(i =
1, 2, 3) are local coordinates on M .
Thus the hypersurface M is equipped with a Riemannian metric gM induced
from the spacetime, and a symmetric 2−tensor K which is the second fundamental
form of M ⊂ (V (4), g(4)). The triple (M, gM ,K) is called an initial data set of the
spacetime. Coupling (1.3) with (1.1), we obtain a boundary value problem (BVP)
given by,
Ricg(4) = 0 on M,

g∂M = γ
H∂M = H
tr∂MK = k
ωn∂M = τ,
on ∂M
(1.4)
where γ,H, k, and τ are prescribed tensor fields on ∂M . The ellipticity question
(1.2) is essentially asking whether this BVP is elliptic.
Another way to formulate question (1.2) is to establish a boundary map. Let B
denote the space of Bartnik boundary data, i.e. tuples (γ,H, k, τ) on ∂M . Let E
be the space of stationary vacuum metrics on V (4). Then a natural boundary map
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Π1 arises as,
Π1 : E → B,
Π1(g
(4)) = (g∂M , H∂M , tr∂MK,ωn).
(1.5)
The map Π1 being Fredholm is essentially equivalent to that BVP (1.4) is elliptic.
However, it is easy to observe that (1.3) is not elliptic, since it is invariant under
diffeomorphisms, i.e., if g(4) is a stationary metric that solves (1.3), then the pull
back metric Φ∗g(4) of g(4) under an arbitrary diffeomorphism Φ of V (4), gives an-
other stationary solution. This means that we need to add gauge terms to (1.3),
and at the same time, modify the domain space E of the boundary map Π1 to a
moduli space.
In this paper, we first analyze how to choose the right moduli space in order to
obtain a well-defined boundary map. We conclude in §2 that the boundary map
should be established as,
Π : E→ B,
Π([g(4)]) = (g∂M , H∂M , tr∂MK,ωn).
Here the moduli space E is the quotient of E by a particular diffeomorphism group
D. We refer to §2, cf.(2.15), for the exact definition of D; roughly it is a natural
intermediate group D3 ⊂ D ⊂ D4 between the groups of 3-dimensional diffeo-
morphisms on M and 4-dimensional diffeomorphisms on V (4). In order to prove
ellipticity of the map Π, we establish in §3 a BVP under an additional technical
assumption (cf. Assumption 3.1). We prove this BVP is elliptic in §4, and from
this derive the main theorem of this paper:
Theorem 1.1. The moduli space E is a C∞ smooth Banach manifold of infinite
dimension and the boundary map Π is Fredholm.
We show in §5 that the theorem is still true without the technical assumption in
§3, completing the proof of Theorem 1.1.
To conclude, we apply this ellipticity result in §6 to show that the Bartnik
boundary data near the standard flat (Minkowski) metric g˜
(4)
0 on R× (R
3 \B) can
be locally uniquely realized by a stationary vacuum metric up to diffeomorphism
in D.
Theorem 1.2. There is a neighborhood U ⊂ [Metm,α × Cm−1,α × Cm−1,α ×
(∧1)m−1,α](S2) of the standard flat boundary data (g0, 2, 0, 0) such that for any
(γ,H, k, τ) ∈ U , there is a unique stationary vacuum metric g(4) ∈ E near g˜
(4)
0 up
to isometry in D, for which
Π1(g
(4)) = (γ,H, k.τ).
Remark. Throughout, we assume the hypersurface M ∼= R3 \B3 (exterior prob-
lem), together with certain asymptotically flat assumptions on the metric g(4).
Meanwhile, all the methods and results here can be applied equally well in the case
where M ∼= B3 (interior problem).
This paper is a continuation of our previous paper [A], in which we developed
a general method to prove the ellipticity of boundary value problems for the sta-
tionary vacuum spacetime. Expanding this method, we study the ellipticity of the
Bartnik boundary data here. Theorem 1.1 is a generalization of the results proved
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in [AK], where spacetimes are static. Theorem 1.2 generalizes the result in [A2]
for static metrics. We refer to [M1],[J],[R] for other existence results on stationary
vacuum extensions of boundary data.
The results we prove in this paper provide a firm foundation for future work
on Bartnik’s conjecture about the quasi-local mass in spacetimes and the existence
problem of stationary vacuum metrics that satisfy the Bartnik boundary condi-
tions. To the author’s knowledge, this is the first ellipticity result of the Bartnik
boundary data for general stationary vacuum metrics.
Acknowledgements I would like to express great thanks to my advisor Michael
Anderson for suggesting this problem and for valuable discussions and comments.
2. background
Fix a 3−dimensional manifold M ∼= R3 \B3. Let V (4) be a spacetime such that
V (4) ∼= R×M.
Let S denote the space of spacetime metrics g(4) which satisfy the following condi-
tions:
1. (globally hyperbolic) There exist a global time function t defined in V (4), so
that M equals to the level set {t = 0} and the metric g(4) can be expressed globally
as
(2.1) g(4) = −N2dt2 + (gM )ij(dx
i +X idt)(dxj +Xjdt),
where {xi}(i = 1, 2, 3) are local coordinates on M , and gM denotes the induced
metric on M , which is Riemannian .
2. (stationary) The vector field ∂t is a time-like Killing vector field in (V
(4), g(4)).
In other words, the lapse function N , shift vector X and the induced metric gM
that appear in the expression (2.1) are all independent of the time variable t. In
addition, since g(4)(∂t, ∂t) = −N2 + |X |2gM must be negative, one has
(2.2) N2 > |X |2gM .
3. (asymptotically flat) The metric g(4) decays to the flat (Minkowski) metric at
infinity. Explicitly, N , X and gM belong to the weighted Ho¨lder spaces on M , given
by,
gM ∈Met
m,α
δ (M),
N − 1 ∈ Cm,αδ (M),
X ∈ Tm,αδ (M),
(2.3)
for some fixed number m ≥ 2, 0 < α < 1, and 12 < δ < 1.
We refer to the Appendix §7.1 for the precise definition of the weighted Ho¨lder
spaces. It is obvious that an element in S is uniquely determined by a data set
(gM , X,N). Thus S admits a smooth Banach manifold structure equipped with
the weighted Ho¨lder norm.
As is mentioned in the introduction, one can establish a BVP (1.4) for g(4) ∈ S,
but in order to make it elliptic, we need to add gauge terms. A standard choice is
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to use the Bianchi gauge leading to a modified system with unknown g(4) ∈ S as
follows:
Ricg(4) + δ
∗βg˜(4)g
(4) = 0 on M,

g∂M = γ
H∂M = H
tr∂MK = k
ωn = τ
βg˜(4)g
(4) = 0.
on ∂M
(2.4)
Here and throughout the following we use ωn as the abbreviation of ωn∂M . In the
gauge term βg˜(4)g
(4) above, g˜(4) is a fixed background metric that belongs to S and
is in addition vacuum. The effect of adding the gauge term βg˜(4)g
(4) in the vacuum
equation is to give a slice to the action on the solution space of (1.4) by the group
D4 of diffeomorphisms of the spacetime. The last boundary condition βg˜(4)g
(4) = 0
in (2.4) corresponds geometrically to the requirement that the diffeomorphisms in
D4 fix the boundary ∂M .
However, such a modification has two issues. Firstly, it is easy to observe that
(2.4) is not well posed, because there are 10 interior equations on M but 11 bound-
ary conditions on ∂M — notice that, the gauge term βg˜(4)g
(4) defines a vector field
in V (4), so it contributes to 4 extra boundary equations in (2.4).
Secondly, let E be the space of stationary vacuum metrics, i.e.
(2.5) E = {g(4) ∈ S : Ricg(4) = 0};
then, as is explained above, after adding the gauge term βg˜(4)g
(4), the boundary
map Π1 defined in (1.5) should be modified to Π2 as follows,
Π2 :E/D4 → B,
Π2([g
(4)]) = (g∂M , H∂M , tr∂MK,ωn),
where the target space B is given by, B = Metm,α(∂M) × [Cm−1,α(∂M)]2 ×
∧m−1,α1 (∂M). However, this map is not well defined, because elements in D4 do not
always preserve the Bartnik boundary data (cf. Proposition 2.1), which means that
the Bartnik boundary data is not well defined for an element [g(4)] — an equivalence
class of metrics — in the moduli space E/D4.
Since we are working with stationary metrics, it is natural to require elements
in D4 to be time-independent and preserve the Killing vector field ∂t. Thus a
general element in D4 can be decomposed into two parts — a diffeomorphism on
the hypersurface M and a translation of time, i.e. D4 can be defined as,
D4 = {Φ(ψ,f)| ψ ∈ D
m+1,α
δ (M) and ψ|∂M = Id∂M ;
f ∈ Cm+1,αδ (M) and f |∂M = 0;
Φ(ψ,f) : V
(4) → V (4),
Φ(ψ,f)[t, p] = [t+ f, ψ(p)], ∀t ∈ R, p ∈M. },
Here Dm+1,αδ (M) denotes the group of C
m+1,α diffeomorphisms of M which are
asymptotically IdM at the rate of δ.
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Proposition 2.1. If an element Φ(ψ,f) ∈ D4 has a nontrivial time translation
function f , then it does not preserve the Bartnik boundary data on ∂M .
Proof. Take an arbitrary stationary metric g(4) ∈ S,
g(4) = −N2dt2 + gij(dx
i +X idt)(dxj +Xjdt).
Here we use gij to denote the induced metric on slice M = {t = 0}. Choose a
function f ∈ Cm+1,αδ (M), and take the diffeomorphism Φ(IdM ,f) ∈ D4 :
Φ(IdM ,f) : V
(4) → V (4)
Φ(IdM ,f)(t− f, x1, x2, x3) = (t, x1, x2, x3).
In the following, we will use Φf as the abbreviation of Φ(IdM ,f). Let s denote the
new time function, i.e.
s = t− f.
Then the pull back metric Φ∗fg
(4) can be written as
Φ∗fg
(4) = −N2[d(s+ f)]2 + gij [dx
i +X id(s+ f)][dxj +Xjd(s+ f)]
= −u2ds2 − u2df ⊙ ds+Xidx
i ⊙ ds− u2(df)2 +Xidx
i ⊙ df + gijdx
idxj ,
where u2 = N2 − |X |2g. Let Mˆ denote the new slice Mˆ = {s = 0} in V
(4). Then,
from the expression above, one easily observes that the induced metric on Mˆ is
given by,
gˆij = −u
2(df)2 +Xidx
i ⊙ df + gijdx
idxj .
Since Φf ∈ D4, we have f |∂M = 0, i.e. the time translation is fixing the boundary
— ∂M and ∂Mˆ coincide in the spacetime. Then it is obvious that g∂M in the
Bartnik boundary data remains the same under such a time translation. However,
this is not the case for the other data H∂M , tr∂MK and ωn∂M .
Let N ∈ TV (4) denote the future-pointing time-like unit normal vector to the
sliceM and n denote the outward unit normal of ∂M ⊂M . When switching to the
new slice Mˆ , those two normal vectors (N,n) are related to (Nˆ, nˆ) on the boundary
∂M in the following way, [
dΦf (Nˆ)
dΦf (nˆ)
]
=
[
a b
b a
] [
N
n
]
,
where a, b are scalar fields on ∂M and a2 − b2 = 1 (cf.§7.2).
For the induced metric gˆ = Φ∗f (g) and the connection ∇gˆ = Φ
∗(∇g), we obtain
the following formula for the mean curvature on ∂M :
Hˆ∂Mˆ = tr∂Mˆ (∇gˆnˆ)
= tr∂M [∇gdΦf (nˆ)]
= tr∂M [∇g(bN+ an)]
= btr∂M (∇gN) + atr∂M (∇gn)
= btr∂MK + aH∂M .
(2.6)
It is easy to show that tr∂MK is transformed in a similar way as above, i.e.
(2.7) tr∂Mˆ Kˆ = atr∂MK + bH∂M
Ellipticity of Bartnik boundary data for stationary vacuum spacetimes 7
As for the last boundary term ωn, one has ∀v ∈ T (∂M),
ωˆn(v) = Φ
∗
fK(nˆ, v)
= Φ∗fg
(4)(Φ∗f (∇)vNˆ, nˆ)
= g(4)(∇dΦf (v)(aN+ bn), bN+ an)
= −b · da[dΦf (v)] + a · db[dΦf (v)] + (a
2 − b2)g(4)(∇dΦf (v)N,n)
= a2[dΦf (v)](b/a) +K(n, dΦf (v)),
= a2v(b/a) + ωn(v).
Here the last equality is based on the observation that dΦf (v) = v ∀v ∈ T (∂M),
since Φf |∂M = Id∂M . From the formula above, we conclude that,
(2.8) ωˆn = a
2d∂M (b/a) + ωn,
where d∂M (b/a) denotes the exterior derivative of the scalar field on ∂M . Along
the boundary ∂M , one has
(2.9) a =
1 + 〈X,n〉n(f)√
[1 + 〈X,n〉n(f)]2 −N2|n(f)|2
.
We refer to the Appendix §7.2 for the detailed calculation of the scalar fields a, b.
Therefore, if the function f is nontrivial, in the sense that n(f)|∂M 6= 0, then a 6= 1
by (2.9) and hence it is easy to observe from equations (2.6-8) that the Bartnik
boundary conditions are not invariant under the diffeomorphism Φf . 
In view of the fact above, one may suggest to reduce the diffeomorphism group
D4 to a smaller one D3 consisting of only 3-dim diffeomorphism on the slice, i.e.
(2.10) D3 = {ψ ∈ D
m+1,α
δ (M) : ψ|∂M = Id∂M}.
However, this approach does not work either. Let Π3 be the boundary map as
follows,
Π3 : E/D3 → B
Π3([g
(4)]) = (g∂M , H∂M , tr∂MK,ωn).
Given a fixed boundary condition (γ,H, k, τ), and an element g(4) in the pre-
image set Π−13 [(γ,H, k, τ)], we can take an arbitrary function f such that f |∂M =
n(f)|∂M = 0, and make time translation Φf to obtain a new metric g¯(4) = Φ∗fg
(4).
Then, by the previous analysis, g¯(4) also belongs to Π−13 [(γ,H, k, τ)].
When the metric g(4) is varied by a smooth curve of such time translations, the
corresponding infinitesimal deformation is of the form,
(g(4))′ = Lf∂tg
(4) = df ⊙ (∂t)♭ = df ⊙ (−u2dt+Xidx
i).
The analysis in the previous paragraph implies that (g(4))′ ∈ KerDΠ3. This con-
tributes to a nontrivial kernel element if it is not tangent to any 3-dim diffeomor-
phism variation, i.e. the following equation is not solvable for Z ∈ TM ,
(2.11) df ⊙ (−u2dt+Xidx
i) = LZg
(4).
Since (2.11) is an overdetermined system for Z, it is not solvable for generic choices
of f . This means that the kernel of DΠ3 should be of infinite dimension, which
indicates that Π3 is not a Fredholm map.
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From all the analysis above, we notice that the Neumann data n(f) of the time
translation function plays an important role. It suggests defining a new diffeomor-
phism group D as follows,
(2.12) D = {Φ(ψ,f) ∈ D4 : ng(f) = 0 on ∂M}.
It is in fact an intermediate group in the sense that D3 ⊂ D ⊂ D4.
Remark 2.2. The vector field ng in (2.12) can be taken as the unit normal vector
of ∂M with respect to any Riemannian metric g on M — the group D does not
depend on the choice of the metric g. In fact, it is easy to observe that D can be
defined in an equivalent way:
D = {Φ(ψ,f) ∈ D4 : df = 0 at ∂M}.
Geometrically, elements in the groupD are diffeomorphisms of the spacetime (V (4), g(4))
which fix the boundary ∂M and the time-like unit normal vector field N along ∂M ,
since n(f) = 0 yields a = 1 in (2.9).
Define E to be the quotient space,
E = E/D.
Elements in E are equivalence classes [g(4)] given by,
[g(4)] = {Φ∗(ψ,f)g
(4) : g(4) ∈ E , Φ(ψ,f) ∈ D}.
Now we can consider the natural boundary map:
Π :E→ B
Π([g(4)]) = (g∂M , H∂M , tr∂MK,ωn).
(2.13)
This map is well defined — the Bartnik boundary data is the same for all the
metrics inside one equivalence class [g(4)] ∈ E, because the transformation formulas
(2.6− 8) show that Bartnik boundary data is preserved under diffeomorphisms in
D. In the following sections we will prove this boundary map Π is Fredholm.
3. The well-defined BVP
Throughout this section, we take g˜(4) ∈ E as a fixed reference metric and make
the following assumption:
Assumption 3.1. The BVP with time-independent unknown Y ∈ Tm,αδ (V
(4)),
given by,
(3.1)
{
βg(4)δ
∗
g(4)
Y = 0 on M
Y = 0 on ∂M
has only the zero solution Y = 0 when g(4) = g˜(4).
Remark. Throughout this paper, we say a tensor field T in V (4) is time-independent
if L∂tT = 0. In the above, T
m,α
δ (V
(4)) denotes the space of Cm,α vector fields in
V (4), which are in addition asymptotically zero at the rate of δ.
In the following, we call the operator βg˜(4)δ
∗
g˜(4)
invertible if (3.1) has trivial kernel.
This is an open condition, since βg(4)δ
∗
g(4)
with Dirichlet boundary data is an elliptic
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and self-adjoint operator (cf.§5.1). Thus, if βg˜(4)δ
∗
g˜(4)
is invertible, then so is the
operator βg(4)δ
∗
g(4)
for g(4) near g˜(4) in the space S.
We set up a BVP with unknowns (g(4), F ) ∈ S × Cm,αδ (M) as follows,{
Ricg(4) + δ
∗βg˜(4)g
(4) = 0
∆F = 0
on M,


g∂M = γ
aH∂M + btr∂MK = H
atr∂MK + bH∂M = k
ωn + a
2d∂M (a/b) = τ
βg˜(4)g
(4) = 0
on ∂M,
(3.2)
where
(3.3) a =
1 + 〈X,n〉F√
(1 + 〈X,n〉F )2 −N2F 2
, and b =
√
a2 − 1,
with N and X denoting the lapse function and shift vector of g(4). Here ∆ =
−trHess denotes the Laplace operator (i.e. the time-independent wave operator)
with respect to the metric g(4). The argument to follow works in the same way if
one sets ∆ to be the Laplacian of the induced Riemannian metric g on the slice M .
But with the former choice, the principal symbol which we will compute in §4 is
simpler.
Applying the Bianchi operator to the first equation of (3.2), one obtains,
(3.4) βg(4)δ
∗
g(4) [βg˜(4)g
(4)] = 0 on M.
In addition, the last boundary condition in (3.2) gives,
(3.5) βg˜(4)g
(4) = 0 on ∂M.
Combining (3.4) and (3.5), together with the Assumption 3.1, it follows that,
βg˜(4)g
(4) = 0,
∀ solution g(4) of (3.2) near g˜(4).
Therefore, if we use Q to denote the solution space of (3.2), then near g˜(4), it is
given by
Q = {(g(4), F ) : Ricg(4) = 0, βg˜(4)g
(4) = 0,∆F = 0, on M ;
(g∂M , aH∂M + btr∂MK, atr∂MK + bH∂M , ωn + a
2d∂M (b/a)) = (γ,H, k, τ) on ∂M}.
To establish a well-defined boundary map, we first define a space C as follows:
C := { (g(4), F ) : Ricg(4) = 0, βg˜(4)g
(4) = 0, ∆F = 0 on M }.
Next, let Π˜ be the boundary map:
Π˜ : C → B
Π˜(g(4), F ) = (g∂M , aH∂M + btr∂MK,atr∂MK + bH∂M , ωn + a
2d∂M (b/a)).
This map Π˜ is closely related to the boundary map Π defined in (2.13). In fact, we
have the following theorem.
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Theorem 3.2. There is a map P so that the space C is diffeomorphic to E via P,
and the boundary maps Π and Π˜ are related by
Π˜ = Π ◦ P .
Proof. Given an element (gˆ(4), Fˆ ) ∈ C, one can take a function f on M such that
f |∂M = 0 and n(f)|∂M = Fˆ |∂M , and apply the 4-dim diffeomorphism Φ(ψ,f) to gˆ
(4)
with an arbitrary ψ ∈ D3. Thus, any element (gˆ(4), Fˆ ) ∈ C gives rise to a class of
elements as follows,
(3.6) {Φ∗(ψ,f)(gˆ
(4)) : Φ(ψ,f) ∈ D4; n(f)|∂M = Fˆ |∂M}.
It is easy to observe that the equivalence class above actually defines an element in
E. Henceforth we can define a map P as,
P : C → E,
P(gˆ(4), Fˆ ) = [g(4)],
where [g(4)] is defined as the equivalence class (3.6).
On the other hand, consider the following map:
G : S × D4 → (∧1)
m,α
δ V
(4)
G(g(4),Φ) = βg˜(4)Φ
∗g(4),
The linearization of G at (g˜(4), IdV (4)) is given by,
DG|(g˜(4),Id
V (4)
) : TS × TD4 → (∧1)
m,α
δ V
(4)
DG|(g˜(4),Id
V (4)
)[(h
(4), Y )] = βg˜(4)δ
∗
g˜(4)Y + βg˜(4)h
(4).
By the definition of D4, the vector field Y ∈ TD4 is time-independent, asymptoti-
cally zero and Y = 0 on ∂M . So the operator βg˜(4)δ
∗
g˜(4)
in the linearization above
is invertible by the Assumption 3.1. Therefore, by the implicit function theorem,
for any g(4) ∈ S near g˜(4), there is a unique element Φ(ψ,f) ∈ D4 such that the pull
back metric Φ∗(ψ,f)g
(4) is gauge-free, i.e. βg˜(4)(Φ
∗
(ψ,f)g
(4)) = 0 in V (4).
Now take an arbitrary vacuum metric g(4) ∈ E ⊂ S. Then the gauge-free metric
gˆ(4) = Φ∗(ψ,f)g
(4) is also vacuum, and trivially it follows,
g(4) = (Φ∗(ψ,f))
−1gˆ(4) = Φ∗(ψ−1,−f)gˆ
(4).
So we take Fˆ as the unique harmonic function (with respect to the metric gˆ(4)) on
M satisfying the Dirichlet boundary condition Fˆ = n(−f) on ∂M . Pair it with
gˆ(4) to obtain an element (gˆ(4), Fˆ ) ∈ C.
Moreover, if two elements g
(4)
1 , g
(4)
2 ∈ E near g˜
(4) are equivalent under some
4-diffeomorphism Φ(ψ0,f0), then they correspond to the same gauge-free metric gˆ
(4)
because of the uniqueness shown above. If, in addition, the time translation f0
makes n(f0) = 0 on ∂M , then g
(4)
1 and g
(4)
2 also generate the same harmonic
function Fˆ as described above. Therefore, all the metrics that belong to the same
equivalence class [g(4)] ∈ E give rise to a unique pair (gˆ(4), Fˆ ) ∈ C. This implies
that there is a well-defined map P˜ given by,
P˜ : E→ C,
P˜([g(4)]) = (gˆ(4), Fˆ ),
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where (gˆ(4), Fˆ ) is obtained in the manner described above.
It is easy to check that P and P˜ are the inverse map of each other. Thus, the
spaces C and E are diffeomorphic via P .
Moreover, based on the formulas (2.6− 8), one can easily observe that if [g(4)] =
P(gˆ(4), Fˆ ), then their Bartnik boundary data are related in the following way,
(g∂M ,H∂M , tr∂MK,ωn)
= (gˆ∂M , aHˆ∂M + btr∂M Kˆ, atr∂MKˆ + bHˆ∂M , ωˆn + a
2d∂M (b/a)),
where a, b are given by equations in (3.3) with F = Fˆ . Therefore, the boundary
maps Π˜ and Π are related by,
Π˜ = Π ◦ P .

Theorem 3.3. The space C is a smooth Banach manifold, and the boundary map
Π is Fredholm.
Proof. For any stationary vacuum metric g(4), define Hg(4) as the space of harmonic
functions on M :
Hg(4) = {f ∈ C
m,α
δ (M) : ∆g(4)f = 0 on M}.
Since ∆g(4) is invertible when subjected to Dirichlet boundary conditions, it is easy
to prove that,
Hg(4) ∼= C
m,α(∂M).
Thus H admits a smooth Banach manifold structure.
We observe that if (g(4), F ) ∈ C, then g(4) ∈ E and it satisfies the gauge condition
βg˜(4)g
(4) = 0. By the analysis in the proof of Theorem 3.2, it is easy to see that such
a metric g(4) is the representative of an equivalence class of metrics [g(4)] ∈ E/D4.
Therefore, the space C is actually a fiber bundle over E/D4, with the fiber at [g(4)]
being Hg(4) . Thus near the reference metric g˜
(4), we have,
C ∼= E/D4 ×Hg˜(4) .
It is proved in [A] that the moduli space E/D4 is a smooth Banach manifold, and
hence it follows that C has a smooth Banach manifold structure. To prove that the
map Π˜ is Fredholm, it suffices to prove BVP (3.2) is elliptic, which will be shown
in the next section. 
Combining Theorem 3.2 and Theorem 3.3 gives Theorem 1.1, modulo Assump-
tion 3.1 (cf.§5).
4. Ellipticity of the BVP (3.2)
In this section, we use ξ to denote a 1−form onM , η to denote a nonzero 1−form
tangential to the boundary ∂M , and µ a nonzero 1−form normal to the boundary
∂M . We use the index 0 to denote the direction along ∂t in V (4), and index 1, 2, 3
to denote the tangential direction on M . When restricted on the boundary, index
1 denotes the (outward) normal direction to ∂M ⊂ M and indices 2, 3 denote
directions tangent to ∂M . We use greek letters when 0 is included in the indices,
and latin letters when there are only tangential components.
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To prove ellipticity of the system (3.2), we define a differential operator F =
(L,B) with interior operator L, mapping a pair (g(4), F ) to the interior equations
in (3.2):
L : S × Cm,αδ (M)→ S
m−2,α
δ+2 (V
(4))× Cm−2,αδ+2 (M)
L(g(4), α) = ( Ricg(4) + δ
∗
g(4)βg˜(4)g
(4), ∆F );
and a boundary operator B mapping (g(4), F ) to the boundary terms in (3.2):
B : S × Cm,αδ (M)→ B
B(g(4), F ) = ( g∂M ,
aH∂M + btr∂MK,
atr∂MK + bH∂M ,
ωn + a
2d∂M (b/a),
βg˜(4)g
(4) ).
In the above, Sm−2,αδ+2 (V
(4)) denotes the space of symmetric 2-tensors in V (4), which
are time independent, Cm−2,α smooth and asymptotically zero at the rate of (δ+2);
B is an abbreviation of the target space of B, given by,
B = Sm,α(∂M)× [Cm−1,α(∂M)]2 × ∧m−1,α1 (∂M)× C
m−1,α(∂M)× ∧m−1,α1 (∂M).
Theorem 4.1. The linearization DF of F at (g˜(4), 0) is elliptic.
Proof. We use the characterization of ellipticity in Agmon-Douglis-Nirenberg [ADN].
We first show in §4.1 that DF is properly elliptic. In §4.2 we show that DF satisfies
the complementing boundary condition.
4.1. Properly elliptic condition.
The linearization of the interior operator at (g˜(4), 0) is given by (cf.[Be])
DL : TS × Cm,αδ (M)→ S
m−2,α
δ+2 (V
(4))× Cm−2,αδ+2 (M)
DL(h(4), G) = ( D∗g˜(4)Dg˜(4)h
(4), ∆G ).
Here D∗
g˜(4)
Dg˜(4)h
(4)
αβ can be expressed in the 3+1 slice formalism (2.1) of the metric
as:
D∗g˜(4)Dg˜(4)h
(4)
αβ = −DNDNh
(4)
αβ +Σ
3
i=1DeiDeih
(4)
αβ +O1(h
(4))
= −D 1
N
(∂t−X)D 1
N
(∂t−X)h
(4)
αβ +Σ
3
i=1DeiDeih
(4)
αβ +O1(h
(4))
= −
1
N2
∂X∂Xh
(4)
αβ +Σ
3
i=1∂ei∂eih
(4)
αβ +O1(h
(4)),
where {ei}, (i = 1, 2, 3) is an orthonormal basis of the tangent space on M and
O1(h
(4)) denotes those terms with lower(≤ 1) order derivatives. Recall that N
denotes the time-like unit vector perpendicular to M . Based on (2.1),
N = N−1(∂t −X).
A similar formula holds for the term ∆G, i.e.
∆G = −
1
N2
∂X∂XG+Σ
3
i=1∂ei∂eiG+O1(G).
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Thus, the matrix of principal symbol for DL is given by,
(4.1) L(ξ) = a(ξ)I11×11
with
(4.2) a(ξ) = ξ21 + ξ
2
2 + ξ
2
3 −
1
N2
(Xiξ
i)2.
The determinant of this matrix is obviously
det(L(ξ)) = [a(ξ)]11.
Notice that |X|
2
N2 < 1 by (2.2) and hence,
a(ξ) = |ξ|2 − 〈
X
N
, ξ〉2 ≥ |ξ|2 −
|X |2
N2
|ξ|2 > 0,
Therefore, the interior operator L is properly elliptic.
4.2. Complementing boundary condition.
The complementing boundary condition is defined as (cf.[ADN]):
Let L∗(ξ) be the adjoint matrix of L(ξ) and set ξ = η + zµ. The rows of the
matrix [B · L∗](η + zµ) are linearly independent modulo l+(z) =
∏
(z − zk), where
{zk} are the roots of detL(η + zµ) = 0 having positive imaginary parts.
Since the principal symbol of L is the identity matrix (up to a scalar) as shown
in (4.1), the complementing condition will hold as long as the boundary matrix
B(η + zµ) is not singular when z is a root of detL(η + zµ) = 0 with positive
imaginary part.
The linearization of the boundary operator B at (g˜(4), 0) is given by,
B : TS × Cm,αδ (M)→ B
DB(h(4), G) = ( h∂M
DH∂M (h
(4)) +O0(G)
Dtr∂MK(h
(4)) +O0(G)
D[ωn](h
(4)) +Nd∂MG+O0(G)
βg(4)h
(4) ).
(4.3)
Notice that at (g˜(4), 0), a = 1, b = 0. The formula (3.3) of the scalar field a
involves only the 0−order information of F , thus the 2nd and 3rd boundary terms
in DB, which represent the linearization of Bartnik conditions (aH∂M + btr∂MK)
and (atr∂MK+bH∂M) at (a = 1, b = 0), do not contain high order (≥ 1) derivatives
of G. It is easy to check at (a = 1, b = 0)
D[a2d∂M b/a](G) = Nd∂MG+O0(G),
which contributes to the third term in DB.
Based on (4.3), the principal symbol of B is of the form:
(4.4) B(ξ) =

03×8
1 0 0
0 1 0
0 0 1
B˜8×8 ∗

 .
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Here B(ξ) is a 11×11 matrix, since the boundary terms in (4.3) contain 11 equations
in total and 11 (ordered) unknowns
(G, h
(4)
αβ), 0 ≤ α ≤ β ≤ 3.
Obviously, the first boundary term h∂M = h
(4)
ij , (2 ≤ i ≤ j ≤ 3). Thus the
first three rows of B in (4.4) contain only zeros in the first eight columns and
a 3 × 3 identity matrix at the end. The remaining eight rows of B represent the
symbol of 2nd-5th boundary terms in (4.3), with B˜ denoting the first eight columns
which are determined by the G and h
(4)
αβ (0 ≤ α ≤ 1, α ≤ β ≤ 3) components of
the corresponding boundary terms. Obviously, for the complementing boundary
condition, it suffices to verify that B˜(η + zµ) is nonsingular when z is a root of
a(η + zµ) in (4.2) with positive imaginary part. Detailed calculation given in §7.3
shows that the matrix B˜ is given by
B˜ = −32−1N−11[(Bˆ1)8×4 (Bˆ2)8×4],
where the first four columns are given by
Bˆ1 =


0 0 0 0
0 0 0 ξ2
−2N2ξ2 0 ξ2 ξ1
−2N2ξ3 0 ξ3 0
0 ξ1 2S − 2ξ1X
1 −2ξ1X
2
0 ξ2 −2ξ2X1 2S − 2ξ2X2
0 ξ3 −2ξ3X1 −2ξ3X2
0 S N2ξ1 − SX1 N2ξ2 − SX2


,
and the last four columns are given by
Bˆ2 =


0 0 −ξ2 −ξ3
ξ3 0 −ξ2X
1 −ξ3X
1
0 −ξ2X1 ξ3X3 −ξ2X3
ξ1 −ξ3X1 −ξ3X2 ξ2X2
−2ξ1X3 ξ1X1X1 +N2ξ1 − 2SX1 ξ1X1X2 − 2SX2 + 2N2ξ2 ξ1X1X3 − 2SX3 + 2N2ξ3
−2ξ2X3 ξ2X1X1 −N2ξ2 ξ2X1X2 − 2SX1 + 2N2ξ1 ξ2X1X3
2S − 2ξ3X3 ξ3X1X1 −N2ξ3 ξ3X1X2 ξ3X1X3 − 2SX1 + 2N2ξ1
N2ξ3 − SX3 0 0 0


,
inside which S = ξ1X
1 + ξ2X
2 + ξ3X
3. We can simplify Bˆ using elementary row
and column operation of matrices (cf.§7.3 for the detailed calculations) and obtain
an equivalent matrix:
(4.5)


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 0 0
−2N2ξ2 0 0 ξ1 0 0 ξ1X1 + ξ3X3 −ξ2X3
−2N2ξ3 0 0 0 ξ1 0 −ξ3X2 ξ1X1 + ξ2X2
0 ξ1 2S 0 0 2N
2ξ1 −2SX2 −2SX3
0 ξ2 0 2S 0 0 2N
2ξ1 0
0 ξ3 0 0 2S 0 0 2N
2ξ1
0 S N2ξ1 + SX
1 SX2 SX3 N2S +N2ξ1X
1 0 0


.
Computing the determinant of the matrix above gives
det(Bˆ)(ξ) = 8N8(ξ21 −
S2
N2
)2(ξ21 + ξ
2
2)
2.
If ξ = η + zµ, then
det(Bˆ)(η + zµ) = 8N8(z2 −
〈X, η + zµ〉2
N2
)2|η|4.
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If z is a complex root of a(η + zµ) = 0, then from (4.2) it follows,
|η + zµ|2 −
1
N2
〈X, η + zµ〉2 = 0,
i.e. |η|2 + z2 = 〈X,η+zµ〉
2
N2 , and thus
det(B˜)(η + zµ) = 8N8(z2 −
〈X, η + zµ〉2
N2
)2|η|4
= 8N8(z2 − z2 − |η|2)2|η|4
= 8N8|η|8,
which is obviously nonzero for η 6= 0. Thus the complementing boundary condition
holds. This finishes the proof of Theorem 4.1.

To conclude this section, recall that in §3 we proved the moduli space E is
diffeomorphic to the solution space C constructed according to the BVP (3.2), which
admits a Banach manifold structure. Thus, C can be interpreted geometrically as
a local coordinate chart of the moduli space E, and the map Π˜ is exactly the
map Π expressed in this chart. However, such a local chart is effective only if
the Assumption 3.1 holds. In the following section, we will develop an alternative
local chart at a reference metric g˜(4) in E where Assumption 3.1 may not hold.
Furthermore, we show that the ellipticity result still holds in this case.
Remark 4.2. The operator βg(4)δ
∗
g(4)
with Dirichlet boundary condition is elliptic
and self-adjoint. This is shown in §5.1 using the quotient formalism of stationary
spacetimes. When expressed on the quotient manifold (S, gS) (cf.(5.8)), this oper-
ator contains negative 0-order terms generated by the twist tensor of the metric.
Thus if the metric is not static, these 0-order terms may create a nontrivial kernel
of the operator, in which case Assumption 3.1 might fail. However, because of
ellipticity and self-adjointness, this operator must be invertible at least for generic
metrics in the space E . It would be interesting to understand whether invertibility
holds for all g(4) ∈ E .
5. Alternative charts
In this section, we assume that g˜(4) is a fixed stationary vacuum metric where
the Assumption 3.1 fails.
5.1. Perturbation of the metric. We will use the projection formalism of sta-
tionary spacetimes (cf.[Kr]) in this subsection. In a globally hyperbolic stationary
spacetime (V (4), g(4)), the Killing vector field ∂t generates an isometric and proper
R−action on the spacetime. Let S be the orbit space of this action, i.e. S = V (4)/R.
Then S is a smooth 3-manifold and inherits a Riemannian metric gS , which is the
restriction of the metric g(4) to the horizontal distribution — the orthogonal com-
plement of span{∂t} in TV
(4). Let π : V (4) → S denote the projection map, then
metric g(4) is globally of the form
g(4) = −u2(dt+ θ)2 + π∗gS .
Here θ is a 1-form on S. We refer to §7.4 for more detail.
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Suppose that in the projection formalism, g˜(4) is expressed as above,
(5.1) g˜(4) = −u2(dt+ θ)2 + π∗gS .
Take a smooth curve (parametrized by ǫ) of perturbations of g˜(4) given by,
(5.2) g(4)ǫ = g˜
(4) + ǫ(dt+ θ)2.
First we prove the following property of this family of metrics.
Proposition 5.1. The metric gǫ is Bianchi-free, i.e.
βg˜(4)g
(4)
ǫ = 0.
Proof. Clearly by (5.2),
βg˜(4)g
(4)
ǫ = ǫβg˜(4)(dt+ θ)
2.
Let
(5.3) α = (dt+ θ),
then obviously α(∂t) = 1, α(v) = 0, ∀v ∈ TS, and hence trg(4)α
2 = −u−2. As a
result,
βg˜(4)(α
2) = δg˜(4)(α
2) +
1
2
d(trg˜(4)α
2) = δg˜(4)(α
2) + u−3du.(5.4)
For the divergence term above, we have
δg˜(4)(α
2) = −
1
u2
{−∇∂t [α
2(∂t)] + α
2(∇∂t∂t)}
=
1
u2
∇∂tα = −
1
u2
∇∂t(
1
u2
ξ)
= −
1
u4
∇∂tξ = −u
−3du.
(5.5)
Here ξ = −u2(dt+ θ) denotes the dual of ∂t. In the calculation above, we used the
fact that ∇∂t∂t = u∇u (cf.§7.4) so that α(∇∂t∂t) = 0 and ∇∂tξ = udu. Equations
(5.4) and (5.5) now imply that α2 is Bianchi-free. 
In addition to Bianchi-free, the curve g
(4)
ǫ possesses another property — for
generic ǫ, the operator βg˜(4)δ
∗
g
(4)
ǫ
is invertible in the following sense:
Proposition 5.2. In any neighborhood I of 0, there is an ǫ ∈ I such that the BVP
with time-independent unknown Y ∈ Tm,αδ (V
(4)) given by,
(5.6)
{
βg˜(4)δ
∗
g
(4)
ǫ
Y = 0 on S
Y = 0 on ∂S
has only the trivial solution Y = 0.
To prove this proposition, we state the following lemma first.
Lemma 5.3. The BVP (5.6) is elliptic (for ǫ small) and formally self-adjoint.
Proof. Since δ∗
g
(4)
ǫ
Y = 12LY g
(4)
ǫ =
1
2LY (g˜
(4) + ǫα2) = δ∗
g˜(4)
Y + ǫ2LY α
2, one has,
(5.7) βg˜(4)δ
∗
g
(4)
ǫ
Y = βg˜(4)δ
∗
g˜(4)Y +
ǫ
2
βg˜(4)LY α
2,
where α is as defined in (5.3).
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For the first term on the right side of equation (5.7), it is shown in §7.4 that in
the quotient formalism (S, gS) the operator βg˜(4)δ
∗
g˜(4)
Y can be decomposed as:
(5.8)


[βg˜(4)δ
∗
g˜(4)
Y ]T = (∇gS )
∗∇gSY
T + u−2Y T (u)∇u− u−1(∇gS )∇uY
T
+2u2dθ(dθ(Y T ))− 2u2dθ(∇Y
⊥
u
)
−[βg˜(4)δ
∗
g˜(4)
Y ]⊥ = −u∆gS (
Y ⊥
u
) + 3〈∇Y
⊥
u
,∇u〉+ 2u〈dθ,∇gSY
T 〉,
where ∇gS (and ∆gS ) denotes connection (and Laplace operator) of gS on the
quotient manifold S. We use the superscript ′′T ′′ to denote the restriction of a
vector field in V (4) to the quotient manifold S, and ′′⊥′′ to denote the vertical
component of a vector field, i.e. Y ⊥ = u−1〈Y, ∂t〉. Notice the leading terms of
the operator in (5.8) are [(∇gS )
∗∇gSY
T ] and [−u∆gS (
Y ⊥
u
)]. Thus βg˜(4)δg˜(4) is an
elliptic operator on S with respect to the Dirichlet boundary condition, and so is
the operator βg˜(4)δ
∗
g
(4)
ǫ
Y (for ǫ small) by (5.7).
Let Y1, Y2 ∈ T
m,α
δ (V
(4)) be two time-independent vector fields which are vanish-
ing along ∂V (4). Then,∫
S
〈βg˜(4)δ
∗
g˜(4)Y1, Y2〉g(4) · u · dvolgS
=
∫
S
{〈[βg˜(4)δ
∗
g˜(4)Y1]
T , Y T2 〉gS + (−[βg˜(4)δ
∗
g˜(4)Y1]
⊥) · Y ⊥2 } · u · dvolgS
Substituting equations in (5.8) into the integral above and then integrating by parts
gives, ∫
S
{〈[βg˜(4)δ
∗
g˜(4)Y1]
T , Y T2 〉gS + (−[βg˜(4)δ
∗
g˜(4)Y1]
⊥) · Y ⊥2 } · u · dvolgS
=
∫
S
{〈[βg˜(4)δ
∗
g˜(4)Y2]
T , Y T1 〉gS + (−[βg˜(4)δ
∗
g˜(4)Y2]
⊥) · Y ⊥1 } · u · dvolgS
+ (
∫
∂S
+
∫
∞
)[B(Y2, Y1)−B(Y1, Y2)],
(5.9)
where B(Y2, Y1) = u〈∇nY T2 , Y
T
1 〉] + 2u
2dθ(n, Y T1 )Y
⊥
2 + un(Y
⊥
1 )Y
⊥
2 . It is obvious
that the boundary integral on ∂S is zero, since Y1, Y2 vanish on the boundary.
The boundary term at infinity
∫
∞
= limr→∞
∫
t
∫
Sr
, with Sr denoting the sphere
of radius r on S with respect to a radius function pulled back via a fixed diffeo-
morphism S ∼= R3 \ B. It is also zero because the decay rate of the bilinear form
B(Y1, Y2) is 2δ + 1 > 2. Thus it follows that, the differential operator (5.8) is
formally self-adjoint with respect to the measure u · dvolgS on S.
Remark. One has the following integration by parts formula in the spacetime
(V (4), g(4)):∫
V (4)
〈∇∗g˜(4)∇g˜(4)Y1, Y2〉g˜(4)dvolg˜(4) =
∫
V (4)
〈∇∗g˜(4)∇g˜(4)Y2, Y1〉g˜(4)dvolg˜(4)
+
∫
∂V (4)
〈(∇g˜(4) )nY2, Y1〉g˜(4) − 〈(∇g˜(4) )nY1, Y2〉g˜(4) .
When the spacetime (V (4), g˜(4)) is stationary, the equation above reduces to the
equation (5.9) on the quotient manifold (S, gS).
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Using the same method as above, it is easy to check the following equality∫
S
〈βg˜(4)h, Y 〉g(4) · u · dvolgS =
∫
S
〈h, δ∗g˜(4)Y −
1
2
(divY )g(4)〉g(4)u · dvolgS
+ (
∫
∂S
+
∫
∞
)u[−h(∂t, Y ) +
1
2
trg˜(4)h〈n, Y 〉].
(5.10)
holds for any time-independent symmetric 2-tensor h and vector field Y in V (4).
Thus, as for the second term on the right side of equation (5.7), we have the
following equality for all time-independent vector fields Y1.Y2 ∈ T
m,α
δ (V
(4)) which
are vanishing at ∂V (4):∫
S
〈βg˜(4)LY1α
2, Y2〉g˜(4)u · dvolgS
=
∫
S
〈LY1α
2, δ∗Y2 −
1
2
(divY2)g˜
(4)〉g˜(4)u · dvolgS
=
∫
S
−u−2〈 2dθ(Y T1 )− d(
Y ⊥1
u
), −
u2
2
[2dθ(Y T2 )− d(
Y ⊥2
u
)] 〉gSu · dvolgS
=
∫
S
1
2
〈 2dθ(Y T1 )− d(
Y ⊥1
u
), 2dθ(Y T2 )− d(
Y ⊥2
u
) 〉gSu · dvolgS
=
∫
S
〈LY2α
2, δ∗Y1 −
1
2
(divY1)g˜
(4)〉g˜(4)u · dvolgS
=
∫
S
〈βg˜(4)LY2(dt+ θ)
2, Y1〉g˜(4)u · dvolgS .
In the calculation above, the first equality comes from formula (5.10), in which
the integral on the boundary ∂S is zero since Y2 = 0 along ∂S, and the integral at
infinity is also zero because the decay behavior of the tensor fields. Furthermore,
the second equality is based on the following observations:

[LY1α
2]T = 0
[LY1α
2](∂t, ∂t) = 0
{[LY1α
2](∂t)}T = 2dθ(Y˜ T1 )− d(
Y˜ ⊥1
u
),
(5.11)
and 

(δ∗
g˜(4)
Y2)
T = δ∗gS Y˜
T
2
δ∗
g˜(4)
Y2(∂t, ∂t) = −uY˜
T
2 (u)
[δ∗
g˜(4)
Y2(∂t)]
T = −u2dθ(Y˜ T2 ) +
1
2u
2d(
Y˜ ⊥2
u
).
(5.12)
We refer to §7.4 for detailed proof of the equations (5.11-12).
Summing up all the facts above, we conclude that the system (5.6) is formally
self-adjoint. 
Now we give proof for the Proposition 5.2.
Proof. We prove it by contradiction. Assume that the proposition is not true, so
there exists an interval I which contains 0 such that for any ǫ ∈ I, the operator
βg˜(4)δ
∗
g
(4)
ǫ
has a 0-eigenvector.
From Lemma 5.3, we see that system (5.6) represents a smooth curve of elliptic
self-adjoint operators parametrized by ǫ on the quotient manifold (S, gS). By the
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perturbation theory of self-adjoint operators (cf.[K] Theorem 3.9, [R], [W]), the
eigenspaces vary smoothly with respect to ǫ. Thus, by our assumption above, there
exists a smooth curve of nontrivial solutions Y (ǫ) (ǫ ∈ I) to the system (5.6). In
particular, Y (0) is a nontrivial solution to (5.6) at ǫ = 0. In the following we will
denote it as Y˜ = Y (0).
Taking the linearization of (5.6) at ǫ = 0, we obtain:
(5.13)
{
βg˜(4)δ
∗
g˜(4)
Y ′ + βg˜(4)δ
∗
g′ Y˜ = 0 on S
Y ′ = 0 on ∂S,
where
Y ′ =
d
dǫ
|ǫ=0Y (ǫ), g
′ =
d
dǫ
|ǫ=0g
(4)
ǫ = α
2 and δ∗g′ =
d
dǫ
|ǫ=0δ
∗
g(ǫ).
The first equation in (5.13) gives,
−βg˜(4)δ
∗
g˜(4)Y
′ = βg˜(4)δ
∗
g′ Y˜ .
Since βg˜(4)δ
∗
g˜(4)
is self-adjoint, the equation above yields that,∫
V (4)
〈βg˜(4)δ
∗
g′ Y˜ , Y˜ 〉dvolg˜(4) = −
∫
V (4)
〈βg˜(4)δ
∗
g˜(4)Y
′, Y˜ 〉dvolg˜(4)
= −
∫
V (4)
〈Y ′, βg˜(4)δ
∗
g˜(4) Y˜ 〉dvolg˜(4)
= 0.
(5.14)
Apply integration by parts to (5.14) and obtain,
(5.15)
∫
V (4)
〈δ∗g′ Y˜ , δ
∗
g˜(4) Y˜ +
1
2
(δY˜ )g˜(4)〉dvolg˜(4) = 0.
In the above, δ∗g′ Y˜ =
1
2LY˜ g
′ = 12LY˜ α
2, since δ∗g(ǫ)Y˜ =
1
2LY˜ g(ǫ). Now apply the
formulas (5.11-12) to LY˜ α
2 and δ∗
g˜(4)
Y˜ , and substitute them into (5.15). It follows
that, ∫
S
1
4
u2||2dθ(Y˜ T )− d(
Y˜ ⊥
u
)||2gSu · dvolgS = 0.
Therefore, we have
(5.16) 2dθ(Y˜ T ) = d(
Y˜ ⊥
u
).
Recall that Y˜ is a nontrivial solution to system (5.6) at ǫ = 0. By applying
the decomposition equations in (5.8) to the vector field Y˜ , we express the time-
independent system (5.6) (at ǫ = 0) as an equivalent system:
(5.17)


∇∗gS∇gS Y˜
T − 1
u
(∇gS )∇uY˜
T + 1
u2
Y˜ T (u)∇u
+2u2dθ(dθ(Y˜ T ))− 2u2dθ(∇ Y˜
⊥
u ) = 0
∆gS (
Y˜ ⊥
u )− 3
1
u 〈∇u,∇
Y˜ ⊥
u 〉 − 2〈dθ,∇gS Y˜
T 〉 = 0,
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on (S, gS). Observe that the last two terms in the first equation in (5.17) can be
manipulated as:
2u2dθ(dθ(Y˜ T ))− 2u2dθ(∇
Y˜ ⊥
u
)
=2u2dθ[dθ(Y˜ T )− d(
Y˜ ⊥
u
)]
=− 2u2dθ(dθ(Y T )),
where the last equality is based on (5.16). Plugging this back to (5.17), we obtain
∇∗gS∇gS Y˜
T −
1
u
(∇gS )∇uY˜
T +
1
u2
Y˜ T (u)∇u− 2u2dθ(dθ(Y˜ T )) = 0
Pairing the equation above with Y˜ T yields,
1
2
∆gS (||Y˜
T ||2)+||∇gS Y˜
T ||2−
1
2u
(∇gS )∇u||Y˜
T ||2+
1
u2
||Y˜ T (u)||2+2u2||dθ(Y˜ T )||2 = 0
Based on this equation and the fact that Y˜ T is asymptotically zero and equals
to zero on ∂S, it is easy to derive by the maximum principle that Y˜ T = 0, and
consequently Y˜ ⊥ = 0 according to the second equation in (5.17). This contradicts
with the assumption that Y˜ is nontrivial. 
Combining Propositions 5.1 and 5.2, it is straightforward to derive that,
Theorem 5.4. In any neighborhood of g˜(4) ∈ S, there always exists a perturbation
g
(4)
0 of g˜
(4) such that βg˜(4)g
(4)
0 = 0 (Bianchi-free) and βg˜(4)δ
∗
g
(4)
0
is invertible.
5.2. Alternative local charts.
Theorem 5.5. Theorem 1.1 still holds without Assumption 3.1.
Proof. In the case Assumption 3.1 fails, we take a perturbation g
(4)
0 of g˜
(4) as de-
scribed in Theorem 5.3. and modify (3.2) to a new BVP with unknowns (g(4), F ) ∈
S × Cm,αδ (M) as follows:{
Ricg(4) − δ
∗
g
(4)
0
βg(4)g
(4)
0 = 0
∆F = 0,
on M


g∂M = γ
aH∂M + btr∂MK = H
atr∂MK + bH∂M = k
ωn + a
2d∂M (a/b) = τ
βg(4)g
(4)
0 = 0.
on ∂M
(5.18)
By applying Bianchi operator to the first equation above, one obtains,
(5.19)
{
βg(4)δ
∗
g
(4)
0
βg(4)g
(4)
0 = 0 on M,
βg(4)g
(4)
0 = 0 on ∂M.
Since the operator βg˜(4)δ
∗
g
(4)
0
is invertible, so is the operator βg(4)δ
∗
g
(4)
0
when g(4) is
near g˜(4). Thus (5.19) implies that βg(4)g
(4)
0 = 0. So to associate the BVP (5.18)
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with a natural boundary map, we first construct a solution space C0 near g˜(4) given
by,
C0 = {(g
(4), F ) ∈ S × Cm,αδ : Ricg(4) = 0, βg(4)g
(4)
0 = 0,∆F = 0 on M }.
Obviously, g˜(4) ∈ C0 by construction. Next, as in the proof of Theorem 3.2, we
need to prove that any stationary vacuum metric g(4) near g˜(4) can be transformed
by a 4−dim diffeomorphism so that it satisfies the gauge condition βg(4)g
(4)
0 = 0.
Consider the following map:
G : S × D4 → (∧1)
m.α
δ (V
(4))
G(g(4),Φ) = βΦ∗gg
(4)
0 .
Notice that
βΦ∗gg
(4)
0 = Φ
∗{βg[(Φ
∗)−1g
(4)
0 ]}.
Thus the linearization of G at (g˜(4), Id) is given by,
DG|(g˜(4) ,Id) : TS × TD4 → (∧1)
m.α
δ (V
(4))
DG|(g˜(4) ,Id)[(h
(4), Y )] = −βg˜(4)δ
∗
g
(4)
0
Y + β′h(4)g
(4)
0 .
Since in the linearization above, the operator [−βg˜(4)δ
∗
g
(4)
0
] is invertible, it follows by
the implicit function theorem that, for any g(4) near g˜(4), there is a unique element
Φ ∈ D4 such that the gauge term βΦ∗g(4)g
(4)
0 vanishes.
Therefore, we conclude that C0 is a fiber bundle over the quotient space E/D4
with fiber being the space of harmonic functions in Cm,αδ (M). Furthermore, based
on the Theorems 3.2 and 3.3, we conclude there exists a diffeomorphism P0 such
that C0 ∼= E via P0 and
(5.20) Π0 = P0 ◦Π,
where Π0 is the natural boundary map defined on C0 given by,
Π0 : C0 → B
Π0(g
(4), F ) = (g∂M , aH∂M + btr∂MK,atr∂MK + bH∂M , ωn + a
2d∂M (b/a)).
As for ellipticity of the system (5.18), notice that since β
g
(4)
0
g
(4)
0 = 0, we have
(β
g
(4)
0
)′h(4)g
(4)
0 = −βg(4)0
h(4).
Thus the linearization of the gauge term in (5.18) is given by:
[−δ∗
g
(4)
0
βgg
(4)
0 ]
′
h(4) = −δ
∗
g
(4)
0
(βg˜(4))
′
h(4)g
(4)
0
= −δ∗
g
(4)
0
(βg˜(4))
′
h(4)(g˜
(4) + g
(4)
0 − g˜
(4))
= δ∗
g
(4)
0
βg˜(4)h
(4) − δ∗
g
(4)
0
(βg˜(4))
′
h(4)(g
(4)
0 − g˜
(4))
Comparing the system (5.18) with the previous one (3.2), it is easy to see that, at
the reference metric g˜(4), the only differences between their linearizations are given
by the terms
[δ∗
g
(4)
0
βg˜(4) − δ
∗
g˜(4)βg˜(4) ](h
(4))− δ∗
g
(4)
0
(βg˜(4))
′
h(4)(g
(4)
0 − g˜
(4)) on M,
(β)′h(4)(g
(4)
0 − βg˜(4)) on ∂M.
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where h(4) denotes the infinitesimal deformation of g(4). It has been proved that
(3.2) is elliptic. Thus we can choose g
(4)
0 close enough to g˜
(4) so that (5.18) is also
elliptic. As a consequence Π0 is a Fredholm map and hence so is Π because of the
equivalence relation (5.20). This completes the proof.

6. Local existence and uniqueness
In this section we set the reference metric g˜(4) = g˜
(4)
0 , where g˜
(4)
0 is the standard
flat (Minkowski) metric on R × (R3 \ B). Since it is static, i.e. its twist tensor in
the quotient formalism is zero, it is easy to verify that Assumption 3.1 holds in this
case (cf.§7.4). So we can use the chart (C, Π˜) in §3 for the Bartnik boundary map
at [g˜
(4)
0 ] ∈ E. Obviously, the Bartnik data of this metic is
(6.1) Π˜(g˜
(4)
0 , 0) = (gS2 , 2, 0, 0),
where gS2 is the standard metric on the unit 2-sphere S
2. In this section we apply
the ellipticity result proved in the previous sections to show that in a neighborhood
of the standard flat boundary data (gS2 , 2, 0, 0), Bartnik boundary data admits
unique stationary vacuum extensions up to diffeomorphisms.
Theorem 6.1. The kernel of DΠ˜
(g˜
(4)
0 ,0)
is trivial.
Proof. Assume that (h(4), G) ∈ Ker(DΠ˜
(g˜
(4)
0 ,0)
). Since (h(4), G) ∈ TC, it must be a
vacuum deformation, in the sense that the following equations hold on M :
(6.2)
{
(Ric)′
h(4)
= 0
∆G = 0.
In addition, since elements in C satisfy the gauge condition β
g˜
(4)
0
g(4) = 0, the same
equation holds for the deformation h(4):
(6.3) β
g˜
(4)
0
h(4) = 0 on M.
The vanishing of the linearized variation of the Bartnik boundary data implies:
(6.4)


h∂M = 0
H ′h = 0
(tr∂MK)
′ + 2G = 0
(ωn)
′ +∇∂MG = 0.
As we know, a stationary spacetime metric is uniquely determined by the data set
(g,X,N), where g is the induced metric on the hypersurface M , X is the shift
vector and N is the lapse function. For the standard metric g˜
(4)
0 , the corresponding
data is (g0, 0, 1) with g0 being the flat (Euclidean) metric on R
3 \ B, because g˜
(4)
0
can be expressed globally as g˜
(4)
0 = −dt
2 + g0. Thus the deformation h
(4) can
be decomposed as h(4) = (h, Y, v), where h is the deformation of the Riemannian
metric g0, Y is the deformation of the shift vector and v is that of the lapse function.
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The vacuum condition Ricg(4) = 0 is equivalent to the following equations in
terms of (g,X,N) (cf.[M]):

K = 12NLXg
Ricg + (trK)K − 2K2 −
1
N
D2N + 1
N
LXK = 0
1
N∆N + |K|
2 + 1N tr(LXK) = 0
δK + d(trK) = 0.
It is easy to linearize the equations above at (g0, 0, 1) and obtain a system in
terms of (h, Y, v), which is equivalent to equation (6.2), given by,
(6.5)


Ric′h −D
2v = 0
∆g0v = 0
δg0δ
∗
g0
Y − dδg0Y = 0
∆G = 0.
on M
The gauge equation (6.3) is equivalent to
(6.6)
{
δg0Y = 0
δg0h+
1
2d(trg0h− v) = 0,
on M
and the boundary conditions (6.4) are equivalent to:
(6.7)


h∂M = 0
H ′h = 0
tr∂Mδ
∗
g0Y + 2G = 0
[δ∗g0Y (n)]
T +∇gT0 G = 0.
on ∂M
Here we use the superscript ′′T ′′ to denote the restriction of tensors to the tangent
bundle of ∂M . The first two equations in (6.5) combined with the first two boundary
conditions in (6.7) imply that v = 0 and h = δ∗Z for some vector field Z vanishing
on ∂M — this is proved in the static case, cf.[A2]. Additionally, h must satisfy the
gauge equation in (6.6). It follows that h = 0 on M .
It remains to prove Y = 0 and G = 0. The third equation in (6.5) and the first
equation in (6.6) together imply:
δg0δ
∗
g0Y = 0 on M.
Pair the equation above with Y , and then integration by parts gives,
0 =
∫
M
〈δg0δ
∗
g0Y, Y 〉g0dvolg0
=
∫
M
|δ∗g0Y |
2 −
∫
∂M
δ∗g0Y (n, Y )−
∫
∞
δ∗g0Y (n, Y )
=
∫
M
|δ∗g0Y |
2 −
∫
∂M
δ∗g0Y (n, Y
T )−
∫
∂M
δ∗g0Y (n,n)Y˜
⊥
(6.8)
where Y ⊥ = 〈Y,n〉g0 and Y
T denotes the component of Y tangential to ∂M . In
the second line, the boundary term at infinity
∫
∞ = limr→∞
∫
Sr
is zero because the
decay rate of [δ∗g0Y (n, Y )] is 2δ + 1 > 2. For the second term in the last line, one
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has,
δ∗g0Y (n, Y
T ) = 〈[δ∗g0Y (n)]
T , Y T 〉 = −〈∇gT0 G, Y
T 〉
= −divgT0 (G · Y
T ) +G · divgT0 Y
T
= −divgT0 (G · Y
T )−
1
2
(tr∂Mδg0Y ) · divgT0 Y
T .
Here the second equality comes from the last boundary equation in (6.7) and the
last equality is based on the third boundary equation in (6.7). As for the last term
in (6.8), notice that we have the following equality on the boundary:
0 = δg0Y = −δ
∗
g0
Y (n,n)− tr∂Mδ
∗
g0
Y,
so that δ∗g0Y (n,n) = −tr∂Mδ
∗
g0Y . Also tr∂Mδ
∗
g0Y = tr∂M δ
∗
g0Y
T + tr∂Mδ
∗
g0(Y
⊥n) =
divgT0 Y
T + Hg0Y
⊥ = divgT0 Y
T + 2Y ⊥ Substituting these computations into the
integral equation (6.8) gives,
0 =
∫
M
|δ∗g0Y |
2
+
∫
∂M
1
2
(divgT0 Y
T + 2Y ⊥) · divgT0 Y
T +
∫
∂M
(divgT0 Y
T + 2Y ⊥)Y˜ ⊥
=
∫
M
|δ∗g0Y |
2 +
1
2
∫
∂M
(divgT0 Y
T )2 + 4Y ⊥ · divgT0 Y
T + 4(Y ⊥)2
=
∫
M
|δ∗g0Y |
2 +
1
2
∫
∂M
(divgT0 Y
T + 2Y ⊥)2.
It immediately follows,
δ∗g0Y = 0 on M,
tr∂Mδ
∗
g0Y = 0 on ∂M.
(6.9)
The first equation above implies that Y is a Killing vector field of the flat metric
g0 on R
3 \ B. In addition Y must be asymptotically zero since it comes from a
deformation of the asymptotically flat metrics in C. Thus it follows Y = 0 on M .
The boundary equation in (6.9) implies that G = 0 on ∂M according to (6.7).
Furthermore, G is harmonic according to (6.5). So G = 0 on M . 
Next, we prove that the Fredholm map DΠ˜
(g˜
(4)
0 ,0)
is of index 0 by showing the
operatorDF = (DL, DB) defined in §4 has index 0 at (g˜
(4)
0 , 0). Here we use the idea
in [A1] — the boundary data in DB can be continuously deformed to a collection
Ellipticity of Bartnik boundary data for stationary vacuum spacetimes 25
of self-adjoint boundary data DB˜, which is defined as follows:
DB˜ : T
(g˜
(4)
0 ,0)
[S × Cm,αδ ](M)→ B
DB˜(h(4), G) = ( h∂M ,
∇n(h
(4)(n,n)),
n(G),
−
1
2
∇n[h
(4)(∂t)]
T ,
−
1
2
∇nh
(4)(∂t, ∂t),
−∇nh
(4)(n)T ,
−∇nh
(4)(∂t,n) ).
(6.10)
Let N denote the space of deformations (h(4), G) of (g˜
(4)
0 , 0) in S × C
m,α
δ (M) that
are in the kernel of the boundary operator DB˜, i.e.
N = { (h(4), G) ∈ T
(g˜
(4)
0 ,0)
[S × Cm,αδ ](M) : DB˜(h
(4), G) = 0 }.
Lemma 6.2. The operator DL : N → [(S2)
m−2,α
δ+2 × C
m−2,α
δ+2 ](M), given by
DL(h(4), G) = (D∗
g˜
(4)
0
D
g˜
(4)
0
h(4),∆G),
is formally self-adjoint.
Proof. Let (h(4), G), (k(4), J) denote two deformations in N . Integration by parts
yields:
∫
M
〈DL(h(4), G), (k(4), J)〉
g˜
(4)
0
dvolg0 =
∫
M
〈DL(k(4), J), (h(4), G)〉
g˜
(4)
0
+
∫
∂M
B[(k(4), J), (h(4), G)]−B[(h(4), G), (k(4), J)].
Here the boundary term at infinity is zero because of the decay behavior of the the
deformations. The bilinear form B is given by,
B[(k(4), J), (h(4), G)] = 〈∇nk
(4), h(4)〉
g˜
(4)
0
+ n(J)G.
It is easy to verify that the terms above are zero because (h(4), G) and (k(4), J)
make all the boundary terms listed in (6.10) vanish. Therefore DL is formally
self-adjoint. 
In particular, it follows that the operator (DL, DB˜) is of index 0. Next we show
that the boundary data in DB can be deformed through elliptic boundary values
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to DB˜. Define a family of boundary operator DBt, t ∈ [0, 1] as follows,
DBt : T(g˜(4)0 ,0)
[S × Cm,αδ ](M)→ B
DBt(h
(4), G) = ( h∂M ,
(1− t)(H∂M )
′
h(4) + t∇n(h
(4)(n,n)),
(1− t)(tr∂MK)
′
h(4) + tn(G),
−
1
2
[∇n[h
(4)(∂t)](ei) + (1− t)∇ei [h
(4)(∂t)](n)] + (1− t)ei(G),
−
1
2
∇nh
(4)(∂t, ∂t) + (1 − t)[
1
2
∇ntrMh+ δh(n)],
−∇nh
(4)(n)T + (1− t)[−∇eih
(4)(ei)
T +
1
2
∇gT0 (trh
(4))],
−∇nh
(4)(n, ∂t)− (1− t)∇eih
(4)(ei, ∂t) ).
Here {ei}, i = 2, 3 denotes an orthonormal basis of T (∂M). It is easy to check that
DB1 = DB˜ and DB0 = DB, where the last three lines above are respectively the
n, tangential (∂M) and ∂t components of the gauge term βg˜(4)0
h(4) when t = 0.
Lemma 6.3. The operator (DL, DBt) is elliptic for t ∈ [0, 1].
Proof. One can carry out the same proof as in §4. Since the shift vector and lapse
function of g˜
(4)
0 are simply X = 0 and N = 1. The interior and boundary matrices
are much simpler than that in §4.2, given by,
L(ξ) = (ξ21 + ξ
2
2 + ξ
2
3)I11×11
and,
Bt(ξ) =

 03×8
1 0 0
0 1 0
0 0 1
(B˜t)8×8 ∗

 ,
where B˜t is as follows,
B˜t = −
1
32


0 0 0 0 tξ1 −(1− t)ξ2 −(1− t)ξ3 0
0 0 (1− t)ξ2 (1− t)ξ3 0 0 0 −tξ1
0 (1 − t)ξ2 ξ1 0 0 0 0 −2(1− t)ξ2
0 (1 − t)ξ3 0 ξ1 0 0 0 −2(1− t)ξ3
ξ1 0 0 0 (1− t)ξ1 2(1− t)ξ2 2(1− t)ξ3 0
(1 − t)ξ2 0 0 0 −(1− t)ξ2 2ξ1 0 0
(1 − t)ξ3 0 0 0 −(1− t)ξ3 0 2ξ1 0
0 ξ1 (1− t)ξ2 (1− t)ξ3 0 0 0 0


.
The determinant of Bt(ξ) is
detBt(ξ) = −
1
32
[tξ41 − (2+ t)(1− t)
2ξ21(ξ
2
2 + ξ
2
3)] · [2(2+ t)(1− t)
2(ξ22 + ξ
3
3)ξ
2
1 − 4tξ
4
1 ].
Let ξ = zµ+η, where z = i|η|2, the root of detL(zµ+η) = 0 with positive imaginary
part. Then
det(Bt(zµ+ η)) =
1
32
[t+ (2 + t)(1 − t)2] · [2(2 + t)(1 − t)2 + 4t]|η|8,
which obviously never vanishes for t ∈ [0, 1], η 6= 0. Thus the complementing
boundary condition holds for all t ∈ [0, 1], which completes the proof. 
To conclude, we have the following theorem:
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Theorem 6.4. The boundary map Π˜ is locally a diffeomorphism near (g˜
(4)
0 , 0).
Proof. From Lemma 6.2, 6.3 and the homotopy invariance of the index, it follows
that the index of the boundary map Π˜ is 0 at (g˜
(4)
0 , 0). In addition, it is proved
in Theorem 6.1 that the kernel of DΠ˜
(g˜
(4)
0 ,0)
is trivial. Thus, the linearization
DΠ˜
(g˜
(4)
0 ,0)
is an isomorphism. Then the inverse function theorem in Banach spaces
gives the theorem. 
Now the equivalence relation between the maps Π˜ and Π (cf.§3) gives Theorem
1.2.
7. Appendix
7.1. Asymptotically flat.
For m ∈ N, and α, δ ∈ R, on a Riemannian manifold M ∼= R3 \B3, the weighted
Ho¨lder spaces on M are defined as,
Cmδ (M) = {functions v on M : ||v||Cmδ = Σ
m
k=0sup r
k+δ |∇kv| <∞},
Cm,αδ (M) = {functions v on M :
||v||Cm
δ
+ supx,y[min(r(x), r(y))
m+α+δ∇
mv(x) −∇mv(y)
|x− y|α
] <∞},
Metm,αδ (M) = {metrics g on M : (gij − δij) ∈ C
m,α
δ },
(Tp)
m,α
δ (M) = {p− tensors τ on M : τi1i2..ip ∈ C
m,α
δ },
(∧p)
m,α
δ (M) = {p− forms σ on M : σi1i2..ip ∈ C
m,α
δ }.
Here r is the pull back to M of the radius function on R3 \ B3 under a fixed
diffeomorphism. A tensor field is called asymptotically trivial (or zero) at the rate
of δ, if it belongs to one of the spaces above. It is well-known that Laplace-type
operators are Fredholm when acting on these weighted Ho¨lder spaces (cf.[B2],[LP]).
7.2. Scalar fields a, b in the time translation.
As described in Proposition 2.1, since ∂M and ∂Mˆ coincide in V (4) under the
action of diffeomorphism Φf : Mˆ → M , the unit normal vectors (Nˆ, nˆ) must be
mapped to a pair of vectors which are perpendicular to ∂M in V (4). It follows that,
dΦf (Nˆ), dΦf (nˆ) ∈ span{N,n}
Therefore there exist scalar fields a, b, c, d on ∂M so that
(7.1)
{
dΦf (Nˆ) = aN+ bn,
dΦf (nˆ) = cN+ dn.
In addition, notice that
〈dΦf (Nˆ), dΦf (Nˆ)〉Φ∗
f
g(4) = 〈N,N〉g(4) = −1;
〈dΦf (nˆ), dΦf (nˆ)〉Φ∗
f
g(4) = 〈n,n〉g(4) = 1;
〈dΦf (Nˆ), dΦf (nˆ)〉Φ∗
f
g(4) = 〈N,n〉g(4) = 0.
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Thus,
(7.2)


−a2 + b2 = −1,
−c2 + d2 = 1,
−ac+ bd = 0,
which further implies that a2 = d2 and b2 = c2. Without loss of generality (up to
the choice of directions), we can assume,
a = d > 0, b = c > 0.
From the expression (2.1) of the metric g(4), it is easy to see that
N = −
∂t −X
||∂t −X ||g(4)
=
∂t −X
N
.
As for Nˆ, it must be the unit vector such that the following holds,
〈dΦf (Nˆ), dΦf (∂xi)〉g(4) = 〈Nˆ, ∂xi〉Φ∗g(4) = 0, ∀i = 1, 2, 3.(7.3)
It is easy to see that dΦf (∂xi) = (∂if)∂t + ∂xi and
(7.4) 〈∂t −X +N
2∇f, (∂if)∂t + ∂xi〉g(4) = 0, ∀i = 1, 2, 3.
where∇f denotes the gradient of f with respect to the metric g(4). Thus, equations
(7.3) and (7.4) imply that,
dΦf (Nˆ) = −
∂t −X +N2∇f
||∂t −X +N2∇f ||
=
∂t −X +N
2∇f
N
√
1 + 2X(f)− ||N2∇f ||2
=
∂t −X +N2∇f
N
√
1 + 2X(f) +X(f)2 −N2||∇gf ||2
=
∂t −X +N2∇f
N
√
(1 +X(f))2 −N2||∇gf ||2
,
where ∇gf denotes the gradient of f with respect to the induced metric g on M .
Therefore, according to the first equation in (7.1), we obtain
a = −g(4)(N, dΦf (Nˆ))
=
g(4)(∂t −X, ∂t −X +N2∇f)
N2
√
(1 +X(f))2 −N2||∇gf ||2
=
1 +X(f)√
(1 +X(f))2 −N2||∇gf ||2
.
Moreover, since f is chosen to be vanishing on ∂M , so ∇gf = n(f) · n on the
boundary. Thus ||∇gf |||∂M = n(f), X(f)|∂M = 〈X,n〉n(f) and consequently,
a =
1 + 〈X,n〉n(f)√
[1 + 〈X,n〉n(f)]2 −N2|n(f)|2
on ∂M,
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which is the formula (2.9). Based on (7.2), we easily derive the formula for b as
follows,
b =
Nn(f)√
[1 + 〈X,n〉n(f)]2 −N2|n(f)|2
.
7.3. Linearization of boundary operator B.
For simplicity of notation, we will write h instead of h(4) in this section. Subindex
1 denotes the outward normal direction to ∂M and 2, 3 denote the tangential di-
rections on ∂M .
1.With respect to the deformation h, linearization of g∂M is easily seen to be:
[Dg∂M ](h) = (h22, h23, h33).
2.Linearization of H∂M :
By the formula of the linearization of mean curvature (cf.§5.2 in [A] for example),
one has
2DH∂M (h) = −2∂2h12 − 2∂3h13 + ∂1(h22 + h33) +O0(h).
3.Linearization of the second fundamental form K:
The defining equation for K is
Kij = −
1
2N
LX♯gij ,
where gij denotes the Riemannian metric induced from g
(4) on M , and Xi = g
(4)
0i
denotes the shift 1−form onM . Here X♯ (shift vector) is the dual of X with respect
to the metric g on M . Thus, one obtains,
DK(h)ij = −
1
2N
(L(X♯)′gij + LX♯hij) +O0(h).
As for the variation (X♯)′, it is given by,
(X♯)i = gikg
(4)
0k ,
[(X♯)i]′ = h˜ikg
(4)
0k + g
ikh0k,
where h˜ is the variation of the inverse gij . It is easy to see that
h˜ijgjk = −g
ijhjk.
Therefore,
L[X♯]′gij = giα∇j [(X
♯)′]α + gjα∇i[(X
♯)′]α
= ∇j{giα[(X
♯)′]α}+∇i{gjα[(X
♯)′]α}
= ∇j{gilh˜
lkg
(4)
0k + gilg
lkh0k}+∇i{gjlh˜
lkg
(4)
0k + gjlg
lkh0k}
= ∇j{−hilg
lkg
(4)
0k + h0i}+∇i{−hjlg
lkg
(4)
0k + h0j}
= ∇j{−hil(X
♯)l + h0i}+∇i{−hjl(X
♯)l + h0j},
and
LX♯hαβ = ∇X♯hαβ + hασ∇β(X
♯)σ + hβσ∇α(X
♯)σ.
Thus,
DK(h)ij = −
1
2N
[∂ih0j + ∂jh0i + ∂X♯hij − (X
♯)l(∂ihjl + ∂jhil)] +O0(h),
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and consequently,
[Dtr∂MK](h) = tr∂M (DK) +O(h)
= −
1
2N
[2∂2h02 + 2∂3h03 + ∂X♯(h22 + h33)− (X
♯)l(2∂2h2l + 2∂3h3l)] +O0(h),
[Dωn](h)k = D[K(n)|∂M ]k
= [DK(n)|∂M ]k +O0(h)
= −
1
2N
[∂1h0k + ∂kh01 + ∂X♯h1k − (X
♯)l(∂1hkl + ∂kh1l)] +O0(h),
with k = 2, 3.
4. Linearization of the gauge term βg(4)g
(4).
Obviously D[βg(4)g
(4)](h) = βg˜(4)h. For Y ∈ T (V
(4)),
βg(4)h(Y ) = δg(4)h(Y ) +
1
2
Y (trh),
and
δg(4)h(Y ) = ∇Nh(N, Y )−∇kh(k, Y ) +O0(h)
=
1
N2
∇∂t−Xh(∂t −X,Y )−∇kh(k, Y ) +O0(h)
= −
1
N2
∂Xh(∂t −X,Y )− ∂kh(k, Y ) +O0(h),
trh = −h(N,N) + h11 + h22 + h33
= −
1
N2
h(∂t −X, ∂t −X) + h11 + h22 + h33
= −
1
N2
(h00 +X
iXjhij − 2X
lh0l) + h11 + h22 + h33.
Therefore, for i = 1, 2, 3,
[βg˜(4)h
(4)]i =−
1
2N2
[∂ih00 +X
kXj∂ihkj − 2X
l∂ih0l] +
1
2
∂i(h11 + h22 + h33)
−
1
N2
[∂Xh0i −X
k∂Xhki]− ∂khki +O0(h);
and
[βg˜(4)h
(4)]0 = −
1
N2
[∂Xh00 −X
k∂Xhk0]− ∂khk0 +O0(h).
Summing up all the computations above, we obtain the boundary symbol matrix
B˜ in §4.2, given by (up to a scalar −32−1N−11),
Bˆ =


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 −ξ2X1 −ξ3X1
−2N2ξ2 0 ξ2 ξ1 0 −ξ2X1 ξ3X3 −ξ2X3
−2N2ξ3 0 ξ3 0 ξ1 −ξ3X1 −ξ3X2 ξ2X2
0 ξ1 2S − 2ξ1X1 −2ξ1X2 −2ξ1X3 ξ1X1X1 +N2ξ1 − 2SX1 ξ1X1X2 − 2SX2 + 2N2ξ2 ξ1X1X3 − 2SX3 + 2N2ξ3
0 ξ2 −2ξ2X
1 2S − 2ξ2X
2 −2ξ2X
3 ξ2X
1X1 −N2ξ2 ξ2X
1X2 − 2SX1 + 2N2ξ1 ξ2X
1X3
0 ξ3 −2ξ3X1 −2ξ3X2 2S − 2ξ3X3 ξ3X1X1 −N2ξ3 ξ3X1X2 ξ3X1X3 − 2SX1 + 2N2ξ1
0 S N2ξ1 − SX1 N2ξ2 − SX2 N2ξ3 − SX3 0 0 0


,
inside which S = ξ1X
1 + ξ2X
2 + ξ3X
3.
We now carry out the following row and column operation to simplify Bˆ. First,
multiply the first row of Bˆ by −X1 and then add it to the second row. Multiply
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the first row by 2N2 and then add it to the fifth row. The matrix becomes:
Bˆ1 =


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 0 0
−2N2ξ2 0 ξ2 ξ1 0 −ξ2X1 ξ3X3 −ξ2X3
−2N2ξ3 0 ξ3 0 ξ1 −ξ3X
1 −ξ3X
2 ξ2X
2
0 ξ1 2S − 2ξ1X1 −2ξ1X2 −2ξ1X3 ξ1X1X1 +N2ξ1 − 2SX1 ξ1X1X2 − 2SX2 ξ1X1X3 − 2SX3
0 ξ2 −2ξ2X1 2S − 2ξ2X2 −2ξ2X3 ξ2X1X1 −N2ξ2 ξ2X1X2 − 2SX1 + 2N2ξ1 ξ2X1X3
0 ξ3 −2ξ3X1 −2ξ3X2 2S − 2ξ3X3 ξ3X1X1 −N2ξ3 ξ3X1X2 ξ3X1X3 − 2SX1 + 2N2ξ1
0 S N2ξ1 − SX1 N2ξ2 − SX2 N2ξ3 − SX3 0 0 0


.
In Bˆ1, multiply the second row by (−N2) and add it to the last row:
Bˆ2 =


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 0 0
−2N2ξ2 0 ξ2 ξ1 0 −ξ2X
1 ξ3X
3 −ξ2X
3
−2N2ξ3 0 ξ3 0 ξ1 −ξ3X1 −ξ3X2 ξ2X2
0 ξ1 2S − 2ξ1X1 −2ξ1X2 −2ξ1X3 ξ1X1X1 +N2ξ1 − 2SX1 ξ1X1X2 − 2SX2 ξ1X1X3 − 2SX3
0 ξ2 −2ξ2X
1 2S − 2ξ2X
2 −2ξ2X
3 ξ2X
1X1 −N2ξ2 ξ2X
1X2 − 2SX1 + 2N2ξ1 ξ2X
1X3
0 ξ3 −2ξ3X1 −2ξ3X2 2S − 2ξ3X3 ξ3X1X1 −N2ξ3 ξ3X1X2 ξ3X1X3 − 2SX1 + 2N2ξ1
0 S N2ξ1 − SX1 −SX2 −SX3 0 0 0


.
In Bˆ2, multiply the second column by N
2 and add it to the sixth column. Then
multiply the second column by X i and add it to the (2 + i)th column (i = 1, 2, 3):
Bˆ3 =


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 0 0
−2N2ξ2 0 ξ2 ξ1 0 −ξ2X1 ξ3X3 −ξ2X3
−2N2ξ3 0 ξ3 0 ξ1 −ξ3X1 −ξ3X2 ξ2X2
0 ξ1 2S − ξ1X1 −ξ1X2 −ξ1X3 ξ1X1X1 + 2N2ξ1 − 2SX1 ξ1X1X2 − 2SX2 ξ1X1X3 − 2SX3
0 ξ2 −ξ2X
1 2S − ξ2X
2 −ξ2X
3 ξ2X
1X1 ξ2X
1X2 − 2SX1 + 2N2ξ1 ξ2X
1X3
0 ξ3 −ξ3X1 −ξ3X2 2S − ξ3X3 ξ3X1X1 ξ3X1X2 ξ3X1X3 − 2SX1 + 2N2ξ1
0 S N2ξ1 0 0 N
2S 0 0


.
In Bˆ3, multiply the ith column by X
1 and add it to the (i+3)th column (i = 3, 4, 5).
Then multiply the second column by X i and add it to column (i+1), (i = 1, 2, 3).
Bˆ4 =


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 ξ2X
1 ξ3X
1
−2N2ξ2 0 ξ2 ξ1 0 0 ξ3X3 + ξ1X1 −ξ2X3
−2N2ξ3 0 ξ3 0 ξ1 0 −ξ3X2 ξ2X2 + ξ1X1
0 ξ1 2S − ξ1X1 −ξ1X2 −ξ1X3 2N2ξ1 −2SX2 −2SX3
0 ξ2 −ξ2X
1 2S − ξ2X
2 −ξ2X
3 0 2N2ξ1 0
0 ξ3 −ξ3X1 −ξ3X2 2S − ξ3X3 0 0 2N2ξ1
0 S N2ξ1 0 0 N
2S +N2ξ1X
1 0 0


.
In Bˆ4, multiply column 2 by X
i and add it to column (i+2), (i = 1, 2, 3). Multiply
column 1 by (2N2)−1 and add it to column 3. Then multiply the first row by X1
and add it to row 2:
Bˆ5 =


0 0 0 0 0 0 −ξ2 −ξ3
0 0 0 ξ2 ξ3 0 0 0
−2N2ξ2 0 0 ξ1 0 0 ξ3X3 + ξ1X1 −ξ2X3
−2N2ξ3 0 0 0 ξ1 0 −ξ3X2 ξ2X2 + ξ1X1
0 ξ1 2S 0 0 2N
2ξ1 −2SX2 −2SX3
0 ξ2 0 2S 0 0 2N
2ξ1 0
0 ξ3 0 0 2S 0 0 2N
2ξ1
0 S N2ξ1 + SX
1 SX2 SX3 N2S +N2ξ1X
1 0 0


.
This is the matrix given in (4.5).
7.4. Calculation in the projection formalism.
Take a general stationary metric in V (4) expressed in the projection formalism
as,
g(4) = −u2(dt+ θ)2 + gS .
We first state two simple facts.
1. Since ∂t is a Killing vector field, it follows that for any vector field Y ∈ TV (4),
〈∇∂t∂t, Y 〉 = −〈∇Y ∂t, ∂t〉 = uY (u).
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Thus,
(7.5) ∇∂t∂t = u∇u.
2. For any horizontal vector fields v, w ∈ TS, one has 〈v, ∂t〉 = 0, L∂tv = 0, and
hence
〈∇vw, ∂t〉 = −〈w,∇v∂t〉 = 〈v,∇w∂t〉 = −〈∇wv, ∂t〉.
It follows that,
〈∇vw, ∂t〉 = dξ(w, v) = −u
2dθ(w, v)
ξ([v, w]) = ξ(∇vw −∇wv) = 2〈∇vw, ∂t〉 = −2u
2dθ(w, v).
(7.6)
Here ξ = −u2(dt+ θ) is the dual of ∂t.
Next we give a proof for the formula (5.11):
Let α = dt + θ = −u−2ξ, so α(∂t) = 1, α(v) = 0 ∀v ∈ TS. Then according
to the the following Lie-derivative formula for time-symmetric vectors A,B in the
spacetime:
LY α
2(A,B) = Y [α2(A,B)]− α2([Y,A], B)− α2(A, [Y,B]),
it is easy to see that {
LY α
2(∂t, ∂t) = 0
[LY α
2]T = 0.
As for the mixed component of LY α
2, we can carry out the following computation
for v ∈ TS,
LY α
2(∂t, v) = −α
2([Y, v], ∂t)
= −α([Y, v])
= u−2ξ([Y, v]).
(7.7)
Any vector field Y ∈ TS can be decomposed as,
(7.8) Y = Y T −
Y ⊥
u
∂t, with Y ⊥ =
1
u
〈Y, ∂t〉.
Thus, for v ∈ TS, one has,
ξ[Y, v] = ξ([Y T , v])− ξ([
Y ⊥
u
∂t, v]) = ξ([Y
T , v]) + ξ[v(
Y ⊥
u
)∂t]
= 2u2dθ(Y T , v)− u2v(
Y ⊥
u
).
Plugging this to equation (7.7) we obtain
[LY α
2(∂t)]
T = 2dθ(Y T )− d(
Y ⊥
u
)
This completes the proof of (5.11).
Using the same notation as above, we give a proof of the formula (5.12) as follows.
Based on (7.8),
2δ∗g(4)Y = LY T g
(4) − L Y⊥
u
∂t
g(4).(7.9)
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In the following, we assume v, w ∈ TS. For the first term in (7.9), we have
LY T g
(4)(∂t, ∂t) = 2〈∇∂tY
T , ∂t〉 = 2〈∇Y T ∂t, ∂t〉 = −2uY
T (u),
LY T g
(4)(∂t, v) = 〈∇∂tY
T , v〉+ 〈∇vY
T , ∂t〉
= 〈∇Y T ∂t, v〉+ 〈∇vY
T , ∂t〉 = −〈∇Y T v, ∂t〉+ 〈∇vY
T , ∂t〉
= 2〈∇vY
T , ∂t〉
= −2u2dθ(Y T , v),
LY T g
(4)(v, w) = 〈∇vY
T , w〉+ 〈∇wY
T , v〉 = LY T gS(v, w).
Summing up,
(7.10)


LY T g
(4)(∂t, ∂t) = −2uY T (u)
[LY T g
(4)(∂t)]
T = −2u2dθ(Y T )
[LY T g
(4)]T = LY T gS .
As for the second term in (7.9), basic calculation yields,
L Y⊥
u
∂t
g(4) =
Y ⊥
u
L∂tg
(4) + d(
Y ⊥
u
)⊙ ξ = d(
Y ⊥
u
)⊙ ξ.
Thus,
(7.11)


L Y⊥
u
∂t
g(4)(∂t, ∂t) = 0
[L Y⊥
u
∂t
g(4)(∂t)]
T = −u2d(Y
⊥
u
)
[L Y⊥
u
∂t
g(4)]T = 0.
Equations (7.10) and (7.11) together give (5.12).
At last we derive the decomposition (5.8) of the Bianchi gauge operator.
We assume g(4) is in addition vacuum, which is equivalent to the following system
in the projection formalism, (cf.[H1],[H2]),
(7.12)


RicgS =
1
uD
2
gSu+ 2u
−4(ω2 − |ω|2gS · gS)
∆gSu = 2u
−3|ω|2gS
δω + 3u−1〈du, ω〉 = 0
dω = 0
,
where ω is the twist tensor defined as,
ω = −
1
2
u3 ⋆gS dθ.
Here we use subscript ′′gS
′′ to denote geometric operators (connection and Lapla-
cian) of the Riemannian metric gS on the quotient manifold S. First observe that,
from the last equation in (7.12), it follows that
0 = d(u3 ⋆gS dθ) = d ⋆gS d(u
3θ) = δgS (u
3dθ) = u3δgSdθ − 3u
2dθ(∇u).
Thus, we obtain
uδgSdθ = 3dθ(∇u).(7.13)
Moreover, based on the second equation in (7.12), one easily obtains,
∆gSu = u
3|dθ|2.(7.14)
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Now we take the operator βg(4)δ
∗
g(4)
acting on a time-independent vector field Y ,
which is decomposed as in (7.8). To begin with, because the metric g(4) is vacuum,
a standard Bochner-Weitzenbock formula gives,
2βg(4)δ
∗
g(4)Y = ∇
∗∇Y −Ricg(4)(Y ) = ∇
∗∇Y.
Based on the formula of the Laplace operator, we have,
∇∗∇Y =
1
u2
[∇∂t∇∂tY −∇∇∂t∂tY ]− Σi[∇ei∇eiY −∇∇eieiY ],(7.15)
where ei (i = 1, 2, 3) are taken to be geodesic normal basis on S. In the following,
we compute the tensors in (7.15) term by term.
1.For the first term, since [Y, ∂t] = 0, we have,
∇∂t∇∂tY = ∇∇Y ∂t∂t = ∇∇Y T ∂t∂t −
Y ⊥
u
∇∇∂t∂t∂t = ∇∇Y T ∂t∂t −
Y ⊥
u
∇∇u∇u∂t.
Based on (7.6),
∇v∂t = −u
2dθ(v) + u−1v(u) · ∂t ∀v ∈ TS.
Thus, the equation above continues as,
∇∂t∇∂tY
= ∇−u2dθ(Y T )+u−1Y T (u)·∂t∂t −
Y ⊥
u
[−u3dθ(∇u) + u−1u|∇u|2 · ∂t]
= u4dθ(dθ(Y T ))− udθ(Y T ,∇u) · ∂t + Y
T (u)∇u + Y ⊥u2dθ(∇u)−
Y ⊥
u
|∇u|2 · ∂t.
Therefore,
∇∂t∇∂tY = u
4dθ(dθ(Y T )) + Y T (u)∇u+ Y ⊥u2dθ(∇u)
− [udθ(Y T ,∇u) +
Y ⊥
u
|∇u|2] · ∂t.
(7.16)
2.For the second term in (7.15),
∇∇∂t∂tY = u∇∇uY = u[∇∇uY
T −∇∇u(
Y ⊥
u
∂t)]
= u[∇∇uY
T ]T + u〈∇∇uY
T , ∂t〉 ·
∂t
−u2
− u[〈∇u,∇
Y ⊥
u
〉∂t + (
Y ⊥
u
)∇∇u∂t]
= u(∇gS )∇uY
T − udθ(∇u, Y T ) · ∂t − u〈∇u,∇
Y ⊥
u
〉 · ∂t + Y
⊥u2dθ(∇u)−
Y ⊥
u
|∇u|2 · ∂t.
(7.17)
3. As for the third term in (7.15), one first notices that, for two time-independent
vectors v, w ∈ TS,
(7.18) ∇vw = [∇vw]
T + 〈∇vw, ∂t〉 ·
∂t
−u2
= (∇gS )vw + dθ(w, v) · ∂t.
Applying the formula above, we can carry out the following calculation:
∇ei∇eiY = ∇ei∇eiY
T −∇ei∇ei (
Y ⊥
u
∂t),
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inside which we have,
∇ei∇eiY
T
= ∇ei [(∇gS )eiY
T + dθ(Y T , ei) · ∂t]
= (∇gS )ei(∇gS )eiY
T + dθ((∇gS )eiY
T , ei) · ∂t + dθ(Y
T , ei) · ∇ei∂t + [∇eidθ(Y
T , ei)] · ∂t
= (∇gS )ei(∇gS )eiY
T + dθ((∇gS )eiY
T , ei) · ∂t
+ dθ(Y T , ei) · (−u
2dθ(ei) + u
−1ei(u) · ∂t) + [∇eidθ(Y
T , ei)] · ∂t
= (∇gS )ei(∇gS )eiY
T − u2dθ(Y T , ei) · dθ(ei))
+ [dθ((∇gS )eiY
T , ei) + u
−1dθ(Y T , ei)ei(u) +∇eidθ(Y
T , ei)] · ∂t,
and
∇ei∇ei(
Y ⊥
u
∂t)
= ∇ei [ei(
Y ⊥
u
)∂t +
Y ⊥
u
∇ei∂t]
= ei(ei(
Y ⊥
u
))∂t + ei(
Y ⊥
u
)∇ei∂t +∇ei [
Y ⊥
u
(−u2)(dθ(ei) + u
−1ei(u) · ∂t)]
= ei(ei(
Y ⊥
u
))∂t + 2ei(
Y ⊥
u
)[−u2dθ(ei) + u
−1ei(u) · ∂t]
+
Y ⊥
u
∇ei [(−u
2)dθ(ei) + u
−1ei(u) · ∂t]
= ei(ei(
Y ⊥
u
))∂t + 2ei(
Y ⊥
u
)(−u2)dθ(ei) + 2u
−1ei(
Y ⊥
u
)ei(u) · ∂t
+
Y ⊥
u
(∇gS )ei [(−u
2)dθ(ei)]− uY
⊥dθ(dθ(ei), ei) · ∂t.
+
Y ⊥
u
ei(u
−1ei(u)) · ∂t +
Y ⊥
u2
ei(u)(−u
2dθ(ei) + u
−1ei(u) · ∂t).
Combining equations above we obtain,
− Σi∇ei∇eiY
= (∇gS )
∗∇gSY
T + u2dθ(dθ(Y T ))− 2u2dθ(∇
Y ⊥
u
)
+
Y ⊥
u
δgS [u
2dθ]− Y ⊥dθ(∇u)
+ [〈dθ,∇gSY
T 〉+ δgS (dθ(Y
T ))−∆gS (
Y ⊥
u
) + uY ⊥|dθ|2] · ∂t
+ [−u−1dθ(Y T ,∇u) + 2u−1〈∇
Y ⊥
u
,∇u〉 −
Y ⊥
u2
∆gSu] · ∂t.
(7.19)
4.The last term in (7.15) is zero because ∇eiei = 0 based on (7.18).
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Summarizing the equations (7.16-17) and (7.19), we have

[∇∗∇Y ]T = (∇gS )
∗∇gSY
T + u−2Y T (u)∇u− u−1(∇gS )∇uY
T
+2u2dθ(dθ(Y T ))− 2u2dθ(∇Y
⊥
u )
+Y ⊥uδT [dθ]− 3Y ⊥dθ(∇u)
〈∇∗∇Y, u−2∂t〉 = ∆gS (
Y ⊥
u
)− 3u−1〈∇Y
⊥
u
,∇u〉 − 2〈dθ,∇gSY
T 〉
−uY ⊥|dθ|2 + Y
⊥
u2 ∆gSu
−3u−1dθ(∇u, Y T ) + δTdθ(Y T ).
According to equations (7.13) and (7.14), the equations above can be simplified as,
(7.20)


[∇∗∇Y ]T = (∇gS )
∗∇gSY
T + u−2Y T (u)∇u− u−1(∇gS )∇uY
T
+2u2dθ(dθ(Y T ))− 2u2dθ(∇Y
⊥
u
)
〈∇∗∇Y, u−2∂t〉 = ∆gS (
Y ⊥
u
)− 3u−1〈∇Y
⊥
u
,∇u〉 − 2〈dθ,∇gSY
T 〉,
which directly gives the formula (5.8).
We note that in the case where g˜(4) = g˜
(4)
0 , the standard flat (Minkowski) metric
on R× (R3 \B), equations in (7.20) can be simplified as{
[∇∗∇Y ]T = (∇g0 )
∗∇g0Y
T
[∇∗∇Y ]⊥ = ∆g0Y
⊥,
because θ = 0, u = 1 for g˜
(4)
0 . Here g0 denotes the flat metric in R
3 \B. Based on
the decomposition above, it is easy to see that the solution to∇∗∇Y = 0 with trivial
Dirichlet boundary condition must be Y = 0. Therefore, the operator β
g˜
(4)
0
δ∗
g˜
(4)
0
is
invertible, i.e. the Assumption 3.1 holds for g˜
(4)
0 .
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