We present exact results for the full counting statistics, or the scaled cumulant generating function, pertaining to the transfer of arbitrary conserved quantities across an interface in homogeneous integrable models out of equilibrium. We do this by combining insights from generalised hydrodynamics with a theory of large deviations in ballistic transport. The results are applicable to a wide variety of physical systems, including the Lieb-Liniger gas and the Heisenberg chain. We confirm the predictions by Monte Carlo simulations of the classical hard rod gas. We verify numerically that the exact results obey the correct non-equilibrium fluctuation relations with the appropriate initial conditions.
We present exact results for the full counting statistics, or the scaled cumulant generating function, pertaining to the transfer of arbitrary conserved quantities across an interface in homogeneous integrable models out of equilibrium. We do this by combining insights from generalised hydrodynamics with a theory of large deviations in ballistic transport. The results are applicable to a wide variety of physical systems, including the Lieb-Liniger gas and the Heisenberg chain. We confirm the predictions by Monte Carlo simulations of the classical hard rod gas. We verify numerically that the exact results obey the correct non-equilibrium fluctuation relations with the appropriate initial conditions.
Introduction.-Many-body physics far from equilibrium poses some of the most challenging questions in modern science [1] . It has attracted a large amount of attention in recent years with, for instance, experimental observations of quantum heat flows [2, 3] and investigations into the processes of thermalisation in isolated systems [4] . In one dimension, integrability strongly affects non-equilibrium physics, as demonstrated in the seminal quantum Newton's cradle experiment on cold atomic gases [5] . Relaxation to stationary states is constrained by the macroscopic number of conservation laws afforded by integrability [6] [7] [8] [9] [10] . As quantum transport problems are accessible via hydrodynamics [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , an emergent, large-wavelength hydrodynamic theory for integrable systems has been proposed, generalised hydrodynamics (GHD) [21] [22] [23] [24] . It accounts for the macroscopic number of interacting ballistic currents. GHD has been directly tested in a neoteric experiment [25] and gives rise to a panoply of exact results, including exact non-equilibrium flows [21, 22, [26] [27] [28] [29] , Drude weights [30] [31] [32] [33] and large-scale correlations [34, 35] , as well as a firstprinciples theoretical solution to the quantum Newton's cradle setup at arbitrary coupling strength [36] .
A full characterisation of non-equilibrium states, however, must go beyond the study of relaxation processes and hydrodynamics, and one of the most important challenges is to provide organising principles with universal and widely applicable reach. In equilibrium, a powerful description is that centred on the analysis of fluctuations of thermodynamic quantities through statisticalmechanical ensembles and free energies. Out of equilibrium, the presence of non-zero currents suggests that a study of dynamical fluctuations might provide a similar level of understanding [37] [38] [39] [40] [41] . This line of thought has led to large deviation theory [42] . For instance, the socalled large-deviation function, which describes the rate of occurrence of rare but large fluctuations, plays the role of an entropy. The related scaled cumulant generating function (SCGF) for full counting statistics plays the role of a free energy. It is of paramount importance FIG. 1. Schematic illustration depicting counting statistics in a steady state regime. One "counts" the number of particles (or their energy or charge) passing a given coordinate during a large time interval. One then gathers the statistics of these large numbers, scaled with time.
to obtain exact results for such functions in transport setups of truly interacting many-body models in order to gain a deeper understanding of non-equilibrium physics.
Exact transport SCGFs are known in non-nequilibrium steady states (NESSs) of some stochastic classical gases such as exclusion processes [37, 40, 41] ; these are understood within macroscopic fluctuation theory [43] [44] [45] [46] [47] based on diffusive hydrodynamics. A few results also exist in open quantum chains, see e.g. [48, 49] . Such stochastic or open models, however, make assumptions about the external baths. It is crucial to understand intrinsic transport fluctuations in deterministic, isolated, quantum and classical systems, where exact many-body interactions are fully taken into account. In an ensemble formulation, fluctuations originate from those in the initial state. Despite many efforts, only a few results exist: free fermions with the celebrated Levitov-Lesovik formula [50] [51] [52] , harmonic chains [53] and free field theory [54, 55] , certain integrable impurity models [56] , and one-dimensional critical systems [57, 58] ; see the review [59] . A full grasp of counting statistics for transport in interacting many-body systems, especially where integrability and ballistic processes dominate, remains a widely open problem.
In this work, we obtain the first (to our knowledge) exact expression for transport SCGFs in homogeneous stationary states of interacting one-dimensional integrable systems, including in current-carrying NESSs [15, 16, [19] [20] [21] [22] [57] [58] [59] [60] [61] [62] [63] [64] [65] [66] . The expression applies to all models whose large-scale dynamics is governed by GHD, and to transport of all local conserved quantities they admit. This includes the Lieb-Liniger model [67, 68] which describes cold atomic gases [69] and many other quantum field theories, as well as integrable quantum chains, classical field theories, and classical gases such as the hard rod gas [70, 71] and soliton gases [72] [73] [74] [75] . We provide explicit verifications for the first few transport cumulants by comparing with Monte Carlo simulations of the hard rod gas. We also verify numerically that the exact expression in the Lieb-Liniger model satisfies the non-equilibrium fluctuation relations of Gallavotti-Cohen type [76] [77] [78] [79] [80] [81] . Our analytical approach involves a new and completely general framework based on large deviation theory and Euler-scale linear fluctuating hydrodynamics that gives access to exact SCGFs for ballistic transport, developed in a companion paper by two of us (BD and JM) [83] .
Large deviation theory.-Large deviation theory focuses on fluctuating quantities J (t) which are extensive with respect to some parameter t, and whose densities J (t) /t take almost-sure values in the extensive limit t → ∞. A standard example is the energy in equilibrium thermodynamics, with t being the volume. According to the large deviation principle [42] , such extensive quantities have probability distributions that are exponentially peaked at the almost-sure value; in the cases of interest here, this takes the form
(1) The function I(j) is referred to as the large-deviation rate function. It describes the probabilities of rare but large events where the quantity J (t) deviates significantly from t. The framework is general enough to encompass fluctuations in transport, and states that are far from equilibrium, see e.g. [82] for stochastic processes. Here we concentrate on homogeneous steady states of deterministic systems.
Consider a one-dimensional microscopic model with a certain number of conserved quantities Q i = dx q i (x, 0) and associated local conservation laws
indexed by i; in integrable systems, there are infinitely many such laws. States where entropy is maximised with respect to all local conservation laws are characterised by as many Lagrange parameters β i as there are conservation laws and, formally, have probability measure or density matrix proportional to e − i β i Qi ; in integrable systems, these are referred to as generalised Gibbs ensembles (GGEs) [6] [7] [8] [9] [10] . We will denote averages by · · · β where β is the vector of Lagrange parameters β i . Such states include NESSs: the presence of conserved charges that are not time-reversal invariant, e.g. the total momentum, makes them out of equilibrium and currentcarrying. To access non-equilibrium properties, we focus on the total transfer of some particular charge Q i * , say from the left to the right of the system, in time t, see Fig. 1 . This can be, for instance, the number of particles (if particle number is conserved), the electric charge (in systems with U (1) symmetry) or the energy. We are then intersted in the total current passing by the origin,
ds j i * (0, s). One expects (1) to hold for this quantity.
In a NESS, the average of J (t) /t is given by the almostsure value. More generally, the Legendre-Frenchel transform of I(j) is related to the scaled cumulants c n of the transferred quantity: it is the SCGF, given by
Note that all the cumulants of J (t) scale like t. Key ingredients of the general theory of NESSs are fluctuation relations, which compare the probabilities of "forward" and "backward" currents; see the reviews for classical [38, [84] [85] [86] and quantum [39, 87, 88] systems. For currents obeying (1), the fluctuation relations are reflected in fundamental symmetries of the SCGF connecting scaled cumulants in a non-trivial way:
where ν is a constant encoding properties of the force or external baths generating the NESS. For instance, in the partitioning protocol [60, 61] , the steady state is formed, at very large times, by deterministic or unitary evolution from an initial inhomogeneous state which is asymptotically homogeneous on the left and right, as e [89, 90] . We now overview the theory developed in [83] for the computation of F (λ) in models with ballistic transport.
Fluctuations from Euler-scale hydrodynamics.-First, consider the averages of all local densities, q i = q i (0, 0) β , and the current averages j i = j i (0, 0) β as functions of them; these are the equations of state. Construct the flux Jacobian
and from it, a λ-dependent state with Lagrange parameters β i (λ) satisfying
On the right-hand side the λ dependence comes from the state dependence of the flux Jacobian, and sgn(A) is the matrix obtained by diagonalising A and taking the sign of its eigenvalues. Solving for β i (λ), consider the λ-dependent currents j i (λ) = j i (0, 0) β(λ) . The general theory predicts that [83] 
where we recall that λ is the conjugate parameter for the particular current indexed by i * , as per (3). The average currents j i and the flux Jacobian A j i are known exactly in integrable models [21, 22, 32] , which therefore gives an expression for F (λ). In the next section, we review the Thermodynamic Bethe ansatz formalism for integrable modes, where this theory can be applied.
Thermodynamic Bethe ansatz.-In a wide family of quantum and classical many-body integrable systems, GGEs are efficiently described via the thermodynamic Bethe ansatz (TBA) [91, 92] in terms of "quasiparticles", whose scattering is elastic and factorises into two-body processes. Quasiparticles are parametrised by a spectral parameter θ, encoding their momenta and type. Each quasiparticle θ carries a quantity h i (θ) of charge Q i , for instance momentum and energy, which we will denote by p(θ) and E(θ) respectively. The (generalised) specific free energy is dp(θ) 2π F( (θ)) where the pseudoenergy (θ) involves the Lagrange parameters and solves the non-linear integral equation
Here, the "differential scattering phase" ϕ(θ, α) encodes the microscopic interactions, and is related to the two-body scattering matrix (we assume it to be symmetric for simplicity). The TBA free energy function F( ) depends on the statistics of the quasiparticles: − log(1 + e − ) for fermions, log(1 − e − ) for bosons, −e − for classical particles, 1/ for classical radiative modes [34] . NESSs from the partitioning protocol have been found exactly in this language [21, 22, 26] . In the next section, we give an explicit expression for the SCGF F (λ) in terms of the above quantities. In the classical hard rod and quantum Lieb-Liniger gases studied below, there is a single quasiparticle type: θ is the velocity, p(θ) = θ and E(θ) = θ 2 /2 with unit mass, and we use classical particle (hard rod) and fermionic (Lieb-Liniger) statistics.
Exact fluctuations in integrable models.-The equations of state in GGEs were found in [21, 22] and proven in relativistic field theory in [93] , with the exact currents
where n(θ) is the occupation function. The A matrix was evaluated exactly [32] . Passing to integral operators on the space of functions spanned by the h i (θ)'s, the integral operator A is diagonalised by the dressing transformation, h → h dr , a state-dependent modification of h(θ) solving the linear integral equation
The eigenvalues are the effective velocities of the generalised fluids, given by v
Physically, the dressing, the effective velocity and the pseudoenergy are modifications of bare quantities carried by quasiparticles, which take into account the interaction with the other quasiparticles in their local environment.
Consider the flow (6), with λ-dependent states. The pseudoenergy acquires a λ dependence, (θ; λ), and similarly for all dressed functions, h dr (θ; λ). One can show [94] that (6) boils down to
An expression for F (λ) can then be obtained using (7) and (8):
(10) where the sets λ ± (θ) are the turning points of the sign of the effective velocity:
Eq. (10) is an exact general result for the SCGFor full counting statistics -in GGEs of integrable models. The key development, the inclusion of interactions, is contained within v eff (θ; λ) and (θ; λ). The results separate the effects of the fluctuations in the state, encoded within the free energy function F( ), from the effects of the interactions. The state fluctuations give rise to transport fluctuations, but in a way that is affected by the interactions, as the quasiparticle velocities and charges depend on the fluctuating state. The result (10) is extremely powerful as it can be applied to any model with known TBA. The result agrees with the Lesovik-Levitov formula for free fermions [95] .
Cumulants.-The cumulants are evaluated using (10),
. The second cumulant c 2 was evaluated exactly in [32] by different methods, and follows as a consequence of current-current sum rules [96] . Our expression is in agreement with this. The higher cumulants are new, and in particular (omitting the explicit θ dependence of the integrand),
where
. We have also evaluated c 4 [97] , but for higher cumulants the formulae are more cumbersome. In [32] , a natural linear-response formulation was also shown to reproduce c 2 . The present results for c k agree with a generalisation of this linear-response formulation [98] . In the next section we verify these exact predictions in the classical hard rod gas by direct numerical simulations.
Classical hard rod gas.-The hard rod gas is a classical system of rods of length a in one dimension whose only interactions are elastic collisions. Upon colliding, the rods swap velocities. The hydrodynamic description of the gas was derived rigorously in [70] . In our language, F( ) = −e − , n(θ) = e − (θ) , f (θ) = 1 and the interactions are defined by ϕ(θ, α) = −a. In order to verify (10) we specialise it to the hard rod gas and compare the predictions of the first four cumulants of the energy flow (h i * (θ) = θ 2 /2) with a direct Monte Carlo simulation of the gas. We first evaluate the predicted cumulants in a NESS from the partitioning protocol, using its exact TBA description [26] , with initial left and right states that are thermal and boosted with different temperatures and boost velocities; these are normal distributions [99] . We then simulate the gas by running the (deterministic) hard rod dynamics from a sampled initial condition, and add up the energy of the rods that pass through the centre of the system up to time t. This is done for multiple samples, from which we extract the cumulants and then scale by time. At large times, this is expected to agree with the cumulants evaluated in the NESS itself.
The Monte Carlo error bars are obtained via the bootstrap sampling method which entails re-sampling with replacement from the obtained data set and calculating "alternative" values of the required cumulant [100] . The standard deviation of these values represents the required uncertainty. Fig. 2 shows cumulants of the steady state energy flow in the hard rod gas realized by Monte Carlo simulation, compared with results predicted from GHD. It is clear that within error bars the prediction (10) is successful [101] . Here, by boosting, the initial partitions are not just put into contact, but are thrust into each other. This is a highly non-trivial set-up and the accurate prediction displays the power of the formalism employed here.
Quantum Lieb-Liniger gas.-The Lieb-Liniger model describes a one-dimensional gas of Bose particles with δ-function interactions, and has been realised experimentally (see e.g. [5] ). Specialising Eq. (10) to ths model, we obtain explicit predictions for all large-scale cumulants for transport, including for the total number of particles transferred (h i * (θ) = 1) and the total energy (h i * (θ) = θ 2 /2). Again we analyse the energy SCGF in the partitioning protocol NESS (using its exact TBA description [21] ) with initial states set by different purely Monte Carlo samplings; initial system length 10 5 . Particle densities are fixed by the velocity variances in thermal distributions. The scaling parameter for the y-axis isv 3 /a wherē v is the average rod speed. Error bars are found via bootstrap re-sampling using 3000 samples. Times plotted are chosen so as to reach the effective steady state before boundary effects arise; higher cumulants, which are affected by rarer events with faster moving rods, are sensitive to finite-size effects sooner. thermal baths, at inverse temperatures β l and β r . We set F( ) = − log(1+e − ), n(θ) = 1 1+e (θ) , and f = 1−n, while interactions are defined by ϕ(θ, α) = 4c/((θ − α) 2 + 4c 2 ) where c is the coupling strength. The equation (9) is solved numerically using an iterative approach known as Picard's method [102] . The SCGF is plotted in Fig. 3 ; it is convex as it should be [42] , and grows sharply near the values −β r and β l . These are the values at which divergences in the SCGF occur in free bosonic models (and also in conformal field theory [57] ), thus suggesting that at these values, the free bosonic physics of the LiebLiniger model dominates. The plot also indicates that the energy flow in the Lieb-Liniger model, with these initial conditions, satisfies the non-equilibrium fluctuation relations (4) [103] . It would be interesting to verify these predictions in experiment.
Conclusions.-We have obtained the exact SCGF for transport of arbitrary conserved quantities in a wide family of integrable models, and in arbitrary GGEs, including NESSs. These are the first such exact results for interacting homogeneous integrable systems, and provide an entirely new application of the hydrodynamic theory of integrable systems developed recently. We have verified the cumulants using Monte Carlo simulations in the classical hard rod gas and also applied the formalism to the quantum Lieb-Liniger gas. We have verified that it satisfies the non-equilibrium fluctuation relations. It would be interesting to explore the counting statistics of the Lieb-Liniger gas in experiments on cold atomic gases. Tantalisingly, generalisations to inhomogeneous non-stationary situations might also be possible with current technology within GHD.
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I. THE FLOW EQUATION AND EXACT SCGF FORMULA
In GHD, the A matrix has the explicit form
where h j dr (θ) is the orthonormal conjugate to h dr i under the L 2 (R) inner product (with Kronecker delta, as the set of indices i is assumed to be discrete),
By completeness of the set of functions h dr j (θ), this latter relation implies the decomposition
(with a Dirac delta, as the rapidity parameter θ is continuous). As a consequence, the vectors h dr i (θ), for any fixed θ, are eigenvectors with eigenvalues v eff (θ),
Taking the sign of the matrix A j i is then a simple matter,
Consider the pseudoenergy (θ; λ) on the flow defined by Eq. (6) in the main text, satisfying
Using Eq. 6 (main text), we find
and therefore using the definition of the dressing operator,
in accordance with Eq. (9) in the main text. In order to show Eq. (10) (main text), we differentiate it with respect to λ, and show that the result is consistent with Eqs. (7) and (8) (main text). We first take the derivative on the first line of the right-hand side of Eq. (10). Using the Leibniz Rule, two terms emerge. In the first, the derivative is applied on sgn(v eff (θ; λ)), giving a δ-function contribution (under the integral), and thus the term
On the other hand, taking the λ derivative on the second line of the right-hand side of Eq. (10), we also obtain a delta-function contribution, which occurs when an element of the set λ a enters the interval [0, λ]. This contribution therefore has the form dθ 2π
By change of variable, we have
and we see that (S9) cancels (S10). Finally, we apply the λ-derivative on the second line of the right-hand side of Eq. (10), and take the term, from Leibniz rule, where the derivative applies on the factor F( (θ; λ)) − F( (θ; 0)) . Using Eq. (9) (main text), we obtain Eq. (8), with the lambda-dependent state n(θ; λ). This completes the proof.
II. SPECIALISATION TO THE LESOVIK-LEVITOV FORMULA
In free-fermion models, there is a well-known formula for the SCGF for particle transfer through an impurity between two "leads", the Lesovik-Levitov formula [1] . The Lesovik-Levitov formula specialised to pure transmission (that is, without impurity) should agree with our formula, Eq. (10) in the main text, specialised to free-fermionic particles, to the steady state coming from an initial imbalance in the partitioning protocol, and to the study of particle transfer. Let us verify this in a very simple example, corresponding to the choice of free massless, chargeless fermionic leads, which have linear dispersion relation. In this case the Lesovik-Levitov formula takes the form [2] 
where n j (ω) is the Fermi occupation function on the initial left j = l and right j = r reservoirs, for instance with temperatures T j and chemical potentials µ j ,
Here ω plays the role of an energy; it is not bounded from below because of the linear dispersion relation. In our formalism, we have two particle types, σ = ±1, corresponding to the right-and left-movers of the massless free-fermion theory. We may choose momentum p(θ, σ) = θ and the energy function takes the form E(θ, σ) = σθ, so that the velocity is v(θ, σ) = σ. The theory is free, hence this also equals the effective velocity, and the dressing operation is trivial. The non-equilibrium steady state in free fermion models has been known exactly for some time [3, 4] , and, in our language, has pseudoenergy given by
which embodies the independent thermalisation of right-and left-movers with respect to the initial left and right states, respectively. Solving Eq. (9) in the main text we find
and Eq. (10) (main text) becomes
Changing variable to ω = σθ, it is a simple algebraic manipulation to see that this agrees with (S12).
III. CALCULATING c3 AND c4
From the main text recall the exact SCGF formula:
where the sets λ ± (θ) are the turning points of the sign of the effective velocity,
This section outlines how to obtain the cumulants c n from λ derivatives of (S17), as
In order to facilitate the calculation we use f = −d log n/d with the flow equation (S8) (or (9) in the main text) to get:
Calculating λ derivatives of (S17) also requires the following identities, gleaned from understanding the integral operator structure of the dressing operator:
where s(θ; λ) = sgn v eff (θ; λ) , f = −d log n/d , and X(θ) and Y (θ) stand for two objects within the GHD description. Going forward we use the lambda-dependent state n(θ; λ) which is defined by (S19). We refer to expressions that depend on the state n(θ; λ) as lambda-dependent. The way to calculate the λ-dependent current is outlined in section I where the expression is as follows:
At λ = 0 this correctly produces the current (first expression in (8) of the main text). In order to ensure the next calculations are more readable the θ dependence in the notation is suppressed with the understanding that all terms inside the θ integrals are θ dependent. Furthermore the following simplified notation is introduced: sgn v eff (θ; λ) = s(λ) and h dr i * (θ; λ) = H(λ). c 2 is found by taking a λ derivative of the λ-dependent current and setting λ = 0,
where in the second line we used (S19) and (S20) while the third line required (S21). At λ = 0 this correctly reproduces c 2 from the literature [5] . For higher order derivatives special care of the terms ∂ λ s(λ) is necessary. Recall s(λ) is a sign function and the derivative of this produces a δ function. The δ function leads to terms evaluated at θ * (λ) where v eff (θ * (λ); λ) = 0. This can be problematic as in the partitioning protocol considered in this work n(θ * (λ)) is ill-defined. However for c 3 the ambiguity resolves fairly straightforwardly. On taking the derivative of ∂ λ j(λ) there is a term that contains
. The trick comes from recalling the definition of v eff where, (E ) dr (θ; λ) = v eff (θ; λ)(p ) dr (θ; λ) (see main body of work). Thus we have a term
The delta function sets v eff = 0 which ensures we don't need to evaluate n(θ * (λ)). The remaining terms all follow from use of (S19), (S20) and (S21) which leads to:
wheref = −(d log f /d + 2f ) and s 2 (λ) = 1 was used throughout. The correct c 3 is obtained by recalling (
dr /(2π) and setting λ = 0 (see (12) in the main text).
One can see the ever-increasing complexity of the required manipulations. To obtain c 4 requires the same steps, first using (S19) and (S20) followed by acting on the term gained from ∂ λ (E ) dr with (S21). However further complications arise when considering the term ∂ λ (sf H 2 ) dr (λ). We explain what issue arises and how to overcome it while leaving out manipulations covered in the calculations of c 2 and c 3 . In order to calculate ∂ λ (sf H 2 ) dr (λ) consider the integral representation of a dressed object. From the main text, the dressing operator is defined by h dr (θ) = h(θ) + dα 2π ϕ(α, θ)n(α)h dr (α). With this definition:
Everything is fairly straightforward except that the derivatives of s(θ; λ) do not simply fall away. This leads to requiring the function to be evaluated at θ * (λ) where v eff (θ * (λ); λ) = 0. As stated before, this is problematic due to ambiguities in our set-up. To get around this issue consider splitting the integrals above such that dθs(θ
dθ. Then using the Leibniz integral rule the boundary terms that come from ∂ λ dθs(θ * (λ))
cancel each other out. This removes the ambiguity from (S25). The disappearance of the ambiguity is expected as the sign function entered our initial calculations as a shorthand. It is possible to do all calculations without the explicit use of this function, where everything is computed under split integrals from the start. Without this function there would never have been a question of ambiguity. With this issue resolved we write:
The rest of the calculation, although tedious, follows the same principles as before. For comparative purposes we write c 4 in the more formal notation used to write c 3 (see (12) in the main text).
IV. CUMULANTS FROM A LINEAR RESPONSE PRINCIPLE
We show that the cumulants obtained by taking λ derivatives of Eq. (10) (main text), can also be obtained by following a linear response principle, generalising the linear-response formulation of the second cumulant found in [5] .
Recall the defining expression for the TBA pseudoenergy from the main text,
where w(θ) is a source term defining the initial state (where in the main text we use w(θ) = i β i h i (θ)). The basis of the linear-response formulation of the cumulants in a given state n 0 (θ) is to first construct a solution to the partitioning-protocol initial condition [6, 7] where both halves are set to the state under consideration, but with a "perturbation" by ±µ/2 Q in the left and right GGEs, respectively. This solution has the form n µ (θ) = n l;µ (θ)Θ(v eff (θ; µ))+n r;µ (θ)Θ(−v eff µ (θ) where n l,r;µ (θ) are constructed from modified source terms of the pseudoenergy, w l,r;µ (θ) = w(θ) ± (µ/2)h(θ), and v eff µ (θ) is evaluated in the state fixed by n µ . Consider the µ derivative of n µ (θ) where ∂ µ n µ = ∂nµ ∂ µ ∂ µ ∂µ with µ the pseudoenergy constructed from w l,r;µ (we have dropped the θ dependence for convenience). The first term was presented in the main text: ∂ n = −nf . The second term, by construction of the linear response and using the definition of the dressing operator as presented in the main text is ∂ µ l,r;µ = ±h dr . With this:
Comparing to (S19) (equivalent to Eq. (9) in the main text), we obtain
Thus to first order, the µ-modification of the state as per the linear response described above, is equivalent to the λ-modification introduced in the main text, Eq. (9) . Following the same procedure, starting with a λ-modified state n(θ; λ) and applying a µ-modification of it, we obtain
Recall from the previous section that (S19) -specifying λ-derivatives -can be used to find the cumulants from Eq. (10) (main text). Since (S31) says that the linear response in µ (that is, the µ-derivative at µ = 0), reproduces the first λ-derivative, this implies that linear response can be used, in principle, to reproduce all cumulants. The full procedure would then be as follows. Start with a state n(θ), then µ-modify it, n µ (θ), and construct the state n (1) (θ; λ) = n(θ) + λ∂ µ n µ (θ)
µ=0
. Next, µ-modify this state, and repeat the construction, n (2) (θ; λ) =
. Repeating up to n (j) (θ; λ), the result reproduces all cumulants up to c j .
Crucially, it is not true that expanding n µ (θ) to the j th order in µ would reproduce the cumulants. The higher powers of µ in the linear response formulation are not related to the transport cumulants. However, via the above procedure, the linear response is indeed equivalent to (S19) since it is capable of exploring the space close to any fix λ, via a small shift in the initial charge; linear response can be used to calculate all cumulants. For the full SCGF, though, ones needs to provide information far from λ = 0, away from the reach of linear response.
V. THE HARD ROD GAS AND ITS THERMAL DISTRIBUTION
The hard rod (HR) gas provides a simple model in which to test our results. We explain how to generate the inputs for the theoretical predictions of c 1 , c 2 , c 3 and c 4 used in Fig. 2 of the main text.
To obtain the theoretical values for the cumulants, the following are required: the conserved quantity h(θ); occupation function n(θ) and related pseudoenergy (θ) and particle density ρ p (θ); the dressing operation; the effective velocity v eff (θ); and the statistical factor f (θ), where θ is the velocity and we take unit mass. As stated in the main text, in the HR gas the differential scattering amplitude is given by ϕ(θ, α) = −a where a is the rod length. The constant interaction term simplifies the dressing operation (see main text), giving
This produces further simplifications of
. Also, in the HR gas f (θ; λ) = 1 (it is independent of the state) and
as this is a gas of classical particles with free energy function F( ) = e − . The particle density ρ p = n(p ) dr /(2π), using p (θ) = 1 and (S32), is easily shown to be
Since the differential scattering phase is constant, in the HR gas, the pseudoenergy can be expressed as (θ) = w(θ)+z, where the constant z satisfies
The equation for z is solved using the Lambert-W function as z = W (ad). For the particular situation of interest, we are concerned with energy currents so h(θ) takes the simple form of θ 2 /2. A result of [8] provides the exact expression of n(θ) for the HR gas in the steady state arising from the partitioning protocol, in terms of the occupation functions n l (θ) and n r (θ) in the initial left and right baths of the protocol. Here, the initial state is fixed using two boosted thermal distributions. In order to apply the result of [8] , we therefore only need to describe what form n(θ) takes for thermal distributions in the HR gas (Galilean boosting is simply a shift of θ). In order to obtain a thermal distribution in the HR gas, one may naively assume that fixing the source term w(θ) of the pseudoenergy, (S28), to be Gaussian is sufficient. However we show that for truly thermal distributions, the starting rod density per unit length must also be fixed in a particular way.
In order to fix a thermal state we choose a thermal source term defined by w (th) (θ) = βθ 2 /2. It is now clear that setting a thermal source term will effect the particle density. The thermal d (th) is a Gaussian integral giving d (th) = 1/ √ 2πβ. This is used to find (th) = βθ 2 /2 + W (ad (th) ). Then using n(θ) = e − (θ) with (S35),
This is how the initial thermal densities are constructed for the Monte Carlo simulation of the hard rod gas. Since we investigate boosted thermal distributions, we used such Gaussian distributions with non-zero means: the above details remain unaffected other than in the final equality θ → θ − µ.
VI. MONTE CARLO DETAILS
We describe in detail the Monte Carlo procedure used to obtain c 2 , c 3 and c 4 for the HR gas in the partitioning protocol used in Fig. 2 of the main text. In the partitioning protocol the system is split into two halves where each is defined by different boosted thermal distributions for the left and right side of the partition (see V above). This distribution defines both the rod velocities, through sampling from a Gaussian distribution, and the rod densities, through (S37). On the left side of the partition we used a Gaussian with a mean of 8 and standard deviation of 15, on the right a mean of -3 and standard deviation of 10. The initial length scale in the system is defined by the distance between the left most rod of the left partition and the right most rod on the right partition. To ensure we study a system where interactions are important while also avoiding packing the rods too densely we enforce the initial length to be half populated by rods, taking into account rod lengths. It is easy to show that the initial length scale and the rod length are uniquely determined by the choice of particle number, left/right Gaussian parameters and the constraint the initial length scale is half filled with rods. We used 10 5 particles in our simulation. We stress again that all the stochasticity is contained within the initial conditions as the initial rod velocities are randomly drawn from the Gaussian distributions defined above. For a given realisation of initial velocities we count the total amount of energy that passes through the midpoint of the system during a long time t. To gain statistics on the energy flow we allow multiple realisations of initial particle velocities and record the total energy flow for each. From the data collected the scaled cumulants can be determined.
VII. NUMERICAL EVIDENCE OF FLUCTUATION RELATIONS
We provide strong numerical evidence that the SCGF given in Eq. (10) of the main text satisfies fluctuation relations (FRs). Recall from (4) of the main text, and the discussion below it, that in our set-up FRs take the form F (λ) = F (β l − β r − λ) where β l and β r are the left and right temperatures in the partitioning protocol. Thus the FRs are exposed by a symmetry in the plot of the SCGF at the point (β l − β r )/2. We stress that the figures in this section are not produced via Monte Carlo simulations but rather represent numerical solutions for Eq. (10) (main text) under different parameters. In Fig. S1 we plot the SCGF for the Lieb-Liniger (LL) model with different temperatures whilst keeping the LL interaction strength, c, constant. Fig. S2 displays the results of varying the interaction strength of the LL model while maintaining the same temperatures. In order to be complete, Fig. S3 shows HR model specific results where we use similar parameters as for the previous plots. In all cases the symmetry is prominent which provides the strong numerical evidence that our exact SCGF formula does indeed satisfy FRs. 
