Abstract. One of the challenging tasks in predicting near-source ground motion for fu-4 ture earthquakes is to anticipate the spatio-temporal evolution of the rupture process.
Introduction
The region close to active earthquake faults is the most challenging to deal with in terms of seismic hazard as- 
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Despite an increasing number of strong motion recordings 33 in recent years, observations for the very near-source re-34 gion are still scarce, in particular for large earthquakes.
35
Inferring the details of the source-rupture process and its 36 effects on the resulting near-source motions is therefore 37 strongly limited by the available data; this is even more 
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We point out that we also fix fracture energy for sim- To single out the effects of the heterogeneity in shear stress, we restrict the rest of our model to relative sim-plicity. We consider a planar fault embedded in a homogeneous, elastic full space. This setting can be treated numerically very efficiently with a boundary integral method. The dynamic rupture calculations presented here are performed using a spectral boundary integral method coded by Dunham [2005] , following the methodology of Geubelle and Rice [1995] . The fault is rectangular and slip on the fault is governed by a linear slip-weakening friction law (Figure 1 ). The critical slip-weakening distance D c is assumed to be uniform over the whole fault, as are the static yield strength τ s and frictional sliding strength τ d . By fixing D c in the slip-weakening model, along with constant strength drop τ s − τ d , we constrain fracture energy G c and hence seismic radiation to values roughly consistent for moderatesize to large earthquakes (M W ≈ 6.4 -6.8), representing a magnitude range particularly important for near-source seismic hazard. In contrast, small earthquakes generated via this approach will be characterized by relatively high fracture energy, resulting in rather low seismic radiation in the higher frequency range. However, since we focus on studying earthquake dynamics for seismic hazard applications, we deliberately accept the limitations our current modeling strategy places on the smaller magnitude events. There is no free surface, but the fault is surrounded by unbreakable barriers on all sides, which are modeled by setting τs to a practically unreachable value. Following Ampuero et al. [2006] we adopt a spectral description of initial shear stress as a self-affine correlated random field with a power-law decay at high wave numbers. In the wave-number domain the stress field is constrained to a two-dimensional amplitude spectrum τ (k), where k = k x 2 + k z 2 and k x , k z are the wave-number components in the x and z directions, respectively. In particular, the spectrum has a plateau below a given corner wavenumber k c , while above k c the decay is governed by the Hurst exponent H [e. g. Voss, 1988; Mai and Beroza, 2002] :
(1)
Loading and nucleation
In our modeling approach, we assume that tectonic loading occurs as uniformly increasing shear stress, raising the initial stress field to a critical state, i. e. to a stress state where any further loading leads to dynamic rupture propagation. In this context "dynamic" refers to propagation not driven by tectonic loading anymore, but by the stress changes induced by the propagating rupture itself. We further assume that nucleation can be accurately described as a quasi-static process, also governed by linear slip-weakening. This case has been studied analytically for 2D in-plane and anti-plane ruptures by several researchers [e. g. Campillo and Ionescu, 1997; Uenishi and Rice, 2003] . One remarkable result of the analysis by Uenishi and Rice [2003] is the existence of a critical nucleation length, which depends only on the material properties and the slope of the friction law, but not on the particular shape of the stress function. For the in-plane fracture mode this length is given by
where µ and ν are the shear modulus and Poisson ra- 1. The Hurst exponent H, which controls the high wavenumber falloff of the stress spectrum. It is related to the fractal dimension D by D = E +1−H, where E is the Euclidean dimension, and hence for our 2D-distributions D = 3 − H. We consider H = 0, 0.5, 1, equivalent to
This is the same range as discussed by 
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We cover a wider range by varying this ratio from roughly 4. In addition, it proves insightful to consider a quantity describing the average stress level at the critical stress state in relation to the total strength drop. We use the non-dimensional ratio of average available stress drop to total strength dropτ
where the angle brackets denote averaging across the 295 fault plane. 
Properties of the dynamic rupture process
Let us now examine the characteristics of nucleation, propagation and arrest for more than 400 dynamic rup- is defined as the amount of stress which has to be added uniformly to reach the critical stress state (see section 2.2 and Appendix A), starting from a stress state at which the maximum of the shear stress coincides with the yield strength. We expect to see a dependence of the critical load on the ratio a ν /a c . The smaller the nucleation length a ν is in relation to the correlation length ac, the less loading is expected to be necessary. For aν ≤ ac we empirically find the critical load ∆τ ∞ c to depend on the ratio aν /ac as:
In addition, the critical load scales linearly with the stan- 
Triggering Patch
As mentioned in section 2.2, the ruptures in our sim- 
Initiation of Rupture
After triggering by the "initial kick" of the stress increment in the triggering patch (see Appendix A), slip velocities remain at rather low levels (< 0.001 m/s) for some time during which the size of the slipping region does not change much. Eventually an exponential increase in slip velocity marks the transition to fast dynamic propagation. Figure 6a illustrates this exponential seismic nucleation phase (moment rateṀ 0 (t) ∝ exp(s m t)) predicted by Campillo and Ionescu [1997] and Ampuero et al. [2002] and thoroughly discussed in 2D by Ampuero and Vilotte [2006] . The characteristic frequency s m of this phase is a robust and observable attribute directly related to a frictional property: It is proportional to the slip weakening rate W :
This attribute can be measured from the initial stages of the waveforms in the same way as the dominant frequency ω i defined by Allen and Kanamori [2003] or Olson and Allen [2005] for their early warning system strategy ( Figure 6b ). The dominant frequency ω i at time step i of our numerical simulation can be defined by
where V i and A i are the squared moment rate and moment acceleration smoothed by a first-order Butterworth filter with cut-off frequency f * . In recursive form:
where α = 1 − f * ∆t with time stepping interval ∆t.
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We take f * = 1 Hz after Allen and Kanamori [2003] .
Shortly after slip has reached D c , the dominant frequency have been inferred for real earthquakes [Heaton, 1990] .
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Interestingly, all seven earthquake source models cited by 3D model are included in Figure 9 (labeled "circular").
484
The model slightly underpredicts the rupture area below 
Moment Rate Spectra
From our simulations we can readily extract time histories of the total moment release rate. Some examples of moment-rate functions for different events are shown in Figure 12 . We calculate Fourier amplitude spectra of the moment-rate functions which were all zero-padded to 2 13 = 8192 samples to enhance frequency resolution. From the spectra we obtain their corner frequency fc and falloff exponent n using the expression [e. g. Abercrombie, 1995]
and solving for the best fitting set of Ω 0 , f c and n. For n = 2 this expression is the spectral shape proposed by Brune [1970] . Fitting is performed in a least squares sense on the logarithm values of the spectrum to reduce biasing by the large values at low frequencies. The fitting range was restricted to frequencies between zero and
where ∆x is the spatial grid sampling and v s is the shear-536 wave velocity of the medium. Numerical noise is clearly 537 observed in most cases for frequencies larger than 9 Hz, so 538 we are confident that the fitting procedure is not biased 539 by these high-frequency oscillations. Figure 13 shows 540 amplitude spectra of the example moment-rate functions 541 from Figure 12 plus the corresponding fitted spectra.
542
In all cases the plateau value Ω 0 of the spectrum obtained 
Hypocenter Location and Slip Distribution
In general, the distributions of final slip in our simula-
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tions reflect the heterogeneity of the initial shear stress.
624
In 
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Employing this procedure iteratively, we finally obtain 1133 the smallest load that still leads to sustained rupture, i. e.
1134
an approximated value of the critical load ∆τ ∞ c . Using 1135 this critical load we go through steps 2 -4 of the above procedure to obtain the critical state of the stress field.
in the dynamic rupture computation on the entire fault.
Rupture in this whole fault dynamic simulation is trig-gered by the small increment τ trig above yield stress inside the triggering patch.
We test the scheme described above, first for one of the 3D cases treated analytically by Uenishi and Rice [2004] . The stress function is pure shear in the in-plane direction (x) and is given by of the critical elliptical radii ae and be: is overestimated by a factor of 1155 about 2. This is due to the fact that our approximation on fracture mechanics concepts and is largely inspired by the work of Dyskin [1999] . It extends to 3D the dis-cussion presented by Ampuero et al. [2006] . A number simulations ( Figure 9 ).
The evolution of a slip-weakening crack with a relatively small process zone can be fairly well described by the Griffith criterion and small-scale-yielding fracture mechanics. Upon arrest, the dynamic stress intensity factor K shows damped oscillations around its static value, generated by multiple wave diffractions along the rupture front. In a rough approximation, the final earthquake size is given by the following arrest criterion (e. g. in the mode II direction):
where K 0 is the static stress intensity factor and fracture energy is given by
Realistic rupture fronts have complicated geometry, but for the sake of mathematical tractability we employ the expression of K 0 for circular mode I cracks. This approximation is justified by our interest in statistically averaged properties arising from isotropic stress drop distributions, and by considering the anisotropy of the shear modes as a second order effect. For a crack of radius a and a heterogeneous stress drop ∆τ , it is given in cylindrical coordinates (r, θ) by Lai et al. [2002 [ ], after Fabrikant [1989 , as
Clearly K 0 fluctuates along the crack rim, but we will assume that the arrest condition can be applied to the average stress intensity factor
which can be simplified to:
To estimate the average event-size we first compute K0(a) by numerical integration of equation (B4) with an ensemble-averaged ∆τ (ρ, θ) obtained by averaging 10,000 realizations of the stress field aligned on their nucleation point (or, approximately, on their maxima). We then apply the arrest criterion (B1) to estimate the final radius a. Figure 9 shows a satisfactory comparison between this approach (open circles), the dynamic simulations based on the ensemble-averaged stress (black triangles) and the average trends of the dynamic simulations based on individual realizations of the stress field. In the remainder of this appendix we quantify analytically the conditions for the earthquake-size transition.
A crack that has grown considerably larger than the correlation length of the heterogeneous stress field can be modeled by a crack subjected to uniform loading by the average stress drop ∆τ plus a pair of concentrated forces F representing the excess of stress drop in the nucleation area. We can obtain F numerically from our ensemble-averaged stress field (average of 10,000 realizations, aligned at maxima) as
Alternatively, if we assume a c a ν , the shape of the mean stress field can be approximated by the autocorrelation function of stress C, normalized by std 2 , and we can write:
where ∆τ (0) is the stress drop at the hypocenter. Defining the integral above as c(H) ac 2 , with c(H) being dimensionless, and again using ac aν to assume ∆τ (0) ≈ τs − τ d , we can write
For the circular mode I crack with radius a the average stress intensity factor resulting from F and ∆τ is:
The two terms in (B8) have competing contributions, the first decreases whereas the second increases as a function of a. We find that K0 reaches a minimum
at the radius
For a stable equilibrium crack to exist we need
which yields the following condition:
Combining with (B7) the condition above can be written in terms of ∆τ as
When (B13) is violated the fault tends to generate runaway ruptures. Introducing the nucleation half-length of an in-plane rupture
it can then be shown that the critical ∆τ c and a min are respectively given by: 
Here, Σ is the fault plane and Σ(t) is the ruptured fault respectively; and ∆u and ∆u are slip and slip velocity.
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The effective fracture energy is γ eff and t 0 and t 1 are 1210 times before and after the earthquake.
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Since the slip velocity ∆u is zero outside the currently Ruptured area for all simulations with H = 1 and a c = 5 km, plotted versus average stress level τ 0 , which was varied by changing the standard deviation of the initial stress. Rupture area is normalized by fault size. Black triangles represent runs where the initial stress is the mean of 10,000 individual realizations, aligned at their stress maximum. For these averaged stress functions the sharp transition from small to system-wide ruptures is clearly visible. White circles indicate predictions for the mean stress fields of a simplified model assuming circular mode I cracks. 19 Nm. This change in scaling is partially due to enhanced radiation, when rupture is stopped abruptly at the fixed fault boundaries. 
