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Abstract
Recently, the minimization of a sum of two convex functions has received considerable interest in a variational image restoration model. In this paper, we propose a general algorithmic framework for solving a separable convex minimization problem from the point of view of fixed point algorithms based on proximity operators (Moreau 1962 ) and obtain a scheme with a closed-form solution for each iteration. Using the firmly nonexpansive properties of the proximity operator and with the help of a special norm over a product space, we achieve the convergence of the proposed PDFP 2 O κ algorithm. Moreover, under some stronger assumptions, we can prove the global linear convergence of the proposed algorithm. We also give the connection of the proposed algorithm with other existing firstorder methods. Finally, we illustrate the efficiency of PDFP 2 O κ through some numerical examples on image supper-resolution, computerized tomographic reconstruction and parallel magnetic resonance imaging. Generally speaking, our method PDFP 2 O (κ = 0) is comparable with other state-of-the-art methods in numerical performance, while it has some advantages on parameter selection in real applications.
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Introduction
This paper is devoted to designing and discussing an efficient algorithmic framework for minimizing the sum of two proper lower semi-continuous convex functions, i.e.
x * = arg min
where f 1 ∈ 0 (R m ), f 2 ∈ 0 (R n ) and f 2 is differentiable on R n with a 1/β-Lipschitz continuous gradient for some β ∈ (0, +∞) and B : R n → R m a linear transform. This parameter β is related to the convergence conditions of algorithms 3-5 presented in the following section. Here and in what follows, for a real Hilbert space X , 0 (X ) denotes the collection of all proper lower semi-continuous convex functions from X to (−∞, +∞]. Despite its simplicity, many problems in image processing can be formulated in the form of (1.1). For instance, the following variational sparse recovery models are often considered in image restoration and medical image reconstruction:
where · 2 denotes the usual Euclidean norm for a vector, A is a p × n matrix representing a linear transform, b ∈ R p and μ > 0 is the regularization parameter. The term Bx 1 is the usual 1 -based regularization in order to promote sparsity under the transform B. For example, for the well-known Rudin-Osher-Fatemi (ROF) model [30] Bx 1 represents the total-variation semi-norm which aims to recover piecewise constant images, with B being a 2n × n discrete differential matrix (cf [16, 24] ). More precisely, Bx 1 and Bx 1,2 are for anisotropic total variation and isotropic total variation, respectively, and here we simply write them as Bx 1 . Problem (1.2) can be expressed in the form of (1.1) by setting f 1 = μ · 1 and f 2 (x) = One of the main difficulties in solving it is that f 1 is non-differentiable. The case often occurs in many problems we are interested in.
Another general problem often considered in the literature takes the following form:
where f , h ∈ 0 (X ) and h is differentiable on X with a 1/β-Lipschitz continuous gradient for some β ∈ (0, +∞). Problem (1.1), which we are interested in this paper, can be viewed as a special case of problem (1.3) for X = R n and f = f 1 • B, h = f 2 . On the other hand, we can also consider that problem (1.3) is a special case of problem (1.1) for X = R n , f 2 = h, f 1 = f and B = I, where I denotes the usual identity operator. For problem (1.3), Combettes and Wajs proposed in [12] a proximal forward-backward splitting (PFBS) algorithm, i.e.
x k+1 = prox γ f (x k − γ ∇h(x k )), (1.4) where 0 < γ < 2β is a stepsize parameter, and the operator prox f is defined by
called the proximity operator of f . Note that this type of splitting method was originally studied in [23, 28] for solving partial differential equations, and the notion of proximity operators was first introduced by Moreau in [25] as a generalization of projection operators. The iteration (1.4) consists of two sequential steps. The first performs a forward (explicit) step involving the evaluation of the gradient of h; then the other performs a backward (implicit) step involving f . This numerical scheme is very simple and efficient when the proximity operator used in the second step can be carried out efficiently. For example, when f = · 1 for sparse regularization, the proximity operator prox γ f (x) can be written as the famous componentwise soft-thresholding (also known as a shrinkage) operation. However, the proximity operators for the general form f = f 1 • B as in (1.1) do not have an explicit expression, leading to the numerical solution of a difficult subproblem. In fact, the subproblem of (1.2) is prox μ · 1 •B (b) and often formulated as the ROF denoising problem: 5) where b ∈ R n denotes a corrupted image to be denoised. In recent years, many splitting methods have been designed to solve the last subproblem in order to take advantage of the efficiency of the soft-thresholding operator. For example, Goldstein and Osher proposed in [18] a splitting algorithm based on the Bregman iteration, namely the split Bregman, to implement the action of prox f 1 •B , in particular for total variation minimization. This algorithm has shown to be very efficient and useful for a large class of convex separable programming problems. Theoretically, it is shown to be equivalent to the Douglas-Rachford splitting algorithm (see [31, 14] ) and alternating direction of multiplier method (ADMM, see [15, 7] ), and the convergence was then analyzed based on such equivalence. The split Bregman proposed in [18] is also designed to solve the convex separable problem (1.1). In particular, for the variational model (1.2), the subproblem involves solving a quadratic minimization, which sometimes can be time consuming. To overcome this, a primal-dual inexact split Uzawa method was proposed in [35] to maximally decouple the subproblems so that each iteration step is precise and explicit. In [16, 9] , more theoretical analysis on the variants of the primal-dual-type method and the connection with existing methods were examined to bridge the gap between different types of methods. Also, the convergence of ADMM was further analyzed in [19] based on proximal point algorithm (PPA) formulation.
In this paper, we will follow a different point of view. In [24] , Micchelli-Shen-Xu designed an algorithm called FP 2 O to solve prox f 1 •B (x). We aim to extend FP 2 O to solve the general problem (1.1) with a maximally decoupled iteration scheme. One obvious advantage of the proposed scheme is that it is very easy for parallel implementation. Then, we will show that the proposed algorithm is convergent in a general setting. Under some assumptions of the convex function f 2 and the linear transform B, we can further prove the linear convergence rate of the method under the framework of fixed point iteration. Note that most of the existing works based on ADMM have shown a sub-linear convergence rate O(1/k) on the objective function and O(1/k 2 ) on the accelerated version, where k is the iteration number. Recently, in [19] , the ergodic and non-ergodic convergence on the difference of two sequential primal-dual sequences were analyzed. In this paper, we will prove the convergence rate of the iterations directly from the point of view of fixed point theory under some common assumptions. We note that, during the preparation of this paper, Deng and Yin [13] also considered the global linear convergence of the ADMM and its variants based on similar assumptions. In addition, we will reformulate our fixed point type of methods and show their connections with some existing first-order methods for (1.1) and (1.2).
The rest of the paper is organized as follows. In section 2, we recall the fixed point algorithm FP 2 O and some related works and then deduce the proposed PDFP 2 O algorithm and its extension PDFP 2 O κ from our intuitions. In section 3, we first deduce PDFP 2 O κ again in the setting of fixed point iteration; we then establish its convergence under a general setting and the convergence rate under some stronger assumptions on f 2 and B. In section 4, we give the equivalent form of PDFP 2 O, and the relationships and differences with other first-order algorithms. In section 5, we show the numerical performance and efficiency of PDFP 2 O κ through some examples on image super-resolution, tomographic reconstruction and parallel magnetic resonance imaging (pMRI). In the final section, we give a discussion and some perspectives on our method and other state-of-the-art methods frequently used in image restoration.
Fixed point algorithms
Similar to the fixed point algorithm on the dual for the ROF denoising model (1.5) proposed by Chambolle [8] , Micchelli et al proposed an algorithm called FP 2 O in [24] to solve the proximity operator prox f 1 •B (b) for b ∈ R n , especially for the total-variation-based image denoising. Let λ max (BB T ) be the largest eigenvalue of BB T . For 0 < λ < 2/λ max (BB T ), we define the operator Step 1:
Step 2: calculate v * , which is the fixed point of H,
The key technique to obtain the FP 2 O scheme relies on the relation of the subdifferential of a convex function and its proximity operator, as described in the result (3.1). An advantage of FP 2 O is that its iteration does not require solving the subproblem and the convergence is analyzed in the classical framework of the fixed point iteration. This algorithm has been extended in [2, 10] to solve
where Q ∈ M n , with M n being the collection of all symmetric positive definite n × n matrices, b ∈ R n . Define
Then, the corresponding algorithm is given below, called algorithm 2, which can be viewed as a fixed point algorithm based on the inverse matrix and proximity operator or FP 2 O based on the inverse matrix (IFP 2 O). Here the matrix Q is assumed to be invertible and the inverse can be easily calculated, which is unfortunately not the case in most of the applications in imaging science. Moreover, there is no theoretical guarantee of convergence if the linear system is only solved approximately. Step 1:
Further, the authors in [2] combined PFBS and FP 2 O for solving problem (1.1), for which we call PFBS_FP 2 O (cf algorithm 3 below). Precisely speaking, at step k in PFBS, after one forward iteration 
Then x k+1 is given by setting
. The acceleration combining with the Nesterov method [17, 26, 32, 33] was also considered in [2] .
We note that algorithm 3 involves inner and outer iterations, and it is often problematic to set the appropriate inner stopping conditions to balance computational time and precision. In our algorithm developed later on, instead of using many number of inner fixed point iterations for solving prox γ f 1 •B (x), we use only one inner fixed point iteration. Step 1: set x 0 ∈ R n , 0 < γ < 2β.
Step 2: for k = 0, 1, 2, . . .
A very natural idea is to take the numerical solution v k of the fixed point of H x (k−1)+1/2 as the initial value, and only perform one iteration for solving the fixed point of H x k+1/2 ; then we can obtain the following iteration scheme:
2a)
2b) which produces our proposed method algorithm 4, described below. This algorithm can also be deduced from the fixed point formulation, whose detail we will give in the following section. On the other hand, since x is the primal variable related to (1.1), it is very natural to ask what role the variable v plays in our algorithm. After a thorough study, we find out as given in section 4.1 that v is actually the dual variable of the primal-dual form related to (1.1). Based on these observations, we call our method a primal-dual fixed point algorithm based on the proximity operator, and abbreviate it as PDFP 2 O, inheriting the notion of 'FP 2 O' in [24] . If B = I, λ = 1, then form (2.2) is equivalent to form (1.4). So PFPS can be seen as a special case of PDFP 2 O. Also, when f 2 (x) = is easy to compute. Note that the technique of approximating the subproblem by only one iteration is also proposed in a primal-dual inexact Uzawa framework in [35] . We will show the connection to this algorithm and other ones in section 4.
Algorithm 4
Primal-dual fixed point algorithm based on proximity operator, PDFP 2 O.
Step 1:
Borrowing the fixed point formulation of PDFP 2 O, we can introduce a relaxation parameter κ ∈ [0, 1) to obtain algorithm 5, which is exactly a Picard method with parameters.
It is easy to show from the above definitions that a firmly nonexpansive operator T is nonexpansive. 
Furthermore, if f has 1/β-Lipschitz continuous gradient, then
Proof. The first result is nothing but proposition 2.6 of [24] . If f has 1/β-Lipschitz continuous gradient, we have from [12] that β∇ f is firmly nonexpansive, which implies (3.2) readily. Now, we are ready to obtain a fixed point formulation for the solution of problem (1.1) and discuss the convergence of PDFP 2 O κ . To this end, for any two positive numbers λ and γ , define
and 
In other words, u
Proof. By the first-order optimality condition of problem (1.1), we have
Moreover, it follows from result (3.1) that (3.6) is equivalent to
Inserting (3.7) into (3.8) gives
This shows v
, then we can derive that x * satisfies the first-order optimality condition of (1.1). Therefore, we conclude that x * is a minimizer of (1.1).
In the following, we will show that the algorithm PDFP 2 O κ is a Picard method related to the operator T κ . Proof. According to the definitions in (3.3)-(3.5), the component form of u k+1 = T (u k ) can be expressed as
Therefore, the iteration u k+1 = T (u k ) is equivalent to (2.2). Employing the similar argument, we can obtain the conclusion for general T κ with κ ∈ [0, 1).
Remark 3.1. From the last result, we find out that algorithm PDFP 2 O κ can also be obtained in the setting of fixed point iteration immediately.
For the convergence analysis for PDFP 2 O κ , we will first prove a key inequality for general cases (cf equation (3.13) ). Denote
, M is a symmetric positive semi-definite matrix, so we can define the semi-norm
We can easily see that · λ is a norm over the produce space R m × R n whenever λ > 0.
Theorem 3.3. For any two elements u
is a firmly nonexpansive operator. This together with (3.3), (3.9) and (3.10) yields
(3.14) It follows from (3.4), (3.9), (3.10) and (3.11) that
(3.15) Observing the definitions in (3.5) and (3.9)-(3.12), we have by (3.14)-(3.15)
Using the definition in (3.9) and estimate (3.2), we know
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(3.17) By the definitions in (3.10) and (3.11),
(3.18) Recalling the definition in (3.12), we easily know that (3.13) is a direct consequence of (3.16)-(3.18).
From theorem 3.3, we can derive the following result.
Since T is nonexpansive, we are able to show the convergence of PDFP 2 O κ for κ ∈ (0, 1), in view of lemma 3.3.
to a fixed point of T and {x k } converges to a solution of problem (1.1).
Proof. In view of theorem 3.2, we know u k+1 = T κ (u k ), so {u k } is the Picard sequence of T κ . By assumption, problem (1.1) has a solution, and hence operator T has a fixed point from theorem 3.1. According to corollary 3.1, T is nonexpansive. Therefore, by letting S = R m , we find from lemma 3.3 that {u k } converges to a fixed point of T for κ ∈ (0, 1). With this result in mind, {x k } converges to a solution of problem (1.1) from theorem 3.1. Now, let us proceed with the convergence analysis of PDFP 2 O using some novel technique. 
Summing (3.19) over k from 0 to +∞ gives
which together with 0 < γ < 2β implies
By the definitions in (3.10) and (3.11),
, which when combined with (3.21) and (3.22) gives
On the other hand, from (3.7) we have
and from (2.2b)
Hence,
Now, using (3.20) and (3.21) we immediately obtain
By the definition in (3.12) and (3.23)-(3.24),
From (3.19), we know that the sequence { u k − u * λ } is non-increasing, so the sequence {u k } is bounded and there exists a convergent subsequence {u k j } such that
for some u * ∈ R m × R n . Next, let us show that u * is a fixed point of T . In fact,
which, in conjunction with (3.25) and (3.26), leads to
The operator T is continuous since it is nonexpansive, so it follows from (3.26) and (3.27 ) that u * is a fixed point of T . Moreover, we know that { u k − u * λ } is non-increasing for any fixed point u * of T . In particular, by choosing u * = u * , we see that { u k − u * λ } is non-increasing. Combining this and (3.26) yields
we find from theorem 3.1 that x * is the solution of problem (1.1).
As a consequence of the above theorem, we can achieve the convergence of FP 2 O for κ = 0 even when BB T is singular, for which no convergence is available from theorem 3.12 of [24] .
Then the sequence {v k } converges to the fixed point of H(see (2.1) ), the sequence {x k } converges to the solution of problem (1.1) with
Linear convergence rate for special cases
In this section, we will give some stronger theoretical results about the convergence rate in some special cases. For this, we present the following condition.
Condition 3.1. For any two real numbers λ and γ satisfying that 0 < γ < 2β and
where g(x) is given in (3.9) .
Remark 3.2.
If B has full row rank, f 2 is strongly convex, i.e. there exists some σ > 0 such that
for all x, y ∈ R n , (3.28) then this condition can be satisfied. In fact, when B has a full row rank, we can choose
where λ min (BB T ) denotes the smallest eigenvalue of BB T . In this case, η 2 1 takes its minimum
On the other hand, since f 2 has 1/β-Lipschitz continuous gradient and is strongly convex, it follows from (3.2) and (3.28) that
Hence we can choose
In particular, if we choose γ = β, then η 2 takes its minimum in the present form: 
Despite most of our interesting problems not belonging to these special cases, and there will be more efficient algorithms if condition 3.1 is satisfied, the following results still have some theoretical values where the best performance of PDFP 2 O κ can be achieved. First of all, we show that T κ is contractive under condition 3.1. (3.5) and
Theorem 3.6. Suppose condition 3.1 holds true. Let the operator T be given in
Proof. Let η = max{η 1 , η 2 }. It is clear that 0 η 1. Then, owing to the condition 3.1, for all
from which, (3.12) and (3.16) it follows that
On the other hand, it is easy to check from the last estimate and the triangle inequality that (3.5) and 
) and η = max{η 1 , η 2 }, with η 1 and η 2 given in condition 3.1.
Proof. Since the operator T κ is contractive, by the Banach contraction mapping theorem, it has a unique fixed point, denoted by u
. It is obvious that T κ has the same fixed points as T , so x * is the unique solution of problem (1.1) from theorem 3.1. Moreover, it is routine that the sequence {u k } converges to u * . On the other hand, it follows from theorem 3.6 that
So for all 0 < l ∈ N,
which immediately implies
by letting l → +∞. The desired estimate (3.29) is then obtained.
2) is equivalent to form (1.4), so as a special case of theorem 3.7, we can obtain the convergence rate for PFBS. 
Let {x k } be a sequence generated by PFBS and x * be the solution of problem (
As a conclusion of theorem 3.7, we can also obtain the convergence rate of FP 2 O for κ = 0 under the assumption I − λBB T < 1. 
Connections to other algorithms
We will further investigate the proposed algorithm PDFP 2 O from the perspective of primaldual forms and establish the connections to other existing methods.
Primal-dual and proximal point algorithms
For problem (1.1), we can write its primal-dual form using the Fenchel duality [29] as
where f * 1 is the convex conjugate function of f 1 defined by
By introducing a new intermediate variable y k+1 , equations (2.2) are reformulated as
According to Moreau decomposition (see equation (2.21) in [12] ), for all v ∈ R m , we have
from which we know
In terms of the saddle point formulation (4.1), we have by a direct manipulation that
Hence, (4.3) can be expressed as
From (4.3a) and (4.3c), we can find out that
Then equation (4.4b) becomes
where M = 1 − λBB T . Together with (4.4c), the iterations (4.4) are 
Thus the proposed algorithm can be interpreted as an inexact Uzawa method [3] applied on the dual formulation. Compared to the classical Uzawa method, (4.5) is more implicit since the update of v k+1 involves x k+1 and a proximal point iteration matrix M is used. This leads to a close connection with a class of primal-dual method studied in [35, 16, 9, 19] . For example, in [9] , Chambolle and Pock proposed the following scheme for solving (4.1):
where σ, τ > 0, θ ∈ [0, 1] is a parameter. For θ = 0, we can obtain the classical ArrowHurwicz-Uzawa (AHU) method in [3] . The convergence of AHU with very small step length is shown in [16] . Under some assumptions on f * 1 or strong convexity of f 2 , global convergence of the primal-dual gap can also be shown with specific chosen adaptive steplength [9] . Note that in the case of the ROF model, Chan and Zhu proposed in [36] a clever adaptive step lengths σ and τ for acceleration, and recently the convergence was shown in [6] .
According to equation (4.3), using the relation prox λ
, and changing the order of these equations, we know that PDFP 2 O is equivalent to
Let σ = λ/γ , τ = γ , then we can see that equations (4.6b) and (4.6c) are approximated by two explicit steps (4.7b)-(4.7c). In summary, we list the comparisons of CP for θ = 1 with the fixed step length and PDFP 2 O in table 1.
Note that by introducing the proximal iteration norm through the matrix I − γ A T A ∈ M n for 0 < γ < β with β = 1/λ max (A T A), (4.8a) and (4.8c) become explicit. This is particularly useful when the inverse of A T A is not easy to obtain in most of the imaging applications, such as super-resolution, tomographic reconstruction and parallel MRI [11] . Meanwhile, it is worthwhile pointing out that the condition on γ by this formulation is stricter than theorem 3.5, where γ is required as 0 < γ < 2β for the convergence. Furthermore, if we
, then we can also easily write the algorithm in the PPA framework [19] as
We note that in [19] , the Chambolle-Pock algorithm (4.6) for θ = 1 was also rewritten in the PPA structure as (4.9) with the same F, while
In [19, 9] , a more general class of algorithms taking this form are studied. In particular, an extra extrapolation step can be applied to the algorithm (4.9) for acceleration.
Splitting type of methods
There are other types of methods which are designed to solve problem (1.1) based on the notion of an augmented Lagrangian. For simplicity, we only list these algorithms for
Among them, the alternating split Bregman (ASB) method proposed by Goldstein and Osher [18] is very popular for imaging applications. This method has been proved to be equivalent to the Douglas-Rachford method and the alternating direction of multiplier method (ADMM). In [34, 35] , based on PFBS and Bregman iteration, a split inexact Uzawa (SIU) method is proposed to maximally decouple the iterations, so that each iteration is explicit. Further analysis and connections to primal-dual methods algorithm are given in [16, 35] . In particular, it is shown that the primal-dual algorithm scheme (4.6) with θ = 1 can be interpreted as SIU.
In the following, we study the connections and differences between these two methods. ASB can be described as follows:
where ν > 0 is a parameter. The explicit SIU method proposed in the literature [35] can be described as
where δ > 0 is a parameter. We can easily see that we approximate the implicit step (4.10a) in ASB by an explicit step (4.11a) in SIU. From (4.2a) and (4.2c), we can find out a relation between y k and x k , given by
Then eliminating x k , PDFP 2 O can be expressed as
By introducing the splitting variable d k+1 in (4.12b), (4.12) can be further expressed as 
. By changing the order and letting γ = δ, λ = δν, (4.13) becomes
We can easily see that equation (4.10a) in ASB is approximated by (4.14a). Although it seems that PDFP 2 O requires more computation in (4.14a) than SIU in (4.11a), PDFP 2 O has the same computation cost as that of SIU if the iterations are implemented cleverly. For the reason of comparison, we can change the variable y k to x k in (4.14). Table 2 gives the summarized comparisons among ASB, SIU and PDFP 2 O. We note that the only difference of SIU and PDFP 2 O is in the first step. As two algorithms converge, the algorithm PDFP 2 O behaves asymptotically the same as SIU since d k − Bx k converges to 0. The parameters δ and ν satisfy respectively different conditions to ensure the convergence.
Numerical experiments
In this section, we illustrate the numerical performance of PDFP 2 O κ for κ ∈ [0, 1) through three applications: image super-resolution, computerized tomography (CT) reconstruction and pMRI. Both the first two applications can be described as problem (1.2), where A is a linear operator representing the subsampling and tomographic projection operator respectively. In pMRI, 1 2 Ax − b , and a detailed description will be given in section 5.3. Here, we use the total variation as the regularization functional, where the operator B : R n → R 2n is a discrete gradient operator. Furthermore, the isotropic definition is adopted, i.e. f 1 (w) = μ w 1,2 , for all w = (w 1 , . . . , w n , w n+1 , . . . , w 2n ) T ∈ R 2n ,
For the implementation of PDFP 2 O, we use the scheme presented in algorithm 4, where we compute directly (I − prox γ λ f 1
)(w). In fact, we can deduce that (I
where Proj is the projection operator from R 2n to 2,∞ ball of radius , i.e.
(Proj (w))
In the numerical experiments, we compare our proposed algorithm PDFP 2 O with the three methods: ASB (cf (4.10)), CP (cf (4.6)) and SIU (cf (4.11) ). Both ASB and CP involve linear system inversion (A T A + νB T B) −1 and (I + τ A T A) −1 respectively. In the experiments, we use the conjugate gradient (CG) method for quadratic subproblems. The maximal number of CG iterations is denoted as N I and the stopping criteria are set as the residual error is less than 10 −10 . To numerically measure the convergence speed of various methods, we compute the relative error between the energy at kth outer iteration and the optimal value E. In practice, we run each method 5000 (outer iteration) steps with a large range of parameters and set the minimum of all the tests as the optimal minimum energy E. We denote
In the following, we will use (5.1) as a criterion to compare the performance among ASB, CP, SIU and PDFP 2 O. To guarantee the quality of recovered images, we also use the criterion peak signal-to-noise ratio (PSNR) 
Image super-resolution
In the numerical simulation, the subsampling operator A is implemented by taking the average of every d × d pixels and sampling the average, if a zoom-in ratio d is desired. The experiment is performed on the test image 'lena' of size 512 × 512 and the subsampling ratio is d = 4. White Gaussian noise of mean 0 and variance 1 is added to the observed low-resolution image of 128 × 128. The regularization parameter μ is set as 0.1 for the best image quality. First we show the impacts of the parameters κ, γ and λ for the proposed algorithm in figure 1 . The conditions for theoretical convergence are 0 < γ < 2β, 0 < λ 1/λ max (BB T ) and κ ∈ [0, 1) (see theorems 3.4 and 3.5). The constant β is given by 1/λ max (A T A), and the maximal eigenvalue of A T A is 1/16, so 0 < γ < 32. It is well known in total variation application that λ max (BB T ) = 8 for B being the usual gradient operator (see [16] ), and then 0 < λ 1/8. Figures 1(a) and (b) show that for most cases κ = 0 achieves the fastest convergence compared to other κ ∈ (0, 1). Thus we choose κ = 0 for the following comparison. In figures 1(c) and (d), the parameter λ has relatively smaller impact on the performance of this algorithm. We compare the results for λ = 1/5, 1/6, 1/8, 1/16, 1/32. When λ = 1/6 > 1/8, the algorithm is convergent. While for λ = 1/5, the algorithm does not appear to converge, which shows that we cannot extend the range of λ to (0, 2/λ max (BB T )) generally, as given in [24] for denoising case (see algorithm 1). Hence, we only consider 0 < λ 1/λ max (BB T ) as indicated in theorem 3.5, for which the upper bound λ = 1/8 achieves the best performance. The parameter γ has relatively larger impact for the algorithm. We test γ = 8, 16, 24, 30, 32 for κ = 0, λ = 1/8. We observe that numerically larger γ leads to a faster convergence. For this reason, we can choose γ close to 2β. As mentioned above, the optimal value E of the optimization model (1.2) for this example is obtained by taking the minimum of a large range of parameter setting on each method with 5000 iterations. The performances for each method with different parameter sets are listed in tables 3-6 for ε = 10 −i , i = 1, . . . , 6. For a given ε, the first column gives the least (outer) iteration number k such that ε k < ε, and the second column in the bracket gives the corresponding running time in second. The '−' entries indicate that the algorithm fails to drop the error below ε within a maximum number of 5000 iterations. Table 3 shows that the number of inner iteration steps N I in CG affects the speed of ASB. We highlight the best performance for each given tolerance ε. The parameter ν also plays an important role in the performance of ASB. For this example, ν = 0.01 generally gives the smallest number of iterations and the least computation time for different tolerance levels ε. For the CP algorithm, we run the tests with different σ , θ = 1 and τ = 1 8σ
according to the convergence condition in table 1. The second quadratic subproblem is solved with CG. After a simple analysis, we observe that (I + τ A T A) has only two eigenvalues (1 + τ /16) and 1; thus, this subproblem can be solved within two CG steps theoretically. Therefore we only list the results with N I = 1, 2 in table 4 for comparison, and we can see that N I = 1 has even better performance in terms of total iteration steps and computation time. For this example, σ has some impact on the performance of CP, and σ = 0.005 gives the best performance for all the tolerance levels. Similar results for the SIU algorithm is given in table 5, and a larger δ yields a better performance on respecting the convergence condition with an accordingly 'best' ν. For this example, δ = 24 and ν = 0.06 give the best performance among the tested parameter sets. We also test various γ and λ and list the results for PDFP 2 O in terms of computation time and relative error to the optimal minimum in table 6. As we observed previously, γ and λ being close to the upper bound 2β and 1/λ max (BB T ) gives a nearly optimal convergence For a given error tolerance ε, the first column in the bracket gives the first outer iteration number k such that ε k < ε, the second column in the bracket gives the corresponding run time in second and the third column in the bracket gives the corresponding PSNR. speed. Table 6 shows that γ = 24, λ = 1/8 has slightly better convergence speed, while γ = 30, λ = 1/8 can get slightly higher PSNR in the first steps, as shown in figure 1(e) . Finally, we compare the four methods with their 'optimal' parameter sets (averagely best for all the tolerance levels) in table 7. We also compare their corresponding values of PSNR to measure the recovered image quality. From table 7, we can see that PDFP 2 O is better than ASB and CP in terms of the computation time, especially for a higher accuracy level. The performance of the two explicit methods SIU and PDFP 2 O is similar. However, the choice of parameters for PDFP 2 O is relatively easier compared to SIU. Also, we point out that ASB can attain higher PSNR at the first few steps for some good choices of ν, which can be interesting in practice when a crude approximation is needed in a short time. Figure 2 shows the images recovered with the four methods for ε = 10 −4 and the images look similar as expected.
CT reconstruction
In a simplified parallel beam tomographic problem, an observed body slice is modeled as a two-dimensional function, and projections modeled by line integrals represent the total attenuation of a beam of x-rays when it traverses the object. The operator for this application can be represented by a discrete Radon transform, and the tomographic reconstruction problem is then to estimate a function from a finite number of measured line integrals (see [4] ). The standard reconstruction algorithm in clinical applications is the so-called filtered back projection (FBP) algorithm. In the presence of noise, this problem becomes difficult since the inverse of Radon transform is unbounded and ill-posed. In the literature, the model (1.2) is often used for iterative reconstruction. Here, A is the Radon transform matrix and b is the measured projections vector. Generally, the size of A is huge and it is not easy to compute the inverse directly.
We note that the total variation regularization has become a standard tool in tomographic reconstruction. Recently, first-order methods have been applied for a faster implementation, for example SIU is applied in [34] for CT and the Chambolle-Pock algorithm is applied in [1] for PET and cone beam CT reconstruction. Here, we use the same example tested in [35] , i.e. 50 uniformly oriented projections are simulated for a 128×128 Shepp-Logan phantom image and then white Gaussian noise of mean 0 and variance 1 is added to the data. For this example, we compute numerically λ max (AA T ) = 1.5086, so we can set 0 < γ < 2/λ max (AA T ) = 1.3257. As the previous example, we first test the impacts of the parameters κ, γ and λ. The impact of κ has the same behavior as for the super-resolution example, i.e. κ = 0 is the best one for κ ∈ [0, 1) (see figures 3(a) and (b)). Similarly, the parameter λ has relatively small impact on the performance of the algorithm (see figures 3(c) and (d)). It seems that the algorithm still converges with λ = 1/5, but it cannot achieve high accuracy (table 11). As the previous example, the parameter γ has larger impact on the convergence rate of the algorithm (see figures 3(e) and (f)). Theoretically, it should satisfy 0 < γ < 1.3257. Numerically, we test γ = 0.4, 0.7, 1, 1.2, 1.3 for κ = 0, λ = 1/8. Better performance with a larger γ is observed (see figures 3(e) and (f)), while when γ = 1.4, the algorithm diverges.
As the previous application, we show the performance of ASB, CP, SIU, PDFP 2 O with different parameter sets in tables 8, 9, 10, 11, respectively. For the algorithm ASB, table 8 shows that N I = 5 is the best choice for ε = 10 −1 , 10 −2 , while N I = 2 is the best one for ε = 10 −i , i = 3, 4, 5, 6. We choose N I = 2 for an averagely good performance. Similarly, ν = 0.01 is the best for ε = 10 −i , i = 1, 2, 3, 4 and ν = 0.05 is the best for ε = 10 −5 , 10 −6 . Thus, we use the two parameter sets for comparison (see table 12 ). Similar to ASB, the best Figure 4 gives the corresponding images recovered for ε = 10 −4 . From table 12, we can observe that the evolution of PSNR and energy are very close for PDFP 2 O and SIU, although the bad conditioned case, we can consider an efficient preconditioning technique for PDFP 2 O, which will be presented in a forthcoming work.
Parallel MRI
Magnetic resonance imaging (MRI) is a medical imaging technique largely used in clinical radiology to visualize the internal structure and function of the body by noninvasive and nonionizing means. It provides better contrast between the different soft tissues than other modalities such as CT and PET. MRI images are obtained through an inversion of Fourier data acquired by the receiver coils. Parallel MRI (pMRI) is a recent technique to accelerate sampling speed in conventional MRI. Instead of relying on increased gradient performance for increased imaging speed, pMRI extracts extra spatial information from an array of surface coils, surrounding the scanned objects by multiple receivers and collecting in the parallel part of the Fourier components at each receiver, resulting in an accelerated image acquisition. There are two general approaches for removing the aliasing artifacts due to Fourier space subsampling: image-domain-methods and k-space-based methods (see [5] ). On the other hand, the total variation regularization has also been considered in the literature in order to obtain a better image quality, such as [21, 22, 11] .
In this paper, we employ image-domain-based methods and coil sensitivity maps to reconstruct the underlying image. Sensitivity encoding (SENSE) is the most common imagedomain-based parallel imaging method. It is based on the following model which relates the partial k-space data b j , acquired by the jth receiver and the unknown image x:
where b j is the vector of measured Fourier coefficients at receiver j, D is a diagonal downsampling operator, F is the Fourier transform, S j corresponds to diagonal coil sensitivity mapping for receiver j and n is Gaussian noise. In practice, S j can be often estimated in advance. Let A j = DFS j ; then we can recover images x by solving the least-squares problem with the total variation regularization
where B is the discrete gradient matrix and N is the total number of receivers. Conventionally, the downsampling operator D is implemented with the sampling ratio R = 2, 4 along one dimension (corresponding to phase-encoding). In our experiments, we use the test data provided by the online MATLAB toolbox PULSAR [20] . The toolbox contains two sets of real data acquired by MR systems with a coil array. The first is a spine data set acquired on a 3 tesla whole-body GE scanner using a four-channel CTL spine array and the second is a brain data set acquired using an eight-channel head array. For the details of machine configuration, see [20] . Figure 5 shows the images of the multichannel data, four coils for the spine and eight coils for the brain. We use the sensibility map S j estimated by the build-in function in PULSAR. The square root of the sum of squares (SOS) image of the N full data coils (without downsampling D) is used as a reference image, for which pixel (i, j) is given by
Given a region of interest (ROI), a measure of the artifact power (AP) for a reconstruction image I rec to a reference image I ref is defined as
The factor c is used to minimize the scaling effect that might be introduced during the reconstruction process. Another useful index for evaluating image quality is a two-region SNR if a reference image is not available. The two-region SNR method is calculated from a ROS (region of signal) and a RON (region of noise) by SNR = 20 log 10 Mean 
and S * j denotes the conjugate of sensibility mapping and F * = F −1 is the inverse Fourier transform. Since D is a downsampling operator with the diagonal elements 1 and 0, we have
The matrix N i=1 S * i S i is diagonal and the maximum diagonal element is approximately 1. Based on this simple calculation, we can set γ ≈ 2, λ = 1/8 by using our nearly optimal rule on applying PDFP 2 O. We also observe that a slightly larger γ may yield slightly better performance for R = 4 in the two data sets, but we still set the universal parameter γ = 2 according to the simple rule for different test data and sampling ratios. For the other three methods, we run a big host of parameter sets and iteration numbers to choose the 'optimal' one according to the criteria AP and SNR.
Figures 6 and 7 show the recovered images with different methods for the two test data sets. According to the numerical results from [20] , we choose the best three methods, SENSE, SPACE-RIP and GRAPPA, for comparison. The reconstruction results of SENSE, SPASE-RIP and GRAPPA are obtained using the PULSAR toolbox. In figure 6 on spine data, for the case of sample ratio R = 2, all the four methods based on the TV model (5.2) outperform SENSE, SPACE-RIP and GRAPPA in terms of both computation time and SNR. Among the four TV methods, SIU and PDFP 2 O perform closely as expected, and PDFP 2 O takes slightly less time to attain the similar AP and SNR with ASB and CP. For R = 4 on spine data, SENSE fails to reconstruct a clean image, and GRAPPA has the best AP value. Among the four TV methods, ASB uses the least amount of time with the 'optimal' parameter sets. Similar results are obtained for the brain data ( figure 7) . The four TV-based methods (5.2) outperform SENSE, SPACE-RIP and GRAPPA in terms of AP and SNR. For R = 2, PDFP 2 O takes almost the same amount of time to obtain the similar AP and SNR with ASB, CP and SIU. For R = 4, SENSE takes the least amount of time, while ASB, CP, SIU and PDFP 2 O obtain much higher AP and SNR. ASB is faster than CP, SIU and PDFP 2 O for comparable SNR and AP if the best iteration number is chosen, while PDFP 2 O can achieve a slightly better SNR.
Discussions and perspectives
We summarize the comparison of the proposed method PDFP 2 O with the other three methods, ASB, CP and SIU.
• All the four methods in comparison are efficient and enjoy comparative numerical performance, especially when the parameters are properly chosen. This also implies that first-order methods are particularly suitable for large-scale non-differentiable optimization problems arising in image processing and inverse problems.
• For both ASB and CP, inversion of the large-scale linear system is involved for solving (1.2).
In practice, an inexact solver such as the conjugate gradient method can be applied without actual matrix inversion. However, the number of inner steps greatly affects the overall performance for most of applications when the distribution of eigenvalues of the system matrix is unknown. Therefore, the choice of inner iteration is rather ad hoc and no available theoretical results on the number of inner iterations can be used directly as a general guideline. For both SIU and PDFP 2 O, the iteration schemes are straightforward since only one inner iteration is used and easy to implement in practice.
• The rules of parameter selection in PDFP 2 O are easier than those for the other three methods for practical reason. Theoretically, both ASB and CP have the advantage that there is one almost free parameter (ν > 0 for ASB and SIU, σ > 0 or τ > 0 for CP, see tables 1, 2) that guarantees the convergence. This property is naturally inherited from the implicit numerical scheme for solving the subproblem. However, an 'optimal' choice of parameter sets in real applications is rather challenging since these parameters affect greatly the convergence speed and restoration quality, while for PDFP 2 O, if the maximal eigenvalue can be roughly estimated, as presented in the previous section, we observe empirically a nearly optimal performance by setting the parameter γ and λ as the upper bound for most cases. Therefore, this can be a practical principle for general image restoration and inverse problems.
• Finally, the convergence analysis for the proposed method is derived directly from classical Banach contractive mapping theory, and the relation of convergence rate and condition number of the operators is clearly stated under this theoretical framework. Compared to the reduced version in the denoising case FP 2 O proposed in [24] , our results are stronger and more general. This also provides an insight for considering preconditioning to accelerate the performance of the algorithm.
In conclusion, we design an efficient algorithm, PDFP 2 O κ , for solving problem (1.1). We express it in a fixed point form to analyze its convergence with κ ∈ [0, 1) for very general cases. For some special cases, we further analyze the convergence rate of PDFP 2 O κ . To highlight the nature of PDFP 2 O (κ = 0), we present some equivalent forms of PDFP 2 O and reveal its connections and differences with other algorithms. For the implementation of PDFP 2 O κ , no linear systems are required to solve at each iteration, and the strategies for choosing involved parameters are very clear and instructive. The efficiency of PDFP 2 O κ is illustrated through some numerical examples on image super-resolution, CT reconstruction and pMRI reconstruction, and generally the proposed methods achieve comparable results with other state-of-art methods. It can be easily adapted to many inverse problems involving large-scale and complicated functionals minimization with the instructive rule of parameter selection. Finally, the efficiency can be improved by using the preconditioning technique, which will be discussed in a forthcoming work.
