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Abstract-For computing eigenvalues of Sturm-Liouville problems by finite difference methods, 
Usmani [l] described several methods, but the order of a symmetric method could not exceed two. 
It is therefore natural to ask if a higher order symmetric method can be found. In the present paper, 
we describe a new finite difference method which leads to a symmetric five-diagonal general&d 
matrix eigenvalue problem; under suitable conditions, it is shown to provide real and non-negative 
approximations for eigenvalues of Sturm-Liouville problems with order three convergence. 
1. INTRODUCTION 
We are concerned with computing approximations by finite difference methods for the eigenvalues 
of Sturm-Liouville problems 
(p(t) Y’W + 0 u(t) - 4Q) Y(t) = 07 a<t<b, 
co y(a) - cl y’(a) = 0, do y(b) + &y’(b) = 0. 
(1.1) 
Here, p, u, w E C[a, b], p(t) > 0, u(t) > 0, and v(t) 2 0 on [a, b]. The constants ci and di are non- 
negative and at least one of each pair does not vanish. Sturm-Liouville problems (1.1) occur often 
in applied mathematics (see [2-41). Under the conditions stated above, it is known [5] that the 
eigenvalues of such problems are real and non-negative, and positive if $j +dz # 0. For computing 
approximations to the eigenvalues of Sturm-Liouville problems by finite difference methods, it is 
therefore essential that these lead to symmetric matrix eigenvalue problems. Usmani [l] described 
several methods, but the order of a symmetric method could not exceed two. It is natural to ask 
if a higher order symmetric method can be found. 
In the present paper, we describe a new finite difference method which leads to a symmetric 
five-diagonal generalized matrix eivenvalue problem; under suitable conditions it is shown to 
provide real and non-negative approximations for eigenvalues of Sturm-Liouville problems with 
order three convergence. An example is included to illustrate the method. 
Before we describe our present method, we make the following observations concerning the 
Sturm-Liouville problem in (1.1); these will help in simplifying the discussion of our method. 
This work was supported in part by the Natural Sciences and Engineering F&earch Council of Canada under 
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By making the following transformation in the independent variable: 
1 +. 1 
XC- 77 J a podC, 77= J .IikF 04 
the Sturm-Liouville problem (1.1) can be transformed (see [6, p. 971) into the simpler problem: 
Y” + (XC?(z) - r(z)) Y = 0, O<x<l, 
oo y(0) - %Y’(O) = 0, PO Y(I) + Pl Y’(1) = 0, 
(1.3) 
where we have put 
9 = V2PW T = $pv, 
Cl 
a0=cO, Ql= - 
rip(a) ’ 
Pc=de, /3i=d’. 
77 p(b) 
Throughout in the following, we assume that (~1 # 0, pi # 0, and set 
Appropriate changes can be made in the discussion if oi = 0 and/or 01 = 0. (Note that it needs 
only trivial modifications if cyc = 0 and/or De = 0.) 
With the above observations, in the following, we consider the Sturm-Liouville eigenvalue 
problem expressed in the form 
Y” + (A q(z) - r(z)) Y = 0, O<z<l, 
oy(0) -y’(O) = 0, Py(1) + y’(l) = 0. 
(1.4) 
2. DERIVATION OF THE FINITE DIFFERENCE METHOD 
For a positive integer N 2 8, let h = l/N, z k = Ic h, k = O(1) N. We set yk = y(zk), 
Y’k = Y’(Xk)7 Y”k = Y”(~k), rk = T(Xk), Qk = q(zk), etc. 
Now, the differential equation in (1.4) is discretized [7] by 
yk-2 - =Yk-1 + 3oyk - 16Yk+l + yk+2 + 12 h2yk” = tk(h), k = 3(l) N - 3, (2.1) 
where 
tk(h) = & h6Y@) (<k) , xk-2 < <k < xk+2. (2.2) 
TO this discretization of the differential equation, we need add three further discretizations each, 
at 20, xi, 52, and at 2~~2, XN--1, XN. For the purpose, first consider the discretizations at x0, 
Xl, 52 
ao YO + al YI + a2 3.12 + a3 h YO’ + a4 h2yo” = to(h), 
b, YO + bl YI + bz y2 + y3 + br, h yo’ + b4 h2 yl” = tl (h), 
co~o+cl~1+czyr16y3+y4+cshyo’+crh~yz”=t~(h). 
(2.3) 
(2.4) 
(2.5) 
In order that each of to(h), tl(h), t2(h) be 0(h4), we obtain 
7 1 
a0 = -ad, 
2 
al = -4a4, a2 = -ad, 
2 
as = 3a4, (2.6) 
b. = -+ - bq, bI = 9 + 2b4, b2 = -4 - bq, b3 = -3, (2.7) 
11 
cc = 67 - T c4 , cl = -ll2+8c4, cz =60- ic4, q = 36 - 3c4, (2.8) 
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with ad, b4, 124 free to choose, and 
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2a4 h4 yC4) (6) 
(9 - b4) h4y(4)(&) 
8 (c4 - 12) h4 ~‘~‘(5~) 
b E (~09~2) 1 t1 E (xo,z3), E2 E (20,24). 
(2.9) 
The other three discretizations at ZN, zN_1, zN_2 can be obtained analogously to (2.3)-(2.5). 
The discretizations given by (2.3)-(2.5), (2.1), for k = 3,. . . , N - 3, and the other three 
discretizations analogous to (2.3)-(2.5) at XN, XN-1, xN_2 can ah be expressed in matrix form 
as follows: 
co Cl C2 -16 1 
1 -16 30 -16 1 
*. *. ‘. 
1 -16 30 -16 1 
1 -16 cN-2 CN-l CN 
1 brv-2 blv-1 biv 
aN-2 aN-1 aN L 
+ h2 
Y+ 
L -h&L 
h 90’ a3 
h YO' b3 
h YO’ C3 
0 
-h YN’ CN-3 
-h YN’ biv-3 
a4 
C4 
12 
*. 
12 
CN-4 
bN-4 
y” = t(h), (2.10) 
where y = (yo, . . . ,YN)~, y” = (yo”, . . . ,YN”)~, t(h) = (to(h), . . . ,t~(h))~. Making use of the 
boundary conditions in (1.4) 
Yo’ = oyo, YN’ = -pYN, 
and setting 
O=ah, e* = /3h, 
the discretization (2.10) can be written as 
d0+8a3 al a2 
,o+ci’bs bl bz 1 
ti+ec3 Cl C2 -16 1 
1 -16 30 -16 1 
*. *. *. 
1 -16 30 -16 1 
1 -16 cN-_2 CN-1 CN + 8* CN_3 
1 bnr-2 bn-1 bN +8* bN-3 
aN-2 aN-1 aN + 8’ m-3 
(2.11) 
Y 
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+h2 
a4 
b4 
c4 
12 
12 
CN-4 
bN-4 
UN-4 
y” = t(h). (2.12) 
Now, in order that the coefficient matrix of y in (2.12) be symmetric, we choose ad, b4, c4 so that 
the 3 x 3 block in the upper left corner is symmetric, and choose aN_4, bN_4, cN_4 so that the 
3 x 3 block at the bottom right corner of the matrix is symmetric; we then obtain 
3 19+15e+2e2 19 + 150* + 2 
a4 = 
(e*)s 
- = 3 
4 3+26’ 
’ aN_4 
4 3+2e* 
7 (2.13a) 
81+5oe 
b4= 2(3+2e)’ 
81+5oe* 
bN-4 = 2 (3 + 2 e*) ’ 
(2.13b) 
141+ 958 141+ 95 e* 
c4= 
4(3+2e)’ 
cN-4 = 
4 (3 + 2 e*) 
. (2.13~) 
We may express our discretization (2.12) of the Sturm-Liouville problem (1.4) in matrix form 
as 
C y = X h2 B Q y + t(h), (2.14) 
where 
C=A+h2BR, (2.15) 
and A = (ai,j)yj.o is the five-diagonal matrix given by 
ac,s = (7 + 60)0, 
al,1 = 4~, 
a2,2 = Y, 
ac,r = al,0 = -8a, 
al,2 = a2,l = -% 
a0,2 = a2,0 = u, 
ak,k = 30, k = 3(l) N - 3, ak,kfl = -16, k = 2(l) N - 3, 3(l) iv - 2, 
ak,k&Z = 1, k = l(l)N - 3, 3(l)N - 1, 
UN-2,N-2 = +f, 
UN-l,N-1 = 4p*, 
aN,N = (7 + se*) c*, 
UN-2,N-1 = UN-l,N-2 = -‘&*, UN-2,N = aN,N-2 = o*, 
ON_l,N = aN,N_l = -8~*, 
where we have set 
3 19+15e+2es 
cc-- g* = 
3 i9+15e*+2(e*)2 
- 8 3+2e 7 8 3+2e* 7 
27+i7e 
p= 9 3+2e p+= 
27+ 178’ 
3+2p 7 
5 147+97e 5 147+97e* 
y=8 3+2e 7 Y*=i 3+2p ) 
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and Q, R, B are diagonal matrices 
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Q=diag{q~,ql,...,q~}, R=diag{ro,rl,...,rlv), 
B = diag{ar, b4,c4, 12,. . . ,12, cN-4,bN-4,uN-4). 
Thus, our present method based on the discretization (2.14) for computing approximations A 
for X, and Y for y of the Sturm-Liouville problem (1.4) can be expressed as the generalized 
five-diagonal symmetric matrix eigenvalue problem 
CY=hh2BQY. (2.16) 
We next show that approximations A for X provided by our method (2.16) are positive for 
sufficiently small h. Since B and R are positive definite and non-negative definite, respectively, 
we need to show that A is positive definite for sufficiently small h. For this purpose, we define 
the symmetric tri-diagonal matrix U = (ui,j)zjco by 
-(1+8)0 --(T 
-ff 1+ (1+ ;) (T -1 
-1 2 -1 
u= . . *. . . . . . 
-1 2 -1 
and then A can be expressed as 
-1 1+ (1+ s*) u* -u* 
--(T* (1+ e*) 0* 
A=U2+12V, 
where V = (vi,j)rjco is given by 
voo VOl 
VOl VI1 V12 
012 V22 -1 
-1 2 
v= *. 
-1 
*. -. . . 
-1 2 
-1 
-1 
UN-2,N-2 
VN-l,N-2 
VN-l,N-2 
VN-l,N-1 
VN,N-1 
VN,N-1 
VN,N 
and v’s are given, to the first order in h, by 
215 5975 575 371 
Vu00 = 57+_@ ’ ‘01 = -128 57+_ e ’ 2111 = - - - 
128 1152 9216 384 512 
8, 
101 149 
-96 + - 0, 
197 5 
VI2 = = 
1152 
V22 96 - 288 0, 
with similar expressions for VNN, etc., holding by replacing (3 by 0’. Since both U and V are 
symmetric matrices with positive diagonal entries, and it can be checked that both matrices are 
irreducibly diagonally dominant, it therefore follows (see [8, p. 231) that U and V are positive 
definite, and hence C is positive definite. 
Since B and Q are positive definite, the following result follows from (2.16) by usual arguments. 
THEOREM 1. The approximations A for X provided by the present method (2.16) are positive 
for all h sufficiently small. 
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3. CONVERGENCE OF THE METHOD 
In the following, we show that the present method (2.16) provides O(h3)-convergent approxi- 
mations A for X of the eigenvalue problem (1.4). For this purpose, we have the following result 
similar to the Lemma 1 in 171. 
LEMMA 1. Let Z(h) = C-l t(h); then for each eigenvaJue X of (1.4) and the corresponding 
normaJized eigenfunction y(z), there exists an eigenvaJue A h2 of (B Q)-l C such that 
(3-l) 
where 
(and K as in 191). 
q*, q* = max, minq(z) 
PROOF. The result follows from Lemma 1 in [7] by noting that if 
m*, me = mr% min (o4, b4, c4, 12, CN-4, bN-41 aN-4)) 
then 
m* 54 
- = -. I 
m, 19 
Now, in order to estimate llZ(h)II,, we first note that following Shoosmith [lo], it can be 
shown that for h sufficiently small, A is monotone and then C is monotone. Since C 2 A, we 
have C-l 5 A-‘, and hence 
]]Z(h)lloo 2 IIZ*(h)II, = [IA-’ t(h)Iloo. (3.2) 
Next, in order to estimate IIZ*(h)II,, we factorize the matrix A as the product of a diagonal 
and two tridiagonal matrices as follows: 
where 
A=AFG, (3.3) 
A = diag 
.19+15e+2e2 
, l,..., 1, 
19 + 15 e* + 2(e*)2 
19 19 
7 
F= 
fo,o fO,l 
fl,O fl,l 1 
-1 2 -1 
*. *. *. . . . 
-1 2 -1 
-1 f~-i,N-i fN-i,N 
fN,N-1 fN,N 
361(1+ 0) 
, 
19 
f”to= (13+78)(19+158+282)’ 
fO,l = fl,O = -- 
13+78’ 
fl,l = 
16 (2 + e) 
i3+7e ’ 
361(1+ 6’*) 19 
N,N = (13 + 7e*) (19 + 15 e* + 2 (e*)2) 7 
fN-l:N-1 = ‘;;‘+tf’, 
fN,N-1 = fN-1,N = - i3+7e*’ 
with 
Symmetric Finite Difference Method 73 
and 
G= 
‘go,0 go,1 
91,o 91,l Ql,Z 
-1 14 -1 
*. *. *. . . 
-1 14 -1 
QN-l,N-2 gN-l,N-1 gN-1,N 
gN,N-1 gN,N 
with 
go,0 = ; (9 + 5 l9) l9 ‘331;;; 2 e2, 
9 19+15@+2@ 
go,1 = 19 3+28 ’ 
3 19+15B+282 8+5e 
9131 =63+20, 
3 13+7e 
91,o = -g 3+2e 1 
91,2=-8 3+28 > 
QN,N = A (9 + 5 e*) lg + ‘,“T,‘,z (e*)2, 
gN,N-1 
9 i9+i5e* +2(ey2 
= 19 3+2e* 7 
3 19+15e*+qe*)s 8+5e* 
gN_lN _ QN-l,N-1 = 3+2e* 7 6 - 8 3+2e*’ 
3 13+7e* 
QN-l,N-2 = -8 3 + 2 e* * 
We may now write 
G=W(I+M), 
where I is an identity matrix, and 
(34 
w = dWm, Ql,l, 14,. . . , 14, QN-l,N-1, gN,N}. 
Then for the matrix M we can show that 
(3.5) 
if 
max(8, e*) < 2. (3.6) 
In the following, we shall assume condition (3.6) (p ossible for any (Y, /3 if h is small enough; see 
(2.11)). Also, 
IIW-llloo I f, (3.7) 
and it follows that 
]]G-‘]lbo 5 ]](I+M)-‘](oo IIW-‘]loo 5 f, (3.8) 
and therefore 
]]z*(%]]oo I ;]]F-lt*(h)]]m> (3.9) 
where we have set 
t*(h) =A-1 t(h). (3.10) 
Now, since the matrix F is irreducible, and by the row sum criteria (see [ll, p. 363]), it follows 
that F is monotone. Let F-l = (&i):j=,; then, f&l 2 0, and 
]]F-‘t*(h)]]m I (ovens’) max{ltj*(h)l,j=0,1,2,N-2,N-l,N} -- 
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si= c fisj’. 
j=3 
We next obtain si and Si. We do this for the case 0 = 8* (the case 0 # P is similar but the 
calculations become more involved). 
To calculate si and Si, we follow the approach of “two-line partitioning,” similar to that used 
in [12], applied to the system 
Fz=d, 
where 
z=(+..,,ZN)T, d = (do,. . . , dN)T: 
fo,o fO,l 
fl,O fl,l -1 
-1 
D2+N-2 
-1 
-1 fN-l,N-1 fN-l,N 
fN,N-1 fN,N _ 
ZZ-+N-2 = 
-zN-1 
_ ZN 
where D~_,N_z = tridiag{-1,2, -1). From (3.14) we obtain 
~0 = fl,ldO - fO,l dl fO,l 
60 
- --72, 
50 
4 - 0 21 fl,O do = fo,o 
60 
+ 222, fo 
60 
zN_l = fN,NdN-1 - fN-1,NdN + fN,N 
6N 
- ZN-2, 
6N 
zN = fN-l,N-1 dN - fN,N-1 dN-1 fN,N-1 
6N 
- - ZN-2, 
BN 
and 
N-2 
(3.14) 
d2.4N-2 
b-1 
dN 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
zi = C DC; dj + Z1 D$ + ZN--1 D2yk_2, i = 2(1)N - 2, (3.19) 
j=2 
where 
60 = fo,o fl,l - fO,l fl,O, 
fiN = fN,N fN-l,N-1 - fN,N-1 fN-1,N. 
Note that with 8 = 8*; both F and F-l are symmetric and persymmetric. 
To calculate si, in (3.14) we now set 
do=dl=dz=l, dN_2 = dN_1 = dN = 1, and 
dj = 0, j = 3(1)N - 3. 
With this choice of d, ze = ZN, zr = ZN-1, etc., and 
Since 
si = zi, i = O(l)iv. (3.21) 
0%:; + D-l - 1 
0;: + D;r;; 1 1; 
i=2(1)N-2, 
(3.20) 
(3.22) 
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(see [ll, p. 363]), from (3.19), we obtain 
z2 = 1+ zy. (3.23) 
From (3.16) and (3.23), we obtain 
*1 = 2 fw - fL0 
60 - fo,o ’ 
and then 
- - 1 ho = fl,l 2fo,l 
60 - fo,o ’ 
zi = 1+21, i = 2(1)N - 2. 
Substituting for fo,o, fO,l, etc., we obtain 
z. =*N = 3(19+3e)(19+15e+2eZ) 
3610 , 
57+53e+2e2 
z1 = ZN_1 = 
198 9 
57+72e+282 
Zi = 
198 ’ 
i=2(1)N-2, 
giving, for 8 < 2, 
4275 1 
max Si=EJ. 
O<i<N 
Next, to calculate Si, we set 
do = dl = d2 = 0, dN_2 = dN_1 = dN = 0, 
dj = 1, j = 3(1)N - 3, 
and 
and then 
zi = Sj,, i = O(l)N. 
Note that again, because of this choice of d, zo = ZN, etc.; setting 
N-3 
rni = c I 
D;; = f&f [(N - 2) i - 61, i = 2(1)N - 2 
j-3 
(see [ll, p. 363]), from (3.19), we obtain 
z2=m2+zl. 
From (3.16) and (3.30), we obtain 
and then 
f0,0 m2 
z1 = 60 - fO,O’ 
zo = - 
f0,l m2 
60 - fo,o ’ 
(3.24) 
(3.25) 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
(3.31) 
(3.32) 
(3.33) Zi=mi+zl, i = 2(1)N - 2. 
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Substituting for fo,~, etc., we obtain 
~o=.zlv= 19+15e+2@ (N-4)(N-5) 
198 N-2 ’ 
(3.34) 
z1 =zN_l = 1+e (N-4)(N-5) 
8 N-2 ’ 
z,=m~+l+W-4(N-5) 
z z 
I9 N-2 ’ 
i = 2(1)N - 2. 
It can be seen that 
(3.35) 
(3.36) 
(3.37) 
Finally, substituting from (3.27) and (3.37) in (3.11), we obtain 
IIF-lt*(h)lI, = O(h3L (3.38) 
and then, from (3.9), 
Ilz*P-qloo = 0(h3). (3.39) 
We have thus established the following result. 
THEOREM 2. Let any fixed eigenvalue X of the problem (1.4) be approximated by some eigen- 
value A of the difference problem (2.16), then for sufficiently small h. 
I I 1 - ; = O(h3), (3.40) 
4. NUMERICAL ILLUSTRATION 
To illustrate our present method and its order of convergence, we consider the eigenvalue 
problem 
(t y’)’ + x 
t(1 +lnt)2 - 
(1 + ‘nQ2 y(t) = 0 
t I 
l<t<e, 
(4.1) 
y(1) -y’(l) = 0, y(e) + ey’(e) = 0. 
Applying the transformation (1.2), we obtain 
y” + (A (1 + z)-” - (1 +x2,) y = 0, y(0) - y’(0) = 0, y(l) + y’(1) = 0. (4.2) 
We computed approximations A1 for the smallest eigenvalue X1 = 5.833767621.. . of the prob- 
lem (4.2) by the present method (2.16); the corresponding relative errors II- (xl/A,)1 are shown 
in Table 1. The results verify the third order convergence of the present method as established 
in Section 3. 
Table 1. Method (2.16). 
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