Given a finite or infinite graph G and positive integers , h 1 , h 2 , h 3 , an L(h 1 , h 2 , h 3 )-labelling of G with span is a mapping f : V (G) → {0, 1, 2, . . . , } such that, for i = 1, 2, 3 and any
Introduction
A. Motivation. In a radio communication network, a channel or a set of channels is required [17] to assign to each transmitter such that the bandwidth used is minimized while interference between transmitters of geographical proximity is maintained at an acceptable level. From a combinatorial point of view, this fundamental problem is essentially an optimal labelling problem for the corresponding interference graph, which is defined to have transmitters as its vertices such that two vertices are adjacent if and only if the corresponding transmitters are geographically close to each other. In the case when each transmitter requires only one channel, we seek an assignment of a nonnegative integer (label) to each vertex such that for i from 1 to some given integer d, whenever two vertices are distance i apart in the graph, the difference (in absolute value) between their labels is no less than a given separation. The existence of such an assignment is not a problem if sufficiently many channels are provided. However, since bandwidth is limited and costly, a major concern is to find the minimum span required among such channel assignments.
B. Linear and cyclic labellings. The problem above can be modelled as follows. Given a finite or infinite undirected graph G = (V (G), E(G)) and a sequence of nonnegative integers h 1 , . . . , h d , an L(h 1 , . . . , h d )-labelling of G with span is a mapping f : V (G) → {0, 1, 2, . . . , } such that, for i = 1, 2, . . . , d and any u, v ∈ V (G) with d(u, v) = i,
where is a positive integer and d(u, v) denotes the distance in G between u and v. (In this paper an infinite graph means a graph with countably infinitely many vertices. A graph is meant a finite graph unless stated otherwise.) In practical terms, the label of u under f , f (u), is the channel assigned to the transmitter corresponding to u. Without loss of generality we may always assume min v∈V (G) f (v) = 0. The λ h 1 ,...,h d -number of G, denoted λ h 1 ,...,h d (G), is defined [16, 17] to be the minimum span of an L(h 1 , . . . , h d )-labelling of G. Equivalently, λ h 1 ,...,h d (G) = min f span(f ), with minimum over all L(h 1 , . . . , h d )-labellings of G, where span(f ) = max v∈V (G) f (v). In practice this parameter measures [17] the minimum bandwidth required by the radio communication network under constraints (1) .
The L(h 1 , . . . , h d )-labelling problem above is a linear model in the sense that the metric involved is the 1 -metric. Its cyclic version was studied in [19] with a focus on small d. A C(h 1 , . . . , h d )-labelling of a finite or infinite graph G with span is a mapping f : V (G) → {0, 1, 2, · · · , − 1} such that, for i = 1, 2, . . . , d and any u, v ∈ V (G) with d(u, v) = i,
where |x − y| := min{|x − y|, − |x − y|} is the -cyclic distance between integers x and y.
A C(h 1 , . . . , h d )-labelling of G with span exists for sufficiently large . Moreover, if ≤ , then a C(h 1 , . . . , h d )-labelling with span is also a C(h 1 , . . . , h d )-labelling with span . Define the σ h 1 ,...,h d -number of G, denoted σ h 1 ,...,h d (G), to be the minimum integer such that G admits a C(h 1 , . . . , h d )-labelling with span . Note that σ h 1 ,...,h d (G) thus defined agrees with σ(G; h 1 , . . . , h d ) in [19] and c h 1 ,...,h d (G) in [23] , but is larger by one than σ(G; h 1 , . . . , h d ) in [8] . As observed in [12, 19] , this cyclic version allows the assignment of a set of channels f (u), f (u) + , f (u) + 2 , . . . to each transmitter u. The possibility of providing such multiple coverage is important [19] in large communication systems that serve many customers simultaneously. We will refer to (1) and (2) as the L(h 1 , . . . , h d ) conditions and the C(h 1 , . . . , h d ) conditions mod , respectively.
C. Literature review. The linear and cyclic labelling problems above are interesting in both theory and practical applications, and as such they have been studied extensively over many years, especially in the case when d = 2. In the simplest looking case when d = 1, the L(h 1 )-labelling problem becomes the classic vertex-colouring problem (which is important and difficult already) because λ h 1 (G) = h 1 (χ(G) − 1), where χ(G) is the chromatic number of G. Another interesting and important special case is that λ 1,...,1 (G) = χ(G d ) − 1, where G d is the d-th power of G defined to have vertex set V (G) such that two vertices are adjacent if and only if their distance in G is at most d. In the case when d = 2, many interesting results on λ h 1 ,h 2 have been obtained by various researchers for many families of finite graphs, especially when (h 1 , h 2 ) = (2, 1); see e.g. [5, 7, 8, 13, 16, 25, 26] and [2] for an extensive bibliography. Griggs and Yeh [16] conjectured that λ 2,1 (G) ≤ ∆ 2 for any graph G with maximum degree ∆ ≥ 2. This has been confirmed for several classes of graphs, including chordal graphs [24] , generalized Petersen graphs [14] , Hamiltonian graphs with ∆ ≤ 3 [20] , etc. Improving earlier results [5, 16] , Goncalves [11] proved that λ 2,1 (G) ≤ ∆ 2 + ∆ − 2 for any graph G with ∆ ≥ 2. A recent breakthrough in this direction by Havet, Reed and Sereni [18] asserts that for any h ≥ 1 there exists a constant ∆(h) such that every graph with maximum degree ∆ ≥ ∆(h) satisfies λ h,1 ≤ ∆ 2 . In particular, the Griggs-Yeh conjecture is true for any graph with sufficiently large maximum degree.
In [16] it was proved that λ 2,1 (T ) = ∆ + 1 or ∆ + 2 for any tree T . A polynomial time algorithm for determining λ 2,1 (T ) was given in [5] , while in general it was conjectured [9] that the problem of determining λ h 1 ,h 2 (where h 1 > h 2 ≥ 1) for trees is NP-hard. In [6] it was proved that ∆ + h − 1 ≤ λ h,1 (T ) ≤ min{∆ + 2h − 2, 2∆ + h − 2} with both bounds attainable. In [15] , for h 1 ≥ h 2 the λ h 1 ,h 2 -number was derived for infinite regular trees. In [4] , for h 1 < h 2 the smallest integer λ such that every tree of maximum degree ∆ ≥ 2 admits an L(h 1 , h 2 )-labelling of span at most λ was studied.
In [19] the C(h 1 , . . . , h d ) labelling problem was studied for infinite triangular lattice, infinite square lattice and infinite line lattices with a focus on the cases d = 2, 3. In [23] it was proved that, for a graph G with n vertices, if its complement G c is Hamiltonian, then σ 2,1 (G) ≤ n; otherwise σ 2,1 (G) = n + p v (G c ), where p v (G c ) is the smallest number of vertex-disjoint paths covering V (G c ). In [8] it was proved that for a Hamming graph K n 1 2 · · · 2K nt (where n 1 ≥ · · · ≥ n t and 2 denotes the Cartesian product), if n 1 is sufficiently large relative to n 2 , . . . , n t , then λ 2,1 , λ 1,1 and their 'no-hole' counterparts are all equal to n 1 n 2 − 1, and σ 2,1 , σ 1,1 and their 'no-hole' counterparts are all equal to n 1 n 2 .
Relatively few results were known for the linear and cyclic labelling problems when d = 3. In [22] King, Ras and Zhou obtained sharp bounds on λ h,1,1 for trees. They asked whether for fixed h ≥ 2 the L(h, 1, 1)-labelling problem for trees can be solved in polynomial time. Answering this question, in [10] it was proved among others that the L(2, 1, 1)-labelling problem is NP-complete for trees. This indicates that even for trees the L(h 1 , h 2 , h 3 )-labelling problem is difficult in general. In [27] the third author obtained tight upper bounds on λ h 1 ,h 2 ,h 3 (Q n ) by using a group-theoretic approach, where Q n is the n-dimensional cube. In [3] a linear time approximation algorithm to L(h, 1, 1)-label an outerplanar graph was given, using span 3∆ + 8 when h = 1 and ∆ ≥ 6, and 3∆ + 2h + 6 when h ≥ 2 and ∆ ≥ 4h + 7. In [1] an O(d 2 h 1 n)-time approximation algorithm was given for the L(h 1 , . . . , h d )-labelling problem for trees, with performance ratio depending on h i and λ(T i ) for i = 1, . . . , d. In a recent paper [21] the λ h 1 ,h 2 ,1 -number was determined for the direct product of K 2 and two other complete graphs under various conditions on h 1 and h 2 .
D. Elegant labellings. Noting that the labellings producing the upper bounds in [10, 22] assign an interval to the neighbourhood of each vertex, the following notion was introduced in [10] . Let f be an L(h 1 , . . . , h d ) or C(h 1 , . . . , h d )-labelling of G with span . We call f elegant if for every vertex u, there exists an interval I u modulo + 1 or , respectively, such that f (N (u)) ⊆ I u and for every edge uv of G, I u ∩ I v = ∅. The minimum integer such that G admits an elegant L(h 1 , . . . , h d )-labelling, and an elegant C(h 1 , . . . , h d )-labelling, respectively, of span is denoted by λ * h 1 ,...,h d (G) and σ * h 1 ,...,h d (G), respectively; these invariants are defined to be ∞ if G does not admit an elegant labelling. Among others it was proved in [10] that for trees λ * h,1,1 and σ * h,1,1
can be computed in polynomial time for any h ≥ 1. We notice that the upper bound in [22, Theorem 1] for λ h,1,1 (T ) is actually an upper bound for λ * h,1,1 (T ). E. Main results in this paper. In this paper we study the L(h, p, p) and C(h, p, p) labelling problems for finite or infinite trees T with finite maximum degree ∆ ≥ 3, where h ≥ p ≥ 1 are integers. Four families of trees play a key role in our study, namely the complete m-ary tree T m,k with height k, the infinite complete m-ary tree T m,∞ , the infinite (m + 1)-regular treeT m,∞ , and the finite subtreeT m,k ofT m,∞ induced by its vertices up to level k from a fixed vertex, where m, k ≥ 2 are integers. Since any finite tree is a subtree of some T m,k orT m,k and any infinite tree is a subtree of some T m,∞ orT m,∞ , understanding λ h,p,p , λ * h,p,p , σ h,p,p and σ * h,p,p for these special trees enables us to obtain upper bounds on these invariants for arbitrary trees.
The main results in this paper are as follows. In Section 3 we give sharp bounds (Theorem 3.1) on λ h,p,p (T ) and λ * h,p,p (T ) and a (1 + ε)-factor approximation algorithm for the L(h, p, p)-labelling problem for finite trees, where ε = (∆−1)/(∆ 2 −1) with ∆ 2 = max uv∈E(T ) (d(u)+d(v)).
If T contains T ∆−1,2 orT ∆−1,2 as a subtree, then we obtain better lower bounds for or the exact value of λ h,p,p (T ) and λ * h,p,p (T ) (Theorem 3.2). In particular, we obtain (Corollary 3.
3) the precise values of these invariants for
In Section 4 we study C(h, p, p)-labellings and elegant C(h, p, p)-labellings of trees in the case when h/p ≥ ∆. We first give sharp bounds on σ h,p,p (T ) and σ * h,p,p (T ) (Theorem 4.1) under this condition, and as special cases we obtain that for 
. In Section 5 we focus on C(h, 1, 1)-labellings and elegant C(h, 1, 1)-labellings. We first give exact formulas for σ h,1,1 (T ) and
2). This enables us to obtain sharp upper bounds on these invariants for general T (Theorem 5.3) and subsequently a linear time (4∆+1)/(2∆+4)-approximation algorithm for the C(h, 1, 1)-labelling problem for finite trees (Theorem 5.4). We conclude the paper by giving remarks and questions in Section 6.
Preliminaries
We will frequently use the following observation: If H is a subgraph of a graph G, then
. . , h d )-labelling of G with span , then so is f + c for any fixed integer c, where f + c is defined by (f + c)(u) = (f (u) + c) mod . Thus without loss of generality we may assign 0 to any chosen vertex when
It is not hard to see [19] that, for any
Since every
In a finite or infinite rooted tree, a vertex of degree 1 other than the root is called a leaf. The level of a vertex in a rooted tree is its distance to the root. The height of a rooted tree is 
Degree of a vertex v in the graph under consideration
Set of children of a vertex v in the rooted tree under consideration
Complete m-ary tree with height k, namely the m-ary tree in which all leaves are at level k T m,∞
Infinite complete m-ary tree, namely the rooted tree with countably infinitely many vertices such that every vertex (including the root) has exactly m children T m,∞
The (m + 1)-regular infinite tree, namely the tree with countably infinitely many vertices such that every vertex has degree m + 1. We treatT m,∞ as a rooted tree with root at any chosen vertex.
The finite subtree ofT m,∞ induced by its vertices up to level
For a rooted tree T , we use u 0 to denote the root of T ,
the maximum level of a vertex or ∞ when the tree is infinite. A rooted tree T is called a (full) m-ary tree, where m ≥ 1 is an integer, if every non-leaf vertex of T has exactly m children (thus the root has degree m and all other non-leaf vertices have degree m + 1). As in [22] , for a graph G, we define
and call an edge of G a heavy edge if it attains ∆ 2 (G). Table 1 summarizes the notation used in the paper. To avoid triviality we assume
3 L(h, p, p)-labellings of trees Theorem 3.1 Let h ≥ p ≥ 1 be integers. Let T be a finite tree with diam ≥ 3 or an infinite tree with finite maximum degree. Then
with both bounds attainable. Moreover, there exists a linear time (1 + ε)-factor approximation algorithm for the L(h, p, p)-labelling problem for the class of finite trees, where
This algorithm can be described as follows. Given a finite or infinite tree T , we may treat it as a rooted tree with root at any chosen vertex u 0 . Define
We construct a labelling f : V (T ) → {0, 1, . . . , h + (2∆ − 2)p} by the following algorithm.
2. Assign distinct labels from A 1 to the children of u 0 . 3. Inductively, assume that for some t ≥ 1 all vertices of T up to level t have been labelled. Then, for every vertex u i 1 ...it of T at level t,
• if t is odd, then assign distinct labels from A 0 \ {f (u i 1 ...i t−1 )} to the children of u i 1 ...it ;
• if t is even, then assign distinct labels from A 1 \ {f (u i 1 ...i t−1 )} to the children of u i 1 ...it .
If T is infinite, repeat step 3 indefinitely; otherwise, stop until all vertices are labelled.
Proof of Theorem 3.1 We prove the lower bound first. Let xy be a heavy edge of T and f an arbitrary L(h, p, p)-labelling of T . Since any two vertices in N (x) ∪ N (y) are within distance three apart in T , they should receive labels that differ by at least p.
Let z be a vertex of T with d(z) = ∆. Since the ∆ vertices in N (z) are pairwise distance two apart, we have max f (N (z)) ≥ (∆ − 1)p. Moreover, since z is adjacent to these ∆ vertices,
p} for any L(h, p, p)-labelling f of T , the lower bound in (6) follows. This bound is achieved by, for example, the unique tree (up to isomorphism) with five vertices and diameter three, for any positive integers h and p with 2p ≤ h ≤ 3p.
To prove the upper bound we show that Algorithm 1 produces an L(h, p, p)-labelling of T . It is possible to carry out step 3 in this algorithm for all t ≥ 1 because |A 0 | = |A 1 | = ∆ and every vertex at level t ≥ 1 has at most ∆ − 1 children. Note that, for distinct vertices u i 1 ...it and u j 1 ...jt at level t, in step 3 we label the vertices in C(u i 1 ...it ) and that in C(u j 1 ...jt ) independently. This does not violate the L(h, p, p)-conditions because any vertex in the former is at least distance four apart from any vertex in the latter. The vertices in C(u i 1 ...it ) are pairwise distance two apart. Apart from these vertices, the only other vertices which are within distance three from the vertices in C(u i 1 ...it ) are: u i 1 ...it ; u i 1 ...i t−1 ; and the vertices in (C(u i 1 ...i t−1 ) \ {u i 1 ...it }) ∪ {u i 1 ...i t−2 }, which are distance three apart from any vertex in C(u i 1 ...it ).
Observe that (i) the labels in A 0 (A 1 , respectively) pairwise differ by at least p, (ii) the difference (in absolute value) between any label in A 0 and any label in A 1 is at least h, (iii) u i 1 ...i t−1 and the vertices in C(u i 1 ...it ) all use labels from A 0 if t ≥ 1 is odd and from A 1 if t ≥ 2 is even, and (iv) the vertices in C(u i 1 ...it ) and that in C(u i 1 ...i t−1 ) ∪ {u i 1 ...i t−2 } use labels from different set of A 0 and A 1 . Using these and by induction, it can be verified that Algorithm 1 produces an L(h, p, p)-labelling of T with span h + 2(∆ − 1)p. Moreover, from the way the labels are assigned it is clear that this is an elegant L(h, p, p)-labelling of T . Therefore, (5)) proves the upper bound in (6). We will see in Corollarr 3.3 that this upper bound is attained by
By (6) the performance ratio of Algorithm 1 is at most
It can be verified that, no matter whether h ≤ (∆ 2 − ∆)p or h ≥ (∆ 2 − ∆)p, this ratio is at most 1 + ε. Thus Algorithm 1 is a (1 + ε)-factor approximation algorithm for the L(h, p, p)-labelling problem for finite trees. Obviously it runs in linear time. 2
labelling problem for trees. This can be specified to give an O(9hn)-time approximation algorithm for the L(h, p, p)-labelling problem for trees. The performance ratio [1, Theorem 4] of this algorithm relies on (h, p) and the chromatic numbers χ(T ) (= 2), χ(T 2 ) and χ(T 3 ), and it may be as big as 6 in some cases. The ratio in Theorem 3.1 is in general smaller and does not require information about χ(T 2 ) and χ(T 3 ).
The lower bound in (6) can be improved when T contains T ∆−1,2 orT ∆−1,2 as a subtree, as we now show in the following result.
Theorem 3.2 Let h ≥ p ≥ 1 be integers, and T a finite tree with diam ≥ 3 or an infinite tree with finite maximum degree.
(a) If T contains T ∆−1,2 as a subtree, then
(b) if T containsT ∆−1,2 as a subtree, then
Proof (a) It suffices to prove that, for any m ≥ 2,
In fact, if T contains T ∆−1,2 as a subtree, then by (9) we have
p, which together with the upper bound in (6) implies (7). We now prove (9) . Consider an arbitrary L(h, p, p)-labelling f of T m,2 . Denote
Since u 1 , . . . , u m are symmetric, and u 11 , . . . , u 1m are symmetric, without loss of generality we may assume a 1 < · · · < a m ; a 11 < · · · < a 1m .
Then max f (N (u 1 )) = max{a 0 , a 1m } and min f (N (u 1 )) = min{a 0 , a 11 }.
Case 1: a 1 ≥ max{a 0 , a 1m }. In this case, since u 1 is adjacent to both u 0 and u 1m , we must have a 1 ≥ max{a 0 , a 1m } + h. Since |N (u 1 )| = m + 1 and any two labels in f (N (u 1 )) should differ by at least p, we have max{a 0 , a 1m } ≥ mp and so a 1 ≥ h + mp. Since min f (N (u 0 )) = a 1 > max{a 0 , a 1m } and any two labels in f (N (u 0 )) differ by at least p, from a 1 ≥ h + mp we obtain a m ≥ h + (2m − 1)p. Therefore, span(f ) ≥ h + (2m − 1)p.
Case 2: a 1 < max{a 0 , a 1m }. Since any two vertices in N (u 0 ) ∪ N (u 1 ) are within distance three apart in T m,2 , the labels assigned to the 2m + 1 vertices of N (u 0 ) ∪ N (u 1 ) should pairwise differ by at least p. Moreover, since u 1 is adjacent to u 0 , u 11 , . . . , u 1m , the difference between a 1 and each label among a 0 , a 11 , . . . , a 1m that is closest to a 1 should be at least h. Since there is at least one such label closest to a 1 , we have span(f ) ≥ h + 2mp > h + (2m − 1)p.
In summary, we have proved span(f ) ≥ h + (2m − 1)p for any L(h, p, p)-labelling f of T m,2 . Hence (9) follows.
(b) Similar to (a), one can prove λ h,p,p (T m,2 ) ≥ h + 2mp for any m ≥ 2. This together with (6) implies (8) 
In addition,
Proof Note that in each case T containsT m,2 as a subtree. (We need k ≥ 4 for T m,k to contain
. This together with the upper bound in (6) yields (10) .
When applying Algorithm 1 to T m,2 , in step 2 we only need labels in A 1 \ {h + 2mp} for the children of u 0 . Hence λ * h,p,p (T m,2 ) ≤ h + (2m − 1)p. This together with (9) implies (11). Now we prove (12) 
C(h, p, p)-labellings
A circular interval mod is defined as a set of integers of the form The following is the main result in this section. Note that in this theorem the gap p − 1 between the upper and lower bounds is independent of T , and the lower bound does not require the condition h ≥ ∆p as we will see in its proof.
Theorem 4.1 Let T be a finite tree with diam ≥ 3 and ∆ ≥ 3, or an infinite tree with finite maximum degree ∆ ≥ 3. Then, for any integers h, p ≥ 1 such that h ≥ ∆p, we have
In particular, if T = T m,k , T m,∞ ,T m,k orT m,∞ and h ≥ (m + 1)p, then The inequality in the middle of (13) follows from (4). To prove the upper bound in (13) , it suffices to prove that, if m ≥ 2 and h ≥ (m + 1)p, then
In fact, since T has maximum degree ∆, it can be viewed as a subtree ofT ∆−1,∞ (with root at any chosen vertex). • f (u 0 ) = 0;
In the last step we can assign distinct labels from ((2h
to the children of u i in any bijective manner. One can verify that the C(h, p, p)-conditions mod are satisfied among the vertices ofT m,∞ up to level 2. Note that f (N (u 0 )) is a p-set mod and f (N (u i )) = f (C(u i )) ∪ {0} is a p-set mod for 1 ≤ i ≤ m + 1. Assume inductively that, for some t ≥ 2, all vertices ofT m,∞ up to level t have been labelled such that: P t : the C(h, p, p)-conditions mod are satisfied among vertices up to level t; Q t : for every vertex u i 1 ...i t−1 at level t − 1, f (N (u i 1 ...i t−1 ) ) is a p-set mod .
Based on these we now prove that we can label all vertices ofT m,∞ at level t + 1 such that P t+1 and Q t+1 are satisfied.
As seen in the proof of Theorem 3.1, for distinct u i 1 ...it and u j 1 ...jt at level t, we can label the vertices in C(u i 1 ...it ) and that in C(u j 1 ...jt ) independently. The vertices in C(u i 1 ...it ) are pairwise distance two apart. Apart from these vertices, the only other vertices which are within distance three from the vertices in N (u i 1 ...it ) are u i 1 ...it , u i 1 ...i t−1 and the vertices in N (u i 1 ..
(See Figure 1 for an illustration.) In view of the discussion in the previous paragraph, a label in {0, 1, . . . , −1} can be used by a vertex of C(u i 1 ...it ) if and only if it is not in A∪B and moreover its -cyclic distance to every element of A is at least p.
) is a p-set mod with length m + 1 (by assumption Q(t)),
) and is the centre of B, and (iii) h ≥ (m + 1)p, we have f (N (u i 1 ..
is no less than p can be used by a vertex in C(u i 1 ...it ). Note that this circular interval contains −(2h−1) = (m+1)p labels including f (u i 1 ...i t−1 ). The size (m+1)p is large enough to guarantee the existence of a subset
} is a p-set mod , regardless of the location of f (u i 1 ...i t−1 ). Assign the m labels in Y to the m vertices of C(u i 1 ...it ) in a one-to-one manner, so that f (N (u i 1 ...it )) = Y ∪{f (u i 1 ...i t−1 )} is a p-set mod . Since this can be carried out independently for distinct vertices u i 1 ...it at level t, we have proved that we can label all vertices ofT m,∞ at level t + 1 such that P t+1 and Q t+1 hold.
By induction, we conclude thatT m,∞ admits a C(h, p, p)-labelling of span with properties P t and Q t for all t ≥ 1. Let I u i 1 ...i t−1 be the shortest circular interval mod that contains the p-set f (N (u i 1 ...i t−1 )) mod , where t ≥ 1. Then I u i 1 ...i t−1 has the same ends as f (N (u i 1 ...i t−1 )), and as such the proof above shows that for any u i 1 ...it ∈ C(u i 1 ...i t−1 ),
Thus the C(h, p, p)-labelling constructed above is an elegant C(h, p, p)-labelling ofT m,∞ with span . Therefore, σ * h,p,p (T m,∞ ) ≤ as claimed in (15), and this completes the proof of (13). Since Corollary 4.2 Let T be a finite tree with diam ≥ 3 and ∆ ≥ 3, or an infinite tree with finite maximum degree ∆ ≥ 3. Then, for any integer h ≥ ∆,
and for finite trees T there exists a linear time exact algorithm for computing σ h,1,1 (T ). In particular, for T = T m,k , T m,∞ ,T m,k orT m,∞ , and any h ≥ m + 1,
Proof The truth of (16) and (17) follows from (13) immediately. Following the proof of (15) and setting := 2h + ∆ − 1, we apply the following algorithm to obtain f : V (T ) → {0, 1, . . . , − 1}:
• assign distinct labels from (2h
• if for some t with 1 ≤ t < k, all vertices of T up to level t have been labelled, then for every
} is a circular interval mod , and assign distinct labels from Y to the children of u i 1 ...it .
It follows from the proof of (15) that such a set Y always exists and f is an elegant C(h, 1, 1)-labelling of T with span . Thus, in view of (16), the above is an exact algorithm for producing an optimal C(h, 1, 1)-labelling of T in linear time. 2
Remark 3 (a) The algorithm in the proof above produces a C(h, 1, 1)-labelling f that is both optimal and super elegant in the sense that f (N (v)) is a circular interval mod for every vertex v. In particular, it gives an optimal and super elegant C(h, 1, 1)-labelling of T m,k , T m,∞ ,T m,k or T m,∞ when applied to these graphs.
(b) The algorithm in the proof of Theorem 4.1 produces an elegant C(h, p, p)-labelling f of T m,∞ under the condition h ≥ (m + 1)p. Since any finite or infinite tree T with diam ≥ 3 and ∆ ≥ 3 is a subtree ofT m,∞ where m = ∆ − 1, the restriction of this algorithm to T (that is, the restriction of f to V (T )) produces an elegant C(h, p, p)-labelling of T whose span is the upper bound in (13) .
(c) The upper bounds in (13) and (14) are equivalent as one implies the other.
Note that we require p = 1 in (17). When p > 1 and h is sufficiently large, we are able to determine the values of σ h,p,p and σ * h,p,p for T m,2 andT m,2 , as stated in the next proposition. 
Proof Denote := 2h + mp.
(a) We first prove (18) under the assumption h ≥ mp. We first show that is a lower bound for σ h,p,p (T m,2 ) under this condition. (Note that under the stronger condition h ≥ (m + 1)p this follows from the lower bound in (13).) Suppose otherwise. Then T m,2 admits a C(h, p, p)-labelling f : V (T m,2 ) → {0, 1, . . . , −2} with span −1. Without loss of generality we may assume f (u 0 ) = 0. Since u 1 , . . . , u m are adjacent to u 0 , we have f
Moreover, since u 1 , . . . , u m are pairwise distance two apart, their labels should pairwise differ by at least p. However, {h, h + p, . . . , h + (m − 1)p} is the only subset of [h, ( − 1) − h] −1 whose elements mutually differ by at least p. Thus we must have f (C(u 0 )) = {h, h+p, . . . , h+(m−1)p}. Without loss of generality we may assume f (
Moreover, since all vertices in C(u 1 ) are distance two apart from u 0 , the ( − 1)-cyclic distances between their labels and 0 must be at least p. Hence
Using the condition h ≥ mp, one can verify that the -cyclic distance between h + (i − 1)p and every label in f (C(u i )) is at least h, and the -cyclic distance between every h + (j − 1)p with 1 ≤ j ≤ m and j = i and every label in f (C(u i )) is at least p. Thus f is a C(h, p, p)-labelling of T m,2 with span . Moreover, f (N (u 0 )) In this section we will first give the precise values of σ h,1,1 (T ) and σ * h,1,1 (T ) for T = T m,k (k ≥ 4), T m,∞ ,T m,k ,T m,∞ . Based on this we will then give a sharp upper bound on σ * (T ) for general T and any h ≥ 1, and a (4∆ + 1)/(2∆ + 4)-approximation algorithm for the C(h, 1, 1)-labelling problem for finite trees. Alternatively, similar to what we did in the previous two sections, we could state our results for general trees first and then obtain the values of σ h,1,1 and σ * h,1,1 for the four trees above as special cases. Nevertheless, the two treatments are equivalent, and for both the key is an algorithm that produces optimal 'super elegant' C(h, 1, 1)-labellings of T m,∞ andT m,∞ . An upper bound on σ * (T ) for general T then follows by viewing T as a subgraph of an appropriateT m,∞ , akin to the treatment in the proof of Theorem 4.1.
Proposition 5.1 Let m ≥ 2 and h ≥ 1 be integers. Then
Proof (a) If h ≥ m, then (20) follows from (18) . Assume h ≤ m. Let := h + 2m. By (3) and (11),
Since h ≤ m, one can verify that f is an elegant C(h, 1, 1)-labelling of T m,2 with span . Thus,
Using the condition h ≤ m, one can show that f is an elegant C(h, 1, 1)-labelling ofT m,2 with span . Thus σ * h,1,1 (T m,2 ) ≤ and (21) follows. 2
Proof Observe that, if h ≥ m + 1, then (22) is reduced to (17) . In what follows we assume h ≤ m and set := h + 2m + 1.
(a) We prove (22) (3) and (10) .
To prove σ * h,1,1 (T m,∞ ) ≤ , we recursively label the vertices of T m,∞ from lower to higher levels such that for each vertex u the labels assigned to the neighbours of u (including its parent if u = u 0 ) form a circular interval mod . More explicitly, we construct an elegant C(h, 1, 1)-labelling f of T m,∞ with span , beginning with the following labels for vertices up to level 2: • f (u 0 ) = 0;
It can be verified that the C(h, 1, 1)-conditions mod are satisfied among vertices of T m,∞ up to level 2.
Note that f (N (u 0 )) is a circular interval mod , and each f (N (u i )) is a circular interval mod of length m + 1. Assume inductively that, for some t ≥ 2, all vertices of T m,∞ up to level t have been labelled such that: P t : the C(h, 1, 1)-conditions mod are satisfied among vertices up to level t; Q t : for every vertex u i 1 ...i t−1 at level t − 1, f (N (u i 1 ...i t−1 )) is a circular interval mod .
We proceed to prove that we can label all vertices of T m,∞ at level t + 1 such that P t+1 and Q t+1 hold.
A label can be used by a vertex of C(u i 1 ...it ) if and only if it is in the set
where
(See Figure 2 for an illustration of A and B.) The situation is similar to the proof of (15) , but this time f (N (u i 1 ...i t−1 )) may not be a subset of B.
By our assumption Q(t), f (N (u i 1 ...i t−1 )) is a circular interval mod of length m + 1. In addition, it has at least one common element with B, namely f (u i 1 ...it ). Since f (u i 1 ...i t−1 ) ∈ B, it follows that A ∪ B consists of a circular interval mod and a single integer f (u i 1 ...i t−1 ). Therefore, X is either the union of two circular intervals mod separated by f (u i 1 ...i t−1 ) or a single circular interval mod , the latter occuring if and only if A ∪ B itself is a circular interval mod .
Since Since X is the union of at most two circular intervals mod possibly separated by f (u i 1 ...i t−1 ), it follows that there exists a subset Y of X with |Y | = m such that Y ∪ {f (u i 1 ...i t−1 )} is a circular interval mod . Label the vertices of C(u i 1 ...it ) by the elements of Y in a bijective manner, so that f (N (u i 1 . ..it )) = Y ∪ {f (u i 1 ...i t−1 )} is a circular interval mod . These labels for C(u i 1 ...it ) do not violate the C(h, 1, 1)-conditions mod with vertices of level at most t. Since this holds for every u i 1 ...it at level t, and since we can label the sets C(u i 1 ...it ) independently, we can label all vertices of T m,∞ up to level t + 1 such that P t+1 and Q t+1 are satisfied.
By induction, we have proved that T m,∞ admits a C(h, 1, 1)-labelling of span with properties P t and Q t for all t ≥ 1. One can see from the construction above that this is an elegant C(h, 1, 1)-labelling. Therefore, σ * h,1,1 (T m,∞ ) ≤ , which together with
The restriction of the labelling above to the vertices of T m,∞ up to level k is an elegant 
It can be verified that this ratio is at most 1 + ε, no matter whether 2h ≤ ∆ 2 − ∆ + 1 or not. In particular, if ∆ 2 = 2∆ − 1 or 2∆, then one can show that this ratio is at most 7/5. 2
Concluding remarks
In Theorem 3.1 we give a linear time (∆ 2 + ∆ − 2)/(∆ 2 − 1)-approximation algorithm for the L(h, p, p)-labelling problem for finite trees. A polynomial time approximation algorithm for this problem with better performance ratio is desirable. Similarly, it would be good if one can devise a polynomial time approximation algorithm for the C(h, 1, 1)-labelling problem for finite trees whose performance ratio is smaller than the one in Theorem 5.4. We do not know the exact values of σ h,p,p (T ) and σ * h,p,p (T ) for T = T m,k ,T m,∞ ,T m,k orT m,∞ even when h ≥ (m + 1)p > m + 1. Determining these values or improving the upper bound in (14) will help understand σ h,p,p and σ * h,p,p for general trees. The following notions arise from our study in this paper. An L(h, 1, 1) or C(h, 1, 1 )-labelling f with span is called super elegant if for every vertex u, f (N (u)) is an interval or a circular interval mod , respectively. Defineλ h,1,1 (G) andσ h,1,1 (G) to be the minimum integer such that G admits a super elegant L(h, 1, 1)-labelling, and a super elegant C(h, 1, 1)-labelling, with span , respectively, or ∞ if G does not admit such a labelling. Clearly, λ * h,1,1 (G) ≤λ h,1,1 (G) and σ * h,1,1 (G) ≤σ h,1,1 (G). As mentioned in Remark 2, for T = T m,k (k ≥ 4), T m,∞ ,T m,k orT m,∞ , T admits a super elegant L(h, 1, 1)-labelling and moreoverλ h,1,1 (T ) = λ * h,1,1 (T ) = λ h,1,1 (T ) = h + 2m. In view of Remark 3, for any finite or infinite tree T with diam ≥ 3 and 3 ≤ ∆ ≤ h, T admits a super elegant C(h, 1, 1)-labelling and moreoverσ h,1,1 (T ) = σ * h,1,1 (T ) = σ h,1,1 (T ) = 2h + ∆ − 1; in particular, this holds for T m,k , T m,∞ ,T m,k andT m,∞ . Since any tree T can be viewed as a subtree of someT m,∞ , and since the restriction of an elegant L(h, 1, 1) or C(h, 1, 1)-labelling ofT m,∞ to T is an elegant L(h, 1, 1) or C(h, 1, 1)-labelling of T , from λ * h,1,1 (T m,∞ ) < ∞ and σ * h,1,1 (T m,∞ ) < ∞ it follows that any tree admits an elegant L(h, 1, 1)-labelling as well as an elegant C(h, 1, 1)-labelling. (This is also implied in [10, Theorem 4] which asserts that λ * h,1,1 and σ * h,1,1 can be computed in polynomial time for any tree and any integer h ≥ 1.) However, fromλ h,1,1 (T m,∞ ) < ∞ andσ h,1,1 (T m,∞ ) < ∞ we cannot derive that any tree admits a super elegant L(h, 1, 1)-labelling and a super elegant C(h, 1, 1)-labelling, because it is not clear whether the restriction of a super elegant labelling to a subtree is also super elegant. Therefore, we may ask under what conditions a tree admits a super elegant L(h, 1, 1)-labelling or a super elegant C(h, 1, 1)-labelling. Also it would be interesting to characterise those trees T such thatλ h,1,1 (T ) = λ * h,1,1 (T ), and those trees such thatσ h,1,1 (T ) = σ * h,1,1 (T ).
