Abstract. We study existence and properties of ground states for the nonlinear Schrödinger equation with combined power nonlinearities
Introduction
Starting from the seminal contribution by T. Tao, M. Visan and X. Zhang [46] , the nonlinear Schrödinger equation with combined power nonlinearities (1.1) iψ t + ∆ψ + |ψ| p−2 ψ + µ|ψ| q−2 ψ = 0 in R N attracted much attention. According to [17, 46] , the Cauchy problem for (1.1) is locally well posed, and the unique local solution has conservation of energy Global well-posedness, scattering, the occurrence of blow-up and more in general dynamical properties has been studied in [46] and many papers [2, 21, 23, 27, 30, 33, 36, 37, 49] (see also the references therein). In this paper we study existence and properties of ground states with prescribed mass, with particular emphasis to the role played by the lower order term µ|ψ| q−2 ψ in comparison with the unperturbed case µ = 0, and to the relation between the different exponents 2 < q < p < 2 * . Here and in what follows 2 * denotes the critical exponent for the Sobolev embedding
(that is, 2 * = 2N/(N − 2) if N ≥ 3, and 2 * = +∞ if N = 1, 2), and, since q < p < 2 * , we always work in a subcritical framework. We point out that the critical case p = 2 * is of interest as well, but, requiring ad hoc techniques, is treated in the companion paper [43] .
To find stationary states, one makes the ansatz ψ(t, x) = e −iλt u(x), where λ ∈ R is the chemical potential and u : R N → C is a time-independent function. This ansatz yields (1.3) − ∆u = λu + |u| p−2 u + µ|u| q−2 u in R N .
A possible choice is then to fix λ ∈ R, and to search for solutions to (1.3) as critical point of the action functional
in this case particular attention is devoted to least action solutions, namely solutions minimizing A among all non-trivial solutions. Alternatively, one can search for solutions to (1.3) having prescribed mass, and in this case λ ∈ R is part of the unknown. This approach seems particularly meaningful from the physical point of view, since, in addition to being a conserved quantity for the time dependent equation (1.1), the mass has often a clear physical meaning; for instance, it represents the power supply in nonlinear optics, or the total number of atoms in Bose-Einstein condensation, two main fields of application of the NLS. Moreover, this approach turns out to be useful also from the purely mathematical perspective, since it gives a better insight of the properties of the stationary solutions for (1.1), such as stability or instability (this was already evident in the seminal contributions by H. Berestycki and T. Cazenave [13] , and by T. Cazenave and P.-L. Lions [18] ). For these reasons, here we focus on existence and properties of solutions to (1.3) with prescribed mass, a problem which was, up to now, essentially unexplored.
The existence of normalized stationary states can be formulated as the following problem: given a > 0, µ ∈ R, and 2 < q < p < 2 * , we aim to find (λ, u) ∈ R × H 1 (R N , C) solving (1.3) together with the normalization condition (1.4) |u| Solution can be obtained as critical points of the energy functional E µ (defined in (1.2)) under the constraint u ∈ S a := u ∈ H 1 (R N , C) :ˆR N |u| 2 = a 2 .
As 2 < q < p < 2 * , it is standard that E µ is of class C 1 in H 1 (R N , C), and any critical point u of E µ | Sa corresponds to a solution to (1.3) satisfying (1.4) , with the parameter λ ∈ R appearing as Lagrange multiplier. We will be particularly interested in ground state solutions, defined as follows: Definition 1. We write thatũ is a ground state of (1.3) on S a if it is a solution to (1.3) having minimal energy among all the solutions which belongs to S a : dE µ | Sa (ũ) = 0 and E µ (ũ) = inf{E µ (u) : dE µ | Sa (u) = 0, and u ∈ S a }.
The set of the ground states will be denoted by Z a,µ .
This definition naturally extends the notion of ground states from linear quantum mechanics. We notice that a ground state may exist even if E µ is unbounded from below on S a .
We also recall the notion of stability and instability we will be interested in:
Definition 2. Z a,µ is orbitally stable if for every ε > 0 there exists δ > 0 such that, for any ψ 0 ∈ H with inf v∈Za,µ ψ 0 − v H < δ, we have inf v∈Za,µ ψ(t, ·) − v H < ε ∀t > 0, where ψ(t, ·) denotes the solution to (1.1) with initial datum ψ 0 . A standing wave e −iλt u is strongly unstable if for every ε > 0 there exists ψ 0 ∈ H 1 (R N , C) such that u − ψ 0 H < ε, and ψ(t, ·) blows-up in finite time.
We observe that the definition of stability implicitly requires that (1.1) has a unique global solution, at least for initial data ψ 0 sufficiently close to Z a,µ .
As we will see, existence and properties of ground states (1.3)-(1.4) are strongly affected by further assumptions on the exponents and on the data. As far as we know, so far these issues were only studied assuming 2 < q < p < 2 + 4/N , or 2 + 4/N < q < p < 2 * . It is well known that, when dealing with the Schrödinger equation, the L 2 -critical exponent p := 2 + 4/N plays a special role. This is the threshold exponent for many dynamical properties such as global existence vs. blow-up, and the stability or instability of ground states. From the variational point of view, if the problem is purely L 2 -subcritical, i.e. 2 < q < p <p, then E µ is bounded from below on S a . Thus, for every a, µ > 0 a ground states can be found as global minimizers of E µ | Sa , see [45] or [35, 42] . Moreover, the set of ground states is orbitally stable [18, 42] . In the purely L 2 -supercritical case, i.e.p < q < p < 2 * , on the contrary, E µ | Sa is unbounded from below; however, exploiting the mountain pass lemma and a smart compactness argument, L. Jeanjean [29] could show that a normalized ground state does exist for every a, µ > 0 also in this case. The associated standing wave is strongly unstable [13, 32] , due to the supercritical character of the equation. We point out that, in [29, 32, 42, 45] , more general nonlinearities are considered.
In what follows we carefully analyze the cases when the combined power nonlinearities in (1.1) are of mixed type, that is 2 < q ≤p ≤ p < 2 * , with p = q and µ ∈ R.
As we will see, the interplay between subcritical, critical and supercritical nonlinearities strongly affects the geometry of the functional and the existence and properties of ground states. Notice that, since the coefficient of the leading term |ψ| p−2 ψ is positive, we consider a focusing leading nonlinearity, and we allow both focusing (µ > 0) and defocusing (µ < 0) lower order term |ψ| q−2 ψ. It is worth to remark that, if we fix λ, then existence and variational characterization of least action solutions do not change for any choice 2 < q < p < 2 * . Indeed, for every λ < 0 and µ > 0 equation (1. 3) has a least action solution (with positive action) which can be obtained minimizing A on the associated Nehari manifold, or by means of other variational principle (this is known since the classical paper [14] by H. Berestycki and P.-L. Lions). The number of positive real valued solutions, on the other hand, is affected by the choice of q and p, see [20] .
For quite a long time the paper [29] was the only one dealing with existence of normalized solutions in cases when the energy is unbounded from below on the L 2 -constraint. More recently, however, problems of this type received much attention, see [1, [10] [11] [12] 15, 16] for normalized solutions to scalar equations in the whole space R N , [6] [7] [8] [9] for normalized solutions to systems in R N , and [22, [38] [39] [40] [41] for normalized solutions to equations or systems in bounded domains 1 . Among the other contributions, we refer in particular to [8, 11, 29] , which strongly inspired many techniques used here. 1 It is remarkable that, dealing with normalized solutions, problems in unbounded domains and in the whole space R N have to be treated with completely different methods (this is often not the case if one fixes the Lagrange multiplier λ in (1.3), neglects the mass constraint, and works in a radial setting). 
and the infimum is achieved byũ ∈ S a with the following properties:ũ is a real-valued positive function in R N , is radially symmetric, solves (1.3) for someλ < 0, and is a ground state of (1. iii) if a >ā N , then for every µ ∈ R it results
Now, in case (i-a), the set Z a,µ of ground states of the complex NLS (1.1) is not empty. Theorem 1.2. If 0 < a <ā N with µ > 0, then Z a,µ = e iθ |u| for some θ ∈ R and |u| > 0 in R N .
Moreover, the set Z a,µ is orbitally stable.
The simple proofs of Theorem 1.1-1.2 relies on the Pohozaev identity, on the adaptation of the Lions' concentration-compactness principle [34, 35] , and on the classical Cazenave-Lions' stability argument [18] , further developed in [28] . It is an open question whether problem (1.3)-(1.4) admits solution in cases (ii-a) and (iii).
We mention that the existence of a positive radial ground state in case (1-a) for the choice µ = 1 was proved in [33] ; however, we will not only prove existence of a ground state, but also the relative compactness of all the minimizing sequences for m(a, µ). This seems to be new, and is essential for the stability. We further refer to [33] , and also to [21, 27] for a discussion of global existence and finite time blow-up in this framework.
We focus now on the more interesting case whenp < p < 2 * , that is the leading term is L 2 -supercritical and Sobolev subcritical. The energy functional E µ in now unbounded both from above and from below on S a , independently on µ ∈ R and on 2 < q ≤p; however, the geometry of E µ is strongly affected both by the sign of µ, and by the exact choice of q. We discuss at first the case 2 < q <p with µ > 0. We use the notation
and we denote by C N,p the best constant in the Gagliardo-Nirenberg inequality H 1 ֒→ L p (see (2.3)). Theorem 1.3. Let N ≥ 1, 2 < q <p < p < 2 * , and let a, µ > 0. Let us also suppose that (1.6)
Then the following hold:
i) E µ | Sa has a critical pointũ at negative level m(a, µ) < 0 which is an interior local minimizer of E µ on the set
for a suitable k > 0 small enough. Moreover,ũ is a ground state of (1.3) on S a , and any other ground state is a local minimizer of E µ on A k . ii) E µ | Sa has a second critical point of mountain pass typeû at positive level σ(a, µ) > 0. iii) Bothũ andû are real-valued positive functions in R N , are radially symmetric, and solve (1.3) for suitableλ,λ < 0. Moreover,ũ is also radially decreasing.
Regarding the stability:
* , and let a > 0. There existsμ > 0 sufficiently small such that, if 0 < µ <μ, then Z a,µ = e iθ |u| for some θ ∈ R and |u| > 0 in R N , and the set Z a,µ is orbitally stable. On the contrary, for every µ > 0 satisfying (1.6) the solitary wave ψ(t, x) = e −iλtû (x) is strongly unstable.
Remark 1.1. Condition (1.6) is not obtained by any limit process, and provide an explicit condition for a and µ (which are not necessarily "small"). In fact, we can take one between a and µ as large as we want, provided that the other is sufficient small. In contrast, in Theorem 1.4, we are able to prove the stability of Z a,µ only for small µ. We believe that this is a technical assumption, and the same result should hold for every µ > 0 satisfying (1.6).
We recall that, in the unperturbed homogeneous case µ = 0, for any a > 0 there exists a ground state solution of the NLS equation with a positive energy m(a, 0) > 0, and the associated solitary wave is strongly unstable since we are in a L 2 -supercritical regime (see e.g. [17, Section 8] ). Therefore, Theorems 1.3 and 1.4 show that the introduction of a focusing (µ > 0) L 2 -subcritical perturbation into a L 2 -supercritical Schrödinger equation leads to a stabilization of the system, which was originally unstable. From the variational point of view, this fact is reflected by the discontinuity of the ground state energy level m(a, µ): we have m(a, µ) < 0 for every µ > 0 and small, while m(a, 0) > 0. It is therefore natural to study the behavior of the ground states as µ → 0 + : Theorem 1.5. Let a > 0. For sufficiently small µ > 0, let us denote byũ µ andû µ the positive solutions given by Theorem 1.3. Then m(a, µ) → 0 − , and any ground stateũ µ ∈ S a for E µ | Sa satisfies |∇ũ µ | 2 → 0 as µ → 0 + . Furthermore, σ(a, µ) → m(a, 0), andû µ →ũ 0 strongly in H as µ → 0 + , whereũ 0 is the positive radial ground state of the homogeneous problem obtained for µ = 0.
Here and in the rest of the paper | · | 2 denotes the standard L 2 -norm.
The next result concerns existence of ground states when the lower order power becomes L 2 -critical.
then E µ | Sa has a critical pointũ at positive level m(a, µ) > 0, with the following properties:ũ is a real-valued positive function in R N , is radially symmetric, solves (1.3) for someλ < 0, and is a ground state of (1.3) on S a . Remark 1.2. The right hand side in (1.7) is the limit, as q →p − , of the right hand side in (1.6). For the equality in (1.7), we refer to Section 2.
From Theorems 1.3 and 1.6 we deduce that there is a discontinuity in the ground state energy level also when q reachp from below. In fact, the transition from the L 2 -subcritical to the L 2 -critical threshold drastically changes the geometry of E µ | Sa , preventing the existence of a local minimizer in the latter case (no matter how small µ is). As a result, also the stability of ground states is lost. Theorem 1.7. Under the assumptions of Theorem 1.6, we have that Z a,µ = e iθ |u| for some θ ∈ R and |u| > 0 in R N ;
moreover, if u is a ground state, then the associated Lagrange multiplier λ is negative, and the standing wave e −iλt u is strongly unstable.
Similarly to what we did in Theorem 1.5, we can also study the behavior of ground states as q →p − . This is the content of the next statement, where we denote by m q (a, µ) andũ q the ground state level and the ground state associated with a precise choice of q in Theorem 1.3. Theorem 1.8. Let a, µ > 0 satisfy (1.7). Then, for any q sufficiently close top condition (1.6) is satisfied, and we have: m q (a, µ) → 0 − , and any ground stateũ q for m q (a, µ) satisfy |∇ũ q | 2 → 0 as q →p − .
We conjecture that σ q (a, µ) → mp(a, µ), and that there is convergence ofû q towards a ground state for mp(a, µ). We decided to not insist on this point.
We now turn to the case when µ < 0. Under this assumption the geometry of the functional does not change as q passes from L 2 -subcritical regime to the L 2 -critical one. Therefore, we have a unified statement. Theorem 1.9. Let N ≥ 1, 2 < q ≤p < p < 2 * , a > 0 and µ < 0. If
, then E µ | Sa has a critical pointũ at positive level m(a, µ) > 0 with the following properties:ũ is a real-valued positive function in R N , is radially symmetric, solves (1.3) for someλ < 0, and is a ground state of (1.3) on S a .
Moreover: Theorem 1.10. Under the assumptions of Theorem 1.9, we have that Z a,µ = e iθ |u| for some θ ∈ R and |u| > 0 in R N ;
moreover, if u is a ground state, then the associated Lagrange multiplier λ is negative, and the standing wave e −iλt u is strongly unstable. Remark 1.3. Assumption (1.8) looks similar to (1.6) and (1.7). Nevertheless, they play very different roles. While (1.6) and (1.7) are used to describe the geometry of E µ (and are not involved in compactness issues), assumption (1.8) is fundamental in proving the convergence of Palais-Smale sequences when µ < 0 (and is not involved in the study of the geometry of E µ | Sa ). Under the assumptions of q and p covered by Theorems 1.3, 1.6 and 1.9, it is an interesting and difficult question to understand if a ground state solutions may exist without any assumption on a and µ. We believe that this is not the case.
In the proofs of Theorems 1.3-1.10, a special role will be played by the Pohozaev set
It is well known that any critical point of E µ | Sa stays in P a,µ , as a consequence of the Pohozaev identity (we refer for instance to [29, Lemma 2.7] ). Moreover, P a,µ is a natural constraint, in the following sense: Proposition 1.11. Suppose that either the assumptions of Theorem 1.3, or those of Theorem 1.6, or else those of Theorem 1.9 hold. Suppose moreover that u ∈ P a,µ is a critical point for E µ | Pa,µ . Then u is a critical point for E µ | Sa .
The properties of P a,µ are then intimately related to the minimax structure of E µ | Sa , and in particular to the behavior of E µ with respect to dilations preserving the L 2 -norm. To be more precise, for u ∈ S a and s ∈ R, let
It results that s ⋆ u ∈ S a , and hence it is natural to study the fiber maps
We shall see that critical points of Ψ µ u allow to project a function on P a,µ . Thus, monotonicity and convexity properties of Ψ µ u strongly affects the structure of P a,µ (and in turn the geometry of E µ | Sa ), and also have a strong impact on properties of the the time-dependent equation (1.1).
In this direction, let us consider the decomposition of P into the disjoint union P a,µ = P a,µ 2) Under the assumptions of both Theorems 1.6 and 1.9, the set P a,µ is a smooth manifold of codimension 1 in S a , P a,µ + = P a,µ 0 = ∅, and m(a, µ) = min
Remark 1.4. By [29, Lemma 2.9], the situation described in point 2) also takes place when p < p < 2 * and µ = 0. For 2 < q <p, Proposition 1.12 gives another explanation of the discontinuity of the ground state level m(a, µ) when µ → 0 + : for µ > 0 we have a splitting P a,µ = P a,µ − ∪ P a,µ + into two disjoint components, and the ground state level is achieved on P a,µ + ; as µ → 0, however, P a,µ + becomes empty, while we have convergence both of the levels min P a,µ − ∩Sa,r E µ to m(a, 0), and of the associated minimizers, see Theorem 1.5.
In point 1), it is natural to expect thatû is in fact a minimizer on P a,µ − , and not only in S a,r ∩ P a,µ − . Remark 1.5. The change of the topology in P a,µ obtained by the introduction of a focusing L 2 -subcritical perturbation is reminiscent to what happens to the Nehari manifold in inhomogeneous elliptic problems [47] , or in elliptic problems with concave-convex nonlinearities [5, 24] . This is somehow surprising, since in (1.3) all the power-nonlinearities are super-linear; the phenomenon is a direct consequence of the L 2 -constraint S a , and of the behavior of E µ with respect to L 2 -normpreserving dilations.
The analysis of Ψ µ u for u ∈ S a is not only fruitful in the description of the geometry of E µ | Sa , but also allows to give a quite precise characterization of global existence vs. finite-time blow-up. These issues were firstly studied in [46] where, for L 2 -supercritical and focusing leading nonlinearities, the occurrence of finite-time blow-up was proved under assumptions on the weighted mass current and on mass and energy of the initial datum . In a different (and complementary) perspective, we have the following results where, in addition to finite time blow-up, we also provide conditions for global existence. Theorem 1.13. Let us assume that the assumptions of either Theorem 1.3 or Theorem 1.6, or else Theorem 1.9 are satisfied. Let u ∈ S a be such that E µ (u) < inf P a,µ − E µ . Then Ψ µ u has a unique global maximum point t u,µ , and:
1) if t u,µ > 0, then the solution ψ of (1.1) with initial datum u exists globally in time.
2) if t u,µ < 0 and |x|u ∈ L 2 (R N , C), then the solution ψ of (1.1) with initial datum u blows-up in finite time.
The theorem permits to reduce the discussion of global existence vs. finite time blow-up to the study of the 1-variable function Ψ µ u . The properties of Ψ µ u will be described in Lemmas 5.3, 6.2 and 7.2. Some immediate consequences are collected in the following corollary. Corollary 1.14. For u ∈ S a , let ψ u be the solution to (1.1) with initial datum u. We have:
1) Under the assumptions of Theorems 1.3, 1.6 or Theorem 1.9, for every u ∈ S a there exist
ψ s⋆u blows-up in finite time.
2) Under the assumptions of Theorems 1.3, 1.6 or Theorem 1.
Under the assumptions of Theorems 1.3, 1.6 or Theorem 1.9, if |∇u| 2 is sufficiently small, then ψ u is globally defined. 4) Under the assumptions of Theorems 1.6 or Theorem 1.9, if |x|u ∈ L 2 (R N , C), E µ (u) < inf P a,µ − E µ , and P µ (u) < 0, then ψ u blows-up in finite time. 5) Under the assumptions of Theorem 1.3, if |x|u ∈ L 2 (R N , C) and E µ (u) < m(a, µ), then ψ u blows-up in finite time. Remark 1.6. Differently to what happen in [46] , we don't make any assumption on the weighted mass current of the initial datum in order to prove finite time blow-up. Moreover, Theorem 1.13 yields blow-up for positive energy solutions (while in [46] only negative energy solutions are considered). The price to pay is that we have to impose some conditions on a and µ.
The difference between the case q <p < p and µ > 0 with the others in Corollary 1.14 is motivated by the different properties of the fiber maps Ψ µ u , see Lemmas 5.3, 6.2 and 7.2. In the rest of the paper we give the proofs of the main results. After having discussed some preliminaries in Section 2, we prove Theorems 1.1 and 1.2 in Section 3. In Section 4, we discuss the compactness of Palais-Smale sequences in L 2 -supercritical framework. It is worth to remark that, dealing with normalized solutions, the compactness is a highly non-trivial problem, even if we are in a Sobolev subcritical framework. In Sections 5, 6 and 7 we focus on existence of ground states, proving Theorems 1.3, 1.6 and 1.9 respectively. At this point we focus on the properties of ground states, with particular emphasis to stability and instability. In Section 8 we prove Theorems 1.4, 1.5 and 1.8, and in Section 9 we prove Theorems 1.7 and 1.10 (and Proposition 1.11). Finally, Theorem 1.13 and Corollary 1.14 on global existence and finite time blow-up are discussed in Section 10.
Regarding the notation, in this paper we deal with both complex and real-valued functions, which will be in both cases denoted by u, v, . . . . This should not be a source of misunderstanding. The symbolū will always be used for the complex conjugate of u. (it is well known that the symmetric decreasing rearrangement decreases the L 2 -norm of gradients; regarding the last inequality for complex valued functions, we refer to [28, Proposition 2.2]). The symbol ⇀ denotes weak convergence (typically in H or H 1 ). Capital letters C, C 1 , C 2 , . . . denote positive constant which may depend on N , p and q (but never on a or µ), whose precise value can change from line to line. We also mention that, within a section, after having fixed the parameters a and µ we may choose to omit the dependence of E µ , S a , P µ , P a,µ , . . . on these quantities, writing simply E, S, P , P, . . . .
Preliminaries
In this section we collect several results which will be often used throughout the rest of the paper.
Preliminaries on the homogeneous NLSE. We focus here on the case µ = 0, and in particular to existence and properties of ground states for
Classically, the problem is equivalent to the search of real valued solutions to (2.1)
for some λ < 0. Thanks to the homogeneity of the nonlinear term, the problem is equivalent, by scaling, to
It is well known [31, 44] that, for p ∈ (2, 2 * ), equation (2.2) has a unique solution w N,p , up to translations, and that w N,p is radially symmetric and radially decreasing with respect to a point. Moreover, if p ≥ 2 * there is no solution. It is not difficult to deduce that if p ∈ (2, 2 * ) \ {p}, then (2.1) has a unique solution for any a > 0, while if p =p = 2 + 4/N , then (2.1) is solvable for the unique value a = |w N,p | 2 , which from now on is denoted byā N . Moreover, for a =ā N problem (2.1) has infinitely many different radial ground states.
Gagliardo-Nirenberg inequality. We recall that, for every N ≥ 1 and p ∈ (2, 2 * ), there exists a constant C N,p depending on N and on p such that
where γ p is defined by (1.5). Weinstein [48] proved that equality is achieved by w N,p (and by any of its rescaling). Moreover, he obtained the best constant C N,p in terms of the L 2 -norm of (a scaling of) w N,p . In the special case p =p, formula (1.3) in [48] allows to characterized the critical mass a N as
Homogeneous NLSE from a variational perspective. From the variational point of view, the transition through the L 2 -critical exponentp can be easily explained. By (2.3), we have that
with γ p defined by (1.5). Notice that
This implies that E 0 is bounded from below on S a for p <p (for every choice of a > 0), and for p =p provided that a ≤ā N . In the remaining cases, it is not difficult to check that E 0 | Sa is unbounded from below: for s ∈ R and u ∈ S a , we consider the scaling s ⋆ u, defined in (1.11), and we observe that s ⋆ u ∈ S a and
We deduce that, if p >p (so that γ p p > 2), then E 0 (s ⋆ u) → −∞ as s → +∞, for every u ∈ S a , while in case p =p the same holds for all functions u ∈ S a with 1 2 |∇u|
Such a function does exist only if a >ā N .
Behavior of E µ with respect to dilations. A crucial role in the proof of all our results is represented by the study of the behavior of E µ with respect to the L 2 -norm preserving variations defined by (1.11). We consider, for u ∈ S a and s ∈ R, the fiber Ψ µ u introduced in (1.12). We have
where P µ is defined by (1.10). Therefore:
Proposition 2.1. Let u ∈ S a . Then: s ∈ R is a critical point for Ψ µ u if and only if s ⋆ u ∈ P a,µ . In particular, u ∈ P a,µ if and only if 0 is a critical point of Ψ µ u . For future convenience, we also recall that the map (s, u) ∈ R × H → s ⋆ u ∈ H is continuous (see [9, Lemma 3 .5] for a detailed proof).
L 2 -critical leading term
In this section we prove Theorem 1.1. It is useful to observe that, in the present setting, (1.12) reads
The case 0 < a ≤ā N with µ < 0. If there exists a solution u to (1.3)-(1.4), then by Pohozaev identity P µ (u) = 0, and henceˆR
As recalled in Section 2, we have that inf Sa E 0 ≥ 0 since a <ā N , and hence we deduce that
The case a =ā N with µ > 0. Since a =ā N , there exists w = w N,p ∈ S a with E 0 (w) = 0. Therefore, by (3.1),
The case a >ā N . Since a >ā N , there exists u ∈ S a with E 0 (u) < 0. Using (3.1) and the fact that 2 > qγ q , we deduce again that inf Sa E µ = −∞.
The case a <ā N with µ > 0. At first, we show that E µ is bounded from below on S a , and that the infimum is negative. By the Gagliardo-Nirenberg inequality
for every u ∈ S a . Since a <ā N , γ< 2, and since the coefficient of |∇u| 2 2 is positive by (2.4), we have that E µ is coercive on S a , and m(a, µ) := inf Sa E µ > −∞. The fact that m(a, µ) < 0 follows by (1.12), since being µ > 0 we have that E µ (s ⋆ u) < 0 for every (s, u) ∈ R × S a with s ≪ −1. Furthermore, we observe that inf Sa∩H 1 E µ = inf Sa E µ , since if u ∈ H we have that |u| ∈ S a ∩ H 1 and |∇|u|| 2 ≤ |∇u| 2 . Now:
, and |u n | 2 → a.
Then {u n } is relatively compact in H 1 up to translations; that is, there exist a subsequence {u n k }, a sequence of points {y k } ⊂ R N , and a functionũ ∈ S a ∩ H 1 such that u n k (· + y k ) →ũ strongly in H 1 .
Here we only consider real-valued functions. Indeed, using the argument developed in [28, Section 3] , if relative compactness holds in H 1 (R N , R), then one can easily deduce that it also holds in H 1 (R N , C).
Remark 3.1. If one is only interested in the existence of a real-valued, positive and radial ground state, it is possible to work with a minimizing sequence of radially decreasing functions, and exploit their compactness properties. This approach was followed in [33] . However, the relative compactness of minimizing sequences is a stronger result which allows to prove the stability of the ground states set Z a,µ .
The proof of Proposition 3.1 is an application of the concentration-compactness principle by P. L. Lions [34, 35] , and rests on the validity of the strict sub-additivity for a → m(a, µ).
Proof. Let 0 < c <ā N , let θ > 1 be such that θc <ā N , and let {u n } ⊂ S c be a minimizing sequence for m(c, µ). Then Proof of Proposition 3.1. By (3.2), and since a n → a <ā N , the sequence {u n } is bounded in H 1 . Thus, by the concentration-compactness principle (see in particular [34, Lemma III.1]) applied to v n = a/a n u n , there exists a subsequence, still denoted by {v n } satisfying one of the following three possibilities: i) vanishing:
ii) dichotomy: there exists a 1 ∈ (0, a) and {v
iii) compactness: there exists y n ∈ R N such that:
Vanishing cannot occur, since otherwise u n → 0 strongly in L r (R N ) for every r ∈ (2, 2 * ) (see [35, Lemma I.1]), whence it follows that lim inf n E µ (u n ) ≥ 0, in contradiction with m(a, µ) < 0.
Also dichotomy cannot occur, since otherwise
in contradiction with Lemma 3.2 (in the second equality, we used the facts that {u n } is bounded in H 1 and a n → a). Therefore, compactness hold, and the sequence of translationsṽ n := v n (· + y n ) converges, strongly in L 2 (R N ) (and weakly in H 1 ), to a limitũ ∈ S a ∩H 1 . Since a n → a and {u n } is bounded, we deduce that in factũ n := u n (· + y n ) converges, strongly in L 2 (R N ), toũ. If r ∈ (2, 2 * ), by Hölder and Sobolev inequality
We finally deduce that the previous inequalities are equalities, and in particular ũ n → ũ . This shows the relative compactness of any minimizing sequence for m(a, µ) of real valued functions, up to translations.
We need two further ingredients in order to proceed with the stability.
Proof. Let a n → a ∈ (0,ā N ). For every n there exists u n ∈ S an such that m(a n , µ) ≤ E µ (u n ) < m(a n , µ) + 1/n. By estimate (3.2), taking into account that a n ≤ a + ε <ā N for n sufficiently large (and ε > 0 sufficiently small), we deduce that E µ | Sa n are equi-coercive, and hence {u n } is bounded in H. Now, let us consider v n := a/a n u n ∈ S a . We have
where we used the boundedness of {u n } and the fact that a n → a. Passing to the limit as n → ∞, we deduce that m(a, µ) ≤ lim inf n→∞ m(a n , µ).
In a similar way, let {w n } be a minimizing sequence for m(a, µ), which is bounded by (3.2), and let z n := a n /aw n ∈ S an . Then we have
Lemma 3.4. If a ∈ (0, a N ) and µ > 0, then any solution ψ to (1.1) with initial datum u ∈ S a is globally defined in time.
Proof. Denoting by (−T min , T max ) the maximal existence interval for ψ, we have classically that either ψ is globally defined for positive times, or |∇ψ(t)| 2 = +∞ as t → T − max (and an analogue alternative holds for negative times), see [46, Section 3] . Supposing that T max < +∞, we have then that |∇ψ(t)| 2 → +∞ as t → T − max , and as a consequence E µ (ψ(t)) → +∞ as t → T − max , by (3.2) . This is in contradiction with the conservation of the energy.
Conclusion of the proof of Theorem 1.1. Proposition 3.1 immediately implies the existence of a real-valued minimizerũ for E µ on S a ∩ H 1 . Denoting by |u| * the Schwarz rearrangement of |u| ∈ H 1 , we observe that, since E µ (|u| * ) ≤ E µ (u) and |u| * ∈ S a , we can suppose that u ≥ 0 is radially symmetric and decreasing. Being a critical point of E µ on S a ∩ H 1 , u is a real-valued solution to (1.3)-(1.4) for someλ ∈ R, and by regularity it is of class C 2 ; the strong maximum principle yields u > 0 in R N . Finally, multiplying (1.3) byũ and integrating, we obtaiñ
which shows thatλ < 0.
Proof of Theorem 1.2. The validity of Proposition 3.1 for complex valued function can be proved exactly as in Theorem 3.1 in [28] , starting from the same property for real-valued functions and using Lemma 3.3. The structure of the set Z a,µ can be determined exactly as in Theorem 4.1 of [28] . Finally, the orbital stability of Z a,µ can be proved following the classical Cazenave-Lions argument [18] , using the relative compactness of minimizing sequences in H up to translations, and the global existence result in Lemma 3.4.
4.
Compactness of Palais-Smale sequences in the L 2 -supercritical setting
When the exponent p in (1.3) is L 2 -supercritical, the compactness of a Palais-Smale sequence (we will often write PS sequence for short) is a highly nontrivial issue. The boundedness of a PS sequence is not guaranteed in general
3
; also, sequences of approximated Lagrange multipliers have to be controlled; and moreover, weak limits of PS sequence could leave the constraint, since the embeddings
In what follows we discuss therefore the convergence of special PS sequences, satisfying suitable additional conditions, following the ideas firstly introduced by L. Jeanjean in [29] . As a preliminary remark, we note that, since E µ is invariant under rotations, critical points (resp. PS sequences) of E µ restricted on S a,r are critical points (resp. PS sequences) of E µ on S a . Lemma 4.1. Let N ≥ 2, and 2 < q ≤ 2 + 4/N < p < 2 * . Let {u n } ⊂ S a,r be a Palais-Smale sequence for E µ | Sa at level c = 0, and suppose in addition that:
(ii) Either µ > 0 (without any additional assumption), or µ < 0 and (1.8) holds. Then up to a subsequence u n → u strongly in H 1 , and u ∈ S a is a real-valued radial solution to (1.3) for some λ < 0.
Proof. The proof is divided into four main steps.
Step 1) Boundedness of {u n } in H 1 . We consider at first the case q = 2 + 4/N =p, and we recall that with this choice γp = 2/p. Then, as P µ (u n ) → 0, we have
Let us assume by contradiction that |∇u n | 2 → +∞. Thus, by (4.1) we deduce that
with γ p p > 2 since p >p. This gives immediately a contradiction for µ < 0; if instead µ > 0, we infer that {|u n | p } is bounded, with |u n |p → +∞. On the other hand, by the Hölder inequality there exists α ∈ (0, 1) (depending on p and N ) such that |u n |p ≤ |u n | α p |u n | 1−α 2 ≤ C, which gives the desired contradiction also for µ > 0. Let now 2 < q <p. As P µ (u n ) → 0, we observe that
and both the coefficients inside the brackets are positive. Thus, if µ < 0 we immediately deduce that {u n } is bounded, while if µ > 0, by the Gagliardo-Nirenberg inequality we have that
this implies that
and, since γ< 2, the boundedness of {u n } follows also in this case.
Step 2) Since N ≥ 2, the embedding
is compact for r ∈ (2, 2 * ), and we deduce that there exists u ∈ H 1 rad such that, up to a subsequence, u n ⇀ u weakly in
, and a.e. in R N . Now, since {u n } is a Palais-Smale sequence of E µ | Sa , by the Lagrange multipliers rule there exists λ n ∈ R such that
for every ϕ ∈ H, where o(1) → 0 as n → ∞, and Re stays for the real part. The choice ϕ = u n provides
, and the boundedness of {u n } in H 1 ∩ L p ∩ L q implies that {λ n } is bounded as well; thus, up to a subsequence λ n → λ ∈ R.
Step 3) λ < 0. We consider separately µ > 0 and µ < 0, starting from the former one. Recalling that P µ (u n ) → 0, we have
. Since µ > 0, 0 < γ q , γ p < 1, we deduce that λ ≤ 0, with equality only if u ≡ 0. But u cannot be identically 0, since E µ (u n ) → c = 0: indeed, using again the fact that P µ (u n ) → 0, if we had u n → 0 we would find by strong L p and L q convergence that
a contradiction. Coming back to (4.3), we proved that up to a subsequence λ n → λ < 0. The case µ < 0 is more involved. Since P µ (u n ) → 0, we have that
As in the case µ > 0, we have u ≡ 0 since otherwise E µ (u n ) → 0, in contradiction with the assumptions. Therefore, using that |u| 2 ≤ a by weak lower semi-continuity, we deduce that
Now, since λ n → λ and u n → u ≡ 0 weakly in H, and strongly in L p ∩ L q , equation (4.2) implies that u is a weak radial (and real) solution to (4.5)
By the Pohozaev identity, we infer that P µ (u) = 0, i.e.
where 1 − 1/γ p < 0 since γ p < 1, while µ(γ q /γ p − 1) > 0 since µ < 0 and γ q < γ p . Using again the Gagliardo-Nirenberg inequality, the fact that |u| 2 ≤ a, and estimate (4.4), we infer that
It is not difficult to check that the right hand side is strictly negative if (1.8) holds, finally implying that λ < 0, as desired.
Step 4) Conclusion. By weak convergence, (4.2) implies that
for every ϕ ∈ H. Choosing ϕ = u n − u in (4.2) and (4.7), and subtracting, we obtain
Using the strong L p and L q convergence of u n , we infer that
which, being λ < 0, establishes the strong convergence in H.
In order to deal with the dimension N = 1, we need a variant of Lemma 4.1:
Lemma 4.2. Let N ≥ 1, and 2 < q ≤p < p < +∞. Let {u n } ⊂ S a be a Palais-Smale sequence for E µ | Sa at level c = 0, and suppose in addition that:
(ii) There exists {v n } ⊂ S a,r , with v n radially decreasing, such that v n − u n → 0 as n → ∞.
(ii) Either µ > 0 (without any additional assumption), or µ < 0 and (1.8) holds. Then up to a subsequence u n → u strongly in H 1 , and u ∈ S a is a real-valued, radial and radially decreasing solution to (1.3) for some λ < 0.
One can easily modify the proof developed in dimensions N ≥ 2, observing that, even though H 1 rad (R) does not embed compactly in L r (R), compactness holds for bounded sequences of radially decreasing functions (see e.g. [17, Proposition 1.7.1]). We omit the details.
supercritical leading term with focusing subcritical perturbation
In this section, for 2 < q <p < p < 2 * and a, µ > 0 satisfying (1.6) we prove Theorem 1.3. Since a and µ are fixed, we omit the dependence of E µ , S a , S a,r , P µ , P a,µ , Ψ µ u , . . . on these quantities, writing simply E, S, S r , P , P, Ψ u , . . . .
We consider the constrained functional E| S . By the Gagliardo-Nirenberg inequality
for every u ∈ S. Therefore, to understand the geometry of the functional E| S it is useful to consider the function h :
Since µ > 0 and γ< 2 < γ p p, we have that h(0 + ) = 0 − and h(+∞) = −∞. The role of assumption (1.6) is clarified by the following lemma.
Lemma 5.1. Under assumption (1.6), the function h has a local strict minimum at negative level and a global strict maximum at positive level. Moreover, there exist 0 < R 0 < R 1 , both depending on a and µ, such that h(R 0 ) = 0 = h(R 1 ) and h(t) > 0 iff t ∈ (R 0 , R 1 ).
Proof. For t > 0, we have h(t) > 0 if and only if
It is not difficult to check that ϕ has a unique critical point on (0, +∞), which is a global maximum point at positive level, in
the maximum level is
Therefore, h is positive on an open interval (R 0 , R 1 ) iff ϕ(t) > C q N,q µa (1−γq)q /q, that is (1.6) holds. It follows immediately that h has a global maximum at positive level in (R 0 , R 1 ). Moreover, since h(0 + ) = 0 − , there exists a local minimum point at negative level in (0, R 0 ). The fact that h has no other critical points can be verified observing that h ′ (t) = 0 if and only if
Clearly ψ has only one critical point, which is a strict maximum, and hence the above equation has at most two solutions, which necessarily are the local minimum and the global maximum of h previously found.
Remark 5.1. For future convenience, we point out that in the above proof R 0 <t, witht defined by (5.2).
We now study the structure of the Pohozaev manifold P. Recalling the decomposition of P = P + ∪ P − ∪ P 0 (see (1.13)), we have:
Lemma 5.2. P 0 = ∅, and P is a smooth manifold of codimension 2 in H.
Proof. Let us assume that there exists u ∈ P 0 . Then, combining P (u) = 0 with Ψ ′′ u (0) = 0 we deduce that (2 − qγ q )µγ q |u|= (pγ p − 2)γ p |u| p p . Using this equation in P (u) = 0, we obtain both 
From (5.3) and (5.4) we infer that
It is not difficult to check that this is in contradiction with (1.6): it is sufficient to verify that the right hand side in (1.6) is smaller than or equal to the right hand side in (5.5), and this is equivalent to pγ p 2 2−γγ q 2 γpp−2 ≤ 1 for every 2 < q <p < p < 2 * . The validity of this estimate can be easily checked by direct computations (it is sufficient to check that log x/(x − 1) is a monotone decreasing function of x > 0). This proves that P 0 = ∅. Now we can check that P is a smooth manifold of codimension 2 in H. We note that P = {u ∈ H : P (u) = 0, G(u) = 0}, for G(u) = |u| 2 2 − a 2 , with P and G of class C 1 in H. Thus, we have to show that the differential (dG(u), dP (u)) : H → R 2 is surjective, for every u ∈ P. To this end, we prove that for every u ∈ P there exists ϕ ∈ T u S such that dP (u)[ϕ] = 0. Once that the existence of ϕ is established, the system
is solvable with respect to α, β, for every (x, y) ∈ R 2 , and hence the surjectivity is proved. Now, suppose by contradiction that for u ∈ P such a tangent vector ϕ does not exist, i.e. dP (u)[ϕ] = 0 for every ϕ ∈ T u S. Then u is a constrained critical point for the functional P on S a , and hence by the Lagrange multipliers rule there exists ν ∈ R such that
But, by the Pohozaev identity, this implies that
The manifold P is then divided into its two components P + and P − , having disjoint closure.
Lemma 5.3. For every u ∈ S a , the function Ψ u has exactly two critical points s u < t u ∈ R and two zeros c u < d u ∈ R, with s u < c u < t u < d u . Moreover: 1) s u ⋆ u ∈ P + , and t u ⋆ u ∈ P − , and if s ⋆ u ∈ P, then either s = s u or s = t u . 2) |∇(s ⋆ u)| 2 ≤ R 0 for every s ≤ c u , and E(s u ⋆ u) = min {E(s ⋆ u) : s ∈ R and |∇(s ⋆ u)| 2 < R 0 } < 0.
3)
We have E(t u ⋆ u) = max {E(s ⋆ u) : s ∈ R} > 0, and Ψ u is strictly decreasing and concave on (t u , +∞). 4) The maps u ∈ S r → s u ∈ R and u ∈ S r → t u ∈ R are of class C 1 .
Proof. Let u ∈ S. Then, as observed in Proposition 2.1, s ⋆ u ∈ P if and only if Ψ ′ u (s) = 0. Thus, we first show that Ψ u has at least two critical points. To this end, we recall that by (5.1)
Thus, the C 2 function Ψ u is positive on (log(R 0 /|∇u| 2 ), log(R 1 /|∇u| 2 ), and clearly Ψ u (−∞) = 0 − , Ψ u (+∞) = −∞. It follows that Ψ u has at least two critical points s u < t u , with s u local minimum point on (0, log(R 0 /|∇u| 2 )) at negative level, and t u > s u global maximum point at positive level. It is not difficult to check that there are no other critical points. Indeed Ψ But ϕ has a unique maximum point, and hence equation (5.6) has at most two solutions. Collecting together the above considerations, we conclude that Ψ u has exactly two critical points: s u , local minimum on (−∞, log(R 0 , |∇u| 2 ) at negative level, and t u , global maximum at positive level. By Proposition 2.1, we have s u ⋆ u, t u ⋆ u ∈ P, and s ⋆ u ∈ P implies s ∈ {s u , t u }. By minimality Ψ ′′ su⋆u (0) = Ψ ′′ u (s u ) ≥ 0, and in fact strict inequality must hold, since P 0 = ∅; namely s u ⋆ u ∈ P + . In the same way t u ⋆ u ∈ P − .
By monotonicity and recalling the behavior at infinity, Ψ u has moreover exactly two zeros c u < d u , with s u < c u < t u < d u ; and, being a C 2 function, Ψ u has at least two inflection points. Arguing as before, we can easily check that actually Ψ u has exactly two inflection points. In particular, Ψ u is concave on [t u , +∞).
It remains to show that u → s u and u → t u are of class C 1 ; to this end, we apply the implicit function theorem on the C 1 function Φ(s, u) := Ψ ′ u (s). We use that Φ(s u , u) = 0, that ∂ s Φ(s u , u) = Ψ ′′ u (s u ) < 0, and the fact that it is not possible to pass with continuity from P + to P − (since P 0 = ∅). The same argument proves that u → t u is C 1 .
For k > 0, let us set A k := {u ∈ S : |∇u| 2 < k} , and m(a, µ) := inf u∈AR 0
E(u).
As an immediate corollary, we have:
Corollary 5.4. The set P + is contained in A R0 = {u ∈ S : |∇u| 2 < R 0 }, and sup P+ E ≤ 0 ≤ inf P− E. 
and hence m(a, µ) > −∞. Moreover, for any u ∈ S we have |∇(s ⋆ u)| 2 < R 0 and E(s ⋆ u) < 0 for s ≪ −1, and hence m(a, µ) < 0. Now, m(a, µ) ≤ inf P+ E since P + ⊂ A R0 by Corollary 5.4. On the other hand, if u ∈ A R0 , then s u ⋆ u ∈ P + ⊂ A R0 , and E(s u ⋆ u) = min {E(s ⋆ u) : s ∈ R and |∇(s ⋆ u)| 2 < R 0 } ≤ E(u), which implies that inf P+ E ≤ m(a, µ). To prove that inf P+ E = inf P E, it is sufficient to recall that E > 0 on P − , see Corollary 5.4.
Finally, by continuity of h there exists ρ > 0 such that
Existence of a local minimizer. Let us consider a minimizing sequence {v n } for E| AR 0 . It is not restrictive to assume that v n ∈ S r is radially decreasing for every n (if this is not the case, we can replace v n with |v n | * , the Schwarz rearrangement of |v n |, and we obtain another function in A R0 with E(|v n | * ) ≤ E(v n )). Furthermore, for every n we can take s vn ⋆ v n ∈ P + , observing that then by Lemma 5.3 and Corollary 5.4 |∇(s vn ⋆ v n )| 2 < R 0 and
in this way we obtain a new minimizing sequence {w n = s vn ⋆ v n }, with w n ∈ S r ∩ P + radially decreasing for every n. By Lemma 5.5, |∇w n | 2 < R 0 − ρ for every n, and hence the Ekeland's variational principle yields in a standard way the existence of a new minimizing sequence {u n } ⊂ A R0 for m(a, µ), with the property that u n − w n → 0 as n → ∞, which is also a Palais-Smale sequence for E on S. The condition u n − w n → 0 implies P (u n ) → 0, and hence {u n } satisfies all the assumptions of Lemma 4.2: as a consequence, up to a subsequence u n →ũ strongly in H,ũ is an interior local minimizer for E| AR 0 , and solves (1.3)-(1.4) for someλ < 0. The basic properties ofũ follow directly by the convergence and by the maximum principle, and it only remains to show thatũ is a ground state for E| S . This follows immediately from the fact that any critical point of E| S lies in P, and m(a, µ) = inf P E (see Lemma 5.5).
We focus now on the existence of a second critical point for E| S . Lemma 5.6. Suppose that E(u) < m(a, µ). Then the value t u defined by Lemma 5.3 is negative.
Proof. We consider again the function Ψ u , and we consider s u < c u < t u < d u as in Lemma 5.3. If d u ≤ 0, then t u < 0, and hence we can assume by contradiction that d u > 0. If 0 ∈ (c u , d u ), then E(u) = Ψ u (0) > 0, which is not possible since E(u) < m(a, µ) < 0. Therefore c u > 0, and by Lemma 5.3-(2)
which is again a contradiction. Proof. Let t max denote the strict maximum of the function h at positive level, see Lemma 5.1. For every u ∈ P − , there exists τ u ∈ R such that |∇(τ u ⋆ u)| 2 = t max . Moreover, since u ∈ P − we also have by Lemma 5.3 that the value 0 is the unique strict maximum of the function Ψ u . Therefore
Since u ∈ P − was arbitrarily chosen, we deduce that inf P− E ≥ max R h > 0, as desired.
We can now proceed with the proof of the existence of a second positive normalized solution. In the following proof we write E c for the closed sublevel set {u ∈ S : E(u) ≤ c}.
Existence of a second critical point of mountain pass type for E| S . We focus on the case N ≥ 2, and we refer to Remark 5.2 for the necessary modification in dimension 1.
First of all, we restrict ourselves in a radial setting, working in S r = H 1 rad ∩ S. Since the functional E is invariant under rotation, a critical point (resp. a Palais-Smale sequence) for E| Sr yields a real-valued radial critical point (resp. Palais-Smale sequence) for E| S .
We introduce the minimax class
The family Γ is not empty since, for every u ∈ S r , we have s u ⋆ u ∈ P + , E(s ⋆ u) → −∞ as s → ∞, and s → s ⋆ u is continuous. Thus, the minimax value
is a real number. We claim that 
so that σ(a, µ) ≥ inf P−∩Sr E. On the other side, if u ∈ P − ∩ S r , then for s 1 ≫ 1 large enough
is a path in Γ (recall that s ∈ R → s ⋆ u ∈ S is continuous); thus, using that t u = 0 is a global maximum point for Ψ u (by Lemma 5.3), we deduce that
whence the inequality inf P−∩Sr E ≥ σ(a, µ) follows. This, Corollary 5.4 and Lemma 5.7 imply that (5.8) inf
Using the terminology in [25, Section 5], we proved that Γ is a homotopy stable family of compact subsets of S r with extended closed boundary P + ∪ E 2m(a,µ) , and that P − is a dual set for Γ, in the sense that assumptions (F'1) and (F'2) in [ 
The first limit yields P (u n ) → 0, so that all the assumptions of Lemma 4.1 are satisfied, and we deduce that up to a subsequence u n →û strongly in H 1 , withû ∈ S real-valued radial solution to (1.3) for someλ < 0. From the second condition in (5.9), we have thatû ≥ 0 a.e. in R N , and the strong maximum principle finally implies thatû > 0 in R N .
Remark 5.2. In order to extend the previous proof to the 1 dimensional case, it is natural to replace the minimizing sequence γ n : [0, 1] → S r with α n := |γ n | * , α n : [0, 1] → S r . This is a natural candidate to be a minimizing sequence, with α n (t) ≥ 0 in R N , radially symmetric and decreasing for every t ∈ [0, 1], for every n. In order to check that α n ∈ Γ, we have to check that each α n is continuous on [0, 1], and this issue boils down to the continuity of the symmetric decreasing rearrangement map from
. Such continuity is true in R, as proved in [19] , and allows to complete the proof of the existence ofû (using Lemma 4.2 instead of Lemma 4.1) also in dimension N = 1. Remarkably, the symmetric decreasing rearrangement map is not continuous from [3, 4] . This is why we treat N = 1 and N ≥ 2 separately.
Conclusion of the proof of Theorem 1.3 and of Proposition 1.12. It only remains to prove that any ground state of E| S is a local minimizer of E in A R0 . Let then u be a critical point of E| S with E(u) = m(a, µ) = inf P E. Since E(u) < 0 < inf P− E, necessarily u ∈ P + . Then, by Corollary 5.4, it results that |∇u| 2 < R 0 , and as a consequence u is a local minimizer for E on A R0 .
Supercritical leading term with focusing critical perturbation
In this section we fix N ≥ 2, q =p = 2 + 4/N < p < 2 * , a, µ > 0 satisfying (1.7), and prove Theorem 1.6. The 1 dimensional case can be treated using the strategy described in Remark 5.2. Since a and µ will always be fixed, we omit the dependence on these quantities.
The change of the geometry of E| S with respect to the case q <p is enlightened by the following simple lemmas. We recall the decomposition P = P + ∪ P 0 ∪ P − , see (1.13).
Lemma 6.1. We have P 0 = ∅, and P is a smooth manifold of codimension 2 in H.
Proof. If u ∈ P 0 , that is Ψ ′ u (0) = Ψ ′′ u (0) = 0, then necessarily |u| p = 0, which is not possible since u ∈ S. The rest of the proof is very similar (actually simpler) to the one of Lemma 5.2, and hence is omitted. Lemma 6.2. For every u ∈ S, there exists a unique t u ∈ R such that t u ⋆ u ∈ P. t u is the unique critical point of the function Ψ u , and is a strict maximum point at positive level. Moreover:
2) Ψ u is strictly decreasing and concave on (t u , +∞).
3) The map u ∈ S → t u ∈ R is of class
Proof. Since q =p and γpp = 2, we have that
then, by Proposition 2.1, to prove existence and uniqueness of t u , together with monotonicity and convexity of Ψ u , we have only to show that the term inside the brackets is positive. This is clearly satisfied, since 1 2 |∇u|
by the Gagliardo-Nirenberg inequality and assumption (1.7). Now, if u ∈ P, then t u = 0, and being a maximum point we have Ψ ′′ u (0) ≤ 0. In fact, since P 0 = ∅, necessarily Ψ ′′ u (0) < 0, so that P = P − . For the smoothness of u → t u we can apply the implicit function theorem as in Lemma 5. Proof. If u ∈ P, then P (u) = 0, and by the Gagliardo-Nirenberg inequality
As a consequence, using that γ p p > 2 and that the term inside the bracket on the right hand side is positive by assumption (1.7), we find
At this point, using again that P (u) = 0, we note that for any u ∈ P
and the thesis follows by (6.1).
Lemma 6.4. There exists k > 0 sufficiently small such that
where
By the Gagliardo-Nirenberg inequality and assumption (1.7)
if u ∈ A k with k small enough. If necessary replacing k with a smaller quantity, recalling that m(a, µ) > 0 by Lemma 6.3 we also have
Existence of a critical point of mountain pass-type. Let k > 0 be defined by Lemma 6.4. We restrict ourselves in a radial setting, considering the minimax class
At first, we observe that Γ = ∅, since by Lemma Lemma 6.2 for any u ∈ S r there exists s 0 ≪ −1 and s 1 ≫ 1 such that s 0 ⋆ u ∈ A k , E(s 1 ⋆ u) < 0, and s → s ⋆ u is continuous. Then σ(a, µ) is a real number. Now, from Lemmas 6.2 and 6.4 we have that P (γ(0)) > 0 and P (γ(1)) < 0. Then, by continuity, there exists τ γ ∈ (0, 1) such that P (γ(τ γ )) = 0, namely
and max
This implies that σ(a, µ) ≥ inf P∩Sr E. The reverse inequality can be shown as in the proof of Theorem 1.3 (existence of a second positive solution). Combining this with Lemma 6.4 we infer that (6.3) inf
E (E 0 denotes the closed 0-sublevel set of E), and clearly
As in the proof of Theorem 1.3, by (6.2)-(6.4) we can apply [25, Theorem 5.1] (choosing F = P as dual set and A k ∪ E 0 as extended closed boundary): taken any minimizing sequence {γ n } ⊂ Γ for σ(a, µ), with γ n (τ ) ≥ 0 a.e. in R N for every τ ∈ [0, 1] and n ∈ N, there exists a PS sequence {u n } for E| Sr at level σ(a, µ) > 0, with the property that dist H 1 (u n , P) → 0 and dist
As in the previous section, it follows that u n →ũ strongly in H, andũ is a real-valued positive radial solution to (1.3) for someλ < 0.
Conclusion of the proof of Theorem 1.6 and Proposition 1.12. To verify thatũ is a ground state, we show thatũ achieves inf P E = m(a, µ). From our proof, we know that σ(a, µ) = E(ũ) = inf P∩Sr E ≥ m(a, µ), and hence we have to show that also the reverse inequality holds. This amounts to verify that inf P∩Sr E ≤ inf P E. Suppose by contradiction that there exists u ∈ P \ S r with E(u) < inf P∩Sr E. Then we let v := |u| * , the symmetric decreasing rearrangement of the modulus of u, which lies in S r . By standard properties |∇v| 2 ≤ |∇u| 2 , E(v) ≤ E(u), and P (v) ≤ P (u) = 0. If P (v) = 0 we immediately have a contradiction, and hence we can assume that P (v) < 0. In this case, from Lemma 6.2 we know that t v < 0. But then we obtain a contradiction in the following way:
where we used the fact that s v ⋆ v and u lies in P. This proves that inf P∩Sr E = inf P E, and hencẽ u is a ground state.
Supercritical leading term with defocusing perturbation
In this section we prove Theorem 1.9 for N ≥ 2. Since a and µ are fixed, we omit again the dependence on these quantities. We consider once again the Pohozaev manifold P, defined in (1.9), and the decomposition P = P + ∪ P 0 ∪ P − , see (1.13).
Lemma 7.1. We have P 0 = ∅, and P is a smooth manifold of codimension 2 in H.
, which implies u ≡ 0 since µ < 0 and γ≤ 2 < γ p p. This contradicts the fact that u ∈ S a . The rest of the proof is very similar to the one of Lemma 5.2, and hence is omitted. Lemma 7.2. For every u ∈ S a , there exists a unique t u ∈ R such that t u ⋆ u ∈ P. t u is the unique critical point of the function Ψ u , and is a strict maximum point at positive level. Moreover:
3) The map u ∈ S a → t u ∈ R is of class C 1 .
4)
Proof. Notice that, since µ < 0, we have Ψ u (s) → 0 + as s → −∞, and Ψ u (s) → −∞ as s → +∞, for every u ∈ S r . Therefore, Ψ u has a global maximum point at positive level. To show that this is the unique critical point of Ψ u , we observe that Ψ ′ u (s) = 0 if and only if |∇u| Proof. If u ∈ P, then by (1.10)
, whence we deduce that inf P |∇u| 2 ≥ C 1 > 0. At this point it is sufficient to observe that, always by (1.10)
and the thesis follows.
Lemma 7.4. There exists k > 0 sufficiently small such that
if u ∈ A k with k small enough. If necessary replacing k with a smaller quantity, we also have
Proof of Theorem 1.9 and Proposition 1.12. We can proceed exactly as in the proof of Theorem 1.6, using Lemmas 7.2 and 7.4 instead of Lemmas 6.2 and 6.4, respectively. In this way we prove the existence of a ground stateũ for E on S a at the positive level inf P E. We omit the details.
Remark 7.1. The proofs in this section clearly work also for the homogeneous problem µ = 0. In particular, we recover the following facts which are essentially known (see [17, 29] ):
• For any u ∈ S a , there exists a unique t u,0 ∈ R such that t u,0 ⋆ u ∈ P a,0 . t u,0 is the unique critical point of the function Ψ 0 u , and is a strict maximum point at positive level. In particular, P a,0 = P a,0 − .
• For every a > 0, there exists a ground state of E 0 on S a at a positive level m(a, 0) = inf P E 0 = inf P− E 0 .
Properties of ground states I
In this section we focus on the properties of ground states in the supercritical-subcritical setting with µ > 0. In Subsection 8.1, we prove the stability and the characterization of Z a,µ in Theorem 1.4. The strong instability of the standing wave e −iλtû (x) is the content of Subsection 8.2. The asymptotic behavior of ground states, Theorems 1.5 and 1.8, is addressed in Subsections 8.3 and 8.4.
8.1. Description of Z a,µ . Let now a > 0 be fixed, and let µ > 0 satisfy (1.6) . In order to prove the orbital stability of Z a,µ , a crucial intermediate step is the relative compactness of all the minimizing sequences for m(a, µ) = inf AR 0 E µ , up to translations. In general minimizing sequences will not have the special properties of Lemma 4.1. However, this obstruction can be overcome using a very nice idea of M. Shibata [42] .
As a preliminary observation, we note that for the ground state level m(a, µ), which was characterized as inf AR 0 E µ , the stronger characterization
) and Lemma 5.1. Notice that the values R 0 and R 1 depend on a and µ by means of Lemma 5.1. In this subsection we stress this dependence writing R 0 (a, µ) and R 1 (a, µ). Analogously, the definition of A R0 depends on a and on µ, and hence we explicitly write A a,R0(a,µ) in what follows.
Lemma 8.1. Letã, ρ > 0. There existsμ =μ(ã + ρ) > 0 such that, if 0 < a ≤ã and 0 < µ <μ, then:
iii) The functions (a, µ) → R 0 (a, µ) and (a, µ) → R 1 (a, µ) are of class C 1 in (0,ã + ρ) × (0,μ), R 0 is monotone increasing in a, while R 1 (a, µ) is monotone decreasing in a.
Proof. We recall that, by Lemma 5.1, 0 < R 0 = R 0 (a, µ) < R 1 = R 1 (a, µ) are the roots of g(t, a, µ) = 0, with
where we recall the definition of ϕ = ϕ(· , a) from Lemma 5.1; the existence of R 0 and R 1 is guaranteed by assumption (1.6). Let thenã, ρ > 0, and consider the range of µ > 0 such that (1.6) is satisfied with a =ã + ρ. This range contains a right neighborhood of 0. Taking the limit as µ → 0 + , by continuity we have that R 0 (ã + ρ, µ) and R 1 (ã + ρ, µ) converge, respectively, to 0 and to the only positive root of ϕ(t,ã + ρ) = 0. In particular, for everyã, ρ > 0 fixed there exists µ =μ(ã + ρ) > 0 such that
(ã + ρ, µ) whenever 0 < µ <μ. Let now 0 < a ≤ã + ρ and 0 < µ <μ. Under assumption (1.6), we have that
We checked that ϕ ′ (· , a) has a unique critical point on (0, +∞), which is a strict maximum point, int =t(a), with 0 < R 0 <t < R 1 , and hence in particular ∂ t g(R 0 (a, µ), a, µ) > 0. Thus, the implicit function theorem implies that R 0 (a, µ) is a locally unique C 1 function of (a, µ), with
In a similar way, one can show that R 1 (a, µ) is a locally unique C 1 function of (a, µ), with ∂ a R 1 (a, µ) < 0. In particular, R 0 is monotone increasing and R 1 is monotone decreasing in a, and using the monotonicity of R 1 in (8.2), point (i) of the lemma follows. Concerning point (ii), if a 2 1 + a 2 2 = a 2 <ã 2 , we deduce that
Using the coupled rearrangement introduced by M. Shibata [42, Section 2.2] , it is now possible to prove strict subadditivity for m (a, µ) .
In what follows, for a fixed a > 0, we take an arbitrarily small ρ > 0 and considerμ =μ(a + ρ), defined in Lemma 8.1 Notice that we have strict inequality for the norm of the gradients. As a consequence, we have that u ∈ S a , |∇u| 
as desired.
Proposition 8.3. In the previous setting, any sequence {u n } ⊂ H 1 such that
is relatively compact in H 1 up to translations.
Proof. As in the proof of Proposition 3.1, by concentration-compactness we have three alternatives: either vanishing, or dichotomy, or else compactness holds for the scaled sequence v n = au n /|u n | 2 . The occurrence of vanishing can be easily ruled out, observing that if vanishing holds, then v n → 0 in L r for r ∈ (2, 2 * ), and hence we would obtain lim inf n E µ (u n ) ≥ 0, in contradiction with the fact that m(a, µ) < 0.
We show now that also dichotomy cannot hold. Otherwise, as in Proposition 3.1, we deduce that
We claim that
Once that the claim is proved, estimate (8.3) gives a contradiction with the strict subadditivity in Lemma 8.2 and (8.1), and rules out the occurrence of dichotomy. To prove claim (8.4), we observe at first that by concentration-compactness |∇v , µ) , a contradiction. Thus, claim (8.4) holds, and we have compactness up to translations as in the proof of Proposition 3.1.
Stability of ground states. Similarly as in Lemma 3.3 (and using the continuity and monotonicity of R 0 (a, µ) with respect to a), it is not difficult to check m(a, µ) is a continuous function of a. Thus, arguing as in [28, Theorem 3.1] , it is possible to use Proposition 8.3 to show that any sequence {u n } ⊂ A a,R0(a+ρ,µ) (not necessarily of real-valued functions) such that E µ (u n ) → m(a, µ), and |u n | 2 → a is relatively compact in H up to translations.
We can now complete the proof of the stability of Z a,µ . Recall that we fixed a > 0, and for any small ρ we consideredμ =μ(a + ρ) and 0 < µ <μ. Suppose that there exists ε > 0, a sequence of initial data {ψ n,0 } ⊂ H and a sequence {t n } ⊂ (0, +∞) such that the maximal solution ψ n with ψ n (0, ·) = ψ n,0 satisfies
(we refer to [46, Section 3] for the local well-posedness for the (1.1)). Clearly |ψ n,0 | 2 =: a n → a and E µ (ψ n,0 ) → m(a, µ), by continuity. Furthermore, always by continuity and using point (i) of Lemma 8.1, we deduce that |∇ψ n,0 | 2 < R 0 (a + ρ, µ) < R 1 (a n , µ) for every n sufficiently large. Since |∇ψ n,0 | 2 ∈ [R 0 (a n , µ), R 1 (a n , µ)] implies that E µ (ψ n,0 ) ≥ 0, we deduce that in fact |∇ψ n,0 | 2 < R 0 (a n , µ) < R 0 (a + ρ, µ). Let us consider now the solution ψ n (t, ·). Since ψ n,0 ∈ A an,R0(an,µ) , if ψ n (t, ·) exits from A an,R0(an,µ) there exists t ∈ (0, T max ) such that |∇ψ n (t, ·)| 2 = R 0 (a n , µ); but then E µ (ψ n (t, ·)) ≥ h(R 0 ) = 0, against the conservation of energy. This shows that solutions starting in A an,R0(an,µ) are globally defined in time and satisfy |∇ψ n (t, ·)| 2 < R 0 (a n , µ) < R 0 (a + ρ, µ) for every t ∈ (0, +∞). Moreover, by conservation of mass and of energy |ψ n (t, ·)| 2 → a, and E µ (ψ n (t n , ·)) → m(a, µ) as n → ∞. It follows that {ψ n (t n , ·)} is relatively compact up to translations in H, and hence it converges, up to a translation, to a ground state in Z a,µ , in contradiction with (8.5) .
Structure of Z a,µ . Let u ∈ Z a,µ be a ground state for E µ | Sa : |∇u| 2 < R 0 (a, µ) and E µ (u) = m(a, µ). Then |u| satisfies |∇|u|| 2 ≤ |∇u| 2 < R 0 (a, µ) and E µ (|u|) ≤ E µ (u) = m(a, µ). It follows that |u| is a non-negative real-valued ground state as well, with |∇|u|| 2 = |∇u| 2 ; in particular, it satisfies (1.3) and hence it is of class C 2 and is positive in R N . At this point it possible to argue as in [28, Section 4] , completing the proof.
This completes the proof of the first part of Theorem 1.4.
Strong instability of the
Conclusion of the proof of Theorem 1.4. We point out that we make use of Theorem 1.13, which will be proved in Section 10. For every s > 0, let u s := s⋆û, and let ψ s be the solution to (1.1) with initial datum u s . We have u s → u as s → 0 + , and hence it is sufficient to prove that ψ s blows-up in finite time. Let t us,µ be defined by Lemma 5.3. Clearly t us,µ = −s < 0, and by definition
Moreover, sinceλ < 0 andû ∈ H 1 rad , we have thatû decays exponentially at infinity (see [14] ), and hence |x|u s ∈ L 2 (R N ). Therefore, by Theorem 1.13 the solution ψ s blows-up in finite time .
8.3. Asymptotic behavior as µ → 0 + : proof of Theorem 1.5. In this subsection it is convenient to stress the dependence ofũ andû on µ, writingũ µ andû µ . The value a > 0 will always be fixed.
Proof of Theorem 1.5: convergence ofũ µ . For a > 0 fixed, we know that R 0 (a, µ) → 0 for µ → 0 + , and hence |∇ũ µ | 2 < R 0 (a, µ) → 0 as well. Moreover,
which implies that m(a, µ) → 0.
We consider now the behavior orû µ . Before proceeding, we recall the properties of the unperturbed problem µ = 0 listed in Remark 7.1. Proof. Recall that σ(a, µ) = inf P a,µ
On the other hand, for any u ∈ S a,r we have t u,µ ⋆ u ∈ P a,µ − , and hence max
The proof for m(a, 0) is analogue.
Lemma 8.5. For any 0 < µ 1 < µ 2 , with µ 2 satisfying (1.6), it results that σ(a, µ 2 ) ≤ σ(a, µ 1 ) ≤ m(a, 0).
In the same way, we can also check that σ(a, µ 1 ) < m(a, 0).
Proof of Theorem 1.5: convergence ofû µ . The proof is similar to the one of Lemma 4.1. Let us consider {û µ : 0 < µ <μ}, withμ small enough. At first, we show that {û µ } is bounded in H 1 . This follows by Lemma 8.5, observing that, sinceû µ ∈ P a,µ ,
Since eachû µ is a positive real-valued radial function in S a , we deduce that up to a subsequencê
. Sinceû µ solves (1.3) for λ µ < 0, from P µ (û µ ) = 0 we infer that
, and hence alsoλ µ converges (up to a subsequence) to someλ ≤ 0, withλ = 0 if and only if the weak limitû ≡ 0. We claim thatλ < 0. Indeed, by weak convergenceû is a non-negative real radial solution to (8.6) − ∆û =λû + |û|
in R N , 5 If N = 1, we proceed in the same way observing that eachûµ is also radially decreasing, see Remark 5.2. and in particular by the Pohozaev identity |∇û| 2 2 = γ p |û| p p . But then, using the boundedness of {û µ } and Lemma 8.5, we deduce that
which implies thatû ≡ 0, and in turn yieldsλ < 0. At this point, exactly as in Lemma 4.1 we deduce thatû µ →û strongly in H. By regularity and the strong maximum principle,û ∈ S a is a positive real radial solution to (8.6), thus a ground stateũ 0 =û of E 0 | Sa . Since the positive radial ground state is unique, it is not difficult to infer that the convergenceû µ →ũ 0 takes place for the all family {û µ } (and not only for a subsequence). Moreover σ(a, µ) → m(a, 0).
8.4.
Asymptotic behavior as q →p − : proof of Theorem 1.8. In this subsection it is convenient to stress the dependence ofũ on q, writingũ q .
Proof of Theorem 1.8. We recall that |∇ũ q | 2 < R 0 = R 0 (q), where R 0 (q) is defined in Lemma 5.1. The thesis follows then directly recalling that R 0 (q) <t(q), witht =t(q) defined in (5.2) (see Remark 5.1). Indeed, passing to the limit as q →p − in (5.2), we deduce that 
Properties of ground states II
In this section we prove Proposition 1.11, and Theorems 1.7 and 1.10. We point out that we will use Theorem 1.13, whose proof is contained in the next section. Once again, we omit the dependence on functionals and sets on a and on µ, which are assumed to be fixed.
Proof of Proposition 1.11. We recall that, under the assumptions of Theorems 1.3, 1.6 or 1.9, P is a smooth manifold of codimension 2 in H, and its subset P 0 is empty. If u ∈ P is critical point for E| P , then by the Lagrange multipliers rule there exists λ, ν ∈ R such that We have to prove that ν = 0, and to this end we observe that by the Pohozaev identity (1 − 2ν)|∇u| But the term inside the bracket cannot be 0, since u ∈ P 0 , and then necessarily ν = 0.
Proof of Theorem 1.7. We start by describing the structure of the Z of ground states. If u ∈ Z, that is u ∈ P and E(u) = m(a, µ) = inf P E. We claim that (9.1) u ∈ Z =⇒ |u| ∈ Z, |∇|u|| 2 = |∇u| 2 .
Proceeding as in Lemma 5.1, and using assumption (1.6), it is not difficult to check that g is positive on an interval (R 2 , R 3 ) with R 2 > 0. In particular, since g(0 + Global existence. We assume that t u > 0 with E(u) < inf P− E, and we show that the solution ψ with initial datum u is globally defined for positive times. For negative time we can use the same argument. By [46, Proposition 3.1], the problem is locally well posed, ψ ∈ C((−T min , T max ), H) for suitable T min , T max > 0, and we have that either T max = +∞, or |∇ψ(t)| 2 → +∞ as t → T where the coefficient of |∇ψ(t)| 2 2 is positive. Now, by conservation of energy (10.2) implies that P (ψ(t)) → −∞ as t → T + max ; in particular, by Lemma 10.1, Lemmas 6.2 and 7.2 we have that t ψ(Tmax−ε) < 0 if ε is small enough. But t ψ(0) > 0 by assumption, u → t u is continuous in H, and hence there exists τ ∈ (0, T max ) such that t ψ(τ ) = 0, namely ψ(τ ) ∈ P − . Using again the conservation of the energy and the assumption on E(u), we obtain inf P− E > E(u) = E(ψ(τ )) ≥ inf P− E, a contradiction.
The proof of the finite time blow-up is inspired by the classical method of R. Glassey [26] , refined by H. Berestycki and T. Cazenave [13] .
Finite time blow-up. For any u ∈ S, we define Φ u : (0, +∞) → R by Φ u (s) := Ψ u (log s). Clearly, by Lemmas 5.3, 6.2 and 7.2, for every u ∈ S the function Φ u has a unique global maximum point t u = e tu , and Φ u is strictly decreasing and concave in (t u , +∞) 6 . We claim that (10.3) if u ∈ S andt u ∈ (0, 1), then P (u) ≤ E(u) − inf P−
E.
This follows from the concavity of Φ u in (t u , +∞), and from the fact thatt u ∈ (0, 1) (and hence P (u) < 0, by monotonicity): indeed Now, let us consider the solution ψ with initial datum u. Since t u < 0, and the map u → t u is continuous, we deduce that t ψ(τ ) < 0 as well for every |τ | small, say |τ | <τ . That is,t ψ(τ ) ∈ (0, 1) for |τ | <τ . By (10.3) and recalling the assumption E(u) < inf P− E, we deduce that P (ψ(τ )) ≤ E(ψ(τ )) − inf P− E = E(u) − inf P− E =: −δ < 0.
for every such τ , and hence t ψ(±τ ) < 0 (if at some instant τ ∈ (−τ ,τ ) we have t ψ(τ ) = 0, then P (ψ(τ )) = 0, and this is not the case). By continuity again, the above argument yields P (ψ(t)) ≤ −δ for every t ∈ (−T min , T max ).
To obtain a contradiction we recall that, since |x|u ∈ L is of class C 2 , with f ′′ (t) = 8P µ (ψ(t)) ≤ −8δ for every t ∈ (−T min , T max ). Therefore 0 ≤ f (t) ≤ −4δt 2 + f ′ (0)t + f (0) for every t ∈ (−T min , T max ).
Since the right hand side becomes negative for t large, this yields an upper bound on T max , which in turn implies final time blow-up.
Proof of Corollary 1.14. 1) By Lemmas 5.3, 6.2, 7.2, we have that E(s ⋆ u) < inf P− E for every s < s 1 , with s 1 ≤ t u sufficiently "small". Analogously, if s > s 2 with s 2 ≥ t u large enough, then E(s ⋆ u) < inf P− E. E(s ⋆ u) = E(s u ⋆ u) ≥ m(a, µ).
Therefore, E(u) < m(a, µ) implies that t u < 0.
6 Since Φ ′ u (s) = Ψ ′ u (s)/s, monotonicity properties of Φu can be inferred by those of Ψu. For the convexity and concavity, it is not difficult to modify the argument in Lemmas 5.3, 6.2 and 7.2 and check that the number of inflection points of Φu and Ψu coincide.
