Abstract
[10], there have been several attempts in using information theory in the context of living 48 systems. It has been used for measuring the information content of biomolecules, polymorphisms 49 identification, RNA and protein secondary structure prediction, the prediction and analysis of 50 molecular interactions, and drug design [11] . Shannon used the term information differently than 51 classical information theorists have used. DNA comprises 4 nucleotides A, G, C, T whose 52 distribution pattern varies among different species. Gatlin deduced information content based on 53 this distribution pattern [12] using transition probability values obtained from the neighbor data 54 [13] . Also, we know that information is not absolute. It depends on the context. This means that to some novel insights into the problem. To the best of my knowledge, I believe that such study 62 has not been carried out yet. Viruses show overlapping genes and are speculated to be present to 63 increase the density of genetic information [14] . The reason for calculating the Shannon entropy 64 based on three different reading frames is that these genes are read by ribosomal frame-shifting interpretation of CAI can be tricky [17] . So, to know whether the value of CAI is statistically Where, is the entropy obtained from given probability distribution [20] 101 Lately, the information theoretic value of a given DNA sequence was obtained using the Here, is the number of distinct amino acids, is the number of synonymous codons
107
(or micro-states) for amino acid i (or macro-state) whose value range from 1 to 6, and is 108 the probability of synonymous codon j for amino acid i.
109
First, a row matrix was constructed with fractions of codons used. The fractions in the matrix were treated as microstates to calculate Shannon entropy and thus
113
another matrix was constructed consisting of Shannon entropy of each fraction distribution. The total Shannon entropy of the sequence is then calculated as: Here N is the total number of codons present in the gene of interest. 
186
For vpu and vpr gene, the number after backlash is calculated removing the data for which no codons are present for 187 certain amino acids. also supports the speculation that codon bias leads to sub-optimal expression in infected cells.
205
There is, in fact, good evidence that HIV-1 gene expression is not the maximum but, is fine-
206
tuned to allow regulation of diverse processes [24] . overall codon statistics, it has to maintain the nucleotide composition, which is the determinant 247 of codon bias [28] . Despite its high mutation rate, the biased nucleotide composition of HIV is 248 constant over time [29] . (Table 4 ). In fact, both average entropies per codon calculated from HIV-1 259 genome and the human genes (Table 3) 
