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Abstract
Let G be a graph of order n and k a positive integer. A set of subgraphsH = {H1, H2, . . . , Hk} is called a k-degenerated cycle
partition (abbreviated to k-DCP) of G if H1, . . . , Hk are vertex disjoint subgraphs of G such that V (G) =
⋃k
i=1 V (Hi ) and for
all i , 1 ≤ i ≤ k, Hi is a cycle or K1 or K2. If, in addition, for all i , 1 ≤ i ≤ k, Hi is a cycle or K1, thenH is called a k-weak cycle
partition (abbreviated to k-WCP) of G. It has been shown by Enomoto and Li that if |G| = n ≥ k and if the degree sum of any
pair of nonadjacent vertices is at least n − k + 1, then G has a k-DCP, except G ∼= C5 and k = 2. We prove that if G is a graph of
order n ≥ k + 12 that has a k-DCP and if the degree sum of any pair of nonadjacent vertices is at least 3n+6k−54 , then either G has
a k-WCP or k = 2 and G is a subgraph of K2 ∪ Kn−2 ∪ {e}, where e is an edge connecting V (K2) and V (Kn−2). By using this,
we improve Enomoto and Li’s result for n ≥ max{k + 12, 10k − 9}.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we consider finite undirected graphs without loops and multiple edges. For a vertex x of a graph G,
the neighbourhood of x in G is denoted by NG(x), and dG(x) = |NG(x)| is the degree of x in G. For a subset S of
V (G), the subgraph induced by S is denoted by 〈S〉, and G − S = 〈V (G) − S〉. Denote NS(x) := NG(x) ∩ S and
dS(x) := |NS(x)|, where x is any vertex of G. To avoid cumbersome notations, for a path or a cycle C of G, we
always use NC (x) to denote NV (C)(x) and dC (x) to denote dV (C)(x). For a graph G, |V (G)| is the order of G, δ(G)
is the minimum degree of G, and
σ2(G) = min{dG(x)+ dG(y) | x, y ∈ V (G), x 6= y, xy 6∈ E(G)}
is the minimum degree sum of nonadjacent vertices. (When G is a complete graph, we define σ2(G) = ∞.)
If C = c1c2 · · · cpc1 is a cycle, we let ci−→C c j , for i 6= j , be the subpath cici+1 · · · c j , and c j←−C ci = c jc j−1 · · · ci ,
where the indices are taken modulo p. For any i and any l ≥ 2, we put c+i = ci+1, c−i = ci−1, c+li = ci+l and
c−li = ci−l .
∗ Corresponding author.
E-mail address: hu zhiq@yahoo.com.cn (Z. Hu).
0012-365X/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2007.12.081
648 Z. Hu, H. Li / Discrete Mathematics 309 (2009) 647–654
In this paper, “disjoint” means “vertex-disjoint,” since we only deal with partitions of the vertex set.
Suppose H1, . . . , Hk are disjoint subgraphs of G such that V (G) = ⋃ki=1 V (Hi ) and for all i , 1 ≤ i ≤ k, Hi is a
cycle or K1 or K2, then we callH = {H1, H2, . . . , Hk} a k-degenerated cycle partition (abbreviated to k-DCP) of G.
If, in addition, for all i , 1 ≤ i ≤ k, Hi is a cycle, then the union of these Hi ’s is a 2-factor of G with k components.
A sufficient condition for the existence of a 2-factor with a specified number of components was given by Brandt
et al. [1].
Theorem 1 ([1]). Suppose |G| = n ≥ 4k and σ2(G) ≥ n. Then G can be partitioned into k cycles, that is, G contains
k disjoint cycles H1, . . . , Hk satisfying V (G) =⋃ki=1 V (Hi ).
In order to generalize 2-factors, Enomoto and Li [2] defined k-DCP by considering a single edge and a single vertex
as degenerated cycles. They showed that weaker conditions than Theorem 1 are sufficient for the existence of k-DCP.
Theorem 2 ([2]). Let G be a graph of order n and k any positive integer with k ≤ n. If σ2(G) ≥ n − k + 1, then G
has a k-DCP, except G = C5 and k = 2.
Hu and Li [3] studied the existence of a k-DCP {H1, H2, . . . , Hk}, where each Hi is either a cycle or a single
vertex. They defined such a k-DCP as a k-weak cycle partition (abbreviated to k-WCP) of G and proved the following
two theorems.
Theorem 3 ([3]). Let G be a graph of order n ≥ k + 12 that has a k-DCP. If σ2(G) ≥ 2n+k−43 , then G has a k-DCP
containing at most one subgraph isomorphic to K2.
Theorem 4 ([3]). Let G be a graph of order n that has a k-DCP. If δ(G) ≥ n+2k3 , then G has a k-WCP.
Let G t = mK1 + (m + t)K2 for t = 1, 2. G1 shows that Theorem 4 is best possible for k = 2, and G2 shows that
Theorem 3 is best possible for k = 3. The main purpose of this paper is to show that if G has a k-DCP then under
some condition on degree sum, there is a k-WCP.
Theorem 5. Let G be a graph of order n ≥ k + 12 that has a k-DCP. If σ2(G) ≥ 3n+6k−54 , then either G has a
k-WCP or k = 2 and G is a subgraph of K2 ∪ Kn−2 ∪ {e}, where e is an edge connecting V (K2) and V (Kn−2).
We don’t know whether the degree condition of Theorem 5 is sharp, but we do believe that it is an interesting
problem to determine the sharp degree sum condition for k ≥ 3. Note that σ2(K2 ∪ Kn−2 ∪ {e}) = n − 2. By
Theorems 2 and 5, we get
Theorem 6. Suppose G is a graph of order n ≥ max{k + 12, 10k − 9}. If σ2(G) ≥ n − k + 1, then G has a k-WCP.
2. Proof of Theorem 5
Let G be a graph that satisfies the condition of Theorem 5. Since a 1-DCP is a hamiltonian cycle, Theorem 5 is true
for k = 1. Suppose k ≥ 2. Then, σ2(G) ≥ 3n+6k−54 ≥ 2n+k−43 . By Theorem 3, G has a k-DCP containing at most one
subgraph isomorphic to K2. Among all of these partitions, choose one, say H, such that c(H), the number of cycles
inH, achieves the minimum.
Let us suppose, to the contrary, that Theorem 3 is false. Then,H contains exactly one subgraph isomorphic to K2.
DenoteH = {H1, H2, . . . , Hk} so that H1 = uv is a K2 of G. Set
A = {x ∈ V (G) : x is not in any cycle ofH},
and
B = {x ∈ V (G) : x is in some cycle ofH}.
Then, V (G) = A ∪ B and
|A| = k − c(H)+ 1. (2.1)
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Since n ≥ k + 12, by (2.1), B 6= ∅ and henceH contains at least one cycle. Let C be any cycle inH. We first have
N++C (u) ∩ NC (v) = ∅. (2.2)
To justify (2.2), we assume, to the contrary, that x ∈ N++C (u) ∩ NC (v). Set C (1) = x−→C x−−uvx . Then,
(H \ {C, H1}) ∪ {C (1), x−} is a k-WCP of G. Hence, (2.2) is true.
Similarly, we have
For every w ∈ A, NC (w) ∩ N+C (w) = ∅. (2.3)
We consider the following two cases:
Case 1. min {dB(u), dB(v)} > 0.
Case 1.1. There exists a cycle C inH such that either N+C (u) ∩ NC (v) or N−C (u) ∩ NC (v) is not empty.
By symmetry, we may assume that N+C (u) ∩ NC (v) 6= ∅. Let x ∈ N+C (u) ∩ NC (v). If x−− = x+, then
(H \ {C, H1}) ∪ {uvxx−u, x+} is a k-WCP of G. Hence, x−− 6= x+.
N++C (x) ∩ NC (x+) ⊆ {x}. (2.4)
Suppose, to the contrary, that y ∈ (N++C (x) ∩ NC (x+)) \ {x}. Then, y 6= x+, x++. Set C (2) =
y
−→
C x−uvxy−−←−C x+y. Then, (H \ {C, H1}) ∪ {C (2), y−} is a k-WCP of G. Hence, (2.4) is true.
NC (x
+) ∩ N+C (v) = ∅. (2.5)
Indeed, if y ∈ NC (x+) ∩ N+C (v), then y 6= x+. Set C (3) = y−→C xvy−←−C x+y. Then, (H \ {C, H1}) ∪ {C (3), u} is a
k-WCP of G. Hence, (2.5) is true.
N++C (x) ∩ N+C (v) ⊆ {x+, x+3}. (2.6)
Assume, to the contrary, that y ∈ N++C (x)∩N+C (v)\{x+, x+3}. Then, y− ∈ NC (v). Since x ∈ NC (v), by (2.3), we
have y− 6= x+. Set C (4) = y−−→C x−uvy− and C (5) = xy−−←−C x . Since y− 6= x, x+, x++, (H\{C, H1})∪{C (4),C (5)}
is a k-WCP of G. Hence, (2.6) is true.
It follows from (2.4)–(2.6) that dC (x) + dC (x+) + dC (v) ≤ |C | + 3. By symmetry, we also have dC (x−) +
dC (x−−)+ dC (u) ≤ |C | + 3. Hence
dC (x
−−)+ dC (x−)+ dC (x)+ dC (x+)+ dC (u)+ dC (v) ≤ 2|C | + 6. (2.7)
In the following, we let C ′ be any cycle inH \ {C} (if any).
NC ′(x
+) ∩ N+3C ′ (v) = ∅. (2.8)
Suppose, to the contrary, that y ∈ NC ′(x+) ∩ N+3C ′ (v). Set C (6) = x+−→C xvy−3
←−
C ′ yx+. Then, (H \ {C,C ′, H1}) ∪
{C (6), u, y−y−−} is a k-DCP with one K2 and with fewer cycles thanH, a contradiction. Hence, (2.8) is true.
NC ′(x
+) ∩ N+C ′(x−) = ∅. (2.9)
To justify (2.9), assume, to the contrary, that y ∈ NC ′(x+) ∩ N+C ′(x−). Set C (7) = x+−→C x−y−
←−
C ′ yx+. Then,
(H \ {C,C ′}) ∪ {C (8), x} is a k-DCP with one K2 and with fewer cycles thanH, a contradiction. Hence, (2.9) is true.
N+C ′(x
−) ∩ N+3C ′ (v) = ∅. (2.10)
Suppose, to the contrary, that y ∈ N+C ′(x−) ∩ N+3C ′ (v). Set C (8) = x−→C x−y−
−→
C ′ y−3vx . Then, (H \ {C,C ′, H1}) ∪
{C (8), u, y−−} is a k-WCP of G. Hence, (2.10) is true.
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It follows from (2.8)–(2.10) that
dC ′(x
−)+ dC ′(v)+ dC ′(x+) ≤ |C ′|.
By symmetry, we also have
dC ′(x)+ dC ′(u)+ dC ′(x−−) ≤ |C ′|.
Hence,
dC ′(x
−−)+ dC ′(x−)+ dC ′(x)+ dC ′(x+)+ dC ′(u)+ dC ′(v) ≤ 2|C ′|. (2.11)
By (2.7) and (2.11), we get
dB(x
−−)+ dB(x−)+ dB(x)+ dB(x+)+ dB(u)+ dB(v) ≤ 2|B| + 6. (2.12)
Recall that |A| = k − c(H)+ 1. To avoid a k-WCP, we have NA(x−) ∩ NA(x−−) = NA(x) ∩ NA(x+) = ∅. This
together with u, v ∈ A implies
dA(x
−−)+ dA(x−)+ dA(x)+ dA(x+)+ dA(u)+ dA(v) ≤ 2|A| + 2(|A| − 1).
Combining this with (2.12), we get
dG(x
−−)+ dG(x−)+ dG(x)+ dG(x+)+ dG(u)+ dG(v) ≤ (4|A| − 2)+ (2|B| + 6)
= 2n + 2|A| + 4.
This together with (2.1) and σ2(G) ≥ 3n+6k−54 implies
dG(x
−−)+ dG(x−)+ dG(x)+ dG(x+)+ dG(u)+ dG(v) < 3σ2(G). (2.13)
Recall that x ∈ N+C (u)∩ NC (v). By (2.3), we have xu, x−v 6∈ E(G). Hence, dG(x−)+ dG(x)+ dG(u)+ dG(v) ≥
2σ2(G). Combining this with (2.13), we get dG(x−−)+ dG(x+) < σ2(G). Hence, x−−x+ ∈ E(G).
|C | = 4. (2.14)
Suppose, to the contrary, that |C | ≥ 5. Set C (9) = x+−→C x−−x+ and C (10) = uvxx−u. Then, (H \ {C, H1}) ∪
{C (9),C (10)} is a k-WCP of G. This contradiction proves (2.14).
It follows from (2.14) that |V (C) ∪ V (H1)| = 6. To avoid a k-WCP, 〈V (C) ∪ V (H1)〉 contains no cycle of length
5. Hence, x−−u, x+v, x−−x , x+x−, x−v, xu 6∈ E(G). This implies
2[dG(x−−)+ dG(x−)+ dG(x)+ dG(x+)+ dG(u)+ dG(v)] ≥ 6σ2(G),
contrary to (2.13). This contradiction completes the proof of Case 1.1.
Case 1.2. For every cycle C inH, N+C (u) ∩ NC (v) = N−C (u) ∩ NC (v) = ∅.
Let C be any cycle in H. By (2.2) and (2.3) and the assumption of this case, we see that N++C (u), N+C (u), NC (v)
are pairwise disjoint sets of V (C). Hence, 2dC (u)+dC (v) ≤ |C |. By symmetry, we also have 2dC (v)+dC (u) ≤ |C |.
Therefore, dC (u)+ dC (v) ≤ 2|C |3 . This together with the definition of B implies
dB(u)+ dB(v) ≤ 2|B|3 .
On the other hand, by u, v ∈ A and (2.1), we have
dA(u)+ dA(v) ≤ 2(|A| − 1) ≤ 2|A|3 +
4k
3
− 2,
and hence
dG(u)+ dG(v) ≤
(
2|A|
3
+ 4k
3
− 2
)
+ 2|B|
3
= 2n + 4k − 6
3
.
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By σ2(G) ≥ 3n+6k−54 , we get
dG(u)+ dG(v) < σ2(G). (2.15)
N+3C (u) ∩ NC (v) = ∅. (2.16)
Assume, to the contrary, that w ∈ N+3C (u) ∩ NC (v). Then, by (2.3), we have uw−−, vw− 6∈ E(G), and hence
dG(u)+ dG(w−−)+ dG(v)+ dG(w−) ≥ 2σ2(G).
Set C (11) = w−→C w−3uvw and H′ = (H \ {C, H1}) ∪ {C (11), w−w−−}. Then, H′ is a k-DCP of G containing only
one K2 and c(H′) = c(H). So, H′ and w−w−− play a similar role as H and uv. Note that w−3 ∈ NC(11)(w−−)
and w ∈ NC(11)(w−). By an argument similar to that in the proof of Case 1.1 and (2.15), we can derive that
dG(w−−)+ dG(w−) < σ2(G). This together with (2.15) implies
dG(u)+ dG(w−−)+ dG(v)+ dG(w−) < 2σ2(G),
a contradiction. Therefore, (2.16) is true.
It follows from (2.2), (2.3) and (2.16) and the assumption of Case 1.2 that N++C (u), N
+3
C (u), NC (v) and N
+
C (v)
are pairwise disjoint subsets of V (C). Hence, 2dC (u) + 2dC (v) ≤ |C | implying that 2dB(u) + 2dB(v) ≤ |B|. Since
V (G) = A ∪ B, by (2.1), we get
dG(u)+ dG(v) ≤ 2(|A| − 1)+ |B|2 =
n + 3k − 3c(H)− 1
2
. (2.17)
It follows from the assumption of Case 1 that there exists a cycle C inH so that NC (u) 6= ∅. Similarly, there exists
a cycle C ′ inH so that NC ′(v) 6= ∅. Let x ∈ NC (u) and y ∈ NC ′(v). By (2.3), we have
x−u, y+v 6∈ E(G). (2.18)
We consider the following two subcases:
Case 1.2.1. C = C ′.
It follows from the assumption of Case 1.2 that x 6= y+. Note that x−→C yvux is a cycle in 〈V (C)∪V (H1)〉. To avoid
a k-WCP, we have x− 6= y+ and 〈y+−→C x−〉 contains no hamiltonian cycle. By standard arguments on hamiltonian
graph theory, we can derive that
d
y+
−→
C x−
(x−)+ d
y+
−→
C x−
(y+) ≤ |y+−→C x−|. (2.19)
For every cycle C ′′ inH \ {C}, dC ′′(x−)+ dC ′′(y+) ≤ |C ′′|. (2.20)
Indeed, if (2.20) is false, then there is a vertex z ∈ V (C ′′) so that x−z−, y+z+ ∈ E(G). Set C (13) = x−→C yvux and
C (14) = y+−→C x−z−←−C ′′z+y+. Then, (H \ {H1,C,C ′′}) ∪ {C (13),C (14), z} is a k-WCP of G. Hence, (2.20) is true.
By replacing C ′′ with C (13) in the proof of (2.20), we get
dC(13)(x
−)+ dC(13)(y+) ≤ |C (13)|. (2.21)
It follows from (2.19) and (2.21) that dC∪H1(x−) + dC∪H1(y+) ≤ |C | + 2. This together with (2.20) and the
definition of B implies that dB∪H1(x−)+dB∪H1(y+) ≤ |B|+2. Since dA\V (H1)(x−)+dA\V (H1)(y+) ≤ 2(|A|−2) =|A|+ k− c(H)−3, we have dG(x−)+dG(y+) ≤ (|A|+ k− c(H)−3)+ (|B|+2) = n+ k− c(H)−1. This together
with (2.17) implies dG(u)+dG(v)+dG(x−)+dG(y+) ≤ 3n+5k−5c(H)−32 < 2σ2(G). Hence, {x−u, y+v}∩E(G) 6= ∅,
contrary to (2.18). This contradiction completes the proof of Case 1.2.1.
Case 1.2.2. C 6= C ′.
In this case, we have c(H) ≥ 2. Set P = x−←−C xuvy←−C ′ y+. Then, P is a hamiltonian path of 〈V (C) ∪
V (C ′) ∪ V (H1)〉. To avoid a k-WCP, 〈V (C) ∪ V (C ′) ∪ V (H1)〉 contains no cycle of length |V (P)| − 2, and so
652 Z. Hu, H. Li / Discrete Mathematics 309 (2009) 647–654
NP (x−) ∩ N+3P (y+) = ∅. This implies
dP (x
−)+ (dP (y+)− 2) ≤ |V (P)|. (2.22)
If C ′′ is a cycle ofH \ {C,C ′} with length at least f our, then dC ′′(x−)+ dC ′′(y+) ≤ |C ′′|. (2.23)
Indeed, if (2.23) is false, then there is a vertex z ∈ V (C ′′) so that x−z−−, y+z++ ∈ E(G). Set C (15) =
x−−→P y+z++−→C ′′z−−x−. Then, (H \ {H1,C,C ′,C ′′}) ∪ {C (15), z−, z, z+} is a k-WCP of G. Hence, (2.23) is true.
Note that for every cycle C ′′ of length 3, dC ′′(x−)+ dC ′′(y+) ≤ |C ′′| + 3. By (2.22) and (2.23), we have
dB∪V (H1)(x−)+ dB∪V (H1)(y+) ≤ (|B ∪ V (H1)| + 2)+ 3(c(H)− 2).
On the other hand, by |A \ V (H1)| = k − c(H)− 1, we have
dA\V (H1)(x−)+ dA\V (H1)(y+) ≤ |A \ V (H1)| + (k − c(H)− 1).
Hence, dG(x−)+ dG(y+) ≤ n + k + 2c(H)− 5. This together with (2.17) implies
dG(u)+ dG(v)+ dG(x−)+ dG(y+) ≤ 3n + 5k + c(H)− 112 < 2σ2(G).
Hence, {x−u, y+v} ∩ E(G) 6= ∅, contrary to (2.18). This contradiction completes the proof of Case 1.2.2. The proof
of Case 1 is completed.
Case 2. min{dB(u), dB(v)} = 0.
We may assume, without loss of generality, that dB(v) = 0. Then, dG(v) = dA(v) ≤ |A| − 1 ≤ k − 1. By the
degree sum condition, we have
For every x ∈ B, dG(x) ≥ σ2(G)− dG(v) ≥ 3n + 2k − 14 . (2.24)
c(H) = 1. (2.25)
Suppose, to the contrary, that (2.25) is false, then c(H) ≥ 2. Let C be a cycle in H with minimum length and let
x ∈ V (C). Note that |A| = k−c(H)+1. To avoid a k-WCP, we have for every cycle C ′ inH\{C} that 〈V (C)∪V (C ′)〉
contains no hamiltonian cycle. This implies N+C ′(x
−) ∩ NC ′(x) = ∅, and hence dC ′(x−) + dC ′(x) ≤ |C ′|. Since
dC (x−)+ dC (x) ≤ 2(|C | − 1) = |C | + (|C | − 2), by the definition of B, we have
dB(x
−)+ dB(x) ≤ |B| + |C | − 2 ≤ 3|B| − 42 .
This together with dA(x−)+ dA(x) ≤ 2|A| implies
dG(x
−)+ dG(x) ≤ 2|A| + 3|B| − 42
= 3n + |A| − 4
2
≤ 3n + k − c(H)− 3
2
,
contrary to (2.24). Hence, (2.25) is true.
It follows from (2.1) and (2.25) that |A| = k. In the following, we let C be the only cycle inH. Clearly, V (C) = B.
Since u, v ∈ A, we have the following two subcases:
Case 2.1. |A| ≥ 3.
Let w ∈ A \ {u, v}, then there exists an integer i , 2 ≤ i ≤ k, so that V (H) = {w}. By (2.3), NC (w) ∩ N+C (w) = ∅
and hence
dG(w) = dA(w)+ dC (w) ≤ (|A| − 1)+ |C |2 =
n + k − 2
2
.
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This together with dG(v) = dA(v) ≤ k − 1 implies
dG(v)+ dG(w) ≤ n + 3k − 42 < σ2(G).
Hence
vw ∈ E(G). (2.26)
uw 6∈ E(G). (2.27)
To justify (2.27), we assume to the contrary that uw ∈ E(G). Then, C (16) = uvwu is a cycle of G. Note that
|A| = k − c(H) + 1 = k. By n ≥ k + 12, we have |C | = |B| ≥ 12. Let x be any vertex in C . By (2.3), we have
NA(x) ∩ NA(x−) = ∅. Hence, dA(x)+ dA(x−) ≤ |A| = k. This together with (2.24) implies
dC (x)+ dC (x−) = (dG(x)+ dG(x−))− (dA(x)+ dA(x−))
≥ 3n + 2k − 1
2
− k.
Hence, N++C (x−) ∩ NC (x) 6= ∅. Let y ∈ N++C (x−) ∩ NC (x). Define C (17) = x−→C y−−x−←−C yx . Then, (H \
{H1, Hi ,C}) ∪ {C (16),C (17), y−} is a k-WCP of G. This contradiction completes the proof of (2.27).
N+3C (u) ∩ NC (w) = ∅. (2.28)
Suppose, to the contrary, that y ∈ N+3C (u) ∩ NC (w). Set C (18) = y−→C y−3uvwy. Then, (H \ {H1, Hi ,C}) ∪
{C (18), y−, y−−} is a k-WCP of G. Hence, (2.28) is true.
N+4C (u) ∩ NC (w) = ∅. (2.29)
To justify (2.29), we assume by contradiction that y ∈ N+4C (u) ∩ NC (w). Set C (19) = y−→C y−4uvwy and
H′ = (H \ {H1, Hi ,C}) ∪ {C (19), y−y−−, y−3}. Then, H′ is a k-DCP with c(H′) = 1 and with one subgraph
isomorphic to K2. Clearly, NC(19)(y
−) 6= ∅. On the other hand, by (2.24), we have dC (y−−) = dG(y−−)−dA(y−−) ≥
3n+2k−1
4 − k > n+234 . This, together with |V (C) \ V (C (19))| = 3, implies NC(19)(y−−) 6= ∅. Hence, the pair
(H′, y−y−−) play a similar role as (H, uv) in Case 1. By an argument similar to that in the proof of Case 1, we
can get a contradiction. Hence, (2.29) is true.
It follows from (2.3), (2.28) and (2.29) that N+3C (u), N
+4
C (u) and NC (w) are pairwise disjoint subsets of V (C).
Hence, 2dC (u) + dC (w) ≤ |C |. By symmetry, we also have 2dC (w) + dC (u) ≤ |C |. Hence, dC (u) + dC (w) ≤ 2|C |3
This together with |C | = n − |A| = n − k implies
dG(u)+ dG(w) = (dA(u)+ dA(w))+ (dC (u)+ dC (w))
≤ 2(|A| − 2)+ 2|C |
3
= 2n + 4k − 12
3
.
Hence, dG(u)+ dG(w) < σ2(G), contrary to (2.27). This contradiction completes the proof of Case 2.1.
Case 2.2. |A| = 2.
In this case, we have k = 2, A = {u, v} and dC (v) = 0. To prove the Theorem, it suffices to show that dC (u) ≤ 1.
Assume, to the contrary, that dC (u) ≥ 2. Let x and y be two distinct neighbours of u in C . By (2.24) and (2.25), we
have for every z ∈ V (C)
dC (z) = dG(z)− dA(z) ≥ 3n + 2k − 14 − 1 ≥
2n + 3k + 7
4
>
|C |
2
.
Hence, 〈V (C)〉 is hamiltonian connected. In particular, there is a hamiltonian (x, y)-path P in 〈V (C)〉. Let C (19) =
x
−→
P yux . Then, {C (19), v} is a 2-WCP of G. This contradiction completes the proof of Case 2.2 and hence Theorem 5
is proved. 
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