Different from traditional semiconductors, the organic semiconductors normally possess moderate many-body interactions with respect to charge, exciton, spin and phonons. In particular, the diagonal electron-phonon couplings give rise to the spatial localization and the off-diagonal couplings refer to the delocalization. With the competition between them, the electrons are dispersive in a finite extent and unfavorable towards thermal equilibrium. In this context, the quantities from the statistical mechanics such as the entropy have to be reexamined. In order to bridge the localization-delocalization duality and the device performance in organic semiconductors, the quantum heat engine model is employed to describe the charge, exciton and spin dynamics. We adopt the adaptive time-dependent density matrix renormalization group algorithm to calculate the time evolution of the out-of-time-ordered correlator (OTOC), a quantum dynamic measurement of the entanglement entropy, in three models with two kinds of competing many-body interactions: twobath lattice model with a single electron, Frenkel-charge transfer mixed model, and the Merrifield model for singlet fission. We respectively investigate the parameter regime that the system is in the many-body localization (MBL) phase indicated by the behavior of OTOC. It is recognized that the novel effects of coherent electron hopping, the ultrafast charge separation and the dissociation of triplet pairs are closely related to the MBL effect. Our investigation unifies the intrinsic mechanisms correlating to charge, exciton and spin into a single framework of quantum entanglement entropy, which may help clarify the complicated and diverse phenomena in organic semiconductors.
I. INTRODUCTION
Organic semiconductors are increasingly attractive in the field of photoelectricity, as the organic light emitting diodes have been successfully industrialized and the organic photovoltaics and spintronics are of high potential in applications [1] . Thanks mainly to the cost containment, the single crystal phase of organic materials is rarely present in practice and the utilization of molecular aggregates are always in fashion up to date [2] . The ubiquitous disorders induced by the local thermal vibrations of molecules (phonons) intuitively give rise to the localization of every eigen-states of electrons with the localization length being one molecule [3, 4] . In presence of the strong nonlocal electron-phonon (vibronic) couplings or the so-called off-diagonal dynamic disorders, the charge transport can be bandlike implying the electron is in some sense delocalized [5, 6] . The delocalization is also regarded to be essential in the charge separation in photovoltaics [7] [8] [9] [10] . The localization and delocalization duality of electrons in organic semiconductors longtermly serves as the major puzzle for the community [11] . On the experimental side, in order to distinguish the two phases, one can measure the mobility-temperature relationship in a macroscopic manner and assign the positive and negative dependency to localized and delocalized phase, respectively [12, 13] .
In a normal insulator, the Anderson localization plays the essential role in the electron transport [14] . With * Electronic address: yaoyao2016@scut.edu.cn relatively weak localization, Mott's variable-range hopping (VRH) mechanism matters [15] . In terms of delocalized Bloch waves in traditional semiconductors, the band theory achieved great successes. All these theories are more or less correlated to the statistical mechanics of (near) equilibriums. The picture of free electron gas is normally applicable, and a single term such as the static disorder or the single electron hopping in the lattice dominates the transport mechanisms. The traditional techniques of transport measurement were thus established on the basis of these widely-accepted theories. In presence of strong many-body interactions such as the electron-phonon couplings, however, the thermal equilibrium is not easy to be achieved, and the dynamical processes out of equilibration become important. Moreover, there is not an apparent small parameters in organic semiconductors to make the perturbation theory available, and the competition among different terms results in complicated many-body effects [11] . As a result, we have to develop a quantum dynamics theory for organic semiconductors to bridge the microscopic mechanisms and the traditional device measurements.
Theoretically, the phonons are modeled with a bosonic environment which may diagonally and/or off-diagonally couple to the electrons. Accordingly, the most simplest but highly nontrivial model is the so-called spinboson model [16, 17] , that is extensively utilized to the researches of localization and delocalization of electrons. In the study of two-bath spin-boson model, a new phase named critical phase was uncovered, which is distinguished from both the localized and delocalized phases [18] . When the diagonal and off-diagonal electronphonon couplings are equal, it can be proven that the ground state of the system is highly degenerate due to the FIG. 1: Schematic for nuclear potential surfaces in localized (LP), delocalized (DP) and critical (CP) phases. The generalized coordinate is set to z direction for the diagonal coupling and x direction for the off-diagonal coupling. |1 and |2 are the local states on molecules labeled as 1 and 2. The minimums (min.) of the potential surface are plotted on z − x plane as well.
parity symmetry. Fig. 1 shows a scheme of the nuclear potential surfaces in three phases. We take two molecules labeled as 1 and 2 as instance and set the generalized coordinate on z direction for diagonal couplings and x direction for off-diagonal couplings. In the localized phase, the minimums of the potential surface appear on the z axis and entangle with the local states on molecule 1 and 2, respectively. In the delocalized phase, they appear on the x axis and entangle with two delocalized states, namely the bonding state |1 + |2 and the anti-bonding state |1 − |2 . On the lattice of more molecules, the delocalized states become Bloch waves. Of more interests is the critical phase with equal diagonal and off-diagonal couplings. An infinite number of minimums form a circle on the z −x plane and the system can shift between localized and delocalized without any energy barriers, which may lead to exotic phenomena. In realistic materials, these two couplings can not be explicitly the same. But so long as they are close to each other which is normally the case, there will be numerous local minimums in the high-dimensional potential surfaces resulting in the similar effects with that in the critical phase [19] .
With the novel findings of ultrafast spectroscopy in bloom, researches on the dynamics of quantum coherence in organic semiconductors emerged to be prevalent in recent years [7] [8] [9] [10] [20] [21] [22] [23] . By definition, the quantum coherence reflects the correlation between different quantum states, which strongly depends on the choice of basis [24] . For example, in the localized phase, when we talk about the electron transport in the real space, the incoherent hopping between nearest molecules (different from VRH) is always mentioned, but in the energy space the electron is persistently localized in a single eigenstate other than ergodic suggesting the wavefunction of electron is coherent. The mobility measurement commonly refers to the real space while the ultrafast spectra account for the excitations and emissions in the energy space, making the assignment of quantum coherence complicated. Moreover, nonspecialists are always easy to be confused with the electron coherence, the exciton coherence, the spin coherence and the vibronic coherence. In this context, a quantity that is basis-free should be remarkably useful for getting rid of the confusion, and the entropy turns out to be a good candidate [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] . However, the state-of-the-art experiments mostly focus on the entropy in a statistical manner, that is, the number of diabatic states or molecular frontier orbitals, irrelevant to the quantum coherence [35] . The quantum-mechanical entropy, namely the quantum entanglement, characterizes the correlation among substances, and using the entanglement entropy as a fingerprint in organic semiconductors can largely help comprehend the complicated and diverse microscopic processes related to the charge, exciton, spin and phonon dynamics. Furthermore, people employ the ultrafast spectroscopy to reveal the microscopic processes with the timescale being femtosecond to picosecond, while the devices work in a macroscopic circumstance. The entanglement entropy should also play essential roles in understanding the bridge between microscopic mechanisms and device performance, which serves as an essential motivation of the present paper.
The paper is organized as follows. In the next Section, a generic scenario of entanglement entropy in terms of quantum heat engine model is described, in which the definition of entanglement entropy is introduced. In the following three sections, three microscopic models are investigated, all of which take two kinds of competing many-body interactions into account. Section III is assigned to the charge transport which mainly refers to the competition between diagonal and off-diagonal vibronic couplings, and the time evolution of the two-bath lattice model with a single electron is shown. Section IV is for the exciton and charge transfer (CT) state dynamics and the regime of many-body localization (MBL) stemming from the competition between the Coulomb interaction between charges and nonlocal vibronic coupling is determined. Section V is for the singlet fission and the competition of spin-spin interaction and the local bosonic environment is explored. The last Section is for the summary and outlook.
II. FORMALISM OF ENTANGLEMENT ENTROPY
In order to proceed with the entanglement entropy, let us first describe the intrinsic mechanisms in organic semiconductors with the language of quantum heat engine model. The first law of thermodynamics tells us that [38] dU =dQ +dW,
where U is the internal energy, Q is the heat and W is the work. For a system with the Hamiltonian beingĤ, the internal energy can be written as
where ε n is the energy of n-th eigenstate ofĤ and p n is the relevant population. Taking the differential of U , we obtain dU = n (ε n dp n + p n dε n ) .
If the system is in a canonical ensemble, p n = exp(−ε n /k B T )/Z with Z being the partition function and T being the temperature. The first term on the right hand side of Eq. (3) turns out to be n ε n dp
With the definition of entropy in the canonical ensemble being S = −k B n p n ln p n , this term is nothing but dQ = T dS. As a result, the differential of work is then given bydW = n p n dε n , implying the change of the eigen-energies refers to the work performed by a generalized force conjugated to the generalized coordinates [39] [40] [41] [42] [43] . Therefore, the thermodynamic quantities in the statistical mechanics, the heat and the work, are related to the quantum dynamic quantities, the change of population and eigen-energy. We are thus able to analyze the device physics of organic semiconductors in the microscopic scenario of the quantum heat engine [44] [45] [46] [47] [48] .
In the microscopic scope, the change of the eigenenergy spectrum of the Hamiltonian stems from the explicit temporal dependence of the Hamiltonian. Considering the Berry phase is not detectable in a macroscopic manner in disordered molecular materials [49] , when the Hamiltonian changes with time sufficiently slowly, the population distributions {p n } on the eigen-energy spectrum do not change so we can call this process as adiabatic or coherent (dQ = 0) [42] . The instantaneous eigenstates of the Hamiltonian can be named as the adiabatic states. Subsequently, the heat exchange is regarded to be originated from the nonadiabatic and incoherent hopping among the adiabatic states (dW = 0). In organic semiconductors, as discussed, what makes the Hamiltonian of electrons time dependent is the vibronic coupling to nuclei which normally move slower than electrons. The diagonal (intramolecular) vibronic coupling serves as the local energy disorders for localization. In terms of the adiabatic approximation, the diagonal couplings merely change the spatial coherence but do not drive the electrons move, so the local disorders can be regarded as "static" in some sense. The off-diagonal (intermolecular) vibronic coupling and thus the dynamic nonlocal disorder enables the nonadiabatic hopping (i.e. the conical intersection) between nuclear potential surfaces and also changes the heat and entropy [50, 51] . From the viewpoint of quantum heat engine, this is why we have to consider more details of the potential surfaces in different phases as discussed above. Now let us describe the basic quantum dynamics of electrons in organic semiconductors in the following generic way [52] . Initially there is an electron completely localized on one molecule, and then it expands to several molecules enabled by the off-diagonal vibronic couplings or the nonadiabatic hopping. After the quantum coherence among molecules is quenched by the diagonal vibronic couplings, the electron returns to be localized on another molecule and one step of incoherent hopping in the real space finishes. The electron spin resonance (ESR) experiment has shown that the spatial extent of electrons in pentacene is roughly ten molecules corroborating this localization and decoherence scenario [53] . One may notice that, the electron is not fully delocalized to all molecules but just dispersive in a finite extent, so that it is not precise to say the system is in a delocalized phase. It is probably in a critical phase. To be specific, we may call the critical phase as the "dispersive phase" to distinguish from the delocalized phase. In our previous studies, we found this dispersive effect appears in both charge transport and charge transfer processes [23, 54] . Furthermore, in nonfullerene solar cells with the energy offset between donor and acceptor being negligibly small, we think that the ultrafast charge transfer is also originated from the similar mechanism [55] .
In presence of both disorders and many-body interactions, there may emerge a novel effect which is so-called MBL [56] [57] [58] . In the MBL phase, the electronic eigenstates are localized, but the quantum information can be transferred in a logarithmic manner since the entropy is persistently and slowly improved [59, 60] . As a result, the electrons are still mobile in a quantum manner without assistance of heat. This is because the number of many-body states is overwhelmingly larger than that of single-body states and the many-body interaction enables the transition between localized many-body eigenstates. In organic semiconductors, the on-site disorders are naturally present and the vibronic couplings play the role of many-body interactions which are always on the same order with other parameters [11] . If the MBL effect is actually present, the novel phenomena relating to the quantum coherence and insensitive to the thermal energy, such as the coherent hole transfer in nonfullerene cells, can be well understood [55] . Therefore, it is rational to examine if the critical and dispersive phase is equivalent to the MBL phase at least in an approximate manner.
Recently, following the rapid developing progress of experiments [61, 62] , a quantum dynamic quantity for measuring the entanglement entropy originally from the cosmology was reactivated to characterize the entropy-increasing process in MBL phase which is the so-called out-of-time-ordered correlator (OTOC) defined as [63, 64] ,
Herein, the expectation value is averaging over the eigen-state of the Hamiltonian andŴ (t) = exp(iĤt/ )Ŵ exp(−iĤt/ ).Ŵ andV are two local operators which commute with each other at time 0, and W 2 =V 2 = 1. For a spin-half lattice, e.g.,Ŵ andV are nothing but the Pauli operators at different sites. Physically, the OTOC quantifies both the spatial and temporal correlation of two initially local operators [65] [66] [67] [68] .
To let the nonspecialists easily understand and make sense, Fig. 2 sketches a typical instance to interpret the physical meaning of OTOC. At time 0 we excite a molecule labeled as 0 by a laser pulse and let the system evolve. After time t we excite another molecule labeled as x and let the system evolve back to time 0 (echo dynamics). Then we measure the emission signal of molecule 0 and let the system again evolve to time t and finally we measure the emission signal of molecule x. If the system is fully localized, the excitations of molecule 0 and x are independent with each other so that the OTOC is definitely 1, namely the emission signals of these two molecules are always completely detectable. On the other hand, if the system is fully delocalized, the exciton at molecule 0 can be quickly transferred to molecule x before time t, so that the molecule x can not be repeatedly excited and the OTOC in this case decays exponentially from 1 to 0. The MBL phase is in between. Due to the finite dispersion, there is a certain probability that the molecule x is occupied by the excitons initially generated on molecule 0, so the OTOC normally oscillates between 0 to 1 showing an uncertainty feature [65, 66] . It has been demonstrated that the OTOC is closely related to the second Rényi entropy [67] .
There are many theoretical measures for the entanglement entropy. One may ask why we do not use the simpler quantities such as the von Neumann local entropy and the inverse participation ratio (IPR). The advantage of using OTOC as an indicator is that, the OTOC as an explicit function of real time is specifically developed for characterizing the quantum dynamics of spatial localization and MBL. Especially, in MBL phase the vibrational modes are essential in a quantum dynamic manner while in localized phase they are just a medium for heat exchange, and only the OTOC is able to make a clear distinction between them. Furthermore, compared with the local entropy which is defined in the equilibration, OTOC is a purely dynamic quantity that can be easily measured by the commonly-used ultrafast spectroscopy as indicated by Fig. 2 [62] . On the other hand, in presence of translational symmetry, the IPR can be irrationally large in the localized phase as discussed below, making it difficult to distinguish it from the MBL phase. Whereas, they are quite easy to be distinguished by OTOC which is symmetry insensitive. Therefore, it FIG. 2: Schematic for the physical scenario of OTOC in localized and delocalized phases. At time 0, the molecule 0 is excited by a laser pulse. During the following time evolution, the wavepacket of exciton will be kept unchanged in localized phase while expanded to molecule x in delocalized phase. At time t, the molecule x is excited in localized phase while it is not able to absorb the light as the exciton has been transferred to it before the laser pulse comes. Afterward, the system evolves to time −t via an echo dynamics. In experiments, this can be realized through reversing the sign of all parameters in the Hamiltonian. In the echo duration, the localized states do not change, but the expanded wavepacket is shrunk to its original form in the delocalized phase. Subsequently, in the following emission events at time 0 and t, one obtains different emission signals in the two phases.
is remarkable to calculate the OTOC as the measure of entanglement entropy in organic semiconductors to determine which phase they are residing in and what is the dynamics of entanglement entropy in these systems. It is also worth mentioning that, the quantitative connection between the entanglement entropy and the thermal entropy in the statistical mechanism is on the current theoretical stage not straightforward except in some specific cases, so the more explicit quantification for the real devices is beyond our present scope. 
III. ENTANGLEMENT ENTROPY IN CHARGE TRANSPORT
In organic semiconductors, the mechanism of charge transport shifts between bandlike and hopping [69, 70] . As sketched in Fig. 3 , there are three regimes of the mobility-temperature relationship [71] [72] [73] . When the temperature is lower than T 1 or higher than T 2 , namely at low or high temperature regime, the mobility increases with different slopes following temperature increasing. In the intermediate regime, the relationship becomes weakly dependent and negative indicating a completely different mechanism dominates. In field-effect transistors, T 1 is roughly 200K and T 2 is 250K [72] . This novel phenomenon thus inspires the discussion of the bandlikehopping duality. The bandlike transport normally refers to the coherent motion of electron wavepackets. The thermal fluctuation breaks the quantum coherence so that the mobility-temperature relationship could be negative [6] . The suffix "like" indicates it is not fully band transport as that in the inorganic crystals, since the organic semiconductors are usually amorphous and the electrons are not fully delocalized as stated. The hopping mechanism suggests the electron moves as a classical particle which stochastically hops among the nearest molecules. The thermal fluctuation facilitates the hopping mechanism by either providing energy to cross the potential barriers or eventually pulling the molecules closer [52] .
In the language of entropy, we may have a more sophisticated scenario to describe the novel mobilitytemperature relationship as depicted in Fig. 3 . Below the temperature of T 1 , the phonon modes around 100cm −1 are activated which are from intermolecular vibrations. These off-diagonal vibronic couplings act as nonlocal random forces to drive the electron move, and the higher the temperature is, the stronger the force is. As a result, at low temperature regime, it is a nonadiabatic entropyincreasing process, and the phonons play a mediate role in the heat exchange. Above the temperature of T 2 , the phonon modes larger than 500cm −1 are activated which are from intramolecular vibrations. These diagonal vibronic couplings induce the localization of electrons, and the correlation between two molecules is quenched by the high-frequency vibrations such that the entropy decreases [52] . Afterward, the normal diffusion of electrons via the incoherent hopping among molecules takes place. In total, the entropy decreases in the process of localization and increases in the diffusion, so it is roughly an adiabatic and isentropic process at high temperature regime. Of the most interests is the abnormal regime between T 1 and T 2 , in which both the intra-and inter-molecular vibrations are active and comparable with each other. This is the regime that the dispersive phase and the MBL may emerge. The eigen-states are dispersive and the entropy increases very slowly. In this phase, the dispersive electron moves among different eigen-states via quantum tunnelings driven by the off-diagonal many-body vibronic couplings. It is dominated by a quantum-mechanical probability, and the temperature does nearly not matter in this process. In a previous work, we call this process as "coherent hopping", in comparison with the incoherent hopping in the diffusive transport [54] .
In the charge transport, the competition between diagonal and off-diagonal vibronic couplings serves as the critical issue. To this end, we write down a one-dimensional Hamiltonian solely taking both couplings into account, i.e.,
where |i is a local state of electron on i-th molecule with the local (diagonal) vibronic coupling being λ i,µ and the nonlocal (off-diagonal) coupling being δ ν ; x i,µ (x i,ν ) is the displacement of i-th molecule in µ-th local (ν-th nonlocal) vibrational modes with m i being the mass of the i-th molecule and ω µ (ω µ ) being the relevant frequency. In order to induce the localization of electrons by diagonal couplings, λ i,µ is set to λ µ on the odd sites and vanishing on even sites, so the system reserves the translational symmetry. The phonon spectral densities for both couplings are chosen to be sub-Ohmic as usual, that is J(ω) = 2πα(β)ω 1−s c ω s e −ω/ωc with α(β) being the dimensionless diagonal (off-diagonal) coupling, s being the exponent, and ω c being the cut-off frequency. We do not consider the electronic interactions, so the offdiagonal coupling drives the electrons move whose coupling strength β is fixed to be 0.1. The total number of sites is set to 20, and s equals to 0.5 for both couplings.
The evolution of electron population on the lattice is computed by the adaptive time-dependent density matrix renormalization group algorithm [22, 23] , as displayed in Fig. 4 . The initial state is that obtained via applying the operatorV ≡ exp(iπn x ) onto the ground state, witĥ n x being the number operator of electrons at molecule x. Here, we choose x as the central molecule ("c") in the lattice. When α is small, the off-diagonal coupling dominates so that the electron freely expands on the lattice. Only finite number of sites are considered so the electrons bounded against the ends and are not able to be fully delocalized. Following α increasing, there emerge visible spatially dispersive states as indicated by the spots, and when α = 1.0 the electrons are almost localized near the initial site. The competition between diagonal and off-diagonal couplings gives rise to the transition of the charge transport. We then calculate the time evolution of the OTOC with the operators defined asV ≡ exp(iπn c ) andŴ ≡ exp(iπn c+x ). Fig. 5 shows the results for x = 1, and results for other x's are quite similar due to the translational symmetry so they are not shown. It is clear that for α = 0.01 the OTOC oscillates and decays, and with increasing α the OTOC increases. All these behaviors exhibit the remarkable MBL features of electrons showing very similarity of dispersive and MBL phases. For α = 1, it keeps at a value close to 1 indicating the electrons are localized. It is worth noting that, the value of IPR for α = 1 can be remarkably larger than one as the sites other than the initial one are also populated, so it fails to reflect the localization length.
Before ending this Section, let us briefly discuss the measurements of mobility. In the traditional semiconductor physics, the mobility and the mean velocity of charge carriers are dependent on the scattering rate of impurities and phonons [74] . The former gives rise to a positive temperature coefficient while the latter refers to negative coefficient. Most techniques of mobility measurements such as the time-of-flight (TOF) approach are based upon the random walk of injected carriers [75] . If the semiconductor is dominated by purely incoherent hopping of localized electrons, the Einstein's relation between mobility and diffusion coefficient is available and the TOF still properly works. The Einstein's relation is applicable in the ergodic phase, and the dispersive or MBL phase do not explicitly fit for TOF [76] . Considering the mixture of coherent and incoherent hopping mechanisms, one can also divide the mobility into coherent and incoherent components, respectively [77] . In our opinion, therefore, the mobility measurements should be combined with the time-resolved microwave or terahertz conductivity to determine the component from coherent hopping induced by MBL effect as well as the ESR to quantify the dispersion of the charge carriers.
IV. ENTANGLEMENT ENTROPY IN EXCITON AND CHARGE TRANSFER STATE DYNAMICS
Upon photoexcitation, a local exciton is generated followed by a charge separation process to produce photocurrent. In organic photovoltaic devices, the charge separation comprises two steps: The first is the charge transfer between donor and acceptor and the second is the further dissociation of the CT state. Borrowing the language of traditional semiconductors, the CT state can be regarded as a tight-binding electron-hole pair with the binding energy mainly from the Coulomb attraction. Considering the relatively small dielectric constant, however, a puzzle arises: what serves as the driving force to make the CT state dissociate. As stated, recent experiments [7-10, 20, 21] highlight the quantum coherence and the emergence of the long-range CT states which possess much smaller binding energy than the short-range ones. In this context, it is thus unjustified to define the CT state by the Coulomb interaction. In our opinion, it makes more sense to define the CT state as a coherent electron-hole pair, and once the coherence between electron and hole is lost, the CT state is regarded to be dissociated.
It is rather convenient to discuss the entanglement entropy in the photophysics of organic photovoltaic devices with a quantum heat engine model. In thermodynamics, an ideal cycle comprises four processes: isothermal expansion (heat injection Q 1 ), adiabatic expansion (power export), isothermal compression (heat rejection Q 2 ), adiabatic compression (internal energy recover). The efficiency is defined as η = 1 − Q 2 /Q 1 . In the generation of local exciton, a single excited state (S 1 state) is populated and the entropy increases. This is obviously the heat injection process, and Q 1 could be simply regarded as the energy of the absorbed photons. As discussed in the last Section, the charge transport and extraction are approximately isentropic and adiabatic processes which could be regarded as the process of power export. During the process that the local exciton is conversed to the CT state the entanglement entropy increases which will be quenched in the following CT-state dissociation and charge separation process. Combined with the energy relaxation from higher-energy excitation to the lower one, these two processes serve as the major channel of heat rejection and determine the value of Q 2 . The subsequent rebalance of the electrostatic potential with the external circuit can be regarded as the final adiabatic process of the cycle of quantum heat engine.
To rationalize the efficiency of the heat engine, it is essential to quantify Q 2 , so the entropy change must be well measured. The transition from the local exciton to the CT state turns out to be essential. Let us now assume the coherent size of CT state is N molecules, and the electron and hole are dispersive in this region. Both of them are completely entangled to form an entangled state. As the local exciton is singlet, the (coherent) CT state must be singlet as well. If we further assume the singlet exciton, the electron and the hole are respectively distributed on N molecules with equal probabilities, the entropy of a singlet exciton S S should equal to k B ln N and the entropy of a CT state S CT should be twice of it. The entanglement entropy that is quenched during the CT-state dissociation thus equals to k B ln N . Imagine a coherent sphere for the excitons with the radius being 10 molecules [53] , so N should roughly equal to 4200. At room temperature, we thus obtain Q 2 = T ∆S ≃ 217meV, which could be regarded as the heat rejection in the photo-electric conversion process. In our previous work, we have calculated the ultrafast long-range charge transfer process taking the intermolecular vibrations into account. Therein, the entanglement entropy in a three-dimensional case is estimated to be 210meV, very similar with the present estimation [23] . In addition, we believe the ultrahigh open-circuit voltage loss in organic photovoltaic devices may stem from this effect [78, 79] .
The above arguments rely on two prerequisites. Firstly, the excitons, electrons and holes must be quantum matters. There is no way the classical particles prefer to be confined in a relatively small region rather than to diffuse to much larger extent and produce unrealistically large entropy increase. The dispersive feature of the wavepackets induces the spatial confinement as well as the coherent size. Secondly, the dispersive electrons and holes are driven by many-body interactions, such as the off-diagonal vibronic couplings [23] or electronic interactions [80] . This MBL effect ensures the entanglement entropy increases in a logarithmic manner, such that the entropy does not significantly increase during the subsequent charge extraction process after charge separation. This picture is available in both fullerene and non-fullerene solar cells.
Since there are always two kinds of charge carriers in the issues of exciton and CT state, the Coulomb interaction between them apparently plays the essential role. The Coulomb interaction induces localization and the nonlocal vibronic couplings give rise to nonlocal disorder and delocalization, and they compete with each other to let novel many-body effects emerge. In order to demonstrate the ultrafast long-range charge transfer process is from the MBL effect, we thus calculate the OTOC in an Frenkel-CT mixed model with the Hamiltonian being [23] 
The first term H e is written as,
where |i represents the state of the local Frenkel exciton and |i, j is the CT state with the electron on site i and hole on site j, E ex is the on-site energy of the Frenkel exciton, V D/A/DA denotes the electronic interactions, C is the prefactor of the Coulomb attraction between electron and hole with r i,j being the distance which will induce the localization of electron and hole. Without lose of generality, we set the parameters as E ex =0.25eV, V DA =0.08eV, C=0.48eV, and V D = V A =0.06eV. The phonon Hamiltonian H p is expressed as ( = 1)
whereb † ±,ν (b ±,ν ) denotes the creation (annihilation) operator of ν-th phonon mode on the donor (−) or acceptor (+) molecules, and ω ±,ν is the relevant frequency. For the vibronic couplings, we consider the off-diagonal couplings: with γ ±,ν being the coupling strength for ν-th mode, depending on the spectral density J(ω) = π ν γ 2 ±,ν δ(ω − ω ±,ν ). A continuous spectral density is set for the phonons with the same spectral density function with that in the last Section.
In the previous work [23] , we have calculated the ultrafast dynamics of the long-range CT state, showing that for an intermediate vibronic coupling (β = 0.06-0.1) the charge transfer is the most efficient. The Coulomb attraction between electron and hole induces the localization and the off-diagonal coupling gives rise to quantum tunneling. Moreover, we found that during the whole charge separation process, both the electron and hole modestly hold the shape of dispersive wavepackets rather than further delocalize, suggesting that the ultrafast long-range CT process is related to an MBL effect. To examine this idea, we calculate the OTOC dynamics with the site index for the operatorV (≡ exp(iπn 1 )) being the acceptor molecule 1. Fig. 6 shows the results for various x which is the site index for the operatorŴ (≡ exp(iπn x )) and the off-diagonal vibronic coupling β. It is found that, the change from x=4 to x = 12 exhibits the path along which the charges move. Except the case x = 4, the values of OTOC for other four cases are similar implying the long-range feature of the CT state. For the dependency of β, we can find for 0.02 and 0.04, the OTOC deviates from 1 slightly implying the localization dominates. From β = 0.06 to 0.1 the OTOC oscillates between 0.7 and 1 rather than quickly decays to 0 indicating the MBL effect functions. We do not calculate the longer time duration because of the numerical precision loss, but we expect the OTOC will finally decay to 0 in a very slow manner [67] . The minimum appears at β = 0.08, which is the case that the charge transfer process is efficient. Combined with the dynamics of population as shown in Ref. [23] , β = 0.06 to 0.1 is the regime that the long-range CT process takes place manifesting its similarity with MBL. In addition, for β = 0.12 and 0.14, the case that charge transfer does not occur, the OTOC keeps nearly constant above 0.9. The coupling is so strong that the phonon energy exceeds the electronic band, so the electron is again localized. We can thus conclude here that the ultrafast long-range CT process is originated from the MBL effect, and neither weak nor strong vibronic couplings are friendly to the charge separation -the intermediate ones are best.
V. ENTANGLEMENT ENTROPY IN SINGLET FISSION
In organic semiconductors, both charge carriers and triplet excitons carry non-zero spin. The singlet fission that a singlet exciton is split into two triplet excitons turns out to be an appealing effect to facilitate the efficiency of photovoltaics. However, a usual doubt on the statement that the singlet fission can fairly enhance the power conversion efficiency is, although one singlet is split into two triplets and subsequently two electronhole pairs might be formed to increase the short-circuit current, the energy of these electron-hole pairs are lost in the singlet fission and thus the open-circuit voltage should be decreased. As a result, the efficiency can not be significantly enhanced after all.
In order to comprehend this puzzle, it is again useful to employ the framework of quantum heat engine model. Let us assume the dissociation of each triplet exciton consumes the same energy with that discussed in the last Section, giving the fact that the entanglement entropy which is quenched in the exciton dissociation is insensitive to the energy of excitons. Since the relaxation processes are almost absent in singlet fission materials, the singlet energy (Q 1 ) must be doubled to keep the quantum efficiency η unchanged. We notice that, the singlet fission materials exhibit higher external quantum efficiency for larger photon energy [81] , so they are indeed more suitable for the ultraviolet regimes. In the practical application of photovoltaics, one should then add additional absorbers into the device to absorb the low-energy photons. In ideal cases, the maximum efficiency will increase from 45.7% to 47.7% by inserting an additional layer [82, 83] . On the other hand, the transition from triplet pair state (TT state) to the uncorrelated two triplets (T+T state) is also an entropy-increasing process which may further lower the efficiency. Therefore, it is necessary to decrease the energy dissipation in TT state dissociation as much as possible, and we have to carefully investigate the dissociation process of TT state.
A big question now arises: What makes the TT state dissociate? In absence of the dissipated environment, the two triplet excitons are consistently entangled with each other, no matter how long they separate in the real space. Therefore, the dissociation means the loss of coherence between two triplet excitons, analogous to the CT state dissociation. The triplet exciton is of charge neutrality and large binding energy so in terms of charge degree of freedom the exciton-phonon couplings should be relatively weak. Meanwhile, the organic materials are basically composed of light elements with negligible spinorbital couplings, so the spin coherence is also of long lifetime. Fortunately, there are still many factors related to the spin degree of freedom, such as the hyperfine interaction of hydrogen atoms [84] , the hybridization of σ and π orbitals due to out-of-plane vibrations [85] , the other triplet excitons [86] , the kinetically blocked radicals [87] and also the rotation with different chirality of polarized molecules. All these factors can be grouped into a local spin-related bath for the electrons, holes and triplet excitons, which may influence the decoherence and localization of TT state.
The intermolecular distance may also serve as a key factor in the TT dissociation. The distance must be sufficiently short such that the electron transfer integral is large enough to induce the conversion of local singlet exciton and the TT state. The short distance will however enhance the spin-spin exchange interaction between triplets and make the TT dissociation unfavorable. This conflict heavily limits the practical application of singlet fission in photovoltaics. Therefore, the spin-spin interaction which is the main many-body interaction for delocalization of spin should be carefully investigated as well.
To this end, let us write down a Hamiltonian for two pairs of electron and hole taking the diagonal bosonic environment into account. That is
whereŜ i is the spin operator for the i-th triplet, J is the spin-spin interaction between two triplets, D and E denote the interaction strengths with respect to the molecular field, and the environmental part takes the same formula with those in the last two Section. Herein, the first line is nothing but the Merrifield model considering the dipole-dipole interaction [88] [89] [90] . The parameters are set as usual cases, namely D = 0.15cm −1 and E = 0.1cm −1 . Different from charge degree of freedom which can offdiagonally couple to the intermolecular vibrations, the spin-related environment is merely diagonal such that the spin-environment coupling itself does not change the population on each spin state [91] . There are two parameters influencing the change of local populations: J and E. As we are focusing on the dissociation of triplet pairs, the influence of J is mainly considered which is sensitive to the distance between triplets as stated. The effect of the spin-spin interaction is the conversion of the states |+1, −1 , |−1, +1 and the state |0, 0 , with ±1 and 0 being the common notations of the relevant state for the 1st and 2nd triplet in order. Now, let us assume the singlet state is initially conversed to the TT states | + 1, −1 and | − 1, +1 , and they entangle with relevant environmental states. The quantum state can be expressed as
where E denotes the relevant environmental states, and a, b the combination coefficients. In order to make the TT state dissociate, each triplet must turn to entangle with their own local environmental state. That is, the quantum state have to change to
where σ i is a linearly combined spin state locally for ith triplet. The larger change of environmental state is, the easier the decoherence takes place, so the entropy change heavily depends on the change of the environmental states. Interestingly, however, the environmental states are hardly changed and thus both | + 1, −1 and | − 1, +1 are not easy to be dissociated. This is because, during the time evolution both | + 1, −1 and | − 1, +1 are firstly conversed to the state |0, 0 , and |0, 0 does not couple to the environment in terms of the present Hamiltonian. As a result, if we want to increase the yield of free triplet excitons, it is essential to decrease the yield of | + 1, −1 and | − 1, +1 states during the singlet-TT conversion. This can be done by, e.g., exerting an external magnetic field to open energy gaps among +1, 0 and -1 states [90] . The |0, 0 state is easier to be dissociated since it firstly converses to either | + 1, −1 or | − 1, +1 state during the time evolution. We then calculate the time evolution with the initial state being that, on each molecule the electron and hole form a state |↑↓ , namely the combination of the singlet and the 0 component of triplet. Both the OTOC and von Neumann entropy S VN are calculated for the two electrons of the excitons on the two molecules, as displayed in Fig. 7 . It is found that, with J = 0.02meV and α ≤ 0.02 the system is delocalized, i.e. the correlation between two triplets is strong. In this situation the TT state is hard to be dissociated. When J is between 0.005 and 0.01meV, the behavior of OTOC exhibits the MBL feature which may make the dissociation much easier. For J = 0.002meV it becomes localized. Therefore, J =0.01meV (or equivalently 90mT) and α = 0.02 emerge to be critical values for efficient dissociation of TT state. We also calculate S VN for the local electrons. The basic feature of S VN is similar with that of OTOC, but some of the details such as the oscillations become weaker exhibiting the advantages of using OTOC. Interestingly, we find very similar behavior of S VN with that in the many-body model with electron-electron interactions [59] , that is, the S VN firstly saturates and then increases slowly. This phenomenon clearly manifests the MBL characteristics of the triplet-environment coupling system.
In the usual study of Shockley-Queisser's detailed balance model for the singlet fission, the spin degree of freedom is not taken into account [83] . People mainly focused on the energy profile of singlet, triplet and CT state and dedicated to synthesize exergonic singlet fission materials. Whereas, the TT state must be firstly dissociated into free triplets before they are able to provide two pairs of free electron and hole. As calculated, the entropy increase and thus the free energy decrease in the TT dissociation are considerable. Different from that for charge degree of freedom, the energy scale for the spin systems is normally 2-4 orders smaller than the thermal fluctuation energy at room temperature. It is thus not able to compensate the energy dissipation in TT dissociation through designing the appropriate energy profiles of different spin states. Fortunately, the singlet fission is an issue of dynamics, not only energetics. Properly dealing with the quantum coherence and entanglement will greatly facilitate the improvement of efficiency. To be more specific, due to the difference of energy scales, the spin dynamics is much slower than the charge dynamics, so the quench of entanglement at proper time point may largely change the yield of free triplets. Consequently, a rational design of high-efficiency singlet fission materials needs very detailed dynamics simulations in addition to the energetic computations.
VI. SUMMARY AND OUTLOOK
In summary, the localization, delocalization and dispersion of electrons in organic semiconductors are investigated with the theoretical framework of quantum heat engine model and entanglement entropy, and the processes of charge transport, photoelectric conversion and singlet fission are analyzed as well. For each issue, we consider two kinds of competing many-body interactions -one refers to the localization and the other to delocalization. Two-bath lattice model with a single electron, Frenkel-CT mixed model, and the Merrifield model for singlet fission are studied by the adaptive time-dependent density matrix renormalization group algorithm and the time evolution of entanglement entropy quantified by OTOC is calculated. The parameter regimes that the MBL effect functions are accordingly determined. The three models we studied involve many-body charge, spin and vibronic interactions, covering the majority cases of the theories in the field. Therefore, our research makes a step forward to establish a unified quantum dynamic theory relating to charge, exciton and spin in organic semiconductors.
The statistical mechanics relies on the basic postulate of the ergodic hypothesis, which straightforwardly leads to the entropy increase and free energy decrease principle. As discussed, however, the organic semiconductors are rarely in the ergodic phase, and the disorders and manybody interactions give rise to localization-delocalization duality and MBL effect. It is therefore insufficient to analyze the issues in organic semiconductors simply with the argument from the energetics, such as the electron naturally hop from the higher-energy level to the lower one. The dynamic information turns out to be essential. Especially, the time of decoherence and disentanglement in the dynamics, which is dependent of the electron-phonon couplings, plays a significant role in affecting the bandlike and hopping mechanism, the ultrafast long-range charge transfer, the triplet pair dissociation, and other relevant processes. As a consequence, the proper computations of entanglement entropy may tell us the explicit value of dissipated energy and thus the efficiency of the real devices.
Throughout this work, we quantitatively determined parameter regime of MBL phase but merely investigated the factors that influence the dynamics of entanglement entropy in a qualitative manner. One would intuitively consider that how the change of entropy in real devices can be explicitly quantified. Commonly speaking, both the von Neumann entropy and OTOC are defined between 0 and 1. We have to properly calibrate them to fit for the standard statistical mechanics and the relevant experiments. This is not easy in a general manner but we can first try to bridge the entanglement entropy and the entropy in organic solar cells which will be the next subject.
