Abstract-The basic concept of learning control is introduced. The following five learning schemes are briefly reviewed: 1) trainable controllers using pattern classifiers, 2) reinforcement learning control systems, 3) Bayesian estimation, 4) stochastic approximation, and 5) stochastic automata models. Potential applications and problems for further research in learning control are outlined. unknown information during its operation and an optimal control action is determined on the basis of the estimated information. In the first case, a rather conservative design criterion (for example, minimax criterion) is often used; the systems designed are, in general, inefficient and suboptimal. In the second case, if the estimated information gradually approaches the true information as time proceeds, then the controller thus designed will approach the optimal controller. In other words, the performance of the designed controller will eventually be as good as in the case where all the a priori information required is known. Because of the gradual improvement of performance due to the improvement of the estimated unknown information, this class of control
I. INTRODUCTION IN designing an optimal control system, if all the a priori information about the controlled process (plant environment) is known and can be described deterministically, the optimal controller is usually designed by deterministic optimization techniques. If all or a part of the a priori information can be described only statistically, for example, in terms of probability distribution or density functions, then stochastic or statistical design techniques are used. However, if the a priori information required is unknown or incompletely known, in general, an optimal design cannot be achieved by classical methods of optimal design (dynamic programming, maximum principle, variational calculus, etc.). Two different approaches have been taken to solve this class of problems. One approach is to design a controller based only upon the amount of information available. In that case, the unknown information is either ignored or is assumed to take some known values from the designer's best guess. The second approach is to design a controller which is capable of estimating the unknown information during its operation and an optimal control action is determined on the basis of the estimated information. In the first case, a rather conservative design criterion (for example, minimax criterion) is often used; the systems designed are, in general, inefficient and suboptimal. In the second case, if the estimated information gradually approaches the true information as time proceeds, then the controller thus designed will approach the optimal controller. In other words, the performance of the designed controller will eventually be as good as in the case where all the a priori information required is known. Because of the gradual improvement of performance due to the improvement of the estimated unknown information, this eration and the learned information is, in turn, used as an experience for future decisions or controls. 1 From the concept just introduced, the problem of learning may be viewed as the problem of estimation or successive approximation of the unknown quantities of a functional which represent the controlled process under study. The unknown quantities to be estimated or learned by the controller may be either the parameters only, or the form and parameters which describe a deterministic or probabilistic function. The relationship between the control law and this function is usually chosen by the designer (for example, in terms of a preselected optimization criterion). Therefore, as the controller accumulates more information about the unknown function or parameters, the control law will be altered according to the updated information in order to improve the system's performance. A basic block diagram for a learning control system is shown in Fig. 1 . The dynamics of the plant under the environmental disturbance Z are assumed unknown or partially known. Therefore, there is a need to design a controller which will learn (or estimate) the unknown information required for an optimal control law. The actual control action is determined on the basis of the learned (or the estimated) information and is, in general, suboptimal. However, if the learned information converges to the true information as time proceeds, the sub- ' The use of the word ."adaptive" has been intentionally avoided here. Both adaptive and learning are used to describe behavior or performance of systems (including engineering and biological systems). The term "learning" seems relatively easier to be explained in terms of the appropriate utilization of past experience and the gradual improvement of performance. From the conventional notion of adaptation (although still controversial), every learning system is also adaptive. However, the contrary may not be true for many so-called adaptive systems. On the other hand, the term "self-organizing" has been used more or less to describe some internal structure change capability of systems. Although the structure change of a system usually results in behavior change or improvement, the term "self-organizing system" has only provided a very fuzzy description of a system's external behavior. It may be considered that adaptive and learning are behavior-descriptive terms, but feedback and self-organizing are structure-or system configuration-descriptive terms. Nevertheless, the terminology war is still going on. It is certainly not the purpose of this paper to get involved in such a war.
0162-8828/86/0500-0327$01.00 1970 IEEE optimal controller is expected to approach to the optimal controller asymptotically. The "teacher" evaluates the performance of the controller and directs the learning process performed by the controller so the system's overall performance will be gradually improved.
Depending upon whether or not an external supervision (in the form of a teacher) is required. the process of learning can be classified into 1) learning with external supervision (or training or supervised or off-line learning), and 2) learning without external supervision (or nonsupervised or on-line learning). In learning processes with external supervision, the desired answer (for example, the desired output of the system or the desired optimal control action) is usually considered exactly known. Directed by the known answer (given by an external teacher, say), the controller modifies its control strategy or control parameters to improve the systemns performance. On the other hand, in learning processes without external supervision, the desired answer is not exactly known. Two approaches are usually employed in designing learning controllers. The first approach is that the learning process is carried out by considering all possible answers (the mixture approach in Bayesian learning) [471-1521. The second approach is that the controller uses a performance measure to direct the learning process (performance feedback approach) 1331, [561, j67-. The learned information is considered as an experience of the controller, and the experience will be used to improve the quality of control whenever similar control situations recur. The new informnation extracted from a recurred control situation is used to tupdate the estimation or the experience associated with that control situation. Different experiences are obtained from the information extracted from different control sittuations. Similar surface can be expressed in terms of discriminant functions. Associated with each cwi, a discriminant function di (X), i = 1, * * -, m is selected such that if X is from class wi then di(X) > dj(X), for allj * i.
(
The decision surface between the class xi and the class c1
is represented by the equation several threshold logic devices connected in parallel be used for classification purposes. The various cotn nations of + 1 and -1 at the outputs of each thresh logic device will give different classifications. In gene using Fig. 2 , an m-class classifier can be implementec shown in Fig. 3 .
B. Polynomial Discriminant Function
The discriminant function is selected as an nth ordei 
where XT is the transpose of X and C = WN+ I. The decision surface between cwi and Cwj is, in general, a hyperhyperboloid. In some special cases, the decision surface may be hypersphere or hyperellipsoid. In a more general formulation, the decision surfacef(X) -0 between xi and co; in the feature space can be ex-
where Sal(X) is a complete set of functions defined2 on Qx and cl the coefficients in the expansions.
C. Statistical Discriminant Function
The discriminant functions selected in the first two cases are usually assumed functions of the deterministic vector variable X. However, if the noise contaminating the feature measurements and the variations of all patterns in 2For example, a set of orthonormal functions. 3Furthermore, in this general treatment, X can be either a (vector-valued) deterministic or a random variable. each class are considered, X is usually assumed to be a vector-valued random variable. In such a case, one may select a discriminant function of the following form: di(X) = Pjp(X Iw), i = 1, * * *, m (9) where Pi is the a priori probability of class cwi and p(X c;) is a multivariate conditional probability density function of X given X -wi. The decision rule for classifying pattern classes using (9) as the discriminant function corresponds to the Bayes' decision rule with zero-one loss function in the statistical decision theory [19] . A block diagram for this type of pattern classifier is shown in Fig.  4 .
If the cost of taking feature measurements is to be considered or the features measured are sequential in nature, one is led to use a sequential decision approach [20] , [21] . In this case, the feature measurements are taken in sequence. After each measurement, the classifier makes a decision either to terminate the process and make a terminal decision about the class membership, or to take an additional measurement. The error probability (probability of misrecognition) can be prespecified and the number of feature measurements required for a terminal decision is not fixed but a random variable. The advantage of using a sequential decision approach is that, on the average, the number of feature measurements is less than that required in a nonsequential case for the same error probability. For example, in a two-class classification problem, Wald's sequential probability ratio test can be applied [20] . After each feature measurement is taken, compare the sequential probability ratio Xk = Pk(X l W ) pk(XI W2), k = 1, 2, * * .
with two stopping bounds A and B, where Pk(X Wi), i = 1, 2 is the conditional density function of X given X -wi after k measurements have been taken. The sLopping bounds A and B are related to the probability of misrecognition with the following relationship:
where 612 is the probability of classifying X as in wl when actually X -cc2, and 621 is the probability of classifying X as in 02 when actually X -x1. If Xk > A, then X is classified as from 0l; if Xk < B, then X is classified as from CO2; and if B < Xk < A, the classifier will take an additional feature measurement, and the process is proceeding to the (k + I)th stage. For m > 2, the generalized sequential probability ratio test may be used for sequential classification. If the maximum number of features N available is prespecified the sequential classification procedure must be either truncated at the Nth measurement [21] or a backward computation procedure such as dynamic programming must be used [22] . If all the information required in (3), (6) , (9), or (10) is known a priori, a pattern classifier can be easily implemented. However, in practice, the quantities in these equations are usually incompletely specified. For example, the Wir in (3) and (6) and the p(X ci) in (9) and (10) Cod ( [28] . Using terminologies in pattern classification, the partition of feature space Ox is equivalent to the partition of state space, and the switching surface in state space corresponds to the decision surface in feature space. The partitioned regions in state space (feature space) correspond to various control situations (pattern classes). Once the desired switching surface (decision surface) is realized, the controller behaves like a pattern classifier. The output of the time-optimal controller u = + 1 or -1 represents the classified control situation and also the proper control action in this case. The realization of the switching surface is accomplished through a training procedure.
Since the time-optimal switching surface is, in general, nonlinear, the linear classifier used for the controller is a piecewise linear approximation of the nonlinear switching surface. The state space is first quantized forming elementary hypercubes (elementary control situations) in which control action is assumed constant. Each hypercube is coded with a linearly independent code and it constitutes a pattern (feature) vector; its classification is the same as the control action for the hypercube. A linearly independent code is defined here as one in which the set of pattern vectors representing the zones of a state variable must be a linearly independent set. The dimension of the vectors may be increased by the addition of a + 1 element to each vector if necessary to produce linear independence.
Two possible linearly independent codes are illustrated in The output is
4Cross-product terms can be realized by using augmented linear classi-
On the other hand, for V e T2, if VTW > 0, let The idea of using linear classifiers as trainable controllers can be easily extended to a more general synthesis of switching surfaces by means of training techniques [31] . Referring to (8) , letf(X) = 0 represent the switching surface under study. Initially, the coefficients cl are unknown, but they certianly can be estimated (learned) through a training procedure. The training sequence or training samples X(1), X(2), * * *, X(n), * are assumed statistically independent and distributed according to an unknown probability density function p(X). A function of two variables, called the potential function, is introduced (21) where XI are real numbers chosen in such a way that the function K(X, Y) is bounded. After n learning samples X(1), * * *, X(n) are taken, the nth estimate of f(X) is designated by
where
(23) Similar to the cases for linear classifiers, two types of training algorithms may be applied.5 1) Mean-Square Error Convergence Algorithm: Let the information of f(X) at X(1), * * X(n), -* * be measurable but noisy; that is, the actual measurement y(n) can be expressed as y(n) = f(X(n)) + t(n) (24) where the (n) are independent random variables (noise with zero mean and finite covariances. Also tional probability density function p(Q(n) X(n)) is not assumed to be a function of n. Then, in the algorithm (23).
rn -Yjv(n) -f -,(X(n))J (25) where 'y,, is a sequence of positive numbers satisfying 00 X, 'Z oo and L -y`< 00X 
In this case, the algorithm (23) can be applied with
It can be proved that, in this case, Psychologists consider that any systematic change in a system's performance with a certain specified goal is learning. Various kinds of response must be distinguished first in order to describe the performance change of a systenm. In general, mutually exclusive and exhaustive classes of response w1, , w,, are considered. Let Pi be the probability of occurrence of the ith class of responses. We consider the performance change being expressed by the change or reinforcement of the set of response probabilities {Pi}. Mathematically, the reinforcement of {Pi} can be described as the following relationship [32] , [33] :
where Pi(n) is the probability of the occurrence of wi at instant n when the input X is observed 0< ox < 1, 0 < X(n) < 1, Xi (n) = 1. Because of the relationship between P, (n + I) and P, (n) being linear, (31) is often called a linear reinforcement learning algorithm. It can easily be shown that if X, (n) = Xi, then
and lim Pi(n) = Xi.
It is noted that from (33), Xi is the limiting probability of P-(n). Hence, X, (n) should be, in general, related to the information or performance evaluated from the input X at instant n. In learning control systems, the input X to the learning controller is usually the output of the plant and wi may directly represent the ith control action. X, (n) can be identified as the normalized index of performance associated with the ith class of responses (control actions) of the controller. In some simpler cases, X (n) may be 0 or 1 to indicate whether the performance of the system at instant n, due to the ith control action, is satisfactory or unsatisfactory. Or Xi (n) may be 0 or 1 to indicate whether or not the decision (or classification) Wo made by the controller at instant n for the input X is correct. In general, it can be proved that Pi(n) will converge to its maximum as n --oo in the mean and in probability if the ith control action is a desired one [351.
The linear reinforcement learning algorithm has been applied to control systems design [33] - [36] . In the design of a reinforcement learning controller, the possible classes of response Wi, 1, *, m of the controller are the corresponding admissible control actions, and the quality of the control actions for different control situations or the performance of the controller is evaluated at the output of the plant. The controller is designed to learn the best control action at each time instant in the absence of complete information about the plant and the environmental disturbance. The learning process is directed by the system's performance evaluated at each time instant.6 Therefore, the controller is able to learn without an external supervision, or say, to learn "on-line." A block diagram of on-line learning control systems using reinforcement algorithms is shown in Fig. 6 .
Waltz and Fu [33] have simulated a class of reinforcement learning control systems on a hybrid computer fa6The performance-feedback approach used here can certainly be applied also to the controller configurations discussed in Section I1I. Instead of training, a nonsupervised learning can be achieved with an appropriate choice of performance evaluation. cility (GEDA-IBM 1620). The feature vector X is essentially the same as the state vector of the plant in this case. The performance index (IP) of the system is of the form N IP = E n[x1(n)]2, xi(n) = xi at instant nfl (34) 
where T is the sampling period which must be long enough to allow for a significant change in X for a typical control action u. The set of admissible control actions {u , u2, * 'm} is given. The controller first classifies any input X into a class of control situations and then learns the best control action for each class of control situations through a linear reinforcement algorithm. The performance evaluated at each time instant n, sometimes called instantaneous performance evaluation or subgoal (IPS), is chosen as
where G is a diagonal matrix whose elements may be either preassigned or determined through a learning process.
The classification of control situations in the state space (also the feature space in this case) is performed by constructing adaptive sample sets. As soon as a measurement of X is taken, compare the presently measured vector X with the existing vectors, which have been taken. If the Euclidean distance between X and any existing vector is less than a prespecified distance D, they belong to the same control situation. Otherwise, it is considered as a new control situation, and a new sample set is established with the vector X as its center and D as the radius. If a measured X falls within distance D of two or more existing vectors, it is considered a member of the closest set. The sample set construction produces what might be called a type of generalization since it makes use of the fact that points in the neighborhood of a given point in the state space will usually have similar characteristics and will require similar control actions. The distance D can be varied during the process. The sample sets (control situations) established in the state space must be partitioned into m classes such that a best control action can be determined for each class of control situations. This is accomplished by applying the linear reinforcement learning algorithms.
Let Pi j(n) be the probability that u' is the best control action for the control situation S1 (or the jth sample set) at instant fr. Initially, assuming no a priori knowledge, all Pij(0) = (1/m) -Pij will then be modified according to the following reinforcement algorithm: Pij(n + 1) = aPi,j(n) + (1 -a) Xi,j(n), 0 < a < 1 (36) where X, j(n) assumes either 1 or 0 depending upon whether or not the IPS(n) defined in (35) As learning progresses, most of the probabilities Pi, will approach either 1 or 0. If a sample set happens to be located on a decision surface, then some of the probabilities corresponding to this set will oscillate between 1 and 0 during the learning process, since one control action would be the best for one part of the set and a different control action would be the best for another part. It is proposed that these sets should be partitioned into subsets with smaller radii to obtain finer quantization. The procedure is to establish subsets in those sample sets if, after a certain number of X measurements within a sample set Sj, Pi, still lies between two thresholds (typical values of the two thresholds might be 0.1 and 0.9). A typical example of the sample set construction for a second-order plant with two control actions (m = 2), u +1 and u 2 = -1, is shown in Fig. 7 . A sampling period T = 0.5 second was used. A typical learning curve for the system is shown in Fig. 8 . Reasonable performance can be obtained for most stationary systems by applying this subset partition criterion. A second scheme, which can be used for both stationary and nonstationary systems, utilizes the curvature of the approximated (learned) switching boundary to determine where subsets should be established. The chain encoding scheme described by Freeman [39] is used to determine the curvature of the learned switching boundary. Regions of the switching boundary with relatively high curvature in one direction are identified, and those sets that are located on the inside of the curve are further divided into subsets. The utilization of a priori knowledge for more efficient partition of state space and subgoal selection has recently been studied [37] , [38] .
V. BAYESIAN LEARNING IN CONTROL SYSTEMS
In the statistical design of an optimal controller using dynamic programming [42] or statistical decision theory [43] - [45] , the true knowledge of the probability distribution of the plant output or of the environmental parameters is required. For example, consider a discrete stochastic plant characterized by the equation X(n + 1) = g[X(n), u(n)] (37) where X(n) is the state vector (a random variable) at instant n, and u(n) is the control action at instant n. In determining the optimal control action u* to minimize the performance index I(n) = E{ZI F[X(n), u(n -1)11 a recurrence relationship can be derived using dynamic programming with the probability density function p(X) known [42] . Similar to the case mentioned in statistical pattern classification, if the probability distribution or density functions are unknown or incompletely known, a controller can be designed to first estimate (to learn) the unknown function and then to implement the control law on the basis of the estimated information [46] . If the estimated (learned) function approaches the true function, the control law will approach the optimal control law as if all the information required had been known. An approach based on the iterative application of Bayes' theo- 334.
rem to estimate the unknown information is introduced in this section [46] - [49] .
Suppose that the probability density function p(X wi) is to be learned, where wi represents the ith class of control situations. Let X(1), * * *, X(n) be the feature measurements with known classifications of control situations (called learning samples), say, all in wi. This is certainly the case of supervised learning. If the form of p(X w1) is known but some parameters 0 are unknown, then the problem is reduced to that of estimating 0 for given measurements X(1), * * *, X(n). Since 0 is unknown, it can be assumed to be a random variable with a certain a priori distribution. By applying Bayes' theorem, the a posteriori density function of 0 is computed from the a priori density function and the information obtained from sample measurements; i.e., the average, the estimate M(n) will approach the true mean vector M. Similarly, if the covariance matrix K is unknown or if both M and K are unknown, the Bayesian learning technique can also be applied [49] .
If the correct classifications of the learning samples X(), * -*, X(n) are not available, a nonsupervised learning technique must be used. In this case, each measurement X(i) may be considered to come from any one of the m classes of control situations. A relatively general approach is to form a mixture density (or distribution) function on the basis of the probability density functions from all possible classifications, i.e., m P(x , P) = E Pjp(X ci, Oi) It is noted that the assumption of a Gaussian distribution for po(6 wi) will simplify the computation of (39) since the product of p[X(1)Iwj, 0] Po(1wi) is also a Gaussian distribution. By using this property of reproducing distribution of po(olwi) and the iterative application of Bayes' theorem, after n learning samples, a recursive expression for estimation 0 = M is given as [47] , [48] 
In terms of the initial estimates M(O) and 4t(0), (40) and
where (X> = (I/n) i=,,X(i) is the sample mean. Equation (42) [52] , the stochastic approximation procedure discussed in Section VI can also be applied for estimating unknown parameters involved in a mixture distribution [53] .
VI. LEARNING CONTROL SYSTEMS USING STOCHASTIC APPROXIMATION The learning control systems discussed in Sections IV and V have demonstrated the advantages of introducing learning into a control system when the a priori information required is incompletely known. A more general design technique using the performance feedback approach is discussed in this section. The basic idea is the application of the stochastic approximation procedure to (45) the design of a learning controller [55] - [58] . In other words, the controller uses the stochastic approximation procedure to learn the best control action for each class of control situations. In order to implement the idea, the following approach is taken. First, a proper evaluation of Let ZNf, + designate the value of z(n + 1) distributed according to p(zIX9, uj) where Nqj is the number of times in n instants that ui followed the occurrence of X4. The stochastic approximation procedure is used to estimate E(z7X9, u'); i.e., Elv,,,-I [zjX9.uX] = ENqjIIZIX, Ua] + YN,,j{Z(Nqi + 1) -EN|zlX-ui]} system performance must be performed such that the performance evaluation can be used to direct the learning process. However, since in learning control problems the plant-environment characteristics are, in general, unknown or incompletely known, an exact evaluation of the performance index is actually impossible. In addition, an instantaneous (or an interval basis) performance evaluation (a subgoal) must be appropriately chosen such that the system's learning directed by the instantaneous performance evaluation will guarantee the final optimality with respect to the overall performance index specified. Under such a circumstance, it is proposed that the stochastic approximation procedure be applied to estimate the performance index first and then to learn the best control action.
Consider a plant described by the equation y(n + 1) = 4)I'7(n), u(n + 1)] (46) where y(n + 1) is the observed response of the plant at instant n + 1 when the control action u(n + 1) is applied. The instantaneous performance evaluation is chosen as z(n + 1) fly(n + 1), u(n + 1), y(n)] (47) where f is a prespecified positive definite function. For a stationary stochastic plant, the conditional density function p[z(n + l)ju(n), y(n), u(n + 1)1 does not depend explicitly on n; i.e., p[z(n + 1) u(n) uM, y(n) = v, u(n + 1') = u'l P[ZlUrT, V, u1l (48) for every n. The performance index of the system is IP = E uzIu i, ui
The optimal control action u* is defined by min {E[zlu', v, u']}. (50) Several algorithms can be applied to modify the subjective probabilities [56] . The algorithm described in the following is the one based on the stochastic approximation procedure. After 
nq -a 0 Equation (58) indicates that the desired optimal control law as defined in (54) will eventually be obtained with probability one. If the plant response is continuously distributed, it has been proposed in [55] , [7] that the potential function method can be applied to estimate the performance index.
In the case where the optimal control law is of the form [58] Hence, the estimated control u(n), will approach u(n) in the mean-square sense.
VII. STOCHASTIC AUTOMATA AS MODELS OF
LEARNING CONTROLLERS The reinforcement learning control system has been recently formulated mathematically by way of stochastic automata theory [74] , [75] . A stochastic automaton is a quintuple (Y, Q, U, F, G) [63] - [66] where Y is a finite set of inputs, Y = {y1, * , y'}, Q is a finite set of states, Q = {q1, * * *, q'}, U is a finite set of outputs, U = (u1, * * , u1}, F is the next state function q(n + 1) = F[y(n), q(n)], (62) and G is the output function u(n) = G[q(n)]. (63) In general, the function F is stochastic and the function G may be deterministic or stochastic.
For each input yk applied to the automaton at time instant n, the function F is usually represented as a state transition probability matrix Mk(n). The i, j element p k (n) of Mk(n) is defined by pkJ(n) = P{q(n + 1) = qj|q(n) = q', y(n) = yk} (64) s > pkj(n) =I . I = 1 (65) Thus, the probability distributions of state q(n + 1) is determined by the probability distribution of q(n) and y(n). It is easily seen that a deterministic finite automaton is a special case of stochastic automaton; the matrix Mk consists of zeros and ones, and each row of the matrix contains exactly one element which is equal to unity. The function G, if it is stochastic, can also be represented in a matrix form. The i, j element of the matrix is the probability of the output being u' if the state is q'. However, in this application, the output function G is considered as a deterministic function of the state only. If the state transition probability matrices are M(1), M(2), * * *, for inputs y(1), y(2), * * * , respectively, the state transition probability matrix for a sequence of inputs can be found by simple matrix multiplication.
Because of the stochastic nature in state transitions, stochastic automata are considered suitable for modeling learning systems [67] , [75] . The algorithms which modify the system's structure or parameter values should provide certain properties to guarantee the necessary improvement of the system's performance. One approach suggested is the modification of state transition probabilities of a stochastic automaton such that its performance can be improved during operation. Another approach proposed is the modification of state probabilities; i.e., the probabilities for the automaton at each state. In both cases, the stochastic automaton has a variable structure due to the change of transition probabilities or state probabilities. Consequently, the feature of variable structure results in the learning behavior of the automaton. Reinforcement algorithms have been suggested for modifying state transition probabilities or state probabilities. The amount of reinforcement is, in general, a function of the automaton's performance. The new distribution or probabilities reflect the information which the automaton has received from the input and consequently its ability to improve its performance. Varshavsky and Vorontsova [70] , following Tsetlin's approach for deterministic automata [71] , have used the variable structure stochastic automata as models for learning systems operating in random environments (Fig. 10) . At each step, the performance of the (learning) automaton through the environment is evaluated by either a penalty (or unsatisfactory performance) (y = 1), or a nonpenalty (or satisfactory performance (y = 0). If the output of the automaton is ui, j = 1, 2, , m, the random environment generates a penalty with probability 7rJ or a nonpenalty with probability (1 -7r). The overall measure of the performance of an automaton is the mathematical expectation of penalty I = lim (1/n) E y(j). (67) and the performance of the automaton is called expedient, expediency being defined as closeness of I to 'mm -min(7r, * r') In the ideal case, I =mn and the automaton is said to have optimal performance. In order to achieve expedient performance, modifications of p k are proposed.
The idea is to decrease piJ if the transition from q' to q' due to Vk iS followed by a penalty. On the other hand, if a nonpenalty follows, pk is increased. The remaining elements in the state transition probability matrix pi,h +j, are also varied so to keep condition (65) satisfied.
The mathematical formulations of reinforcement algorithms for modifying transition probabilities or state probabilities can be classified as 1) the linear reinforcement algorithm, and 2) the nonlinear reinforcement algorithm. Only the linear reinforcement algorithm will be briefly discussed. Very little results have been obtained so far concerning the nonlinear reinforcement algorithm [67] Let the state probability of a stochastic automaton in state q' at the time n be p, (n); i.e., pi(n) -P{q(n) _ q'}. and E>< {pi (n)} will converge to yi monotonically with n.
Since the mi are in the same magnitude order as the corresponding Yi in the limit as n -* oo, the larger (better) that mr is, the higher the limit -y-will be. In addition, the largest (best) mi corresponds to the highest -yi, consequently to the highest expected probability.
In learning control problems, the stochastic automaton becomes the learning controller. y(n) is the observed response from the plant environment at time n. The basic problem is to select a control action u* from the set of admissible control actions {uI, * * * , u } such that where t = f(y, ui, y') is an instantaneous perfornance evaluation of the action u' following the observation v, and y' is the response due to action u i applied to Then, from (77) (77) and (78) to yield [35] P{ lim P[u*I y(n)] -1} = 1.
n -X00
That is, the desired optimal control law as defined in (75) will eventually be obtained with probability one.
VIII. CONCLUSIONS AND REMARKS The basic concept of learning control has been reviewed. Several important learning techniques with direct applications to control system design have been described. Perhaps only time can tell whether or not these approaches will coexist peacefully, or whether some of the approaches will soon be retired, polished, or merged. Theoretically speaking, these learning algorithms have similar learning properties [8] , [93] [98] . Other applications include the control of valve actuators [82] , and the control of power systems and production processes [83] - [85] . At the present state of the art, the implementation of more sophisticated on-line learning techniques usually requires large or high-speed computers. Nevertheless, with the rapid progress in computer technology, it is anticipated that the seriousness of this problem will be reduced.
In supervised or off-line learning (or training) schemes, the system usually stops to learn as soon as the training process is terminated. When the system is actually operating within its random environment, nonsupervised or online learning schemes must be used. It is known that the rate of learning for nonsupervised learning is relatively slower than that for supervised learning. In many practical situations, it is possible to use the combination of both supervised and nonsupervised learning schemes. That is, a supervised learning scheme is used first to learn as much a priori information as possible, and then a nonsupervised learning scheme will be in operation on-line. The operation of such a system can be considered as consisting of two modes: training and on-line learning. In practical design, the training process can usually be performed as a computer simulation or by a man-computer interactive system.
In the theoretical study, the following problems should be interesting to researchers. 1) Learning in Nonstationary Environment: Most of the existing learning algorithms are valid only in a stationary environment (estimating stationary parameters). Because of the plant dynamics involved or possibly nonstationary (unknown) environmental disturbance, algorithms for learning in nonstationary environment need to be developed. Preliminary attempts have been made by employing a two-step learning algorithm [62] or nonlinear reinforcement. If the nonstationary environment can be approximated by a finite number of different stationary environments (switching environments), pattern recognition or mixture decomposition techniques may be applied to identify the stationary environment in which the system is operating [88] , [89] , [99] . Then the corresponding learning algorithm for that environment can be used. Also, nonlinear reinforcement algorithms, because of some mathematical difficulties involved in the analysis, have not been fully explored.
2) Improvement ofLearning Rate: The rate of learning 9Since the area of learning control is new and still immature, it is very difficult to review the subject on the basis of a unified framework at this stage. It may be felt that the approaches described in this paper were drawn primarily from classification (decision) and estimation theory, psychology of learning, and theory of stochastic automata. Also, sometimes, in order to obtain relatively simple but practical solutions, suboptimal (but satisfactory) and heuristic approaches may be preferred [87] , [92] , [102] . Nevertheless, because of the learning behavior required, it is anticipated that the problems of learning control will continue to have the flavor of both control and artificial intelligence. (The latter is, of course, also a new area of research.) (or learning time) of existing learning algorithms are considered rather slow, particularly for fast response systems. It may be improved either by appropriate utilization of a priori knowledge [20] , [38] system learning requires special attention, even though the convergence of the learning process at each level has been guaranteed. The effects on learning performance in systems using more than one learning algorithm and in those with an unreliable teacher should also be interesting problems for further study [54] , [60] , [901.
5) Fuzzy Set Approach to Learning Control: Recently, the concept of fuzzy set has been applied to the design of learning control systems [94] - [96] . The basic idea of fuzzy set has been motivated by practical engineering problems. It is certainly interesting to see further studies of this approach with respect to the applications in control theory and practice. ACKNOWLEDGMENT The author wishes to thank the reviewers for their comments and suggestions.
The learned IP is used to direct the learning process of subjective probabilities.
