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Sur les contractions de l'espace de Hilbert. VIII 
Fonctions caractéristiques. Modèles fonctionnels 
Par BÉLA SZ.-NAGY à Szeged et CJPR1AN FOIAÇ à Bucarest 
En hommage de M. Miron Nicolesco à son 60. anniversaire 
Dans la présent; Note on introduira la notion de fonction caractéristique pour 
les contractions T de l'espace de Hilbert, de type le plus général. Par l'intermédiaire 
de ces fonctions on construira des modèles fonctionnels pour les contractions et 
on résoudra complètement un problème de structure pour les dilatations unitaires 
des contractions, abordé dans la Note V [1]. Les relations entre les factorisations 
de la fonction caractéristique et les sous-espaces invariants pour la contraction 
donnée, annoncées dans [5] et [6], feront l'objet des Notes ultérieures. 
On supposera dans toute cette Note que l'espace de Hilbert en question est 
séparable. D'ailleurs, cela ne présente pas de restriction essentielle puisque, évidem-
ment, toute transformation linéaire continue d'un espace de Hilbert non-séparable 
est la somme orthogonale de transformations linéaires continues d'espaces séparables. 
Soit donc T une contraction de On y attache les opérateurs 
Dr = (f-T*T)* et DT* = (I-TT*)*, 
les sous-espaces , 
et © r * = i 
et les nombres cardinaux (ëO) 
b r = d i m S D r , b r * = dim SDT*, 
qu'on appellera, selon les cas, les „opérateurs de défaut", „sous-espaces de défaut" 
et „indices de défaut" de T: ils indiquent, en effet, les déviations de T d'être unitaire. 
Notons la relation 
(1) TDt — DT*T ') 
dont il s'ensuit, entre autres, que T applique S) r dans 2) r*. 
Cela étant, la fonction caractéristique de T sera définie, pour A complexe, 
|A| < 1, par 
,(2) = l[—T+XDTt(/ — XT*)~iDT]\^>r. 
' ) Conséquence de la relation évidente TD\ = D\*T. 
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<9r(A) est donc une fonction dont les valeurs sont des transformations linéaires 
bornées de S)-,- dans ® r » ; on montrera de plus que 
(3) II0TWII — i-
Pour les contractions T „quasi-unitaires" (c'est-à-dire telles que b r = b r *<°° ) , 
cette définition se réduit à celle donnée par LIV§ITZ, POTAPOV, SMULYAN et POLATZKY 
[6—11]; ces auteurs envisagent aussi le cas où T n'est pas une contraction (auquel 
cas on définit DT et DT* par les racines carrées des transformations \I—T*T\ et 
][—TT*|); ils obtiennent dans certains cas particuliers aussi des formules de facto-
risation. Des définitions voisines portent sur les opérateurs A dont la partie imaginaire 
(A — A*)/2i est de rang fini, voir L'article [ 12 ] de BRODSKY et LIV§ITZ. Mais la voie 
par laquelle nous arrivons à la définition (2) est entièrement nouvelle: elle nous 
est ouverte par la théorie des dilatations unitaires des contractions. C'est aussi par 
cette théorie que nous obtenons les modèles fonctionnels pour T. 
Les résultats de cette Note ont été annoncés dans [4] et [5]. 
1. Préliminaires 
1. Soit 21 un espace de Hilbert (séparable); nous désignons par L2(2l) la classe 
des fonctions v(i) (0 ^ t S 2iî), à valeurs dans 21, mesurables (fortement ou faiblement, 
ce qui revient au même puisque 21 est séparable) et telles que 
IH|2 = ¿ / 
0 
Par cette définition.de la norme ||u||, L2(2l) devient un espace de Hilbert (séparable); 
bien entendu, on ne distingue pas deux fonctions dans L2(21) si elles sont égales 
presque partout. Toute fonction U(/)£JL2(31) admet un développement en série 
de Fourier 2 eiman où 
a»€9i, 2 I M s i H M I 2 ; 
cette série converge vers v(t) en moyenne, c'est-à-dire que 
2K 
f II v(t) — 2 eik<ak IL2, dt-~ 0 (m, n -
o 
Tout cela se démontre comme dans le cas des fonctions numériques. 
Un sous-espace important de Z.2(2l) est celui qui est constitué des fonctions 
dont les coefficients de Fourier a„ s'annulent pour H < 0 ; désignons ce sous-espace 
par L5-(2l)- A une fonction 
»(/)•= ¡¿"'"»t 4 ( 2 0 
o 
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on peut faire correspondre la! fonction de la variable complexe X: 
o 
analytique dans le cercle unité; en effet, cette série converge pour tout X (|A| < 1), 
car 
Il 2 S 2 WMkll S ( ¿ I M 2 - 0 lorsque n: 
m m. \ 0 / \ m ) 
i > m — co-
de plus cette convergence est uniforme dans tout domaine On peut 
regagner i>(t) de u(X) comme limite radiale en moyenne; en effet, on a 
lit 2n 
M O - i/(/r")lbi d t = j ^ J II 2 0 - r ") e i ' " a " II»dt = 20-r")2 I M * - 0 
0 . 0 
lorsque /•— I — 0. 
De plus, la limite 
(1 .1) u(e")= Hm u(re") 
(•-.1-0 
existe même au sens fort (dans 91), presque partout, et est égale presque partout 
à v(t) (théorème de Fatou généralisé). En effet, en continuant v(t) à une fonction 
périodique de période 2n, les fonctions u0(X) = u(X) — a0, v0(t) = v(t) — a0, seront 
reliées par la formule de Poisson 
. 2 IL it . r + s 
uoire") = ~ j Pr(t-s)v0(s)ds = ¿ y J v0(a)da^ds, 
0 0 l - s 
d'où il s'ensuit, tout comme dans le cas des fonctions numériques2), que u0(re") tend 
vers v0(t) fortement (/- — 1—0) en tout point t où 
2s 
t + s 
J v0(o)dcr — v0(t) fortement (s —0), 
donc presque partout2 his). 




/ Wu(re")\\ldt = 2r2n\\anÊ s 2ll«. l la ( 0 < r < l ) . 
J 0 0 
*YCf, [15], p. 35. 
2 bis) Cf. [14], 88. 
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Appelons //2(3l) la classe de toutes les fonctions 
u(?.)= 
o 
à valeurs dans 91, analytiques pour |A|<1 et pour lesquelles l'intégrale 
2n 
^ j \\u(reU)\\ldt (0</"< 1) 
o 
reste bornée par une quantité indépendante de r. Cette intégrale étant égale à. 
oo 




Ainsi, toute fonction w(A) £//2(9l) provient d'une fonction v(t) ÇL2 (31), notamment 
de la fonction v(t) = 2 e'"'a„. 
o 
En vertu de ces considérations, la-limité radiale (1.1) existe au sens fort (dans 31)' 
presque partout et aussi en moyenne, pour toute fonction w(A)€//2(2i); la limite 
radiale u(e") appartient à L\(31) ; de plus toute fonction i>(/)ÇL2 (21) provient de cette 
façon, presque partout. Comme u(X) et u(eix) se déterminent mutuellement, il convient, 
d'identifier les classes Li(3l) et H2(31), en munissant de cette façon //2(9() de la 
structure d'espace de Hilbert de Z.2 (31) et de la considérant comme un sous-espace 
de Z.2(2l). 
2. Envisageons une fonction 0(2) , à valeurs transformations linéaires bornées 
d'un espace de Hilbert !q dans un espace de Hilbert et définie par une série entière 
0 . 2 ) e ( x y = ~ 2 - № n 
o 
dont les coefficients sont des transformations linéaires bornées de $ dans , la série 
étant supposée convergente pour |A| < 1 au sens de de la convergence forte des 
opérateurs. Supposons de plus 
(1 .3) ||0(/l)||^C (borne indépendante de /., |/.| < 1). 
Pareille fonction .£)*, ©(/)} sera appelée une fonction analytique bornée (|/.| 1 ).. 
La condition (1. 3) entraîne 
— f \\0(reU)h\\ltdt == C2\\h\\l ( 0 < R < 1 ) 
o 
et par conséquent 
(1 .4) • 2Unh\\lt^c2\\h\\l 
0 
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pour tout Il s'ensuit, en vertu du n° 1, que Ja limite 
(1 .5) lim 0(re")h 
r - 1 - 0 
existe au sens fort (dans partout, sauf peut-être les points d'un ensemble Eh 
de mesure 0. Faisant h parcourir un ensemble dénombrable, dense dans et en 
réunissant les ensembles Eh correspondants, il résulte un ensemble £ de mesure 0. 
Grâce à (1. 3), la limite (1. 5) existe pour tout t n'appartenant pas à E, quel que 
soit 
Donc la limite radiale 
(1 .6) 0(e") = lim 0(re") 
r - 1 - 0 
existe presque partout, au sens de la convergence forte des opérateurs. De plus, 
toujours en vertu du n° précédent, 0(re")h converge en moyenne L2(£>*) vers 
0(e")h lorsque r — 1 —0, cette limite ayant, comme élément de L 2 ($ * ) , le développe-
ment de Fourier 
(1 .7) 0(é')h = Ze^'AJi, 
o 
convergent en moyenne. 
Dans ce qui suit, nous aurons à faire surtout avec des fonctions analytiques 
bornées pour lesquelles ||0(A)||^1 (|A|<1). Nous les appellerons fonctions analy-
tiques contractives. 
i 
2. Fonctions caractéristiques 
1. Pour une contraction T de l'espace nous avons déjà défini la fonction 
•caractéristique 0 r(A) par (2), donc par 
(2. 1) 0 r (A) = [-T+ADr*(I-lT*)-xDT]\&r = [ - T + ¿ ¿ " / V r * " - 1 Z>r] |s>T; 
on regardera 0T(A) toujours comme une transformation de 3) r dans ® 7 * , même 
si ses valeurs 07(A)/ ( / € ® r ) ne sont pas denses dans SDr*. En remplaçant T par 
T * , les espaces S r et 2>T» changent de rôle et on aura évidemment 
(2 .2) 0 7 , (A) = 0 r ( A ) * . 
Faisant usage de la relation (1) nous obtenons 
•0T(;.)DT = DT,[- 7 - + A ( / - A J * ) - 1 ( / - 7 , * J ) ] = 
= Z)7*(/ —AT"*)-1 [-(¡-XT*)T+À(I-T*T)], 
donc 
(2. 3) 0T(X)Dr = Dt*{I-XT*)-\)J-T). 
•Comme DT est une transformation autoadjointe, on aura 
A (A) Ml-T*T-DT0r (A)* 0r(A)Dr = 
= I-T*T- (II-T*)(f - A T)~1 ( / - 7T*) (/-AT"*) - 1 (A/- T). 
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Or, en vertu des développements 
(¡-XT*)~l(XI-T) =-T + 2 X"T*"-l(I-T*T), 
i 
Cu - T)(i-XT*)-1 =-T+ 2 ¿."(I-TT^T*—* 
la relation suivante subsiste: 




A(X) = [I-(XI-T*)(1 -kT)-l(kI-T){I-XT*)-i'[{I-TtT) = 
= [{I-XT*)(I-XT) -(XI-T*)(XI - T))(I - XT)-l(I-XT*)-l(I-T*T) = 
= (1 - |A|2)(7 — T*T)(I - XT)-1 (I-XT*)-1 ( / - T*T). 
•On a donc pour h £ !q quelconque: 
\\DTh\\2-\\0T{X)DTh\\2 = (A(X)h,h) = (l-\X\2)\\(I-XT*)-l(I-T*T)h\\2 
•et par conséquent, pour tout élément de la- forme f—DTh, 
< 2 . 4 ) I l / I l 2 - l | 0 r ( A ) / | | 2 = ( i — \x\2) ||(/—XT*)~1 z > T / l l 2 ; 
par raison de continuité, (2.4) reste valable pour tout élément / de 5\=7)T£>. 
Une conséquence immédiate de (2. 4) est l'inégalité 
• I l / I l 2 - I I O T W I I ^ O ( / € S D t ) , 
ce qui prouve (3), c'est-à-dire que &T(X) est, pour toute valeur de X, une, contract ion 
•de S5r dans S)r*-. 
Pour A=0 (2.4) prend la forme 
I l / I l 2 - l ! 0 r ( O ) / H 2 = \\Drf\\2 ( / 6 S r ) . 
Notons que DTf= 0 entraîne que / est orthogonal à tout élément de la forme Drh 
</'€§), donc orthogonal à S) r ; comme/6 © r cela n'est possible que si/=0. Donc on a 
I | 0 T ( O ) / I M ! / H pour tout / E S V . Y Y O . 
Il est utile de faire la suivante 
Déf in i t ion . Une fonction analytique contractive {©, ©* , 0(X)} sera appelée 
pure, lorsqu'on a ||0(O)e|| <||e|| pour tout e^O. 
D'après ce que nous venons de démontrer, la fonction caractéristique 
.{©T, ®T., &AX)} 
>est une fonction analytique contractive pure. 
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En vertu des Préliminaires, la limite radiale 
0r(e")= lim 0T(re") 
r-> 1-0 
existe presque partout au sens de la convergence forte des opérateurs. Pour / fixé 
quelconque dans SDr, 0T(re")f converge, comme élément de L 2 (S r ») , en moyenne 
vers 0 •,(>)/; QT{é')f a le développement de Fourier 
(2. 5) 0T(é')f = - T f + 2 e""Dj* T*"~1 DTf î 
convergent en moyenne. 
2. Envisageons deux contractions, Tl dans !q1 et T2 dans $ 2< Qui sont unitaire-
ment-équivalentes: T2=aTta~l où a est une transformation unitaire de sur 
•3) De nos définitions il s'ensuit immédiatement que 
®T2 = r® r„ ®ït = T*SV, 0Tl(X)^x^0Ti(X)x~\ 
où t et t * sont les restrictions de g à et à 2)-r*. 
Il convient de faire la .suivante 
D é f i n i t i o n . On dira que les fonctions analytiques contractives {6 , (S*, 0(A)} 
et 0'(A)} coïncident,, lorsqu'il existe une-transformation unitaire t de 
(S sur et une transformation unitaire T* de sur telles qu'on ait 0'(A) = 
= t * 0 ( A ) T _ 1 . 
Nous venons de voir que pour deux contractions unitairement équivalentes, 
les fonctions caractéristiques coïncident. La proposition réciproque n'est pas 
vraie, du moins dans cette généralité. En effet, si § = © $ ( 0 ) est la décomposition 
de correspondant aux parties unitaire T(u) et complètement non-unitaire J ( 0 > 
de la contraction T, on a 
DT = 0®DT( o), Dj* = O D j'(0)», SDr = ©7(0),. SD.j-* = ®r<°)* 
et par conséquent 0 r (A) = 0T(u,(/.), donc T et T ( 0 ) ont les mêmes fonctions caracté-
ristiques. 
Il suffira donc d'envisager les contractions complètement non-unitaires. On 
démontrera plus loin (§ 4) que pour celles-ci la proposition ci-dessus a une récipro-
que complète. . 
3. C'est un fait immédiat que si T est une contraction, il en est de même de 
Ta = (T-aI)(I-àT)-» (|a|<l). 
Les fonctions caractéristiques de T et Ta sont reliées de la manière suivante: 
(2 .6) { ® r o , ® T Î , 07 a(A)} coïncide avec |©r, 3 ) r , , 0T 
3 ) On appellera unitaire une transformation isométrique a d'un espace de Hilbert .il, sur 
un espace de Hilbert 6 2 , ces deux espaces pouvant être différents. On a alors a* — a -
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En effet, on obtient d'abord par des calculs élémentaires 
<2. 7) I- TT Ta = R* ( / - T*T)R et / - Tu TS = R*(I-TT*)R* 
où 7? = ( 1 - M 2 ) * (I-äT)-1 et R* = {l-\a\2)i(I-aT*)~1. 
Il en résulte 
•(2.8) \\DTu\\2 = \\DTRu\\2, \\Dnu\\2 = \\DT*R*u\\2 
pour tout « 6 $ . Comme R et R* appliquent $ sur soi-même, les relations (2. 8) 
montrent qu'il existe une transformation unitaire Z de SDTo sur 5>r et une trans-
formation unitaire Z* de 5DT* sur S r * telles que 
<2.9) ZDTa = DTR et Z*DT* = DT*R*. 
Faisant usage des formules (2. 3) et (2. 9) on obtient 
Z*eTa(X)Z*DT = Z* 0Ta(X)DTaR'1 = ZtDfiV-lTn-HU-TJR-* = 
= DT*R* (/— XT*)(?J— Ta)R~l = DT,(I-aT*y> ( / - /77)"1 (¿7— Ta)(I-âT) = 
•On a donc 
Z*0Ta{tyZ*DT = 0T{[i)DT, 
•d'où, comme Z * et 0 t(/Î) sont définies justement dans ® r , il résulte (2. 6). 
3. Modèles fonctionnels d'une contraction donnée 
1. Considérons une contraction complètement non-unitaire T d'un espace de 
Hilbert Soit U la dilatation unitaire minimum de T, opérant dans l'espace de 
Hilbert S 
On sait {cf. [1], th. 1) que les sous-espaces 
<3. 1) S = ( U - T ) î q et 8* = (£/* -7" * )$ 
de ® sont ambulants par rapport à U et que 
(3.2) Ä = (© t/"8)©£)©(ffi t/*"8*). 
o o 
On sait aussi (c/. [1], démonstration du th. 3) que 
(3. 3) Ä = a » ( S ) + a R ( 8 * ) . 
Désignons par Q la projection dans Ë sur ï){(8*). En posant 
(3.4) Ä0 = Ä © a » ( 8 * ) , 4 ) 
4 ) D'après [1], théorème 2, on a Äo = {0} si 7 " * n - 0 ( / f - ~ ) , et dans ce cas seulement. 
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on a en vertu de (3. 3) 
( 3 . 5 ) « o = = ( / - e ) a n ( S ) + ( / - e ) 3 f t ( s * ) = ( / - 0 ^ . 
Notons que il)i(S*) réduit U et par conséquent 
(3 .6) UQ — QU. 
En vertu de (3.2), 8 J . U " 2 * pour /7 = 0 , - 1 , - 2 , . . . , donc, pour/€8, Qf est 
égale à la somme des projections de / sur les sous-espaces Î7"8* (« = 1 , 2 , . . . ) , 
orthogonaux deux-à-deux. En désignant par Qn la projection dans ÎÎ sur C/"£* où 
(3. 7) 8 * = C/8* = U(U*-T*)<q = ( / - t/!T*).§, 
on aura donc 
(3.8) Qf= 2 Q J (/6 8). 
o 
On montrera par un calcul simple que pour un élément / £ 8 de la forme 
(3 .9) f=(U-T)h (A€§) 
on a 
(3.10) Q0f=-(I-UT*)Th, QJ=U"(I-UT*)T*"-1(I-T*T)h (« = 1 , 2 , . . . ) . 
En effet, les éléments figurant aux seconds membres appartiennent évidemment 
aux sous-espaces respectifs £/"8* (« = 0, 1, ...) et on a 
/+(/— UT*)Th = U(l — T*T)h _L 8* 
et / - CT(7- UT*)T*n~\I- r * r ) / z _L t/"8* (« S 1), 
puisque, pour tout A'Ç.'i3, 
(U(I-T*T)h,(I-UT*)h') = (U(!-T*T)h,h')-{U(I-T*T)h, UT*h') = 
= (T(I-T*T)h, A') — ((7— T*T)h, T*h') = 0' 
et, en posant pour abbrévier g„ = r * n - ' ( / — T*T)h ( « S 1), 
( (17- T)h— U"(I- UT*)g„, U"(I- UT*)h') = 
= (A, £ / " - ' ( 7 - UT*)h')-(Th, Un(l— UT*)h') — (g„, h') + (UT*g„, lï) + 
+ (g„, UT*h')-(T*g,„ T* A') = 
= (A, T" - 1 ( 7 - 7 T * ) A') - (TA, r - (7 - TT*)h') - (g„, A') + ( T J * g„, A') + 
+ (&,, TT*h') + (T*g„, T*h') = 
= ((I-TT*)T*"-lh-(I-TT*)T*"Th-gn + TT+gn,h') = 
= ( ( 7 - TT") T 1 ( 7 - T*T)h — ( 7 - 7T*)g n , A') = 0. 
Les espaces 8 et 8 * ont les mêmes dimensions b r et br*' que et ® 7»; en 
effet, on obtient des applications unitaires 
de 8 sur © r , ij/: de 8 * sur S r » , 
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en complétant par continuité les applications 
(3.11) (p(U-T)h = DTh, 4>(I-UT*)h = DT*li . 
(cf. [1], th. l). cp et i// engendrent des applications unitaires 
<P: de 9.« (8) sur I 2 ( 2 y ) , V : de SU (8*) sur L2(SD7-*), 
notamment par 
«f 2 u"'n = 2 C - e s . 2 W'M2 -
(3. 12) 
V 2 U " U = ¿ e " ' ^ ( / , € S * , 2 II/'. 
Observons que, par cette définition, 
(3.13) ^Ug = eh<Pg pour tout g ( S ) , VUg^é'Vg pour tout g6S«(8* ) . 
En vertu de (3. 10), (3. 11) et (1) on a pour / = ( U - T ) h 
Qof = - 4>~1D^ Th = -i>-'TDTh=-i,-' Tcpf, 
QJ= Vip-^D^T^-^D'fh = Unil/-*Dr*T*n-> DT<pf («S 1); 
les résultats 
(3.14) Q*f=-*-lT<pf, OJ= Dr>T*'-<Drcpf ( « a l ) 
s'étendent ensuite par continuité à tous les / £ 8 . Par (3. 8), (3. 12) et (3. 14) on. 
aura donc 
1>Qf = _ T<pf+ 2 e""Dr. T*—1 Dr(pf 
i 
ce qui, comparé à (2. 5), nous donne: 
(3.15) VQf=&r(ei,W (/€ 8) 
où 0T{A) est la fonction caractéristique de T. (11 convient de remarquer que c'était. 
en réalité cette relation qui a conduit les auteurs à la définition de la fonction caracté-
ristique.) 
De (3. 6), (3. 13) et (3. 15) on conclut pour tout g = 2 C/%£W(2): 
n 
(3.16) VQg=V 2 UnQfn = 2ei"<VQL = 
n n 
= 2 ein'GT{é')9fn = 0T(e") 2 ein>/„= 0r0g; 
n n 
ici on a fait usage aussi de ce que 0 T , regardée comme une transformation linéaire 
de L 2 (© T ) dans L2(®7-*), est continue, notamment une contraction, conséquence 
de ce que 0T(eu) est presque partout une contraction de dans ® r * . 
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Tenant compte de ce que <P et W sont unitaires, on obtient de (3. 16) pour 
tout g€2)!(S): 
•(3.17) W-Q)gf = k f - l l ô g l l 2 = = 
où 
•(3.18) Ar(t) = [Iz^QAéTQAe1')]1-, 
pour tout l où elle est définie (donc presque partout) AT(t) est une transformation 
autoadjointe dans ¿DT, bornée par 0 et 1; comme fonction de t elle engendre une 
transformation autoadjointe AT dans L 2 ( S r ) , bornée également par 0 et 1. 
En posant 
(3.19) E(I-Q)g = AT<Pg pour g m ( S), 
on aura défini, en vertu de (3. 17), une application isométrique de (/— Q) 5l)| (8) 
sur le sous-ensemble linéaire 
ArL2(®r) = {ATv. i;ÇL2($r)} 
de L2(ïDr); elle se complète à une transformation unitaire 
S: de .fi0 = ( / - f i ) » ¿ ( S ) sur ATL2(£)T) (cf. (3.5)). 
Grâce à (3. 6), (3. 19) et (3. 13) on aura 
EU(I-Q)g = 3(1—Q) Ug = AT4>Ug = ATe"0g = 
= e"AT<Pg = eilE(I-Q)g pour £Ç9W(8)> 
•d'où, par continuité, il résulte 
<3.20) EUf=e"Ef pour tout 
2. Cela étant, désignons par.fi + le sous-espace de S engendré p a r , U 2 $ Q , ... 
De (3. 1) et (3. 2) il s'ensuit 
<3.21) = £ © 2 R + (8), 
•et, par (3. 4) et (3. 7), 5) 
iî+ = $©(© u*n2*) = ( a » ( s * ) © i i 0 ) e ( © î / - " S * ) » 0 1 
•donc on a aussi 
•(3.22) Î { + = 9 J U ( 8 > ) © ^ O - 6 ) 
Par sa définition, est invariant à U; posons 
(3 .23) U+ = U\St+. 
5 ) Observons aussi que 9J!(S*) = ®Uii*)-
6 ) Voir "). 
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En vertu de (3. 22), U+ est la somme orthogonale de sa partie dans 9Jî+(8*) , qui 
est une translation unilatérale, et de sa partie dans .Çi0, qui coïncide avec la partie 
de U dans , donc est unitaire. 
Désignons par Q + la projection dans ® + sur 3JÎ + (£*)• Comme 9Jî + (8*) réduit 
U+, on a 
(3 .24) U+Q+ = Q + U+. 
Soient <P+ et les restrictions de <f> et V à SU+(8) et S>î+(2*); cf. (3. 12). 
0 + applique 9JÎ+(8) sur //2(£T), et f + applique 9,lt+(S*) sur //2(5V). On aura 
évidemment 
(3.25) <£+[/+g = e«4>+g ( g 6 ® U ( 8 ) ) , y + U+g = e"^+g (g 6 SU + (8*)). 
En vertu des formules (3. 8) —(3. 10) la projection d'un élément / de la forme 
(3 .9 ) sur (S*) est contenue dans 9)1+(8*), ce qui entraîne par continuité que 
Q+f—Qf P o u r tout / 6 8 . Grâce à (3. 6) et (3. 24) on a, plus généralement, 
Q+U"+f=UlQ + f=U"Qf=QUnf pour / 6 8 , n S O 
et par conséquent 
(3 .26) Q+g = Qg pour tout ge3H+(S) . 
Ainsi, par (3. 16) on aura 
(3 .27) w+Q+g=er*+g pour tout gea» + (S) . 
Les applications unitaires 
!P+: de 2)1+(8*) sur //2(2Dr*), E : de sur A r L 2 ( § r ) , 
engendrent l'application unitaire 
Q = f + f f i £ : de = 9 J î + ( 8 * ) © £ 0 s " r K + = H2(S)T,) ® ATL2 (5&T). 
(3. 25) et (3. 20) entraînent qu'à l'opérateur U+ de k + il correspondra, par l'appli-
cation Q, la multiplication par e" dans l'espace fonctionnel K + . 
Pour un élément g69K + (£ ) on a la décomposition g = Q+g + (g— Q+g) 
en somme de ses composantes dans 951+(8*) e t dans donc on aura, en vertu 
de (3. 19), (3. 26) et (3. 27), 
Qg = W+Q+g®S(I-Q)g = 0T4>+g®AT$+g. 
Donc 9Ji+(8) sera appliqué par Q sur le sous-espace 
F = {0Tu@ATu: M6# 2 (S ) t ) } 
de K + . Comme $ = 5ï + ©S)î + (8) en vertu de (3. 21), $ sera appliqué, à son tour, 
sur le sous-espace 
H = K + © F . 
Qu'est-ce qui correspond dans H à la transformation T1 Commençons par 
montrer que 
(3.28) T* =U%\& 
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En effet, Û)Î+(S) étant invariant à U+, son complémentaire ft = ® + © 3 ) î + ( 8 ) sera 
invariant à U*, et (3. 28) s'ensuit alors en vertu des relations, valables pour h, h' £ft 
quelconques, 
h, h% = (h, Th% = (h, U+ h% + =(U%h, h')* + =(U%h, h%. 
Or, à U+ il correspond dans K + l'adjoint de l'opérateur de multiplication par 
e", donc la transformation 
(u®v)-*e~i'{u(é')-u(0)}®e-i'v(t) ( i/©i>ÉK+) .7) 
Par conséquent, en désignant par T la transformation de H qui correspond à la 
transformation T de ft par l'application unitaire Î2]§ de ft sur H, on aura 
( 3 . 2 9 ) T*(wffiu) = e-i'[u(e")-u(0)]®e-i'v(t) ( m © u Ç H ) . 
Rappelons (cf.4)) que les conditions = {0} et lim T*" = O sont équivalentes. 
D'autre part, vu que /drL2(®7-) est l'image de par l'application unitaire E, on 
a ®o = {0} si AT(t) = 0 p .p . et dans ce cas seulement. Or AT(t) — 0 veut dire que 
0 , ( e " ) est isométrique. Ainsi, les deux conditions suivantes sont équivalentes: 
(3.30) (a) l i m r * " = C; (b) 0 7 ( e " ) est isométrique presque partout. 
n - * Co 
Dans les conditions équivalentes (3. 30) on aura 
K + = / 7 2 ( 5 V ) , F = &TH2(®T\ H = H2(!&T*)Q0THz('£>T) et 
(3.31) < T * M = E - " [M (e") — u (0)] ( U € ' H ) . 
Réciproquement, de la représentation (3.31) il s'ensuit, pour u(eu) = 2 eik'uk 6 H, 
o 
CO 
X*"Î/ = 2 eik'uk-~0, en moyenne, lorsque n — 
Résumons: 
T h é o r è m e 1. Toute contraction complètement non-unitaire T de l'espace de 
Hilbert ft est imitairement équivalente à la transformation T de l'espace fonctionnel 
H = (//2(SDv-,)©ATL2(£>T))e{0ru®Aru: uiH2(S>T)}, 
définie par 
T* (u © v) = e~ " [u (e") - u (0)] © e - " v (t) (u © v £ H). 
Dans le cas particulier où T*n (n et seulement dans ce cas, cette repré-
sentation de T se simplifie à 
H = H2(®T*)Q0rH2(£>r), T * « = e-u[u(eu)-um (ugH), 
avec &r(e") isométrique p.p. 
' ) Rappelons que toute fonction u(eu)£H2(SI) provient comme limite radiale d'une fonction 
h (A) analytique dans le cercle unité (voir les Préliminaires). 
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En échangeant les rôles de T et T* on obtient le théorème dual suivant: 
T h é o r è m e 1*. Sous les mêmes hypothèses sur T que dans le théorème 1, T 
est unitairement équivalente à la transformation T ' de l'espace fonctionnel 
T*u : u£ H2 (Sj-*)}, 
définie par 
T(u®v) = e~"[u (eil) — u (0)] ®e~"v (t) (u®v£H'). 
Dans le cas particulier où T" — O (n — <==>), et seulement dans ce cas, cette repré-
sentation de T se simplifie à 
• H ' = H2(®T)oer*H2($)T*), R « = E - " [ H ( E ' O - H ( 0 ) ] ( N E H O , 
avec 0T*{ë ) isométrique p.p. 8)' 
4. Modèles fonctionnels: fonction analytique contractive donnée 
1. Les théorèmes ci-dessus imposent le problème réciproque si toute fonction 
analytique contractive donnée {6 , 0(A)} donne naissance, par des construc-
tions analogues, à des contractions complètement non-unitaires T, T'. Comme 
T et T' changent de rôle si l'on passe à la fonction analytique contractive adjointe 
{©* , 0 ( 1 ) * } , il suffira d'envisager le problème pour T. 
Soit donc donnée une fonction analytique contractive { © , © * , 0(A)} où 
0(A) = ¿ A " 0 „ , 
o 
et posons K = L 2 (@*) ©¿IL2 (6) , K + = J ï 2 (@#) ®/H 2 (@) ( c K), 
G = {0w©Jw>: W ( E / / 2 ( © ) } ( C K + ) 
où A (0 = [/g - 0 {ë'Y 0 (eil)]2. 
G est évidemment un sous-ensemble linéaire de K + . De plus, G est fermé, donc 
un sous-espace dé K + . En effet, en vertu de la relation 
2 71 
I|0>v©^HIk+ = + = -^ 'f [\\0w\\lt + \\Aw\\l]dt = 
o 
2IT 2K 
= J [(&* &w, w)(j + (A2 w, iv)e] = - J (iv, w)edt = ||iv||̂ (œ), 
O 0 
G est l'image, par l'application isométrique w -+:Qw ® Aw, de l'espace (fermé) //2(@) 
dans K + . Soit finalement 
H = K + ©G. 
8 ) D'après (2 .2 ) on a <9T*(e") = 0 T ( e - " ) * , ^T<(i) = t f e r * - 0 r ( e " " ) 0 T ( e " " ) * F . 
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Désignons par U la multiplication par e" dans K; U est évidemment une 
transformation unitaire de K. K + est invariant pour U; posons 
U + = U | K + . 
G est aussi invariant pour U + et par conséquent H est invariant pour U * . On 
montre aisément que 
U * (M © v) = e~"[u (e") — u (0)] © e ~ '' t) (/) ( « © u 6 K + ) . 
U + étant isométrique, U t sera une contraction de K + ; par conséquent la trans-
formation T de H, définie par 
(4 .1) T * = U Î | H 
sera une contraction de H. 
Désignons par P la projection dans K sur H, et par P + la projection dans 
K + sur H; donc P + =P|K + . De (4. 1) il s'ensuit 
(4 .2) T*" = UÎ"1H 
et, pour h, /Î'ÇH, 
( T ' h , h')H = (h, T*"/Ï ' )H = (h, U * " / O K + = (U"+ h, /; ')K + = ( P + U + h, h')H, 
d'où 
(4 .3) T" = P+U"+|H = PU"|H (nêO), 
donc U est une dilatation unitaire de T. 
2. Montrons que la contraction T de H est complètement non-unitaire. 
A cet effet, supposons qu'il existe un élément MffiuÇH tel que 
(a) ||r(«©»)|| = ||«©f|| ( n ë l ) , (b) ||T*"(«©»)II = ||ii©»|| ( « S I ) ; 
comme élément de H2((S*), u admet un développement 
En vertu de la relation 
J|T*"(î/©t))||2 = Il 2 « " ' « » L c . i + l le- ' " '» (0 l lL2«S) = 
n 
= 2 I M l l + Holl U®) - Ml ï ' « s> (n -
n 
les hypothèses (b) entraînent w = 0. D'autre part, grâce aux relations (4.3), les 
hypothèses (a) veulent dire que U"+ (u®u) appartient à H ( « S i ) . Dans notre cas 
où u = 0, 0®e i n'v(t) est donc orthogonal à G, c'est-à-dire que 
0 = (0 © e'"' v, 0w®Aw) = 
2n 2K 
c i B ' (ü(0. ¿ K O ^ ' O M ' = « ' " ( ¿ ( ' M O . x<e'%dt 
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pour tout ifÇjF/2(Ë), en particulier pour w = eim'f ( / ( 6 ; m È 0 ) , donc 
2n 
J ei("-"*(A(t)v(t),f)sdt = 0 (n, wëO) . 
o 
Cela entraîne (A ( 0 " (0 J/)c = 0 p.p., et comme © est séparable, A(t)v(t) = 0 p. p. 
D'autre part, v(t) appartenant à AL2(&) est la limite en moyenne d'une suite de la 
forme v„ = A/„ (/„€L2(©)), d'où 
2 n 2K 
IMIî»(8) = lim-^- J (v(t),v„(t))çdt = ]im J (A{t)v{t),fn(t)ydt^Q, 
0 0 
donc v = 0. 
Ainsi, (a) et (b) entraînent « ® u = 0 , ce qui prouve notre assertion que T est 
complètement non-unitaire.. 
3. Nous supposerons dès maintenant que la fonction analytique contractive 
envisagée 0(A) est pure, c'est-à-dire que 
(4. 4) || 0 (0)/|| < ll/H pour tout /€ ©, 0, 
et nous montrons que, sous cette condition, la fonction caractéristique de la 
contraction T coïncide avec 0(A). 
A cet effet, nous démontrons d'abord que U est la dilatation unitaire minimum 
de T, c'est-à-dire que 
(4 .5) K = V U " H 
— c© 
0 
De la définition de K et K+ il ressort immédiatement'que K"= V U"K-+- -doncj 
pour établir (4. 5), il suffit de démontrer que 
(4 .6 ) K + = V U " + H = VU"H. 
o o 
Or, supposons que u®v est un élément de K + , orthogonal à U"H pour 
« = 0, 1, ..., c'est-à-dire que U*"(«ffii>) appartient à G pour « = 0, 1, ..., donc 
U+"(w©u) = ev№®AvP> (w(n)€7/2(©); n = 0,1, ...). 
La relation récurrente 
U Î ( © w W ® Jw<">) = 0 w > + 1 > © J w C + 1 > ( n ê 0 ) 
nous donne: 
e " ' ' [ 0 vv<"> - ( 0 w>M) (0)] ©e'" A w™ = 0w(n+i>®Aw^+l> ( n ê 0), 
donc 0 (e") co(n) (e") = 0 (0) w(n) (0), A(t)œ^(ei') = 0 (nëO) 
où 
(4. 7) ©«(A) = wC)(A)- + *>(A)«EH2(©). 
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Or, A(t)ojW(eh) = 0 entraîne [A(t)]2w^\ë') = 0, ca^(e") = 0 (eh)* 0(e")ca("\e") ; 
par conséquent on a | 
©«(e'O = 0(e")*0(O)vvW(O) = 2 e~ikt 0ï0oww(O). 
o 
Vu que <w(n) 6 H2(©), cela n'est possible que si 
(4 .8) û>W(A)='0S0ow<")(O) 
pour tout A, en particulier pour A = 0. Puisque w(n)(0) = vv(n)(0) par (4. 7), on obtient 
que 
w<»>(0) = 0 S 0 o v v ( " ) ( O ) , ||w(">(0)|i = ||0O w<")(0)||. 
Puisque la fonction analytique contractivë 0(A) est pure, cela entraîne ivW(0)=0 
et, par (4.8), co<n>(A)=0. Par (4.7), on a donc u'^(A) = ;.»t<"+1)(/.). Comme cela 
est vrai pour tout n êO, il en résulte 
W(0>(A) = ANW"(A) ( N Ë 0 ) , 
donc vt'(0)(A)/A" appartient à H2(<&) pour tout n êO, ce qui n'est possible que si 
M ' W ( A ) = 0 , d ' o ù 
u®v = 0w<o>©zltv<o> = 0 . 
Cela prouve (4. 6), donc aussi (4. 5), c'est-à-dire notre assertion que la dilata-
tion unitaire U de T est minimum. 
4. L'étape suivante sera de déterminer L * = (IK —UT*)H et S0î(L*). 
Il est immédiat que pour M©U£H 
(4 .9) ( I K - U T * ) ( w © » ) = [M — (M — M (0) ) ] © [ © — I?] = u(0 )©0 
où l'on envisage w(0) comme une fonction constante 6L 2 (©*) . 
Choisissons en particulier 
5 ( A ) = ( / — 0 ( A ) 0 O ) G , v(i) = -A(t)0tg 
où U est manifeste que ïi(BvÇ_K+; montrons qu'on a même «ffiygH. En 
effet, on a pour H'£//2(©) quelconque: 
2JI 
(û®v, 0w®Aw) = ~ j" (0(e")*û(ei,) + A(t)v(t), w(e"))edt = 0 
6 
puisque 
0*û + Ao = 0*g-0*00$g-A20$g = (0(e")*-0$)g = 2e-""0ng±H2(&). 
i 
En vertu de (4. 9) nous avons 
(4.10) (IK - UT* ) (û®U) = (I-0o0Z)g®O. 
Or, les éléments de la forme (I — 0o0o)g (g66*) sont denses dans 6 * . En 
cas contraire il existerait un g V O , tel que 
(4.11) (K-0o0t)g' = 0, 
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d'où (A,-0S0o )6>3g' e U h , - e o 0 t ) g ' = 0, ||0$g'|| =||0oWII- En vertu de 
(4 .4) cela entraîne 0og ' = O et, par (4. 11), g' = 0. Contradiction. 
En combinant ce résultat avec (4„ 9) et (4. 10) nous obtenons 
( 4 . 1 2 ) L * = E * © { 0 . } 
(si l'on identifie, de manière évidente, les fonctions constantes £L 2 (&*) à leurs 
valeurs 6©*), d'où il s'ensuit finalement que 
( 4 . 1 3 ) A » O U ) = 4 2 ( © * ) . © { 0 } -
En d'autres termes,, si Q désigne la projection dans K sur 5.U'(L*), on a 
(4. 14), Q(h®v) = u® 0 (u@v£K). 
5. La condition que l'élément u®v de K + appartienne à H s'exprime en forme 
détaillée comme suit: 
2K 
I /[(w'̂  (u®v, 0W®ÀW)Vl+ = —- / [(«, 0w)(st + (v, Aw)<s]dt. = 0,. 
0 
2k 
ou ^ j ( 0 * u + Av, wOis dt = 0, 
0 
et cela pour tout w€//2(@>). En d'autres termes, la condition en question veut dire 
que la fonction 0*u + Av (qui appartient évidemment à £2(©)), soit orthogonale 
à H2(<&), donc admette un développement de Fourier de la forme suivante: 
(4. 1.5) 0 (e")* w(e") + A (t) v (t) = e~uf + •••+«-""/•+•••. 
où /„€©, 2 
Cela étant, nous allons calculer la forme explicite de la transformation T. En 
vertu de (4. 3) on a 
T(W © v) = PU (M © v) = P (eu u © e"v) (u © v £ H), 
donc T(wffiti) = (e"u®ei'v) — (0w®Aw), 
la fonction wÇ//2((i') étant déterminée par la condition d'orthogonalité 
(ei'u®e"v)-(0w®Aw)±0w'®Aw' pour tout w' 6//2(©), 
ou, ce qui revient au même, par la condition d'orthogonalité 
(4. 16) 0*(e"u-0w) + A(ei'v-Aw) = e"(0*u + Av)-w ±H2(®) 
dans J L 2 ( G ) . V U le développement ( 4 . 15), on conclut de ( 4 . 1 6 ) que vv doit être égal 
à / i -
Donc, la forme explicite de T est 
( 4 . 1 7 ) T ( M © D ) = ( E " u (e'<) - 0 (e") / , ) © ( e " v (t) — A (?) / , ) 
.56 B. Sz.-Nagy—C. Foia'ç 
où ¿/©tfÇH et 
2n 
(4. 18) = ~ J e"(0*u + Av)dt. 
o 
De ce résultat on obtient 
(4 . 19) ( U - T ) (u © v) = 0 (E'O/I © A (t)J\ 
pour wffiuÇH, d'où on conclut, en vertu de (4. 14), 
(4 .20) e (U-T) ( i/©i>) = ©(«")/, © 0 (w©i>€H). 
Lorsque u®v parcourt H, les éléments /i correspondants parcourent un en-
semble dense dans ©. Pour démontrer cette assertion, observons d'abord que, 
grâce à (4. 4), les éléments de la forme 
/ = (I- 0*o 0o)g (g 6 ® ; 0 o = 0 (0)) 
sont denses dans En posant 
U®v = e~i![0(ei')-0o]g®e-il A(t)g 
on aura 0*u + Av = e-"(0*0-0*0o)g + e-ilA2g = 
= e~"(/— 0 * 0o)g = e~''(I — 0o0o)g— e~2U0*0og , 
ce qui met en évidence (cf. (4. 15)) que u®v appartient à H et que l'élément corres-
pondant /i est égal à l'élément / dont nous sommes parti. 
En vertu de (4. 19) on aura, pour M©UÇH quelconque, 
||(U-T)(«©i»||Ê = \\0Â\\2HH^)+Wi\\k^ = 
2n 2 « 
= K 0*&fufih + (A2fx,hh]dt = ¿ y ( f u f h d t = H/illâ, 
0 0 
• donc l'application 
( U — T ) (u®v) —/I 
est isométrique; complétons-la par continuité à une application unitaire Q de 
L = ( U - T ) H sur ©. 
D'autre part, on obtient, en vertu de (4. 12), une application unitaire a de 
L * = (IK — U T * ) H sur Ê * , si l'on pose 
ff(/©0) = / ( /€ (£ ) . 9) 
(4.20) peut alors être écrit sous la forme 
© 0 = 2 e i n t [ 0 „ Q l ® 0] = 2 e i n ' a - x 0 n Q l 
o o 
" ) Rappelons que nous identifions les fonctions constantes dans JC2(C») à leurs valeurs 
dans d * . 
(4.21) Ql = 0(e")Ql®O = 2 e" 
o &„Ql 
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pour / = ( U - T ) ( H $ I ) ) , ( M ® C Î H ) ; par continuité, ce résultat s'étend à tous les 
éléments / de L. 
Définissons, en appliquant les formules (3. 11)—(3. 12) dans notre cas, les 
transformations unitaires 
<7>: de L sur ® T et i]/: de L * sur Sx* 
et les transformations unitaires correspondantes 
4>: de >111 (L) sur L 2 ( S T ) et de 2>Ï(L*) sur L 2 (£ T * ) . 
Grâce au fait que U est la multiplication par e", on déduit de (4. 21) 
VQi = = Z ein'^(^'10nôi) = 1 0 ) 
o 
Observons que r = <pQ~1 est une transformation unitaire de 6 sur ® T , et T* = I 
est une transformation unitaire de sur . En comparant (4. 22) à (3. 15) nous-
voyons que 
0 T ( A ) = T * 0 ( / ) T - ' . 
Ainsi, la fonction caractéristique de T coïncide avec la fonction analytique contrac-
tive pure { © , © * , 0 (/.)}, dont nous sommes parti dans notre construction. 
Ainsi, nous avons démontré le 
T h é o r è m e 2. Pour toute fonction analytique contractive donnée {©, E'*, 0(A)},. 
la transformation T de l'espace fonctionnel de Hilbert 
H = (H2 * ) e AL2 ((£) ) © { 0IV © A W : W£H2(®)}, 
définie par 
T * ( u © v ) = e-i![u(e")-u(0)]®e-"v(t) • . (wffiu.EH), . 
est une contraction complètement non-unitaire de H; ici A(t) = [/ — 0 ( e " ) * 0 ( e " ) ] * -
Si de plus la fonction analytique contractive {(S, (î*, 0(À)} est pure, c'est-à-dire 
t! 0(0)/11 < 11/11 pour tout f i (S (/?* 0), elle coïncide avec la fonction caractéristique 
de T . Dans ce cas, en plongeant H de manière évidente dans l'espace K = L 2 ( © * ) © 
®AL2{GS), la transformation U(WFFIT>) = e"u © e''v (u®v£K) sera la dilatation 
unitaire minimum de T. 
6. Soient { © , © * , 0 } et {©', 0 ' } deux fonctions analytiques contractives 
coïncidentes, c'est-à-dire telles qu'il existe une application unitaire T de É sur 
-et une application unitaire r^ de sur de sorte qu'on ait &'{A) = TI¥0{X)X~1~ 
1 0 ) Nous avons à observer que toute transformation unitaire z d'un espace de Hilbert 21 sut 
un espace de Hilbert 2t', engendre, moyennant la formule «(/) — u'(j) = -tu(t), une transformation 
unitaire de l'espace L2(3i) sur l'espace l2(21'). ainsi que de l'espace H2(20 sur l'espace H2(%{'). 
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Puisque T et T* sont unitaires, on aura 0'(A)* = T0(/.)*T~', d'où 0 ' (A)*0 ' (A) = 
— T0(A)* 0 ( A ) T - ' et par conséquent 
(4 .23) A\t) = TA(t)t~l. 
Ainsi, 
œ : u (e") ® v (t) - r * «(<?") © ru ( / } 
est une application unitaire de l'espace K = //-2(E"*)©zlL2((§) sur l'espace K' = 
•= // 2 (e ; )©J / L 2 ( (S / ) (observons, À cet effet, que zv <E T 4 L ' 2 ( © > = Z) 'TL 2 (&) = 
= zTL2(©')). De plus, a) applique G sur G' parce que 
T*0W@TAW = 0'(T\Ï)®A'(tw) (H'£//2((S), tu'€ H2W)); 
par conséquent œ applique H = K © G sur H' = K ' © G ' . Finalement, il est mani-
feste que la restriction de eu à H transforme T en T' . Donc T et T ' sont unitairement 
•équivalentes. 
En appliquant ce résultat en particulier aux fonctions caractéristiques et en 
rappelant aussi § 2. 2, nous pouvons énoncer notre 
T h é o r è m e 3. Deux contractions complètement non-unitaires sont unitairement 
•équivalentes, si leurs fonctions caractéristiques coïncident, et dans ce cas seulement. 
7. Dans la Note VII [3] on a introduit les classes suivantes des contractions 
•complètement non-unitaires: 
T£Co. si T"' — O fortement; T Ç C , . si 7""/?-0 pour aucun h ^0; 
r e C . o si 7 " * " - 0 fortement; 7"€C.\ si T*vh-*0 pour aucun h^0; 
-de plus on a posé Ca/1 = C^.ClC.p (a,/? = 0, 1). 
Nous voulons maintenant caractériser ces classes par la fonction caractéristique 
•de T. A cet effet faisons la définition suivante: 
D é f i n i t i o n . Une fonction analytique bornée { © , © * , 0(A)} (|A|<1) sera 
appelée intérieure si 0 (e") est isométrique presque partout, et extérieure si 0//2(©) = 
•={0(e")u(e"): u£H2(&)} est dense dans // 2 (©*) . u ) 
Cela étant, nos théorèmes admettent le suivant 
C o r o l l a i r e . Soit T une contraction complètement non-unitaire et soient 
•{S7-, S r * , 0T(A)}, {S)T», 0T*(A)} les fonctions caractéristiques de T et T* ; 
•0Tt(X) = [OT(X)]*. Pour qu'on ait 
(0 Tdc.o, (ii) r e c . ! , (iii) r e c 0 . , (iv) r e c , . , 
.il faut et il suffit que (i) 07(/.) soit intérieure, (ii) 0 r (A) soit extérieure, 
(iii) 07»(/.) soit intérieure, (iv) ©-,.(/.) soit extérieure, suivant les cas. Par con-
séquent, on a TÇ.C00 si et seulement si QT(eu) est unitaire presque partout. 
D é m o n s t r a t i o n . Les cas (iii) et (iv) se ramènent aux cas (i) et (ii) si l'on 
remplace T par T*. Le cas (i) est contenu dans le théorème 1. Ainsi il nous reste 
* ' ) Pour les fonctions analytiques bornées dans le cercle unité, à valeurs numériques, ces 
définitions coïncident, en vertu d'un théorème de BEURLING (cf. [13] ou [15] p. 101), avec celles 
•données par cet auteur (cf. [13] ou [15], p. 62). 
Sur les contractions de l'espace de Hilbert. VIII 59-
à envisager le cas (ii). Comme les classes sont évidemment invariantes par rapport 
à une équivalence unitaire et comme, d'autre part, la propriété d'une fonction 
analytique contractive d'être intérieure ou extérieure se conserve lorsq.ue'on passe 
aux fonctions, coïncidentes, il suffit de considérer notre modèle fonctionnel pour T. 
S'oit donc T ' la contraction engendrée par une fonction analytique contractive 
pure {©,.©*,. 0(A)} au sens du théorème 2. D'après le n° 2 on a 
lim ||T*n(M©t)).|| = |M| pour M © t; Ç H, 
tl-*eo 
•ce qui, montre que T Ç C. t si, et seulement si' w © 0 £ H entraîne. u = 0. Or, «.©0.ÇH 
veut dire que u±0H2((&}, et ceci entraîne « = 0 si, et seulement si 0 est une fonction 
extérieure. 
5. Relations entFe la fonction caractéristique et le spectre 
! . . Le théorème suivant établit des relations entre le spectre a(T) et le spectre 
ponctuel <rp(T) 1 2) d'une contraction complètement non-unitaire T, d'une part, 
et de sa fonction caractéristique {SDr, 3) r * , 0T(A)}„. d'autre part. Comme jusqu'ici,, 
C désignera le cercle unité et D son intérieur. 
T h é o r è m e 4. 1 3 ) Le spectre a{T) coïncide avec l'ensemble ST, composé des 
points A Ç D où 6>r(A) n'a pas d'inverse au sens strict (c'est-à-dire partout définie 
dans ST et bornée) et du complémentaire dans C de l'union des arcs ouverts de C sur 
lesquels <9T(A) est analytique et unitaire. 
Le spectre ponctuel ap(T) coïncide avec l'ensemble sT des points A £ D où 0 r ( A ) 
n'a pas d'inverse, même pas au sens large. 
D é m o n s t r a t i o n . Comme T est complètement non-unitaire, elle ne peut 
avoir de valeur propre sur C. Lorsque a£ap(T), o n . a donc a£D,; en posant 
Ta = (T-al)(I-âT)~l on a alors 0 6 ap(Ta). Par conséquent Tau = 0,(I-TÎTa)u = u 
pour un certain w ^O, ce qui montre que m€®To et en vertu de (2. 1) 
0Ta(O)u = — Tau = 0. 
Comme 0 J o (O) ne diffère de 0T(à) qu'en des facteurs unitaires près (voir le n° 3 
du paragraphe 2), il résulte que 0T(a)v= 0 pour un certain v^O, donc a 6 s T . Ainsi 
on a ap(T)QsT. L'inclusion inverse peut être démontrée en parcourant ce 
raisonnement dans l'ordre inverse. Donc ap(T)=sT. 
Passons au problème du spectre et montrons d'abord pour le point 0 que s'il 
appartient à a(T), il appartient à ST aussi et inversement. Le même fait subsiste 
alors pour tout point a dans D; pour le voir, il n'y a qu'à remplacer, comme plus 
haut, T par Ta. Ainsi, on aura prouvé 
(5 .1) c(T)f]D = STr\D. 
Rappelons que la relation (1) entraîne T'&tQ'£)t*; montrons de plus que T 
applique sur isométriquement. En effet, les conditions 
12) <JP{T) est constitué des valeurs propres de T. 
1 3 ) Pour le cas particulier où les indices de défaut sont finis et égaux, un énoncé voisin se 
trouve dans [11]; cf. aussi [12], théorème 7. 
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/)T« = 0, ||M|| =||7M|| sont évidemment équivalentes, de même que les conditions 
V£ÎQO®t*,Dt*V = 0, ||u|| =||r*i)||. Or, en vertu de (1), DTu = 0 entraîne DT*Tu = 0 
et DT*v = 0 entraîne DTT*v = 0, d'où l'on conclut que Z = T K ^ G S j - ) est une applica-
tion unitaire de § © S r sur §©S5 T * . En vertu de la définition (2. 1) de la fonction 
caractéristique on a, d'autre part, T|SDT = — 0 r(O). Ainsi, T e s t la somme directe 
de — 0T(O) et d'une transformation unitaire; pour que T admette une inverse au. 
sens strict il faut donc et il suffit que 07-(O) jouisse de la même propriété. Cela prouve 
notre assertion concernant le point 0 et par conséquent aussi (5. 1). 
Supposons maintenant que a est un arc de C, compris dans l'ensemble résolvant: 
de T; son image oc* par rapport à l'axe réel est alors comprise dans l'ensemble résolvant 
de T*, d'où il s'ensuit que X(i—XT*)~l = (1 /A — T * ) - 1 existe (au sens strict) 
et est une fonction analytique de A dans un domaine renfermant l'arc a. Moyennant, 
la formule (2. 1), 0T (X) admet alors un prolongement analytique dans le même 
• domaine. De plus il-s'ensuit-,de (2.-3)-que ||/||2 — ||0r(A)/||2 — 0 lorsque X tend vers-
un point de oc; ainsi, 0T(X) est pour A Ça un opérateur isométrique. En remplaçant 
dans ce raisonnement a par a* et T par T*, on obtient que 0 T , (X) est isométrique 
pour A Ça*. Comme 0T,(X) = [0 r (A) ] * , il résulte que, pour A Ça, 0 r (A) est même 
unitaire. De cette façon, on a obtenu: 
(5 .2 ) crCT) D C 2 ST H C. 
En vertu de (5. 1) et (5. 2) il nous reste à prouver que si a est un arc de C sur 
lequel 0 r (A) est analytique et unitaire, a est contenu dans l'ensemble résolvant 
de T; Il suffit de démontrer cela pour notre modèle fonctionnel. 
Soit donc T la contraction complètement non-unitaire engendrée, au sens 
du théorème 2, par une fonction analytique contractive pure { © , © * , 0(A)} telle 
que 0(A) est analytique et unitaire sur l'arc a. Montrons d'abord le fait suivant: 
Le m me. Pour tout élément u@v de - .. — 
H = ( H 2 ( ^ ) ® A L 2 ( @ ) ) © { 0 w © d w : iwÇy/2(©)}, 
la fonction u (Çi/2(©*)) est analytique sur a. 
D é m o n s t r a t i o n . wffiyÇH veut dire, d'après (4. 15), que la fonction 
( 5 . 3 ) / ( * ) = e ( e " ) * « ( e " ) + ^ ( 0 » ( 0 (€£ 2 (©) ) 
est orthogonale à H2((&), c'est-à-dire 
(5 .4 ) f(0 = e-"f1+e-2"f2 + où ¿ | | / J 2 < ~ . 
i 
En vertu de la dernière propriété, la fonction 
,P(X) = Xf1+X2f2 + ... 
appartient à i/2(©), d'où il s'ensuit en vertu des Préliminaires que pour r — 1 — 0 
(5 .5 ) (p(re~") — (p(e~") = f(t) p.p. (convergence forte dans ©) 
et 2n 
( 5 . 6 ) / \\<p(re'")-f(t)\\ldt^0. 
o 
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D'autre part, comme u(A) £//2(©*)> on a aussi 




Observons aussi que, 0 ( e " ) étant unitaire pour (5.3) entraîne 
<5. 9) Q(é')f(t) = u(ét) pour presque tous les points é'£a. 
Soit = un arc fermé contenu dans a, tel que pour t = ti et 
t = t2 les convergences (5. 5) et (5. 7) aient lieu; il est manifeste que /? peut être 
choisi aussi proche de oc que l'on veut. Choisissons le contour F, indiqué par la 
figure en ligne grasse, de sorte que 0 (/.) soit analytique sur r ainsi que dans son 
intérieur I. Définissons la fonction F(A) dans la partie de E intérieure à C par u(A), 
et dans la partie extérieure à C par 0(A)<p(l/A); notons que (p{\//.) est analytique 
dans tout l'extérieur de C. F (a) est continue sur le contour i sauf aux points d'inter-
section avec C; là elle admet des limites des deux côtés. Par conséquent, l'intégrale 
<5. 10) = ô - . =
 ± [ m 
2ni] Ç -
dC 
existe et fournit une fonction analytique dans I. Nous allons montrer que G(A) = 
= u(A) dans IH D, ce qui achèvera la démonstration du lemme. 
Dans ce but, choisissons, pour A0 fixé dans D, r assez proche de 1 pour que 
"les arcs ¡lr et /?1/r, de rayons r et 
l/r, soient situés comme l'indi-
que la figure. Les arcs fi,, et J?1/r 
coupent É en trois parts dont les 
contours soient désignés par T , , 
T2 et T 3 (voir la figure). L'inté-
grale (5. 10) se décompose en la 
somme des intégrales sur ces 
contours, dont la première est 
égale à u(A0) et la troisième à 0, 
puisque A0 est à l'intérieur de 
et à l'extérieur de f 3 , et que m (A) 
et 0(A) (p{\ //) sont analytiques 
sur les contours correspondants 
et dans leurs intérieurs. Quant 
à l'intégrale sur F 2 , celle-ci tend 
vers 0 lorsque r — 1. Cela est évident pour les intégrales sur les deux segments 
joignant les extrémités de /ir et pi/r. D'autre part, on a pour r — 1 
2ni / 
F( 0 




"62 B Sz.-Nagy— :C. Foiaç 
conséquence, par l'inégalité de Schwarz, de (5. 8), et 
l>llr <1 
'2 
conséquence, toujours par l'inégalité de Schwarz, de (5. 6) et de ce que 0(A) est 
analytique dans ¿ U T . Vu (5. 9), on conclut que l'intégrale en question, prise sur 
le contour r 2 , tend vers 0 lorsque r — l. Donc on a G(À0) = u(À0), c. q. f. d. 
Cela étant, nous achevons la démonstration du théorème 4 comme il suit. 
Observons que .pour u(e ' ' )©u(0ÉH et v fixé dans D, on a aussi uv(é') @vv(t) 
où 
(5.11) a, (A) = [lu (A) - vu (v)], vv (i) = —^ e" v (î) ; 
de plus 
( 5 . 1 2 ) ( I - V T * ) 0 / V © Î ; V ) = u@v ( I = /H) . 
Tout cela se vérifie par un calcul simple basé sur la définition de H et T dans le 
théorème 2, faisant usage notamment de la caractérisation (4. 15) des éléments 
de H. Faisons tendre v vers un point e de l'arc oc. Comme w(A) est analytique en 
e d'après le lemme, et comme, d'autre part, v(t)= 0 presque partout sur l'intervalle 
des t correspondant à l'arc oc (en effet, A{t) = 0 presque partout sur cet intervalle, 
et vèAL2(©)), on conclut que Mv©Vv converge dans i/ 2 (©*)©zlL 2 (©) vers une 
limite, que nous désignons par ue ffiue et qui appartient donc aussi à H ; en vertu de 
(5. 12) on aura aussi dans ce cas limite 
(5. 13) (I — eT*)(t/£ ©t>e) = u®v. 
Comme T* est complètement non-unitaire, elle n'a pas de valeur propre sur C ; 
par conséquent I —eT* admet une inverse, du moins au sens large. Mais comme, 
d'après (5. 13), cette inverse est définie partout dans H, elle doit être bornée. Donc 
(I — e T * ) - 1 , et alors aussi (el — T ) - 1 , existent au sens strict. Cela prouve que tout 
•point de a appartient à l'ensemble résolvant de T, ce qui achève la démonstration 
de 'théorème 4. 
2. Voici un exemple qui montre la maniabilité de notre modèle fonctionnel 
pour obtenir des contractions de certains types préscrits. 
Dans la Note VII [3] on a démontré que toute contraction T de classe C u 
est quasi similaire à une transformation unitaire (théorème 3). (Deux transformations 
linéaires bornées A et B sont dites quasi similaires lorsque chacune d'elles est une 
transformée quasi affine de l'autre, c'est-à-dire qu'il existe des transformations 
linéaires bornées X et Y, admettant des .inverses non nécessairement bornées mais 
à domaines denses, telles que AX = XB et BY=YA.) 
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Toutefois, cette quasi similarité ne conserve pas le spectre. Nous allons montrer 
notamment qu'il existe une contraction TÇ.CU dont le spectre coïncide avec le'disque-
unité fermé D. 
En effet, soit A une transformation autoadjointe bornée dans un espace de 
Hilbert (S, telle que ||J4|| < 1 ; supposons'de plus que le point 0 appartient au spectre 
de A, sans être une valeur propre de A. 'La fonction constante {©,'©, A} est alors 
évidemment une fonction analytique pure; soit T la contraction complètement 
non-unitaire qu'elle engendre en vertu du théorème 2. Comme A"1 n'existe pas 
au sens strict, on a d'après le théorème 4 : cr(T) z> D, donc, vu que a(T) est un ensemble 
fermé, a(T)—D. 
Montrons que T ^ C ^ . En vertu du corollaire dans § 4.7 cela revient à montrer 
que {©, A} est une fonction extérieure, c'est-à-dire que AH2((B) est dense dans 
//2(Ë). Or, si u<iH2(®) est orthogonale à AH2(§), on a Au(X) = 0 pour tout 
\k\ < 1 ; vu que le point 0 n'est pas une valeur propre de A, cela entraîne u(k) = 0 , 
u = 0, ce qui prouve que AH2(&) est dense dans i/2(Ê). Donc T appartient à C., -
Comme notre fonction analytique contractive pure {©, (S, A] coïncide (et. 
même est identique) à son adjointe, on a aussi donc r ç C n . 
6. Cas particuliers de contractions de classe C0 
Dans la Note VII [3] on a introduit encore une classe de contractions, notamment: 
la classe C0, constituée des contractions complètement non-unitaires T pour les-
quelles il existe une fonction à valeurs numériques d(k)Ç_H°° (c'est-à-dire analytique-
et bornée dans D), telle que d(A)^0 et d(T) = 0. On a montré que 
C0gC00 (cf. §4.7). 
De plus, on a démontré que pour toute contraction T£C0 il existe une fonction-
minimum mT(k), déterminée à un facteur constant * près (|*| = 1), jouissant des-
propriétés suivantes: (i) mT(k) est une fonction intérieure14); (ii) mT(T) = 0; 
(iii) mT(k) est un diviseur dans H°° de toute autre fonction u(k) pour laquelle 
u(T) = 0. La connaissance de la fonction minimum nous a permis d'obtenir des 
informations importantes concernant le spectre de T et les sous-espaces invariants 
pour T (voir les théorèmes 7—9 de la Note citée, dont le théorème 7 est analogue 
au théorème 4 de la Note présente). 
Nous allons démontrer une condition suffisante pour qu'une contraction T 
appartienne à la classe C0 et, pour ces T, nous déduirons la fonction minimum 
en partant de la fonction caractéristique. 
T h é o r è m e 5. Soit T Une contraction complètement non-unitaire, appartenant 
àla classe C00, et telle que les indicesde défaut b r<et bT* sont finis. On aalors TÇ_C0. 
De manière plus précise, on a dans ce cas bT = b.r* = n ^ l et 
(6. 1) d(T) = 0 où d(k) = det [0 r (A)] , 
[<9r(/)] étant la matrice carrée attachée à <9r(/.) par le choix de deux bases orthonor-
males dans les espaces de défaut SDr et ®r»; de plus la fonction minimum mT(X) est 
1 4 ) Rappelons qu'une fonction numérique u(l), analytique dans £)={/.:|/.j ^ 1}, est intérieure 
si l'on a |«(A)|Sl dans D et |i/(e")|= 1 pp. sur la circonférence unité (cf. [13] ou [15]). 
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•égale au quotient de d(X) par le plus grand diviseur intérieur des mineurs d'ordre n — 1 
de [0 r (A)] si w > l , et à d(X) si n = \. 
D é m o n s t r a t i o n . En vertu du corollaire de § 4 . 7 , TÇ.C00 entraîne que 
0 r ( e " ) est unitaire p.p., ce qui montre que b r = b r* . Comme on a supposé que 
les indices de défaut sont finis, ils sont donc égaux au même nombre entier fini 
.n S 1. (n = 0 veut dire que T'est unitaire, ce qui contredit nos hypothèses.) La fonction 
caractéristique {S) r , 2)T*, 0 r(A)} coïncide donc avec une fonction analytique 
contractive pure de la forme {£" , E", 0(A)} où E" est l'espace euclidien des vecteurs 
à n composantes complexes et 0(A) est une matrice carrée d'ordre n, telle que 0(e") 
•est p.p. unitaire. Comme les.assertions du théorème sont invariantes par rapport 
à une équivalence unitaire de T, il suffira de les démontrer pour le modèle corres-
pondant, c'est-à-dire pour la contraction T de l'espace 
H = H2(E")O0H2(E"), 
définie par T *u = e~"(u-u(0)) (w€H). 
Rappelons que, dans ce cas, K +=H2(E") et T"w —P+(e""u) pour wÇH et 
77 = 0, 1, ... (voir (4. 3)); P + désigne la projection de H2(En) sur H. Cela entraîne 
pour toute fonction /¡(A)Ç//°°: 
h (T) M = P+(A (e") M) (M 6 H). 
Pour qu'on ait / Î (T )=0 il faut donc et il suffit que hu appartienne à 0H2(E") 
pour tout wÇH. Comme hu appartient évidemment à 0H2(E") pour uÇ0H2(E"), 
la condition obtenue veut dire que hu appartient à 0H2(En) pour tout u£H2(E"). 
Répétons : 
(6 .2) h{T) = 0 si, et seulement si hH1(En)Q0H2(E"). 
Or, soit 0A(A) la matrice algébriquement adjointe à 0(A), c'est-à-dire pour 
'laquelle 
<6. 3) 0A(A) 0 (A) = 0 (A) 0A(A) = d(X) I 
où d(l) est le déterminant de 0(A) et 1 est la transformation identique de E". 
d(l) est analytique dans D et on a |i/(e")| = l p. p. (puisque 0(eu) est unitaire 
p. p.) donc d(X) est une fonction intérieure. Si n > 1, les éléments de la matrice 
0A(A) sont les mineurs d'ordre n — 1 de la matrice 0(A) et par conséquent ils sont 
des fonctions appartenant à la classe1//"; si n = 1, 0A(A) a le seul élément 1. Soit 
k(X) le plus grand diviseur commun intérieur15) des éléments de ©A(A) (comme 
fonctions dans H"). On a alors 0\X) = k(X) Q(X) et d(X) = k(X)m(X) où Q(X) est 
une matrice dont les éléments appartiennent à H°° et n'ont pas de diviseur commun 
:intérieur non-constant, et m(X) est une fonction intérieure. (Dans le cas n = 1 on 
a évidemment A:(A) = 1, donc m(X) = d(X)). De (6.3) on obtient 
<6.4) Q (A) 0 (A) = 0 (A) Q (A) = m (A) /, 
d'où mH2(En) = 0QH2(E")Q0H2(E")-, 
ainsi, en vertu de (5. 15), on a m(T) = 0 , donc aussi d(T) =k(T)m(T) = 0 . 
15) Cf. [13]. 
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Par conséquent, T appartient à la classe C0. Soit mT(A) sa fonction minimum ; 
celle-ci doit être un diviseur de m (A) et par conséquent p(A) = m(A)/mT(A) est aussi 
une fonction intérieure. Puisque mT(T) — O, on obtient de (6.2) que mTH2(E")Q 
Si 0H2(En), d'où, vu aussi (6. 4), il résulte 
mrQH2 (E") i Q&H2 (E") = mH2 (E") 
et par conséquent 
(6 .5 ) QH2(E")QpH2(E"). 
Désignons par ej (k = \, . . . ,« ) le vecteur à n composantes, dont toutes sont 
égales à 0 sauf la j'-ième qui est égaie à 1. On peut considérer e} comme une fonction 
constante appartenant à H2(E"), donc, en vertu de (6. 5), il existe des fonctions 
UjÇH2(E") de sorte que Q(A)ej=p(X)uJ(X), donc 
G¡j(¿) = P № ( i , j = \ , ..., ri), 
Q u désignant les éléments de la matrice Q et u j i , . . . ,u j n étant les composantes 
du vecteur u¡, où Q¡j€H°° et uyi £ H2. Par suite, si nous désignons par Q{¡, uj¡ les 
facteurs intérieurs correspondants, nous avons 
Qíj(X)=p(.X)u№ 
pour tous les i,j tels que Í2 ¡j(A) ^ 0. Ainsi, p est un diviseur.commun intérieur de 
tous les Q¡j, d'où il résulte que p est une fonction constante, de module 1, ce qui 
achève la démonstration. ; 
R e m a r q u e . Dans le cas n = l, mT(A) coïncide avec d(X), donc avec 0T(A). 
Comme la fonction caractéristique d'une contraction complètement non-unitaire 
T, considérée à coïncidence près, détermine T à une équivalence unitaire près, il 
s'ensuit que les contractions complètement non-unitaires T^Cqq, ayant les indices 
de défaut 1, sont déterminées par leurs fonctions minimum à une équivalence unitaire 
près. 
Or, on a démontré dans la Note VU; § 4 . 4 , que deux contractions de classe 
C0, dont l'une est une transformée quasi affine de l'autre16), ont les mêmes fonctions 
minimum. Donc on a le 
C o r o l l a i r e . Deux contractions de classe C00 et aux indices de défaut 1, dont 
l'une est une transformée quasi affine de l'autre, sont unitairement équivalentes. 
1. Le type spectral de la dilatation unitaire minimum 
1. Notre théorie permet de résoudre complètement le problème de déterminer 
le type spectral de la dilatation unitaire minimum U d'une contraction complètement 
non-unitaire T quelconque. 
I 6 ) Rappelons que si, pour /=1, 2, Si est une transformation linéaire bornée de l'espace de 
Hilbert en soi-même, nous disons que Si est une. transformée quasi affine de Si lorsqu'il existe 
une transformation linéaire bornée X de dans admettant une inverse (au sens large), à do-
maine dense dans de sorte qu'on ait S2=X-'SiX. 
a s 
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Rappelons que dans [1], théorème 3, on a démontré que, sauf peut-être le 
cas où les indices de défaut de T sont finis tous les deux, U est une translation bila-
térale dont la multiplicité spectrale est égale à bmax = max { b r , b r*} : en d'autres 
termes, U est unitairement équivalente à la multiplication par ë' dans une somme 
orthogonale de bmax répliques de l'espace L2(0, lit) des fonctions à valeurs numériques 
x(t). 
Pour le cas qui reste, on va démontrer la caractérisation suivante où, en parlant 
d'un espace L2(S), 2n), on sous-entendra toujours qu'il est formé par rapport 
, , dt 
a la mesure normee — . 
2n 
T h é o r è m e 6. Soit T une contraction complètement non-unitaire, dont les indices 
de défaut sont finis: bT = n, bT* =m. La dilatation unitaire minimum U de T est alors 
unitairement équivalente à la multiplication par e" dans l'espace 
(7. 1) L2(Ml)®...®L2(Mm)®L2(N1)®...®L2(Nn) 
où My — ...= Mm = (0, 2n) et 
(7 .2) Nk = {t: t£(0,2n),r(t)^k} (k = l, ..., ri), 
r(t) désignant le rang de l'opérateur 
A r(O = [/-0r(e")*0r(e'O]i". 
D é m o n s t r a t i o n . Puisque les dilatations unitaires minimum de deux contrac-
tions unitairement équivalentes sont aussi unitairement équivalentes, il suffit de 
considérer notre modèle fonctionnel T aux indices de défaut donnés n, m. Soit 
donc {E",Em, 0(A)}1 7) une fonction analytique contractive pure donnée et soit 
T la contraction qu'elle engendre au sens du théorème 2. Comme la fonction 
caractéristique de T coïncide avec la fonction analytique contractive donnée, J T ( 0 
est unitairement équivalente à A{t) = [_J-Q(eu)*Q(ë')Yi (par une transforma-
tion unitaire constante), donc on a 
r(t) =rang Aj(t) =rang A (t) pour tout t. 
En vertu du théorème 2, la dilatation unitaire minimum U de T est égale à la. 
multiplication par e'' dans l'espace 
K = L2(Em)®AL2(En). 
Or, il est manifeste que L2(E"') est la somme orthogonale de m répliques de 
l'espace L2(0, 2n) des fonctions numériques, et cela de sorte qu'à la multiplication 
par e" dans L2(Em) il correspond la multiplication par e" dans chacun des espaces 
composants L2(0, 2n). 
Passons à étudier la partie de U dans AL2(E"). 
A (?) étant, pour toute valeur fixée t pour laquelle elle a un sens, une transfor-
mation autoadjointe de E", bornée par 0 et 1, il existe dans E" un système ortho-
1 7) Rappelons que nous avons désigné par Ed l'espace euclidien des vecteurs à d composantes 
complexes. 
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normal complet {<A/t(0}i' de vecteurs propres de A (t), notamment tel que 
A (0 'W0 = hif) <M0 (k = l,...,n), 
les valeurs propres étant arrangées en ordre non-croissant: 
Comme A(t)f est, pour tout f(LE", fonction mesurable de t, les valeurs propres 
ôk(t) seront aussi des fonctions mesurables de t et, puisqu'on a évidemment 
{.t : / € ( 0 , 2 ; ! ) , r(t)sk} = {/: * € ( 0 , 2tt) , S k ( t ) > 0 } , 
les ensembles iVft définis dans le théorème seront aussi mesurables; de plus, les 
vecteurs propres >j/k(.t) peuvent aussi être choisis en fonctions mesurables de t. 1S) 
En posant, pour v£L2(En), 
xk(t) = {v(t), 
on aura 
A{t)v(t) = A{t) Z xk(t)Mt) = 2^(0-5,(0^(0, 
1 1 
d'où \\A(t)v(t)\\l = 2 > * ( 0 < 5 * ( 0 I 2 
î 
2n 
et = / M O M O I 2 ^ = y ~ 2 / W O M O I 2 ^ , 
/ 7 Î 1 0 1 iVfc 
ce qui montre que, par la correspondance 
(7.3) ' 
AL2(E") est appliqué isométriquement dans l'espace 
•(7.4) L2(N1) ©... © L2(N„). 
En vertu de la relation évidente 
(e'M0> ^k(t))E„=e'"xk(t), 
il correspondra à la multiplication par ë' dans AL2(E") la multiplication par eu 
dans chacun des espaces L2(Nk). 
Choisissons en particulier, pour k fixé, v(t) — e(t)\j/k(t) où e(i) est une fonction 
numérique mesurable bornée, d'ailleurs quelconque; on aura vÇ.L2(E") et le vecteur 
qui correspond à Av par l'application (7. 3) aura sa fc-ième composante égale à 
s(t)ôk(t), et les autres égales à 0. Comme les fonctions de type e(t)ôk(t) forment 
1 8 ) La mesurabilité de la plus grande valeur propre <5i(0 en fonction de t est immédiate en 
vertu de la formule <5i(» = sup (A(t)f, f ) o ù / parcourt une suite dense sur la sphere unité de E"; 
pour les valeurs propres Sk(t) de rang 1 on peut faire usage du théorème „minimax". Le choix 
mesurable du système orthonormal des vecteurs propres exige plus de travail, on peut faire ici usage 
des mineurs de la matrice de A(e). 
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évidemment un ensemble dense dans L2(Nk), on conclut que la correspondance 
(7. 3), prolongée par continuité à AL2(E"), applique cet espace isométriquement 
sur l'espace (7. 4). L'assertion concernant la multiplication par e" reste valable 
par continuité lors de-ce prolongement. 
Ainsi, Théorème 6 est démontré. 
2. 11 est manifeste que JVt =?N2 2 . . . 3iV„. Il peut arriver que le vrai maximum 
rm.„ de la fonction r(t) n'atteint pas la valeur n; dans ce cas L2(Nk) se réduit pour 
k > rmax à l'espace banal {0} et peut être écarté dans (7. 1). 
L'asymétrie, dans (7. 1) des rôles des deux indices de défaut n'est pas essentielle. 
En effet, si l'on change T pour T*, on obtient que U* est ùnitairement équivalente 
à la multiplication par e" dans un espace de type (7. 1), mais avec les rôles de n et 
m intervertis ; il est alors de même pour U (il n'y a qu'à remplacer les ensembles 
èn question par leurs images lors de la transformation t-*2n — t).19) 
Donc, Théorème'6 a le 
C o r o l l a i r e . La dilatation unitaire minimum U d'une contraction complètement 
non-unitaire T à indices de défaut finis br = n, i)r*=m, est ùnitairement équivalente 
à la multiplication par e" dans un espace 
L2(Pi)®L2(P2)®...®L2(Pn+m) 
où » sont des sous-ensembles mesurables de (0, 2n), dont du moins 
les premiers v = max {n, m} sont de mesure complète dans (0, 2n). 
3. La question se pose si, inversement, l'opérateur de multiplication par e ' 
dans tout espace de ce type est la dilatation unitaire minimum d'une contraction 
complèt ement non-unitaire ? La réponse affirmative à cette question est donnée par 
e suiva nt 
T h é o r è m e 7. Soient n, m deux entiers SO tels que v=max {n, m] S i . Soient 
de plus 
des sous-ensembles mesurables de (0, 2n), dont du moins les premiers v sont de mesure 
complète dans (0, 271). Il existe alors une contraction complètement non-unitaire T 
telle que bT = n, b r * = m et dont la dilatation unitaire minimum U est ùnitairement 
équivalente à la multiplication par eu dans l'espace 
L2(P,)®L2(P2)® ...®L2{Pn+m). 
1 9 ) Dans la somme (7 .1 ) , le nombre des termes différents de {0} est égal à m + rmax • L asy-
métrie des rôles de n et m est seulement apparente, ce qui s'ensuit de manière directe de la relation 
suivante: Si 0 est une contraction de 9! dans 3K (où 9! et 9Ji sont des espaces de Hilbert de 
dimension finie), on a 
dim TO + dim ( / - 0* 0)* 9Î = dim 9Î + dim ( / - 0 0 * ) * 3)i. 
En effet, le premier membre est égal à dim 3K+dim9ï—dim 9!0 et le second à dim 9î+dim 9)!—dim3)i0 
où 
9i0 = {/i: h € 9?, ( / - 0* 0 )A = O}, 3)!0 = {/r. h € 2R, ( / - 0 0 » ) /i = 0>; 
or, dim 9i0 =dim 2K0> car 0 applique 9i0 isométriquement sur 2Jl0-
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(Nous admettons aussi que quelques des Pi puissent être de mesure 0; dans ce cas 
les espaces correspondants L2(Pj) — {0} peuvent être écartés.) 
D é m o n s t r a t i o n . On supposera d'abord que n ^ m . 
Le cas où n — 0 (v =m=n + m) est simple. En effet, dans ce cas l'opérateur 
de multiplication par ë" en question est une translation bilatérale, de multiplicité 
égale à v, qui est la dilatation unitaire minimum d'une translation unilatérale de 
même multiplicité. 
Dans le cas où l S n ^ m , envisageons la fonction matricielle 
0(A) = (0 jX(A)) ( ; = 1 , ..., m; k = \, . . . , « ; |A| < 1) 
où 0 J , ( ( A ) = O pour jV/c et 
0 t t(A) = A uk(X) (k = 1, ..., «), 
uk(X) étant une fonction, analytique et bornée dans le cercle unité, telle que 
k 0 " ) l 2 = l - i X / c ( 0 P-P-
où %k{t) est la fonction caractéristique de l'ensemble Pm+k. L'existence de telle 
fonction uk(X) est assurée par le fait que log [1 — \ XiX0] e s t intégrable (théorème 
de SZEGŐ; cf. [15], p. 53). Comme on a 
\0kk(X)\S\uk(X)\^l et 0/(fc(O) = 0 (/c=l , . . . , « ) , 
{E",Em, 0(A)} sera une fonction analytique contractive pure. 
La matrice A (t) = [/— 0(ë')* 0 (e ' ' ) ] ' est d'ordre « et de forme diagonale, 




= yi Xk(t) (k=l,...,n). 
Donc on a rang A (t) = 2 Xk(()-
k= 1 
Comme les ensembles P,„+k (k = 1,.. . , n) vont en décroissant, l'inégalité rang A (t) ^ k 
est donc valable précisément (à im ensemble de mesure 0 près) pour les points t. 
de l'ensemble Pm+Ic. 
Soit T la contraction complètement non-unitaire, engendrée par la fonction 
analytique contractive pure {E", E"', 0 (A)} au sens du théorème 2. En appliquant 
le théorème 7 on obtient que la dilatation unitaire minimum de T est unitairement 
équivalente à la multiplication par eu dans l'espace 
m 
[ © L 2 ( 0 , 2n)]®L\Pm+1)® ... © £ 2 ( P M + „ ) . 
Vu que, pour igra , Pt est de mesure complète et par conséquent L2(Pt) =L2(0, 2n), 
Théorème 7 est prouvé dans le cas n S m . 
Dans le cas m<n on construit d'abord une contraction complètement non-
unitaire S telle que bs — m et b s * = « et dont la dilatation unitaire minimum est 
unitairement équivalente à la multiplication par eu dans l'espace 
L2(PÎ)®L2(PÎ)® ...®L2(P;n+n) 
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où Pi désigne l'image de l'ensemble Pt par rapport au point t = n ; telle contraction 
>S existe d'après ce que nous venons de démontrer. T—S* vérifie alors les assertions 
du théorème. 
Ainsi, Théorème 7 se trouve complètement démontré. 
R e m a r q u e s . Les Théorèmes 6 et 7 (pour le cas des indices de défaut finis) et 
le Théorème 3 de [1] (pour le cas des indices de défaut dont du moins un est infini) 
donnent une solution complète du problème du type spectral des dilatations uni-
taires minimum des contractions complètement non-unitaires. Toutefois il faut 
remarquer que la contraction T construite au cours de la démonstration du Théorème 
7 est, en général, réductible. Il est naturel de se demander si dans Théorème 7 
T peut être prise irréductible. Nous n'insistons plus sur ce sujet. 
4. Dans [1] on a indiqué un exemple d'une contraction complètement non-
unitaire dont la dilatation minimum n'est pas une translation bilatérale. Notre 
Théorème 7 fournit toute une classe de pareils exemples, il n'y a qu'à choisir quel-
ques des ensembles P j tels que leurs complémentaires dans (0, 2n) soient de mesure 
positive. Voici un autre exemple, basé sur le Théorème 6, mais qui est entièrement 
élémentaire. 
Envisageons une fonction numérique w(X), analytique dans D et telle que 
|n>(A)|ël dans D et que |w(0)| < 1. Soit T la contraction complètement non-uni-
taire engendrée par la fonction analytique contractive pure {E1, E1, w(X)}. Comme 
T a les indices de défaut 1,1, sa dilatation unitaire minimum sera, en vertu du Théo-
rème 6, unitairement équivalente à la multiplication par e" dans l'espace L2(0, 2n) © 
®L2(N) où N={t: tÇ_(0, 2n), 1 -\w(é {)\2 > 0 } . Soit en particulier w{X) la fonction 
qui fournit la représentation conforme de D = {X: |/l| < 1} sur le demi-cercle 
{X: |X\ < 1, Im A > 0 } ; on aura alors 0<mes N~~2n. La multiplication par e" dans 
L2(0, 2%) est une translation bilatérale simple, tandis que dans L2(N) elle ne l'est 
pas, par conséquent elle ne peut être une translation bilatérale dans L2(0, 2n) © 
®L2{N) non plus (cf. [1], lemme 2). 
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