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Abstract
We consider the matrix well-known representation of K[X ]=(P), when P is monic irreducible
polynomial, with coecients in K . This representation enables us to give a fast algorithm to
solve the equation xd = a in a nite eld. c© 2000 Elsevier Science B.V. All rights reserved.
Resume
Nous considerons la representation matricielle bien connue de K[X ]=(P), ou P est un polyno^me
a coecients dans K , unitaire et irreductible. Cette representation nous permet de donner un
algorithme rapide de resolution de l’equation xd=a dans un corps ni. c© 2000 Elsevier Science
B.V. All rights reserved.
1. La representation matricielle
Soit R un anneau integre et P = X d + a1X d−1 +    + ad un polyno^me unitaire a




0 0 : : : 0 −ad
1 0 : : : 0 −ad−1










 Corresponding author. Tel.: 88-41-6418, 88-41-6348; fax: 88-61-9069.
E-mail address: mignotte@math.u-strasbg.fr (M. Mignotte).
0304-3975/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(00)00150 -X
264 E. Kern, M. Mignotte / Theoretical Computer Science 244 (2000) 263{265
Soit  l’image de X dans R[X ]=(P). Alors A n’est rien d’autre que la matrice de
l’application x 7! x dans la base 1, ; : : : ; d−1. Comme P() = 0, on a P(A) = 0,
sans utiliser le theoreme de Cayley{Hamilton. On montre aussi que P est le polyno^me
minimal de A. L’algebre R[X ]=(P) est isomorphe au sous-anneau R[A] de l’anneau
Md(R) des matrices d d a coecients dans R. L’anneau R a pour image R  I dans
R[A], ou I designe la matrice identite de Md(R). Si R = K est un corps et si P est
irreductible, alors K[X ]=(P) est le corps de rupture du polyno^me P.
Dans R[A] les operations arithmetiques usuelles, addition, multiplication et calcul de
l’inverse s’eectuent comme dans l’anneau quotient R[X ]=(P), mais avec cependant
deux dierences: on doit manipuler des matrices ce qui necessite plus d’operations, par
contre il n’y a pas a faire de reductions modulo P. Une operation pour laquelle notre
representation semble bien adaptee est l’elevation a une puissance, c’est elle que nous
utiliserons dans les paragraphes suivants, en particulier pour la resolution de l’equation
xd = a dans un corps ni.
2. Application a la resolution rapide de l’equation xd = a dans un corps ni
On suppose desormais que K est un corps ni de cardinal q = pn, avec p premier.
On considere a 2 K tel que a soit une puissance d{ieme dans K , ou d est un entier
divisant q−1 (c’est le seul cas non trivial). On a donc a(q−1)=d = 1. On suppose que l’on
a trouve un polyno^me P 2 K[X ], unitaire et irreductible, tel que P(0) = (−1)da. C’est
la partie probabiliste de notre algorithme. Notons que la \probabilite" qu’un polyno^me
unitaire de K[X ] de degre d soit irreductible est voisine de 1=d. On considere A, la




ou x 2 K verie xd = a. Le nombre d’operations (dans K[A]) necessaires a ce calcul
est en O(d log q).
Posons B = A(q
d−1)=(d(q−1)). Comme les solutions M 2 K[A] de l’equation P(M) =
0 sont A, Aq; : : : ; Aq
d−1
, on a Bd = (−1)dP(0)I = a  I . Enn, du fait que a est une
puissance d{ieme, les solutions de l’equation xd = a appartiennent toutes au corps K ,
donc B verie bien B = x  I avec xd = a. Il est utile de noter qu’il n’est pas necessaire
de tester l’irreductibilite de P: on fait les calculs ci-dessus avec un premier choix de
P, si on a trouve xd = a on s’arre^te, sinon on essaie un nouveau P: : :
Dans le cas particulier ou d = 2, cette methode est une variante de la methode
de Lehmer [3] qui consiste a calculer les termes d’une certaine recurrence binaire (de
matrice-compagnon A). On peut aussi remarquer que dans ce cas, si P = X 2− bX + a
alors P est irreductible si, et seulement si, b2 − 4a n’est pas un carre dans K .
Remarque. Dans l’ouvrage de Cohen [2, pp. 32{36], on trouve une etude des algo-
rihmes pour resoudre x2 = a modulo p, en plus de la methode generale de recherche
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des racines d’une equation polynomiale modulo p, l’auteur presente la methode de
Schoof | la seule non probabiliste connue | et une methode de Tonelli{Shanks.
3. Application a la determination de la decomposition des ideaux d’un corps de
nombres
Dans le cas ou K = Q avec P irreductible, la representation matricielle passe automa-
tiquement au quotient modulo un nombre premier p. Notons O l’anneau des entiers
du corps de nombres Q[], avec  comme plus haut. Lorsque l’indice de Z[] dans O
n’est pas divisible par p, l’injection Z[]! O induit un isomorphisme Fp[]  O=pO
(cf. [1, pp. 92{93]). Si le polyno^me P se decompose modulo p en
P = Pe11   Perr ; e1; : : : ; er>1;








et on voit que l’ordre k de A modulo p est lie a la decomposition de P modulo p. Dans
notre cas, cette factorisation de P equivaut a la decomposition (p) = (p1)e1    (pr)er
de l’ideal (p) dans le corps de rupture de P, et le degre residuel fi de pi est egal a
degPi pour tout i. Ce un theoremeest est du^ essentiellement a Kummer.
Donnons l’exemple du cas d = 3 (le cas d = 2 se traite beaucoup plus simplement
avec le symbole de Legendre). Les possibilites sont les suivantes
 k j p− 1; alors(p) = p1p2p3; avec des pi distincts et f1 = f2 = f3 = 1;
 k j p(p− 1) et k - p− 1; alors (p)= p21p2; avec p1 = p2 ou p1 6= p2 et f1 =f2 =1;
 k j p2 − 1 et k - p− 1; alors (p) = p1p2; avec f1 = 2 et f2 = 1;
 k j p3 − 1 et k - p− 1; alors (p) = p1; avec f1 = 3:
Le calcul de l’ordre de A permet donc de distinguer entre ces dierents cas, il s’eectue
en O(d2 logp) operations dans Fp[A]. Cette question a ete exposee | avec un langage
legerement dierent | dans la note [4].
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