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Abstract 
Anselmo, M., The zig-zag power series: a two-way version of the * operator, Theoretical Computer 
Science 79 (1991) 3-24. 
This paper deals with the zig-zag power series as introduced in [ 11, that is with a two-way version 
of the star (*) operator over formal languages and power series. Tile main result is a double 
characterization of rationality of zig-zag power series by a condition over the structure of the 
starting language and another over some associated two-way automata. For rationai zig-zag power 
series we present the construction of some one-way automata recognizing them. 
0. htroduction 
The theory of formal power series in non-commuting variables and automata 
theory are strictly related. A fundamental Schiitzenberger’s Theorem dated 1961 
[lS, 19, 20, 6, 15, 171, generalizing the well-known Kleene’s Theorem [9,10,12], 
claims the equivaleiice between an algebraic property of formal power series, that 
is rationality, and recognizability of power series by finite automata. Formal power 
series theory can be viewed as an arithmetization of automata nd language theory. 
In view of this connection, we will study in this paper a special family of formal 
power series obtained from the arrow (‘/‘) operator, a two-way version of the star 
(*) operator. The * operation over languages and power series is a rational operation 
associating to a given set of words, the language of all words obtained by concatena- 
tion of the given ones. The t operator associates to a given set of words, the language 
of all words obtained not only by concatenation, but also allowing some readings 
from right to left. Languages and power series obtained by using the arrow operator 
are called “zig-zag” languages and power series. The name comes from the one 
given to an Isbell’s Theorem in senGroup theory [ 1 l]* 
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The T operation was introduced in [I] where there is a representation by two-way 
finite automata, which is highly used here. This allows US to claim [l] that ihe arrow 
operator preserves rationality of formal languages. Some problems about uniqueness 
of &coding were considered in [ 1,2]. Two-way finite automata (2FA) are machines 
that scan an input word moving their reading head in both directions and accepting 
the word or refusing it. It is well known how to define the behaviour of a IFA, that 
is the power series recognized by it [5, 9, 15, 18, 19, 201. For 2FA this is more 
complicated. We will consider the definition of the behaviour, introduced in [l], 
for the family 3(X) of the 2FA associated to the zig-zag languages. 
This paper deals more extensively with zig-zag power series and the nature of 
the associated two-way automata. 
An important result is the construction of a one-way automaton which recognizes 
the same power series of a given two-way automaton in Z!!‘(X) satisfying an additional 
condition. This condition is also shown to be necessary. The method generalizes 
the one introduced by Rabin and Scott for the construction of a one-way automaton 
which recognizes the same language of a given two-way automaton [16, lo]. The 
one-way automaton is constructed over the set of all “crossing sequences” in the 
two-way automaton, that is the set of all possible sequences of states of the automaton 
when it crosses one and the same position of a word. 
The main result is a double characterization of rationality of zig-zag power series. 
The first condition deals with the structure of the starting language; we claim that 
the zig-zag power series over a language is rational if and only if the language does 
not contain an infinity of “nested” words. The second one is a finiteness condition 
on the associated two-way automata; it is the necessary and sufficient condition for 
the construction of an equivalent one-way automaton, as above. From this result 
we obtain that the arrow operator does not preserve rationality of formal power 
series. 
Qther considerations are given on the structure of all zig-zag power series, rational 
or not. A different point of view is adopted: we analyse all the possible steps in a 
zig-zag factorization of a word. The result is that every zig-zag power series can be 
described as the star of another power series representing the elementary available 
zig-zag factorizations. 
The last section concerns an enumeration of the zig-zag factorizations of a word 
when a one-letter alphabet is considered. The problem is related to an algebraic 
problem on some finite sequences of integers. 
Tools used in the paper are those of elementary formal power series theory, of 
one-way and two-wav automata theory and of regular languages theory. 
Some basic definitions on formal languages and automata theory and on formal 
power series theory are recalled here. For more information, see for example [5, 6, 
9, 10, 173. 
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An alphabet is a finite set A whose elements are called letters. A word on A is a 
finite sequence of letters of A; the set of all words on A is denoted A* and called 
the free monoid; its identity is the empty word denoted by E; the set A’ = A* - & is 
the free semigroup over A. A language over the alphabet A is a subset of A*. A 
hinguage X is a co& if for every n, m 2 1 and x,, . . . , x,, xi,. . . , XL E ,Y the 
condition x1x2.. . x,, = x:x;. . . xi), implies n = m and xi = xi for i = 1,. . . , n. That 
is, a set X is a code if every word of X+ can be uniquely written as a concatenation 
of words of X, i.e. it has a unique factorization over the set X. 
A language is said to be rational or regular if it belongs to the smallest family 
containing all finite languages and closed with respect to the three following 
operatioris, called the rational operations: 
(1) union, (X, Y) + X w Y; 
(2) product, (X, Y)+ XY={xy(xEx,yE Y}; 
(3) star, X + X* = C,,ZO X”. 
The union X u Y will be also denoted by X + Y 
Formal language theory is strictly connected to that of finite automata. Finite 
automata are some finite-state machines able to read an input word and accept it 
or refuse it. A one-way finite automaton begins reading a word at the left end 
and at every step it processes the following letter; a two-way finite automaton can 
also move its reading head from the right to the left. In the models or” automata 
used in this paper the reading head is at each step over a boundary between two 
cells and not over the cell. This way, finite one-way automata can be represented 
as follows. 
A one-way jinite automaton (1FA) over an alphabet A of input letters is a 
quadruplet & = (0, I, F, E) where Q is a finite set of states, I and F are two subsets 
of Q called initial and final states, respectively, and E is a subset of Q x A x Q 
referred to as the set of edges. 
A path c in the automaton is a sequence of following edges: c = ele2 . . . e, where 
ei = (14, ai, Pi+,) E E; it is denoted by c:pI +P,,+~ and its label is the word ala2.. . a,,. 
A path is successful if pI E I and P,,+~ e E 
The language .5?(d) recognized (or accepted) by the automaton is the set of all 
labels of successful paths in s?. A language is said to be recognizable if there exists 
a finite one-way automaton that recognizes it. 
The fundamental result linking formal languages theory to automata theory is 
the well-known Kleene’s Theorem [9, 10, 12, etc.] claiming that a language is rational 
if and only if it is recognizable. 
A two-way Jinite automaton (2FA) over an alphabet A of input letters is a 
quadruplet & = (Q, I, F, E) where Q is a finite set of states, I and F are two subsets 
of Q called initial and jnai states, respectively, and E is a subset of Q X (A u A) X 0, 
referred to as the set of edges, where A is a copy of A: A’ = (d 1 a E A}. The edges 
labelled by a barred letter represent he movements of the reading head from the 
right to the left. 
A run or a computation of a word w by the 2 A is a finite sequence of current 
configurations w,q,w:, i = 0, 1, . . . , n, where wiwi - w and 9, E Q and each configur- 
6 M. Anselmo 
ation is obtained from the previous one by applying the following next-configuration 
relations: 
a,. . . ai_lqai...a,.a,...ai-laiqai+l=.wa, if(q,ai,q’kE 
aI.. . a@li+l . . . a,, I+ a1 . . . ai_~q’dl$li+.l . . . a,, if (q, di, q’) E E. 
Lf c is the path associated with this computation we write (~0, &>]cl= ( w,, wx); 
if (E, w)lc] = (w, E), where E is the empty word, we say that c computes w; it is 
successful if q. E Z and q,l G F. The language P(d) recognized by d is the set of all 
words of A* computed by a successful path in J& If c is a path computing a word 
w and WiqiWi, i=O, l,..., n, is the corresponding computation, we call crossing 
sequence of c under position (wig w:) the sequence cs,( Wi, w:) = (qi, qi,, l . . , qi,,,) of 
all states qi, of the 2FA such that Wiqi,Wi is a current configuration of c and where 
i,<i,G-=*Ci,. & 
Two-way automata have more freedom than one-way automata because of the 
power of moving their reading head also from the right to the left. Nevertheless, it
is well known that 2FA and 1FA have the same power as far as recognition of 
formal languages is concerned. Rabin et al.‘s Theorem [9, 10, 16, 21, 221 says in 
fact that a language is recognized by a two-way automaton if and only if it is 
recognized by a one-way automaton. Several proofs are given which allow us to 
construct a one-way automaton recognizing the same language as is recognized by 
a given two-way automaton. 
Let us now briefly recall some definitions about formal power series with non- 
commuting variables and their relations with automata theory [6, 9, 17, etc.]. 
Let A be a I”,nite alphabet and K a semiring. A formal power series with non- 
commuting variables in A and coeficients in K is a map s : A* + K, from the free 
monoid on A to the semiring K. The value of s on a word w is referred to as the 
coeflcient of the series on u; and is denoted (s, w). Another classical notation for 
a power series is the following: s = 1 n,EA* (s, w) w. The support of s is the language 
supp(s)={w~A*~(s, w)#O}. 
The set of all formal power series with variables in A and coefficients in K is 
denoted by K{(A)). A polynomial is a power series of finite support; the set of all 
polynomials is denoted by K(A). The characteristic series of a language X is the 
power series denoted ch( X) and defined by (ch(X), w) = 1 if w belongs to X, 
(ch(X), w) = 0 if w does not belong to X. 
A power series is said to be rational if it belongs to the smallest family containing 
all polynomials and closed with respect o the following three operations, called 
the rational operations, defined for every w E A*: 
(1) sum, (S, T)+S+T where (S+T, w)=(S, w)+(T, w); 
(2) Cauchy product, (S, T)+ ST whlere (ST, w) =&v_, (S, u)( T, v); 
(3) star of a power series S such that (S, E) = 0 
s&3*= 1 S”. 
n -0 
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For a power series with coefficients in N, linear representability is equivalent o 
recognizability by finite one-way automata, in the sense specified as follows. 
Given a one-way automaton, for a word there may exist no successful path 
accepting it, only one or several. A deeper analysis of the set of words accepted by 
an automaton can thus also consider for each word, the number of successful paths 
computing it. If one considers this number as ihe multiplicity of belonging of the 
word to the language recognized by the automaton, one can associate to the 
automaton a formal power series, called its “behaviour”. The power series recognized 
by a one-way automaton Z$ or its behaviour is the formal power series Y’(d) : A* + N 
associating to a word w the number of successful paths in & labelled w. 
A power series is then recognizable if and only if it is the behaviour of a one-way 
automaton. For the behaviour of a one-way automaton & = (Q, I, F, E) with Q = 
11 2 9”.? n), a linear representation isgiven by the morphism f: A* + IV”” and the 
two matrices I E fVxn and CEN”~’ defined as follows. For every letter a E A the 
coefficient of index (i,j) of the matrix f(a) is given by the number of edges from 
the state i to the state j labelled a; for a state i, Z(i) = 1 if i E I, 0 otherwise and 
c(i) = 1 if i E F, 0 otherwise. This way, one can show that for every word w, 
M&)9 w) = If( w)c. The converse easily follows. 
2. Zig-zag reading and two-way automata 
A formal power series s E U,(A)) is said to be recognizable if there exists an integer 
n~1,amorphismofmonoidsf:A*+K”““,(K””” multiplicative) and two matrices 
2~ KIXn and CE KnX’ such that for every word w we have (S, w) = rf( w)c. The triplet 
(I, f, c) is called a linear representation of S. 
A fundamental result, which is a generalization of Kleene’s Theorem, is Schiitzen- 
berger’s Theorem [6, 15, 17, 18, 19, 201 which claims that a formal power series is 
rational if and only if it is recognizable. 
Formal languages are usually considered with the concatenation of words as an 
internal operation. In this section we present a new way to read words, as introduced 
in [ 11: not only in concatenation, but also allowing some readings from the right 
to the left. Definitions of “zig-zag factorization”, “zig-zag code” and “zig-zag power 
series” are thus presented [11. 
Because of their capability to move the reading head in both directions, two-way 
automata re the most natural tool for studying this field. For every rationa! language 
X we shall present a family Z(X) of two-way automata and a definition of their 
behtiviour so that all the automata in the family recognize xactly the zig-zag power 
series over X [l]. 
Let X be a regular language over a finite alphabet A. Let T be the equivalence 
relation in A* x A* generated by the set T = {((u, xv), (ux, v)) 1 u, v E A*, x E X}. 
We write (u, v) + (u’, ~7 and we call it a step if and only if ((u, v), (u’, v’)) E T 
or ((u’, v’), (u, v)) E T. Steps are thus of two types; steps (u, ZV) + (OX, v) with x E 
called forward steps and steps (rrx, u) -+ (u, xv), called backward steps. One can look 
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to the pail (ux, U) as the word w = uxv with a pointer under the boundary between 
the prefix ux and the suffix v of w. The existence of a step (u, xv) + (ux, v) says that 
the pointer can move from the boundary between u and xv to the one between ux 
and v, each time it reads a word x belonging to the language X; converse movements 
are also allowed. 
The zig-zag language over X is the set Xf = {w E A* 1 E 0 w = w 0 E}, where the 
symbol u 0 v denotes the class of r-equivalence of the pair (u, v). This means that 
a word w of A* belongs to Xf if there exists a finite sequence of steps linking (E, w) 
to (w, E), that is a reading in both directions of the word, from the left end to the 
right end. The first step and the last one are forward steps. 
For a word w E X’, a zig-zag factorization over X is a sequence of steps ( ui, vi) + 
(Ui+l, vi+,), i = 1,2,. . . , m such that: 
(1) u1 = v,+ l = E and v, = u,,#+, = w; 
(2) there does not exist a sub-sequence 
(Uj, Vj)+(Uj+l, Vj+,)+’ “+tUj+k, Vj+k) 
where Uj = Uj+k, vj = vj+k and lsj<j+ksm+l. 
The above factorization is called a m-step zig-zag factorization. Condition (2) in 
the definition forbids, in a zig-zag factorization, the presence of “loops” over one 
and the same position. Otherwise, a loop could be repeated as many times as we 
want and every word in XT would have an infinite number of zig-zag factorizations. 
The zig-zag factorization over a language X is a generalization of the concatenation 
of words of X, in the sense that every concatenation of words of the language gives 
a particular zig-zag factorization over it. 
Example I. Let X be the language X = a+ aba over the alphabet A = a+ b. The 
word w = ababa belongs to XT and not to X*. A zig-zag factorization over X for 
w is: (E., w)=(~,ababa)+(aba, ba)+(ab,aba)+(ababa,E)=(w,E). 
This can be visualized as shown in Fig. 1. 
One can show that the set of words obtained this way is the set XT = a(a + ba)* + E. 
Fig. 1. 
A zig-zag code is naturally defined as a language such that no word admits iiiore 
than one zig-zag factorization over it [I]. Trivial examples of zig-zag codes are all 
prefix sets and suffix sets; for them every zig-zag factorization is a simple concatena- 
tion of words. Every backward step implies the existence in X of a word that is a 
suffix of another one in X; and analogously a forward step. Other examples of 
zig-zag codes are the languages X =a+aba, X=a+ab+a, X=abi-ahHbaab. 
The set X = a + aba + abab is uot a zig-zag code. 
efinition 2.1. The zig-zag power series over a regular language 
power series 
ch(X)’ = c Lcx(w)w 
WEA* 
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X is the formal 
associating to a word w the number px (w) of its different zii:-zag factorizations 
over X. 
Zig-zag power series can be naturally represented by using two-way automata 
[ 11. Let X be a regular language over a finite alphabet A. A family S!(X) of two-way 
automata representing the zig-zag language and the zig-zag power series over X can 
be constructed as follows [l]. For an example, see Examples 2 and 3. 
The “star automaton” of a given 1 FA is the one defined in [5]. Briefly, it is 
constructed by identifying all initial and final states in a unique state so that the 
new automaton recognizes the language X*. For every regular language X over a 
finite alphabet A, let g(X) be the family of all 1FA that are the “star” of a 1 FA 
whose behaviour is the characteristic series of X. 
The family S(X) consists of all two-way automata obtained from each one-way 
automaton in Z(X) by adding in the initial state a “barred and reversed” copy of 
it. Formally, a two-way automaton S& = (Q, I, F, E) in S’(X) is constructed from 
a one-way automaton 84!* -= (Q’, 1, 1, E’) in g(X) as follows. The set of states is 
Q = Q’v Q- v (1) where Q’ = Q’- { 1) and Q- is its copy: Q- = {q 14 E Q’); the 
state 1 is still the unique initial state and the unique final state; edges are given by 
E = E’u l?, where E’ is a set of edges labelled by some letters of A and (p, ti, q) E I? 
if and only if (q, a,p)E E’, with i= 1. 
For two-way automata in the families S’(X) a definition of their behaviour can 
be given coherently with previous definitions and results [l]. 
Definition 2.2. Let X be a regular language and ~8 = (Q, 1, 1, E) be a two-way 
automaton belonging to Z(X). A path c : i + t in d is valid if it computes a word 
w, i=k = 1 and it does not possess a sub-path b : 1 + 1 such that (u, u)lbl = (u, v), 
for uv = w. The zig-zag behaviour of ~2 is the power series 
sp,(N= c E.L.&)w 
WEA* 
associating to a word w the number p.J w) of valid paths computing it. 
Every automaton & belonging to a family S(X) possesses the following property 
deriving from its construction. We say that a path u : p + q of ~4 is simple if for 
every decomposition u : p + r + q, then r # 1. 
10 M. Anselmo 
Property 2.3. For every regular language X and every automaton s4 belonging to 
Z(X), the value of the characteristic power series of X on a word w coincides with 
the number of simple paths from state I to state 1 computing w (G resp.). 
Proposition 2.4. Let X be a regular language and ~4 be a two-way automaton belonging 
to S(X). There exists a bijection between the zig-zag factorizations of a word w E A* 
and the valid paths of ~4 computing w. 
proof. Let & = (Q, 1,1, E) be as in the hypothesis. The bijection is based on the 
correspondence existing between steps of a zig-zag factorization over X and compu- 
tations corresponding to simple paths from 1 to 1, following the above property of 
the automata in S(X). To every path (u, xv) + (ux, v) with x E X, we associate the 
computation u lxv I+ uxl v corresponding to the unique simple path from 1 to 1, 
labelled x; to every backward path (ux, v) + (u, xv) the computation uxl v I+ u lxv 
over 2. 
Thus let w E XT and f be its zig-zag factorization. We consider the path c obtained 
by linking the simple paths from 1 to 1, corresponding to the successive steps of $ 
The path c is a consistent path from 1 to 1 in ~4 which computes w. It has no loops 
because a zig-zag factorization has no loops and state 1 is the only state where & 
can invert its direction. 
Let c: 1 + 1 be a valid path computing a word w. The path c can be broken down 
into a product of computations of simple paths from 1 to 1. We can thus associate 
to the path the sequence of corresponding steps linking the section (E, w) to the 
section (w, E). This sequence of path is a zig-zag factorization; condition (2) of the 
definition is satisfied because the path c is valid. Cl 
In the sequel we will denote the function which associates to a zig-zag 
factorization f the so constructed path c = c,J f) in .4 and byfd the inverse function. 
If no ambiguity on the automaton concerned is possible, we will simply write c and J 
emark 2.5. The above proposition also claims that two zig-zag factorizations of a 
word are different if and only if the corresponding paths are so. The proposition 
ailows us to consider equally well a zig-zag factorization of a word or the correspond- 
ing path in a two-way automaton of Z(X). 
As two simple consequences of the proposition, we have the following results 
claiming that the two-way automata constructed as above well recognize zig-zag 
languages and power series [l]. 
orolla 
to 2’(X). 
ch(X)t. 
Let X be a regular language end & be a two-way automaton belonging 
zig-zag behaviotrr of d is the zig-zag power series over X: 9’~(d) = 
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Corollary 2.7. Let X be a regular language and ti be a two-way automaton belonging 
to S’( X ). The language recognized by d is the zig-zag language over X : T(d) = XT. 
Remark 2.8. The arrow (t) operator is a two-way version of the star (*) operator. 
In view of Kleene’s Theorem, the previous corollary means that the arrow operator 
preserves rationality of languages. In the contrary, it does not preserve rationality 
of power series, as shown in the following section. 
3. ain result: characterizatiom of rational zig-zag power series 
In Section 2, we have shown how zig-zag power series can be represented by 
special two-way automata, the automata in 2!‘(X). In this section we will transfer 
the study of zig-zag power series to the better known field of one-way automata. 
We will in fact show [3] a necessary and sufficient condition to construct a one-way 
automaton that recognizes the same power series as a two-way automaton in 2Z’( X). 
The method is based on the study of all the available crossing sequences in the 
automaton. 
This allows us to characterize rationality of a zig-zag powen series by a condition 
on the associated two-way automata. Another characterization is given, this depend- 
ing directly on the structure of the starting language [3]. 
It turns out that this two-way version of the * operator does not preserve rationality 
of formal power series. 
In the following X will denote a regular language over a finite alphabet & and 
& = (Q, 1, 1, E) a two-way automaton & belonging to Z(X). The set of its states 
will be broken down in Q = Q’ u Q- u 1, as in the construction of the automata in 
Z(X), shown in the previous section. 
Let us begin an analysis of the available crossing sequences in a two-way 
automaton associated to a zig-zag language, in order to construct a one-way 
automaton having the same behaviour. This one-way automaton will be constructed 
on a set of crossing sequences. 
A valid crossing sequence in & is a crossing sequence of a valid path in d. The 
symbol CS(&) will denote the set of all valid crossing sequences, that is CS(cr9) = 
{cs,(u, v)l w = uv and c is a valid path in d computing w}. 
Let sI and s2 be two valid crossing sequences in & and a a letter in the alphabet 
A. We say that sI matches with s, on a, if there exist two words u, v in A* and a 
successful path c computing uav in d, such that cs,.( u, au) = sl and cs,.( ua, V) = ~2. 
Given a path c =.j’& . . .J, in J$ computing a word uav in A*, where J E E 
(i=l,..., n) are some edges of the automaton, we call computation section under 
the letter a E A the sequence pJ a) = (.f;, .f;, , . . . , f;, ) of all edges such that 
04 av)lJ;,I = ( ua,v)or(ua,v)lJ;,j=(u,av)forj=l,..., kandi,<i2<***<i~. 
A sequence sf states (s,, . . . , y,,) of an automaton d will be referred to as an 
odd alternate (or simply alternate) sequence if i odd implies 9i E Q’ u 1 and i even 
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implies qi E QmV u 1; as an even alternate sequence if i odd implies qi E Q- u I and 
i even implies qi E Q’ u 1. 
Property 3.1 (Properties of valid crossing sequences). Let s = (q, , qz, . . . , q,,) be a 
valid crossing sequence. Then the following statements hold. 
(1) There does not exist two indexes i + j suck ahat qi = qj = 1. 
(2) States ql , q,l E Q“ u 1. If s is odd alternate, it has then an odd length. 
(3) The sequence s is either alternate or there exists an index i E { 1,. . . , n} such 
that qi = 1 and then the sequence (q, , . . . , qi-1) is odd alternate while the sequence 
(qi+l9***9 9,,) is even or odd alternate following that i is even or odd. Its alternation 
is the fact of being in one or the other of the three cases of point (3). 
The following lemma (cf. [3]) will be basic. It will allow us to determine the 
equivalence between a two-way autom,aton and the one-way automaton we will 
associate to it. It claims that every state qi of a valid crossing sequence has a well 
determined role with respect o the direction of a path crossing it. The behaviour 
of a path in the surroundings of qi is in fact uniquely established by considering 
its place in tl-2 sequence and the alternations of the states. 
Lemma 3.2, Let s = (q,, q2,. . . , q,,) be a valid crossing sequence of .s& For every 
i=l,..., n, the direction in which a path can reach (leave, resp.) qi is the same for 
every wo& w = uv and path c such that s = cs,.(u, v). 
Proof. L.et s = cs_ (a, . . . a,, a,,, . . . a,,,) for a valid path c in ~4 and i E { 1, . . l , n}. 
If the .,equence s is alternate, then every path crosses the position 
(a l . . . a,, a,,, . . . u,,,) once in a direction and the following one in the opposite 
direction. lf i is odd, then the edge entering qi belongs to the computation section 
under the !a ,tter a, and the edge leaving qi belongs to the computation section under 
the letter 6;3 r+, ; if i is even, we have the opposite situation. 
If the sequence s is not alternate, then this means the existence of an index i 
such that Lii = 1 and an inversion of direction in correspondence with this position, 
for every path crossing it. The behaviour of every path crossing qi is then uniquely 
established by looking to the other states of the sequence, which are all different 
from 1. 
First, if n = 1, then s = (l), this means that this position is crossed only once, 
from the ‘reft o the right. Let n > 1. If i is odd, the pmpertv (3) of valid crossing 
sequences ays that the (i + 1)th time this position is crossed, it is crossed from left 
to right. there has been an inversion of direction in correspondence to qi and at the 
left of the position; the edge entering 1 and the one 1eaGng it both belong to the 
computation section under a,. If i is even, in an analogous way we find that the 
edge entering and the one leaving 1 both have to belong to the computation section 
under a,+ I. 
These considerations are independent from the path c and the word a, . #. a,,, 
such that s = cs,.(a, . . . a,., a, + , . . . a,,,). At every step no other choice is possible. 
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Given two valid crossing sequences we can know what behaviour is required by 
a path in the surroundings of these positions and that this is unique. The following 
lemma says that whenever there exists a path satisfying this request, this path is 
uniquely determined in the part concerned by the crossing sequences. 
ierrirna 3.3. Ifs, and s2 are two valid crossing sequences matching on a letter a, then 
the section of a computation under a is the same for all words w’, w’! and path c 
computing w’aw” such that cs,(w’, aw”) = s1 and cs,(w’a, w”) = s2. 
Proof. The two crossing sequences being valid, the previous lemma states which 
edges entering and leaving the states of sl and s2 must belong to the computation 
section under a. The fact that sl matches with s2 on a, says that these edges can be 
linked in a successful computation, that is they really belong to E. But two choices 
are not possible because of the uniqueness of the role of every state, by the previous 
lemma. The computation section is thus uniquely determined. q 
These results allow us to claim the following theorem. We recall that Rabin et 
al.‘s Theorem states the possibility of constructing aone-way automaton recognizing 
the same language of a given two-way automaton. We present here [3] a construction 
of a one-way automaton recognizing the same power series of a given two-way 
automaton in a family 2(X), provided an additional condition is satisfied. In the 
following we will show that the condition is also necessary. 
Theorem 3.4. Let .J$ be a two-wayjnite automaton belonging to the family Z?!‘(X), for 
a regular language X, and CS be the set of 11 valid crossing sequences in .A If the 
set CS is finite, then we can construct a one-way finite automaton 93 such that 
Y(3) = Y&4). 
Proof. Let & = (Q, 1, 1, E) be a two-way automaton as in the hypothesis. The 
equivalent one-way automaton 9? = (9. I, T, G) is constructed as follows. 
The set P of its states is P = CS. Initial states and final states are given by a 
unique state 1, which is the crossing sequence composed of the unique state 1 of 
~4: Z= T=(l)={(l)}. Edges are given by the set G={(sl,a,s2)IsI matches with 
s2 on a}. Every state of the automaton 3 is accessible and coaccessible because 
only valid crossing sequences are considered. We show that the autoixata ~9’ and 
93 have same behaviour by stating for every word w a bijection between valid paths 
of ~4 computing w and successful paths of 3 labelled w. 
Let w=a1a2... a, and c be a valid path of & computing w. Let be so = CS,.(E, w); 
% =cs,(w,e)andforeveryi=1,...,n-1,si=cs,(a,...a,,a,+,...a,,).Thesequen- 
ces Si are valid and for every i = 0, . . . , n - 1, si matches with si+ I on ai+l by definition. 
The string g=(so,al,s,). . .isi,ai+l,si+l). . .(s,,_ , , a,,, s,,) is J path of SS labelled 
w = ala?.. . a,,. It is successful because so = s,, = (1). Crossing sequences , being 
uely determined, the path g = g(c) is also uniquely determined. 
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Conversely, let g be a successful path in 59: g = (so, al, s,)( s, , a2, s2) . . . 
(s,,_, , a,,, s,,) and ‘,t = al+ . . . a,,. Since the path is successful, then so = s1 = 1 = (1) 
andforevery i=O,...,n - 1 3 si is a valid crossing sequence matching with si+, on 
Qi+l. A successful path c of & computing w and having so, . . . , s,, like its crossing 
sequences, can be uniquely associated to the path g, in the following way. For every 
crossing sequence si-l matching with si on ai let us consider the computation section 
p( ai) (uniquely) built up by previous lemma. The path c can be then constructed 
by joining the computation sections one after the other. This process gives a unique 
and consistent path because otherwise there would be a crossing sequence allowing 
two different roles, with respect to the direction of a path crossing it. The so 
constructed path has no loops because its crossing sequences are exactly so, 
Sl, l l ’ 9 St,, which are valid. 
The stated bijection means that the automata d and 98 have same behaviour. 0 
This corollary to Theorem 3.4 follows from Kleene’s Theorem and Rabin et al.‘s 
Theorem. 
PdwD~II,_. =‘s Let x ~urvrrrrry 3* . 5e a regular language. If there exists a two-way atitomaton in 
the family S!‘(X) whose set of valid crossing sequences is jinite, then we can construct 
a one-way automaton recognizing the zig-zag power series over X which is then a 
rational power series. 
Let us give some examples. 
Example 2. Let the alphabet be A = a and X = a + a’. A two-way automaton in the 
family 9(X), & = (0, 1, 1, E), is shown in Fig. 2. 
Among all the sequences of states of Q, the ones respecting the properties of 
valid crossing sequences are given by the set {( 1); (2); (1,2); (2,1); (1,3,2)}= But 
for the sequence (1,3,2) there does not exist a computation admitting it as its 
crossing sequence: it is accessible but not coaccessible. The set CS of valid crossing 
sequences of .HZ is thus CS = {( 1); (2); (1,2); (2,l)). Let us construct he one-way 
automaton 93 recognizing the series %&I), as in the previous theorem. 
a 
Fig. 2. 
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Edges of 93 are given by the analysis of the role of every state in a crossing 
sequence of CS and by looking to the edges really existing in &. We find that the 
sequence (1) matches with the sequences (l), (2) and (2,1) (naturally on a); the 
sequence (2) matches with (1); the sequence (1,2) matches with (1) and the sequence 
(2,1) matches with (1,2). No other matching is possible. The automaton 93 = 
(CS, 1, 1, G) is as shown in Fig. 3. 
a 
Fig. 3. 
We give an example of a reconstruction of a path in ~2, starting from a path in 
9. Let us consider the path g in a computing the word w = aaa = u,a2a3, g : (1) + 
(2,1) + (1,2) -) (l), where every edge is labelled a. 
Following the construction theorem, we first look at the role of every state in its 
crossing sequence and we construct he computation sections under every letter: 
P(Qd=W, a, 2)); ph)=W, a, 0, (I,4 0, (1, a,2)) 
and 
Linking the sections we obtain the following path in 94: 
c = (1, Q, 2n a, W, 4 l)U, a, W& a, 1). 
We in particular obtain that ch( a + a’)’ = Y-J d) = Y(B) = ch( a + a’+ a3)*. 
Exa Ie 3. Let & be the following two-way automaton in the family 9(X), for 
X = a + aba. It recognizes the zig-zag power series %( &) = ch( a + aba)r. 
The one-way automaton having the same behaviour and constructed as shown in 
the proof of Theorem 3.4 is the automaton 9 = (P, I, T, 6) where 
p = CS = {(I), (2), (3), (I, 2), (3, I)) 
6= T={(l)) 
and edges are given as in Fig. 5. e in particular obtain that ch( u + aba)’ = Zf’J d) = 
9’( 58) = ch(a( ba)“)*. 
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Fig. 4. 
a a 
Fig. 5. 
In order to present the main result of this paper, which is a double characterization 
of rationality of the zig-zag power series, let us introduce some definitions. 
A sequence {x,, . . . , x,,} of words in X is said to be a sequence of n nested words, 
if for every i = 1,. . . , n, the word Xi is a proper factor of Xi+1 . 
The two-sided limit of a language X over A is defined [13] as the set X of all 
bi-infinite words on A, w = . . . a_,aoa,a2.. . (ai E A) for which there exist a strictly 
decreasing sequence ( I. ) cI kzO of negative integers and a strictly increasing sequence 
( rk) k Z. of positive integers such that for all k 2 0 the word alkalk+l . . .a, +ark E X. 
A language X c A* is defined to be simple [3] if X is empty. More informally, 
a language is simple if it does not contain an infinite sequence of nested words. 
A regular language is not simple if and only if for every n E N it contains 
a sequence of n nested words. It is sufficient o consider two-sided contexts of every 
word in the language with respect o an automaton recognizing the language, which 
are in finite number. Z’he result is not true if the language is not assumed to be 
regular; for an example consider the language { a’bajba’ 1 i “-j, j E N}. 
3.7. Let X be a regular language ov 
not simple if and only if there exist some w 
n, m E k.l the word yt’xzt” belongs to X. 
. The language X is 
such that for every 
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roof. Let US first show that if a regular language L contains an infinite subset 
P = {p,JnEN such that for every n, pn is a proper prefix of p,,, , then e also contains 
a subset UZ* for some words v and z in A*, z f E. We can in fact consider a (one-way) 
deterininistic automaton recognizing L. For every n, pn is the label of a path from 
the initial state to a final state f,,. Since there is only a finite number of final states 
then there exist two indexes n $ m such that t, = tm = t; suppose n < m and pnl = p,*z. 
Because of deterministicity of the automaton, there thus exists a loop over the stdte 
t labelled z. The language e thus contains the language vz* for v =pn. In an 
analogous way (by considering a codeterministic automaton) one zan show that if 
a regular language L contains an infinite subset S = (s,},,~ such that for every E, 
s, is a proper suffix of s~+~, then L also contains a subset y*u for some words y 
and u in A*, y#c 
Let now & = (Q, I, F, E) be a one-way automaton recognizing X. If X is not 
simple then it contains an infinite sequence { u,vl,. . . , u,,v,,, . . .} of nested words 
and we may suppose that for every j = 1, . 5 . , *., . . . the word Uj is computed by a 
pathai:ii~qin~andujbyapathbj:q-,rjin~,withijEI,tiEF.Letusconsider 
the language R of all labels of paths from q to a final state in .A The language R 
is regular (it is sufficient to consiaer an automaton like Sp, in which on!y the state 
q is an initial state). R contains the set P = {q, j such that for every n, u,, is a proper 
prefix of rr,,, . From the ,b_ r ri 9 nvp considerations, R thus also contains a subset ZZ* 
for some words v and z in A*, z # E. In an analogous way, the language of all the 
labels of paths from an initial state to q also contains a subset y*u with y f E. This 
way the language recognized by .r& (that is X) contains the set y*uvz*. Cl 
Lemma 3.8. Let X be a regular language and ti be a two-way automaton in Z’(X). 
If a state q of Q belongs n times to a crossing sequence cs,( u, v) in &, then X contains 
a sequence (u,vl,. . . , u,u,) of n nested words. 
Proof. The words u, 9 . . . , u, are the labels, ordered by increasing length, of n simple 
paths I + q, sub-paths of c; the words vl, . . . , v,, are the labels, ordered by increasing 
length, of n simple paths q + 1, sub-paths of c, as in Fig. 6. Every word Uitti belongs 
to X because it is computed by a simple path I + I and they are all different because 
the path (: has no loops. 0 
We can now present the double characterization of aationality of zig-zag power 
series. We recall that the zig-zag behaviour of an automaton A-&’ in a family Z(X) 
coincides with the zig-zag power series over X (see Corollary 2.6). 
Let X be a regular language9 d = ( 1,1, E) be a two-way $nit2 
automaton belonging to 2!‘(X) and @S be the set of all valid crossing sequences in ~4. 
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i : 
Fig. 6. 
The following statements are equivalent. 
(1) gPz(d) (-ch(X)r) is a rational power series; 
(2) CS is jinite; 
(3) X is simple. 
roof. (3)*(2). If CS is infinite then there exists a state belonging as many times 
as we want to a valid crossing sequence. This means that for every n E N, the language 
X contains n nested words (by Lemma 3.8) and then it is not simple (by Remark 3.6). 
(2)3(l). See Corollary 3.5.. 
(l)*(3). If X is not simple then by Lemma 3.7 there exist some words y, x, z 
with y, z # E such that for every n, m EN the word y”&” belongs to X. We will 
show that every word w, = y”xP possesses at least n ! zig-zag factorizations over X. 
This way, the growth of the zig-zag power series over Tc is more than exponential 
in the length of the words so that the series cannot be rational. Among all the zig-zag 
factorizations of w, let us consider those alternating forward and backward steps. 
These are in number of F,, a 1 -C rr’i- n*( n - l)*+ l l l + (n!)‘. The first term in the 
sum represents the number of zig-zag factorizations with 0 backward steps; the 
following represents the ones with 1 backward step over a word ykxznr and so on. 
In fact, because very word ykxzm belongs to X, in a zig-zag factorization of y”xzn 
with at least a backward step, the choice of the first step is among the n positions 
(Y nXZ 
n-m 
, t’“). After this step, a backward step can be chosen between the n positions 
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(Yk, Y”-& x9). An eventual next forward step will be chosen ami;yg the remaining 
n - 1 positions; the same for every backward step, and so on. Cl 
The arrow (‘) operation does not preserve rationality offormal power 
series. 
roof. There exist many non-simple regular languages. Consider for example the 
language X = a+: the sequence {a2n+i i 42 3 0) is an infinite sequence of nested words 
in X. Every characteristic series of a regular language is Tational. On the other hand, 
the zig-zag power series over every non-simple iegular language is not a rational 
power series. Cl 
Let us give some examples of rational zig-zag power series and non-rational ones. 
Example 4. All finite languages are simple. Zig-zag power series over finite languages 
are thus rational power series. As already shown in this section, we find that for 
the language X = a + a2, the zig-zag power series is ch( a + a’j? = ch( a + a2f a’)* 
and for the language X = a + aba, the zig-zag power series is ch(a t-aba)f = 
ch( a( ba)*)*. 
Example 5. Let be X = a + ab+a. This language is infinite, but simple. The zig-zag 
power series over X is then rational. As a generalization of the previous example 
we find that ch( a + ab+a jf = ch( a( b+a)*)*. 
Example 6. Let the alphabet be A = u and X = a+. The language X is not simple 
because for example the sequence {a2”+’ 1 n 2 0) is an infinite sequence of nested 
words in X. The zig-zag power series over X, s = ch( X)? = ch( a+)T is thus not rational. 
The same result will be obtained in the next section, where we will show that for 
every n a 0, 
sn=(s,anj=l+ni 
1 n-l 
&=I ( > 
k k! 
and thus the convergence radius of s is nul. 
4. n the structure of zig-zag power series 
In this section we analyse the structure of all zig-zag power series, rational or 
not. We will look at zig-zag power series from a point of view other than automata 
theory. From some results of the previous chapter we find that every rational zig-zag 
power series is the star of a power series. We show that this is not only the case of 
rational ones [3]. 
Every rational zig-zag power series over a regular language 
star of a rational power series. 
be a regular language and d = ( 
y ?!!!I Xi. The power series reco 
) be a two-way automaton 
being rational, then t 
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CS of valid crossing sequences is finite, by Theorem 3.9. We can thus construct a 
one-way automaton recognizing the same power series by taking the set CS as set 
of states. Initial states are thus given by the state (1) that is also the only final state. 
The behaviour of the automaton has thus non-nul value only on paths from (1) to 
(1). The zig-zag power series over X is thus the star of the power series associating 
to a word the number of simple paths computing it in the one-way automaton. q 
This property on the structure of rational zig-zag power series is not peculiar to 
rational ones. We will obtain the same result for all zig-zag power series by the 
anaiysis of all available steps allowed in a zig-zag reading over a language. 
efinition 4.2. Let X be a regular language and d = (Q, 1, 1, E ) be a two-way 
automaton in the family 5!‘(X). We say that a zig-zag factorization f of a word w 
over a language X is decomposable if we can split w in w = w1 w2 and f in f=$lf2 
such a way fi is a zig-zag factorization of w1 over X and f2 is a zig-zag factorization 
of wi over X. A word w is an elementary word of Xf if it has a zig-zag factorization 
over X which is not decomposable. 
Remark 4.3. If for a zig-zag factorizationf of a word w = al a2 . . . a,, over X, c = c.d (f ) 
denotes the corresponding path in J& as in Proposition 2.4, and so = CS,.(E, w), 
s,i =cs,.(w,&)andfori=1...n--1,si=cs,.(a,...ai,a,+,...a,),thenwisanelemen- 
tary word if and only if it has a zig-zag factorization over X such that si = (1) if 
and only ifi=Oor i=n. 
The zig-zag language X7 is a sub-monoid of A*, because the concatenation of 
words of X7 is still a word in XT. It is thus expressible as the star of a language 
contained in X7, which forms a generator system for XT. 
The language of all elementary words of Xt contains X. One can easily show 
that the language Y of all elementary words of X’ is a generator system for XT, 
that is Xf = Y*. It is regular if and only if X is regular. In fact, every word in XT 
is either simple or it can be broken down as a concatenation of elementary words. 
On the other hand, the concatenation of simple words also belongs to X7. The 
language of all elementary words is not generally the minimal generator system. 
osition Let X be h regular language and Y the set of all elementarv words 
in XT. Then the’ zig-zag power series over X is ch( X)? = s*, where s is the power series 
with Y as support, associating to an elementary word w the number of its undecomposable 
zig-zag factoriza tions. 
roof. Let w=a,a?... a,, be a word in XT; we will show that (ch(X)‘, w) = (s*, w). 
Let f be a zig-zag factorization of w; c = c..Jf) the corresponding path in d; 
S() = CS,.(E, w), s,, = CS,.( w, E) and for i = 1 . . . n - 1 let Si =cs,.(a, . . . ai, ai+1 . . . a,,). 
If we cannot write w as a concatenation of words of X7 (other than itself), 
then w belongs to Y and the number of its zig-zag factcrizations coincides with 
(s, w) = (P, w). 
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Otherwise, for every zig-zag factorization of w, we can split w as a product of 
simple words following the subdivision determined by the crossing sequences equal 
to (1). Every decomposition increases the number of zig-zag factorizations by a 
quantity equal to the product of the number of undecomposable zig-zag factoriz- 
ations of every component. 0 
We remark that since the zig-zag power series is not always rational, neither is 
the series s. Whenever ch(X)? is rational, then s is rational too and it is easily given 
by the construction of a one-way automaton recognizing the zig-zag series, as in 
the previous section. 
Example 7. Let A = a and X = Q + a’. The zig-zag power series has already been 
studied in Example 2. We now consider it from the point of view of the elementary 
words. 
The set of all elementary words of Xf is Y = Q + a’+ a”. In fact, in a zig-zag 
factorization over X, the only way to do a backward step followed by a forward 
step is by reading a’, coming back by reading a and finally going forward reading 
a2. This factorization adds the word a3 to the set of simple words. The set of simple 
words contains X and the word a”. No other simple word exists because every 
other step in a zig-zag factorization !GlE provide a loop. 
Each elementary word of XT has only one undecomposable zig-zag factoriza- 
tion over X. The zig-zag power series over X is thus the star of the series 
s = ch(a + a’+ a’). According to the result in the previous section we have that 
ch(a+~~)~ =ch(a+a’+a”)*. 
5. Counting zig-zag factorizations 
The case of a one-letter alphabet is considered here. Counting the number of 
different zig-zag factorizations of a word over a language is reiated here to an 
algebraic problem over some finite sequencrs of positive integers. These consider- 
ations allow us to count the number of zig-zag faclorizations of a word also for 
some non-rational zig-zag power series 131. 
Let the alphabet be A = {a}. There thus exists a bijection between zig-zag factoriz- 
ations of a word over a language and some finits sequences of positive integers. 
nition 5.1. Let I c l+J be a set of positive integers. For every n 3 0, a finite sequence 
S, =(uo=O, 241,. . . , UA: = n) of positive integers is said to be wirh distance in I if 
(i) OCui<n, for every i=l,..., k-l, 
(ii) lAi # Uj for every i # j, 
(iii) IUi+l- Ui]EI for every E=@, i,...,k. 
. Ler gutage wer rhe ~~~~~Qbet 
qfthe lengths ofall words in X. There exists a bijection between the zig-zag~~ctorizarions 
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ooer X of a word a” and thejinite sequences s,, = ( uQ = 0, u, , . . s , uk = n) with distance 
in I = L(X). 
roof. Let f = (E, a”)+ (a”l, a”-“+ (a’+, a”-“+ l l l + (a”, E) be a zig-zag fac- 
torization of a word an over X. We associate to f the finite sequence s(f) = 
(&I =o, u ~,-.-,uk = n) representing the sequence of the positions of a” successively 
occupied by the steps off: Because no loop is allowed in a zig-zag factorization 
then the sequence is composed by different integers. The length of s(f) gives the 
number of steps in the factorization J The difference ( ui+, - ui) between two 
successive integers in the sequence gives the length of the step; the step is forward 
or backward foiiowing that the difference is positive or not. The quantity Iu~+~ - uil 
is then the length of a word in X. The sequence s(f) is thus a finite sequence with 
distance in 1. 
The inverse function is easily defined. El 
Whenever the zig-zag power series over a language X is rational, the number of 
zig-zag factorizations over it is easiiy obtained from a one-way automaton recogniz- 
ing it, as in Section 3. The previous proposition allows us to count the number of 
zig-zag factorizations in %omc Jio -rational cases. Let us give an example. 
Let A =;d a and X = a+. The language X is not simple and so the zig-zag 
power series s = ch(A )f = ( a+)t is not rational, by Theorem 3.9. 
Let an be a word of A*. -We associate to each k-steps factorization of an over 
X, the corresponding finite sequence with distance in I = L(X), following the 
previous proposition. The zig-zag being executed over the set aa*, steps of every 
length are allowed. We have thus a bijection between k-steps zig-zag factorizations 
of a” and all finite sequences of IF + 1 elements with distance in N. For every subset 
of (1,. . . , Y, - 1) having k elements, there exist k ! finite sequences with distance in 
N, one for every sorting of the elements. We have thus that for every n 2 0, the 
number Sn of zig-zag factorizations of the word a” is 
s,=(s,a”)=l+ 
Or equiva!ently 
n - I 
St, =l+ c (n-l)(n-G)...(n-k) 
!, z I 
=l+(n-l)+(n-l)(n-2)+***+2(n-l)!. 
We also obtain that for n going to the infinite limsup ?$& lim ?a = 00. The 
convergence radius of s is then nul and we find again that rthe zig-zag power series 
(a+;l is not rational. 
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5.3. If I ={d*, d*, . . . , d,} is a finite set of integers, then the number f, of 
finite sequences with distance in I is computable. It is in fact equal to the value on 
a* of the power series ch(X)‘, where X = adI + l l l + adpfl. This zig-zag power series 
is rational because X is simple and one can effectively construct a one-way automaton 
recognizing it. 
Example 9. Let I = { 1,2}. The zig-zag power series over X = a + a2 is ch(X)’ = 
ch( a + a2)? = ch(a + a2+ a”)* (see Examples 2, 7). For every n, the number A1 of 
finite sequences with distance in I is thus given by the value on -D* of the power 
series ch( a + a2 + a”)“. For example: 
(a) 9; = 1 in fact we have only one finite sequence with distance in I: (0,l); 
(b) f2 = 2 for (0,2) and (0, 1,2); 
(c) fJ =4 for (0, I, 3), (0,2,3), (0, I, 2,3) and (0,2,1,3); 
(d) .A=7 for (0, I,2,3,4), (0,1,2,4), (0,1,3,4), (0,2,3,4), (0,1,3,2,4), 
(0,2,1,3,4), (0,2,4), and so on. 
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