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Abstract. The problem of numerical reproducibility is the problem of getting
the same result when a numerical computation is run several times, whether
on the same machine (and then the word repeatability is often preferred) or
on different machines. This phenomenon is best exemplified by the sum of n
floating-point numbers: as the addition of floating-point numbers is not associa-
tive, the result of the sum depends on the order used to perform the additions.
For instance, let us consider the computation of −L + L + 1, where L is so
large that L + 1 is rounded as L, then (−L + L) + 1 gives 1 in floating-point
arithmetic, whereas −L + (L + 1) returns 0. If several cores are available, the
addends can be split among the cores and the sum is split into sub-sums which
are computed in parallel and then added together. Depending on the number
of cores available at run time, the sum can be split into a variable number of
sub-sums. Furthermore, the order used for the final reduction (the final sum of
the sub-sums) is not deterministic. Thus the result may depend on the run.
Numerical reproducibility thus means getting exactly the same result, bit for
bit, independently on the execution: architecture, execution environment. . . . In
[4], several algorithms are proposed to compute the sum of floating-point num-
bers in a reproducible way. The differences between the proposed algorithms
concern the accuracy of the result.
The accuracy of the result is indeed a different issue: what can be said re-
garding the (relative) error of the possible computational result? Techniques
proposed by He and Ding in [3] or Bailey in [1] consist in increasing the re-
sulting accuracy, by increasing the accuracy of each intermediate result, but
without any clear statement about the accuracy of the result, apart from worst
case upper bounds.
These two questions of numerical reproducibility and of numerical accuracy
can be reconciled if one requires the computed result to be the correct round-
ing of the exact result, i.e., if the computed result is obtained as if the result
were computed exactly and then rounded to the floating-point format. On
some examples, such as a LHChome computation [2], this requirement has been
met. However, in most cases it is difficult to achieve. We stress the point that,
although using this requirement gives a well-defined semantics to numerical re-
producibility, these two concerns of reproducibility and of accuracy are distinct.
As far as interval arithmetic is concerned, we feel that the relevant issue
is the inclusion property, i.e., the guarantee that the exact result belongs to
the computed resulting interval. This property is supposed to be guaranteed by
interval arithmetic. The lack of reproducibility in this context may even be con-
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sidered as an asset for interval computations: as the exact result always belongs
to any computed result, it belongs to the intersection of all the computed results
and one could hope for an improved accuracy by getting different results and
taking their intersection. (Of course, as reproducibility is a property that many
users depend on either for debugging or testing on many codes, both floating-
point and interval ones, the lack of reproducibility remains troublesome.)
Nevertheless, implementation issues may invalidate the inclusion property.
We will illustrate what could prevent the implementation of interval arithmetic
to satisfy the inclusion property on architectures and libraries for HPC (High-
Performance Computing). We will present how we circumvented these difficul-
ties, on the example of the interval matrix multiplication.
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