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Abstract 
Spatial distribution is of particular importance to market analysts, location analysts and transportation planners meanwhile 
plays an important role in traffic demand management (TDM). For most of people, their living and working places are rather 
steady, only the places for shopping and recreation can be freely chosen. In this study, an agent-based modeling is applied to 
simulate destination choices for discretionary activities. Travel diary survey data of Tongling City are utilized throughout the 
whole process, including extraction of typical activity patterns, formation of agents and reward function, which makes our 
method more practicable. Thereafter, the accuracy of our model is proved by comparing simulation result to real-world data. 
© 2013 The Authors. Published by Elsevier B.V.  
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1 Introduction  
The essential solution to traffic jams in urban centers should be found from the source of travel demand: 
generation of activities. One of the most important characteristics of activity-travel patterns is their spatial 
characteristics, because it shows whether the traffic system functions well and where the bottlenecks locate. As 
recreation has been the focus of recent research. Kitamura et al. (1998) prove that destination choice is influenced 
by time of day, activity duration, and home location using multinomial logit destination choice models in South 
California. Chow et al. (2005) develop three sets of the destination choice models for three income groups (high, 
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middle, and low) of residents in Broward, Palm Beach, Volusia towns of Florida. A GIS-based, time-geographic 
approach is used by Scott to model constrained destination choice for shopping (Scott & He 2012).     
Agents can be thought of as computer surrogates for a person or process that fulfill a stated need or action. Its 
flexibility and computational advantages have made it a powerful tool in modeling complex systems, such as 
transportation system. Benenson et al. (2008) present PARKAGENT, an agent based spatially explicit model for 
parking in the city. Holmgren et al. (2012) present the transportation and production agent-based simulator 
(TAPAS), which is an agent-based model for simulation of trip chains. Charypar and Nagel (2005) build the basic 
model of activity time plans using q-learning and simulate the results. However, many researches which using 
reinforcement learning are based on many assumptions and lacks support from survey data, so that the result is 
hard to be put into practical use. In this paper, a more realistic model based on travel diary survey data is built to 
simulate destination choice for discretionary activities. 
2 Multi-Agent Based Q-Learning Method 
2.1 Reinforcement Learning 
Intelligent Agents is a relatively recent computing paradigm comprising autonomous software components that 
can each be assigned a set of goals to achieve and a database of knowledge comprising certain beliefs, intentions 
and preferences concerning the task under consideration. Intelligent Agents can be thought of as computer 
surrogates for a person or process that fulfill a stated need or action (Dia 2002). There can be no teacher to direct 
environment sometimes. Learning method is various and 
reinforcement learning is a major method of this kind of learning. One of the widely recognized definitions of 
st learn behavior 
& Konidaris 2009) 
Moreover, the consequences of actions depend on the current and future state of the environment. 
Reinforcement learning has the potential to reflect consideration of indirect and delayed effects of actions. 
Basic concepts concerning reinforcement learning include many elements. Some of the important elements are 
defined here. 
 
Nomenclature 
Agent An agent means a traveler. 
Activity  Activities include home, work, maintenance and leisure. 
State  
At each step t in reinforcement learning, the agent observes the current state st and chooses a possible action to 
perform, which leads to its succeeding state 1 ( , )t t ts s a . The environment responds by giving the agent a 
reward ( , )t tr s a . It is probable that some actions may bring low rewards in short term while it will lead to state
action pairs later with a much higher reward. 
For this reason, the task of the agent is to learn a policy : S A , according to which the agent will receive 
the maximal accumulative reward one day. Given a random policy  from a random state ts , the accumulative 
reward can be formulated as follows: 
2
1 2
0
( ) + = it t t t t i
i
V s r r r r
                                                          
 (1) 
where 
rt+i represents the scalar reward received I steps into future, 
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is the discounting factor. The agent only receives the immediate reward if is set to zero. 
2.2 Q-Learning Algorithm 
Obviously, the agent needs to learn the optimal policy *( )s  that maximize the accumulative reward. 
Unfortunately, it is required that the knowledge of immediate reward function r and state transition function   
are known in advance. In reality, however, it is usually impossible for the agent to predict in advance the exact 
outcome of applying a random action to a random state. Q-learning is then devised to select optimal actions even 
when the agent has no knowledge about the reward and state functions.  
We define Q as the estimation of true Q-value. When it starts, the value of Q (s, t) is initially fulfilled with a 
random number and stored. The agent repeatedly observes its current state s, chooses a possible action a to 
perform, and determines its immediate reward  r(s, a)  and resulting new state ( , )s t . The Q (s ,t) value is then 
updated according to the following rule: 
^ ^
( , ) ( , ) max ( , )
a
Q s a r s a Q s a                                                            (2)
 
After the Q-values of state action pairs are well estimated by Q-learning algorithm, the agent can reach a 
globally optimal solution by repeatedly selecting the action that maximize the local values of Q for current state. 
The actual learning process can be described as follows: 
1. Initialize the Q-values. 
2. Select a random starting state s which has at least one possible action to select from. 
3. Select one of the possible actions. This action leads to the next state. 
4. Update the Q-value of the state-action pair according to the update rule above. 
5. Let and continue with step 3 if the new state has at least one possible action. If none, go to step 2. 
3 Data Analysis And Process 
3.1 Study Data 
In this research, we utilized the travel diary survey data from Tongling City, China, which was conducted in 
2011. We divide the whole city into 27 zones which can be seen in Fig 1. The survey included 
individual/household socio-demographics and travel records. Travel records are consisted of departure and arrival 
times, origin along with destination, travel mode and purpose. We have divided the purpose in six categories, 
including work, school, shopping, recreation, returning home and returning to work, among which, shopping and 
recreation activities should be focused on.  
The population of Tongling City is 392,000 and our travel diary survey covered 6,676 residents who are older 
than 6 years old. Among the data, 1,310 people, accounting for 20%, went shopping or took up leisure activities 
at least once during the survey day. 
Since the simulation is based on activity pattern, what we should do first is extracting typical discretionary 
activity patterns from travel diary survey data. In order to reduce the random error, this paper only focuses on the 
activity patterns supported by more than 10 data items, which is showed in Table 1, to form the sample used in 
our analysis. N  r
recreation  below . That is to say, hsh  means going shopping from home and then returning back. 
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Fig. 1. Traffic zone s delimitation 
 
Table 1 Description of typical activity patterns 
Activity Pattern        Number 
hsh 613 
hrh 103 
hshsh 57 
hshrh 37 
hwhsh 34 
hwswh 24 
hshwh  23 
hrhsh 22 
hrhrh 19 
hwshwh 19 
hwsh 16 
hswh 15 
hrsh 13 
3.2 Construction of Reward Functions 
Reward function represents the immediate benefits that agent gets from the environment, but this abstract 
benefit cannot be obtained from the survey data directly. Previously researchers  greatest concern is whether 
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agent-based modeling is feasible in travel-activity simulation, as a result, there is no need for them to ensure the 
accuracy of final results. Most of their model parameters are based on assumptions. In order to make the method 
in this paper more valuable in application, we use the frequency information per time interval which is available 
in the travel diary survey data to calculate the reward functions from following aspects:     
 Reward Based on Attraction Degree of Zone 
Simply considering the travel time, people will choose the nearest place shopping and relaxing. In reality, 
however, people prefer to travel to some large shopping malls even though they are a bit further. These places are 
more attractive and offer more choices, in another word provide higher rewards. Considering this factor, we 
suppose that the more discretionary activities are conducted in a zone, the higher attraction degree this zone has 
and calculate the attraction degrees for shopping and recreation respectively.   
PLQPD[
PLQ
LDWWUDFW QQ
QQL
                                                                                 
(3) 
where: 
ni: The number of shopping activities or recreation activities conducted in zone i. 
nmin and nmax: minimum and maximum numbers of activities conducted among all zones. 
The final attractive degree is: dattract=20*attract i   
Another source of data used in analysis is the urban-rural spatial layout of Tongling, which is achieved from 
Urban Planning Bureau. The total area as well as shopping and recreation area of each zone is listed in Table 2.  
Table 2 Statistics required to calculate reward based on attraction degree of zone     
i L$  
(m2*104) 
Number of 
Shopping 
Trips 
Shopping 
dattract 
VL$  
(m2*104) VDL
3  
Number of 
Recreation 
Trips 
Recreation 
dattract 
L$U  
(m2*104) UDL
3  
1 33.82 11 1.410 0.819 0.020 32 20 15.569 0.178 
2 54.08 156 20.000 9.525 0.146 4 2.5 3.266 0.023 
3 61.50 7 0.897 1.737 0.023 3 1.875 2.996 0.019 
4 126.71 109 13.974 19.753 0.129 14 8.75 25.397 0.078 
5 55.08 135 17.308 9.385 0.141 19 11.875 15.329 0.108 
6 67.42 21 2.692 2.628 0.032 3 1.875 3.034 0.017 
7 43.81 13 1.667 1.311 0.025 4 2.5 1.967 0.017 
8 127.90 83 10.641 13.525 0.088 13 8.125 27.049 0.082 
9 710.59 5 0.641 2.734 0.003 6 3.75 49.221 0.027 
10 314.99 16 2.051 9.481 0.025 8 5 28.444 0.035 
11 269.95 7 0.897 4.994 0.015 1 0.625 8.989 0.013 
12 99.77 22 2.821 2.765 0.023 3 1.875 2.210 0.009 
13 139.36 33 4.231 5.932 0.035 2 1.25 7.118 0.020 
14 278.70 10 1.282 10.578 0.032 4 2.5 24.681 0.034 
15 200.60 88 11.282 20.318 0.084 11 6.875 36.572 0.071 
16 441.54 34 4.359 18.240 0.034 8 5 71.135 0.062 
17 323.14 17 2.179 5.145 0.013 4 2.5 22.051 0.026 
18 2045.75 0 0.000 4.944 0.002 0 0 7.416 0.001 
19 389.74 2 0.256 3.794 0.008 1 0.625 15.174 0.015 
20 360.00 9 1.154 9.655 0.022 1 0.625 7.724 0.008 
21 2509.63 1 0.128 26.010 0.009 0 0 29.478 0.005 
22 994.10 40 5.128 65.000 0.054 15 9.375 292.501 0.115 
23 848.58 6 0.769 10.548 0.010 1 0.625 42.194 0.019 
24 1410.76 17 2.179 23.506 0.014 2 1.25 15.671 0.004 
25 3135.73 0 0.000 24.891 0.007 0 0 37.336 0.005 
26 2463.79 0 0.000 0.035 0.000 0 0 0.052 0.000 
27 1989.61 2 0.256 10.086 0.004 0 0 57.155 0.011 
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Psai and Prai, which reflect the scale of shopping or recreation area in one zone, are defined through these data.

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(5)
where:
VL$ : Shopping area in zone i
L$U : Recreation area in zone i
L$ : Total area in zone i
In order to make our simulation method in this paper more practical in prediction of destination choice for 
discretionary activities, observable variables must be found to represent attraction degree of zone. With the help
of software SPSS, we find that there is a linear relationship between dattract and Pai(both shopping and recreation). 
Therefore, linear regression approach is applied to modeling the relationship between dattract and Pai. The
equations of fitting curve are
3U VDLDWWUDFWVKRSSLQJ (6)
3U UDLDWWUDFWUHFUHDWLRQ (7)
The linear fitting curve and original data are shown below in Fig 2 and Fig 3.
Fig. 2. Linear fitting curve and original data of shopping activities
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Fig. 3. Linear fitting curve and original data of recreation activities
In the simulation below, rshopping attraction and rrecreation attraction calculated by using formula (6) (7) are used as final 
attraction degree rewards. 
Reward Based on Travel Time
Travel time is another important factor when people try to decide the place for shopping or recreation. If the 
attraction degrees of two zones are similar, people are more likely to go to the mall which is closer. An issue that 
needs an attention additionally is travel mode. Different time will be spent if we choice different modes. Four 
kinds of travel mode are considered in this paper: car, bus, bike and walk. The reward based on travel time, Tijk,
which means the travel time from zone j to zone i using the travel mode k (car=1, bus=2, bike=3, walk=4), is the
average time derived from survey data.
4 Simulation Results
When q-learning is applied in this paper, the process described above could be shown in Fig 4. The whole
process is separated into 3 steps.
Step 1 is to utilize travel diary survey data to extract typical activity patterns and form different kinds of 
agents according to their activity patterns. Also utilizing the survey data, reward function for different kinds of 
agents is calculated.
Step 2 is to estimate value function (in this algorithm: Q-values) through trial and error until the q-value 
matrix converges.
Step 3 is to simulate destination choices for shopping and recreation of all agents using the Q-values
calculated in step 2.
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Fig. 4. The model scheme 
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In order to reflect the situation of whole city, results are expanded in according to sampling proportion of each
zone. The Fig 5 and Fig 6 show the simulation results of all age
locations. From the graph, we can see the simulation results have the same trend as surveyed. As for destination 
choice for shopping, zone 2, 4, 5, 8 and 15 are more attractive. Besides, people prefer to go to zone 1, 4, 5, 8, 15
and 22 for various leisure activities. As for related coefficient, when it comes to shopping activity, it is 0.93, and 
when it comes to recreation, the value is 0.92. 
Fig. 6. Choice of recreation activity locations
Fig. 5. Choice of shopping activity locations
1207 Haoyang Ding et al. /  Procedia - Social and Behavioral Sciences  96 ( 2013 )  1198 – 1207 
5 Conclusions 
An agent based reinforcement learning algorithm is adopted in this paper to simulate the destination choice for 
shopping and recreation of Tongling city. Typical discretionary activity patterns are extracted first, and then 
rewards based on attraction degree of zone and travel time are evaluated. With the help of these rewards, 
destination choices of each agent are simulated according to their Q-value. Survey data are utilized throughout 
the whole process, including extraction of typical activity patterns, formation of agents and reward function. 
Therefore the simulation result has practical meanings and could be further utilized in transportation planning and 
management. For example, if a large shopping mall is opened in one zone, the shopping area of this zone must 
change with it. The method introduced in this paper can renew the attraction degree of whole zone and simulate 
destination choice for shopping again.     
The influence of attraction degree of zone and travel time may different to a person s decision. In the future, 
special surveys can be conducted to determine the weight between them. This would help specify an even more 
sound and correct model in the context of shopping and recreation destination choice. 
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