Abstract: The performance of multi-channel multi-hop ad hoc network is evaluated in the paper. The performances of multi-hop ad hoc network .with single -channel IEEE 802.11 MAC for different topologies are &en. The scaling laws of throughputs for large scale of ad hoc networks are presented. The theoretical guaranteed throughput bound for multi-channel systems for grid topology are proposed. The results will help to choose the proper parameters for multi-hop ad hoc network evaluations.
and the RTS threshold set at 256 bytes or none. We use the O P N E ' P 8.0.C for our simulation, with the ad hoc node model, as shown in Figure 1 , being based on the WLAN station model provided by the standard OPNET model. We add the routing and the relaying functions to the network layer (i.e., in the MAC interface module' (adhoc-mac-intf-mch) of Figure 1) .
To concentrate our evaluation on the effect of the MAC layer, we use a simple proactive shortest-path routing algorithm with fixed-overhead in the network layer. Thus, it is easy to estimate its effects on the overall network performance. To implement the proactive routing function, we add the SOP (Self-organizing Packet) generation module (Fig. 1) . The module generates SOPs periodically, with the period of a given constant plus a random fraction of the constant; i.e., 5 sec + x sec, where x is randomly chosen between 0 and 1.25 sec.) The random part is used for avoiding repeat collisions of the SOPS. The SOPs (Fig.2) contain the routing information to each destination, as known by the SOP's source.
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RT to determine the next relaying node (Nx node)) to the destination. The node then includes in packet header the next relying node as the current receiver (Rx Node). The data packet header is as shown Fig. 3 . From Fig. 5 , we see that the throughput becomes saturated at about 500 kbps; further increase in the new packet arrival rate will result in much smaller increase in the throughput. The difference (or packet loss rate) between the new-packet data rate and the throughput of the ,network increases exponentially beyond this saturation point. Note that the packet lost is a result of two mechanisms: the channel collision (when the number of retransmission of a packet reaches the limit, the packet will be discarded) and the MAC layer buffer overflow (when the buffer at MAC layer is full, the newly arrived packets will be discarded). Thus, to address the capacity of an ad hoc network, we define the throughput at some loss rate. More specifically, we define the guaranteed throughput as the throughput where the packet loss rate is less than 10%. where S is the throughput per node and N is the number of nodes in the multi-hop ad hoc network.. By using those results, we can estimate the throughput of a large scale of ad hoc network. For example, for 100-, 200-, and 300-node network with 2Mbps links, the guaranteed throughput per node without RTS/CTS for the grid topology is: 4.27kbps, 2.25kbps, and 1.44kbps, respectively.
IV. The Throughput of Multi-channel
Multi-hop Ad Hoc Networks In the commercial 2.4GHz and '5GHz ISM and in the U-NI1 frequency bands, there are a lot of channels available for use.
Thus use of multi-channels at the MAC layer is, in principle, possible. We need to verify that it is advantageous as well.
In this work, we assume a single, fixed bandwidth, and kequency-agile transceiver per node. Although each transceiver can operate on a single channel at any time, the transceivers can be tuned to different channels at different times. This kequency agility is the source of improvement of the multi-channel case, as it allows to reduce the transmission collisions and increase the overall throughput.
If we use the multiple channels in the network with fully connected topology, the maximum throughput per node will be 1.0 Mbps for channel operating at data rate of 2Mbps with halfduplex operation (neglecting the transmission overheard), assuming that each pair of nodes can communicate on a different channel if the number of channels is large enough.
In multiple channel networks, all nodes can dynamically share the multitude of channels. Each node will be allowed to use a channel, if no conflict exists with its one-hop and two-hop neighbors. To fmd the theoretical bound of throughput under multi-channel multi-hop environments, we assume the number of channels is large enough so that no channel conflict occurs. The theoretical bounds of multi-channel throughput (neglecting all overheads) for two selected topologies, linear and grid topologies are discussed next.
For the linear topology, assume that there N=2K nodes, Take the number of nodes as 100,200, and 300. Then the limits of the guaranteed throughputs per node are 40 kbps, 20 kbps, and 13.3 kbps, respectively. As compared with the single channel system, the theoretical maximum guaranteed throughput per node with multiple channels can be increased 9.23-9.36 times.
V. Conclusions
In this paper, the performances of multi-hop ad hoc networks are evaluated. In particular, the throughputs for different network sizes are given.
The scaling laws of the throughput for large ad hoc networks based on thP 802.1 1 MAC are presented. If the number of nodes in the network ranges from 100 to 300, the guaranteed sourcedestination throughputs per node for randomly distributed traffic model are 4.27-1.44 kbps with the ZMbps channel rate.
The theoretical guaranteed throughput bounds for multichannel ad hoc networks are proposed as well. If the number of nodes in the network ranges from 100 to 300, the guaranteed source-destination throughput limits per ,node with multiple channels for randomly distributed traffic model are 40-13.3 kbps with the ZMbps channel rate for grid topology -an increase of 9.23-9.36 times relative to the single channel case.
