We study the Brown-Peterson (co)homology of a product of two real projective spaces via the Landweber short exact sequence. The image of the tensor product is well understood. Our contribution is to understand those elements not in the tensor product and to show how they behave under maps. The results are partially extended to the case where one of the factors is replaced by a 2 e -torsion lens space.
Introduction
In [KWa, KWb] , the need for the Brown-Peterson cohomology (for p = 2) of a product of two real projective spaces arose. In particular, they needed to understand the elements not in the tensor product and how they behaved under maps.
Although quick computations with the Adams spectral sequence or the AtiyahHirzebruch spectral sequence suggest the answer, there seemed to be nothing explicit enough in the literature, but much of what we do is well known.
Unless A variety of comments are in order here. A 2-adic basis of a finite (graded) abelian group G is a set β ⊂ G such that every element of G can be written as a unique linear combination of the elements of β using only coefficients 0 and 1. In some cases 2-adic bases turn out to be closely related to bases of the graded object associated to a filtration of G for which this associated object happened to be a Z/(2)-vector space 1 . In our context, the standard example comes from the usual (unreduced) expression
The associated graded object A = {F a /F a+1 } a 0 with respect to the multiplicative decreasing filtration determined by F (x) = 1 becomes a Z/(2)-vector space if we only care about the reduced part of BP * (RP 2k ). The set of all classes b ∈ A F (b) , with b ranging over the first 2-adic basis in Theorem 1.1, is a Z/(2)-vector space basis of A. Considering 2-adic bases gives a clean way for avoiding dealing with group extension intricacies coming from the main relation 0 = 2x + a 1 x 2 + a 2 x 3 + · · · . This has an even more dramatic (but simplifying) effect when considering the tensor product
In fact, our description manages to avoid the hard analysis in [Dav84] of the latter group structure, and yet to come up with an answer useful for the geometric goals in [KWa, KWb] .
The first isomorphism in Theorem 1.1 is in fact functorial with respect to inclusions on the first smash-factor. However this is not quite true for the second isomorphism, as it is obtained from choosing explicit splittings of BP ∧ RP [KWa, KWb] . We actually go much further and look at the situation when one of the spaces is a 2 r lens space. Some of the hard work here was done long ago by Conner and Floyd in Chapter 8 of [CF64] where they computed the tensor product part of M SO * (B Z/(p) × B Z/(p)). They didn't have BP , and MU wasn't in common usage yet, so their work is at odd primes, but it shows the way.
There is more to this than just the tensor product. Peter Landweber set up a general short exact sequence in [Lan66] that gives, among other things,
when X is such that BP * (X) surjects to H * (X), in particular, when X is RP n or a lens space. Our main contribution to the above theorem is to make the Tor term explicit algebraically (there is no topology involved) and to show how it behaves under the map we describe. In particular, we show: [JW85] , where a lot of work similar to this is done, credit is given to Bob Stong for knowing the Tor term when both n and m are infinity in the homology case, so even this is not entirely new.
However, the applications in [KWa, KWb] are significant and are used to give new non-immersions of real projective spaces in fairly low dimensions. Since we could find nothing like the above theorem in the literature we felt it necessary to write this up to support the applications.
In the first part of Theorem 1.1, the two parts coming from the Landweber short exact sequence are even and odd degree so there can be no extension problems to consider. In the second part there could be, and when we look at the general case of RP 
Combined, this allows us to compute the BP cohomology of any such product. Since there is no v i torsion for i 2 we can really use this for any BP n * (−) for n > 0 and, of course, we can always get E(n)
In particular, what is used in [KWa, KWb] is the case of E(2). Since there is no v i torsion for i 2, we know that BP n * (−) injects to E(n) * (−), n > 1, for these spaces. BP homology computations can be done independently purely algebraically, mimicking the way they are done in cohomology, or, one can just use S-duality where
(for some large k). Our computations for cohomology are immediate for homology.
For BP * (RP 2n ) we have generators β i ∈ BP 2i−1 (RP 2n ) for 0 < i n. The basic facts for homology are collected as a theorem: 
The splittings associated with the 'integral' cells are a consequence of Don Davis's result from [Dav78] that proves they really do split off topologically when smashed with BP .
We can generalize these results to the case of L(e)
is the truncated lens space for 2 e (when e = 1 it is just the case RP a b we have already described).
a ) to distinguish it from our β i and let
. Some facts we'll need (let v 0 = 2): with some restrictions just as we did in the e = 1 case with one significant difference: we have lost our elegance when describing our Tor term. Consequently we bury our description in the section with the proofs. We will also describe why we need the extra bit in our inequality.
In order to prove this we rely on the result of G. Nakos [Nak85] , see also [Col85, Gon03] , that says that the annihilator ideal for the bottom class
The BP cohomology has been understood for a long time [Lan70] .
We also compute BP * (L(e) 2m ∧ RP 2 ). RP 2 is just the mod 2 Moore space, and when m 2 e , we get an annihilator ideal of (2, v 2 e −1 1 ). As n goes from 1 to m + e − 1, this annihilator ideal must grow from (2, v 2 e −1 1 ) to (2, v e 1 ). Things get quite complex in this range.
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Proofs of Theorems 1.1 and 1.2
We recall the formal group law for Brown-Peterson cohomology, x + F y and the corresponding 2-series (where v 0 = 2):
Note that this immediately implies that a 0 = 2 and a 1 = v 1 (for a general reference see [Wil80] ; we are using Araki's generators here [Ara73] ). The maps
give us a short exact sequence
In terms of unreduced cohomology, this corresponds to the short exact sequence of algebras
The Atiyah-Hirzebruch spectral sequence for BP * (RP ∞ ) collapses because it is even degree and the 2-series shows how to solve all the extension problems. The same is true for BP * (RP 2n ) and now we inherit, from CP ∞ and CP n ,
The Atiyah-Hirzebruch spectral sequence gives our 2-adic basis for BP * (RP 2n ) and we see that our relations are given by i 0 a i x j+i . (In homology they are given by i 0 a i β j−i .)
We can show how to reduce any element in the tensor product, BP
, with m n to the 2-adic basis of the Theorem 1.1. We need to filter the tensor product to make this easy. First we filter on the sum, i + j, for using the 2-series. All of the terms with a i , i > 1 will be of higher filtration, but we will be left with −2x i ⊗ x j−1 . We can now replace the 2x in 2xx i−1 using the 2-series, and all of our terms will be of higher filtration.
This shows that we can reduce all terms in the tensor product to the 2-adic basis in our first theorem. It does not prove they form a basis, though, so beware. The tensor product could be smaller than this until we prove otherwise. We have proven that this is the largest the tensor product could possibly be, though.
The Landweber short exact sequence applies to any X and Y where BP * (X) → H * (X) is surjective, or, in other words, the Atiyah-Hirzebruch spectral sequence collapses. In such a case there is a free BP * resolution:
To see much more of this type of thing, go to [CS69] .
The Landweber short exact sequence now comes from this resolution by tensoring with BP * (Y ). The tensor product is just the cokernel of
and the Tor term is the kernel.
For finite complexes, Spanier-Whitehead duality allows us to switch to cohomology (a Künneth Spectral Sequence argument can alternatively be used, observing that in either homology or cohomology, the factors we are interested in have homological dimension 1, so the whole spectral sequence collapses to the standard short exact sequence) and, in the case of RP 2m , we can write down the resolution explicitly. We let A 0 be free on generators
A 1 is free on c i , 0 < i m of degree 2i and the map ∂ :
Our Tor of interest is the kernel of:
We start by finding an injection
First we have to show this is well defined by showing that the relations go to zero:
Fix i + j = b and look at the coefficient of c b+k . We have
To see that this map is an injection, all we have to do is map to the quotient of A 1 ⊗ BP * (RP 2n ) obtained by setting all c i = 0 except for c m . This gives us a map
that takes Σ 2n x j to Σ 2m x n−m+j . This injects on the 2-adic basis. Our next step is to show our image is in the kernel. We have:
Again, fix i + k = b and find the coefficient of d b+j :
So far we have shown that the tensor product can be no bigger than Theorem 1.1 states and that the Tor term in Theorem 1.2 can be no smaller than what we have already found is in the kernel.
Each of the A i ⊗ BP * (RP 2n ) is a finite abelian 2-group. Furthermore, the i = 0 and 1 groups are isomorphic. Thus the kernel and the cokernel must be exactly the same size in each degree. Thus if the elements we have found so far in the kernel are exactly the same size as our proposed tensor product, then we are done because our tensor product cannot be smaller than what we already know is in the kernel. This is now just a simple counting argument. If m < n and we map RP 2n−2 to RP 2n , the map of
If we go
we see we have the same thing and this shows the second part of the naturality on Tor.
It is elementary that BP
, so the tensor product and Tor can be computed from this fact.
The only thing left to do is show that there can be no extension problems, i.e. that Landweber's short exact sequence splits. This problem is solved in BP homology using the result from [Dav78] that says
Since this splits topologically, there can be no algebra extensions. By S-duality the same is true for cohomology. It should be noted that the above splittings are proved in [Dav78] for spaces with only one integral cell, but having one at each end presents no serious problem: Davis' topological argument relies solely on knowing the surjectivity in BP -homology of the pinch map RP 2a+1 2b
→ S
2a+1 . But this is assured by the corresponding situation for
3. Proof of Theorem 1.5
To describe BP * (L(e) 2k ), we need to take the formal group sum of x e 2 e times to get
We need some facts about these elements:
. a s,e is divisible by 2 µ(s) , where
and s + 1 = 2 i b i is the 2-adic expression of s + 1.
All we need is the fact that 2 e−s+1 divides a s,e for 1 < s e + 1. Notice however that this is not the case for s ∈ {0, 1} : a 0,e = 2 e and, up to units, a 1,e = 2 e−1 v 1 (precisely, a 1,e = 2 e−1 (2 e − 1)v 1 ). With diagrams similar to those in the e = 1 case, we have
).
The Atiyah-Hirzebruch spectral sequence for BP * (L(e)) collapses because it is even degree and the 2 e -series shows how to solve all the extension problems. The same is true for BP * (L(e) 2n ). The Atiyah-Hirzebruch spectral sequence gives our 2-adic basis for BP * (L(e) 2k ) and we see that our relations are given by i 0 a i,e x j+i e . (In homology they are given by i 0 a i,e α j−i .)
It does not matter whether we work with homology or cohomology, as they are really equivalent. This time we will work with homology.
We begin with our Landweber short exact sequence just as before, but this time we resolve BP * (L(e) 2m ). As before, we take free A and the tensor product is the cokernel.
Computing this kernel and cokernel is significantly different from what was done before. We can't do it directly but need to set up a spectral sequence to help us do it. This is because we have no analogue to the explicit computation of the kernel that we had before.
We define a decreasing filtration on our short chain complex: For z = c or d:
A 2-adic basis for our spectral sequence is given as a free BP * /(2) module on generators z i ⊗ β j with 0 < i m and 0 < j n.
We compute the first differential using:
All terms with 2 in them can be eliminated by using the 2-series on the right hand factor. We see that the summand a s,e d i−s ⊗ β j has filtration
• at most 2(i − 1) + j − e + 1, when s = 1;
• at most 2(i − s) + j − e + s − 1, when 1 < s e + 1;
• at most 2(i − e − 2) + j, when s e + 2.
However, the leading-filtration term from the case s = 0 is given by v e 1 d i ⊗ β j−e , which has a larger filtration than that observed in any of the three cases above. We have thus proved: Proposition 3.2. For n > e, the first non-trivial differential in the spectral sequence under consideration is δ e (c i ⊗
Corollary 3.3. For any n > 0, the E e+1 term of our spectral sequence is described as follows:
1. In homological degree 1, it is a free BP * /(2)-module on generators c i ⊗ β j satisfying 0 < i m and 0 < j min{n, e}. Remark 3.5. The same description and proof work when m = 1, provided n > e. On the other hand, when n e, multiplication by 2 e is trivial on the BP -(co)homology of RP 2n , so that the considerations above Proposition 3.2 show that the first non-trivial differential δ t (if any) will hold for t > e. As an extreme case of this situation, we note that the whole spectral sequence collapses for m = 1 and n e. 
In homological degree 0, it is free over BP
Choose m minimal with cd r ⊗ β s non-zero. Of all the possible (r, s) pairs in this filtration, we choose the one with r + s maximal; i.e. with s maximal. Using the spectral sequence morphism κ r−1,s−1 , we can pull down (3) to a differential
From [Nak85, Col85, Gon03], we know that c must be zero in BP * /(2, v e 1 ) because the annihilator ideal of α 1 ⊗ β 1 cannot be bigger than (2, v e 1 ). We know that the only elements left that could have a differential are the c i ⊗ β j with 0 < j e and we know that the target must be some cd r ⊗ β s + · · · with n − e < s n and c = v e 1 a. Thus the degree of the target must be at least 2e + 2r − 1 + 2(n − e) + 1 = 2n + 2r. The degree of the source is at most 2i − 1 + 2e − 1. There can be no differential if the maximum possible degree of a potential source is less than the minimum possible degree of a potential target; i.e. i + e − 1 < n + r. Since i − r must be less than or equal to m − 1, this follows from m + e − 2 < n, which was our assumption.
The only thing left to do is show that there can be no tensor-Tor extension problems in a general product L(e) a b ∧ RP c d involving integral cells; i.e. that Landweber's short exact sequence splits. As in Section 2, this problem is solved in BP homology using the same techniques for lens spaces that [Dav78] uses for truncated projective spaces. The BP cohomology situation is handled using the fact that truncated lens spaces have S-duals just like the real projective spaces [Kob94, Lemma 2.2]. Of course we have plenty of unsolved extension problems anyway. where low stands for "lower filtration elements." This means that the only differential in the n = 1 homology version of the spectral sequence is given by c i ⊗ β 1 → v 2 e −1 1 d i−2 e +1 ⊗ β 1 . The tensor and Tor products in this case (n = 1) can now be read off from the resulting E ∞ term. For instance, when m < 2 e , ∂ = 0, so that tensor and Tor products are both isomorphic to A i ⊗ BP * (RP 2 ). However, when m 2 e , the Tor product has a BP * /(2) free 2-adic basis given by the elements c i ⊗ β 1 , for 0 < i < 2 e , whereas the tensor factor has a graded associated object generated by all d i ⊗ β 1 (0 < i m), free over BP * /(2) when m − 2 e + 1 < i m and over BP * /(2, v 2 e −1 1 ) when 0 < i m − 2 e + 1. In any case, since the bottom class α 1 ⊗ β 1 in the tensor product is the lowest possible filtration generator, we see that its BP * -annihilator ideal does not depend on whether we consider this class as an element in the actual tensor product or as an element in the associated graded E ∞ term. For instance, when m 2 e , this common annihilator ideal is generated by 2 and v 2 e −1 1 . As n increases from 1 to m + e − 1, the corresponding ideal increases to (2, v e 1 ), which is the (constant) annihilator ideal of α 1 ⊗ β 1 for all n m + e − 1. 
Two examples

