Abstract. This paper is concerned with the coupling of two models for the propagation of particles in scattering media. The first model is a linear transport equation of Boltzmann type posed in the phase space (position and velocity). It accurately describes the physics but is very expensive to solve. The second model is a diffusion equation posed in the physical space. It is only valid in areas of high scattering, weak absorption, and smooth physical coefficients, but its numerical solution is much cheaper than that of transport. We are interested in the case when the domain is diffusive everywhere except in some small areas, for instance non-scattering or oscillatory inclusions. We present a natural coupling of the two models that accounts for both the diffusive and non-diffusive regions. The interface separating the models is chosen so that the diffusive regime holds in its vicinity to avoid the calculation of boundary or interface layers. The coupled problem is analyzed theoretically and numerically. To simplify the presentation, the transport equation is written in the even parity form. Applications include, for instance, the treatment of clear or spatially inhomogeneous regions in near-infra-red spectroscopy, which is increasingly being used in medical imaging for monitoring certain properties of human tissues.
Introduction
Linear transport equations model the propagation of particles and of the energy density of high frequency waves in heterogeneous media. The particle description arises in physical phenomena such as the propagation of neutrons in nuclear reactor physics or electrons or photons in radiotherapy [17] . The wave description, leading to the theory of radiative transfer, models phenomena such as the propagation of electromagnetic waves in turbulent atmospheres and of shear waves generated by earthquakes in the earth's crust [14, 22, 28, 29] .
The transport equations are posed in the phase space (position and velocity) and consequently quite expensive to solve numerically. They are therefore often replaced by a diffusion equation. Diffusion is valid provided scattering is large and absorption weak. In many physically interesting situations, the diffusion approximation is Keywords and phrases. Linear transport, even parity formulation, diffusion approximation, domain decomposition, diffuse tomography.
valid in most of the domain, but not in some parts, where non-scattering inclusions are present, for instance. One way to deal with this issue is to generalize the diffusion model so that it also accounts for these inclusions [4, 8, 10] . A second more systematic way, the object of this paper, is to use the diffusion model where it is valid, use the transport model locally to treat the heterogeneities, and couple the two models using interface conditions at a judiciously chosen interface. A similar method based on the coupling of coarse and fine discretizations of transport has been studied in [7] . The coupling of transport and diffusion equations has also been considered in [30] , with different coupling conditions than the ones in this paper, and in [23] , where transport is solved by a Monte Carlo technique. Let us mention that the coupling of non-linear Boltzmann transport equations with their hydrodynamic limit (Euler equations) has also been addressed in the literature. We refer to [12, 24, 31] and their references.
The two main types of inclusions we consider are weakly diffusive inclusions and strongly absorbing inclusions, both being poorly captured by diffusion. An important application can be found in medical imaging through turbid media. Near-infra-red (NIR) spectroscopy, consisting of sending non-destructive NIR photons to probe a domain of interest, is increasingly being used for monitoring certain properties of human tissues [18, 21] . The presence of clear and absorbing inclusions hampers the use of the diffusion model. Another application is the simulation of accidental depressurizations that can occur in nuclear reactors [5] .
This paper deals with the steady state equations, although all results extend to the time dependent setting. The theory is based on the even parity formulation of transport [27] . This formulation is not as general as the classical first-order formulation of transport (see (1) below). However it admits a variational formulation that lends itself very naturally to the derivation of the diffusion approximation as an orthogonal projection for a suitable scalar product on the set of velocity-independent functions.
The paper is organized as follows. Section 1 recalls the derivation of the even parity formulation and presents the scaling that corresponds to the diffusion approximation. Section 2 is devoted to the derivation of the coupled problem, obtained by orthogonally projecting the transport solution on a set of functions that are velocity-independent only on some part of the domain. Convergence of the coupled problem and error estimates are given in Section 3. Section 4 deals with a relaxation iterative procedure, borrowed from the domain decomposition theory of elliptic equations, that allows us to numerically solve the coupled problem. Next, Section 5 presents the equivalent coupling between transport in its first-order formulation and diffusion. This is the coupled problem that is solved numerically. The numerical results are given in Section 6, where the efficiency of the coupled problem is shown in cases of strongly absorbing and weakly scattering inclusions.
Even parity formulation and diffusion scaling
The phase space particle density u(x, v) solves the following first-order linear transport equation
Here, Ω is the physical domain, a regular open bounded subdomain in R n where n = 2, 3 is the space dimension. The velocity domain is denoted by V , a closed bounded subdomain in R n . Typically, V is a finite union of spheres and/or coronas of various radii centered at v = 0, with a measure µ, the surface measure for spheres and the Lebesgue measure for coronas, normalized such that µ(V ) = 1. In this paper, we assume that V = S n−1 , the unit sphere in R n . Furthermore, we denote by Σ(x) = σ s (x)+σ a (x) the total absorption coefficient. It is the sum of the intrinsic absorption coefficient σ a (x) and the scattering coefficient σ s (x). The scattering operator is defined by
where
We only consider the isotropic case f ≡ 1 to simplify the presentation. The leading differential operator v · ∇ is not symmetric. This causes some difficulties in the theoretical analysis of the transport equation [16] . One way to symmetrize the transport problem is to have recourse to its even parity formulation [27] . Let us introduce the even and odd fluxes
Subtracting (1) at −v from (1) at v yields
Upon adding these same equations and replacing ψ − (x, v) by its expression in (4), we obtain
This procedure relies on the specific nature of the velocity space V , which must be symmetric, and of the scattering operator K, which must be isotropic. The even parity formulation can be derived for more complicated settings, but it is less general that the first-order transport equation [27] . The main feature of this formulation is that its leading differential term −v · ∇ 1 Σ v · ∇ is now symmetric. Indeed, upon multiplying (5) by the test function θ and integrating by parts, we recast (5) as
Here
where dσ(x) is the surface measure on ∂Ω. The bilinear form a(ψ, θ) is given by
This is deduced from the relation ψ(x, −v) = ψ(x, v). The two first terms in the definition of the bilinear form a are clearly symmetric. It is not difficult to convince oneself that the third term also is symmetric. We therefore have a symmetric bilinear form a, and its domain of definition is the Hilbert space V defined by
In this definition, it is also implicitly understood that
The space V is equipped with its natural norm · V . Assuming that the scattering coefficient σ s is uniformly bounded above and below by positive constants and that the absorption coefficient σ a is non-negative and bounded, we can show that the bilinear form a is continuous and coercive for the natural norm in V (this is easily obtained when σ a is uniformly positive, and requires a Poincaré-like inequality [3] when σ a is non-negative). We deduce from the Lax-Milgram theorem the existence of a unique solution to (6) 
The diffusion approximation holds when the medium is highly scattering and weakly absorbing. We introduce the small parameter ε, which measures the mean free path, the characteristic distance between two successive interactions of a particle with the underlying medium. High scattering is modeled by replacing σ s by σ sε /ε and weak absorption by replacing σ a by εσ aε . The coefficients σ sε and σ aε are allowed to depend on ε, but we impose that they converge strongly in the L ∞ sense. The source term q(x) is also replaced by εq ε (x) to obtain solutions of the transport equation that are bounded independent of ε. Upon replacing σ s and σ a by their scaled versions in (7) and dividing by ε, we define the scaled bilinear form
Here,
. This is the classical diffusion scaling. The derivation of boundary conditions for diffusion from inhomogeneous transport boundary conditions is involved and treated in the literature [11, 16] .
To concentrate on the transport-diffusion coupling, we assume in the coming sections that we have vanishing incoming boundary conditions: g = 0. The rescaled transport problem (6) then reads
Provided that q ε remains uniformly bounded in L 2 (Ω × V ), the transport problem (13) admits a unique and uniformly bounded solution in V.
Coupled problem
The diffusion regime is characterized by the asymptotic expansion
at least far away from boundaries. The physical reason is that particles scatter often with the underlying medium before being absorbed or leaving the domain. Consequently, they lose their initial directional information and quickly relax to the local equilibrium, which here means to be velocity independent. That the error is of order O(ε 2 ) can be read off from asymptotic expansions [6, 16] (see also Th. 3.2 below). We split the physical domain Ω into two subdomains Ω di and Ω tr . Their common boundary γ is supposed to be smooth, with possibly several connected components. We assume the diffusion regime to hold in Ω di but not necessarily in Ω tr . This forces ψ to be independent of v in Ω di , but not in Ω tr . On the other hand, the bilinear form a ε is symmetric in V. A natural choice for a coupled solution to be velocity independent in Ω di but not in Ω tr , is to project the solution ψ ε on the subsetV of V of functions independent of v on Ω di , parallel to the orthogonal subset W ε of V for the bilinear form a ε . More specifically, we definê
We check thatV is a closed subspace of V and define
Since a ε is coercive on V, we haveV
Let us introduce the orthogonal projection Π ε of V onV for the scalar product a ε (·, ·). We define the solution of the coupled problem ψ c ε as
where ψ ε is the solution to the transport problem (13) . By definition, ψ c ε solves the following problem
This problem does not quite look like a coupled transport-diffusion problem yet. Let us introduce
and let θ ∈ D(Ω di ) ⊂V be a test function. We obtain that
where n = 2, 3 is the space dimension), we obtain after integrations by parts that
in the weak sense. The diffusion coefficient is given by
It depends on ε, and behaves as (nσ sε ) −1 when ε → 0. Similarly, choosing now θ ∈ D(Ω tr × V ) (see [16] for a definition of this space), we obtain that
It remain to address the boundary conditions. We distinguish three parts of the boundary: ∂Ω∩∂Ω di , ∂Ω∩∂Ω tr , and γ, provided these sets are not empty. We then multiply (20) and (22) by test functions θ ∈V that do not vanish on only one of the three boundaries. Let us first consider ∂Ω ∩ ∂Ω di (assuming it is not empty). We remark that
For every test function θ vanishing on ∂Ω ∩ ∂Ω tr and γ, we have
This yields the classical boundary condition
We now turn our attention to ∂Ω ∩ ∂Ω tr (again assuming it is not empty). Following the same procedure, we get the following boundary conditions for the even form of the transport equation
Since ψ
, the condition is defined on the whole phase space boundary (∂Ω ∩ ∂Ω tr ) × V . It remains to address the interface conditions on γ. Proceeding as above, we obtain that
where ν γ (x) is the outward unit normal vector to Ω tr at x ∈ γ. Since ψ c ∈V, we also deduce that ψ 
We have shown that the above coupled problem is equivalent to (18) and thus admits a unique (weak) solution inV.
Convergence and error estimates
This section shows that the difference between the solution of the coupled problem (27) and that of the transport problem (13) tends to 0 as ε → 0. The main result is as follows (18) and the solution ψ ε to (13) converges to 0, in the sense that
Since the bilinear form a ε is uniformly coercive, this also implies that
Proof. Let us write ψ ε = ψ c ε + δψ ε . By definition of the projection operator Π ε , we have δψ ε ∈ W ε . For any test function θ ∈ V, we also write θ = θ +θ with θ ∈V andθ ∈ W ε . Such a decomposition is unique. Since a ε (ψ ε ,θ) = a ε (δψ ε ,θ), we deduce that
Upon choosingθ = δψ ε , we obtain that δψ ε is bounded in V independent of ε. Since V is a Hilbert space, the unit ball in V is compact for the weak topology and δψ ε converges, up to the extraction of subsequences, weakly to the function w ∈ V. Owing to the form of a ε in (10), the integral ε
2 is uniformly bounded. Hence, in the limit ε → 0, we have w = 0 on ∂Ω × V .
That δψ ε is bounded in V is not sufficient to obtain strong convergence of δψ ε to w in L 2 (Ω × V ). However, it is sufficient to obtain that its velocity average δψ ε converges strongly to w in L 2 (Ω). Here, we use an averaging lemma [20] . Also from (10), we deduce that
hence tends to 0 as ε → 0. Therefore, δψ ε , like its velocity average, converges to w. This implies that w = w on Ω, and thus w ∈V. As a consequence, we have
The latter is equivalent to
Since σ aε and Σ ε converge strongly to σ a and σ s in L ∞ (Ω), we now let ε → 0 in the above expression and get that
hence w = 0 on Ω by the Poincaré inequality since w = 0 on ∂Ω.
The above result of convergence is solely based on the convergence properties of the coefficients σ aε and σ sε and does not rely on any regularity of the coupled solution ψ c ε or of the exact solution ψ ε . A similar purely variational approach was used to deal with the homogenization of highly oscillatory coefficients [3] . Error estimates are more difficult to obtain with purely variational techniques, and usually rely on the regularity of the macroscopic solution (here the coupled solution ψ c ε ). We now present such an error estimate. Let us define the distribution ψ c 2 as the unique solution to
By integrations by parts, we check that ψ c 2 is given by
Notice therefore that the support of ψ c 2 is a subset of Ω di × V . Consider the following Ansatz
Since a ε (ψ ε , θ) = (q ε , θ), we obtain that
or equivalently
Choosing now θ = θ ε , we deduce from (10), (31), and the Cauchy-Schwarz inequality that
since ψ c 2 = 0 and supp(ψ When the external boundary is partially or totally treated with the diffusion approximation, the error is only of order ε ψ c 2 V , which is optimal. Indeed, the transport solution is not smooth in the vicinity of the boundary. Its description requires a boundary layer term, which is of order ε [16] and cannot be accounted for by the diffusive model.
The second effect of the transport-diffusion coupling is to obtain an error estimate that depends on the norm of a function whose support is spatially restricted to Ω di . As a consequence, an exact transport solution with large oscillations on Ω tr and small oscillations on Ω di will imply a smaller norm for ψ c 2 , whose support is restricted to Ω di , than if the whole problem were treated within the diffusion approximation.
We present these results as follows. 
Remark 3.3. In Theorems 3.1 and 3.2, the coupling interface γ is in the domain of validity of the diffusion approximation. This hypothesis is crucial, for the diffusion approximation does not hold in the vicinity of heterogeneities that violate the assumptions of weak absorption and strong scattering [11, 16] . The coupling interface must be a least a few mean free paths away from the heterogeneities in order for the coupling to be efficient. This will be verified numerically in Section 6.
Iterative scheme for the coupled problem
A natural method to solve (27) is to iteratively solve the transport problem in Ω tr × V and the diffusion problem in Ω di , and use the two interface conditions to transmit information across γ. This method is reminiscent of the relaxation procedure used to solve elliptic and hyperbolic/elliptic problems by domain decomposition in [26] and [19] .
To simplify, we assume that Ω tr is a connected smooth domain and that ∂Ω tr ∩ ∂Ω = ∅; i.e., Ω tr ⊂ Ω, and also set ε = 1. Following [26] and [19] , we introduce the following spaces
We also have that Φ = H 1/2 (γ). This allows us to define the lifting operators R tr φ and R di φ of φ ∈ Φ in Ω tr and Ω di , respectively, as
where the boundary-condition-free transport and diffusion bilinear forms are given by
We verify that the coupled problem (27) is equivalent to finding
where (·, ·) di is the usual scalar product on L 2 (Ω di ), (·, ·) tr is the usual scalar product on L 2 (Ω tr × V ), and γ 0 is the operator that maps functions in V 0 di to their trace on γ. We also denote by γ 0 the operator that maps functions in V to their trace on γ − . That this operator is well-posed follows from classical trace theorems [3, 13] . Note that the first problem in (39) is a Dirichlet type problem whereas the second one is a Neumann type problem.
Following [26] and [19] , we propose to solve the decomposed problem (39) using an iterative method based on successively solving problems on Ω tr and Ω di with relaxation conditions at the interface γ. 
where g k ∈ Φ is given by
Here, θ k is a relaxation parameter chosen to ensure and optimize the convergence of the iterative scheme. Consider the norms
The speed of convergence of (40) is then estimated in the following result. 
Proof. The proof of this theorem goes along the same lines as that of Lemma 3.1 and Theorems 3.1 and 3.2 in [26] . We only emphasize the main difference, related to the norms associated with the transport and diffusion lifting operators. Classical trace results in the physical space show the equivalence between the norm in
1/2 and in the phase space between | · | and the natural norm of L 2 (γ − , dξ) (see [3, 13] ). We therefore obtain that
satisfy σ < ∞ and τ = ∞. Following the proof of Theorem 3.1 in [26] , we propose
).
Moreover, the minimal value of κ is reached at θ opt = (σ 2 + 1) −1 and equals
This concludes our proof.
Coupling of transport in first-order formulation and diffusion
The even parity form of transport with its variational formulation lends itself naturally to the derivation of diffusion by orthogonal projection. However, most numerical solutions of transport involve the discretization of transport in its first-order formulation (1). Obviously, (1) and (5) are equivalent through (3) and (4) and
Let us assume that the transport model is used on Ω tr and the diffusion model on Ω di . The solution is denoted by U (x) on Ω di and by
, we deduce that (27) is equivalent to the following coupled problem
The boundary condition involving u(x, v) and u(x, −v) on γ − is not convenient in practice as most transport algorithms impose Dirichlet boundary conditions on u(x, v) on γ − . In the diffusive regime, the condition that the even parity transport ψ(
. Since the interface γ − is located in a diffusive area, we can replace the coupling condition in (46) on γ − by
while still retaining an accuracy of order ε 2 . The iterative scheme analyzed in the preceding section can then be used to solve the coupled problem (46) with the modification (47) on γ − . We still assume that Ω tr is inside Ω and set ε = 1 to simplify notation. We then obtain the following iterative scheme
This is the iterative used in the numerical simulations presented in the following section.
Numerical Simulations
This section presents numerical simulations that emphasize the ability of the coupled transport-diffusion model to capture strong local variations of the particle density. The space dimension is n = 2. The spatial domain is the unit square Ω = (0, 1) 2 and the velocity domain the unit circle V = S 1 . The "exact" transport solution, where Ω tr = Ω, is compared to the coupled solution of (48) and to the diffusion solution, where Ω di = Ω.
Discretizations
There exist numerous methods for the discretization of the transport equation (1) and the diffusion equation (20) . The transport equation is discretized here by using the Diamond Discretization (DD) method. The velocity variable is discretized by N a uniformly distributed points on the unit circle: (2i − 1)π/N a for i = 1, . . . , N y . In DD, the discrete solution is constant on each edge of the cells. Averaging (1) over each cell and imposing that the average of the upper and bottom edges be equal to the average of the left and right edges for each cell provides enough equations to uniquely solve the discrete transport equation; we refer to [25] for the details. The diffusion equation is also solved by using a second order accurate discretization based on the Q 1 finite element method. The discrete diffusion solution and the test functions are continuous and linear both in x and y on every cell of the discretization (see for instance [15] ). The codes have been written in Matlab and run on a PC (500 MHz Pentium III processor) with Linux environment. In all the numerical simulations presented in this paper, the number of discretization points is N x = N y = 160 and N a = 64. These figures are necessary to ensure the spatial convergence of the velocity averaged particle density, especially in the presence of weakly scattering regions. The relaxation parameter θ has been kept fixed and equal to 0.5. We refer to Section 4 and [26] for the details on the optimal choice of θ, which is not considered here.
The number of unknowns in the transport equation, of the order of N a × N x × N y is too large to allow for the construction of a matrix and its numerical inversion. This limitation is even more restrictive in three space dimensions, where the number of degrees of freedom is five. The most commonly used method is then an iterative method called source iteration method, which we now present for the continuous equation to simplify. Starting from u 0 = 0, we successively solve
The source iteration method is known to converge very slowly in the diffusive regime, when σ s /Σ is close to 1 and σ s is large compared to the diameter of Ω. The speed of convergence of the method is close to σ s /Σ and can require thousands of iterations before a satisfactory solution is obtained. The source iteration method does not capture the low frequencies, which are on the other hand very well described by the diffusion approximation. Source iteration methods are therefore almost always preconditioned by a diffusion solver. One major concern about this preconditioning is that the transport and diffusion discretizations must be consistent; see for instance [2] . When consistency is violated, spurious modes may appear for sufficiently large mesh sizes and render the whole iteration method unstable. We refer to the recent review article [1] for more details. Consistent diffusion discretizations however are often quite expensive. We have used here the Q 1 diffusion discretization as a preconditioner for the Diamond Discretization. Although theoretically not shown to be consistent, the acceleration has proved to be stable when Ω = Ω tr (full transport solution) both in the case of scattering and non-scattering domains. However, the acceleration technique was not stable when solving the coupled problem (48) iteratively. It has therefore been turned off in the calculations of the coupled solution.
Extrapolation Length
The results of Theorem 3.2 show that the solution of the coupled problem (46) is an approximation of the transport solution of order ε when ∂Ω ∩ ∂Ω di = ∅, which is the case we will consider shortly. The reason for this error of order ε and not ε 2 is that the diffusion approximation does not correctly capture the leakage of particles at the domain boundary. Nevertheless, although the transport solution genuinely depends on the velocity variable in the vicinity of the boundary, its average can be accounted for by a diffusion model provided that a careful boundary layer analysis is performed. We refer to [11, 16] for details on this analysis. The 
the diffusion extrapolation length in (46). We have L 2,di = π/4 and L 3,di = 2/3 in dimensions 2 and 3, respectively [9, 16] . The corrected extrapolation lengths obtained from the boundary layer analysis approximately equal
in dimensions 2 and 3, respectively [10, 16] . In all numerical simulations below, for which n = 2, the second equation in (46), and similarly the fourth equation in (48), are replaced by
Physical setting
The domain Ω is assumed to be highly scattering, σ s = 50, and weakly absorbing, σ a = 0.05, except in the inclusions.
We consider two settings. In the first setting, two strongly absorbing inclusions are located at Ω a = (0.4, 0.45) 2 ∪ (0.4, 0.45) × (0.55, 0.6) and characterized by σ a = 20 and σ s = 50. These coefficients may model the propagation of near infra red photons in a hematoma (whole blood), although the absorption coefficient has been voluntarily magnified to display the error made by using the diffusion approximation. A fictitious interface γ surrounds then both inclusions and separates the transport and diffusion domains Ω tr and Ω di ; see Figure 1 .
In the second setting, only one inclusion is strongly absorbing and scattering. It is located at Ω a = (0.4, 0.5) 2 and characterized by σ a = 20 and σ s = 50. A second inclusion is almost non-scattering and non-absorbing (void). It is located at Ω v = (0.5, 0.6) × (0.4, 0.6) and characterized by σ a = σ s = 0.05; see Figure 1 . These coefficients may correspond to those of near infra red photons propagating in cerebrospinal fluid within the ventricles at the center of the human head. These hematoma and ventricles are known to hamper the use of the diffusion approximation in diffusion tomography [21] . For both cases, the incoming distribution of particles in (1) 
We introduce the following relative error terms
Numerical results
Let us consider the first setting with two strongly absorbing inclusions. The diffusion model cannot capture the fast oscillations generated by the alternation of highly and weakly absorbing regions. The relative error e d is displayed in Figure 2 in the vicinity of the inclusions.
Let us first set Ω tr = Ω (v) in the transport model, is not well approximated by the coupled model, which is about as accurate as the diffusion model. The diffusion model does not capture the microscopic variations generated by the inclusions. However it does capture most of its macroscopic effects. The error in the currents at the upper edge made by the coupled problem is not related to the presence of the inclusion, but rather to the fact that most of the domain is treated within the diffusion approximation. This observation is confirmed by the L 2 -norm of the relative errors e c and e d . Table 1 shows that e c is one order of magnitude smaller than e d in the vicinity of the inclusions. Nevertheless, the global errors on the whole domain Ω are comparable for the coupled and diffusion models. As emphasized in Remark 3.3, the theoretical estimates of Theorem 3.2 hold when the coupling interface is well within the domain of validity of diffusion. Let us now consider the case Ω tr = Ω Here, the transport model is used only on the absorbing inclusions themselves and the space in between. The results of Table 1 are replaced by those of Table 2 . Notice that the norm of e c on Ω tr and its norm on Ω di are now comparable. There is still a gain in solving the heterogeneities in transport, but the improvement is less clear than when the boundary layer terms are also fully resolved. Practical calculations suggest that a layer of at least 2-5 mean free paths around the heterogeneities need be solved by transport to account for the boundary layer. The same calculations are now performed in the second setting. Unlike the case of absorbing inclusions, the diffusion model performs very poorly in the presence of weakly scattering inclusions. Weak scattering is tantamount to large diffusion coefficients, which have the effect of amplifying the dispersion of particles within the inclusion; see for instance [4, 8, 18, 21] . In addition, diffusion still cannot capture fast oscillations of the particle density. The relative error e d is displayed in Figure 4 in the vicinity of the inclusions. In addition to capturing local heterogeneities very poorly, the diffusion model underestimates the density of particles in the lower part of the weakly absorbing inclusion and overestimates it in its upper part. The reason is that by overestimating the dispersiveness of the inclusion, the diffusion model causes more particles to travel upwards than is physically correct.
We set Ω tr = (0.3, 0.7) 2 . Again, both inclusions are about 5 mean free path within the transport domain Ω tr so that the boundary layers are correctly resolved. Unlike the previous case, the weakly scattering inclusion is so poorly treated by the diffusion model that the impact can be seen in the whole domain Ω. The upper part of Figure 5 shows that, albeit not perfect, the current calculated with the coupled model has a much better fit to the transport current than the one with diffusion, even though most of the area of the coupled problem is still solved by diffusion. Notice in the right part of Figure 5 that local variations are perfectly reproduced by the coupled problem. In zones of large diffusion coefficient, the particle density is almost flat as particles entering this area are instantly diffused away. This is well displayed by the flat part of the diffusion calculation (dashed lines, 0.5 < x < 0.6).
All these observations are also confirmed by the L 2 -norm of the relative errors e c and e d . Table 3 shows that e c is not only two orders of magnitude smaller than e d in the vicinity of the inclusions but also significantly smaller in the whole domain. 
