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NEUMANN PROBLEM FOR A CLASS OF FULLY NONLINEAR
EQUATIONS
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Abstract. In this paper, we establish a priori estimates for a class of fully nonlin-
ear equations with Neumann boundary conditions. By the continuity method, we
have obtained the existence theorem for the Neumann problem.
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1. Introduction
In this paper, we consider a priori estimates for the following Neumann problem
for a class of fully nonlinear elliptic type equations,
(1.1)


σk(D
2u) + α(x)σk−1(D2u) =
k−2∑
l=0
αl(x)σl(D
2u) in Ω,
Dνu = ϕ(x, u) on ∂Ω.
Here Ω ⊂ Rn is a bounded domain with smooth boundary ∂Ω and D2u is the Hes-
sian matrix of the function u. ν is outer normal vector of ∂Ω. αl(x) > 0 with
l = 0, 1, · · · , k − 2 and α(x) are given smooth functions in Ω. σm(A) denotes the
m− th elementary symmetric function of an n× n symmetric matrix A given by
σm(A) = σm(λ(A)) =
∑
i1<i2<···<im
λi1λi2 · · ·λim ,
where λ(A) = (λ1, λ2, · · · , λn) denotes the eigenvalues of the matrix A for 1 ≤ m ≤ n
and σ0(A) = 1. Specially, it is the Hessian equation corresponds to the case that
α(x) = αl(x) ≡ 0. Let Γk be an open convex cone in R
n:
Γk = {λ = (λ1, · · · , λn) ∈ R
n|σ1(λ) > 0, · · · , σk(λ) > 0}.
This research was supported by funds from Hubei Provincial Department of Education Key
Projects D20171004, D20181003 and the National Natural Science Foundation of China No.11771396,
No.11971157.
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This kind of equations is motivated from the study of many important geomet-
ric problems. For example, the problem of prescribing convex combination of area
measures was proposed in [14]. Another important example is Fu-Yau equation aris-
ing from the study of the Hull-Strominger system in theoretical physics, which is an
equation that can be written as the linear combination of the first and the second
elementary symmetric functions in [4, 5].
A general notion of fully nonlinear elliptic equations was considered by Krylov in
[10]. He considered Dirichlet problem of following degenerate equations,
σk(D
2u) =
k−1∑
l=0
αl(x)σl(D
2u)
with αl(x) ≥ 0 for 0 ≤ l ≤ k − 1. And he observed that the natural admissible cone
to make equation elliptic is also the Γk, which is the same as the Hessian equations
case. Recently, Guan-Zhang in [6] don’t require the sign of α(x) and prove that the
admissible solution in the sense that λ(D2u) ∈ Γk−1. They also study the Dirichlet
problem of the corresponding degenerate equations as an extension of the equations
studied by Krylov. In this paper, we consider the Neumann boundary problem for
this kind of equations in [6], and we state our main theorems as follows.
Theorem 1.1. Let Ω ⊂ Rn be a C3 bounded domain. Suppose u ∈ C2(Ω¯)∩C3(Ω) with
λ(D2u) ∈ Γk is a solution to the Neumann boundary problem (1.1). Here |u| ≤ M0,
ϕ is given function defined on Ω¯× [−M0,M0], and |ϕ(x, u)|C3(Ω¯×[−M0,M0]) ≤ L1. Then
there exists a positive constant M1 depending on n, k, Ω, L1, M0, inf αl(x), α(x),
αl(x) such that
sup
Ω¯
|Du| ≤M1.
Theorem 1.2. Let Ω ⊂ Rn be a C4 bounded uniformly convex domain in Rn. Sup-
pose u ∈ C3(Ω¯) ∩ C4(Ω) is a solution to the Neumann boundary problem (1.1), with
λ(D2u) ∈ Γk. Here ϕ is given function defined on Ω¯ × [−M0,M0], |ϕ(x, u)|C3 ≤ L1.
Then there exists a positive constantM2 depending on n, k, Ω, inf αl(x), α(x), αl(x),
M0, M1, L1, such that
sup
Ω¯
|D2u| ≤M2.
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To guarantee the existence of the classical solution, it is necessary to assume the
structure condition:
(1.2) ϕz ≡
∂ϕ(x, z)
∂z
≤ −γ0 < 0.
Theorem 1.3. Let Ω be a C4 bounded uniformly convex domain in Rn and α(x) <
0, inf l αl > 0. Here ϕ is given function defined on Ω¯× [−M0,M0], |ϕ(x, u)|C3 ≤ L1,
and (1.2) holds. Then there exists a unique solution u ∈ C3,α(Ω¯) with λ(D2u) ∈ Γk
for the Neumann problem (1.1).
The Neumann or oblique problems of partial differential equations were widely
studied. Lions-Trudinger-Urbas in [12] treated the elliptic Neumann boundary prob-
lem for the equation of Monge-Ampe`re type by using the convexity of the domain
in the second order derivative estimates. Urbas [17] studied oblique boundary value
problems for Hessian equations in two dimension. For the two-dimensional curvature
equations, Urbas [18] which is a sequel to [17] studied nonlinear oblique boundary
value problems for curvature equations, and obtained the existence of smooth so-
lutions with certain strong structural hypotheses on the boundary condition. The
semilinear Neumann boundary is the special case and the two dimensionality played
a crucial role for the second derivative estimates in his paper. For Hessian equations
when 2 ≤ k ≤ n− 1, Trudinger [20] established the existence theorem in a ball.
Recently, Ma-Qiu [13] have proved the existence of a classical solution to a Neumann
boundary problem for Hessian equations in uniformly convex domain. Chen-Zhang [2]
obtain some important inequalities of Hessian quotient operators, and establish the
existence theorem. Jiang-Trudinger [7, 8, 9], studied the general oblique boundary
problem for augmented Hessian equations with some regular conditions and concavity
conditions.
The rest of this paper is organized as follows. In Section 2, we give some definitions
and important lemmas. In Section 3, we prove C0 and C1 estimates. In Section 4,
we shall derive global and boundary estimates for second order derivative of k-convex
solutions. In Section 5, we give the proof for the existence in some special case.
2. Preliminaries
In this section, we introduce some notations and key lemmas which will be used
later, and omit some details of the proof for lemmas. We refer the readers to see the
details in [2, 6].
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For the convenience of notations, we denote
(2.1) Gk(λ) =
σk
σk−1
(λ), Gl(λ) = −
σl
σk−1
(λ) for 0 ≤ l ≤ k − 2,
then by the equation (1.1), we denote
(2.2) G(D2u) := Gk(D
2u) +
k−2∑
l=0
αl(x)Gl(D
2u) = −α(x).
Lemma 2.1. If u is a C2(Ω) function with λ(D2u) ∈ Γk−1, then the operator
(2.3) G(λ(D2u)) :=
σk(λ(D
2u))
σk−1(λ(D2u))
−
k−2∑
l=0
αl(x)
σl(λ(D
2u))
σk−1(λ(D2u))
is elliptic and concave. (See the proof in [6])
At any x0 ∈ Ω, by differentiating equation (1.1) twice, we have,
(2.4) Giiuiip = (−α)p,
and
(2.5) Gij,rsuijpursp +G
iiuiipp = (−α)pp − 2
k−2∑
l=0
(αl)pG
ii
l uiip −
k−2∑
l=0
(αl)ppGl.
Moreover, by Lemma 2.1, the operator G is elliptic and concave in Γk−1 cone.
Lemma 2.2. If u is a C2(Ω) function with λ(D2u) ∈ Γk−1, then
(2.6)
n∑
i=1
Giiλi
=Gk −
k−2∑
l=0
(k − 1− l)αl(x)Gl
=− α(x) +
k−2∑
l=0
(k − l)αl(x)
σl
σk−1
.
Moreover, there is a positive constant L2 depending on n, k, ‖α‖C0, ‖αl‖C0, inf l αl
such that |
∑n
i=1G
iiλi| ≤ L2.
Proof. Since Gk is homogeneous of degree one and Gl is homogeneous of degree −(k−
1− l) for 0 ≤ l ≤ k−2, we can obtain the first equality in (2.6), then by the equation
in (1.1) we have the second equalities in (2.6). Next we need to bound |Giiλi| from
above.
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Recall that λ(D2u) ∈ Γk−1, and so we have either σk(λ) ≥ 0 or σk(λ) ≤ 0. If
σk(λ) ≤ 0, then we have
σl
σk−1
≤ α(x)
infl αl(x)
. So we are done. Next, if σk(λ) ≥ 0, we shall
discuss into two cases. We note that if there is a constant N such that
Case 1. If σk
σk−1
≤ N , then we get,
σl
σk−1
≤
1
inf l αl
(α(x) +
σk
σk−1
) ≤
1
inf l αl
(α(x) +N).
Case 2. If σk
σk−1
≥ N , i.e.
σk−1
σk
≤ 1
N
. Note that by the Newton-MacLaurin’s
inequality,
σl
σk−1
≤ C˜(
σk−1
σk
)k−1−l.
Thus
|
n∑
i=1
Giiλi| ≤ |α|+
k−2∑
l=0
C˜|αl|(k − l)(
1
N
)k−1−l.
Therefore, we have obtained |
∑n
i=1G
iiλi| ≤ L2. 
Lemma 2.3. If u is a C2(Ω) function with λ(D2u) ∈ Γk−1, then
(2.7)
n∑
i=1
Gii =
n− k + 1
k
+
k−2∑
l=0
αl{(n− k + 2)
σlσk−2
σ2k−1
− (n− l + 1)
σl−1σk−1
σ2k−1
}.
Moreover, there is a positive constant L3 depending on n, k, ‖α‖C0, ‖αl‖C0 and
infΩ αl(x), such that
∑n
i=1G
ii ≤ L3.
Proof. First, we get (2.7) by direct computation. Then we shall use the non-degenerate
assumption. Without loss of generality we may assume that αl ≥ cˆ0 > 0 to control
the leading term σl
σk−1
, when 0 ≤ l ≤ k − 2. Note that by equation (1.1),
σk + α(x)σk−1 ≥ αl(x)σl ≥ cˆ0σl.
Recall that λ(D2u) ∈ Γk−1, thus we have σk(D2u) ≥ 0 or σk(D2u) ≤ 0. If σk(D2u) ≤
0, then σl
σk−1
≤ |α(x)|
c0
. Next for σk(D
2u) ≥ 0, we can divide into two cases similar to
the proof in Lemma 2.2, then we obtain the upper bound for
∑n
i=1G
ii.

Lemma 2.4. If u is a smooth function with λ(D2u) ∈ Γk−1, then
n∑
i=1
Gii ≥
n− k + 1
k
+
k−2∑
l=0
C(n, k, l)αl(x)
σlσk−2
σ2k−1
.
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The exact calculation for Lemma 2.4 is in [6]. The following lemmas play an
important role in the proof of derivative estimates. The idea of the proof for these
lemmas comes from the paper in [2].
Lemma 2.5. Suppose λ = (λ1, λ2, · · · , λn) ∈ Γk, k ≥ 2, and λ1 < 0. Then we have
(2.8)
∂G
∂λ1
≥
n
k
1
(n− k + 2)2
n∑
i=1
∂G
∂λi
.
Proof. From the Lemma 2.5 in [2], we have
(2.9)
∂Gk
∂λ1
≥
n
k
1
(n− k + 1)2
n∑
i=1
∂Gk
∂λi
,
and
(2.10)
∂[
σk−1
σl
]
∂λ1
≥
n(k − 1− l)
(k − 1)(n− l)(n− k + 2)
n∑
i=1
∂[
σk−1
σl
]
∂λi
.
Thus
(2.11)
∂G
∂λ1
=
∂Gk
∂λ1
+
k−2∑
l=0
αl(x)
σ2l
σ2k−1
∂[
σk−1
σl
]
∂λ1
≥
n
k
1
(n− k + 1)2
n∑
i=1
∂Gk
∂λi
+
k−2∑
l=0
αl(x)
n(k − l − 1)
(n− l)(k − 1)(n− k + 2)
σ2l
σ2k−1
n∑
i=1
∂[σk−1
σl
]
∂λi
=
n
k
1
(n− k + 1)2
n∑
i=1
∂Gk
∂λi
+
k−2∑
l=0
αl(x)
n(k − l − 1)
(n− l)(k − 1)(n− k + 2)
n∑
i=1
∂Gl
∂λi
≥
n
k
1
(n− k + 2)2
n∑
i=1
[
∂Gk
∂λi
+
k−2∑
l=0
αl(x)
∂Gl
∂λi
]
=
n
k
1
(n− k + 2)2
n∑
i=1
∂G
∂λi
.

Lemma 2.6. Suppose λ = (λ1, λ2, · · · , λn) ∈ Γk, k ≥ 2, and λ2 ≥ · · · ≥ λn. If
λ1 > 0, λn < 0, λ1 ≥ δλ2, and −λn ≥ ǫλ1 for small positive constant δ and ǫ, then
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we have
(2.12) σm(λ|1) ≥ c1σm(λ), for m = 0, 1, · · · , k − 1,
where c1 = min{
ǫ2δ2
2(n−2)(n−1), ǫ2δ
4(n−1)
}. Moreover, we have
(2.13)
∂G
∂λ1
≥ c2
n∑
i=1
∂G
∂λ1
,
where c2 =
n
k
c21
(n−k+2)2 .
Proof. In the paper [2], inequality (2.12) has been proved. Here we omit the details
of the proof and just prove the (2.13) based on (2.12). We know from Lemma 2.6 in
[2],
(2.14)
∂Gk
∂λ1
≥
n
k
1
(n− k + 1)2
c21
n∑
i=1
∂Gk
∂λi
.
(2.15)
∂[σk−1
σl
]
∂λ1
≥
n(k − l − 1)c21
(n− l)(k − 1)(n− k + 2)
n∑
i=1
∂[σk−1
σl
]
∂λi
.
(2.16)
∂G
∂λ1
=
∂Gk
∂λ1
+
k−2∑
l=0
αl(x)
σ2l
σ2k−1
∂[σk−1
σl
]
∂λ1
≥
n
k
c21
(n− k + 1)2
n∑
i=1
∂Gk
∂λi
+
k−2∑
l=0
αl(x)
n(k − l − 1)c21
(n− l)(k − 1)(n− k + 2)
σ2l
σ2k−1
n∑
i=1
∂[
σk−1
σl
]
∂λi
≥
n
k
c21
(n− k + 1)2
n∑
i=1
∂Gk
∂λi
+
nc21
(k − 1)(n− k + 2)2
k−2∑
l=0
αl(x)
n∑
i=1
∂Gl
∂λi
≥
n
k
c21
(n− k + 2)2
n∑
i=1
[
∂Gk
∂λi
+
k−2∑
l=0
αl(x)
∂Gl
∂λi
]
=
n
k
c21
(n− k + 2)2
n∑
i=1
∂G
∂λi
.

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We set the distance function of Ω,
d(x) = dist(x, ∂Ω),
and
Ωµ = {x ∈ Ω : d(x) < µ}.
It is well known that there is a small positive constant 0 < µ ≤ 1 such that d(x) ∈
C4(Ω¯µ) when Ω is a C
4 domain. We have ν = −Dd in Ωµ. We denote
cij = δij − ν
iνj , Ωµ,
|D′u|2 =
∑
1≤i,j≤n
cijuiuj,
and
h(x) = −d(x) + d2(x).
We need the following lemma to prove boundary second order derivatives estimates
similar to the Lemma 4.4 in [2].
Lemma 2.7. If Ω is a C4 uniformly convex domain, and u ∈ C4(Ω) ∩ C2(Ω) is a
solution of equation (1.1), with λ(D2u) ∈ Γk. Then
(2.17)
∑
Gijhij ≥ c0(1 +
∑
Gii), in Ωµ,
where c0 is a positive constant depending only on n, k, Ω.
Proof. The distance function d is C4 in Ωµ for some constant µ ∈ (0,
1
10
) small. It
holds
(2.18) |Dd| = 1, in Ω¯µ; −Dd = ν, on ∂Ωµ.
For any x0 ∈ Ωµ, there is a y0 ∈ ∂Ω such that d(x0) = |x0 − y0|. We have
(2.19) −Dd(x0) = ν(y0) = (0, · · · , 0, 1);
(2.20) −D2d(x0) = diag{
κ1(y0)
1− κ1(y0)d(x0))
, · · · ,
κn−1(y0)
1− κn−1(y0)d(x0))
, 0},
where κ1(y0), · · · , κn−1(y0) are the principal curvature of ∂Ω at y0.
Since Ω is uniformly convex domain, then there exist two positive constants κmin <
1 and κmax depending only on Ω and µ such that
(2.21) κmindiag{1, · · · , 1, 0, · · · , 0} ≤ −D
2d(x0) ≤ κmaxdiag(1, · · · , 1, 0),
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in the principal coordinate system. Hence
(2.22) κmindiag{1, · · · , 1, 0, · · · , 0, 1} ≤ D
2h(x0) ≤ (1 + κmax)diag{1, · · · , 1, 1},
in the principal coordinate system. IfD2u(x0) is diagonal and denote λ = (λ1, · · · , λn)
with λi = uii. We also assume λ1 ≥ λ2 ≥ · · · ≥ λn. We know in [11] σk−1(λ|i) ≥
c(n, k)σk−1(λ) when i ≥ k, for some positive constant c(n, k) depending only on n, k.
From Lemma 4.4 in [2],
(2.23)
n∑
i=1
Giikhii ≥ κmin
n
k
1
(n− k + 1)2
c2(n, k)
n∑
i=1
∂Gk
∂λi
.
(2.24)
Giil hii =
n∑
i=1
σk−2(λ|i)σl(λ)− σk−1(λ)σl−1(λ|i)
σ2k−1(λ)
hii
=
n∑
i=1
σk−2(λ|i)σl(λ|i)− σl−1(λ|i)σk−1(λ|i)
σ2k−1(λ)
hii
≥
n∑
i=1
[1−
Ck−1n−1C
l−1
n−1
Ck−2n−1C
l
n−1
]
σk−2(λ|i)σl(λ|i)
σ2k−1(λ)
hii
≥ κmin[1−
Ck−1n−1C
l−1
n−1
Ck−2n−1C
l
n−1
]c(n, k)c(l, k)
σk−2(λ|k)σl(λ|k)
σ2k−1(λ)
≥ κmin[1−
Ck−1n−1C
l−1
n−1
Ck−2n−1C
l
n−1
]c(n, k)min
l
c(l, k)
1
n− k + 2
n∑
i=1
∂Gl
∂λi
= κminc(n, k)min
l
c(l, k)
n(k − l − 1)
(n− l)(k − 1)(n− k + 2)
n∑
i=1
∂Gl
∂λi
.
By Lemma 2.1, we can get
(2.25)
n∑
i=1
Giihii =
n∑
i=1
[Giikhii +
k−2∑
l=0
αl(x)G
ii
l hii]
≥
n
k
1
(n− k + 2)2
c(n, k)min{c(n, k),min
l
c(l, k)}
n∑
i=1
Gii.
Furthermore by Lemma 2.4, we can obtain (2.17). 
3. Maximum and Gradient estimates
3.1. Maximum estimates. For the completeness, we introduce a simple proof here
following the idea in [12].
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Theorem 3.1. Suppose Ω is a C1 bounded domain, and u ∈ C2(Ω) ∩ C1(Ω) is a
solution with λ(D2u) ∈ Γk−1 of equation (1.1). Then we have
(3.1) sup
Ω¯
|u| ≤M0,
where M0 depends on n, k, Ω, L1, ‖α‖C0, ‖αl‖C0, inf l αl, γ0.
Proof. Firstly, since u is subharmonic, the maximum of u is attained at some boundary
point x0 ∈ ∂Ω. Without loss of generality, we can assume u(x0) > 0. Then we get
(3.2)
0 ≤ Dνu(x0)
= ϕ(x0, u)
= ϕ(x0, u)− ϕ(x0, 0) + ϕ(x0, 0)
= ϕu(x0, ξ(x0))u(x0) + ϕ(x0, 0)
≤ −γ0u(x0) + ϕ(x0, 0).
Thus u(x0) ≤
|ϕ(x0,0)|
γ0
.
On the other hand, we assume 0 ∈ Ω and we know u− Aˆ|x|2 attains its minimum
at some boundary point x˜0 ∈ ∂Ω. In fact, by Lemma 2.2 and Lemma 2.4, we have
(3.3)
n∑
i=1
Gii[u− Aˆ|x|2]ii =
n∑
i=1
Giiuii − 2Aˆ
n∑
i=1
Gii
≤ L2 − 2Aˆ
n− k + 1
k
< 0,
by taking Aˆ big enough. Without loss of generality, we can assume u(x˜0) < 0. Then
(3.4)
0 ≥ Dν(u− Aˆ|x
2|)(x˜0)
= ϕ(x˜0, u(x˜0))− 2Aˆ · diam(Ω)
= ϕ(x˜0, u(x˜0))− ϕ(x˜0, 0) + ϕ(x˜0, 0)− 2Aˆ · diam(Ω)
= ϕu(x˜0, ξ(x˜0))u(x˜0) + ϕ(x˜0, 0)− 2Aˆ · diam(Ω)
≥ −γ0u(x˜0) + ϕ(x˜0, 0)− 2Aˆ · diam(Ω).
(3.5)
min
Ω¯
u ≥ min
Ω¯
(u− Aˆ|x|2)
= u(x˜0)− Aˆ|x˜0|
2
≥
ϕ(x˜0, 0)− 2Aˆ · diam(Ω)
γ0
− Aˆ · diam(Ω)2,
where the last inequality is attained according to (3.4). 
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3.2. Gradient estimates. In this subsection, we divide gradient estimates into two
parts. The first part is interior gradient estimates and the second part is near bound-
ary gradient estimates. To prove Theorem 1.1, we give interior gradient estimates in
Ω/Ωµ, and then we establish near boundary gradient estimates in Ωµ.
3.2.1. Interior gradient estimates. In this subsection we follow the idea in [3, 1] to
derive interior gradient estimates for admissible solutions of the following equation
(3.6) G(λ(D2u)) =
σk(λ(D
2u))
σk−1(λ(D2u))
−
k−2∑
l=0
αl(x)
σl(λ(D
2u))
σk−1(λ(D2u))
= −α(x).
Theorem 3.2. Let u ∈ C3(Ω)∩C2(Ω) is a solution of equation (3.6), with λ(D2u) ∈
Γk. And Ω = Br(0), α(x) ∈ C
1(Ω) and 0 < αl(x) ∈ C
1(Ω) with l = 0, 1, · · · , k − 2
are given functions in Ω. Then we have
|Du(0)| ≤ C,
where C depends on n, k, r, sup |u|, ‖α(x)‖C1(Ω), ‖αl(x)‖C1(Ω), inf l αl.
Proof. Let
W (x, ξ) = uξ(x)φ(u)ρ(x),
where ρ(x) = (1 − |x|
2
r2
)+, φ(u) = 1√
M−u and M = 4 sup |u|. Suppose W attains its
maximum at x = x0 and ξ = e1. Then at x0,
0 =Wi = u1iφρ+ u1uiφ
′ρ+ u1φρi,
i.e.
(3.7) u1i = −
u1
φρ
(uiφ
′ρ+ φρi),
0 ≥Wij = u1ijφρ+ u1uijφ
′ρ+ u1uiujφ
′′ρ+ u1φρij
+ (u1iuj + u1jui)φ
′ρ+ φ(u1jρi + u1iρj) + u1φ′(uiρj + ujρi).
By differentiating equation (3.6) we have
Gijuij1 = (−α)1.
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Then, we have
0 ≥GijWij = (−α)1φρ+ u1G
ijuijφ
′ρ+ u1Gijuiujφ′′ρ+ u1φGijρij
+ 2Giju1i(ujφ
′ρ+ φρj) + u1φ′Gij(uiρj + ujρi)
=(−α)1φρ+ u1G
ijuijφ
′ρ+Gijuiuj(φ′′ −
2φ′2
φ
)u1ρ+ u1φG
ijρij
− u1φ
′Gij(uiρj + ujρi)−
2u1φ
ρ
Gijρiρj .
By Lemma 2.2 we have
0 ≥ (−α)1φρM
5/2 +
1
16
ρG11u31 − φ
′ρL2u1 −
∑
Gii(
Cu1
r2
+
Cu21
r
+
Cu1
ρr2
),
where C is independent of r.
From Lemma 2.5 and Lemma 2.4 we have G11 ≥ n
k
1
(n−k+2)2
∑n
i=1G
ii ≥ n(n−k+1)
k2
1
(n−k+2)2 ,
the rest proof is similar to those in [3, 1], we omit the details here. 
3.2.2. Near boundary gradient estimates. In this subsection we follow the idea in [13]
to derive near boundary gradient estimates for problem 1.1.
Theorem 3.3. Let Ω ⊂ Rn be a C3 bounded domain, and ν is the outer unit normal
vector of ∂Ω. Suppose u ∈ C2(Ω¯) ∩ C3(Ω) is a solution with λ(D2u) ∈ Γk to the
boundary problems (1.1). Here |u| ≤M0, ϕ is given function defined on Ω¯×[−M0M0],
and |ϕ(x, u)|C3(Ω¯×[−M0,M0]) ≤ L1. Then there exists a small positive constant µ0 which
depends only on n, k, Ω, M0, L1, α(x), αl(x), inf l αl such that
sup
Ω¯µ0
|Du| ≤ C.
Proof. We consider the following test function,
H = log |Dw|2 + hˆ(u) + g(d),
where
(3.8) hˆ(u) = − log(1 + 4M0 − u);
(3.9) w(x) = u(x) + ϕ(x, u)d(x);
and
(3.10) g(d) = Ad(x),
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in which A large to be chosen later.
By (3.8),
− log(1 + 5M0) ≤ hˆ ≤ − log(1 + 3M0),
1
1 + 5M0
≤ hˆ′ ≤
1
1 + 3M0
,
1
(1 + 5M0)2
≤ hˆ′′ ≤
1
(1 + 3M0)2
.
By (3.9), we have
(3.11) wi = ui + (ϕi + ϕuui)d+ ϕdi.
If we assume that |Du| large enough and d small enough, it follows from (3.11) that
(3.12)
1
4
|Du| ≤ |Dw| ≤ 2|Du|.
We assume that H(x) attains its maximum at x0 ∈ Ω¯µ0 . Based on the position
of x0, we can divide the proof into three cases. The first case is x0 ∈ ∂Ω, we shall
use the Hopf Lemma to bound H(x0). The second case is x0 ∈ Ωµ0 , we shall use
the maximum principle to get the bound when µ0 is small enough. The last case is
x0 ∈ ∂Ωµ0 ∩ Ω, we shall use Theorem 3.2 to get the bound.
Case I. If the maximum of H is attained at x0 on the boundary ∂Ω. Here we don’t
need the equations for boundary estimates and only use the boundary condition, the
proof is similar to those in [13]. For completeness we contain its proof in this section.
By the Hopf Lemma at the maximum point we have
0 ≤ Hν =
|Dw|2iν
i
|Dw|2
− g′ + hˆ′uν .
Since wν = uν +Dνϕd− ϕ = 0, we have
(3.13)
|Dw|2iν
i
=cijmwiwjν
m + 2cijwimwjν
m + 2wνDmwνν
m
=cijmwiwjν
m + 2cij(uim +Dimϕd+Diϕdm +Dmϕdi + ϕdim)wjν
m
=cijmwiwjν
m + 2cijuiνwj − 2c
ijDiϕwj + 2c
ijDmϕν
mdiwj + 2c
ijϕdimwjν
m.
By the boundary condition, we have
cijujν + c
ijumDjν
m = cijDjϕ.
Then the second derivative of u can be replaced by the first derivative term.
|Dw|2iν
i ≤ C1|Dw|
2 + C2|Dw|.
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Therefore,
0 ≤ Hν ≤ −A + C1 +
C2
|Dw|
+
L1
1 + 3M0
≤ −
A
2
+
C2
|Dw|
.
So we have the upper bound of |Dw(x0)|, then we get the upper bound for H(x0).
Case II. If H attains its maximum in Ωµ0 , we take differentiating the auxiliary
function twice at x0,
(3.14) 0 = Hi =
2wkwki
|Dw|2
+ ADid+ hˆ
′ui,
(3.15) Hij =
2wkiwkj + 2wkwkij
|Dw|2
−
4wkwkiwmwmj
|Dw|4
+ ADijd+ hˆ
′′uiuj + hˆ′uij.
By the definition of w = u+ ϕd, we have
wij =uij + (ϕij + ϕujui + ϕuiuj + ϕuuuiuj + ϕuuij)d
+ ϕiDjd+ ϕjDid+ ϕuuiDjd+ ϕuujDid+ ϕDijd,
wijk =uijk + (ϕijk + ϕijuuk + ϕiukuj + ϕiuuukuj + ϕiuujk + ϕujkui
+ ϕuujukui + ϕujuik + ϕuukuiuj + ϕuuuuiujuk + ϕuuuikuj
+ ϕuuuiujk + ϕuuukuij + ϕukuij + ϕuuijk)d+ (ϕij + ϕiuuj
+ ϕujui + ϕuuuiuj + ϕuuij)Dkd+ (ϕik + ϕiuuk + ϕukui
+ ϕuuukui + ϕuuik)Dju+ (ϕjk + ϕjuuk + ϕukuj + ϕuuukuj
+ ϕuujk)Did+ (ϕi + ϕuui)Djkd+ (ϕj + ϕuuj)Dikd
+ (ϕk + ϕuuk)Dijd+ ϕDijkd.
(3.16)
(1+ϕud)uij −Cµ0|Du|
2−C|Du| −C ≤ wij ≤ (1+ϕud)uij+Cµ0|Du|
2+C|Du|+C.
Now we choose a coordinate at x0 such that |Dw| = w1 and (uij)2≤i,j≤n is diagonal.
Thus we have
(3.17)
u1 =
w1 − ϕ1d− ϕD1d
1 + ϕud
,
w11 = −
1
2
(AD1d+ hˆ
′u1)w1,
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and for 2 ≤ i ≤ n,
(3.18)
ui =
−ϕid− ϕDid
1 + ϕud
,
w1i = −
1
2
(ADid+ hˆ
′ui)w1.
By taking |Du(x0)| big enough such that for i ≥ 2, we have
(3.19) |ui| ≤
1
9n
|Du(x0)|,
hence by (3.12) and (3.19), we have
(3.20) u1 =
√√√√|Du|2 − n∑
i=2
u2i ≥
|Du|
2
≥
w1
4
.
Further, we can assume µ0 small and |w1(x0)| big enough such that at x0, we can get
the key fact
(3.21)
u11(x0) =
1
1 + ϕud
[−
1
2
(AD1d+ hˆ
′u1)w1 − (ϕ11 + 2ϕu1u1 + ϕuuu21)d
− 2ϕ1D1d− 2ϕuu1D1d− ϕD11d]
≤
−hˆ′w21
128
< 0.
At the same time, for i ≥ 2 we have
|u1i| =
1
1 + ϕud
[−
1
2
(ADid+ hˆ
′ui)w1 − (ϕ1i + ϕuiu1 + ϕu1ui)d]
− (ϕ1Did+ ϕiD1d+ ϕuu1Did+ ϕuuiD1d+ ϕD1id)
≤Cw21.
Then
(3.22)
0 ≥GijHij =
2Gijwkiwkj
|Dw|2
+
2Gijwkwkij
|Dw|2
−
4Gijwkwkiwmwmj
|Dw|4
+ AGijDijd+ hˆ
′′Gijuiuj + hˆ
′Gijuij
≥
2Gijw1ij
w1
−
2Gijw1iw1j
w21
+ AGijDijd+ hˆ
′′Gijuiuj + hˆ′Gijuij
≥
2Gijw1ij
w1
+Gij [(hˆ′′ −
1
2
hˆ′2)uiuj − Ahˆ′diuj + Adij −
1
2
Adidj ] + hˆ
′Gijuij.
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We know
(3.23)
Gij[(hˆ′′ −
1
2
hˆ′2)uiuj − Ahˆ′diuj + Adij −
1
2
Adidj]
≥
hˆ′2
2
[G11u21 − 2
n∑
i=2
|G1iu1ui|]−Ahˆ
′|Du|
n∑
i=1
Gii −AC
n∑
i=1
Gii
≥
hˆ′2
32
G11w21 − ACw1
n∑
i=1
Gii −AC
n∑
i=1
Gii,
(3.24)
2Gijw1ij
w1
=
2
w1
Gij{uij1 + (ϕij1 + ϕijuu1 + ϕiu1uj + ϕiuuu1uj + ϕiuuj1
+ ϕuj1ui + ϕuuju1ui + ϕujui1 + ϕuu1uiuj + ϕuuuuiuju1 + ϕuuui1uj
+ ϕuuuiuj1 + ϕuuu1uij + ϕu1uij + ϕuuij1)d+ (ϕij + ϕiuuj
+ ϕujui + ϕuuuiuj + ϕuuij)D1d+ (ϕi1 + ϕiuu1 + ϕu1ui
+ ϕuuu1ui + ϕuui1)Dju+ (ϕj1 + ϕjuu1 + ϕu1uj + ϕuuu1uj
+ ϕuuj1)Did+ (ϕi + ϕuui)Dj1d+ (ϕj + ϕuuj)Di1d
+ (ϕ1 + ϕuu1)Dijd+ ϕDij1d}
≥ −
C
w1
− Cw21µ0
n∑
i=1
Gii − Cw1
n∑
i=1
Gii.
By inserting (3.23) and (3.24) into (3.22), we have
(3.25)
0 ≥GijHij
≥
hˆ′2
32
G11w21 − ACw1
n∑
i=1
Gii −AC
n∑
i=1
Gii
− Cw21µ0
n∑
i=1
Gii − Cw1
n∑
i=1
Gii − hˆ′L2,
using Lemma 2.5, we have G11 ≥ n
k
1
(n−k+2)2
∑n
i=1G
ii, so we can obtain the bound of
w1(x0) by taking µ0 small enough. Furthermore we get the estimate of H(x0). 
4. Second derivatives estimates
In this section we give a priori estimates for the global and the boundary second
order derivatives following the idea of Lions-Trudinger-Urbas [12], Ma-Qiu [13].
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Theorem 4.1. Let Ω ⊂ Rn is a C4 uniformly convex domain, u ∈ C4(Ω) ∩C2(Ω) is
a solution of equation (1.1), with λ(D2u) ∈ Γk. Then we have
(4.1) sup
Ω¯
|D2u| ≤M2,
where M2 depends on n, k, Ω, α(x), αl(x), inf l αl, L1, M0 and M1.
Following the idea of Lions-Trudinger-Urbas [12], we divide the proof of Theorem
4.1 into two steps. For the first step, we reduce global second order derivatives
estimates to double normal second derivatives estimates on the boundary, then we
prove double normal second order derivatives estimates on the boundary.
4.1. Reduce global derivatives estimates to double normal second deriva-
tives estimates on the boundary.
Theorem 4.2. Let Ω ⊂ Rn is a C4 uniformly convex, u ∈ C4(Ω)∩C2(Ω) is a solution
of equation (1.1), with λ(D2u) ∈ Γk. Then we have
(4.2) sup
Ω
|D2u| ≤ C(1 + max
∂Ω
|uνν|),
where C depends on n, k, Ω, α(x), αl(x), inf l αl, L1, M0 and M1.
Proof. We assume 0 ∈ Ω, and consider the auxiliary function
(4.3) v(x, ξ) = uξξ − v
′(x, ξ) +K|x|2 + |Du|2,
where
v′(x, ξ) = 2(ξ · ν)ξ′(Dϕ− ulDνl) = alul + b,
where ξ′ = ξ − (ξ · ν)ν, al = 2(ξ · ν)(ξ′lϕz − ξ′iDiνl), and b = 2(ξ · ν)ξ′lϕxl. We have
vi = uξξi −Dia
lul − a
luli −Dib+ 2Kxi + 2ululi,
vij = uξξij −Dija
lul −Dia
lulj −Dja
luli − a
lulij −Dijb+ 2Kδij + 2uliulj + 2ululij.
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By (2.4) and (2.5), we have
(4.4)
Gijvij =G
ijuξξij −G
ijDija
lul − 2G
ijDia
lulj −G
ijalulij −G
ijDijb
+ 2KGijδij + 2G
ijuliulj + 2ulG
ijulij
=Gijuξξij −G
ijDija
lul − 2G
ijDia
lulj − a
l(−α)l −G
ijDijb
+ 2KGijδij + 2G
ijuliulj + 2ul(−α)l
=(−α)ξξ − 2
k−2∑
l=0
(αl)ξG
ii
l uiiξ −
k−2∑
l=0
(αl)ξξGl −G
ij,rsuijξursξ
−GijDija
lul − 2G
ijDia
lulj − a
l(−α)l −G
ijDijb
+ 2KGijδij + 2G
ijuliulj + 2ul(−α)l
≥− 2
k−2∑
l=0
(αl)ξG
ii
l uiiξ −
k−2∑
l=0
(αl)ξξGl −G
ij,rsuijξursξ − C(1 +
∑
Gii)
− 2GijDia
lulj −G
ijDijb+ 2KG
ijδij + 2G
ijuliulj.
Using the concavity of Gk =
σk
σk−1
, that is
Gij,rsk XijXrs ≤ 0, for any symmetric matrix (Xij) ∈ R
n×n,
we obtain
(4.5)
Gijvij ≥− C(1 +
∑
Gii)− 2GijDia
lulj −G
ijDijb+ 2KG
ijδij + 2G
ijuliulj
−
k−2∑
l=0
alG
ij,rs
l uijξursξ − 2
k−2∑
l=0
(αl)ξG
ii
l uiiξ −
k−2∑
l=0
(αl)ξξGl
≥− C(1 +
∑
Gii)−GijDia
lDiaj −G
ijuljuli + 2KG
ijδij + 2G
ijuliulj
−
k−2∑
l=0
alG
ij,rs
l uijξursξ − 2
k−2∑
l=0
(αl)ξG
ii
l uiiξ −
k−2∑
l=0
(αl)ξξGl
≥− C(1 +
∑
Gii) + 2KGijδij
−
k−2∑
l=0
alG
ij,rs
l uijξursξ − 2
k−2∑
l=0
(αl)ξG
ii
l uiiξ −
k−2∑
l=0
(αl)ξξGl
By Krylov in [10], the operator (σk−1
σl
)
1
k−1−l is concave for 0 ≤ l ≤ k − 2. It follows
that (− 1
Gl
)
1
k−1−l is a concave operator for l = 0, · · · , k− 2. As a consequence we have
−Gij,rsl uij1urs1 ≥ −(1 +
1
k − 1− l
)G−1l G
ij
l G
rs
l uij1urs1.
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Using this inequality we can use the estimate in [6]
(4.6) −
k−2∑
l=0
αlG
ij,rs
l uij1urs1 − 2
k−2∑
l=0
(αl)ξG
ii
l uiiξ ≥
k−2∑
l=0
(k − l − 1)
k − l
(αl)
2
ξ
αl
Gl.
Then
(4.7) Gijvij ≥ −C(1 +
∑
Gii) + 2KGijδij +
k−2∑
l=0
[
(k − l − 1)
k − l
(αl)
2
ξ
αl
− (αl)ξξ]Gl.
By Lemma 2.4, we shall discuss the term
∑k−2
l=0 [
(k−l−1)
k−l
(αl)
2
ξ
αξ
− (αl)ξξ]Gl into two cases.
Case 1. We note that if there is a constant N2 such that
σl
σk−1
≤ N2, l = 0, · · · , k − 2,
then we obtain
(4.8)
K
8
∑
Gii +
k−2∑
l=0
[
(k − l − 1)
k − l
(αl)
2
ξ
αl
− (αl)ξξ]Gl ≥
K
8
n− k + 1
k
−
CN2
inf αl
≥ 0,
when we take K big enough which is depending on inf αl.
Case 2. When σl
σk−1
> N2, using the same trick in [6], we obtain
σk−2
σk−1
≥ (
σl
σk−1
)
1
k−l−1 ≥ N
1
k−l−1
2 .
Then, we obtain
K
8
Gii +
k−2∑
l=0
[
(k − l − 1)
k − l
(αl)
2
ξ
αl
− (αl)11]Gl
≥
K
8
n− k + 1
k
+
k−2∑
l=0
KC(n, k, l)
8
αl(x)
σlσk−2
σ2k−1
+
k−2∑
l=0
[
(k − l − 1)
k − l
(αl)
2
ξ
αl
− (αl)ξξ]Gl
≥
k−2∑
l=0
[
KC(n, k, l) inf αl(x)
8
σk−2
σk−1
−
C
inf αl
]
σl
σk−1
≥
k−2∑
l=0
[
KC(n, k, l) inf αl(x)
8
N
1
k−l−1
2 −
C
inf αl
]
σl
σk−1
≥0,
by taking K big enough. Thus we have∑
Gijvij > 0.
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So v(x, ξ) attains its maximum on ∂Ω. We can assume maxΩ¯×Sn−1 attains at (x0, ξ0) ∈
∂Ω× Sn−1.
Case a. ξ0 is tangential to ∂Ω at x0. We shall take tangential derivative twice to
the boundary condition. We can obtain
(4.9)
uξξν =− 2ξ
pξiuliDpν
l − ulξ
pDipν
lξi + uνν
n∑
i=1
ξpDpν
iξi
−
n∑
i=1
ξpξiνjDpν
iDjϕ+ ϕuuξξ + ξ
pξiϕip + ϕuuu
2
ξ + 2uξξ
iϕiu
≤− 2ξpξiuliDpν
l + ϕuuξξ + C + C|uνν|.
If we assume ξ = e1, it is easy to get the bound for |u1i(x0)| ≤ C for i 6= 1 from the
maximum of v(x, ξ) in the ξ direction. We can find the detail in [13]. On the other
hand, by D1ν1 ≥ κmin > 0, we have
(4.10) uξξν ≤ −2κminuξξ + C(1 + |uνν|).
By the Hopf Lemma,
(4.11)
0 ≤ vν
= uξξν −Dνa
lul − a
lulν − bν + 2K(x · ν) + 2ululν
≤ −2κminuξξ + C(1 + |uνν |).
Therefore we have
(4.12) uξξ ≤ C(1 + |uνν(x0)|).
Case b. ξ0 is non-tangential to ∂Ω at x0. We write ξ = αˆτ + βˆν, where αˆ = ξ · τ ,
τ · ν = 0, |τ | = 1, βˆ = ξ · ν 6= 0 and αˆ2 + βˆ2 = 1,
(4.13) uξξ = αˆ
2uττ + βˆ
2uνν + 2αˆβˆuτν .
Then
(4.14) v(x0, ξ) = αˆ
2v(x0, τ) + βˆ
2v(x0, ν) ≤ αˆ
2v(x0, ξ) + βˆ
2v(x0, ν),
hence
(4.15) v(x0, ξ) ≤ v(x0, ν).
So we can reduce C2 boundary estimates to the pure normal case. 
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4.2. Lower estimates of double normal second derivatives on boundary.
Lemma 4.3. If Ω is a C4 uniformly convex domain, and u ∈ C4(Ω) ∩ C2(Ω) is a
solution of equation (1.1), with λ(D2u) ∈ Γk. Then
(4.16) min
∂Ω
uνν ≥ −C,
where C is a constant depending on n, k, Ω, M0, M1, L1, α(x), αl(x), inf l αl.
Proof. Without loss of generality, we can assume min∂Ω uνν < 0, otherwise we have
(4.16). Also if −min∂Ω uνν < max∂Ω uνν , that is max∂Ω |uνν| = max∂Ω uνν , we shall
deal this case in the next subsection. Thus we shall assume −min∂Ω uνν ≥ max∂Ω uνν ,
that is max∂Ω |uνν | = −min∂Ω uνν . Denote M = −min uνν > 0 and y¯0 ∈ ∂Ω such
that min∂Ω uνν = uνν(y¯0).
We take the test function
(4.17) P (x) = (1 + βd)[Du · (−Dd)− ϕ(x, u)] + (B +
1
2
M)h(x),
where β and B are positive constants to be chosen later.
On ∂Ω, P (x) = 0, and on ∂Ωµ/∂Ω, we have d = µ and
P (x) ≤ (1 + βµ)[|Du|+ |ϕ(x, u)|] + (B +
1
2
M)[−µ + µ2]
≤ 0,
since we take B big enough. So on ∂Ωµ, we have P ≤ 0.
Next to prove P attains its maximum only on ∂Ω by contradiction, we assume P
attains its maximum at some point x¯0 ∈ Ωµ. Rotating the coordinates D
2u(x¯0) is
diagonal. In the following, all the calculations are at x¯0. We have
(4.18)
0 =Pi(x¯0)
=βdi[−ujdj − ϕ(x, u)] + (1 + βd)[−(ujidj + ujdji)− ϕi − ϕuui]
+ (B +
1
2
M)hi
=βdi[−ujdj − ϕ(x, u)] + (1 + βd)[−(uiidi + ujdji)− ϕi − ϕuui]
+ (B +
1
2
M)hi
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and
(4.19)
0 ≥Pii(x¯0)
=βdii[−ujdj − ϕ(x, u)] + 2βdi[−(ujidj + ujdji)− ϕi − ϕuui]
+ (1 + βd)[−(ujiidj + 2ujidji + ujdjii)− (ϕii + 2ϕiuui + ϕuuu
2
i + ϕuuii)]
+ (B +
1
2
M)hii
=βdii[−ujdj − ϕ(x, u)] + 2βdi[−(uiidi + ujdji)− ϕi − ϕuui]
+ (1 + βd)[−(ujiidj + 2uiidii + ujdjii)− (ϕii + 2ϕiuui + ϕuuu
2
i + ϕuuii)]
+ (B +
1
2
M)hii
≥− 2βuiid
2
i + (1 + βd)[−(ujiidj + 2uiidii)− ϕuuii] + (B +
1
2
M)hii − C.
Hence by (2.4) and Lemma 2.2, we have
(4.20)
0 ≥GiiPii(x¯0)
≥− 2βGiiuiid
2
i + (1 + βd)[−G
iiujiidj − 2G
iiuiidii − ϕuG
iiuii]
+ (B +
1
2
M)Giihii − CG
ii
≥− 2βGiiuiid
2
i − 2(1 + βd)G
iiuiidii + [(B +
1
2
M)c0 − C](
∑
i
Gii + 1).
From (4.18), we have
(4.21) uii = −
1− 2d
1 + βd
(B +
1
2
M) +
β[−ujdj − ϕ(x, u)]
1 + βd
+
−ujdji − ϕi − ϕuui
di
.
Denote E = {i : βd2i <
1
n
, 1 ≤ i ≤ n} and F = {i : βd2i ≥
1
n
, 1 ≤ i ≤ n}. Let
β ≥ 1
µ
> 1, then
d2i <
1
n
=
1
n
|Dd|2, i ∈ E.
Thus we have
∑
i∈E d
2
i ≤ 1 = |Dd|
2 and F is not empty.
We choose B large such that for i ∈ F ,
(4.22)
β[−ujdj − ϕ(x, u)]
1 + βd
+
−ujdji − ϕi − ϕuui
di
≤
B
5
,
thus
(4.23) −
6B
5
−
M
2
≤ uii ≤ −
B +M
5
, for i ∈ F.
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There must be an i0 ∈ F such that
(4.24) d2i0 ≥
|Dd|2
n
=
1
n
.
By (4.20), we get
(4.25)
0 ≥GiiPii(x¯0)
≥− 2β
∑
i∈F
Giiuiid
2
i − 2β
∑
i∈E
Giiuiid
2
i − 2(1 + βd)
∑
uii<0
Giiuiidii
+ [(B +
1
2
M)c0 − C](
∑
i
Gii + 1)
≥− 2β
∑
i∈F
Giiuiid
2
i − 2β
∑
i∈E
Giiuiid
2
i + 4κmax
∑
uii<0
Giiuii
+ [(B +
1
2
M)c0 − C](
∑
i
Gii + 1).
Direct calculations yield
(4.26) − 2β
∑
i∈F
Giiuiid
2
i ≥ −2βG
i0i0ui0i0d
2
i0
≥ −
2β
n
Gi0i0ui0i0,
and
(4.27)
−2β
∑
i∈E
Giiuiid
2
i ≥ −2β
∑
i∈E,uii>0
Giiuiid
2
i
≥ −
2
n
∑
i∈E,uii>0
Giiuii
≥ −
2
n
∑
uii>0
Giiuii
= −
2
n
[
∑
Giiuii −
∑
uii<0
Giiuii]
≥ −
2
n
L2 +
2
n
∑
uii<0
Giiuii,
where the last inequality is according to Lemma 2.2.
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Therefore, by the key Lemma 2.5 we have
(4.28)
0 ≥GiiPii(x¯0)
≥−
2β
n
Gi0i0ui0i0 + (
2
n
+ 4κmax)
∑
uii<0
Giiuii
+ [(B +
1
2
M)c0 − C](
∑
i
Gii + 1)
≥
2β
k
(
B +M
5
)
n∑
i=1
Gii + (
2
n
+ 4κmax)
∑
uii<0
Giiuii
≥
2β
k
(
B +M
5
)
n∑
i=1
Gii − (
2
n
+ 4κmax)C(1 +M)
n∑
i=1
Gii
>0,
by taking β big enough. This is a contradiction. So P attains its maximum only on
∂Ω.
Finally, we can get
(4.29)
0 ≤ Pν(x¯0)
= [uνν(x¯0)− ujdjν −Dνϕ(x, u)] + (B +
1
2
M)
≤ min
∂Ω
uνν + C + (B +
1
2
M)
hence (4.16) holds. 
4.3. Upper estimates of double normal second derivatives on boundary.
Lemma 4.4. If Ω is a C4 uniformly convex domain, and u ∈ C4(Ω) ∩ C2(Ω) is an
admissible solution of equation (1.1), with λ(D2u) ∈ Γk. Then
(4.30) max
∂Ω
uνν ≤ C,
where C is a constant depending on n, k, Ω, α(x), αl(x), inf l αl, L1, M0 and M1.
Proof. Without loss of generality, we can assume max∂Ω uνν > 0, otherwise we have
(4.16). Also if −min∂Ω uνν > max∂Ω uνν, that is max∂Ω |uνν | = −min∂Ω uνν, by
Lemma 4.3, we have
max
∂Ω
uνν < −min
∂Ω
uνν < C.
Thus we shall assume −min∂Ω uνν ≤ max∂Ω uνν , that is max∂Ω |uνν| = max∂Ω uνν .
Denote M = maxuνν > 0 and zˆ0 ∈ ∂Ω such that max∂Ω uνν = uνν(zˆ0).
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We take the test function
(4.31) Pˆ (x) = (1 + βd)[Du · (−Dd)− ϕ(x, u)]− (B +
1
2
M)h(x),
where β and B are positive constants to be chosen later.
On ∂Ω, Pˆ (x) = 0, and on ∂Ωµ/∂Ω, we have d = µ and
Pˆ (x) ≥ −(1 + βµ)[|Du|+ |ϕ(x, u)|]− (B +
1
2
M)[−µ + µ2]
≥ 0,
since we take B big enough. So on ∂Ωµ, we have Pˆ ≥ 0.
Next to prove Pˆ attains its minimum only on ∂Ω by contradiction, we assume Pˆ
attains its minimum at some point xˆ0 ∈ Ωµ. Rotating the coordinates D
2u(xˆ0) is
diagonal. In the following, all the calculations are at xˆ0.
We have
(4.32)
0 =Pˆi(xˆ0)
=βdi[−ujdj − ϕ(x, u)] + (1 + βd)[−(ujidj + ujdji)− ϕi − ϕuui]
− (B +
1
2
M)hi
=βdi[−ujdj − ϕ(x, u)] + (1 + βd)[−(uiidi + ujdji)− ϕi − ϕuui]
− (B +
1
2
M)hi
and
(4.33)
0 ≤Pˆii(xˆ0)
=βdii[−ujdj − ϕ(x, u)] + 2βdi[−(ujidj + ujdji)− ϕi − ϕuui]
+ (1 + βd)[−(ujiidj + 2ujidji + ujdjii)− (ϕii + 2ϕiuui + ϕuuu
2
i + ϕuuii)]
− (B +
1
2
M)hii
=βdii[−ujdj − ϕ(x, u)] + 2βdi[−(uiidi + ujdji)− ϕi − ϕuui]
+ (1 + βd)[−(ujiidj + 2uiidii + ujdjii)− (ϕii + 2ϕiuui + ϕuuu
2
i + ϕuuii)]
− (B +
1
2
M)hii
≤− 2βuiid
2
i + (1 + βd)[−(ujiidj + 2uiidii)− ϕuuii]− (B +
1
2
M)hii + C.
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Hence by (2.4) and Lemma 2.2, we have
(4.34)
0 ≤GiiPˆii(xˆ0)
≤− 2βGiiuiid
2
i + (1 + βd)[−G
iiujiidj − 2G
iiuiidii − ϕuG
iiuii]
− (B +
1
2
M)Giihii + CG
ii
≤− 2βGiiuiid
2
i − 2(1 + βd)G
iiuiidii − [(B +
1
2
M)c0 − C](
∑
i
Gii + 1).
From (4.32), we have
(4.35) uii =
1− 2d
1 + βd
(B +
1
2
M) +
β[−ujdj − ϕ(x, u)]
1 + βd
+
−ujdji − ϕi − ϕuui
di
.
Denote E = {i : βd2i <
1
n
, 1 ≤ i ≤ n} and F = {i : βd2i ≥
1
n
, 1 ≤ i ≤ n}. Let
β ≥ 1
µ
> 1, then
d2i <
1
n
=
1
n
|Dd|2, i ∈ E.
Thus we have
∑
i∈E d
2
i ≤ 1 = |Dd|
2 and F is not empty. We choose B large such that
for i ∈ F ,
(4.36)
β[−ujdj − ϕ(x, u)]
1 + βd
+
−ujdji − ϕi − ϕuui
di
≤
B
5
,
thus
(4.37)
3B
5
+
2M
5
≤ uii ≤
6B
5
+
M
2
, for i ∈ F.
There must be an i0 ∈ F such that
(4.38) d2i0 ≥
|Dd|2
n
=
1
n
.
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By (4.34), we get
(4.39)
0 ≤GiiPˆii(xˆ0)
≤− 2β
∑
i∈F
Giiuiid
2
i − 2β
∑
i∈E
Giiuiid
2
i
− 2(1 + βd)
∑
uii>0
Giiuiidii − 2(1 + βd)
∑
uii<0
Giiuiidii
+ [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
≤− 2β
∑
i∈F
Giiuiid
2
i − 2β
∑
i∈E
Giiuiid
2
i + 4κmax
∑
uii>0
Giiuii
+ [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1).
Direct calculations yield
(4.40) − 2β
∑
i∈F
Giiuiid
2
i ≤ −2βG
i0i0ui0i0d
2
i0
≤ −
2β
n
Gi0i0ui0i0,
(4.41)
−2β
∑
i∈E
Giiuiid
2
i ≤ −2β
∑
i∈E,uii<0
Giiuiid
2
i
≤ −
2
n
∑
i∈E,uii<0
Giiuii
≤ −
2
n
∑
uii<0
Giiuii
= −
2
n
[
∑
Giiuii −
∑
uii>0
Giiuii]
≤
2
n
∑
uii>0
Giiuii +
2
n
L2,
where the last inequality is according to Lemma 2.2.
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Therefore,
(4.42)
0 ≤GiiPˆii(xˆ0)
≤−
2β
n
Gi0i0ui0i0 + (4κmax +
2
n
)
∑
uii>0
Giiuii
+ [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1).
We divide into three cases to prove the result. Without loss of generality, we can
assume that i0 = 1 ∈ F , and u22 ≥ · · · ≥ unn.
Case I. unn > 0.
In this case, we have by lemma 2.2
(4.43)
0 ≤GiiPˆii(xˆ0)
≤−
2β
n
Gi0i0ui0i0 + (4κmax +
2
n
)
∑
uii>0
Giiuii + [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
≤(4κmax +
2
n
)
n∑
i=1
Giiuii + [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
≤C + [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
<0,
by taking B large enough. This is a contradiction.
Case II. unn < 0 and −unn <
c0
10(4κmax+
2
n
)
u11.
(4.44)
(4κmax +
2
n
)
∑
uii>0
Giiuii
=(4κmax +
2
n
)[
n∑
i=1
Giiuii −
∑
uii<0
Giiuii]
≤(4κmax +
2
n
)[
n∑
i=1
Giiuii − unn
n∑
i=1
Gii]
≤C +
c0
10
u11
n∑
i=1
Gii
≤C +
c0
10
(
6B
5
+
M
2
)
n∑
i=1
Gii.
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Hence combining (4.42) and (4.44), we have
(4.45)
0 ≤GiiPˆii(xˆ0)
≤(4κmax +
2
n
)
∑
uii>0
Giiuii + [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
≤C +
c0
10
(
6B
5
+
M
2
)
n∑
i=1
Gii + [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
<0,
by taking B large enough. This is a contradiction.
Case III. unn < 0 and −unn ≥
c0
10(4κmax+
2
n
)
u11.
We have u11 ≥
3B
5
+ 2M
5
and u22 ≤ C(1 +M). So u11 ≥
2
5C
u22. Let δ =
2
5C
and
ǫ = c0
10(4κmax+
2
n
)
, by Lemma 2.6, we have
(4.46) G11 ≥ c2
n∑
i=1
Gii.
Hence from (4.42) and (4.46), we have
(4.47)
0 ≤GiiPˆii(xˆ0)
≤−
2β
n
G11u11 + (4κmax +
2
n
)
∑
uii>0
Giiuii + [−(B +
1
2
M)c0 + C](
∑
i
Gii + 1)
≤−
2β
n
c2(
3B
5
+
2M
5
)
n∑
i=1
Gii + (4κmax +
2
n
)C(1 +M)
n∑
i=1
Gii
<0,
by taking β big enough. This is a contradiction. So Pˆ attain its minimum only on
∂Ω. Finally, we can get
(4.48)
0 ≥ Pν(xˆ0)
= [uνν(xˆ0)− ujdjν −Dνϕ(x, u)]− (B +
1
2
M)
≥ max
∂Ω
uνν − C − (B +
1
2
M),
hence (4.30) holds. 
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5. Existence
In this section, we complete the proof of Theorem 1.3. Combining Theorem 3.1,
Theorem 1.1, and Theorem 1.2 with the global second order derivative Ho¨lder esti-
mates we get the estimates
(5.1) ‖u‖C2,β ≤ C,
for a solution with λ(D2u) ∈ Γk, and α < 0, where C and β depending on n, k, Ω,
|u|C2(Ω¯), ϕ, α(x), αl(x), inf αl(x). Then applying the continuity method we complete
the proof of Theorem 1.3.
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