We investigate the properties of two standard energy estimators used in path-integral Monte Carlo simulations. By disentangling the variance of the estimators and their autocorrelation times we analyse the dependence of the performance on the update algorithm and present a detailed comparison of refined update schemes such as multigrid and staging techniques. We show that a proper combination of the two estimators leads to a further reduction of the statistical error of the estimated energy with respect to the better of the two without extra cost.
Introduction
A detailed understanding of the statistical properties of many-particle quantum systems is among the most challenging objectives in condensed matter physics and physical chemistry. Apart from a few simple model systems, analytical approaches can usually only provide an approximative description whose accuracy is difficult to control inherently. Computer simulations, on the other hand, in principle yield exact results even for complicated systems such as, for example, non-linear quantum chains or quantum crystals. A combination of the two complementary approaches may thus result in valuable insights into the physics of quantum systems.
While in principle an exact method, the difficulty of computer simulations is to actually achieve the desired accuracy in practice. For path-integral Monte Carlo (PIMC) methods, which we shall consider in this paper, the draw-backs are well known.
1 Being a stochastic method, all results are subject to statistical errors which, in principle, can be made as small as desired by increasing the simulation time. The necessary discretization of the path integral, however, requires an extrapolation to the continuum limit where standard local update algorithms exhibit a severe slowing down. By this one means that successively generated paths, or more generally, configurations of a many-particle system, are highly correlated in the Monte Carlo process. This effect greatly enhances the statistical errors of the measurements in a given computer time.
More precisely the statistical uncertainty for the mean value O = (1/N m ) Nm i=1 O i of an observable O = O measured in an importance sampling Monte Carlo process is given, in general, by the error estimate ∆O = σ
where σ
is the variance of the individual autocorrelated measurements O i at "time" i, τ int is the integrated autocorrelation time, and N m is the total number of measurements. As it appears, there are three ways to reduce the statistical error. The most obvious but most expensive one is to increase the number of measurements. Since, however, 1/ √ N m is a rather slowly decreasing function and, in the physically interesting continuum limit, it may happen that both the variance and the autocorrelation time diverge with some power of the discretization parameter, it is much more promising 1 to ask whether the statistical error may also be reduced by constructing an estimator for O with a smaller variance or by employing refined update algorithms with smaller autocorrelation times. As we shall see below, the latter two strategies are to some extent intertwined, a fact which calls for a careful analysis.
In this paper we will focus on energy estimation. It is well known that in path-integral Monte Carlo simulations the energy may be measured using two different estimators. One is derived by a straightforward differentiation of the partition function and will be called for the sake of brevity the "kinetic" estimator since it involves an explicit measurement of the kinetic part of the energy. 2 The other is based on the virial theorem for path integrals and will hence be referred to as the "virial" estimator. 3, 4 The "virial" estimator is often judged to be the "better" estimator because in the continuum limit its variance is much smaller than that of the "kinetic" estimator.
Early investigations of the "kinetic" and the "virial" estimators focussed on their variances. 4, 5 In the following years it was pointed out that a correct assessment of the accuracy also has to take into account the autocorrelations, and it was demonstrated that for a standard Metropolis simulation of the harmonic oscillator the allegedly less successful "kinetic" estimator gave smaller errors than the "virial" estimator. 6 In a further investigation 7 it was shown that conclusions about the accuracy also depend on the particular Monte Carlo update algorithm at hand since modifications of the update scheme such as inclusion of collective moves of the whole path affect the autocorrelations of the two estimators in a different way.
For a fair judgement of the performance of an estimator, one thus has to take into account both the variances and the associated autocorrelation times. In this paper we analyze this problem for the two standard estimators in combination with four different update algorithms, namely (1) the standard Metropolis algorithm, (2) the multigrid V-cycle, (3) the multigrid W-cycle, and (4) the staging algorithm. The Metropolis algorithm is based on local moves and exhibits severe slowing down in the continuum limit. 8, 9 The other three update algorithms employ non-local moves and therefore reduce (V-cycle) or even completely overcome (W-cycle, staging) the slowing-down problem. 9, 10 As our main result we will then demonstrate how the estimation of energy can be improved at practically no extra cost by taking a suitable linear combination of the two estimators. We shall see that the optimal combination has to take into account not only the variances of the two individual estimators but also their covariance, i.e., the cross-correlations between the two estimators.
The outline of the paper is as follows. In the next section we first recall the definition of the kinetic and virial estimators for the energy and discuss some of their basic properties. We then introduce the "combined" estimator and present a theoretical analysis of its properties. In Sec. 3 we define autocorrelation times and describe how our error analysis was performed. The various update algorithms are briefly summarized in Sec. 4 . The results of the numerical simulations are contained in Sec. 5, and in Sec. 6 we close with our conclusions and a few final remarks.
Energy estimators
For didactic reasons we shall illustrate the improved energy estimation for simple one-particle quantum systems governed by a Hamiltonian
where m is the mass of the particle and V (x) a potential to be specified below. Our theoretical considerations are, however, completely general and without any additional problems applicable to many-body quantum systems as well. When coupled to a heat-bath at inverse temperature β = 1/k B T , the canonical partition function is given in the operator representation by
where E n are the energy eigenvalues associated with (2) . The equivalent path-integral representation 12 we wish to simulate reads (h ≡ 1)
where Z (L) is the discretized path integral,
with ǫ = β/L being the usual discretization parameter. The trace in (3) implies periodic boundary conditions, i.e., in (5) we take x 0 = x L . For the potential V (x) we chose two characteristic shapes covering a wide range of physical phenomena. The first one is an anharmonic convex potential,
relevant for studying fluctuations around a unique minimum, and the second one is a double-well potential,
which exhibits tunneling phenomena.
The "kinetic" estimator
From the partition function (3) it is clear that the average energy is defined by
Since ∂/∂β = (1/L)∂/∂ǫ it is easy to see that we get, in the path-integral
and . . . now means expectation values with respect to the discretized path integral (5) , which are therefore also L-dependent. The term L/2β stems from the β-dependence of the measure. For the sake of brevity we will in the sequel refer to the energy estimator (9) as the kinetic estimator 2 of the energy identified by a subscript k since it involves an explicit measurement of
being the path-integral estimator of the kinetic part of the energy. Notice that the kinetic part is not given by
as one might have naively guessed, since for all reasonably well behaved potentials m v 2 k /2 = L/2β + O(1) diverges as L −→ ∞ (and β fixed as usual). For the proper definition, however, this piece is just needed to cancel the divergence coming from the measure.
Numerically it appears questionable, however, at first sight whether this estimator is very useful. The reason is that most of the signal of (x k −x k−1 ) 2 is used to cancel the explicit L/2β term. We would therefore expect that the variance of the "kinetic" estimator,
diverges linearly with L, and we would hence expect large statistical errors in the continuum limit of the path integral even for update algorithms which overcome the slowing down problem mentioned in the Introduction. This is what we indeed observed empirically; see the discussion in section 5 below. What we need is another estimatorT for the kinetic energy with the same mean, T = p 2 /2m , but smaller variance. In the statistical literature this would run under the label of a "variance reduced" estimator. One possible candidate is suggested by means of the path-integral version of the virial theorem.
The "virial" estimator
In operator language the virial theorem states that
where we have used the abbreviation V ′ (x) = dV /dx. From the above discussion one may guess that the path-integral analog should read
This relation indeed follows from the invariance of the partition function under a rescaling of the "field" x k . To show this, we start from eq. (5) and rescale the "field" x k −→ λx k , which gives
By choosing λ 2 ≡ ǫ/m the factor in front of the kinetic term becomes 1/2 and also the β-dependence of the measure vanishes. Differentiation with respect to β now only affects the potential energy term. Noting that ∂V (λx)/∂λ = x∂V (y)/∂y| y=λx , and rescaling variables back after differentiation, one readily arrives at U (L) = U v with the alternative "virial" estimator
From here we deduce the virial theorem (14) with the well-behaved kinetic energy estimator
The subscript v is a reminder of the fact that this energy estimator was derived using the virial theorem or, alternatively, that, in contrast to the "kinetic" estimator, it only refers to the potential V (x k ). An alternative derivation of this estimator which makes use of the very same rescaling invariance would again start by rescaling the "field" x k in the partition function (5) by
with respect to λ and putting λ = 1, one obtains in fact directly relation (14) . The virial estimator can also be derived in yet another way.
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Notice that using the (incorrect) estimator , applying the (correct) identity (operator formulation of the virial theorem),
, and identifying x k V ′ (x k ) one arrives (accidentally) at the same result, but the derivation is clearly dubious.
Discussion of the two estimators
As explained above, the variance of the measured energies is a property of the estimators we employ. Regarding the dependence on the discretization, we expect asymptotically for large L a linear divergence of the variance for the "kinetic" estimator whereas the variance should stay roughly constant for the "virial" estimator. We emphasize that this dependence is completely independent of the update algorithm.
For purposes of illustration we show in Fig. 1 the variance of the two estimators as a function of the number of variables L. Since the update algorithm only affects the autocorrelation times and is a priori irrelevant for the variance of the individual measurements we may choose data for any update algorithm. In Fig. 1 we have used the data obtained by the multigrid Figure 1 : Variance of the individual energy measurements using the "kinetic" and the "virial" estimators for the two potentials (6) and (7) at β = 10. While the variance of the virial estimator is roughly constant in the continuum limit L −→ ∞, the variance of the kinetic estimator asymptotically diverges as σ
2 .
W-cycle, cf. the discussion in sections 4.2 and 5.1 and Table 3 below. As expected, the measured variances for the virial estimator are indeed roughly constant for all values of L. Minor deviations from the asymptotic value of σ 2 v = 0.1348(12) (CP) resp. 0.3564(24) (DW) (cp. Table 3 ) are observed only for the coarsest discretization of L = 8.
The behaviour is clearly different for the kinetic energy estimator. We first observe that for both potentials the divergence turns indeed out to be linear for large enough values of L. The straight line in Fig. 1 is the expected asymptotic behaviour of σ 2 k → L/2β 2 , which in fact fits the data well for L = 256, 512, and 1024. In order to account for the discrepancies which are observed for smaller values of L, we looked at the first correction term for σ 2 k . A straightforward calculation shows that the variance (12) of the kinetic 7 estimator is given quite generally by
where C = −β 2 ∂U/∂β is the specific heat. Instead of evaluating C directly we first calculate the variance of the virial estimator,
which allows us to express σ
For the quartic potential V (x) = ω 2 x 2 /2 + gx 4 we then find
The expectation value on the right hand side can be expanded , resp. 5.391 (18) and 37.33 (19) for the double-well potential (DW, ω 2 = −1, g = 0.04). Numerically, we therefore find the correction terms to be a 0 = 2.3217 (CP) resp. 4.1500 (DW), and together with the asymptotic values of σ 2 v = 0.1348 (CP) resp. 0.3564 (DW) we finally arrive at σ 2 k − L/2β 2 = −0.09737 (CP) resp. −0.0586 (DW). As can be seen from Fig. 1 , taking into account this first correction does indeed reproduce the data down to at least L = 64. Clearly, for smaller values of L we would need to evaluate the higher-order coefficients a 1 , a 2 , etc., in order to reproduce the values for σ 2 k . In summary, we have illustrated the expected behaviour that the variances of the measurements are roughly independent from L for the virial estimator but diverge linearly for large values of L for the kinetic estimator. Before going on we finally remark that the two different energy estimators also entail two different estimators for the specific heat by virtue of the relation
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The "combined" estimator
In the Monte Carlo process we are measuring the energy using either the "kinetic" estimator (9) or the "virial" estimator (16) for the configurations {x j } i . This procedure yields the two mean values 
It is clear that any linear combination of the form
would also give the same expectation value, U c = U, as the individual estimators alone. The variance ∆ 2 c ≡ (∆U c ) 2 of the combined estimator U c would be given by
where 
Inserting this optimal α opt into eq. (23) one obtains an expression for the minimal variance of U c (α) which reads
where
is the correlation coefficient of U k and U v . If the two estimators were completely decorrelated, ρ = 0, the optimal combination of the two estimators would simply be the error weighted mean of the individual 9 estimators. If the variances ∆ 2 k and ∆ 2 v furthermore were equal, the error ∆ c would be reduced by a factor of √ 2, i.e., one would effectively gain a factor of 2 in the run time. If on the other hand the two variances were very much different we would not gain very much, since the less accurate estimator would hardly get any weight in (22) (i.e., α ≈ 0 or α ≈ 1).
The optimal combination of the two estimators involves, however, the covariance of the two estimators and therefore is in general not simply given as the error weighted mean of the individual estimators. In fact, erroneously ignoring the covariance of the two estimators might lead to the irritating result that the variance of the combined estimator is not even reduced with respect to the smaller one of the two individual estimators.
As it turns out, taking properly into account the covariance of the two estimators it may even happen that α > 1 or α < 0, and it may also happen that the error of the combined estimator is even more reduced than by the factor of √ 2, which might naively be expected to be an upper bound for the gain in accuracy.
For further discussion, let us assume without loss of generality that ∆ v ≤ ∆ k and let us introduce the ratio κ = ∆ v /∆ k ≤ 1. The optimal parameter α opt may then be expressed as
and the reduction of the error may be judged by looking at the quantity R ≡ ∆ 2 c,opt
which by definition satisfies 0 ≤ R ≤ 1. The smaller R, the greater the gain by using the combined estimator. For an overview of possible situations, we plot α opt and R as a function of the ratio κ and the correlation coefficient ρ in Figs. 2 and 3.
In Fig. 2 we first notice that for vanishing covariance, ρ = 0, the optimal interpolation parameter α opt is always in the range 0 ≤ α opt ≤ 1. For completely correlated data, ρ = 1, on the other hand, the optimal interpolation parameter is always negative, α opt = κ/(κ − 1) < 0.
Taking a look at the error reduction factor R in Fig. 3 we notice again, that for completely decorrelated data ρ = 0, nothing spectacular happens. The optimal interpolation parameter α opt as given in eq. (26) as a function of the ratio κ = ∆ v /∆ k and the correlation coefficient
The gain is best if the variances of the two estimators are equal, κ = 1, and there is no gain at all, if the smaller variance is negligible compared to the larger one, κ = 0. The situation is very different though for highly correlated data, ρ → 1. We first observe that in this case the gain can be much more profitable than the best gain of R = 0.5 for completely decorrelated data. Assuming, for example, a correlation of ρ = 0.9 and a ratio of κ = 0.5 we find that the reduction factor is R ≈ 0.21, i.e. the variance of the combined estimator is then roughly 5 times smaller than the smaller of the individual variances. It should be noted that for cross-correlated data there is in fact no limit to the gain in efficiency, and that, as a general rule, the gain is largest for two estimators which are highly correlated and have very different variances.
Notice that for ρ ≈ 0 the inverse gain factor R is a decreasing function of κ (highest gain for comparable variances), while for ρ ≈ 1 the situation is just reversed, i.e., R increases with κ (highest gain for very different variances). In order to illustrate the combination of the two estimators with actual 
simulation data (using data for the convex potential obtained by multigrid Wcycle updating), we show in Fig. 4 the relative statistical error as a function of the interpolation parameter α. In order to simulate the measurement of an arbitrary combination of the two estimators, the data points in Fig. 4 were obtained from a times series of an estimator U c (α) for arbitrary α which was generated from the time series of each of the individual measurements of U k and U v . The time series for U c (α) was then subsequently analysed for each α by the usual jackknife blocking procedure to obtain the error estimate (cf. section 3.2). The solid lines interpolating these data points, on the other hand, were computed using eq. (23) with the variances and covariance of U k and U v obtained by the jackknife method on the basis of 100 blocks. We see that the theoretically expected error (23) reproduces indeed the empirically measured errors for a linear combination of the two estimators at each measurement. We emphasize that the combination can hence always be done post simulation without any restriction, as long as the variances and the covariance of the two estimators have been measured (i.e., it is not necessary to store the complete time series of U k and U v which, in some applications, might cause disk-space problems).
The arrows indicate the locations of the optimal values of α computed according to eq. (24) . These values are also reported in Table 1 together with the correlation coefficient ρ and the measured energies using the optimal combination. We note that for the coarsest discretization of L = 8 we do indeed find a case where the optimal interpolation parameter α falls outside the usually expected range of [0, 1]. Unfortunately, in this application the theoretically possible error reduction for correlated estimators is not realized, and the physically interesting data are those for large L, where the correlation coefficient is only about ρ = 0.3 − 0.5. Very similar plots were obtained for the case of the double-well potential.
At this point it should be stressed that, in general, the question of how much the error can be reduced in the simulation of a particular problem at hand appears to be an empirical question. As a general lesson, we emphasize that the fact that two independent estimators are correlated does not necessarily mean bad news. The gain in efficiency crucially depends on both the correlation and the ratio of the individual variances. A further discussion will be given below in section 5.4.
Errors in the Monte Carlo process
In this paper we investigate both the variances and the autocorrelation times associated with different energy estimators. While the variance is a property of the partition function and the estimator alone, the autocorrelation time also depends on the update scheme and represents the relevant quantitative measure for the dynamics of the Monte Carlo process.
In general, the autocorrelation time τ is proportional to some power of the correlation length ξ of the system, τ ∝ ξ z , with a dynamical critical exponent z. For standard local update algorithms the exponent z is close to 2 as can be argued in a simple random walk picture. For spin systems or field theoretic models undergoing a second-order phase transition the correlation length diverges and as soon as ξ exceeds the linear size L of the lattice the autocorrelation times diverge like τ ∝ L z . In statistical mechanics and lattice field theory this problem is known under the name of critical slowing down.
In path-integral simulations a very similar problem occurs in the continuum limit ǫ → 0 with β fixed, or, equivalently, L → ∞. The reason for this slowing down is easily understood. The correlations x k x k+l only depend on β and on the gaps between the energy levels. Hence the correlation length ξ only depends on the physical parameters at hand, and consequently always diverges linearly with L if measured in units of the lattice spacing ǫ. Thus we expect that the autocorrelation time for path-integral simulations grows as
with a dynamical critical exponent z as well, and that for standard local algorithms z = 2. Note that in contrast to the infinite-volume limit in statistical mechanics, for path integrals also the Hamiltonian, i.e., the exponent in (5) changes its form in the limit L → ∞ which is a characteristic feature of path-integral simulations. As a consequence slowing down occurs in the continuum limit for any fixed β and any set of potential parameters.
Definition and measurement of autocorrelation times
Since the measurement of autocorrelation times will be of central concern in the remainder of this paper let us briefly recall the basic definitions.
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In general, if O i denotes the ith measurement of an observable O in the Monte Carlo process the (normalized) autocorrelation function A(j) is defined by
In Monte Carlo simulations we are always dealing with a finite number of measurements N m . Nevertheless, computing the variance for the mean O of measurements is straightforward and yields an error estimate of the form ∆O = 2τ int (N m ) σ 2 /N m , where N m is the number of measurements used to compute the mean value O. Here τ int (k) is an integrated autocorrelation time given by
The effective statistics is thus reduced to N eff = N m /2τ int (N m ). Or, in other words, to achieve a given error ∆O the run-time (i.e. the budget) has to be increased by a factor of 2τ int (N m ). For large j the autocorrelation function A(j) usually decays like an exponential
where τ exp denotes the exponential autocorrelation time and a is some constant. Since, in general, all these quantities depend on the observable under consideration we will indicate the relevant observable by an additional subscript unless it is clear from the context which observable is meant. Due to the usual exponential decay of the autocorrelation function A(j) and the large number of measurements N m in a Monte Carlo simulation, the factor 1 − j Nm in (30) accounting for the finite size of the statistical sample may in practical applications savely be neglected. In practice, one therefore usually computes the autocorrelation time by computing the sum in eq. (30) without the correction factor and by cutting it off self-consistently at some k max such that n cut τ int (k max ) ≈ k max << N m . Usually n cut is set equal to n cut = 6 or 8. As long as integrated and exponential autocorrelation times are roughly the same this method gives reliable estimates for τ int . If exponential and integrated autocorrelation times are very much different from each other this method tends to underestimate the integrated autocorrelation time. This typically happens when the faster decaying modes neglected in (31) are still important for relatively large time lags j.
A more reliable way of determining the autocorrelation times in this case is to rewrite the integrated autocorrelation time as
where τ int ≡ τ int (∞). A three-parameter fit of τ int (k) then gives both the integrated and the exponential autocorrelation times τ int and τ exp simultaneously, which is a further advantage of this method. In (15) . A determination of the integrated autocorrelation time via a self-consistent cutoff at 8τ int,v on the other hand yielded a value of τ int,v = 5.07(21) (cp. Table 3 ). Clearly all values are consistent within error bars.
Blocking and jackknife procedures
Another way of estimating the true error of the Monte Carlo simulation is to divide the N m measurements into n bl blocks of size N bl = N m /n bl and compute the averages for each block separately. The block averages are then again stochastic variables with the same mean but reduced autocorrelations. In fact, if the block length is appreciably larger than the integrated autocorrelation time for the observable under consideration (20τ int , say, would clearly be sufficient) than the block averages are (almost) uncorrelated and we can estimate the error of the observable from the variance of the block averages, ∆O = σ 2 O,bl /n bl . Since n bl should be at least around 20 to allow for a statistically meaningful estimation of σ 2 O,bl , the number of measurements per block is always much smaller than the total number of measurements, N bl ≪ N m . For observables that can be estimated only with so-called biased estimators this may result in severe systematic errors when N bl becomes too small.
It is therefore gratifying that bias-reduced and thus more accurate estimates of the errors can be achieved by using so-called jackknife blocking techniques. 21 The main difference is that here the block averages are taken over the whole run with only one block excluded. These jackknife block averages have consequently a much reduced variance σ 2 O,j−bl and the error estimate now reads ∆O = (n bl − 1)σ 2 O,j−bl /n bl , where the factor (n bl − 1) corrects for the trivial correlations between different jackknife blocks (because each measurement enters in all but one jackknife block -this has nothing to do with autocorrelations). It should be stressed that for unbiased estimators, such as arithmetic mean values, the blocking and jackknife blocking method give identical results. The advantages of jackknife blocking only show up for biased estimators, such as those for the specific heat or autocorrelation functions.
Using the blocking or jackknife blocking error estimate the integrated autocorrelation time for an observable O can then also be obtained by inverting the standard error formula as
where ∆O is the error measured in the blocking analysis and σ
is the variance of the single (unblocked) measurements. It should be stressed that this method of estimating the integrated autocorrelation time is only valid if the block length N bl is several times larger than the true integrated autocorrelation time. Otherwise τ int will be systematically underestimated. At the same time we want to have, of course, as many blocks as possible in order to reduce the statistical error on the error estimates. Since n bl N bl = N m is fixed for a given statistics, these are conflicting requirements. If the measurements are not too strongly correlated, a reasonable compromise is the Table 3 is τ int,v = 5.07(21).
Update algorithms
Before presenting our results in the next section, we will briefly review the update algorithms we have investigated, notably the multigrid method and the staging algorithm.
Local algorithms
The most extensively used algorithm for PIMC simulations still is the standard Metropolis algorithm. 22 As far as accuracy and efficiency are concerned it has the well-known serious drawback of local algorithms that in the continuum limit ǫ = β/L −→ 0 the autocorrelation times diverge quadratically with the grid size, τ ∝ L 2 , resulting in a severe slowing down of the Monte Carlo process, see the discussion in section 3. In spite of this drawback it is still widely used for its simplicity even though a lot of computer time might be saved by using more refined algorithms.
A local algorithm which does reduce slowing down to some extent is the hybrid overrelaxation method. 23 This algorithm mixes (deterministic) overrelaxed updates of the path with stochastic Metropolis sweeps. If the ratio of overrelaxed and Metropolis sweeps is chosen properly, i.e., in proportion to the spatial correlation length, this algorithm reduces slowing down to a linear divergence, 8, 24 τ ∝ L. More successful are non-local algorithms which will be briefly described in the next two subsections.
Multigrid method
The basic idea of the multigrid approach 25, 26 is to perform non-local updates of the variables by working on a set of successively coarser discretizations of the time axis ("grids") in order to take into account long wavelength fluctuations of the paths more efficiently. To this end one performs collective updates on different length scales by visiting various coarsened grids in a systematic order as extensively discussed in the context of partial differential equations. 26 The auxiliary variables on the coarsened grids are then interpolated back to the finer grids and eventually to the original grid using some specific interpolation scheme in a recursive manner. Equivalently, one may also view the multigrid approach from a unigrid point of view where the update on a coarsened grid corresponds to a simultaneous move of a group of adjacent variables on the original grid. Using the so-called piecewise constant interpolation scheme for example, this amounts, in the unigrid viewpoint, to proposing moves for blocks of 1, 2
27 Particular successful sequences of length scales 2 k are the so-called V-cycle with k = 0, 1, . . . , n − 1, n, n − 1, . . . , 1, 0, and the W-cycle whose graphical representation looks like the letter W (for n = 3, e.g., this is k = 0, 1, 2, 3, 2, 3, 2, 1, 2, 3, 2, 3, 2, 1, 0). 28 The update at level k thus consists in considering a common move ∆x for all 2 kd variables of one block, x k −→ x k + ∆x, i ∈ block, computing the associated energy change and applying the usual accept/reject criterion.
The multigrid approach thus has a number of parameters which may be adjusted to suit the problem at hand, notably the choice of the interpolation scheme, the block length, the recursion scheme (e.g. V-or W-cycle), the number of updates on each grid in going down the recursion scheme (presweeps) and in going up again (postsweeps), and the Metropolis parameters for the coarsened grid updates. In the Gaussian case it is known that by using the piecewise constant interpolation scheme the V-cycle leads to a linear divergence of autocorrelation times, τ ∝ L, while the more successful W-cycle beats slowing down completely, τ ∝ const.
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Let us finally emphasize that the multigrid method can easily be applied to general d-dimensional lattice field theories. In fact, it is in this context where the stochastic multigrid Monte Carlo formulation appeared first in the literature, 25 and only quite recently these ideas have been adapted to path-integral simulations. 
Staging algorithm
The basic idea of the staging algorithm 30 is to rewrite the discretized quantum statistical partition function (5) in such a way that a sequence of j adjacent variables can be updated one by one independently, i.e., by effectively removing the coupling between the variables. The coupling between variables stems from the kinetic term and, in the continuum limit, ǫ → 0, the kinetic term m/(2ǫ)(x k − x k−1 )
2 numerically starts to dominate over the potential energy term ǫV (x k ). The kinetic term for adjacent variables can, however, trivially be rewritten as
The variable x k+1 can thus be decoupled from its neighbours. The crucial observation for the staging algorithm is that this can be iterated as
with new variables x * k+j ≡ (x k + x k+j+1 )/(j + 1). A sequence of free particle propagators can thus be rewritten as
where renormalized masses m i ≡ i i−1 m have been introduced. Selecting the end points x k and x k+j+1 of some segment of the discretized path with j "beads" in between, one can thus perform a (recursive) change of variables x k+i → x * k+i , i = 1, . . . j, in the discretized partition function (5) . For the staging segment, this would eliminate the nearest neighbour coupling stemming from the kinetic energy. For the variables of the staging segment the partition function hence reduces to a collection of independent oscillators moving in an external potential which depends on the transformation of the variables. The staging variables may then be updated using Gaussian random variables u k ≡ x k − x * k with "masses" m i , and a Metropolis like acceptance rule for the external potential.
In contrast to the multigrid method the staging algorithm only allows for one single tunable parameter, the length j of the staging segment. The optimal choice of the staging parameter j depends on the observable of interest, its estimator and on the discretization. But since it is the greater mobility of the variables of the staging segment which reduces autocorrelation times the optimal staging length j opt scales with the correlation length along the path, i.e., it scales with the number of variables L in the discretized partition function. 10 For an appropriate choice of j opt the staging algorithm then completely reduces slowing down in the continuum limit, τ ∝ const. Thus, both the staging and multigrid W-cycle represent refined PIMC update schemes which beat the continuum slowing down. Elsewhere we have compared the two algorithm and discussed their mutual merit in more detail. 10 
Results

Simulation details
For each of the four update algorithms described above (Metropolis, multigrid V-and W-cycle, staging algorithm) we simulated the path integral (5) for grids of size L = 2 3 = 8 up to L = 2 10 = 1024 sites. In all our simulations the mass m was set equal to 1 and the inverse temperature was equal to β = 10. In our simulations we performed N m = 100 000 updates of the path after discarding 5 000 initial updates of the path for thermalization.
In the case of the Metropolis algorithm an "update of the path" here means n e sweeps over the full path with single-hit updates of each site with roughly 50% acceptance probability. In order to accurately assess autocorrelation times, the parameter n e was adjusted in such a way that the autocorrelation times in units of measurements were comparable for all grid sizes L. For the convex potential this could always be achieved by setting n e = 1, except for L = 256, 512, and 1024 where we had n e = 5, 20, and 80, respectively. For the double-well potential we started out with n e = 1, 1, 1, and 2 for L = 8, 16, 32, and 64. For the larger grid sizes, however, the autocorrelation times in units of single sweeps turned out to be so different for the two estimators that we actually performed two sets of simulations with different choices of n e (the combined estimator then obviously makes no sense). In the first set, focusing on the autocorrelation time for the kinetic estimator, we could still use n e = 1, except for the largest grid L = 1024 where we set n e = 6. In these runs the autocorrelation times for the virial estimator turned out to be far too big to be measurable on the larger grids. To satisfy our own curiosity and to measure autocorrelation times for the virial estimator as well, we therefore performed a second set of simulations with n e = 15, 60, 150, and 600 for L = 128, 256, 512, and 1024, respectively, even though this clearly requires employing CPU resources out of proportion. In the following, all autocorrelation times for the Metropolis algorithm will be given in units of single sweeps.
In the case of the multigrid algorithm an "update of the path" means a complete V-resp. W-cycle with n pre = 1 presweeps and n post = 0 postsweeps. On each grid we performed single-hit Metropolis updates with an acceptance rate of 40% − 60% which for the system at hand could be achieved with the same maximal step width on all grids.
In the case of the staging algorithm, an "update of the path" means int(L/(j − 1)) calls to the staging routine which moves j − 1 adjacent variables at each call. The choice of the staging length j is shown in Table 5 below. For the analysis of the combined estimator we used the same j as for the virial estimator. This will be discussed in more detail below in section 5.4. Notice that the above definition in general implies updates of less than L variables. We have therefore rescaled the actually measured autocorrelation times by a factor (int(L/(j − 1)))/(L/(j − 1)). This enables a direct comparison of the staging algorithm with the standard Metropolis algorithm. A comparison with the multigrid method has to take into account a constant factor for the V-cycle (which of course depends on the implementation but should theoretically be ≈ 2) and an extra factor of log L for the W-cycle.
After each update of the path we measured the internal energy using both the "kinetic" estimator (9) and the "virial" estimator (16). The time series of these measurements were then analysed by jackkniving the data on the basis of 100 blocks. Autocorrelation times were obtained by cutting τ int (k) self-consistently at k max = 8. The reported errors for the autocorrelation times were again obtained by jackkniving.
With these remarks in mind we emphasize that our data now allow for a precise and detailed comparison of the commonly used energy estimators taking into account the dynamics of different update schemes. Tables 1 and 2 show the measured energies for the convex potential (CP) and for the double-well potential (DW) using the "kinetic" estimator and the "virial" estimator as well as using the optimally combined estimator. For ease of comparison we also give for each energy measurement the rela-tive error in percent. In addition, for the combined estimator, we list the correlation coefficient ρ and the parameter α opt used for computing the combined estimator according to eq. (22) .
Results for the energy
Since in our simulations we saved the time series of the U k -and U vmeasurements, we were able to compute a posteriori time series of U c for any α which could then be analyzed in the same fashion as the (run-)time series for the "kinetic" and the "virial" estimator. The energy values and the jackknife errors reported in Tables 1 and 2 were thus obtained by analyzing the time series of the combined estimator U c (α opt ) for the optimal choice of α. From the discussion in section 2.4, in particular Fig. 4 , it should be clear that we could equally well have applied error propagation using the variances and the covariance of the two original estimators.
The analysis of a times series of U c has the advantage that, for a more detailed discussion, the variance of the individual measurement and the autocorrelation time of the combined estimator can be computed as well. In Tables 3 and 4 we list for each estimator the variance σ 2 k,v,c of the individual measurements as well as their integrated autocorrelation times τ int,k,v,c . As already mentioned, the reported errors for these quantities were obtained using jackknife blocking.
Looking at the energy values in Tables 1 and 2 , the first thing we notice is that all three estimators give indeed compatible energy estimates within error bounds and all estimates converge to the correct continuum energy of U = 0.80377 (CP) resp. −0.903965 (DW). These values can be easily obtained by numerical integration of the associated Schrödinger equation. For the convex potential this is basically the ground-state energy E 0 , since already the first excited state with E 1 = 2.736 is strongly suppressed at β = 10 and does not affect the significant digits of U. For the double-well potential the value of U was obtained by using E 0 = −0.913371, E 1 = −0.892348, E 2 = 0.029846, and E 3 = 0.37813.
One also recognizes a distinct finite-size dependence which on theoretical grounds should be proportional to L −2 . For the most accurate measurements in our simulations (using the combined estimator and the W-cycle) we find that only for L ≥ 256 (CP) resp. L ≥ 128 (DW) the discretization error is no longer relevant. We mention in passing that this systematic error may be reduced using the Takahashi-Imada scheme 31 based on higher-order Trotter decomposition. Since this modification only amounts to adding a local term to the potential energy this scheme is perfectly compatible with all update algorithms discussed here, and as far as the qualitative behaviour of statistical errors is concerned we do not expect any significant deviations from the conclusions drawn in this study.
Autocorrelation times and statistical efficiency
The integrated autocorrelation times for the two potentials and the four update algorithms collected in Tables 3 and 4 are plotted in Figs. 6(a) -(h) against L on a double-logarithmic scale. As discussed in section 2.3 and illustrated in Fig. 1 , the variance does not depend on the update algorithm but it strongly depends on the estimator. As we will see, the different dependencies of the variance and the autocorrelation times on the number of variables L combine in a peculiar way in the errors ∆ ≡ ∆U which are plotted in Figs. 7(a)-(h). Comparing the "kinetic" and the "virial" estimators, the combination often leads to a crossover for the final error. The error of the combined estimator is, however, always smaller than the better of the two estimators.
Metropolis algorithm: In Figs. 6(a) and (b) we observe for the autocorrelation time of the virial estimator the expected quadratic divergence. By fitting the power-law ansatz τ int = αL z to the data for the convex potential (CP) with L = 128, 256, 512, and 1024 we obtain indeed an exponent of z = 2.017(13). The autocorrelation times of the kinetic estimator in this case behave rather differently, and at first glance it may seem that they do not show the expected L 2 -divergence. It is clear, however, that the plotted fit with an "effective" exponent of z = 1.372(16) is not really justified since there is still distinct curvature for the last three data points (L = 256, 512, 1024). For the double-well potential the difference between the two estimators is even more pronounced. For the virial estimator we obtain in the range 64 ≤ L ≤ 1024 again an excellent fit with an exponent of z = 1.986(54), which is fully consistent with the expected value of two. For the data of the kinetic estimator in the same range the quality of the fit is greatly reduced and the "effective" exponent of z = 0.461(15) is again found to be much smaller. By successively discarding small values of L in the fit we observed a definite trend to larger values of z, but the available sizes of L are still much too small to see the truly asymptotic behaviour for the kinetic estimator.
We may, however, compare the autocorrelation times with those of the moments
i reported in an earlier investigation, 9 which are of the same order of magnitude. The same is true for the autocorrelation times of the correlations x k x k−1 which we have elsewhere found 24 for the convex potential to increase as 1.078 (14) (21) for lattices of size L = 8, 16, 32, 64, 128, and 256. Surprisingly enough, the autocorrelation times of the kinetic estimator are much smaller and start to diverge only much later. Recall that due to the periodic boundary conditions and translational invariance the kinetic estimator is a linear combination of m 2 , m 4 , and x k x k−1 . The particular combination, however, has a much smaller autocorrelation time.
As a consequence, contrary to previous expectations, for the Metropolis algorithm the kinetic estimator turns out to be much more accurate than the virial estimator for the parameters under consideration. This is clearly seen in Figs. 7(a) and (b) . Note, however, that this result depends crucially on the observed autocorrelation times in the range of L-values investigated here. If also for the kinetic estimator the autocorrelation times asymptotically diverge as τ int,k ∝ L 2 , then we should find for very large
, while the error for the virial estimator exhibits a weaker L-dependence of (∆U v ) 2 ∝ L 2 . Since modified update algorithms such as the staging algorithm and the multigrid W-cycle eliminate slowing down the virial estimator for these update schemes will asymptotically always be more favorable.
Multigrid V-cycle: The different behaviour of the autocorrelation times for the kinetic and virial estimators is also found, albeit less pronounced, for the V-cycle. Fitting our data for L = 256, 512, and 1024 in Figs. 6(c) and (d) we find for the virial estimator exponents of z = 0.959(54) (CP) and z = 0.808(42) (DW), supporting the expected value of z = 1. The corresponding exponents for the moments m 2 of z = 0.8356(92) (CP) and z = 0.715(27) (DW), obtained elsewhere 9 fitting data for L = 128, 256, and 512, are compatible with these values taking into account the fact that those data still showed some upward curvature and were hence conjectured to underestimate the asymptotic behaviour.
Again, however, the kinetic estimator has much smaller autocorrelation times. For L ≤ 1024 the fits give here effective exponents of z = 0.135 (18) (CP) and z = 0.078(23) (DW). Even though we can of course not exclude the possibility that the data again start to diverge much faster for larger values of L, our data do not show any tendency of upward curvature.
Taking into account the fact that also the variance for small values of L is much smaller for the kinetic estimator we find that, for small L, the actual errors for the kinetic estimator are much smaller as well. In Figs. 7(c) and (d) we see that with increasing L the difference decreases, and for L ≈ 50 both estimators would roughly yield the same error. For large values of L the virial estimator gets still better but for values in the range 256 ≤ L ≤ 1024 the errors for the two estimators seem to increase with roughly the same effective exponent.
Multigrid W-cycle: The W-cycle exhibits a considerably improved dynamical behaviour and the magnitude of the autocorrelation times shown in Figs. 6(e) and (f) is now greatly reduced to about unity. Notice that in contrast to all other update algorithms here the virial estimator has smaller autocorrelations than the kinetic estimator. In particular the divergence with increasing L is much weaker for both estimators. Only for the convex potential we still find a slight increase of the autocorrelation times for the virial estimator with an exponent of z = 0.1087(65), while the corresponding exponent for the kinetic estimator, z = 0.052(11), is compatible with zero. For the double-well potential both exponents (z = 0.040(63) for the virial and z = 0.028(12) for the kinetic estimator) are consistent with zero. Hence the continuum slowing down problem is solved for the W-cycle. Again these estimates are in good agreement with the corresponding exponents for the moments m 2 of z = 0.1043(29) (CP) and z = −0.015(11) (DW) obtained in our earlier investigation.
Since the autocorrelation times no longer diverge and since the behaviour of the variances does not depend on the update algorithm, we expect a crossover for the actual errors associated with the virial and the kinetic estimator. Such a crossover was already observed for the V-cycle in Figs. 7(c) and (d), but for the W-cycle in Figs. 7(e) and (f) it is much more pronounced. Basically this simply reflects the behaviour of the variances σ 2 v and σ 2 k shown in Fig. 1 , which exhibit a clear crossover around L = 64 for the convex and around L = 100 for the double-well potential, respectively. Since for large values of L the statistical errors of the virial estimator remain roughly con-stant, it here always outperforms the kinetic estimator whose errors increase due to the linear L-dependence of the variance.
Staging algorithm: From Figs. 6(g) and (h) it is obvious that also the staging algorithm eliminates slowing down. Notice that for the staging algorithm the virial estimator has larger autocorrelations than the kinetic estimator, while for the W-cycle it is just the other way around.
It should be kept in mind, however, that the staging algorithm requires the choice of an optimal staging length j opt . This problem was discussed elsewhere 10 for the virial estimator by explicitly looking at the autocorrelation times as a function of the staging length. It was shown that the optimal choice scales with the number of variables L, and that the corresponding optimal acceptance rates stay roughly constant for different L. Here we extend this discussion and list in Table 5 the values of j opt and the corresponding acceptance rates for both the virial and the kinetic estimator. We see that the rule of thumb of some fixed acceptance probability regardless of the estimators is rather misleading. In fact, while for the virial estimator the optimal value of j corresponds to an acceptance rate of about 55%, for the kinetic estimator the optimum is at about 85% − 90%.
It should be observed that for an optimal performance we had to use a different j opt for the two estimators, i.e., used data from different simulations. For the convex potential and the largest grid of L = 1024 the kinetic estimator had the lowest autocorrelation time of τ opt int,k = 1.097(21) (cp. Table  3 ) for a staging length of j opt = 56 with an acceptance rate of 90%. Measuring the energy, on the other hand, for j = 176 with an acceptance rate of 56%, as was best for the virial estimator, produced an autocorrelation time of τ int,k = 1.483(37). The virial estimator, on the other hand, had its lowest autocorrelation time of τ opt int,v = 2.48(56) for j opt = 176. Here the autocorrelation time is in fact more than doubled to a value of τ int,v = 4.53(17) if the optimal staging length j = 56 for the kinetic estimator was used. This is nothing but yet another example of the subtle interplay between update algorithm and energy estimator which calls for some care when one aims at optimizing the efficiency of PIMC simulations.
A bad choice of the staging length -if only properly scaled with L -only affects the absolute value of the autocorrelation times.
10 If the staging length increases linearly with L the corresponding autocorrelation times are roughly 29 constant and do not depend on L. This is confirmed by the data displayed in Figs. 6(g) and (h) where we plotted fits with exponents of z = 0.008(17) (CP) and z = −0.005(20) (DW) for the virial estimator, and with exponents of z = −0.012(13) (CP) and z = 0.005(12) (DW) for the kinetic estimator. All these exponents are fully consistent with zero and we conclude that the staging algorithm eliminates slowing down just as well as the multigrid Wcycle. Looking at the error of the energy estimation in Figs. 7(g) and (h) , which contains also the L-dependence of the variance, we hence observe the very same crossover as we did for the W-cycle.
The combined estimator
If the choice between the two estimators were exclusive, one would have to conclude that the best estimator would depend on details of the simulation. As discussed in section 2.4, however, one can always combine the two estimators and can hence always obtain errors which are even smaller than the value for the better of the two estimators. Looking at the errors displayed in Figs. 7(a)-(h) , one sees that for the convex potential the gain by combining the two estimators is best for very small values of L where α is outside the range [0, 1] (cp. Tables 1 and 2 ). Another situation where the combination appreciably reduces the error occurs, for both potentials, if the actual errors of the two estimators are of the same magnitude.
As was already suggested by Fig. 4 , for refined update algorithms and large values of L the optimal interpolation parameter is always close to 0 which reflects the fact that the virial estimator here always wins the race. For the Metropolis algorithm where no crossover occurs, the opposite is true. Here the optimal α for large L is close to 1. For medium values of L, in the crossover region for the V-and W-cycle and the staging algorithm, any values of α were obtained.
Let us take a look at the autocorrelation times for the combined estimator displayed in Figs. 6(a)-(h) . For the Metropolis algorithm the autocorrelation times (scaling effectively with exponents z = 1.413(21) (CP) and z = 0.469(51) (DW)) are close to but not necessarily smaller than those of the kinetic estimator. For the V-cycle the autocorrelation times of the combined estimator (z = 0.523(38) (CP) and z = 0.388(33) (DW)) are appreciably larger than those of the kinetic estimator but smaller than those of the virial estimator. For the W-cycle (z = 0.136(12) (CP) and z = 0.0110(88) (DW)) and for the staging algorithm (z = 0.021(17) (CP) and z = 0.042(17) (DW)) the situation is just reversed. Here the combined autocorrelation times behave qualitatively as the ones for the virial estimator.
Regardless whether the autocorrelation times of the combined estimator are close to the smaller ones of either of the original estimators it always yields errors which are slightly smaller. The gain is most pronounced for very small lattices and in the crossover region.
The best gain in the reduction of the error by combining the two estimators was obtained for L = 8 and the Metropolis algorithm where the error of the better estimator was in fact reduced by a factor of 2. For L = 64, the double well and the V-cycle the errors of 0.31 for the kinetic and 0.30 for the virial estimator were still reduced by a factor of 1.5 to an error of 0.21. Note that this reduction would be equivalent to a factor of more than 2 for the actual computer time needed to obtain the same reduction by better statistics for the individual estimators.
Unfortunately, for most cases the gain by combining the estimators is much smaller. Realistically one may expect a gain of, say, 10% in the final error by the combination which may seem moderate a gain. It should be kept in mind, however, that such a 10% gain in the error corresponds to something like a 20% reduction of the computer run time needed to achieve the same error by a simply increasing the statistics. And we emphasize again that the reduction gained by combination of the estimators may be obtained after the simulation completely without extra cost.
We finally observe that Fig. 7 (h) seems to contradict our claim that the combination of the two estimators always reduces the error of the better estimator. For the double well and the staging algorithm with L = 16 and 32, the error of the combined estimator indeed is larger than the error for the kinetic estimator. The reason is that here the data for the kinetic estimator were in fact obtained from the simulation optimized for the virial estimator. As pointed out above, the choice for the optimal staging length depends on the estimator. The values for the two estimators U k and U v reported in Tables 1 and 2 were obtained for the respective optimal staging length j opt for each estimator (cp. Table 5 ). Clearly, the optimal staging length for the combined estimator would be different both from the j opt for either the kinetic or the virial estimator. In fact, we are dealing with an optimization problem of two dimensions in the parameter space of j opt and α. However, in practical applications the combination of the estimators would be done after the simulation. Unfortunately, one has to decide beforehand which j opt best be chosen and regardless whether one might use j opt,k or j opt,v , in either case one would use a non-optimal j opt for one of the two estimators. In fact, if we would have measured the energy using the kinetic estimator U k using the optimal staging length for the virial estimator, i.e. for L = 16 with j = 6 and for L = 32 with j = 10 we would have obtained values of −0.9564(11) and of −0.9184 (20) respectively. Clearly, these values are no longer superior to the ones obtained using the combined estimator which were also computed for the optimal j for the virial estimator.
Thus, the apparent superiority of the kinetic estimator over the combined estimator in Fig.7 (h) is in fact an artifact of our over-careful data analysis. In practice, when the combination is done after the Monte Carlo run with data for the same set of parameters (non-optimal for at least one of the estimators), the combined estimator is guaranteed to yield the best energy estimates with the smallest error bars.
Conclusions
Our concern in this paper was to show how energy estimation in PIMC simulations can be optimized by taking into account both variances and autocorrelation times of two standard energy estimators: the "kinetic" and the "virial" estimator, and by investigating their respective interplay with different update algorithms: the standard local Metropolis algorithm, the non-local multigrid V-and W-cycles, and the non-local staging algorithm.
Let us briefly summarize the main points:
(i) While the variance of the virial estimator depends only very weakly on the discretization scale, the variance of the kinetic estimator diverges asymptotically according to σ
2 . This behaviour is independent of the update algorithm.
(ii) The dynamics of the update algorithms affects the autocorrelation times of the standard estimators. For the Metropolis algorithm these diverge as L 2 but this behaviour can clearly be seen only for the virial estimator. In fact, the values of the autocorrelation times for the kinetic estimator turned out to be much smaller than those of the virial estimator, and we did not see the expected L 2 divergence with the parameters in our simulations. Refined non-local update algorithms reduce (V-cycle) or eliminate (W-cycle, staging) an L divergence of the autocorrelation times. For the staging algorithm we observed quite a strong dependence of the autocorrelation times on the length of the staging segment. In particular, we have shown that the optimal length is very sensitive to the choice of the energy estimator. For both estimators it scales, however, linearly with L. In terms of acceptance rates the best performance was obtained at about 55% for the virial and about 85% − 90% for the kinetic estimator, respectively.
(iii) The interplay between the variances of estimators and the dynamics of the update algorithms which affects the autocorrelation times turns out to be quite subtle. It furthermore also depends on the discretization parameter L. The kinetic estimator often has a smaller variance than the virial estimator for small L. Looking at the errors of the energy estimates we hence observe a crossover at which the virial estimator starts to win over the kinetic estimator since its variance does not increase with L. For the Metropolis algorithm, due to its small autocorrelation times for the kinetic estimator, the crossover point, however, is shifted to very large values of L and was not seen with the parameters in our simulation.
(iv) As a simple solution to the involved interplay of the variance and the autocorrelation time for the two energy estimators we have introduced a "combined estimator." By construction this always gives more accurate energy estimates than the better of the two standard estimators. The empirically observed gain varies but realistically one may expect a gain of about 10% in the error for energy estimation in PIMC simulations. We emphasize, that this corresponds to a 20% gain in actual simulation time which comes at no extra cost and is very easy to implement after the actual simulation.
(v) The combination of different estimators for the same physical quantity is a very general option for Monte Carlo simulations and by no means restricted to the use of the standard energy estimators in PIMC simulations.
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11 All operators will be denoted by a "hat", so that it is easy to identify whether a quantum statistical average . . . is to be understood in the operator or path-integral sense.
12 H. Kleinert, Path Integrals in Quantum Mechanics, Statistics and Polymer Physics, 2nd edition (World Scientific, Singapore, 1995).
is trivially true for any function f (x) due to the periodic boundary conditions in the path integral (5), the proper definition of estimators should always contain the summation over the path. This becomes crucial when considering the variance of the estimator which involves a term
35 32 Recall that for the Metropolis algorithm measurements were performed only every n e sweep. Here we have rescaled the measured autocorrelation times to units of sweeps. Tables 1 and 2 one has to keep in mind that the errors given in the tables refer to the full simulation with n e ×N m sweeps, while in the figures we have rescaled them to hypothetical runs with N m = 100 000 sweeps (=measurements), i.e., the numbers in the tables have to multiplied with √ n e to obtain the data points in the figures. Table 1 : Convex Potential (CP): Measured energies using the kinetic estimator U k , the virial estimator U v , and the combined estimator U c . Also listed are the relative jacknife errors in percent, the cross-correlation coefficient ρ, and the parameter α opt of the optimal combined estimator.
1 2 Table 2 : Double Well (DW): Measured energies using the kinetic estimator U k , the virial estimator U v , and the combined estimator U c . Also listed are the relative jacknife errors in percent, the cross-correlation coefficient ρ, and the parameter α opt of the optimal combined estimator. Variance of the individual energy measurements using the "kinetic" and the "virial" estimators for the two potentials (6) and (7) at β = 10. While the variance of the virial estimator is roughly constant in the continuum limit L −→ ∞, the variance of the kinetic estimator asymptotically diverges as σ 2 k = L/2β 2 .
Fig. 2:
The optimal interpolation parameter α opt as given in eq. (26) as a function of the ratio κ = ∆ v /∆ k and the correlation coefficient ρ = ∆ 2 kv /(∆ k ∆ v ). Table 3 is τ int,v = 5.07(21). 
Fig. 7:
The errors ∆ ≡ ∆U computed from the variance and the autocorrelation times for the three estimators using different update algorithms for the convex potential (CP) and the double well (DW).
