In this paper we propose models for both temporal and spatial locality of reference in streams of requests am 'ving 
Introduction
The principle of locality of reference has very important consequences for computer systems design. Reference streams exhibiting temporal locality can benefit from caching; and reference streams exhibiting spatial locality can benefit from prefetching. The application of these principles (e.g., in memory systems) is well understood [lo, 231. In order to apply these principles to the design of World Wide Web (Web) caching and prefetching systems, it's important to characterize the degree of locality present in typical Web reference streams. For Web accesses, temporal locality refers to the property that an item frequently accessed in the past is likely t o be accessed in the future, whereas spatial locality refers to the property that items neighboring an item frequently 
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Adriana de Oliveiraj (crovellaObu.edu) (driQdcc.ufmg.br) accessed in the past are likely t o be accessed in the future. For memory systems, such neighborhoods are easily defined in terms of address space proximity, giving rise to prefetching entities such as cache lines and memory pages. For the Web, we believe that the identification of similar prefetching entities is possible if spatial locality is characterized properly. Previous research in the locality properties of symbolic reference streams have shown the benefits of transforming the reference stream into an equivalent, but numerical, representation: a stack distance stream [19] . This transformation preserves all of the information of the original trace except for the specific reference names, and so it is invertible, allowing reconstruction of the original trace (albeit with synthetic names). Two properties of the stack distance stream can be used to measure the notions of temporal and spatial locality: marginal distribution, and correlation structure [19, 221. The marginal distribution measures the likelihood that two references to the same object are separated by some number of intervening references in the stream. The correlation structure of the stream measures the likelihood that we can predict future references based on the stream of past references.
In this paper we use quantitative methods based on stack distance to measure both the temporal and spatial locality properties for Web reference streams. We characterize reference streams collected at four Web servers, propose a model for marginal distribution of stack distance (and thus temporal locality) and show typical ranges of the relevant parameters. We also propose a model for spatial locality of our reference streams based on the correlation structure of stack distances. Using these measurements we show how to generate synthetic reference streams of arbitrary length whose performance properties mimic those of our empirically measured data.
A novel feature of our approach is the use of statistical self-similarity to capture the correlation structure of the reference stream. That is, we show evidence that Web stack distance streams are statistically self-similar and that this property can be used to explain aspects of the reference stream that are the result of spatial locality. The presence of self-similarity in the reference stream means that correlations between object references can occur at widely varying timescales (long-range depen-dence). A timeseries with long-range dependence appears much more "bursty" than series with only shortrange or no dependence -which agrees with generally observed characterizations of reference locality. Longrange dependence in the stack distance series is also related t o previously noted fractal properties of cache miss patterns [26] , and we interpret prior work in fractal reference patterns in terms of our observations. This method of measuring spatial locality also provides an interpretation for the notion of spatial locality when reference streams are composed of symbols rather than numbers. We consider object A to be close to object B if there is a high likelihood that a reference to A will immediately follow a reference t o B. That is, the L'distance'' between objects is the inverse of the transition probability of object references considered as a first-order Markov chain. While this definition does not correspond to our usual notions of a norm (it is not symmetric), it does capture the important property of spatial locality for the purposes of prefetching: the likelihood that prefetching will be successful. Our methods focus on the locality properties of reference streams without regard to document size. Thus in our simulations we consider caches to be sized to hold a fixed number of documents rather than a fixed amount of data. This assumption stems from the fact that we are interested in locality, which is a property of reference streams independent of any cache size.2
In the remainder of this section we describe the data on which our measurements and trace simulations are based. In section 2, we characterize the popularity of Web documents and show that a cache reference model based on popularity is not expressive enough to capture the temporal and spatial locality of reference properties exhibited in actual Web traces. Evidence of these locality of reference properties is presented in section 3. In sections 4 and 5, we characterize these properties and present statistical models that capture these characteristics. In section 6 , we examine related work. We conclude in section 7 with a summary and directions for future work. [14] , the NCSA log was obtained after contacting the staff at the site and the BU logs were collected at the departmental Web server.
The logs have one line of information per request processed by the server. Each line contains the name of the host making the request, the timestamp the request was made, the filename of the requested object and size in bytes of the reply. Note that this distribution is a parameterless hyperbolic distribution. i.e., p is raised to exactly -1, so that the nth most popular document is exactly twice as likely to be accessed as the 2nth most popular document.
Our data shows that Zipf's law applies quite strongly to Web documents serviced b y Web servers. This is demonstrated in Figure 1 for all 2135 documents accessed in the BU trace. The figure shows a log-log plot of 3Zipf's law has subsequently been applied to other examples of popularity in the social sciences. (shown in the figure). Thus the exponent relating popularity to rank for Web documents is very nearly -1, as predicted by Zipf's law.
Our measurements suggest that Zipf's law applies, not only to single requests for documents, but also to request strides. A request stride is a sequence of requests from the sume client where the time between successive requests in that stride is not larger than a given stride threshold. Figure2 shows a log-log plot of the total number of references (Y axis) to strides of length IC (for k = 1,2,3) as a function of the stride's rank in overall popularity (X axis). The trace used for this plot is the BU trace and the stride threshold is set at 10 seconds. Again, the tightness of the fit for the family of curves in Figure- 2 to straight lines slope close t o -1 suggest that Zipf's law does apply to sequences of requests.
Given the above observations, one possible access model [12, 21 is t o generate document requests according t o the popularity profile of documents. We call this model the Zipf-based model. To test the validity of this model we measured the miss rate at the server when requests are generated synthetically, to satisfy the observed popularity profile of documents at BU, and compared these measurements with the measurements obtained when the actual BU trace is used to drive the simulation. The synthetic trace was generated by applying a random permutation to the actual trace for BU.
The result of this comparison is shown in Figure 3 . Obviously, using popularity as the basis of a cache model for Web documents does not yield acceptable results. Figure 3 shows that for a cache size of 400 items, the miss rate that results from a Zipf-based cache model is nearly 33% less than the actual miss rate.
The main weakness of a Zipf-based model is that it does not capture the potential locality of reference properties that may be present in actual traces. In particular, while the Zipf-based synthetic trace preserves the general popularity profile of documents, it fails to capture the temporal and spatial locality of reference properties.
In the next section we show evidence that these properties indeed exist in Web traces, and in sections 4 and 5 , we provide simple, yet expressive statistical models thereof. 
Evidence of Reference Locality
Thus, for any request string Rt = T~, T Z ,
..., rt there is a corresponding distance string 6 = dl,d2, ..., dt. We can then consider that the distance string and the request string are equivalent in terms of reference information. Since the distance string reflects the pattern in which Web users request documents from a server rather than the actual identity of the documents, it will be used as our model for object reference at tern.^
The marginal distribution of distance probabilities is an indication of temporal locality because it measures the number .of intervening references between two references to the same object. Small stack distances result from frequent references to a document. In other words, the documents referenced most frequently tend to be those close to the top of the stack.
As a measure of the temporal locality present in our traces, we compare the average stack distance found in the BU trace with that of the scrambled BU trace. The results, shown in table 2, indicate that the average stack distance is apparently greater for the scrambled trace, meaning that temporal locality has been decreased.
Spatial Locality:
The existence of spatial locality of reference could be established by comparing the total number of unique sequences observed in a trace and the total number of unique sequences that would be found in a random permutation of such a trace. Notice that 4The particular choice of LRU as the stack ordering algorithm does not restrict the applicability of our methods to use with any particular caching strategy; however it does allow direct evaluation of LRU caches as a means of testing the accuracy of our methods, which we will do in Section 4. 
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Characterizing Temporal Locality
Since it is clear that real traces and scrambled traces differ significantly in the aggregate properties of their stack distance traces, we examine the marginal distributions of stack distances.
As discussed in Section 1, the marginal distribution of stack distance captures the temporal locality present in the trace. That is, if D is a random variable corresponding to stack distance (with distribution function F o ) and M ( C ) is the miss rate of a cache that can hold C files (using the same replacement algorithm that was used to generate the stack distance trace), then:
Thus, knowledge of the complementary distribution function 1 -FD provides enough information to predict the performance of a cache of any size for the given trace.
To estimate distributions for the four traces we consider, histograms are shown in Figure 5 . This figure shows that most of the stack distances are close to 1 (the traces show good temporal locality) and yet there are long tails to the distributions. We considered a number of long-tailed distributions to model this data. In particular we rejected the Pareto distribution ([SI) because although the tails are long, they do not seem t o follow a power-law. The data were found to be best fit by a lognormal distribution. Data that follows a lognormal distribution has the property that its logarithm is normally distributed. The resulting distribution has a very long tail but is not heavy-tailed in the strict sense of following a power-law in the tails.
To illustrate the use of lognormal distributions to model stack distances, Figure 6 shows the empirically measured distributions and the fitted distributions. Each plot shows a histogram of the base 10 logs of the stack distance data; in addition the plot shows the shape of the corresponding fit of a lognormal distribution to the data. While the data sets may appear to vary from normal to some degree, in reality these differences have been magnified by the log-transformation process. In fact the fit t o the data is quite close as we will show below.
The parameters used to generate the fitted distributions shown in Figure 6 are given in Table 3 The ability of lognormal distributions to predict actual miss rates in finite caches is shown in Figure 7 . As discussed above we plot P[D > C] since it is equivalent to miss rate. In each plot, we show the predicted miss rate using the lognormal stack distance model and the actual miss rate obtained from the data. The agreement between model and data in each case is good, except in the case of the EPA trace, which has very poor locality.
A comparison of the traces in terms of their fitted parameters is shown in Figure 8 . This figure shows how temporal locality (measured by miss rate) varies across the traces, and the corresponding parameter values that capture that locality. The figure shows that as the temporal locality of a trace decreases, the mean of lognormal distribution increases (from about 1.6 up to 2.2) and the standard deviation of the lognormal distribution also tends to increase, although to a lesser degree (from 0.83 up t o 0.95). 
Characterizing Spatial Locality
Having characterized the temporal locality present in our traces, we now present models for spatial locality.
Previous work has shown that the correlation structure of the stack distance stream is useful for modeling spatial locality [22] ; however previous attempts to model the correlation structure of reference strings have used models with only short-range dependence, such as finite first-order Markov chains. As pointed out in [24], such short-range dependent models are not capable of capturing the long-term structure of reference strings, which includes phase change behavior.
Measuring Stack Distance Self-Similarity: To capture the long-range dependence in stack distance strings we employ the statistics of self-similarity. We say that a series U, is H-self-similar if for any positive stretching factor c, the rescaled process with time scale ct, which is c -~Y ,~, is equal in distribution t o the original process U,. That is,
This means that the series yt has fractal-like properties: detail is present at all scales. As a result, using only the single parameter H (related to the fractal dimension) we can capture variation at a wide range of scales.
Equation 3 applies to a motion process, such as Brownian motion (for which H = 0.5). For stationary processes like our stack distance traces, an equivalent definition is used, which relates the stationary process t o its corresponding motion process (formed by taking successive sums of the stationary process):
Definition. Let { X t } be a stationary process with continuous time parameter t . Then we say that X t is H-self-similar if for any positive aggregation factor m the series obtained by maggregating X t is equal in distribution to X,.
That is:
xt =d m -H 2 x, for all m E N , t > 0 a=(t-l)m+l ( 
4)
Because of the correlations present on all scales that is implied by Equation 4, stationary self-similar processes also have the property of long-range dependence. A longrange dependent series typically has "bursts" (values above or below the mean) that occur on all time scales.
That is, regardless of the scale at which the series is viewed, bursty patterns can be observed. This p r o p erty is in strong contrast t o short-range dependent models (such as Markovian processes or Poisson processes) which appear smooth at long timescales.
The property of burstiness at all timescales is noticeably present in stack distance series; it is this property that has been difficult to capture in the past using only short-range dependent models. An example of this effect is shown in Figure 9 . The figure compares the BU stack distance trace with a trace formed by first randomly scrambling the BU dataset before calculating stack distances. Note that both traces consist of exactly the same set of file references; however in the case of the scrambled dataset the spatial locality has been destroyed.
The figure shows the two stack distance traces at varying levels of detail. In the bottom graphs each point in the series is formed by summing 5 consecutive points (in non-overlapping blocks) from the original traces. Moving up the next series is formed by summing 5 points from the lower series, and so on until at the top level each data point consists of the sum of 625 data points from the original stack distance series. In each plot we have only plotted 128 points so as to show equivalent levels of detail; at the top, this corresponds to the entire series, at lower levels, the plots are over ranges that are selected arbitrarily. When summing data in this way, short range dependences are averaged out; if the series is long-range dependent, bursts will still remain. This can be seen by comparing the scrambled trace (on the right) with the original trace (on the left). The bursts that are present in the original trace are evidence of very long-range correlations in the original dataset, which corresponds to long periods of very large stack distances -as would be caused by phase changes in file referencing behavior.
The degree of self-similarity in a series is captured by the parameter H , which takes values between 0.5 and 1.0. If H = 0.5, the series has no long-range dependence, and acts like Gaussian noise (whose motion process is Brownian motion). As H + 1, the burstiness of the series becomes more pronounced at high levels of aggregation. To estimate the H parameter for our series, we use four methods. Three methods, the variance-time plot, the R/S plot, and the periodogram, are graphical.
These methods are useful for assessing whether assumptions about the data are correct (such as stationarity) and for providing a single estimate of H. Each of the three graphical methods results in an X-Y plot; linearity in the plot is evidence of long-range dependence in the underlying series, and the slope of the line in each case can be used to estimate H. The fourth method is the maximum likelihood estimator for H, called the Whittle estimator, which provides confidence intervals as well. Interested readers are referred to [3, 161 for a discussion of these methods in more detail.
Plots of the graphical estimators for the BU trace are shown in Figure 10 . On the left is the variance-time estimator; the plot appears strongly linear over most of its range, and the slope of the line yields an estimate of H = 0.82 (the line corresponding t o H = 1/2 is also plotted for reference). In the center is a plot of the R/S statistic; again, the evident linearity is evidence of longrange dependence, and the slope yields H = 0.78. In this plot the lines corresponding to H = 1/2 and H = 1 are plotted for reference. On the right is the periodogram estimator; the significant scatter shown is typical in this plot, but a an underlying linear trend is present, and least-squares fit to the points yields = 0.87. Thus, each of these plots shows evidence of self-similarity. The graphical results for the other three stack distance traces are not shown, but they exhibit similar linearity.
In addition to the graphical estimators, we also used the Whittle MLE estimator t o estimate H for our datasets. In all cases we found reasonable agreement between the estimators, and values of H significantly above 1/2. The results for our four datasets are shown in Table 4 . The values of H range from about 0.85 for the BU dataset to about 0.65 for the EPA dataset. We considered the possibility that the process of transforming the original traces into stack distance strings may have been responsible for introducing dependence into the data. To answer this question we randomly rearranged each dataset, calculated the corresponding new stack distance series, and estimated the H values of the resulting series. The results are shown in Table 5 . These estimates are all very close to 1/2, indicative of no long-range dependence in the series. As a result, we conclude that the presence of long-range dependence in these timeseries reflects actual correlations among the symbol pattern in the original reference traces.
Relationship to Fractal Cache Miss Patterns:
Another way to look at Figure 9 is that, progressing from top to bottom, we are "zooming in" on the data. The fact that the plots on the left of the figure show roughly similar degrees of burstiness at all scales is evidence of fractal-like behavior of the stack distance trace.
In fact, fractal geometry has been noted in the past as a characteristic of reference locality in computer systems. In particular, Voldman et. al. [26] presented data on misses in cache memory systems for three different workloads (scientific, database, and general). The authors showed that each of these cache miss sequences shows fractal patterns: individual misses are clustered in time, clusters form clusters, and so on. One of their results is that if cache miss events are plotted on the number line using the sequence number of the reference as the coordinate, the result is a fractal pattern of dimension between 0 and 1.
To relate our results to those of Voldman et. al., we first note that self-similarity of a stack distance trace implies that the stack distance trace is also a fractal. A statistically self-similar series X t like the one shown on the left of Figure 9 has an almost sure fractal dimension (in the sense of either the Hausdorff dimH or box-counting dimension dime) of Ill]
Thus the fractal dimension of such a series is 3/2 for Gaussian noise (H = 1/2), and decreases to 1 as the correlation present in the series increases (H -+ 1). This corresponds with the intuition that a series with more dependence is more "predictable" and fills space less completely.
The connection between our work and [26] then is that, if stack distances are self-similar, we expect cache misses to have fractal properties. The reason for this is as follows. Cache miss patterns can be seen to be the points of intersection between the stack distance trace and a line, parallel t o the 5 axis, corresponding to some fixed cache size. The intersection of fractal X having
. This means that a cache miss fractal derived from a stack distance fractal such as our traces should have a dimension between 0 and 1. In fact we have observed this effect and have found that cache misses in our traces show fractal characteristics that are consistent with the patterns previously observed by Voldman et. al.
Thus our results can be seen as another perspective on the fractal nature of cache miss patterns; however, our work extends those results to the case of WWW reference patterns, and shows how to use fractal properties in generating synthetic traces, as discussed in the next section. 1. Select parameters p and reflecting temporal locality, and H reflecting spatial locality. These may be selected based on empirical measurement of traces that are to be imitated, or from the range of values measured in the traces reported here.
2.
Generate a stack distance trace with marginal distribution determined by p and U and long-range dependence determined by H .
3.
Invert the stack distance trace to form a sequence of file names.
On first glance, step 2 seems difficult. Fortunately recent results have shown that marginal distribution and long-range dependence can be considered as separate problems for trace generation [15] . That work shows that, given a long-range dependent series X t with H = H X and marginal cumulative probability function Fx (z), we can generate another long-range dependent series yt with H = H X and arbitrary marginal cumulative probability function Fy(z). This is achieved by individual transformation of the elements of X t as follows: yt = F ; l ( F x ( X t ) )
The authors in [15] show that this transformation preserves long-range dependence with the same value of H . Thus, our approach to step 2 is as follows. First, generate a self-similar series with given H . This can be done in a number of ways; a fast approach is described in [20] . Then apply the transformation of Equation 5 to obtain a series with the proper lognormal marginal distribution.
We have begun to use the method for generating web reference traces and are currently evaluating the properties of the resulting traces. Initial experiments involving models of only temporal locality properties are encouraging.
Related Work
Modeling: Denning and Schwartz [lo] established the fundamental properties that characterize the phenomenon of locality in hierarchical structures of memory. In [19] , the authors studied stack algorithms and introduced stack distance as a means for analyzing behavior of demand-paged memory systems. They also discussed the significance of stack distance strings for evaluating performance of memory management schemes. Then, Spirn [24] proposes the use of distance string models to represent program behavior. Distance strings are equivalent in information content to the reference string, but are more easily handled by mathematical models. The distance string model and the LRU stack model are equivalent, since it is possible to determine the LRU stack at each time from the knowledge of the distance string. However, the proposed distance string model does not capture the long-range dependencies among references. As pointed out by the author, the model does not provide an accurate characterization of page faults, which tend in real programs to occur in clusters. When changes in locality occur gradually, page by page, it is relatively simple to model the reference locality. However, in a real program, the locality set of execution is completely disrupted by the execution of a new phase of the program. Usually, the abrupt changes in locality generate large distances in distance string model. Markov distance string models are capable of predicting bursts based on the most recent generated distances.
Thus, the work in [24] argues that Markov models are not able to capture the behavior of real programs, which exhibit some form of long-range dependencies. The author also points out that those models, based on the dis-tance probabilities, are not suitable for simulation studies of program behavior, because they lack the ability to mimic long-range effects.
Application of Fractals:
As discussed in Section 5, the use of fractal geometry and self-similarity t o analyze behavior of computer systems was pioneered by the work of Voldman et. al. [26] . The authors looked at memory reference traces of three software environments and found that the distributions of intermiss distances follow a power-law, indicative of fractal behavior. The cache misses are grouped over time in clusters, which are statistically self-similar. As a result of the analysis, they conjecture that the fractal dimension of a given cache miss distribution is a measure of the complexity of the underlying software.
Based on the work in [26] , paper 1251 models the patterns generated by a processor accessing memory as random walk with fractal dimension. The author proposes that in an asymptotic behavior the number of misses that a program encounters in an infinite cache is given by a hyperbolic function of the fractal dimension. The paper also presents an approximate analytical model for cache misses. The model has two distinct phases, one called forced mode, which represents the cold start process. The fractal mode phase models the stable phase of a cache. However, the model is not easily used because of the empirical process of obtaining and adjusting its parameters from plots of the traces. Also, the proposed model does not represent multiprogramming environments, where context switches occur frequently.
Our paper extends the work referenced in [26, 25, 241 to the context of large distributed systems and also adds parameters to fully describe locality aspects of a reference stream that arrives at a Web server.
Exploiting Web Reference Locality: Previous studies in caching, replication, dissemination, and prefetching protocols for large distributed information systems have recognized and exploited the various locality of reference properties examined in this paper. In the remainder of this section we present a brief review of these protocols. For space limitations, we limit ourselves to Web-related work.
Glassman I121 presents one of the earliest attempts for caching on the Web, whereby "satellite relays" (proxy caches) are organized into a tree-structured hierarchy with cache misses in lower relays percolating up through higher relays until the requested object is found. The performance of this caching system for a single relay with a rather small cache size indicated that it is possible to maintain a "fairly stable" 33% hit rate. Using a Zipfbased model, it was estimated that with an infinite-size cache, the maximum achievable hit rate is 40%. Another early attempt at characterizing Web access patterns is the work of Recker and Pitkow [21] , in which a model for Web information access is proposed based on two metrics borrowed from psychological research on human memory-namely the frequency and recency rates of past accesses.
The first comprehensive study of client-based caching for the Web was conducted by our Oceans group.6 In that study [6] , the effectiveness of session caching, host caching, and LAN proxy caching were established using a unique set of 5,700 client traces (almost 600,000 URL requests), which were obtained by intrumenting Mosaic [9] . This study concluded that LAN proxy cachingwhile effective in reducing response time by as much as a half-is ultimately limited by the low level of sharing of remote documents amongst clients of the same site. This finding agrees with Glassman's predictions [12] and was further confirmed for general proxy caching by Abrams
In [lS], Markatos examines the potential performance gains from using Main Memory Web Caches. He shows that a small amount of main memory could yield substantial improvement in performance if cache management methods that are sensitive t o document popularity and to user preferences for small documents [9] are employed.
Exploiting the spatial locality of reference properties exhibited in Web access patterns was investigated in two recent prefetching studies of our Oceans group. In (71, Bestavros and Cunha propose a protocol that allows a client to prefetch Web documents based on Markov models built from the client's previous access patterns. In [5] Bestavros propose a protocol that allows prefetching to be initiated as a result of hints generated by servers based on a Markov model built by analyzing the server's access logs.
Conclusion
In this paper we have measured the locality present in reference traces arriving at four servers in the World Wide Web, and shown statistical models that capture the locality properties of our datasets. These models can be used to compare different reference streams, predict cache performance, and generate synthetic reference streams with realistic properties.
We first showed that simple methods for generating reference streams based only on document popularity capture neither the temporal nor the spatial locality present in a trace. We then measured the temporal locality properties of the reference traces, and showed that a reasonable model for stack distance distribution is the lognormal distribution. Finally, to model spatial locality, we argued that models incorporating long-range dependence were necessary in order to capture the longterm behavior of reference patterns.
Ongoing work is extending these models of locality to incorporate explicit modeling of document size. In addition, although our work is based on traces obtained from servers, we are also interested in the locality properties of client reference traces, and how those properties change when streams are captured close to the client, as compared to close to the server.
