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Abstract
In the context of extracting maximal item sets and association rules from a binary data base, the graph-theoretic notion of
domination was recently used to characterize the neighborhood of a concept in the corresponding lattice.
In this paper, we show that the notion of domination can in fact be extended to any closure operator on a ﬁnite universe and be
efﬁciently encoded into propositional Horn functions. This generalization enables us to endow notions and algorithms related to
Formal Concept Analysis with Horn minimization and minimal covers of functional dependencies in Relational Databases.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The massive amounts of data which are currently being accumulated world-wide make it important to ﬁnd fast
algorithms to sift through the databases, or new techniques to avoid scanning the whole base. One of the approaches
is to factorize the data, in order to minimize the size occupied by relevant information as well as the time required for
searches.
In this data mining context, recent works by Wille [32] and Ganter [17] use Formal Concept Analysis to investigate
concepts, which are maximal rectangles of a binary relation and correspond to a maximal factorization of item sets; this
is used in a combinatorial approach for extracting patterns from a database. Concept lattices stem from Galois lattices,
which have been studied for a long time [7], for example in the context of Social Sciences [1], but Wille and Ganter’s
work has introduced new perspectives and applications. The use of concept lattices is rapidly emerging in many areas
related toArtiﬁcial Intelligence and Data Mining, such as Database Management (see e.g. [31]), organization of object
hierarchies (see e.g. [22]), machine learning (see e.g. [25]) and frequent set generation (see e.g. [19]).
Equally important, the related problem of rule generation, which corresponds to ﬁnding functional dependencies in
databases, is of major importance in data analysis, for wide-spread applications such as behavioral prediction, artiﬁcial
intelligence, modelization of genomic phenomena, and so forth. Recent work has been done by Maier [24] in the
theory of Relational Databases to deﬁne a minimal set of functional dependencies and simultaneously by Guigues
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and Duquenne [20] in Formal Concept Analysis to deﬁne a canonical basis of exact association rules. Mathematical
investigation has shown that concepts as well as rules are associated with several mutually inclusive closure lattices.
These lattices are potentially of exponential size, and as there may be even more rules than there are concepts, efﬁcient
algorithmic techniques are actively being sought to deal with these problems.An interesting breakthrough was initiated
by Bordat [8] when remarking that in order to generate the neighbors of a given concept in the lattice, no information
on other concepts is required. However, state-of-the-art rule generation algorithms require, in order to generate one
rule, information on all previously generated rules, a set which it is not always feasible to handle.
Our general purpose in this mathematical-oriented paper is to study various relationships between different formal
approaches, in view of using mathematical and/or algorithmic results which stem from various ﬁelds of discrete math-
ematics. Several approaches have been proposed very recently in this direction. The Rough Set approach explored
the relationships between functional dependencies and mining of prime implicants of discernability functions. Dis-
cernability functions are based on approximation operators which are special cases of disjunctive closure operators.
SanJuan in [30] used Heyting algebras to modelize and generalize this concept of approximation operators. In the ﬁnite
case, Bioch and Ibaraki in [6] use generalized monotone Boolean functions for the same purpose. However, all the
algebraic structures deﬁned to deal with approximation operators are based on distributive lattices. On the other hand,
functional dependencies induce general (i.e. not necessarily disjunctive) closure operators and arbitrary lattices, as the
class of Horn functions in Logical Analysis of Data and Galois Lattices in Formal Concept Analysis. The Rough Sets
and Formal Concept Analysis approaches are compared in [29].
In this paper, we focus on general ﬁnite closure operators and their underlying ﬁnite lattices. Berry and Sigayret
in [5] proposed a representation of a concept lattice by a graph, where the graph-related notions of domination and
maxmods were used, as well as that of minimal separation. Bordat’s results [8] were explained and extended, the cover
of a concept characterized using only local information. This work established a relationship between graph theory and
concept lattices, and was rewarded by immediate algorithmic results in terms of concept generation analysis at least as
good as that of the best such algorithms [3].
In this paper, we show that we can extend the notion of domination to any closure operator deﬁned on a ﬁnite universe
U . This develops into new interesting algorithmic approaches for generating lattices related to implicational systems
or canonical covers of functional dependencies in Relational Database.
The paper is organized as follows: Section 2 gives preliminaries on Galois and concept lattices, Section 3 explains
previous work on the relationship between graphs and lattices, Section 4 extends the corresponding results to a general
closure system, Section 5 interprets our results from Section 4 in a logical-based fashion, and Section 6 deals with the
logical aspects of rule generation.
2. Preliminaries
We will ﬁrst give some preliminaries on binary relations and the associated lattice. In this ﬁeld, there are two main
approaches with many notions in common: Galois lattices and concept lattices. We will present both aspects in this
preliminary section, although in the rest of the paper we will refer to concept lattices.
2.1. Maximal rectangles, contexts and concepts
Given a ﬁnite set P of “properties” or “attributes” (which we will denote by lowercase letters) and a ﬁnite set O of
“objects” or “tuples” (which we will denote by numbers), we will consider a binary relation R as a proper subset of the
Cartesian product P× O; we will refer to the triple (P,O, R) as a context.
Given a subset X of P and a subset X′ of O, the set R ∩ (X × X′) is a subrelation of R, which we will denote by
R(X,X′).
Deﬁnition 2.1. Given a context C = (P,O, R), a concept or closed set of C, also called a maximal rectangle of R, is a
subproduct A × B ⊆ R such that ∀x ∈ O− B, ∃y ∈ A | (y, x) /∈R, and ∀x ∈ P− A, ∃y ∈ B | (x, y) /∈R. A is called
the intent of the concept, B is called the extent.
1066 A. Berry et al. / Discrete Applied Mathematics 154 (2006) 1064–1084
Example 2.2. Binary relation R for our running example:
R a b c d e f g h
Property set: 1 × × × ×
P= {a, b, c, d, e, f, g, h} 2 × × × × ×
Object set: 3 × × × × ×
O= {1, 2, 3, 4, 5, 6} 4 × ×
R ⊆ P×R 5 × × ×
6 × ×
In this relation, ah × 236 and bc × 125 are maximal rectangles (or concepts) of R. bc is the intent of rectangle
bc × 125, and 125 its extent.
2.2. Concept lattices
A lattice is a partially ordered set in which every pair {X, Y } of elements has both a lowest upper bound (denoted by
join(X, Y )) and a greatest lower bound (denoted by meet(X, Y )). We represent a lattice by the Hasse diagram of the
partial ordering on the elements: transitivity and reﬂexivity edges are omitted. The reader is referred to the classical
work of [7] for basic results on lattices.An elementY is said to cover an element X ifX<Y and there is no intermediate
element Z such that X<Z<Y . The set of elements which cover an element X is called the cover of X.
Given a context C = (P,O, R), the concepts of C, ordered by inclusion on the intents, deﬁne a lattice, called a
Galois lattice or concept lattice, which is usually represented with an ordering on the intents from bottom to top. We
will denote this lattice byL(R). An element B × B ′ is said to be a descendant of element A × A′ if A ⊂ B. B × B ′
is said to cover (to be a successor of) A × A′ if A ⊂ B and there is no element C × C′ such that A ⊂ C ⊂ B.
This lattice may be of exponential size, as it may scan the power set ofP or ofO. Such a lattice, sometimes referred to
as a complete lattice, has a smallest element, called the bottom element, and a greatest element, called the top element.
The elements which cover the bottom element are called atoms.
This lattice has special properties:
Property 2.3. Each element X is the bottom element of a sublattice which contains its descendants.
Property 2.4 (Berry et al. [3]). For each element x ∈ P, the subset of elements containing x deﬁnes a sublattice of
L(R); we will call the bottom element of this sublattice the introducer of x.
Example 2.5. The latticeL(R) of relation R in Example 2.2 is given in Fig. 1. In elements which are introducers of a
property, this property is represented in bold. The atoms ofL(R) are: ah× 236, b× 1235 and d × 145. The introducer
of c is element bc × 125. The sublattice deﬁned by the elements containing c is given in Fig. 2.
3. Relationships between domination and concepts
3.1. An underlying graph
Our approach to handling a concept lattice (see [5]) is to encode the relation by an underlying graph GR , constructed
on the complement of the relation, deﬁned, for a given context (P,O, R) as GR = (V ,E), with V =P ∪ O, and with
edges deﬁned as
(1) internal edges which make P and O into cliques (xy ∈ E if x, y ∈ P or if x, y ∈ O).
(2) external edges: for x ∈ P and y ∈ O, xy ∈ E iff (x, y) /∈R.
Example 3.1. Fig. 3 gives the graph which corresponds to the relation from Example 2.2.
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φ x 123456
abgh x 23
 b x 1235
bc x 125
abcgh x 2ab fgh x 3
abcdefgh x
 
bcde x 1
bcd x 15
de x 14
d x 145
   x 236ah
Fig. 1. Concept latticeL(R) of relation R of Example 2.2. In elements which are property introducers, the introduced properties are represented in
bold.
Fig. 2. Sublattice of the elements containing c of latticeL(R) of Fig. 1.
a
b
c
d
e
f
g
h
5
6
4
3
2
1
Fig. 3. Graph GR coding relation R from Example 2.2.
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The reason we deﬁne this graph is that we have the remarkable property that a vertex set S of GR is a minimal
separator of GR , separating connected component A from connected component A′ if and only if A × A′ is a concept
deﬁned by relation R (see [5] for details on minimal separators and this relationship). This leads to interesting results,
becausemuch recent work on graphs has been done onminimal separation, with results on efﬁcient separator generation
and on separator decomposition.
Although in this paper, we do not need to go into details about these graph results, we will use some vocabulary
such as ‘neighborhood’, ‘domination’ and ‘maxmods’ which stems from graph theory; we thus usually denoted by
N+(x) the external neighborhood of vertex x in graph GR: for x ∈ P, N+(x) = {y ∈ O | (x, y) /∈R}, and for x ∈
O, N+(x) = {y ∈ P | (y, x) /∈R}.
In this paper, we will only need to use the neighborhood of the complement, thus, instead of the graph notation
N
+
(X), we will use notation R[X]:
Deﬁnition 3.2. Given a context (P,O, R), for any subset X of P or O, we will deﬁne:
• R[X] = {y ∈ O : ∀x ∈ X, (x, y) ∈ R} if X ⊆ P,
• R[X] = {y ∈ P : ∀x ∈ X, (y, x) ∈ R} if X ⊆ O.
We will denote R[R[X]] by R2[X]. R[{x}] will be denoted R[x] for short.
Using this notation, we can describe the maximal rectangles as: R2[X] × R[X], for X ⊆ P.
3.2. Domination and maxmods in a context
A concept A×A′ is uniquely deﬁned by its intent A, since A′ =R[A]; in the rest of this section, we will accordingly
refer only to intents, i.e. to subsets of P.
One of the related graph notions which turns out to be of primary importance for the study of concept lattices is that
of vertex domination: in a graph, a vertex x is said to dominate another vertex y if N+(y) ⊂ N+(x). In this paper, we
will transpose this deﬁnition using notation R[ ]:
Deﬁnition 3.3. Let (P,O, R) be a context, let x, y be in P; we say that x dominates y if R[x] ⊆ R[y].
Example 3.4. In our example, R[{b, c}] = {1, 2, 5}.
In [5] domination is used to deﬁne a pre-order on P. With this pre-order are associated equivalence classes called
maxmods (a short for the graph term ‘maximal cliquemodule’), which led to the quotient order of this pre-order deﬁning
domination between maxmods:
Deﬁnition 3.5 (Berry and Sigayret [5]). Let (P,O, R) be a context; we will say that X ⊆ P is a maxmod of R if
∀x, y ∈ X,R[x] = R[y] and X is maximal for this property. We say that a maxmod X dominates a maxmod Y 	= X if
R[X] ⊂ R[Y ].
Property 3.6 (Berry and Sigayret [5]). Let X andY be maxmods; then X ⊂ Y iff Y dominates X. Domination between
maxmods deﬁnes a partial order.
Example 3.7. In Example 2.2, the maxmods are: {a, h}, {b}, {c}, {d}, {e}, {f } and {g}. {b} is a non-dominating
maxmod; {c} dominates {b}; {d} is non-dominating; {e} dominates {d}; {a, h} is non-dominating; {g} dominates {a, h}
and {b}; {f } dominates {a, h}, {b} and {g}.
The maxmods can be computed in O(|P ∪ O| − |R|) time (see [5]).
One of the ways of computing the partition into maxmods is to use a partition reﬁnement technique, based on a
famous graph algorithm called LexBFS [28] which was originally designed to recognize chordal graphs: start with P
and repeatedly choose an object i, and use R[i] to split the classes of the current partition into neighbors and non-
neighbors of i; if at each step the subclass of elements in R[i] is put to the left of the subclass of non-elements, then at
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Fig. 4. Partition reﬁnement based on LexBFS (see Example 3.8).
the end, a partition into maxmods is obtained, with the interesting property that a given maxmod X can dominate only
maxmods which lay to the left of X in the partition. This process is described in detail in [3].
Example 3.8. Fig. 4 illustrates the partition reﬁnement based on LexBFS from Example 2.2.
The ordered partition into maxmods obtained is ({b}, {c}, {d} {e} {ah} {g} {f }). With Example 3.7, we can verify
that a maxmod dominates no maxmod which is after it in this list.
Properties can be used in a similar fashion to split the partition, this time using the intent of the introducer corre-
sponding to a given property, as shown in Fig. 5.
The maxmods turn out to be closely related to the introducers: the partial ordering on maxmods has the same structure
as the suborder deﬁned by the concept lattice restricted to the introducers.
Property 3.9 (Berry and Sigayret [4]). A concept with intent A ⊆ P is an introducer iff there is a maxmod X ⊆ P
such that X ⊆ A and A − X is the union of all the maxmods dominated by X.
A similar result holds for extents and object maxmods.
Example 3.10. Fig. 6 gives the domination ordering on maxmods corresponding to the relation of Example 2.2.
Concept abgh × 23 is the introducer of g. {g} is a maxmod and dominates {a, h} and {b}. Concept abfgh × 3 is the
introducer of f. {f } is a maxmod and dominates {g}, {a, h}, and {b}.
This ordering has interesting applications: when the number of elements of the lattice is exponential, several au-
thors [18,13,22] have found it useful to further simplify this lattice into a Galois subhierarchy, by using the suborder
induced by the introducers (using introducers for both properties and objects), which has a polynomial number of
elements; its properties have been investigated in several applications such as UML representations and handling
object-oriented hierarchies. In [4], Berry and Sigayret show how to efﬁciently maintain such a subhierarchy by de-
composing it into two partially ordered sets of introducers: one for introducers of properties and one for introducers
of objects.
Bordat in [8] used the fact that, for any concept A × A′, the sublattice of which A × A′ is the bottom element is
isomorphic to the concept lattice of a subrelation of R:
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Fig. 5. Partition reﬁnement based on the intents of the introducers (see Example 3.8).
f
g
d
c
b{a,h}
e
Fig. 6. The domination ordering on maxmods for Relation R from Example 2.2.
Theorem 3.11. Let (P,O, R) be a context, letA×A′ be a concept. The elements which contain A in their intent deﬁne
a sublattice ofL(R) which is isomorphic to the lattice of relation R(P − A,A′). We will refer to R(P − A,A′) as
Bordat’s subrelation related to A.
We use the notion of maxmod and the results from [8] to present the following theorem, which uses the Bordat’s
subrelation to deﬁne the cover of an arbitrary element of the lattice.
Theorem 3.12 (Berry and Sigayret [5]). Concept B × B ′ covers a concept A × A′ iff B − A is a non-dominating
maxmod in R((P− A),R[A]).
This is algorithmically interesting, because it enables a local approach. However, when generating all the concepts,
the idea that domination is inherited as one moves up in the lattice avoids a complete re-computation of the domination
order, thus yielding an interesting time and space complexity [3]:
Property 3.13. Let A and B be concepts, with A ⊂ B, let x and y be properties which are not in B. Then if x dominates
y in Bordat’s subrelation related to element A, x also dominates y in Bordat’s subrelation related to element B.
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4. General closure systems
In the previous section, we have discussed various aspects of a concept lattice. However, in several applications,
other lattices are used, for example for dealing with functional dependencies in databases; another such application is
rule generation, which, as we will see in Section 6, is associated with two different superlattices of the concept lattice.
Thus, a more general deﬁnition of lattices built on a family of subsets of properties, attributes, or, more generally, on
a family of subsets of any ﬁnite universe U is needed. This corresponds to closure systems, which we will discuss in
this section. We will see that the notion of domination between maxmods can be usefully extended to this more general
case.
4.1. Preliminary notions on closure systems
Deﬁnition 4.1. A unary operator  on a universe U is called a closure operator on U if for A,B ⊆ U :
(1) A ⊆ (A) (extensivity)
(2) ((A)) = (A) (idempotence)
(3) if A ⊆ B, then (A) ⊆ (B) (isotony)
A subset A of U is said to be closed if (A) = A.
Property 4.2. Let (P,O, R) be a context. R2 is a closure operator on P.
Deﬁnition 4.3. Given a family E of subsets of a ﬁnite set U , the closure by intersection E∗ of E is deﬁned inductively
as follows:
(1) U and every element of E are in E∗.
(1) If X and Y are in E∗, then X ∩ Y is in E∗.
Example 4.4. Let U = {a, b, c, d, e, f }, let E = {{a, c, d, e, f }, {b, d, e, f }, {a, c, d}, {a, c, e}}. Then E∗ = E ∪
{U, {d, e, f }, {d}, {e}, {a, c},∅}.
Deﬁnition 4.5. A familyF of subsets of a ﬁnite set U is said to be a closure system or a Moore family if: ∀E ⊆ F,
(
⋂
X∈EX) ∈F.
Each closure operator  on U can be associated with the familyF = {(A) : A ⊆ U}, which is a closure system
such that for any A ⊆ U , (A) is the smallest element of F which includes A. Conversely, each closure system
F ⊆ 2U (where 2U is the power set of U) can be associated with a closure operator  deﬁned for any X ∈ U by
(X) =⋂Y∈F,Y⊇X Y .
Property 4.6. IfF is a closure system, then (F,⊆) is a lattice with top element U .
Example 4.7. The lattice associated with the closure system given in Example 4.4 is given in Fig. 7.
From this lattice stem the notions of cover and atom:
Deﬁnition 4.8. Given a closure operator  on U , and the corresponding closure systemF.
A closed set B is said to cover a closed set A inF if A ⊂ B and there is no closed set C such that A ⊂ C ⊂ B.
B is said to be an atom ofF if it covers the closed set (∅).
Thus, B covers A if for any X ⊆ U , (A ⊂ X ⊂ B) ⇒ (X) = B.
The following property links the notion of covers and atoms and will be used to generalize Theorem 3.12 and
recursive approaches to generating lattices of closed sets.
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abcdef
bdef acdef
def
φ
e acd
acd ace
Fig. 7. Lattice associated with the closure system deﬁned in Example 4.4.
Property 4.9. Let  be a closure operator on a ﬁnite set U. For every closed set A ∈ F, the map A : X ⊆ U →
(X ∪ A) is a closure operator on U such that for every closed set B ∈F, B covers A iff B is an atom ofFA .
Proof. A is clearly a closure operator on U: for every X ⊆ U ,
(1) X ⊆ A(X), since X ⊆ X ∪ A ⊆ (X ∪ A) = A(X),
(2) if X ⊆ Y then A(X) ⊆ A(Y ), since A(X) = (X ∪ A) ⊆ (Y ∪ A) = A(Y ),
(3) A(A(X)) = A, since
A(A(X)) = ((X ∪ A) ∪ A)
=((X ∪ A)) since A ⊆ (X ∪ A)
=A(X).
Let us now show that B covers A iff B is an atom ofFA .
If B covers A in F, then A ⊂ B. Moreover, for any X ⊆ B,X 	= ∅, we have A(X) = (X ∪ A) = B, since
A ⊂ X ∪ A ⊆ B. Thus, B covers A(∅) and consequently is an atom ofFA .
Conversely, if B is an atom ofFA then B covers A(∅) = (A). 
4.2. Extending domination to a closure system
We will now explain how we can extend the results from Section 3 from R2 to an arbitrary closure operator.
We have seen in Section 3.2 that by virtue of Theorem 3.12, it is possible to compute the cover of any element of the
lattice by simply restricting the relation and by computing the corresponding minimal elements of the order deﬁned by
the maxmods. This is based on Bordat’s subrelation, but since in this more general context no relation is given to work
with, we will need to deﬁne domination as related to a given closed set A.
Deﬁnition 4.10. Given a closure operator  and a closed set A, we will deﬁne a binary relation on U − A, which we
will denote by dom(A), by setting for any x, y ∈ U − A
(x, y) ∈ dom(A) ⇐⇒ y ∈ (A ∪ {x}).
We will say that x dominates y in A.
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This extension of the notion of domination as studied in Section 3 preserves many of the original results: for any
closed set A, dom(A) is a pre-order (i.e. dom(A) is reﬂexive and transitive). As a result, U − A can be partitioned
into equivalence classes which we will call maxmods; this results in a quotient order, which is a partial order on the
maxmods.
Clearly, a subset M ⊆ U − A is a maxmod of dom(A) if and only if it is a maximal set such that for any x ∈ M ,
M ⊆ (A ∪ {x}).
The notion of domination is naturally extended to maxmods:
Deﬁnition 4.11. We denote by Dom(A) the binary relation deﬁned on the maxmods of dom(A): for X, Y ⊆ U −A
(X, Y ) ∈ Dom(A) ⇐⇒ (∃x ∈ X)(∃y ∈ Y )(x, y) ∈ dom(A)
We will say that maxmod X dominates maxmod Y.
Let us remark that the existential quantiﬁers in previous deﬁnition can be replaced by universal quantiﬁers:
(X, Y ) ∈ Dom(A) ⇐⇒ (∀x ∈ X)(∀y ∈ Y )(x, y) ∈ dom(A)
In the rest of this paper the relation dom((∅)) (Dom((∅)) resp.) will be denoted in short by dom (Dom resp.).
The notion of introducer also extends to closure systems:
Deﬁnition 4.12. For x ∈ U , ({x}) is called the introducer of x.
It is easy to see that this deﬁnition, when applied to R2, is the same as the one given in Section 3. In fact, for the
lattices deﬁned by closure systems, for each element x ∈ U , the subset of elements containing x deﬁnes a sublattice,
the bottom element of which is called the introducer of x. This can be extended to deﬁning the introducer of a maxmod:
Property 4.13. Each maxmod X of dom deﬁnes an introducer (X) which is
(X) =⋃ {Y : (X, Y ) ∈ Dom}.
Proof. If M ⊆ U is a maxmod of dom, then for any x ∈ M , M ⊆ ({x}). Since  is an isotone operator,
({x}) ⊆ (M) ⊆ ({x}); thus (M) is the introducer of x.
Moreover, for any y ∈ U such that (x, y) ∈ dom, ({y}) ⊆ ({x}) = (M). This shows that: ⋃ {Y : (M, Y ) ∈
Dom} ⊆ (M). The converse inclusion follows by minimality of M. 
Example 4.14. Let us consider the closure system from Example 4.4; let us compute the domination relation with
respect to the bottom element ∅ of the associated lattice shown in Fig. 7.(a)={a, c};(b)={b, d, e, f };(c)={a, c};
(d) = {d}; (e) = {e}; (f ) = {d, e, f }. By deﬁnition, (x, y) ∈ dom(A) iff y ∈ (A ∪ {x}), here with A = ∅. The
elements of dom are: (a, a), (b, b), (c, c), (d, d), (e, e), (f, f ), (a, c), (b, d), (b, e), (b, f ), (c, a), (f, d), (f, e). So
a dominates c and c dominates a; b dominates f, and f dominates d and e. Maxmods: {a, c}, {b}, {d}, {e}, {f }. Non-
dominating maxmods (which are thus atoms): {a, c}, {d} and {e}. Other maxmods (which also deﬁne introducers):{f }
which deﬁnes introducer {d, e, f }, and {b}, which deﬁnes introducer {b, d, e, f }.
In a fashion quite similar to that described in Section 3, the partition into maxmods can be computed by using
partition reﬁnement, as illustrated in the following example.
Example 4.15. Using the closure system from Example 4.4, Fig. 8 gives the details of the computation of the partition
into maxmods related to closed set ∅.
The result is: {a, c, d} is non-dominating, {d} and {e} are non-dominating, {f } dominates {d} and {e},{b} dominates
{f }, {d} and {e}.
To compute the partition related to a closed set A, one would replace(x) by({x}∪A) and use each of the elements
of U which is not in A.
Using Deﬁnition 4.11, we can now reformulate Theorem 3.12 into a general statement:
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Fig. 8. Partition reﬁnement into maxmods from Example 4.4 (see Example 4.15).
Theorem 4.16. Given a closure operator  on a ﬁnite set U , and two closed sets A,B, then B covers A iff A ⊆ B and
B − A is a non-dominating maxmod of dom(A) (or, equivalently, a minimal element of Dom(A)).
Proof. From Property 4.9, follows that a closed set B covers a closed set A if A is a proper subset of B and B is an atom
of the closure system:FA . By Property 4.13, B is a non-dominating maxmod of domA . For any x, y ∈ U − A, we
have the following equivalent statements:
(x, y) ∈ domA ⇐⇒ y ∈ A({x})
⇐⇒y ∈ (A ∪ {x})
⇐⇒(x, y) ∈ dom(A).
Thus, B − A is a maxmod of dom(A).
The converse proof is similar. 
The inheritance mechanisms also extend readily:
Property 4.17. Let A and B be closed sets, with A ⊂ B, let x and y be elements of U which are not in B. Then if x
dominates y in A (i.e. (x, y) ∈ dom(A)) , then x also dominates y in B (i.e. (x, y) ∈ dom(B)).
Proof. By deﬁnition of dom(X), the following equivalences hold for any (x, y) /∈B:
(x, y) ∈ dom(A) ⇐⇒ y ∈ (A ∪ {x}),
(x, y) ∈ dom(B) ⇐⇒ y ∈ (B ∪ {x}).
Moreover, A ∪ {x} ⊆ B ∪ {x} implies (A ∪ {x}) ⊆ (B ∪ {x}).
Consequently, dom(A) ∩ (U − B)2 ⊆ dom(B). 
Thus, even in thismore general context, we are able, given a closure operator, to compute the cover of an element, with
the same algorithmic advantages: possibility of a cheap local investigation of the lattice, efﬁcient recursive generation
of all closed sets, quick generation of all the introducers.
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5. Logical representation of generalized domination
Horn functions are used in relational databases theory [14] and logic programming [23]. In order to efﬁciently
compute generalized domination, we will now similarly consider Horn functions associated with closure operators.
5.1. Preliminary notions
This section deals with Boolean functions that map 2U into {0, 1}. Given such a Boolean function f, we call model
(counter model resp.) any subset X ⊆ U such that f (X) = 1 (f (X) = 0 resp.). We identify every x ∈ U with the
Boolean function such that x(X)= 1 iff x ∈ X. f is said to be a literal if f = x or f = ¬x for some x ∈ X. Literals of
the form x are said to be positive, and negative otherwise.
We now introduce the necessary notations and basic concepts on Horn functions which we will need throughout the
rest of this paper. We refer the reader to [21,12,9] for general statements and proofs of main results in this theory.
A propositional clause is a ﬁnite disjunction of literals that do not contain both a function x and its negation ¬x.
A (proper) sub-disjunction of a clause is called a (proper) subclause. A clause is said to be a Horn clause if it has at
most one positive literal. The empty clause is the constant Boolean function 0. The set of negative literals of a clause
is called the support of this clause. A non-empty clause
∨
a∈A ¬a with no positive literal is said to be negative, and
is usually denoted by A →, or sometimes by A → U . A non-empty Horn clause ∨a∈A ¬a ∨ b with exactly one
positive literal b is said to be pure and will be denoted by A → b. Moreover, we will sometimes write the conjunction∧ {A → b : b ∈ B, b /∈A} of a set of pure Horn clauses having the same support A, simply as A → B.
A setH of Horn clauses is said to be:
• unsatisﬁable if∧H= 0.
• a Horn representation of f if∧H= f ; f is then said to be a Horn function.
• irredundant if for any proper subsetH′ ofH,∧H′ 	=∧H.
• equivalent to another setH′ of clauses if∧H′ =∧H.
Finally, a clause g is an implicate of a Boolean function of f if f g. It is prime if no proper subclause is an implicate.
We denote byPf the set of prime implicates of a given Boolean function f. It is well known that f is a Horn function if
and only if Pf is a Horn representation of f. Any Horn representationH of f such thatH ⊆ Pf is said to be a prime
representation of f.
5.2. Horn functions associated with closure operators
We will now how we can associate a Boolean function with a closure operator .
Deﬁnition 5.1. Let  be a closure operator on U ; we denote by f the Boolean function that maps 2U onto {0, 1}
deﬁned by:
f(X) = 1 ⇐⇒ (X) = X and X 	= U
Deﬁnition 5.2. Let H be a set of clauses. We will denote by ABS(H) the minimal equivalent set of clauses obtained
from H by dropping clauses by absorption (i.e. by dropping all clauses that have a subclause inH).
To clarify the relationship between closure systems and prime implicates of a Horn function, we need to associate a
set of propositional Horn clauses with the subsets of U.
Deﬁnition 5.3. Let  be a closure operator on U ; let A be a subset of U . Then A can be associated with the following
set of propositional Horn clauses H(A):
H(A) =
{ {A →} if (A) = U
{A → b : b ∈ (A) − A} if A ⊂ (A) 	= U
∅ otherwise
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For every X ⊆ 2U , then H(X) is deﬁned as the set of clauses:
H(X) = ABS
(⋃
A∈X
H(A)
)
Weapply this to deﬁne aHorn representation off and show the connectionwithBoolean functions usually associated
with Functional Dependencies in theory of Relational Databases [14].
Lemma 5.4. For every closure operator  on U , H(2U) is a Horn representation of f.
Proof. The lemma follows from the following equivalent statements:
(1) X is a counter-model of f.
(2) X is a subset of U such that X 	= (X) or X = U .
(3) X is a counter-model of∧ H(2U).
The last two statements are equivalent becauseH(2U) contains either a subclause ofX → if(X)=U , or a subclause
of X → x for some x ∈ (X) − X. 
It is worth mentioning that this Horn representation of f is not pure, as it contains negative clauses. Any Horn
function on n variables can be encoded into a unique positive Horn function on n + 1 variables. We will not consider
such translations in this paper, since the positive component of Pf plays an important role in rule generation, as we
will see in Subsection 6.3.
Theorem5.6 belowcharacterizes the prime implicates off. It could be deduced fromwell-known results in relational
databases [14] or Boolean analysis [16], but for the sake of self-containment, we will give a direct proof.
Deﬁnition 5.5. Let  be a closure operator on U , we denote byJ the family of subsets X of U such that:
(1) X 	= (X),
(2) for any proper subset Y of X, (Y ) 	= (X).
In the terminology of Relational Databases, an element J ofJ such that (J )= F ∈F (i.e. (J ) is an element
of closure systemF) is called a generator of F. If F = U then J is said to be a key.
Note that, by Item 1 of Deﬁnition 5.5, J ∩F = ∅ and that, by Item 2, each X in J is a minimal element of
{Y ⊆ U : (Y ) = (X)}. Thus a subset A ⊂ U is closed if and only if for any negative clause X → we have XA,
and for any clause X →  ∈ H(J) such that X ⊆ A, we have  ∈ A.
Theorem 5.6. Let  be a closure operator on U , then H(J ∪ {U →}) is the set of prime implicates of f.
Proof. First, we show that any clause ofH(J) is a prime implicate of f. By Lemma 5.4, sinceH(J) ⊆ H(2U),
H(J) is a set of implicates of f. Let g ∈ H(J). We consider two cases:
(1) Suppose g = J → is a negative clause of H(J). If J was not prime, we would have J ′ ⊂ J such that
fJ ′ → <J →.
Since J ∈ J and J ′ ⊂ J we have (J ′) 	= U . Then (J ′) is a model of f and a counter-model of J ′ →. This
contradicts the hypothesis that J ′ is an implicate of f. Thus, no subclause of J → is an implicate of f, which
shows that J → is prime.
(2) Suppose g = J → j is a pure Horn clause of H(J). By absorption, we have:
j ∈ (J ) −
⋃
S⊂J,S∈J
(S)
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Fig. 9. Concept lattice of the relation from Example 5.7.
Let us suppose that there exists a proper subclause h of J → j that is an implicate. Therefore there exists J ′ ⊂ J
such that h = J ′ → j . Consequently, there exists K ∈ J with: K ⊆ J ′ ⊂ J such that j ∈ (K), which
contradicts [1].
Conversely, let h be a prime implicate of f. Since f is a Horn function, h is a Horn clause. We again examine two
cases
(1) If h is negative, h=A → for some proper subset A of U. Then for any subset X ⊆ U such that A ⊆ X, f (X)=0.
Then (A) = U and consequently A is a key inJ.
(2) If h is pure, then h = A → a for some proper subset A of U and some a ∈ U − A. Since A → a is a prime
implicate of f, f (A) = 0 and for any subset X of U such that A ⊂ X, f (X) = 1 implies a ∈ X. thus a ∈ (A)
and A is a generator of (A), as if A was not a generator, there would exist a proper subset A′ of A such that
f A′ → a, which contradicts the assumption that A → a is prime. 
Example 5.7. We will use the following relation, from [20]
R a b c d e
P= {a, b, c, d, e} 1 × ×
O= {1, 2, 3, 4} 2 × ×
3 × × ×
4 × ×
The associated Concept Lattice is shown in Fig. 9.
Let us use the concepts to deﬁne a closure system on U = {a, b, c, d, e}:
F = {∅, {a}, {b}, {c}, {d}, {a, b}, {a, c}, {b, c, d}, {d, e}, U},
J = {{e}, {a, d}, {a, e}, {b, c}, {b, d}, {b, e}, {c, d}, {c, e}, {a, b, c}},
H(J) = {{a, d} →, {a, e} →, {c, e} →, {b, e} →, {a, b, c} → ,
{e} → d, {b, c} → d, {b, d} → c, {c, d} → b},
f = (¬a ∨ ¬d) ∧ (¬a ∨ ¬e) ∧ (¬c ∨ ¬e) ∧ (¬b ∨ ¬e)
∧ (¬a ∨ ¬b ∨ ¬c) ∧ (¬e ∨ d) ∧ (¬b ∨ ¬c ∨ d) ∧ (¬b ∨ c ∨ ¬d)
∧ (b ∨ ¬c ∨ ¬d).
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5.3. Horn representation of domination for closed sets
We will now translate the domination relations into logical form.
Deﬁnition 5.8. Let  be a closure operator on U , X ⊆ 2U , A ⊆ U , and (x, y) ⊆ (U − A)2. We will deﬁne
K(X, A, x, y) as the set of clauses:
H(X) ∪ {→ a : a ∈ A} ∪ {→ x, y →}.
Theorem 5.9. Let be a closure operator onU ,H a Horn representation of f,A a closed set, and (x, y) ∈ (U−A)2.
Then (x, y) ∈ dom(A) iff K(H, A, x, y) is unsatisﬁable.
Proof. From Lemma 5.4, we can deduce thatH=H(2U), and by deﬁnition, (x, y) ∈ dom(A) iff y ∈ (A∪ {x}).
Clearly, we again have to consider two cases:
(1) (A∪ {x})=U . In this case, (x, y) ∈ dom(A) for every y ∈ U −A by deﬁnition of dom(A). Moreover, there
exists a least one subclause of (A ∪ {x}) → inH, thusH ∪ {→ a : a ∈ A} ⊆ K(H, A, x, y) is obviously
unsatisﬁable for every y ∈ U − A.
(2) (A∪ {x}) 	= U . In this case, if (x, y) ∈ dom(A), then a subclause A∪ {x} → y is inH and K(H, A, x, y)
is unsatisﬁable. Conversely, ifK(H, A, x, y) is unsatisﬁable, then for any model M of f such thatA∪{x} ⊆ M ,
we have y ∈ M and therefore, y ∈ (A ∪ {x}).
As the Horn SAT problem can be solved in linear time (see, for example, [15] or [26]), we can deduce from Theorem
5.9 that dom(A) can be computed in O(|H|.|U − A|2) time, for any closed set A. Moreover, we can suppose that
H is an irredundant subset of H(J), since an irredundant and prime representation of
∧
H can be computed in
O(|H|2) time [21]. 
Example 5.10. LetF be the closure system deﬁned in Example 5.7.
H(J) ∪ {→ d} = {{a, d} →, {a, e} →, {c, e} →, {b, e} →, {a, b, c} → ,
{b, d} → c, {c, d} → b,→ d}.
and thus
• dom({d}) = {(b, c), (c, b), (a, b), (a, c), (a, e)}.
• Dom({d}) = {({a}, {b, c}), ({a}, {e})}.
• Cover of {d}: {{b, c, d}, {d, e}}.
6. Closure systems associated with rule generation
One of the most crucial problems in Data Mining using Formal Concept Analysis is rule extraction. In Example 5.7,
e will imply d, because there is no concept where e appears without d. Finding these rules, called exact association
rules, is of major importance in practise, and clearly there are a great number of them.
Work by Guigues and Duquenne [20] and by Ganter [17] show that the set of such rules can be represented by a
basis of rules, from which all other rules can be easily inferred, a process which can drastically reduce the number of
rules which need to be computed and memorized. Computing this basis is equivalent to computing the canonical cover
of functional dependencies in a relational database [24].
In relation to the work in this paper, existing rule generation algorithms in Formal Concept Analysis are based on
the deﬁnition of two closure systems, corresponding to pseudo-closed sets and quasi-closed sets associated with the
initial closure system corresponding to concepts.
In this section, we will apply our results to these two other closure systems, and in particular we will accordingly
transpose Theorem 5.9.
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6.1. Dependency relations and basis
Any closure system is associated with a dependency relation corresponding to the set of association rules [27].
Generators and basis can thus be used in the context of closure systems.
Deﬁnition 6.1. A binary relation D on 2U is said to be a dependency relation if the following properties hold for all
Y1, Y2, Y3 ⊆ U :
(D1) D is transitive,
(D2) if Y2 ⊆ Y1 then (Y1, Y2) ∈ D,
(D3) if (Y1, Y2) ∈ D then (Y1 ∪ Y3, Y2 ∪ Y3) ∈ D.
Note that conditions (D1) and (D3) imply that if (Y1, Y2) ∈ D and (Y3, Y4) ∈ D, then (Y1 ∪ Y3, Y2 ∪ Y4) ∈ D.
Consequently, the binary relation D deﬁned on 2U by (X, Y ) ∈ D iff (X, Y ) ∈ D and (Y,X) ∈ D is a congruence
on the semi-lattice (2U ,∪). The structure (U,D) is called a dependence space in [27].
Deﬁnition 6.2. If R is a relation on 2U , we will denote by R+ the minimal relation on 2U including R which is a
dependency relation.
Let D be a dependency relation on 2U . A subrelation R ⊆ D is said to be a generator of D iff R+ = D.
If there is some proper subrelation S of R such that S+ = D, then R is said to be redundant.
Deﬁnition 6.3. Let  be a closure operator U . We deﬁne a binary relation → on (2U)2 by the following equivalent
conditions for X, Y ⊆ U :
X→Y ⇐⇒ (∀Z ⊆ U)(X ⊆ (Z) ⇒ Y ⊆ (Z))
⇐⇒(Y ) ⊆ (X)
⇐⇒Y ⊆ (X),
where (X, Y ) ∈ → is denoted by the inﬁx notation X→Y .
Apair of subsetsX, Y such thatX→Y is called an exact association rule inDataMining or a (functional)dependency
in the theory of relational databases.
From [27] hold the following results.
Property 6.4. An operator  on U is a closure iff → is a dependency relation on 2U .
From a formal point of view, X→Y denotes a pair of sets, while X → Y denotes a set of propositional clauses.
However, we will see that one holds if and only if the other holds.
We can now deﬁne generators and basis for an association relation:
Deﬁnition 6.5. Let  be a closure operator onU , letX ⊆ 2U be a family of non-closed sets.We will denote byR(X)
the relation {(X,(X)) : X ∈ X} ⊆ (2U)2.
We will say thatX is a generator of → if R(X)+ =→. If in addition R(X) is minimal, thenX is called a basis
of →.
As it has been pointed out in [20],J is a generator of →.
Deﬁnition 6.6. Let  be a closure operator on U . Then a subset X ∈ 2U −F is said to be quasi-closed iff for any
Y ∈F, X ∩ Y ∈F ∪ {X}. We will denote by Q the family of quasi-closed sets.
Because of Deﬁnition 4.5, for any quasi-closed set X, F ∪ {X} is a closure system. This leads to the following
theorem, proved in [20,10].
1080 A. Berry et al. / Discrete Applied Mathematics 154 (2006) 1064–1084
cdbdbcad
bcd
a b
ab ac de
T
T
bcde
c d
e
Fig. 10. Lattice of concepts and pseudo-closed sets of the relation from Example 5.7.
Theorem 6.7. Let  be a closure operator on U, then:
(1) Q is a generator of →.
(2) F ∪ Q is a closure system.
[20] showed that all the basis of → have the same cardinality, and they deﬁne a unique (canonical) basis by using
the closure system which we will now describe.
Deﬁnition 6.8. Let  be a closure operator on U. The family B of pseudo-closed sets of  is deﬁned by:
B ∈ B iff (B) 	= B and (∀A ∈ B) A ⊂ B ⇒ (A) ⊆ B.
Theorem 6.9 (Guigues and Duquenne [20]). Let  be a closure operator on a ﬁnite set U, then:
(1) B is a basis of →.
(2) B ⊆ Q.
(3) F ∪B is a closure system.
We refer the reader to the original paper [20] or to [11] for the proof of Theorems 6.7 and 6.9.
Example 6.10. Fig. 10 gives the lattice ofF ∪B corresponding to Example 5.7.
In the rest of this work, we will call familyB the canonical basis of →; we will denote by  the closure operator
associated with the closure systemF ∪ Q, and by  the closure operator associated withF ∪B.
As we have generalized domination to any closure system, there will be a domination for closure systemF =B∪
F and a domination for closure systemF = Q ∪F. Characterization 4.16 can thus be applied to generating
the closed sets of  and .
6.2. Canonical basis and minimal support Horn representation
Wewill nowgive a logical representation of the canonical basis, and correspondingly express the domination relations
associated withF andF .
This logical representation is based on the following theorem well-known in Relational Databases [14, Chapter 11,
Section 2.2]. We restate it here using the notations introduced in the previous subsection.
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Theorem 6.11. Let R be a binary relation on 2U , X a subset of U and x an element of U. Then, (X, {x}) ∈ R+ iff we
have: ∧
{V → W : (V ,W) ∈ R} ∧ ¬(X → x) = 0.
From this theorem, the two following corollaries follows directly. The ﬁrst one translates in terms of Horn functions
the notion of generator of a dependency relation, the second one translates the notion of non redundancy of a set of
functional dependencies.
Corollary 6.12. Let  be a closure operator; X is a generator of → iff H(X) is equivalent to H(2U).
Proof. X is a generator of → iff R(X)+ = →. From Theorem 6.11 follows that, for any A ⊆ U and a ∈ U −A,
(A, {a}) ∈ R(X)+ ⇐⇒
∧
H(X) ∧ ¬(A → a) = 0.
Consequently, R(X)+ = → iff ∧ H(2U) and ∧ H(X) have the same implicates iff H(X) is equivalent
to H. 
This corollary shows the well-known connection between the closure of a set of functional dependencies using rules
(D1)–(D3) and the forward chaining closure deﬁned by a set of clauses. However, there is a slight difference between the
notion of a non-redundant set of functional dependencies and a non redundant set of clauses. The following deﬁnition
and corollary give the exact connections between these concepts, as it is done in [9].
Deﬁnition 6.13. Given a setH= {Ap → ap : p ∈ P } ∪ {Bn →: n ∈ N} of Horn Clauses, we denote by Su(H) the
set of its supports: {Ap : p ∈ P } ∪ {Bn : n ∈ N}.
We shall say thatH is support-non-redundant if {Bn : n ∈ N} is irredundant and for any p ∈ P ,∧
(H− {Ai → ai : Ai = Ap, i ∈ P }) 	=
∧
H.
OtherwiseH is said to be support-redundant.
Finally, H is said to be a minimal-support Horn representation of a function f if H is a Horn representation of f
such that the number |Su(H)| of supports inH is minimal.
Corollary 6.14. Let  be a closure operator on U , and X ⊆ J, then:
(1) R(X) is non-redundant iff H(X) is support-non-redundant.
(2) X is the canonical basis of iffH(X) is a minimal-support Horn representation of f with supports of maximal
cardinality.
Proof. Weﬁrst prove Item1. Let us suppose that there exists J ∈ J such thatR(X−{J })+=→. ByCorollary 6.12,
H(X− {J }) is equivalent to H(2U). Since J is a generator, the setXJ of clauses in H(X) such that Su(XJ )= {J }
is non-empty. Consequently, H(X)−XJ ⊂ H(X) and∧(H(X)−XJ )=∧H(X). The converse can be proved
in a similar fashion.
Item1 togetherwithCorollary 6.12 imply thatX is a basis if andonly ifH(X) is aminimal supportHorn representation
of f. Given such a representation, it follows from Theorem 6.9 that
∧
H(X)=∧H(B) and |Su(H(X))| = |B| =
|Su(H(B))|. Moreover, the closure operator  maps each support S ∈ Su(H(X)) into the smallest B ∈ B such
that S ⊆ B. This deﬁnes a one-to-one correspondence that maps any element of |Su(H(X))| into a larger element in
Su(H(B)). 
The following corollary derives [24], where algorithms to compute canonical covers of functional dependencies in
a relational database are presented. A complete and direct proof can now be found in [9].
Corollary 6.15. Let  be a closure operator on a ﬁnite set U . Given the generatorJ, the problem of ﬁnding a basis
of  is polynomially solvable.
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We will now translate dominations for closure  into logical form, as we did in Theorem 5.9 for closure .
Let  be a closure operator on U, A a closed set, (x, y) ∈ (U − A)2 and [B]A,x the following subset of B:
[B]A,x = {X ∈ B : |X|< |(A ∪ {x})|}.
By Deﬁnition 6.8 and by Theorem 6.11,
(x, y) ∈ dom(A) ⇐⇒ K([B]A,x, A, x, y)
is unsatisﬁable.
6.3. Horn representations of domination and quasi-closed sets
Another approach to ﬁnding the canonical basis is to generate the quasi-closed sets by the method presented in [20].
In the context of propositional Horn clauses, the relationship between the representation of f based on quasi-closed
sets and the one based on pseudo-closed sets is quite simple since H(B) = H(Q).
Domination for  can be computed for any A ∈ F using any generator G ⊆ J of →, as we will see in
Theorem 6.20. To state this theorem we need to consider ﬁnite ideals of closure systems and pure components of Horn
representations.
Deﬁnition 6.16. For any closed set A, we will denote by |A the closure deﬁned on A by (|A)(X) = (X) for any
X ⊆ A. LetH be a prime representation of f, we will denote byH |A the set of clauses:
H |A = {g ∈H : Su{g} ⊆ A} ∪ {A →}
where Su{g} is the support of g.
Property 6.17. Let  be a closure operator andH a prime representation of f, then for every closed set A,H |A
is a Horn representation of f |A.
Proof. Clearly,
∧
H |A = f ∧∧{x →: x /∈A} ∧ A → =f |A
Given a set of clauses H, we denote by HP the subset of pure Horn clauses. We shall call this subset the pure
component ofH. The following property has been shown in [21]. 
Property 6.18. The pure components of prime Horn representations of a given Boolean function are equivalent.
We can now state the Horn representation of domination for quasi-closed sets based on the following lemma from
[20].
Lemma 6.19 (Guignes and Duquenne [20]). X ∈ Q iff for any Y ⊂ X, (Y ) 	= (X) ⇒ (Y ) ⊂ X.
Theorem 6.20. Let  be a closure operator on U , A a closed set, (x, y) ∈ (U −A)2,H a prime representation of f
and P a prime representation of∧(H |(A ∪ {x})) = f |(A∪{x}).
Then (x, y) ∈ dom(A) iff K(PP ,A, x, y) is unsatisﬁable.
Proof. Let X be a subset of U and J(A, x) = {J ∈ J : (J ) ⊂ (A ∪ {x})}. From Lemma 6.19 and Theorem
6.11, for any subset Z ⊆ U , the smallest quasi-closed set Q(Z) containing Z is the smallest solution of the equation:∧
H(J(A, x)) ∧
∧
{→ z : z ∈ Z} = 1
However, H(J(A, x)) is a prime Horn representation of the pure component of f |(A∪{x}). By Property 6.18 we
have: ∧
H(J(A, x)) =
∧
PP .
Consequently, y ∈ (A ∪ {x}) iff∧ {→ z : z ∈ A ∪ {x}} ∧ y → =0, which proves the theorem. 
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As recalled in Section 5.3, a prime cover of H can be computed in O(|H|2), so dom(A) can be computed in
O(|H|2.|U − A|) if |U − A| |H|.
However, using the fact that, given a closure operator, any generatorG ⊆ J of→ induces a prime representation
of f, it is also possible to compute dom(A) in O(|G|.|U − A|2) time if the relation R(G) is known. We illustrate
this in the following example.
Example 6.21. Consider again the closure system deﬁned in Example 5.7.
J({d, e}, a) = {{e}, {b, c}, {b, d}, {c, d}}
=J({d, e}, b) =J({d, e}, c)
whereJ(A, a) has been deﬁned for any closed set and any a ∈ U in the proof of Theorem 6.20. For x ∈ {a, b, c}:
H(J({d, e}, x) ∪ {→ d,→ e}) = {bd → c, cd → b,→ d,→ e})
and dom({d, e})={(b, c), (c, b)}. Therefore, the elements ofQ that cover {d, e} are {a, d, e} and {b, c, d, e}.Among
them, only the last one is in B.
7. Conclusion and open questions
In this paper, we use the relationship between concept lattices and domination in graphs to extend existing graph-
oriented results on concept lattices to a general closure system and to Horn clauses.
Though there obviously remains much work to be done in this direction, our results are interesting not only from
a possible algorithmic point of view, but also because they can lead to a better understanding of the canonical basis
of rules; moreover, it is important to ﬁnd new ways of modeling these results so that a variety of non-specialists can
achieve a better grasp on these problems.
Our results are algorithmically promising because the notion of domination allows a local approach to generating
closed sets: ﬁrst, one can easily examine a subproblem related to a particular area of the underlying lattice, without
generating the entire lattice structure starting from the bottom element. Second, this can allow a very efﬁcient recursive
generation technique of the lattice, as we have shown is the case for concept lattices [3]. The same technique applies
to generating other lattices of closed sets; rule generation for example should be an interesting application of this.
Another question of great current interest is that of generating approximate association rules. As an example, an
interesting recent approach by Bernard and Poitrenaud [2] works by ﬁrst approximating the binary relation according
to coherent probabilistic models which must be compatible with logical rules; the logical interpretation we introduce
in this paper could be combined with this approach in future work.
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