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Abstract
Suppose u is a function on a domain inRn all of whose mth order distributional derivatives are inLp()
and m is sufﬁciently large to imply that u is continuous. If the values of u on a sufﬁciently dense, but not
necessarily regular, grid of points are in lp we obtain an estimate of the Lp() norm of u in terms of the lp
norm of these values and the Lp norms of its mth order derivatives. This result is useful in obtaining error
estimates for certain interpolation schemes.
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1. Introduction
Suppose u is a function all of whose mth order distributional derivatives are in Lp(Rn) and
m is large enough to imply that u is continuous, namely (i) if 1 < p < ∞ then mp > n, (ii) if
p = 1 then mn, and (iii) if p = ∞ then m > 0. It was shown in [4] that if the values of u on a
grid of points X are in lp then u is in Lp(Rn) and there is an estimate on the Lp(Rn) norm of u
in terms of the lp norm of these values and the Lp norms of its mth order derivatives. While this
result has found some application, for example see [6], and under appropriate restrictions can be
used in the case of domains other than all of Rn, [4, Theorem 2], the usefulness of a more general
result, valid for domains  other than Rn, seems quite evident. It is the objective of this work to
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establish such a result, see Theorem 3.5. In a certain sense this article may be considered to be a
continuation of [4].
If the values of u on the grid X are all zero then the above mentioned result gives rise to an
estimate of the Lp norm of u in terms of the Lp norms of its mth order derivatives. As observed
in [4] such estimates are useful in obtaining error bounds for certain interpolation schemes.
Analogous estimates have also been recently studied in [5,7, Section 11.6], where an extensive
bibliography of recent work may be found.
The contents of the present article may be described as follows: in Section 2 we collect some
facts concerning polynomial interpolation and approximation. In Section 3 we use this material
together with a result from [3] to obtain the theorem alluded to above. In Section 4 we record
several corollaries which may be useful in obtaining interpolation error bounds, mention possible
extensions, and describe a limitation.
The conventions and notation used here are customary when working with multivariate func-
tions and distributions. In particular the symbol C is used to denote generic constants.
Two anonymous reviewers pointed out the existence of [8], a very recent article which treats
estimates of the type mentioned above. The present work is completely independent of that
article. We thank one of these reviewers for pointing out numerous typographical errors and other
inconsistencies in our original manuscript.
2. Polynomial interpolation and approximation
2.1. Kowalewski’s exact remainder formula
Suppose S = {t1, . . . , tm} is a set of real numbers, t1 < t2 < · · · < tm, and f (t) is a function
which ism times continuously differentiable on the real lineR. IfPm−1(t) is the unique polynomial
of degree at most m − 1 which interpolates f on S then
f (t) = Pm−1(t) +
m∑
k=1
Lk(t)
∫ t
tk
(tk − s)m−1
(m − 1)! f
(m)(s) ds,(2.1.1)
where Lk(t), k = 1, . . . , m, are Lagrange polynomials of degree m − 1 which satisfy Lk(xj ) =
k,j , j = 1, . . . , m. Speciﬁcally,
Lk(t) =
∏
1 jm
j =k
t − tj
tk − tj , Pm−1(t) =
m∑
k=1
f (tk)Lk(t),
and
Pm−1(tk) = f (tk), k = 1, . . . , m.
The sum on the right-hand side of (2.1.1) is known as Kowalewski’s exact remainder for poly-
nomial interpolation, see [2, formula (3.7.10) on p. 72]. In what follows we derive multivariate
variants of (2.1.1).
Formulas such as (2.1.1) are not only interesting in their own right but also useful in deriving
error estimates for various quadrature, approximation, and interpolation schemes. The develop-
ment found in [2] is not readily extendable to the multivariate case. For this reason we begin by
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providing a more transparent derivation of (2.1.1) which can be easily adapted to the multivariate
case.
2.2. Proof of formula (2.1.1)
As in the proof of [4, Lemma 1] we begin with the identity
f (t) = f (tk) −
m−1∑
j=1
f (j)(t)
j ! (tk − t)
j +
∫ t
tk
(tk − s)m−1
(m − 1)! f
(m)(s) ds.(2.2.1)
Next use the fact that
m∑
k=1
p(tk)Lk(t) = p(t) for polynomials p of degreem − 1,(2.2.2)
to write
f (t) = f (t)
m∑
k=1
Lk(t) =
m∑
k=1
f (t)Lk(t)
and use (2.2.1) on the right-hand side of the last expression to get
f (t)=
m∑
k=1
f (tk)Lk(t)
−
m−1∑
j=1
f (j)(t)
m∑
k=1
(tk − t)jLk(t) +
m∑
k=1
Lk(t)
∫ t
tk
(tk − s)m−1
(m − 1)! f
(m)(s) ds.
Another use of (2.2.2) shows that
m∑
k=1
(tk − t)jLk(t) = 0 for j = 1, . . . , m − 1
which reduces the last identity involving f to (2.1.1).
2.3. Multivariate case 1
Suppose X = {x1, . . . , xM} is a unisolvent set in Rn for Pm−1 where Pm−1 is the class of
polynomials of degree m − 1 on Rn and M, which depends on both m and n, is the dimension
of Pm−1. Let Lxk (x), k = 1, . . . ,M , be the corresponding Lagrange polynomials in Pm−1 which
satisfy Lxk (xj ) = k,j , j = 1, . . . ,M . If u is a function in Cm(Rn) then the unique polynomial
interpolating u on X is
Pm−1u(x) =
M∑
k=1
u(xk)Lxk (x).
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2.4. Proposition
If X , Lxk (x), u, and Pm−1 are deﬁned as above then
u(x) = Pm−1(x) +
M∑
k=1
Lxk (x)
∫ rk
0
(−s)m−1
∑
||=m
m
!D
u(ks + xk)k ds,
where rk = |x − xk| and k = x−xkrk .
2.5. Proof
Consider f (t) = u(kt + xk) and expand f as in (2.2.1) with tk = 0 to get
f (t) = f (0) −
m−1∑
j=1
f (j)
j ! (t)(−t)
j +
∫ t
0
(−s)m−1
(m − 1)!f
(m)(s) ds.
Setting t = rk and using the chain rule to express f (j) in terms of the partial derivatives of u
reduces the last identity to
u(x)= u(xk) −
m∑
j=1
∑
||=j
Du(x)
! (xk − x)

+
∫ rk
0
(−s)m−1
∑
||=m
m
!D
u(ks + xk)k ds.
Now use the fact that
M∑
k=1
p(xk)Lk(x) = p(x) for p in Pm−1
and the rest of the computation follows as in 2.2.
2.6. Multivariate case 2
Unisolvent sets in Rn, n > 1, are not easy to identify and in the application below it is useful
to have an analogue of the above proposition involving more general discrete sets.
A subset X ofRn is said to determine Pm−1 if p is in Pm−1 and p(x) = 0 for all x in X implies
that p is identically 0.
Suppose X is compact and determines Pm−1 and x is some ﬁxed point in Rn. Viewing Pm−1
as a closed subspace of C(X ) we may also view the mapping p → p(x) as a bounded linear
functional on the subspace Pm−1. Let C be a constant such that
|p(x)|C sup
y∈X
|p(y)| for all p in Pm−1.(2.6.1)
Standard functional analysis results, namely theHahn–Banach andRiesz representation theorems,
imply that there is a measure on X , which we call x to denote its dependence on the point x,
such that
p(x) =
∫
X
p(y)x(dy) for all p in Pm−1(2.6.2)
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and ∫
X
|x(dy)|C.(2.6.3)
The measure x can be chosen so that the constant in (2.6.3) is not greater than the constant in
(2.6.1).
If u is any continuous function on Rn then
Qm−1u(x) =
∫
X
u(y)x(dy)
is well deﬁned and it makes sense to ask how much Qm−1u(x) differs from u(x). In the case that
u is in Cm(Rn) we may compute as in 2.5 and conclude the following.
2.7. Proposition
With the setup outlined above
u(x)=Qm−1u(x)
+
∫
X
⎧⎨
⎩
∫ |x−y|
0
(−s)m−1
∑
||=m
m
!D
u((x, y)s + y)(x, y) ds
⎫⎬
⎭ x(dy),(2.7.1)
where (x, y) = x−y|x−y| .
2.8. Remarks
Note that, unlike Pm−1u(x) which is uniquely deﬁned, if X is not unisolvent then Qm−1u(x)
depends on the particular choice of x .
• If  is subset of Rn with compact closure and X is a determining set for Pm−1 then (2.6.1) is
valid for all x in  with a common bound C.
The above item can be readily deduced from the fact that all norms on a ﬁnite dimensional space
are equivalent.
If  and X are as above let CX , be deﬁned via
CX , = inf
{
C : sup
x∈
|p(x)|C sup
y∈X
|p(y)| for all p in Pm−1
}
.
Then there are measures x which satisfy (2.6.2) and∫
X
|x(dy)|CX , for all x in .(2.8.1)
The rest of the material in this section gives some detail as to the nature of the measures x when
X is ﬁnite but is not crucial for the development in Sections 3 and 4.
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2.9. Finite X
Note that in the case that the set X , in addition to determining Pm−1, is also ﬁnite, the measure
x is a linear combination of Dirac delta measures, symbolically
x(y) =
∑
xk∈X
ck(x)(y − xk)(2.9.1)
or, more precisely, for any function u continuous in a neighborhood of X∫
X
u(y)x(dy) =
∑
xk∈X
ck(x)u(xk),
where the dependence of the coefﬁcients c on both xk ∈ X and x is indicated.
In the case that X is unisolvent the coefﬁcients are unique. Indeed, ck(x) = Lxk (x) where
Lxk (x), xk ∈ X , are the Lagrange functions in Pm−1 satisfying Lxk (xj ) = k,j . However, in
general, these coefﬁcients need not be unique. Also, it is not evident whether the measures x
which satisfy (2.8.1) have coefﬁcients which are polynomials in x. Nevertheless the following
result shows that there are measures x which have polynomial coefﬁcients and satisfy a bound
comparable to that in (2.8.1).
2.10. Proposition
Suppose X = {x1, . . . , xN } is a ﬁnite determining set for Pm−1. Then there are polynomials
Px1(x), . . . , PxN (x) such that
p(x) =
∑
xk∈X
p(xk)Pxk (x) for all p in Pm−1(2.10.1)
and for any set  with compact closure∑
xk∈X
|Pxk (x)|N1/2CX , for all x in ,(2.10.2)
where CX , is the same as the bound in (2.8.1). Consequently, the measure deﬁned by
x(y) =
∑
xk∈X
Pxk (x)(y − xk)
satisﬁes (2.6.2) and∫
X
|x(dy)| =
∑
xk∈X
|Pxk (x)|N1/2CX , for all x in .
2.11. Proof
Suppose x is a measure of form (2.9.1) and p1(x), . . . , pM(x) is a basis for Pm−1. Then
(2.6.2) implies that
N∑
k=1
ck(x)pj (xk) = pj (x), j = 1, . . . ,M.(2.11.1)
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Let V be the matrix of coefﬁcients
V = (pj (xk))
and let a(x) be the column vector consisting of the solution of (2.11.1) which minimizes∑N
k=1 |ck(x)|2. If p(x) denotes the column vector on the right-hand side of (2.11.1) and V ∗
is the transpose of V then
a(x) = V ∗(V V ∗)−1 p(x)
from which it is clear that the coefﬁcients of a(x), ak(x), are polynomials in x. Namely, each
ak(x) is a linear combination of p1(x), . . . , pM(x),
ak(x) =
M∑
j=1
vk,jpj (x), k = 1, . . . , N,
where the coefﬁcients vk,j are the entries in the matrix V ∗(V V ∗)−1. Let Pxk (x) = ak(x).
Now let b(x) be the column vector consisting of the solution of (2.11.1) which minimizes∑N
k=1 |ck(x)|. Then
∑
xk∈X
|Pxk (x)|  N1/2
⎧⎨
⎩
∑
xk∈X
|Pxk (x)|2
⎫⎬
⎭
1/2
 N1/2
{
N∑
k=1
|bk(x)|2
}1/2
N1/2
N∑
k=1
|bk(x)|N1/2CX,.
3. The basic estimate
3.1. Example
An example of a discrete set X which determines Pm−1 and which we will exploit in what
follows is described below.
Suppose I is a cube in Rn which is partitioned into qn essentially pairwise disjoint congruent
subcubes Ik , k = 1, . . . , qn, and let X be a set obtained by extracting one point from the interior
of each of the subcubes Ik , k = 1, . . . , qn. If qmcn, where the constant cn is deﬁned via
c1 = 2 and cn = 2n(1 + cn−1),(3.1.1)
then in view of [3, Lemma 1]
sup
x∈I
|p(x)|e2qn sup
x∈X
|p(x)| for all p in Pm−1.(3.1.2)
Note that (3.1.2) implies that the set X determines Pm−1. Indeed (3.1.2) implies a bit more,
namely an upper bound on the constant C in (2.6.1) which is valid for all x in I, speciﬁcally in the
notation of (2.8.1)
CX ,I e2qn.(3.1.3)
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Note that the number of elements in X , qn, is strictly greater than M, the dimension of Pm−1.
So, while X is a determining set for Pm−1, it is not unisolvent for Pm−1.
In what follows we use the notation W˙pm() to denote the class of those distributions u on 
which enjoy the property that ∑||=m ‖Du‖Lp() is ﬁnite. In the cases where m is sufﬁciently
large to imply that u is equivalent to a continuous functionwe take u to be that continuous function.
Those cases are when m > n/p if 1 < p∞ and when mn if p = 1. In the case p = ∞ of
course n/p is taken to be 0.
3.2. Lemma
Suppose I is a cube of side 2ah and X is subset of Rn such that
sup
y∈I
inf
x∈X
|x − y|h,(3.2.1)
where a is an integer which satisﬁes mcn < a2mcn and cn is the constant deﬁned by (3.1.1).
Then there is a ﬁnite subset X0 of X contained in the interior of I such that for any u in W˙pm(I)
with m > n/p if 1 < p∞ and mn if p = 1
‖u‖Lp(I)C
⎧⎨
⎩hn/p maxx∈X0 |u(x)| + hm
∑
||=m
‖Du‖Lp(I)
⎫⎬
⎭ ,(3.2.2)
where C is a constant which depends only on m, n, and p.
3.3. Proof
Let q = mcn where cn is deﬁned via (3.1.1) and partition I into qn essentially disjoint subcubes,
Ik , k = 1, . . . , qn, each of side 2ah/q. Since the side of each subcube is greater than 2h relation
(3.2.1) implies that the interior of each Ik contains a point xk of X . Let X0 = {x1, . . . , xqn}. In
view of the remarks in 2.6, 2.8, and 3.1 there is a measure x supported on X0 which enjoys
(2.6.2) and ∫
X0
|x(dy)| =
∑
xk∈X0
|x(xk)|C for all x in I,(3.3.1)
where Ce2mncn .
If u is m times continuously differentiable on I then using the particular measure x described
above in representation (2.7.1) leads to
|u(x)|C
⎧⎨
⎩maxxk∈X0 |u(xk)| +
∑
xk∈X0
∑
||=m
∫ rk
0
|sm−1Du(sk + xk)| ds
⎫⎬
⎭ ,
where rk = |x − xk| and k = x − xk|x − xk| .
Let
Bk,(x) =
∫ rk
0
|sm−1Du(sk + xk)| ds
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and observe that the last inequality implies that
‖u‖Lp(I)C
⎧⎨
⎩hn/p maxxk∈X0 |u(xk)| +
∑
xk∈X0
∑
||=m
‖Bk,‖Lp(I)
⎫⎬
⎭(3.3.2)
with a constant C which depends only on m and n. If 1 < p < ∞ the Lp(I) norms on the
right-hand side of (3.3.2) can be estimated as in [4, Lemma 1], which procedure we detail below.
Apply Hölder’s inequality using the fact that mp > n to get
|Bk,(x)|pCrmp−nk
∫ rk
0
|Du(sk + yk)|psn−1 ds(3.3.3)
and note that (rk,k) are the spherical coordinates of x centered at xk . Using these coordinates
integrate the both sides of (3.3.3) over the cube I, while for the moment dropping the subscripts
k. This results in the description I = {(r,) : 0r()} and if d denotes the usual rotation
invariant measure on the unit sphere∫
I
rmp−n
∫ r
0
|Du(s+ y)|psn−1 ds dx
=
∫
||=1
∫ ()
0
{
rmp−n
∫ r
0
|Du(s+ y)|psn−1 ds
}
rn−1 dr d
=
∫
||=1
∫ ()
0
|Du(s+ y)|psn−1
{∫ ()
s
rmp−1 dr
}
ds d
 (2ah)
mp
mp
∫
||=1
∫ ()
0
|Du(s+ y)|psn−1 ds d
where we used the fact that ()2ah√n. Since the last iterated integral is exactly ‖Du‖pLp(I)
we may conclude that
‖Bk,‖pLp(I)Chmp‖Du‖pLp(I),(3.3.4)
where C is a constant which depends only on m, n, and p.
The desired result, together with a bound on the constant C of (3.2.2) in terms of m, n, and p,
now follows from (3.3.2) and (3.3.4) whenever u is m times continuously differentiable. The fact
that it holds for all u in W˙pm() follows from a standard argument using molliﬁers.
The cases p = 1 and p = ∞ follow by analogous reasoning mutatis mutandis.
3.4. Deﬁnition
Suppose h > 0 and N is a positive integer.A subdomain ofRn is said to have property (h,N)
if there is a family F = {Ik} of cubes with the following properties:
(a)  = ⋃F Ik almost surely.
(b) The side length sk of each cube Ik in F satisﬁes the constraint h < sk2h.
(c) Almost every point x in  contains not more than N members of F .
Examples of sets  with property (h,N) include the following:
•  = Rn and  =(a half space) have property (h, 1) for every positive h.
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•  = (a rectangular parallelpiped) has property (h,N) for every positive h which is not greater
than the length of the shortest side and where the minimal N depends on the ratios of the sides
but is, in any case, not greater than 2n.
•  = any ﬁnite union of rectangular parallelpipeds and = any ﬁnite intersection of half spaces
whose interior angles are /2. Both types of sets have property (h,N)where the upper bound
on h and the lower bound on N depend on the geometry of .
Supposehas property (h,N). If andIk are the indicator functions of and Ik , respectively,
then properties (a) and (c) can be succinctly summarized by

∑
Ik∈F
IkN almost everywhere.
The above inequality implies that for all u in L1()∫

|u(x)| dx
∑
Ik∈F
∫
Ik
|u(x)| dxN
∫

|u(x)| dx.
Finally we note the following:
• If  has property (h0, N) then it also has property (h,N ′) for all h such that 0 < hh0. The
constant N ′ depends on  but is always not greater than 2nN .
In view of the above item it makes sense to refer to the minimal N for which  has property
(h0, N) for appropriate h0 as the overlap constant of .
Recall that if X is a discrete set and u is a function on X then
‖u‖lp(X ) =
{ {∑
x∈X |u(x)|p
}1/p if 1p < ∞,
supx∈X |u(x)| if p = ∞.
3.5. Theorem
Suppose  is a domain with property (2mcnh0, N) where cn is the constant deﬁned by (3.1.1)
and X is a discrete subset of  such that
sup
y∈
inf
x∈X
|x − y| = hh0.
Then for any u in W˙pm() with m > n/p if 1 < p∞ and mn if p = 1
‖u‖Lp()C
⎧⎨
⎩hn/p‖u(x)‖lp(X ) + hm
∑
||=m
‖Du‖Lp()
⎫⎬
⎭ ,
where C is a constant which depends only on m, n, p, and N.
3.6. Proof
Since enjoys property (2mcnh,N ′), see 3.4, let F = {Ik} be a corresponding family of cubes
such that the side length sk of each cube Ik in F satisﬁes the constraint 2mcnh < sk4mcnh.
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Let Xk = X ∩ (interior of Ik) and choose xk ∈ Xk such that
|u(xk)| = max
x∈Xk
|u(x)|.
Using the lemma to estimate ‖u‖pLp(Ik), summing over k, and using the fact that family F has
ﬁnite overlap results in, if 1p < ∞,
‖u‖p
Lp()C
⎧⎨
⎩hn
∑
k
|u(xk)|p + hmp
∑
||=m
‖Du‖p
Lp()
⎫⎬
⎭ ,
where C is a constant which depends only on m, n, p, and N. Since∑
k
|u(xk)|p
∑
x∈X
|u(x)|p
the desired result follows for 1p < ∞.
The same argument is valid for the case p = ∞ with a slight change in notation.
4. Some consequences
Here we use the estimate provided by Theorem 3.5 together with the fact that if u is in Lp()∩
W˙
p
m(), mp > n, then u is in L∞() to derive estimates of the Lq(), q > p, norm of u.
Analogously, if the measure of  is ﬁnite then the Lq(), q < p, norm of u is dominated by the
Lp() norm which leads to yet another estimate.
4.1. Proposition
If 1p∞ and pq∞ then under the hypotheses of 3.5
‖u‖Lq()C
⎧⎨
⎩hn/q‖u(x)‖lp(X ) + hm−n(1/p−1/q)
∑
||=m
‖Du‖Lp()
⎫⎬
⎭ ,(4.1.1)
where C is a constant which depends only on m, n, p, and the overlap constant associated
with .
4.2. Proof
Suppose h = 1 then
‖u‖Lq()C
⎧⎨
⎩‖u‖Lp() +
∑
||=m
‖Du‖Lp()
⎫⎬
⎭ .
This follows from standard imbedding theorems, for example see [1, Lemmas 5.14 and 5.15].
Next use Theorem 3.5 to estimate ‖u‖Lp() and write
‖u‖Lq()C
⎧⎨
⎩‖u‖lp(X ) +
∑
||=m
‖Du‖Lp()
⎫⎬
⎭ ,(4.2.1)
where the constant C depends only on m, n, p, and the overlap constant associated with .
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Now if h = 1 then uh(x) = u(hx) satisﬁes (4.2.1) with and X replaced by h−1 and h−1X ,
respectively. Finally
‖uh‖Lq(h−1) = h−n/q‖u‖Lq(), ‖uh‖lp(h−1X ) = ‖u‖lp(X )
and
‖Duh‖Lp(h−1) = hm−n/p‖Du‖Lp() for || = m
together with the fact that the corresponding overlap constants for  and h−1 are the same
allows us to write (4.1.1).
4.3. Corollary
Suppose p, q,, X , and u satisfy the hypothesis in 4.1 and, in addition, u(x) = 0 for all x ∈ X .
Then
‖u‖Lq()Chm−n(1/p−1/q)
∑
||=m
‖Du‖Lp(),
where C is a constant which depends only on m, n, p, and the overlap constant associated
with .
4.4. Proposition
If 1 < p∞, 1qp, and  has ﬁnite measure || then under the hypotheses of
Theorem 3.5
‖u‖Lq()C||1/q−1/p
⎧⎨
⎩hn/p‖u‖lp(X ) + hm
∑
||=m
‖Du‖Lp()
⎫⎬
⎭ ,(4.4.1)
where C is a constant which depends only on m, n, p, and the overlap constant associated
with .
4.5. Proof
Use Hölder’s inequality to write
‖u‖Lq() ||1/q−1/p‖u‖Lp()
and apply Theorem 3.5.
4.6. Corollary
Suppose p, q,, X , and u satisfy the hypothesis of 4.4 and, in addition, u(x) = 0 for all x ∈ X .
Then
‖u‖Lq()C||1/q−1/phm
∑
||=m
‖Du‖Lp(),
where C is a constant which depends only on m, n, p, and the overlap constant associated
with .
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4.7. Remarks
The requirement that satisfy property (h0, N) for some positive h0 and N can be relaxed. For
example, by the use of an appropriate afﬁne transformation it is clear that an analog of Lemma
3.2 is valid with the cube replaced by any, not necessarily rectangular, parallelpiped. This and
other technicalities imply that the conclusions of Theorem 3.5 are valid for more general domains
. Since the present formulation seems sufﬁciently general for any forseeable applications, we
chose not to pursue the matter further here in order to avoid dealing with technicalities which are
not really germane to the main issues.
Corollaries 4.3 and 4.6 appear to be variants of [7, Theorem 11.32], also in [5], which seems to
rely on the fact that  is bounded and is formulated with 1p < ∞ and certain fractional values
of m.
The dependence of the bound in both 4.4 and 4.6 on the measure of  cannot be signiﬁcantly
relaxed in the sense that both estimates fail in the case of = Rn. This can be seen by considering
the univariate example
u(x) = sin x
(1 + |x|2)a/2 .
This u satisﬁes u(x) = 0 for all x ∈ X = {. . . ,−1, 0, 1, 2, . . .} and is in Wpm(R) for every
m whenever a > 1/p. Since it fails to be in Lq(R) whenever a1/q choosing a such that
1/p < a1/q shows that ‖u‖Lq(R) cannot be dominated by ‖Dmu‖Lp(R) for any m whenever
q < p.
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