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Kurzfassung
Gegenstand dieser Arbeit ist die theoretische Analyse von Ladungsanregungen in verschiedenen
niedrigdimensionalen   - ¨Ubergangsmetallverbindungen, wobei insbesondere der Einfluß der Git-
tergeometrie auf die Charakteristik der Anregungen untersucht wurde. Mit Hilfe des Lanczos-
Algorithmus’ wurden dazu sowohl die impulsabha¨ngige Verlustfunktion der Elektron-Energie-
Verlust-Spektroskopie (EELS) als auch die optische Leitfa¨higkeit fu¨r NaV  O  , LiV  O  , Sr  CuO 
und CuGeO  berechnet und mit den experimentellen Ergebnissen verglichen.
Unter der Verwendung eines Modells viertelgefu¨llter Leitern kann man die Ladungsanregungen
sowohl fu¨r NaV  O  als auch LiV  O  sehr gut beschreiben. In diesen Materialien findet man
nicht nur unterschiedliche Ladungsordnungen sondern vor allem auch verschiedene Kopplungsar-
ten zwischen den Leitern. Wa¨hrend die Leitern im NaV  O  durch die Coulomb-Wechselwirkung
miteinander gekoppelt sind, existiert im LiV  O  ein Austausch aufgrund einer starken Hybridisie-
rung zwischen den Leitern.
Die Ladungsanregungen von quasi eindimensionalen Kupratketten spiegeln sowohl die Plaketten-
eigenschaften als auch die Plakettenkopplung wider. Unabha¨ngig von der Geometrie der Ketten
findet man stets die lokale Anregung des Kupferloches auf die umliegenden Sauerstofforbitale.
Aus einem mo¨glichen Lochtransfer zu benachbarten Plaketten resultieren außerdem noch An-
regungen, die energetisch unterhalb der Plakettenanregung liegen und unmittelbar von der Ket-
tengeometrie abha¨ngen. Wa¨hrend im eckenvernetzten Sr  CuO  diese Anregungen die Spektren
dominieren, spielt der Lochtransfer im kantenvernetzten CuGeO  nur eine untergeordnete Rolle.
Abstract
Charge excitations in different   transition metal compounds are studied. In particular, the influ-
ence of the lattice geometry on the character of these excitations is investigated. For this purpose,
the momentum dependent loss function of electron energy-loss spectroscopy (EELS) as well as the
optical conductivity are calculated and compared with the experimental data of NaV  O  , LiV  O  ,
Sr  CuO  , and CuGeO  .
A quarter-filled extended Hubbard model on a system of coupled ladders provides a qualitative
explanation for the highly anisotropic charge excitations of NaV  O  and LiV  O  . These ladder
compounds do not only differ from the charge ordering pattern but also from the coupling bet-
ween different ladders: In LiV  O  one finds a strong inter-ladder hopping which is very small in
NaV  O  . On the other hand, in NaV  O  the ladders are coupled by a strong inter-ladder Coulomb
interaction.
The charge excitations of quasi one-dimensional cuprates reflect both the properties of the CuO 
plaquettes and the character of the coupling between different plaquettes. Independently from the
geometry of the cuprat chains, the local excitation of the copper hole onto the adjacent oxygen
orbitals is always found. Further transitions with an excitation energy below the local excitation
of a single plaquette result from a hole transfer to another plaquette. These excitations with hole
delocalization dominate the spectra of the corner-shared Sr  CuO  . In contrast to this, the hole
transfer leads only to a pre-peak in the spectra of the edge-shared CuGeO  . Furthermore, it is
shown that the hole transfer is determined by the geometry of the edge-shared CO.
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1 Einleitung
Ein zentrales Aufgabengebiet der Festko¨rperphysik ist die Untersuchung der Elek-
tronenstruktur, da sie unmittelbar mit einer Vielzahl interessanter Pha¨nomene zusam-
menha¨ngt. Die Elektronen im Festko¨rper bilden ein Vielteilchensystem, das an das Kri-
stallgitter ankoppelt, aber aufgrund seiner Komplexita¨t nicht exakt gelo¨st werden kann.
Entsprechend ist man bei der Untersuchung von Festko¨rpern auf Na¨herungen angewiesen,
wobei vor allem die elektronischen Korrelationen nur schwer zu behandeln sind.
Man muß unterscheiden zwischen schwach und stark korrelierten elektronischen Sy-
stemen. Eine in der Vergangenheit sehr erfolgreiche Na¨herung zur Behandlung schwach
korrelierter Vielteilchensysteme basiert auf der Einfu¨hrung eines effektiven Potentials,
das die Vielteilchenwechselwirkungen im Mittel beschreibt und selbstkonsistent berech-
net wird [1, 2]. Damit hat man eine Abbildung auf ein gut lo¨sbares Einteilchenmodell ge-
funden, in dem sich die Elektronen voneinander unabha¨ngig unter dem Einfluß des effek-
tiven Potentials bewegen. Die Dichte-Funktional-Theorie [3, 4], die auf vielen Gebieten
der Festko¨rperphysik sehr erfolgreich eingesetzt wurde und wird, ist eine Weiterentwick-
lung der Idee des selbstkonsistenten Feldes und ermo¨glicht auch eine Beru¨cksichtigung
von Korrelationseffekten [5]. Allerdings stellt die Dichte-Funktional-Theorie keinen ech-
ten Zugang zum Problem der elektronischen Korrelationen im Festko¨rper dar, da sie in der
meist verwendeten lokalen Dichtena¨herung von einem homogenen Elektronengas startet.
Die Behandlung eines wechselwirkenden Vielteilchensystems mit Hilfe eines selbst-
konsistenten Potentials ist natu¨rlich nur dann erfolgversprechend, wenn die Wechsel-
wirkungen zwischen den Teilchen relativ klein sind. Die Coulomb-Abstoßung zwi-
schen Elektronen im Festko¨rper kann jedoch sehr groß werden, wenn die Elektronen-
absta¨nde oder Elektronendichten klein sind (keine Abschirmung). So fu¨hrt die Coulomb-
Wechselwirkung im Hubbard-Modell [6] zu einer Aufspaltung in zwei Energieba¨nder
[7, 8], die bei genu¨gend starker Wechselwirkung nicht u¨berlappen und damit zu einem
Metall-Isolator- ¨Ubergang fu¨hren ko¨nnen. Systeme, in denen die Coulomb-Abstoßung ei-
ne wesentliche Rolle spielt, bezeichnet man als stark korreliert. Es ist klar, daß man bei
starken elektronischen Korrelationen die Coulomb-Abstoßung nicht als kleine Sto¨rung
des Systems behandeln kann, sondern echte Vielteilchenmethoden verwenden muß. Da-
her ko¨nnen analytische Standardverfahren, wie die Sto¨rungsentwicklung nach der Wech-
selwirkung, nur bedingt eingesetzt werden, da im Fall starker Korrelationen diese ja die
dominierende Energieskala liefern. Aufgrund dieser Schwierigkeiten werden vielfach nu-
merische Methoden eingesetzt. Dazu geho¨ren die exakte Diagonalisierung (ED) endlicher
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Systeme (siehe Kapitel 3), die Dichtematrix-Renormierungsgruppen-Methode (DMRG)
[9, 10] und das Quanten-Monte-Carlo-Verfahren (QMC) [11].
Starke Elektronenkorrelationen findet man vor allem bei Systemen mit 
 - und  -
Elektronen, die in Kernna¨he lokalisiert sind, weshalb in diesen Orbitalen die Wechsel-
wirkungen zwischen den Elektronen groß sind. Zu den Systemen mit nicht vollsta¨ndig
gefu¨llten 
 -Schalen geho¨ren ¨Ubergangsmetalloxidverbindungen wie z.B. Kuprate, Man-
ganate und Vanadate, die aufgrund ihrer interessanten Eigenschaften in den letzten Jahren
zu einem wichtigen Forschungsgebiet der Festko¨rperphysik geworden sind. Von beson-
derem Interesse waren und sind dabei Hochtemperatursupraleitung [12], kollosaler Mag-
netwiderstand [13, 14] sowie Ladungs-, Spin- und Gitterordnungspha¨nomene [15, 16].
 -Elektronen werden vor allem in Verbindung mit dem Kondo-Effekt [17, 18] und dem
Schwer-Fermion-Verhalten [19] von Seltenerd- und Actinid-Verbindungen diskutiert.
Die vorliegende Arbeit bescha¨ftigt sich mit den Ladungsanregungen in den niedrig-



















war in den letzten Jahren Gegenstand intensiver Un-
tersuchungen. Ausgangspunkt war dabei die Beobachtung, daß sich die magnetische Sus-




in einem großen Temperaturbereich durch eine eindimensio-
nale Heisenberg-Kette beschreiben la¨ßt und bei  K ein Phasenu¨bergang auftritt
[20]. Im allgemeinen wird angenommen, daß die in   -NaV  O  vorhandenen V  O  -
Ebenen eng mit dessen besonderen Tieftemperatureigenschaften verbunden sind. ¨Ahn-
liche V-O-Strukturen findet man auch in  -LiV  O  , so daß sich dieses Material als Refe-
renzsystem fu¨r  -NaV  O  anbietet. Auch in Sr  CuO  und CuGeO  werden die Eigen-
schaften von den Metalloxidstrukturen im Kristall bestimmt, die sowohl in Sr  CuO  als
auch in CuGeO  aus quasi eindimensionalen Cu-O-Ketten unterschiedlicher Geometrie






ha¨ngt unmittelbar mit ihrer strukturel-
len Verwandtschaft zu den Hochtemperatursupraleitern zusammen, da die Cu-O-Ketten in
diesen Materialien wie die CuO

-Ebenen in den Hochtemperatursupraleitern von CuO

-
Plaketten gebildet werden. Daru¨ber hinaus wurde und wird CuGeO

insbesondere auch
als erste anorganische Spin-Peierls-Verbindung [21] intensiv untersucht.
Die vorliegende Arbeit besteht neben dieser Einleitung aus fu¨nf Kapiteln und einer ab-
schließenden Zusammenfassung. Zuna¨chst wird im Kapitel 2 eine detaillierte Darstellung
der theoretischen Beschreibung von Dichte- bzw. Ladungsanregungen gegeben, wobei
die Verlustfunktion der Elektron-Energie-Verlust-Spektroskopie (EELS) im Mittelpunkt
der Betrachtungen steht. Insbesondere wird dabei die Behandlung der langreichweitigen
Coulomb-Wechselwirkung im Rahmen der Random Phase Approximation (RPA) disku-
tiert und der Zusammenhang mit der optischen Leitfa¨higkeit hergestellt.
Zur Berechnung der Verlustfunktion des EELS-Experimentes oder der optischen
Leitfa¨higkeit sind dynamische Antwortfunktionen auszuwerten. In dieser Arbeit wird
dies mit Hilfe der exakten Diagonalisierung endlicher Systeme unter Verwendung des
Lanczos-Algorithmus’ durchgefu¨hrt. Kapitel 3 entha¨lt eine ausfu¨hrliche Darstellung die-
ser numerischen Methode.
9Die Kapitel 4, 5 und 6 sind die wesentlichen Teile der vorliegenden Arbeit. Kapitel 4




vorbehalten. Ausgehend von den allgemeinen Eigen-




wird ein viertelgefu¨lltes Modell gekoppelter Hubbard-Leitern
zur Beschreibung von  -NaV  O  eingefu¨hrt und diskutiert. Im zweiten Teil von Kapitel
4 werden die Ladungsanregungen theoretisch analysiert, wobei dem Vergleich der theo-
retischen Ergebnisse mit den experimentellen Spektren eine bedeutende Rolle zukommt.
Gegenstand von Kapitel 5 ist das  -LiV  O  , das zur selben Familie von Vanadiumoxi-
den wie das  -NaV  O  geho¨rt.  -LiV  O  wird wieder durch ein viertelgefu¨lltes Modell
gekoppelter Hubbard-Leitern beschrieben, wobei der ladungsgeordnete Zustand von  -
LiV  O  durch eine zusa¨tzliche Besetzungsenergie beru¨cksichtigt wird. Die damit fu¨r  -
LiV  O  berechnete optische Leitfa¨higkeit wird sowohl mit den experimentellen Spektren
als auch mit den Ergebnissen fu¨r  -NaV  O  verglichen, wobei insbesondere der Einfluß
der Leiterkopplung ausfu¨hrlich diskutiert wird.







. Hier wird insbesondere der Einfluß der Geometrie auf





das Emery-Modell verwendet, welches die Sauerstofffreiheitsgrade ex-
plizit beru¨cksichtigt. Hier wird insbesondere auch die Rolle der Sauerstofforbitale stu-
diert, indem mit den Ergebnissen des Einband-Hubbard-Modells verglichen wird. Zur
Untersuchung der kantenvernetzten Kupratketten wird ein abgewandeltes Multi-Band-
Modell mit zwei gekoppelten Untergittern eingefu¨hrt, das die Beru¨cksichtigung kleiner
Geometriea¨nderungen ermo¨glicht. Auch hier wird auf einen Vergleich zwischen den theo-
retischen Ergebnissen und den experimentell ermittelten Spektren des eckenvernetzten
Sr  CuO  und des kantenvernetzten CuGeO  großen Wert gelegt.
Eine Zusammenfassung der Resultate schließt diese Arbeit ab.
2 Theoretische Beschreibung von
Dichteanregungen
Gegenstand dieser Arbeit ist die theoretische Analyse von Ladungsanregungen in ver-
schiedenen niedrigdimensionalen ¨Ubergangsmetallverbindungen, die man experimentell
z.B. mit Hilfe der Elektron-Energie-Verlust-Spektroskopie (EELS) untersucht. In die-
sem Kapitel wird daher zuna¨chst die Verlustfunktion des EELS-Experimentes betrach-
tet. Dazu werden fru¨here Literaturergebnisse konsistent zusammengefaßt und kompakt
dargestellt. Es zeigt sich, daß man mit einem EELS-Experiment die Dichte-Dichte-
Korrelationsfunktionen eines Festko¨rpers untersucht, die eng mit der linearen Antwort
des Systems auf ein an die Elektronendichte ankoppelndes Sto¨rfeld verbunden sind. Man
erha¨lt damit einen Zusammenhang zwischen dem Streuexperiment, der dielektrischen
Funktion und der optischen Leitfa¨higkeit, der insbesondere die Bedeutung der langreich-




Die Elektron-Energie-Verlust-Spektroskopie (EELS) ist eine leistungsfa¨hige Methode zur
Untersuchung von Ladungsanregungen in Festko¨rpern (fu¨r Details siehe Referenz [22]).
Derartige Anregungen ha¨ngen unter anderem von der Wechselwirkung zwischen den
Elektronen ab, so daß mit Hilfe des EELS-Experimentes unmittelbar die Eigenschaften
des Vielteilchensystems untersucht werden ko¨nnen.
Beim EELS-Experiment werden monochromatische Elektronen mit hohen Energien
(etwa ﬁﬀﬂ keV) durch eine nur wenige Mikrometer dicke Probenschicht geschossen (siehe
Abbildung 2.1). Experimentell wird nun die Richtung und die Energie der gestreuten
Elektronen ermittelt, woraus sich sowohl der Energieverlust ﬃ der Elektronen als auch der
Impulsu¨bertrag q ergibt. Als unmittelbares Ergebnis des EELS-Experimentes liegt damit
die Streuintensita¨t als Funktion von ﬃ und q vor. Dabei wird meist der Energieverlust ﬃ
bei verschiedenen konstanten Impulsu¨bertra¨gen  bestimmt, so daß die Spektren mit Hilfe
des Volumenplasmons normiert werden ko¨nnen. Diese normierte Streuintensita¨t wird als
Verlustfunktion  "!#%$&ﬃ(' bezeichnet (siehe auch Abschnitt 2.4).



















Abbildung 2.1: Schematische Darstellung des experimentellen Aufbaus des EELS-Experimentes
2.2 Der Wirkungsquerschnitt
Im folgenden wird der Wirkungsquerschnitt fu¨r das EELS-Experiment bestimmt. Dabei
soll 3 der Hamilton-Operator des zu untersuchenden Systems sein. Durch eine zusa¨tz-
liche Wechselwirkung 354 koppelt das System an die Streuteilchen, in diesem Fall an
die durch die Probe geschossenen Elektronen. Da experimentell die Wahrscheinlichkeit
eines Energieverlustes ermittelt wird, ist der gesuchte Wirkungsquerschnitt direkt von der
¨Ubergangswahrscheinlichkeit, von einem Zustand 687:9<; in einen anderen 6=7?>; u¨berzuge-
hen, abha¨ngig. ( 6=7:9@; und 6=7?>A; sind hierbei Eigenzusta¨nde von 3 .)
Fu¨r die Bestimmung der ¨Ubergangswahrscheinlichkeit wird angenommen, daß die
Streuteilchen weit vor und weit nach dem Streuvorgang durch ebene Wellen beschrieben









;-687?>; als Produkt einer ebenen Welle 6
0
; fu¨r die Streuteilchen und
einem Eigenzustand 687M; von 3 darstellbar. Fu¨r die ¨Ubergangsrate NH9PO > ( ¨Ubergangswahr-
scheinlichkeit pro Zeitintervall) zwischen Ausgangs- und Endzustand gilt dann nach der
























wobei ]`_ die Masse der gestreuten Elektronen ist und a"9 ( af> ) als der zum Eigenzustand
687:9<; ( 6=7:>; ) geho¨rende Eigenwert zu interpretieren ist.
Aus der ¨Ubergangswahrscheinlichkeit (2.1) erha¨lt man das Differential des Wirkungs-
querschnittes gh9PO > fu¨r den ¨Ubergang von 687:9<; nach 687?>A; , indem man NH9PO > mit dem Streu-
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in den Raumwinkel 








































fu¨r die Streuung an dem System 3 im Zustand 6=7:9<; .
Im folgenden wird angenommen, daß die Wechselwirkung 354 zwischen dem System
3 und den Streuteilchen durch das abstoßende Coulomb-Potential vermittelt wird, das



















gegeben ist (siehe z.B. Referenz [25]). Fu¨r die folgenden ¨Uberlegungen ist es zweck-


















































wobei aus Konventionsgru¨nden ein zusa¨tzlicher Faktor 
n
i eingefu¨hrt wurde. Entspre-
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ist der Besetzungszahloperator am Ort 

,  der Ortsoperator des Streu-
teilchens und die 

sind die Ortsoperatoren der Elektronen des Systems 3 .) Setzt man
nun den Wechselwirkungsoperator 354 entsprechend (2.8) in das Matrixelement aus Glei-






























wobei der Impulsu¨bertrag ªC
0BJ1«0HG
eingefu¨hrt wurde. Verwendet man noch die



















































Der Integrand aus Gleichung (2.11) kann stark vereinfacht werden, indem man die



































































































































Mit Gleichung (2.13) hat man den doppelt differentiellen Streuquerschnitt fu¨r den Fall
gefunden, daß sich das zu untersuchende System 3 in dem Eigenzustand 687:9<; befindet.
Experimentell wird das Streuexperiment jedoch meist an einem nicht explizit pra¨parier-
ten System durchgefu¨hrt. Um dem Rechnung zu tragen, muß Ue7:96<uuIu-6=7t9F; durch eine
2.3 Lineare Antwort der Dichte 15


































































bestimmt, der eine reine Systemeigenschaft von 3 ist.






  ), so kann man zusammenfassend fu¨r den doppelt differentiellen Wir-




















Dabei ist der erste Term auf der rechten Seite von Gleichung (2.16) der Rutherfordsche
Streuquerschnitt, der die elastische Streuung am Coulomb-Potential beschreibt.
2.3 Lineare Antwort der Dichte
In diesem Abschnitt soll nun die lineare Antwort eines physikalischen Systems auf ein
Sto¨rfeld, das an die Elektronendichte ankoppelt, untersucht werden. Dabei wird die
Dichte-Dichte-Suszeptibilita¨t ÎHÏIÏ}!#Ð$&ﬃ(' eingefu¨hrt, die die Reaktion der Elektronendich-
te des Systems auf das als zeitlich periodisch angenommene Sto¨rfeld beschreibt. Es
wird sich zeigen, daß der dynamische Strukturfaktor
Ä
!#%$¥ﬃ(' und die Dichte-Dichte-
Suszeptibilita¨t ÎHÏIÏ}!#%$&ﬃ(' aufgrund des Fluktuations-Dissipations-Theorems unmittelbar
zusammenha¨ngen. Dies stellt die bekannte, enge Beziehung zwischen Streuung und Ant-
worttheorie dar. Der Formalismus der linearen Antworttheorie ermo¨glicht es außerdem,
die Behandlung der langreichweitigen Coulomb-Abstoßung zu vereinfachen, indem diese
durch Einfu¨hrung eines effektiven Molekularfeldes gena¨hert wird.
2.3.1 Lineare Antworttheorie
Ein physikalisches System befinde sich im Gleichgewicht und werde vom zeitunabha¨ngi-




!o¬&' gesto¨rt, die an die Observablen Ñ

ankoppeln. Im folgenden
wird angenommen, daß die Sto¨rfelder
T

zum Zeitpunkt ¬  CÒﬂ eingeschaltet werden.
Demnach lautet der Hamilton-Operator
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Unter diesen Voraussetzungen a¨ndert sich der Erwartungswert einer Observablen × in
linearer Ordnung der Sto¨rung
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Dabei steht U¥uuÌu¢;I!o¬&' fu¨r die Erwartungswertbildung bezu¨glich des vollen zeitabha¨ngigen
Hamilton-Operators 3Ó!½¬&' , wa¨hrend U&uÌuÌu¢; den Gleichgewichtserwartungswert bezu¨glich
des zeitunabha¨ngigen Operators 3 kennzeichnet. Der Liouville-Operator  des un-
gesto¨rten Systems 3 ist fu¨r einen beliebigen Operator Ñ durch  DÑåC  3æ$FÑ" definiert.






















































































In den Gleichungen (2.20)–(2.23) und in der Folge bezeichnet è stets einen positiven,
konvergenzerzeugenden Faktor, der nach Auswertung der Integrale gegen Null gehen
soll. ÎëHO ì   !êﬃ(' ist die dynamische Suszeptibilita¨t, die eine Eigenschaft des ungesto¨rten




In diesem Abschnitt soll nun der Spezialfall betrachtet werden, daß ein a¨ußeres Feld








2.3 Lineare Antwort der Dichte 17
wobei ¤~ die Fourier-transformierte Teilchenzahl ist, die mit Gleichung (2.9) eingefu¨hrt
wurde. Die lineare Antwort der Elektronendichte auf das Feld  !b%$P¬&' erha¨lt man durch












































Ist das ungesto¨rte System 3 translationssymmetrisch, so liefert die lineare Antwort nur
Beitra¨ge fu¨r den Impuls ~âC
1









































ÎHÏIÏ}!#%$&ﬃ(' wird als dynamische Dichte-Dichte-Suszeptibilita¨t bezeichnet.
2.3.3 Zusammenhang zwischen Strukturfaktor und
Dichteantwort
In diesem Abschnitt wird der Zusammenhang zwischen dem Wirkungsquerschnitt [bzw.
dem dynamischen Strukturfaktor (2.15)] und der Dichte-Dichte-Suszeptibilita¨t (2.30) her-
gestellt, der aufgrund des Fluktuations-Dissipations-Theorems besteht. Dies stellt die be-
kannte enge Beziehung zwischen Streuung und linearer Antworttheorie dar.





























Da U#¤~}!½¬&'¥¤  ; die Relation (2.31) erfu¨llt, erha¨lt man aus Gleichung (2.15) unter Verwen-























18 2 Theoretische Beschreibung von Dichteanregungen
wobei è wieder ein positiver, konvergenzerzeugender Faktor ist, der am Schluß gegen
Null gehen soll. Andererseits kann mit Hilfe einer Spektraldarstellung die Dichte-Dichte-



























 die inverse Temperatur ist. Die Gleichung (2.34) entspricht gerade
einem Spezialfall des Fluktuations-Dissipations-Theorems. Dieses Theorem stellt einen
allgemeinen Zusammenhang zwischen einer dynamischen Suszeptibilita¨t [hier ÎHÏIÏ}!#%$&ﬃ(' ]
und der zugeho¨rigen Korrelationsfunktion her, die den Fluktuationen entspricht (siehe
z.B. Referenz [28]). Aus den Gleichungen (2.33) und (2.34) folgt unmittelbar ein Zusam-
menhang des dynamischen Strukturfaktors
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wobei die Na¨herung (2.36) fu¨r tiefe Temperaturen (d.h. fu¨r ST ﬃ 
j 
 ) und ﬃÅé ﬂ
sinnvoll ist.
2.3.4 Random Phase Approximation (RPA)
Im folgenden soll noch einmal die lineare Antwort der Elektronendichte auf ein a¨uße-
res Feld untersucht werden, wobei jetzt aber der langreichweitige Anteil der Coulomb-























Dies bedeutet, daß 3  im folgenden nur eine lokale Coulomb-Wechselwirkung beinhalten
soll. Die langreichweitige Coulomb-Wechselwirkung (zweiter Term auf der rechten Seite)





























In Gleichung (2.39) wird der Term !o¤   1 U#¤  ;F'I!o¤ 1 U#¤;F' vernachla¨ssigt, der Dich-
tefluktuationen zweiter Ordnung beschreibt. Außerdem wird im folgenden der letzte
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Term aus Gleichung (2.39) weggelassen, da er nur zu einer nicht beobachtbaren Verschie-
bung der Energieskala fu¨hrt. Die Erwartungswerte sind bezu¨glich des vollen Hamilton-
Operators 3Ó!½¬&' zu bilden und tragen daher eine ¬ -Abha¨ngigkeit.
Aufgrund der  -Summation in Gleichung (2.37) kann man die verbleibenden Terme
aus (2.39) zusammenfassen und dafu¨r den Faktor  n Q in (2.37) weglassen. Entsprechend


















Der entstandene Hamilton-Operator (2.40) hat dieselbe Struktur wie Gleichung (2.24),
wobei nun das Sto¨rfeld  durch ein effektives Feld 
Æ
zu ersetzen ist. Durch Einsetzen




















































!#%$¥ﬃ(' die Dichte-Dichte-Suszeptibilita¨t des Systems 3  ohne langreichwei-




in vereinfachter Form beru¨cksichtigt. In Gleichung (2.44) kennzeichnet U&uuuP; 







$FÑÇ mit dem System 3  ohne langreichweitige Coulomb-Wechselwirkung
definiert.
Meist ist jedoch die Antwort der Elektronendichte eines Systems mit langreichwei-


















































Die Dichte U#¤~;I!½ﬃ(' des gesto¨rten Systems 3Ó!o¬&' wurde dabei in die ¨Anderung U X ¤;!½ﬃ('
aufgrund der Sto¨rung und die Dichte des ungesto¨rten Systems zerlegt und das Integral
in (2.45) resultiert dementsprechend aus einer Laplace-Transformation. Wenn man sich
nur fu¨r den eingeschwungenen Zustand des Systems interessiert, d.h. Einschaltvorga¨nge
vernachla¨ssigt, so kann dieses Integral weggelassen werden. Da entsprechend (2.7) noch
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Damit hat man hat die Dichteantwort wieder in der Form von (2.28) erhalten. Fu¨r die
dynamische Dichte-Dichte-Suszeptibilita¨t des Systems mit langreichweitiger Coulomb-
















Mit Hilfe dieser Gleichung kann die dynamische Dichte-Dichte-Suszeptibilita¨t unter
Einbeziehung der langreichweitigen Coulomb-Wechselwirkung berechnet werden, auch
wenn das betrachtete Modell nur lokale Wechselwirkungen entha¨lt. (Die Eigenschaften




2.4 Dielektrische Funktion, Verlustfunktion
Das EELS-Experiment wird ha¨ufig im Zusammenhang mit der dielektrischen Funktion
Ł
!#%$¥ﬃ(' diskutiert, die unmittelbar von der dynamischen Dichte-Dichte-Suszeptibilita¨t
ÎHÏIÏ}!#%$¥ﬃ(' bestimmt wird. Um dies zu zeigen, wird zuna¨chst Ł !b%$&ﬃ(' eingefu¨hrt.
Im folgenden soll ein Festko¨rper unter dem Einfluß einer a¨ußeren Ladungsdichte £
Æ¥Ë
betrachtet werden. Dabei wird durch £
Æ¥Ë
im Festko¨rper eine Ladungsdichte £ induziert.









Als elektrische Verschiebung ﬃ bezeichnet man das nur zu den externen Ladungen
geho¨rende Feld
Ú
  ﬃñ!b%$&ﬃ('ÅC £
Æ¥Ë
!b%$&ﬃ('u (2.49)
Außerdem kann man in vielen Fa¨llen eine lineare Beziehung (lineare Antwort) zwischen




Diese Gleichung entspricht einer Definition der dielektrischen Funktion Ł !b%$&ﬃ(' . Setzt
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Es ist unmittelbar einsichtig, daß die induzierte Ladungsdichte £ﬂW!#%$&ﬃ(' der Dich-













wobei das Ergebnis der linearen Antworttheorie (2.28) verwendet wurde. Das Sto¨rfeld

!#Ð$P¬&' bzw.  !
1
%$¥ﬃ(' kann als Folge der Coulomb-Wechselwirkung interpretiert wer-
den [30]. Entsprechend koppeln die Streuelektronen als eine a¨ußere Ladungsdichte
£
Æ&Ë
!#%$P¬&' an den Dichte-Operator des Systems an, so daß man fu¨r das Sto¨rfeld (bezie-










Hier ist - wieder die Foriertransformierte des Coulomb-Potentials  !b^' entsprechend
Gleichung (2.7). Setzt man nun (2.52) und (2.53) in Gleichung (2.51) ein und verwendet
^äC 








Damit hat man einen sehr einfachen Zusammenhang zwischen dielektrischer Funktion
Ł
!#%$&ﬃ(' und der Dichte-Dichte-Suszeptibilita¨t ÎHÏIÏ}!#Ð$&ﬃ(' gefunden.
Mit Hilfe der RPA (entsprechend Abschnitt 2.3.4) kann man die dielektrische Funk-
















Dieser Ausdruck fu¨r die dielektrische Funktion wird auch als Lindhard-Funktion [31] be-
zeichnet. Mit Hilfe dieser Gleichung kann die dielektrische Funktion unter Einbeziehung
der langreichweitigen Coulomb-Wechselwirkung berechnet werden, auch wenn das be-
trachtete Modell nur lokale Wechselwirkungen entha¨lt. (Die Eigenschaften des lokalen




Aufgrund des Zusammenhanges (2.54) von Dichte-Dichte-Suszeptibilita¨t ÎHÏIÏ¨!#%$¥ﬃ('































wobei durch Gleichung (2.57) die Tieftemperaturna¨herung gegeben ist.
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Der besondere Vorteil des EELS-Experimentes besteht in der Mo¨glichkeit, den Im-
pulsu¨bertrag q variieren zu ko¨nnen. Um aus einer derartigen q-Variation zusa¨tzliche In-
formationen gewinnen zu ko¨nnen, mu¨ssen die verschiedenen experimentellen Spektren,
die jeweils bei konstantem q bestimmt wurden, normiert werden. Dazu wird meist das
Volumenplasmon verwendet, das man mit einem wechselwirkenden Elektronengas be-






Da andererseits nach Gleichung (2.7) gerade ^$"¦   ist, erha¨lt man durch die Nor-
mierung der Spektren [entsprechend (2.56) bzw. (2.57)] die Verlustfunktion  "!#%$¥ﬃ(' , die




























Zur Berechnung der Verlustfunktion des EELS-Experimentes wird in dieser Arbeit der
Einfluß der langreichweitigen Coulomb-Wechselwirkung stets im Rahmen der RPA be-
















stems ohne langreichweitige Coulomb-Wechselwirkung entsprechend (2.44) mit dem
Grundzustand gebildet, was im Fall þC ﬂ korrekt ist. Der Wert der Suszeptibilita¨t wird
dabei mit exakter Diagonalisierung bestimmt. Diese numerische Methode wird ausfu¨hr-
lich in Kapitel 3 diskutiert.
2.5 Zusammenhang zwischen Verlustfunktion und
Optischer Leitfa¨higkeit
In diesem Abschnitt wird der Zusammenhang zwischen der oben eingefu¨hrten Verlust-
funktion (2.60) und der optischen Leitfa¨higkeit diskutiert. Insbesondere zeigt sich, daß
die Verbindung zwischen diesen Gro¨ßen den Einfluß der langreichweitigen Coulomb-
Wechselwirkung auf die EELS-Spektren verdeutlicht.
Die optische Leitfa¨higkeit g

!½ﬃ(' kann als lineare Antwort des Systems 3 auf ein

































1Gleichung (2.60) kann man auch ohne die dielektrische Funktion gewinnen, indem man (2.36) und
(2.47) in die Definition der Verlustfunktion (2.58) einsetzt.
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wobei '

die entsprechende Komponente des Stromoperators ist. i steht fu¨r das System-
volumen und è bezeichnet hier wieder einen positiven, konvergenzerzeugenden Faktor,
der nach Auswertung der Integrale gegen Null gehen soll. Die optische Leitfa¨higkeit




























In dieser Arbeit wird die optische Leitfa¨higkeit stets bei  C ﬂ berechnet. Dies bedeutet,






















und den Erwartungswert mit dem Grundzustand bildet. Die optische Leitfa¨higkeit selbst
wird mit Hilfe der exakten Diagonalisierung ausgewertet, die ausfu¨hrlich in Kapitel 3
diskutiert wird.
Unter Verwendung der Kubo-Green-Relation (siehe z.B. Referenz [32]) kann man
einen direkten Zusammenhang zwischen der optischen Leitfa¨higkeit g





!#Ð$&ﬃ(' des Systems 3  ohne langreichweitige





































Aus den Gleichungen (2.7), (2.64) und (2.65) folgt dann unmittelbar der gesuchte Zusam-





















Dies bedeutet, daß fu¨r kleine Impulsu¨bertra¨ge die Peaklagen der Verlustfunktion ohne
langreichweitige Coulomb-Wechselwirkung mit denen der optischen Leitfa¨higkeit zu-
sammenfallen; oder anders ausgedru¨ckt: unterschiedliche energetische Peaklagen von
optischer Leitfa¨higkeit und Verlustfunktion mit kleinem Impulsu¨bertrag q gehen auf die
Wirkung der langreichweitigen Coulomb-Wechselwirkung zuru¨ck.
Abschließend folgen noch einige Bemerkungen zur weiteren der Hamilton-Opera-
toren. In diesem Kapitel wurden die lokalen Operatoren ohne langreichweitige Coulomb-
Wechselwirkung stets durch einen Index “0” gekennzeichnet. Da in den Kapiteln 4, 5 und
6 nur lokale Hamilton-Operaratoren betrachtet werden, wird im folgenden vereinfachend
auf einen zusa¨tzlichen expliziten Index verzichtet. Bei der Berechnung der Verlustfunk-
tion in RPA werden die Hamilton-Operatoren jedoch als Systeme ohne langreichweitige
Coulomb-Wechselwirkung betrachtet.
3 Exakte Diagonalisierung
Die Methode der exakten Diagonalisierung hat sich in den letzten Jahren zu einem der
wichtigsten numerischen Werkzeuge zur Untersuchung von Systemen mit starken Elek-
tronenkorrelationen entwickelt. Einer der Vorteile der exakten Diagonalisierung ist deren
einfache Grundidee: Der Hamilton-Operator des physikalischen Systems wird mit Hil-
fe einer geeigneten Basis (z.B. einer Besetzungszahlbasis) in eine Matrix u¨berfu¨hrt, die
diagonalisiert wird, was natu¨rlich nur fu¨r kleine Systeme praktikabel ist. Erst moder-
ne Algorithmen zur Behandlung gro¨ßerer Matrizen wie z.B. das Lanczos- [33] und das
Davidson-Verfahren [34] machen die Untersuchung vernu¨nftiger Systemgro¨ßen mo¨glich.
Im weiteren Verlauf soll allein der Lanczos-Algorithmus Gegenstand der Diskussion
sein, da er in dieser Arbeit zur Untersuchung von Ladungsanregungen stark korrelierter
Systeme verwendet wurde. Insbesondere soll in diesem Kapitel verdeutlicht werden, wie
man mit Hilfe des Lanczos-Verfahrens nicht nur statische Gro¨ßen sondern auch dynami-
sche Korrelationsfunktionen berechnen kann.
3.1 Lanczos-Algorithmus, Erwartungswerte des
Grundzustandes
Im folgenden wird der Lanczos-Algorithmus [33] beschrieben, der eine na¨herungswei-
se Lo¨sung des Eigenwertproblems großer Matrizen ermo¨glicht. Um diesen Algorith-
mus zur Untersuchung physikalischer Probleme verwenden zu ko¨nnen, muß zuna¨chst
der Hamilton-Operator 3 des Systems mit Hilfe einer geeigneten Basis in eine Matrix
u¨berfu¨hrt werden.
Ausgangspunkt fu¨r die Diskussion des Lanczos-Algorithmus’ [33] ist das Konzept
des invarianten Unterraumes. Die Hamilton-Matrix 3 sei eine !1032405' -Matrix. Ein 5 -
dimensionaler Unterraum6
C h6 £¨4P;$6 £

;$IuuuI$^6 £	7Ø;8W$ 5 9:0 (3.1)





gilt. Aus dieser Definition folgt unmittelbar, daß
jeder Eigenzustand von 3 einen invarianten Unterraum der Dimension Eins bildet. An-
dererseits kann auch jeder beliebige invariante Unterraum von 3 durch einen Satz von
Eigenvektoren von 3 dargestellt werden.
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Einen Unterraum
6
entsprechend (3.1) kann man auch als !?0:245Á' -Matrix auffassen,
deren Spaltenvektoren 6 £
B
; die Basis des Unterraumes bilden. Wenn nun
6
ein invarianter
Unterraum der Hamilton-Matrix 3 ist, dann ist das Matrixprodukt 3
6
eine !?0:245Á' -






















Dies bedeutet, daß Ł und
6
687M; Eigenwert und -vektor von 3 sind. Man kann also Lo¨sun-
gen des Eigenwertproblems der hochdimensionalen Hamilton-Matrix 3 aus denen der
kleineren Matrix 37 gewinnen, wenn
6
bezu¨glich 3 ein invarianter Unterraum ist.
Der Lanczos-Algorithmus [33] generiert nun iterativ einen bezu¨glich 3 na¨herungs-
















; D"$ 5 9:0 $ (3.5)
wobei 6<;  ; ein beliebiger normierter Zustand ist. Daß der Krylov-Raum (3.5) die
gewu¨nschten Eigenschaften besitzt, wird durch folgende ¨Uberlegungen klar: Die An-









; , die bis auf den letzten Zustand Elemente von B 7 sind. Außerdem
konvergiert 3 7  4 6<;  ; fu¨r hinreichend große 5 zu einem Eigenzustand von 3 . Dies wird






































; die Eigenwerte und -zusta¨nde von 3 ; 
B
bezeichnet die Entwick-







; von den Eigenzusta¨nden von 3 mit den betragsma¨ßig gro¨ßten Eigenwerten
dominiert wird. Entsprechend ist 3 7 6<;  ; na¨herungsweise proportional zu 3 7  4 6<;  ; .
Zusammenfassend kann man also feststellen, daß fu¨r hinreichend große 5 der
Krylov-Raum
B
7 beinahe ein invarianter Unterraum bezu¨glich 3 ist. Entsprechend kann
man mit diesem Vorgehen in guter Na¨herung Lo¨sungen des Eigenwertproblems von 3
finden.
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Nach diesen prinzipiellen Vorbetrachtungen ist noch unklar, wie man die Matrix 37
bestimmen kann, um Lo¨sungen des Eigenwertproblems der Hamilton-Matrix 3 finden zu
ko¨nnen. Wenn
6
eine orthonormale Basis des invarianten Unterraumes ist (d.h. es gilt
6IHJ6







Dieses Vorgehen ist auch unter Verwendung des Krylov-Raumes (3.5) mo¨glich, da dessen
Basisvektoren zueinander orthogonal sind. Dementsprechend ist 37 eine tridiagonale
Matrix.
Daraus ergibt sich nun folgender Ablauf des Lanczos-Algorithmus’ [33]. Startpunkt
der Methode ist ein normierter Zufallsvektor 6<;  ; des Vektorraumes, in dem die Hamilton-
Matrix 3 definiert ist. Im ersten Iterationsschritt wird nun 3 auf 6;  ; angewandt, und der








Aufgrund der Hermitizita¨t von 3 ist M  CEUO;  6 3\6;  ; reell. Außerdem kann 6<;L4&; stets so

















6 3\6;H4&;cCQN4 gilt. Setzt





















Stoppt man die Iteration bei Ú CU5
1
 , so hat man eine 5 -dimensionale Darstellung 37
von 3 gefunden, deren Eigenwertproblem !1VOW , 687XW;F' aufgrund der tridiagonalen Form














sind im allgemeinen entsprechend der obigen Diskussion des Krylov-Raumes (3.5) keine








obwohl die Matrixelemente selbst
Ue7
B








exakt sind. Bei Erho¨hung der Iterationszahl 5 des Lanczos-Algorithmus’ konvergieren
jedoch die betragsma¨ßig gro¨ßten Eigenwerte der Tridiagonalmatrix 37 und die zugeho¨ri-
gen Eigenvektoren sehr schnell (entsprechend der obigen Diskussion), so daß der statische
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Grundzustandserwartungswert Ue7  6 Ñ 687  ; einer beliebigen Observablen Ñ mit Hilfe des
auskonvergierten Grundzustandes 687  ; berechnet werden kann.
Das Hauptproblem bei der praktischen Umsetzung des Lanczos-Algorithmus’ besteht
jedoch in der Orthogonalita¨t des Krylov-Raumes (3.5). Bei endlicher Rechengenauigkeit
verlieren die Basisvektoren von B 7 ihre Orthogonalita¨t. Will man dies vermeiden, so
muß man die Basisvektoren des Krylov-Raumes nachorthogonalisieren, was numerisch
aufwendig ist. Ignoriert man dagegen dieses Problem, so kann man nur extremale Eigen-
werte exakt bestimmen [35], was jedoch fu¨r die folgenden ¨Uberlegungen ausreichend ist.
Eine Beschra¨nkung der Anwendbarkeit des Lanczos-Algorithmus’ ergibt sich allerdings
aus der Tatsache, daß bei einer performanten rechentechnischen Umsetzung stets drei
Vektoren des Zustandsraumes im Arbeitsspeicher gehalten werden mu¨ssen.
3.2 Dynamische Antwortfunktionen des
Grundzustandes
Im Rahmen des Lanczos-Algorithmus’ ko¨nnen neben statischen Erwartungswerten auch













bestimmt werden [36], wobei ] eine Sto¨rung des Systems repra¨sentiert. Der Liouville-
Operator  ist durch  DÑ¦C  3æ$PÑÇ definiert, wobei 3 der Hamilton-Operator des Sy-
stems und Ñ ein beliebiger Operator ist. Damit hat Gleichung (3.14) die selbe Struktur
wie der Ausdru¨ck fu¨r die optische Leitfa¨higkeit (2.63). Aber auch die Dichte-Dichte-
Suszeptibilita¨t (2.30) kann durch Auflo¨sen des Kommutators in eine Summe zweier Kor-
relationsfunktionen entsprechend (3.14) u¨berfu¨hrt werden.
Zur Berechnung der durch Gleichung (3.14) gegebenen Korrelationsfunktion ist
zuna¨chst der Grundzustand 687  ; entsprechend Abschnitt 3.1 zu bestimmen. In einem
zweiten Durchlauf des Lanczos-Algorithmus’ mit dem Startvektor 6¥Ö;  ;tC`]687  ; erha¨lt
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Damit ist es mo¨glich, mit Hilfe des Lanczos-Algorithmus’ in einfacher Weise dynami-
sche Korrelationsfunktionen des Grundzustandes zu berechnen, obwohl keine angeregten
Zusta¨nde explizit bestimmt wurden.
Die bisher diskutierten Verfahren sind auf den Fall òC ﬂ beschra¨nkt, da der Lanczos-
Algorithmus keiner exakten Lo¨sung des Eigenwertproblems der Hamilton-Matrix ent-
spricht. Diese Beschra¨nkung kann u¨berwunden werden, indem man die thermodyna-
mische Spurbildung zur Berechnung von Erwartunswerten durch eine Zufallsmittelung
ersetzt [37] und die beno¨tigten Matrixelemente mit Hilfe des Lanczos-Algorithmus be-
rechnet [38, 39]. Diese Methode fu¨r endliche Temperaturen ist ausfu¨hrlich in Anhang B
dargestellt, um die vorangegangene Diskussion der Anwendungsmo¨glichkeiten der exak-
ten Diagonalisierung abzurunden. In dieser Arbeit findet man jedoch nur Ergebnisse von
!oåCÁﬂ' -Rechnungen, da der numerische Aufwand dieser Lanczos Methode fu¨r endliche
Temperaturen (FTLM) wesentlich ho¨her ist und die hier theoretisch analysierten experi-
mentellen Ergebnisse kaum temperaturabha¨ngig sind.
4 Ladungsordnung und
Spin-Anregungslu¨cke in
NaV a O b
Das isolierende System   -NaV  O  geho¨rt zu der faszinierenden Klasse der stark kor-
relierten Elektronensysteme niedriger Dimension. Die physikalischen Eigenschaften von
diesem Vanadat wurden in letzter Zeit sowohl theoretisch als auch experimentell intensiv
untersucht, nachdem bei der Untersuchung der magnetischen Suszeptibilita¨t, die durch
eine eindimensionale Heisenberg-Kette beschrieben werden kann, ein Phasenu¨bergang
bei etwa 5Á K beobachtet wurde [20] (siehe auch Abbildung 4.3).
Dieses Kapitel bescha¨ftigt sich vor allem mit den Ladungsanregungen von NaV  O  ,
wobei jedoch zuna¨chst ausfu¨hrlich die experimentell beobachteten Eigenschaften und das
verwendete Modell eines viertelgefu¨llten Systems gekoppelter Hubbard-Leitern diskutiert




erfolgt dabei stets im
direkten Bezug zu experimentell ermittelten Spektren.
Ein Teil der in diesem Kapitel pra¨sentierten Ergebnisse wurde bereits vero¨ffentlicht
[40, 41, 42].









. In Referenz [43] wer-
den fu¨nf bronzeartige Phasen beschrieben: 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ist bislang vor allem die ý -Phase untersucht worden, die quasi eindimensionale Leitungs-





Untersuchungen ist, soll im weiteren Verlauf der Arbeit auf eine explizite Kennzeichnung
der Phase verzichtet werden.





die Struktur von schichtartig angeordneten VO

-Pyramiden dominiert wird. Die Sauer-
stoffatome befinden sich an den Pyramidenecken und gruppieren sich um das zentrale Va-
nadiumatom. Entsprechend liegen na¨herungsweise die Sauerstoffe der Pyramidengrund-
fla¨che und die (daru¨ber- bzw. darunterliegenden) Vanadiumatome in einer Ebene, die
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Abbildung 4.1: Schematische Darstellung der Kristallstruktur von NaV  O  . Die abgebildeten Py-
ramiden werden von den Sauerstoffatomen gebildet (die sich an den Ecken befinden) und enthalten
jeweils ein Vanadiumatom. Die Natriumatome bilden Ketten, die sich zwischen den schichtartigen
Vanadium-Sauerstoff-Strukturen befinden.





die dunklen Kugeln die Vanadiumatome und die grauen Kugeln die Sauerstoffatome symbolisie-
ren.
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Abbildung 4.3: Temperaturabha¨ngigkeit der magnetischen Suszeptibilita¨t bei einem magne-
tischen Feld von 1T nach Referenz [20] (Kreise) im Vergleich zu einem eindimensionalen
Heisenberg-Modell mit qFrLsﬁtvu K (durchgezogene Linie). Das Bild ist Referenz [20] entnom-
men.
in Abbildung 4.2 dargestellt ist. Es hat sich gezeigt, daß insbesondere diese Vanadium-





was im Abschnitt 4.2 ausfu¨hrlich diskutiert wird. Es sei angemerkt, daß man diese
Vanadium-Sauerstoff-Ebenen in gleicher Weise auch in der strukturell sehr a¨hnlichen  -








, die vor allem als Ladungs-
reservoir eine Rolle spielen, bilden Ketten, die sich zwischen den einzelnen Schichten
befinden.





durch Isobe und Ueda [20] hat eine Vielzahl weiterer Untersuchungen an diesem Mate-
rial motiviert. Abbildung 4.3 zeigt, daß die Temperaturabha¨ngigkeit der magnetischen
Suszeptibilita¨t oberhalb der ¨Ubergangstemperatur sehr gut durch eine eindimensiona-
le Heisenberg-Kette mit einer Kopplung w Cxmyoﬂ K beschrieben werden kann und bei
LK  K ein Phasenu¨bergang auftritt. Bei diesem ¨Ubergang o¨ffnet sich eine Spin-
Anregungslu¨cke, die fu¨r Lz ﬂ etwa ﬂ meV betra¨gt, die Ausdehnung der Einheitszelle
verdoppelt sich sowohl in
M
- als auch in
N
-Richtung und vervierfacht sich in { -Richtung
[45]. Außerdem kann das magnetische Verhalten auch unterhalb der ¨Ubergangstempera-
tur durch eine eindimensionale Heisenberg-Kette beschrieben werden, wobei die Kopp-
lung mit w
C ﬂ
K deutlich schwa¨cher als im Hochtemperaturfall ist [46]. Da man





-Richtung gefunden hatte, die durch nichtmagnetische V 
ç
-
Ketten voneinander getrennt sind, wurde dieser ¨Ubergang als eine Spin-Peierls-Instabilita¨t
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das zweite anorganische Material neben
CuGeO

[21] gewesen, bei dem ein derartiger ¨Ubergang auftritt.1
Eine neue Kristallstrukturanalyse [51] zeigte jedoch, daß bei Raumtemperatur alle
Vanadiumpla¨tze a¨quivalent sind und eine formale Valenz von Ô:}upm tragen. Entsprechend
bilden die Vanadiumpla¨tze ein viertelgefu¨lltes System gekoppelter Leitern [16], das auf
eine eindimensionale Heisenberg-Kette abgebildet werden kann [52]. Im Prinzip kann






schließlich eines Spin-Peierls- ¨Uberganges) zeigen, allerdings sprechen einige experimen-




fu¨r die Spin-Anregungslu¨cke bei þC ﬂ hat den im Vergleich ungewo¨hnlich hohen Wert
von 6.44. (Bei starker Heisenberg-Kopplung w wurde in Referenz [49] ein Wert von 3.52
bestimmt, der mit dem experimentell beobachteten BCS-Verha¨ltnis von CuGeO  recht gut
u¨bereinstimmt.) Außerdem setzt sich der Phasenu¨bergang bei L aus zwei eng beieinan-
der liegenden ¨Uberga¨ngen zusammen [54]. Schließlich wurden mittels NMR unterhalb
von  zwei verschiedene Vanadiumpla¨tze (V  ç und V  ç ) gefunden [55]. Entsprechend




als reine Ladungsordnung [56, 57] oder als Ladungsord-
nung mit nachfolgender Spin-Peierls-Instabilita¨t interpretiert [58, 59]. Auch die Art der
auftretenden Ladungsordnung wurde kontrovers diskutiert und sowohl eine kettenartige
[58] als auch eine zick-zack Ordnung vorgeschlagen [56, 57].
Bei einer neuen Kristallstrukturuntersuchung der Tieftemperaturphase wurde die









interpretiert wurden [61, 62]. Da diese Raumgrup-
pe nicht kompatibel mit den NMR-Messungen ist, bleibt die Tieftemperaturkristallstruk-
tur und die Art der Ladungsordnung nach wie vor unklar [63, 64, 65].
4.2 Modell
Nach der Diskussion verschiedener experimenteller Ergebnisse im vorangegangenen Ab-
schnitt, stellt sich nun natu¨rlich die Frage, mit welchem Modell man ein derartiges Verhal-
ten beschreiben kann. Bandstrukturrechnungen fu¨r NaV  O  [16, 66] haben gezeigt, daß
die Zustandsdichte in der Umgebung der Fermi-Kante im wesentlichen von den V 
e -
Orbitalen der Vanadiumatome dominiert wird. Entsprechend ist es naheliegend, daß man
sich bei einem Tieftemperaturmodell auf ein Gitter der Vanadiumpla¨tze mit den zugeho¨ri-
gen 
e -Orbitalen beschra¨nkt. Da die einzelnen Vanadium-Sauerstoff-Ebenen nur sehr
schwach miteinander gekoppelt sind [16], betrachtet man zumeist ein rein zweidimen-
sionales System. Nach Referenz [58] muß ein derartiges Modell fu¨r NaV  O  folgende
Forderungen erfu¨llen:
1Man spricht von einer Spin-Peierls-Instabilita¨t, wenn eine Fk -Heisenberg-Kette aufgrund des
Wechselspiels zwischen Spin- und Gitterfreiheitsgraden in einen dimerisierten Zustand gekoppelter Spin-
Singuletts u¨bergeht. Dabei kommt es zu einer Gitterverzerrung, die zu ungleichma¨ßigen Austauschkopp-
























































































Abbildung 4.4: Schematische Struktur der Vanadium-Sauerstoff-Ebene in NaV  O  .
(1) Bei hohen Temperaturen befindet sich das System in einem homogenen Zustand
(d.h. alle Vanadiumatome tragen die formale Valenz von Ô:}upm ) mit Isolatoreigen-
schaften.














(3) Die Tieftemperaturphase weist eine Spin-Anregungslu¨cke mit einem hohen BCS-
Verha¨ltnis auf.
(4) Aufgrund des Phasenu¨berganges kommt es zu einer Vergro¨ßerung der Einheitszelle.




meist mit Hilfe eines Hubbard-artigen Modells auf dem Gitter der Vanadiumpla¨tze disku-
tiert. Dieses Gitter wird gerade durch gegeneinander verschobene Leitern gebildet (siehe
die Abbildungen 4.2 und 4.4) und ist viertelgefu¨llt (ein Elektron pro Natriumatom). Da




































) ein Elektron am Platz ¦ im V §¨©ª -Orbital erzeugt (vernichtet).










verwendet. ¯?¦°\±² kennzeichnet eine Summation u¨ber Paare na¨chster Nachbarn. Die Mo-
dellparameter ³ ¤<´ und µ ¤<´ werden in Abbildung 4.4 definiert.
Gleichung (4.1) entha¨lt neben der kinetischen Energie [erster Term in (4.1)] und einem
Hubbard-  -Term auch eine Wechselwirkung zwischen Paaren na¨chster Nachbarn [dritter
Term in (4.1)]. Sie ist notwendig, da die Ladungsordnung einer Wigner-Kristallisation auf
einem Gitter entspricht, die eine Folge der langreichweitigen Coulomb-Wechselwirkung
[67] ist.
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Referenz ³¸ ³¹ ³\©ª  µº¸ µ»¹ µº©ª
Smolinski et al. [16] 0.38 0.17 0.012 2.8
Horsch et al. [52] 0.35 0.15 0.3 4.0
Cuoco et al. [72] 0.4 0.2 0.15 4.0 0.8 0.8 0.9
Sa et al. [73] 0.38 0.17 0.012 2.8 0.37 0.10 0.43
diese Arbeit 0.38 0.17 0.012 2.8 0.8 0.6 0.9
Tabelle 4.1: Parameterwerte des Hamilton-Operators (4.1) in eV, die in der Literatur verwendet
bzw. ermittelt wurden.
Die Hu¨pfamplituden ³ ¤<´ in Gleichung (4.1) sind richtungsabha¨ngig. Entsprechend
Abbildung 4.4 wird ein Hu¨pfen auf den Leitersprossen ³¸ , auf den Leierholmen ³¹ und
zwischen den Leitern ³\©ª beru¨cksichtigt. Ein neuer Tight-Binding-Fit an die mittels Dich-
tefunktionaltheorie in lokaler Dichtena¨herung berechneten Bandstruktur zeigt, daß unter
Umsta¨nden fu¨r NaV ¼ O ½ auch ein diagonales Hu¨pfen auf der Leiter wichtig ist [68].
Neben dem Modell gekoppelter Leitern (4.1) wurde ku¨rzlich fu¨r die Diskussion der
Tieftemperaturphase ein sogenanntes Spin-Cluster-Modell vorgeschlagen, nachdem bei
einer neuen Kristallstrukturanalyse drei verschiedene Vanadiumpla¨tze gefunden wurden,
die mo¨glicherweise den Oxydationsstufen V ¾!¿ , V ¾ﬂÀ ½ ¿ und V ½ ¿ entsprechen [60, 61, 62].
Dieses Spin-Cluster-Modell besteht aus schwach gekoppelten Clustern mit sechs Vana-
diumpla¨tzen und vier Spins, wobei die auftretende Energielu¨cke im Anregungsspektrum
keine Folge einer Dimerisierung sondern ein rein lokaler Cluster-Effekt wa¨re. Allerdings
scheint dieses Modell nicht kompatibel zu anderen experimentellen Ergebnissen zu sein
[69, 70, 71]. Daher wird im folgenden nur das Modell gekoppelter Hubbard-Leitern mit
einer Wechselwirkung zwischen na¨chsten Nachbarn entsprechend Gleichung (4.1) unter-
sucht. Die folgende Betrachtung wird allerdings zeigen, daß man mit diesem Modell nicht
die Spin-Anregungslu¨cke der Tieftemperaturphase erkla¨ren kann. Auf der anderen Sei-
te ermo¨glicht dieses Modell jedoch eine Beschreibung des Ladungsordnungsu¨berganges
und eine Interpretation der Ladungsanregungen.
4.2.1 Modellparameter
Der Hamilton-Operator des Modells gekoppelter Hubbard-Leitern entsprechend Glei-
chung (4.1) entha¨lt eine Reihe von Modellparametern: Hu¨pfmatrixelemente ³¸ , ³¹ , ³\©ª ,
Wechselwirkungen µ»¸ , µº¹ , µº©ª zwischen na¨chsten Nachbarn und die Sta¨rke der Coulomb-
Wechselwirkung  auf einem Gitterplatz (vergleiche auch Abschnitt 4.2). Will man nun
dieses Modell im Hinblick auf seine Relevanz fu¨r NaV ¼ O ½ diskutieren, so muß man
zuna¨chst kla¨ren, welcher Parameterbereich sinnvoll ist.
In Tabelle 4.1 sind Parametersa¨tze zusammengestellt, die in verschiedenen Arbeiten
ermittelt bzw. als Fit verwendet wurden. Zuna¨chst stellt man fest, daß Bandstruktur-
rechnungen (mittels Dichtefunktionaltheorie in lokaler Dichtena¨herung) [16] und eine
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Abscha¨tzung mittels empirischer Regeln [52] a¨quivalente Werte fu¨r die Hu¨pfmatrixele-
mente ³¸ und ³¹ ergaben. Im Gegensatz dazu unterscheiden sich die Werte fu¨r das Hu¨pfen
zwischen den Leitern ³\©ª erheblich. In Referenz [16] wurde ein relativ kleiner Wert
von ³\©ª:¬ ÁÃÂÁÃÄ Å eV gefunden, der mit der schwachen Magnonendispersion [74] ent-
lang der Æ -Richtung kompatibel ist. Andererseits wurde ein wesentlich gro¨ßerer Wert
von ³\©ªÇ¬UÁÃÂ§ eV in Referenz [52] bestimmt. Eine relativ starke Kopplung ³\©ª¬UÁÈÂ(Ä É eV
folgte auch aus einem Vergleich von theoretisch berechneter und experimentell ermittelter
optischer Leitfa¨higkeit [72].
In Referenz [72] wurde zur Berechnung der optischen Leitfa¨higkeit eine Lanczos-
Methode fu¨r endliche Temperaturen (Referenz [38], siehe auch Anhang B) verwendet,
die auf die Behandlung kleiner Cluster beschra¨nkt ist. Bei einer Untersuchung unendlich
ausgedehnter Systeme unter Verwendung kleiner Cluster muß man stets pru¨fen, ob die
Ergebnisse bezu¨glich der Systemgro¨ße bereits auskonvergiert sind. Die Diskussion in
Abschnitt 4.3.2 wird zeigen, daß man im Rahmen des Lanczos-Algorithmus’ nur dann
eine zufriedenstellende Konvergenz erha¨lt, wenn das Hu¨pfen zwischen den Leitern klein
ist. Entsprechend sind die Clusterrechnungen in Referenz [72] nicht geeignet, um einen
großen Wert fu¨r ³\©ª zu stu¨tzen.
Wie aus Tabelle 4.1 ersichtlich, sind die Werte fu¨r die Wechselwirkung zwischen
na¨chsten Nachbarn unsicher. Wa¨hrend in Referenz [72] µº¸ , µº¹ und µ ©ª im Prinzip als











im Kristall. Entsprechend ha¨ngen die µ ¤<´ nur noch von den Absta¨nden ¨ ¤<´ und der rich-
tungsabha¨ngigen dielektrischen Konstanten ÌÎ ab. Die Werte aus [73] entsprechen einem
isotropen Ì Î ¬ÑÄÄ , wie es bei der Untersuchung der dielektrischen Suszeptibilita¨t bei ho-
hen Frequenzen bestimmt wurde [75]. Aus einem Vergleich der experimentell bestimm-
ten Verlustfunktion des EELS-Experimentes mit der ebenfalls experimentell ermittelten
optischen Leitfa¨higkeit (siehe dazu auch Kapitel 2) erha¨lt man jedoch Ì Î ¬ÓÒ fu¨r die Æ
und ÌÎ ¬kÉ fu¨r die Ô -Richtung [41]. Durch Einsetzen in Gleichung (4.2) erha¨lt man dann
µ»¸XÕQÁÈÂpÖ eV und µº¹×ÕUÁÈÂpØ eV.
Zusammenfassend kann man also feststellen, daß das Matrixelement fu¨r das Hu¨pfen
auf der Leitersprosse etwa doppelt so groß ist wie das fu¨r das Holmhu¨pfen; außerdem ist
die Kopplung ³\©ª zwischen den Leitern sehr klein. Dies entspricht den Hu¨pfparametern
entsprechend Referenz [16]. Ferner ist sicher, daß die Coulomb-Wechselwirkung  auf
einem Gitterplatz die dominierende Energieskala in NaV ¼ O ½ ist. Die Sta¨rken der Wech-
selwirkungen zwischen na¨chsten Nachbarn sind gro¨ßer als die Hu¨pfmatrixelemente aber
kleiner als das Hubbard-  .
Es soll an dieser Stelle noch angemerkt werden, daß die Wechselwirkungen µ ¤<´
zwischen benachbarten Pla¨tzen nicht notwendig sind, um die Isolatoreigenschaften der





Abbildung 4.5: Schematische Darstellung einer einzelnen zick-zack-geordneten Leiter. Die aus-
gefu¨llten Kreise zeigen eine hohe, die leeren eine niedrige Besetzungswahrscheinlichkeit an.
Hochtemperaturphase erkla¨ren zu ko¨nnen, wenn xÛ ³¸°³¹ﬂ°[³\©ª und ³¸ÝÜÞ³¹ gilt. Die
Grundidee besteht dabei darin [52], von einfach besetzten Sprossen auszugehen und die-
se durch ein Hu¨pfen entlang der Leiterholme und zwischen den verschiedenen Leitern
miteinander zu koppeln. Dadurch erha¨lt man schließlich eine Abbildung auf Spinketten,
die nur schwach miteinander gekoppelt sind [52].
4.2.2 Ladungsordnung
Als besonders markante Eigenschaft von NaV ¼ O ½ soll in diesem Abschnitt die Ladungs-
ordnung diskutiert werden, wobei von einer vollsta¨ndigen zick-zack-Ordnung ausgegan-
gen werden soll, auch wenn diese nicht mit den Ergebnissen neuer Strukturanalysen der
Tieftemperaturphase vereinbar ist [60, 61, 62, 65]. Wie bereits erwa¨hnt wurde, kann man
eine Ladungsordnung als Wigner-Kristallisation im Kristall aufgrund der langreichweiti-
gen Coulomb-Wechselwirkung auffassen [67]. Da der Hamilton-Operator (4.1) nur lokale
Wechselwirkungen entha¨lt, ist an dieser Stelle noch nicht klar, ob man allein mit einer im
Modell enthaltenen Wechselwirkung zwischen na¨chsten Nachbarn eine Ladungsordnung
beschreiben kann.
Betrachtet man zuna¨chst den atomaren Grenzfall ³ ¤<´àß Á , so wird klar, daß allein
eine Wechselwirkung zwischen na¨chsten Nachbarn auf einer einzelnen Leiter nur zu ei-
ner zick-zack-Ordnung fu¨hren kann, wie sie in Abbildung 4.5 dargestellt ist. Allerdings
kann natu¨rlich eine hinreichend starke Kopplung µ ©ª zwischen den Leitern auch zu einer
kettenartigen Ordnung fu¨hren. Da jedoch eine derartige Kettenordnung nicht kompati-
bel zu einer Vielzahl von experimentellen Ergebnissen ist (siehe z.B. [76, 77]), soll im
folgenden allein die Ladungsordnung auf einer einzelnen Leiter diskutiert werden.






















































Abbildung 4.6: Ordnungsparameter der zick-zack-Ordnung als Funktion einer symmetrischen







¹ symmetrisch und 	
  . Der in [40] ermittelte kritische Wert fu¨r  ist als 
dargestellt. In (b) sind die Hu¨pfmatrixelemente und das Hubbard-  entsprechend [16] gewa¨hlt
(siehe Tabelle 4.1).












wobei die Grenzwertbildung einer Interpolation auf ein unendlich großes System ent-
spricht. Die zur Berechnung des Strukturfaktors notwendigen Erwartungswerte kann man
bei U¬LÁ mit Hilfe des Lanczos-Algorithmus’ (siehe Kapitel 3) bestimmen, was jedoch
nur fu¨r relativ kleine Systeme mit vier, sechs oder acht Sprosssen (und periodischen Rand-
bedingungen in Holmrichtung) mo¨glich ist. Das Verhalten des unendlich ausgedehnten
Systems kann man durch einen linearen Fit in einem  - Äyç -Diagramm interpolieren.
In Abbildung 4.6 ist der mittels exakter Diagonalisierung bestimmte Ordnungspara-
meter als Funktion der Wechselwirkung µ zwischen na¨chsten Nachbarn dargestellt. Man
erkennt, daß sowohl im Fall symmetrischer als auch im Fall asymmetrischer Hu¨pfmatrix-
elemente ein kritischer Wert von µ fu¨r das Auftreten eines ladungsgeordneten Grundzu-
standes existiert. Fu¨r den symmetrischen Fall existieren a¨quivalente DMRG-Rechnungen
[40], die a¨hnliche Ergebnisse lieferten [siehe (a) in Abbildung 4.6]. Erwartungsgema¨ß
liegt der kritische Wert der exakten Diagonalisierung unter dem der DMRG-Rechnungen,
da in Referenz [40] deutlich gro¨ßere Systeme untersucht werden konnten und zusa¨tzli-
che Fluktuationsmo¨glichkeiten eine etwaige Ladungsordnung schwa¨chen. Beru¨cksichtigt
man dieses Verhalten auch im Falle asymmetrischer Hu¨pfmatrixelemente [(b) in 4.6], so
erha¨lt man fu¨r die Parameter aus [16] (vergleiche Tabelle 4.1) eine kritische Wechselwir-
kung von µQÕkÁÃÂpÒ eV. Dies entspricht gerade dem in Abschnitt 4.2.1 aus der Analyse der
Coulomb-Wechselwirkung im Kristall abgescha¨tzten Wert.
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4.2.3 Spin-Anregungslu¨cke
Der vorangegangene Abschnitt hat gezeigt, daß man mit dem Modell gekoppelter
Hubbard-Leitern mit einer Wechselwirkung zwischen na¨chsten Nachbarn entsprechend
Gleichung (4.1) die in NaV ¼ O ½ beobachtete Ladungsordnung beschreiben kann. Im fol-
genden soll nun gepru¨ft werden, ob sich die Spin-Anregungslu¨cke der Tieftemperaturpha-
se [74] allein mit dem Ladungsordnungsu¨bergang erkla¨ren la¨ßt. Wie im vorangegangenen
Abschnitt werden im folgenden die Kopplungen ³\©ª und µ ©ª zwischen den Leitern ver-
nachla¨ssigt.
Die Grundidee besteht nun darin, daß im ladungsgeordneten Zustand virtuelle Hu¨pf-
prozesse vierter Ordnung in den Hu¨pfmatrixelementen ³ ¤´ zu einer antiferromagnetischen
Kopplung zwischen den besetzten Pla¨tzen fu¨hren. Da, wie man in Abbildung 4.7 sieht,
ein Austausch sowohl diagonal als auch auf dem Leiterholm stattfindet, entspricht dies
















Eine derartige Abbildung ist nur dann sinnvoll, wenn 94°µº¸ °µ»¹ Û ³¸/°³¹ gilt. Es ist bekannt
[79, 80], daß dieses Modell bei  ¬ Á einen Phasenu¨bergang als Funktion von : ¬
ﬀ¼;<ﬀﬂﬁ durchla¨uft. Wa¨hrend fu¨r :=>:4? keine Anregungslu¨cke auftritt, kommt es fu¨r
: Ü@:4? zu einer spontanen Dimerisierung, die zu einer Spin-Anregungslu¨cke und einer
Entartung des Grundzustandes fu¨hrt. Mit numerischen Rechnungen wurde der kritische
Wert mit :? ¬ÑÁÃÂpÅ Ê ÄÄ bestimmt [81, 82]. Fu¨r den Majumdar-Ghosh-Punkt :3¬AÄAÅ ist
der Grundzustand durch ein Produkt von Singletts na¨chster Nachbarn gegeben [83].
Mit Hilfe einer neuentwickelten Kumulantenmethode [84] kann man die effektiven
Kopplungssta¨rken ﬀBﬁ und ﬀ¼ des effektiven Modells (4.7) berechnen. Fu¨r eine isotrope
Wechselwirkung zwischen den na¨chsten Nachbarn (d.h. µÑ¬Qµ»¸Ç¬Qµ»¹ ) lautet das Ergeb-

































Nun muß man nur noch pru¨fen, ob der fu¨r NaV ¼ O ½ relevante Parameterbereich das
Auftreten einer Spin-Anregungslu¨cke ermo¨glicht. Entsprechend der Diskussion im Ab-
schnitt 4.2.1 gilt fu¨r NaV ¼ O ½ gerade ³¸YÕkÅ³¹ . Setzt man dies in die Gleichungen (4.8) und
(4.9) fu¨r die Kopplungssta¨rken ﬀﬂﬁ und ﬀ¼ ein, so liegt das Verha¨ltnis ﬀ¼;8ﬀﬂﬁ fu¨r beliebige 9
und µ immer unter dem kritischen Wert von 0.2411 entsprechend [81, 82]. Dies bedeutet,
daß man allein mit der Ladungsordnung die in der Tieftemperaturphase von NaV ¼ O ½ be-
obachtete Spin-Anregungslu¨cke nicht erkla¨ren kann. Vermutlich muß man zur Erkla¨rung
dieser Anregungslu¨cke noch die Kopplung des Elektronensystems an die Gitterphononen
beru¨cksichtigen.

















Abbildung 4.7: Schematische Darstellung der antiferromagnetischen Kopplung auf einer perfekt
geordneten Leiter bei Viertelfu¨llung. Dies entspricht einer O ﬁ - O ¼ -Spinkette.
4.3 Theoretische Analyse der Ladungsanregungen
In diesem Abschnitt stehen die Ladungsanregungen von NaV ¼ O ½ im Mittelpunkt des In-
teresses, wobei sowohl die Verlustfunktion des EELS-Experimentes als auch die expe-
rimentell ermittelte optische Leitfa¨higkeit theoretisch analysiert werden sollen. Neben
dem Vergleich von theoretischen und experimentell ermittelten Spektren wird insbeson-
dere auch eine genaue Analyse der auftretenden Anregungen durchgefu¨hrt.
4.3.1 Experimentelles
Die dielektrische Funktion einer Verbindung kann man z.B. mit Hilfe des EELS-
Experimentes untersuchen, da dessen Verlustfunktion entsprechend Gleichung (2.59) ge-




ist. In Abbildung 4.8 ist nun die experimentell be-
stimmte Verlustfunktion von NaV ¼ O ½ fu¨r einen Impulsu¨bertrag von ÁÃÂ(Ä A˚ V ﬁ parallel zur
Æ - (durchgezogene Linie) bzw. Ô -Richtung (gestrichelte Linie) dargestellt. ( Æ - und Ô -
Richtung entsprechen gerade der Sprossen- und Holmrichtung des Leitersystems.) Man
erkennt, daß beide Spektren von einer breiten Struktur bei etwa 23 eV dominiert wer-
den, die man mit der Anregung des Volumenplasmons, einer kollektiven Anregung der
Valenzelektronen, in Verbindung bringt. Das Interesse soll im folgenden jedoch auf die
niederenergetischen Anregungen mit einem Energieverlust = ÄﬁÉ eV gerichtet werden.
Erga¨nzend sei erwa¨hnt, daß die Struktur bei etwa ÉyÁ eV aus dem ¨Ubergang von Elek-
tronen zwischen dem V-3p- in das V-3-d-Orbital resultieren. Fu¨r weitere Details siehe
Referenz [41].
Zur Interpretation der experimentellen Strukturen aus Abbildung 4.8 mit einem Ener-
gieverlust = Ä É eV ist es vorteilhaft, NaV ¼ O ½ mit dem strukturell a¨quivalenten V ¼ O ½ zu
vergleichen, in welchem die Vanadiumatome in einer ¨
Í
-Konfiguration vorliegen. Ab-
bildung 4.9 zeigt, daß sich die Spektren beider Verbindungen oberhalb von etwa 5 eV
kaum unterscheiden. Demzufolge sollten auch in NaV ¼ O ½ die Strukturen zwischen 5 eV
und 15 eV der Anregung von Sauerstoffelektronen in die unbesetzten V- §¨©ª -Zusta¨nde
entsprechen [85]. Zum Versta¨ndnis dieser Strukturen ist ein Modell gekoppelter Leitern
gema¨ß Gleichung (4.1) nicht geeignet, da dieses nur die V-3d-Orbitale entha¨lt und damit

























Abbildung 4.8: Experimentell ermittelte Verlustfunktion von NaV ¼ O ½ fu¨r einen Impulsu¨bertrag
von monprq A˚
V
ﬁ parallel zur s -Richtung (Sprossenrichtung, durchgezogene Kurve) und paral-
lel zur t -Richtung (Holmrichtung, gestrichelte Kurve) im Energiebereich von n bis uvn eV nach
Referenz [41].
PSfrag replacements
q(A˚ wHx ) yz q(A˚ w{x ) y|










































































Abbildung 4.9: Vergleich der Verlustfunktion von NaV ¼ O ½ nach [41] mit der von V ¼ O ½ nach [85]















































































































































































































































































































































































Abbildung 4.10: Schematische Darstellung einer s - t -Ebene in NaV ¼ O ½ . Die verschiedenen Sy-
steme, die mit Hilfe der exakten Diagonalisierung untersucht wurden, sind durch die ausgefu¨llten
Kreise gekennzeichnet.
auf den Bereich =TÉ eV beschra¨nkt ist.
4.3.2 Konvergenz der ED-Ergebnisse
Im folgenden soll die Verlustfunktion des EELS-Experimentes (2.60) fu¨r ein System ge-
koppelter Leitern entsprechend (4.1) mit Hilfe der exakten Diagonalisierung berechnet
und mit den experimentellen Ergebnissen fu¨r NaV ¼ O ½ verglichen werden. Dieses Ver-
fahren (Details siehe Kapitel 3) kann nur fu¨r relativ kleine Systeme verwendet werden,
so daß man vor der Diskussion der Ergebnisse erst pru¨fen muß, ob diese hinsichtlich der
Systemgro¨ße bereits auskonvergiert sind.
Zur Berechnung der Verlustfunktion entsprechend (2.60) beno¨tigt man neben den Mo-
dellparametern noch die dielektrische Konstante ÌÎ , da diese in die Fourier-Transformierte
des Coulomb-Potentials  é eingeht. Ì Î kann experimentell bestimmt werden, indem man
die gemessene Verlustfunktion mit Hilfe der Kramers-Kronig-Relationen in die optische
Leitfa¨higkeit u¨berfu¨hrt und mit den Ergebnissen optischer Messungen vergleicht. In
NaV ¼ O ½ findet man Ì Î ¬ Ò fu¨r die Æ - und Ì Î ¬UÉ fu¨r die Ô -Richtung [41].
Bei der Untersuchung von Ladungsanregungen endlicher Systeme treten von der Sy-
stemgro¨ße abha¨ngige Effekte auf, die von nichtlokalen Anregungen herru¨hren. Derartige
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nichtlokale Effekte sind fu¨r die Ergebnisse vor allem dann wichtig, wenn die Hu¨pfmatri-
xelemente ³ ¤´ groß und/oder der Impulsu¨bertrag
ä
klein ist. Aus diesem Grunde kann die
Verlustfunktion fu¨r kleine
ä
recht stark von der Systemgro¨ße abha¨ngen. Entsprechend ist
die Berechnung der optischen Leitfa¨higkeit noch problematischer, da diese ja gerade dem
Grenzfall
ä
ß  [siehe Gleichung (2.66)] entspricht. Da die Bedeutung der ra¨umlich
ausgedehnter Anregungen durch eine Erho¨hung des Impulsu¨bertrages verringert werden
kann, soll im folgenden zuna¨chst die Konvergenz der Verlustfunktion hinsichtlich der Sy-
stemgro¨ße untersucht werden.
Um den Einfluß der endlichen Systemgro¨ße auf die Resultate zu pru¨fen, muß man die
Ergebnisse von Clustern verschiedener Gro¨ße miteinander vergleichen. Das System (1)
in Abbildung 4.10, das aus zwei Leitern mit jeweils vier Sprossen besteht und insgesamt
acht Elektronen entha¨lt, ist das gro¨ßte, das derzeit mit Hilfe der exakten Diagonalisie-
rung behandelt werden kann.1 Da dieser Cluster nicht sinnvoll zu verkleinern ist, kann
man die Konvergenz der Ergebnisse hinsichtlich der Systemgro¨ße nur u¨berpru¨fen, indem
man den Cluster in der Richtung des Impulsu¨bertrages
ä
vergro¨ßert und ihn gleichzei-
tig in der senkrechten Richtung verkleinert, so daß die Gesamtzahl der Pla¨tze konstant
bleibt. Natu¨rlich muß man zuna¨chst nachweisen, daß eine Verkleinerung der Cluster-
gro¨ße senkrecht zur Richtung des Impulsu¨bertrages die Ergebnisse nicht verfa¨lscht. Um
dies zu zeigen, soll der Hamilton-Operator (4.1) mit den Paramterwerten aus Referenz
[16] fu¨r die Hu¨pfmatrixelemente ³ ¤<´ und das Hubbard- 9 (siehe auch Tabelle 4.1) betrach-
tet werden. Die Sta¨rken der Wechselwirkung zwischen Paaren na¨chster Nachbarn werden
folgendermaßen gewa¨hlt: µ»¸ ¬ ÁÃÂØ eV, µ»¹ ¬ÓÁÃÂÖ eV, µ ©ª ¬ ÁÃÂ eV. Als erstes wird die
Verlustfunktion des originalen Clusters [mit (1) in Abbildung 4.10 gekennzeichnet] un-
ter Verwendung periodischer Randbedingungen mit zwei kleineren Systemen, die nicht
dargestellt sind, verglichen. Der eine Cluster besteht aus zwei Leitern mit jeweils zwei
Sprossen, der zur Berechnung der Verlustfunktion in Æ -Richtung verwendet wird. Im
Gegensatz dazu ist der andere Cluster fu¨r den Impulsu¨bertrag
ä
parallel zur Ô -Richtung
eine einzelne Leiter mit vier Sprossen. Da periodische Randbedingungen fu¨r die beiden
kleineren Systeme nur in der Richtung des Impulsu¨bertrages sinnvoll sind, werden offene
Ra¨nder senkrecht zu
ä
verwendet. Beim ersten kleineren Cluster (fu¨r Impulsu¨bertrag in




µ»¹ ¬ Åyµ»¹ fu¨r die Coulomb-
Wechselwirkung zwischen na¨chsten Nachbarn verwenden, um den Einfluß benachbarter
Sprossen derselben Leiter richtig zu beru¨cksichtigen.
Die Ergebnisse fu¨r die verschiedenen Cluster sind in Abbildung 4.11 dargestellt. Die
Verlustfunktion des urspru¨nglichen Systems (1) aus Abbildung 4.10 ist mit gestrichelten
Linien, die Ergebnisse der beiden kleineren Cluster mit
ä
parallel zur Æ - oder Ô -Richtung
sind mit durchgezogener Linien in 4.11 (linke oder rechte Seite) gezeichnet. In Abbil-
dung 4.11 erkennt man, daß abgesehen von einer kleinen Aufspaltung des zweiten Peaks
im Spektrum fu¨r
ä
parallel zur Æ -Richtung, die Ergebnisse des gro¨ßen Clusters gut mit
1Diese Beschra¨nkung ergibt sich aus der Tatsache, daß bei einer performanten rechentechnischen Um-
setzung des Lanczos-Algorithmus’ stets drei Vektoren des Zustandsraumes im Arbeitsspeicher gehalten
werden mu¨ssen (siehe Kapitel 3).
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Abbildung 4.11: Vergleich der Verlustfunktionen von zwei kleineren Clustern (durchgezogene
Linien, fu¨r Details siehe Text) mit der von einem System, das aus zwei Leitern mit jeweils vier
Sprossen besteht [gestrichelte Linien, Cluster (1) in Abbildung 4.10]. Die Hu¨pfmatrixelemente
und der Wert des Hubbard-  sind Referenz [16] entnommen. Außerdem werden folgende Sta¨rken
der Wechselwirkung zwischen na¨chsten Nachbarn verwendet:  ¸ ©npª
 eV, ¹«npª¬ eV und

©ª
	npª­ eV. Der Impulsu¨bertrag m®¯npª° A˚
V
ﬁ ist parallel zur s - (linke Seite) oder parallel
zur t -Richtung (rechte Seite). Die theoretischen Linienspektren sind Gauß-verbreitert mit einer
Energieauflo¨sung von nprq eV dargestellt.
denen der beiden kleineren Systeme u¨bereinstimmen. (Hier wurde ein sehr kleines Ma-
trixelement ³\©ª fu¨r das Hu¨pfen zwischen verschiedenen Leitern verwendet.)
Nun kann man die Konvergenz der Verlustfunktion hinsichtlich der Systemgro¨ße un-
tersuchen, indem die beiden kleineren Cluster in der Richtung des Impulsu¨bertrages ver-
gro¨ßert werden. Auf diese Art und Weise gelangt man zu den Systemen (2) und (3) in
Abbildung 4.10. Auf der linken Seite von Abbildung 4.12 ist die Verlustfunktion von dem
aus vier Leitern bestehenden Cluster (2) und die des oben diskutierten Systems mit zwei
Leitern fu¨r verschiedene
ä
-Werte parallel zu Æ -Richtung dargestellt. Auf der rechten Seite
von Abbildung 4.12 werden die Ergebnisse von Leitern mit acht [Cluster (3) in 4.10] und
vier Sprossen miteinander verglichen. Man erkennt klar, daß die Ergebnisse, vor allem
fu¨r kleine Impulsu¨bertra¨ge, hinsichtlich der Systemgro¨ße noch nicht auskonvergiert sind.
Insbesondere treten in den Spektren der gro¨ßeren Cluster (durchgezogene Linien in 4.12)
zusa¨tzliche Peaks auf. Dies zeigt deutlich, daß der originale Cluster (1) in 4.10 nicht groß
genug ist, um zuverla¨ssige Ergebnisse erhalten zu ko¨nnen.
Die vorangegangene Diskussion hat gezeigt, daß der originale Cluster (1) in Abbil-
dung 4.10 selbst bei schwachem Hu¨pfen ³\©ª zwischen den Leitern und endlichen Im-
pulsu¨bertra¨gen noch nicht groß genug ist, um systemgro¨ßenunabha¨ngige Ergebnisse zu
erhalten. Entsprechend sind erst recht Ergebnisse fu¨r die optische Leitfa¨higkeit (dies ent-
spricht dem Fall
ä
¬`Á ) bei einem gro¨ßeren Wert von ³\©ª unzuverla¨ssig. Da dies den in
Referenz [72] durchgefu¨hrten Rechnungen entspricht, ko¨nnen diese Ergebnisse ein star-
kes Hu¨pfen zwischen den Leitern nicht besta¨tigen (siehe zum Vergleich auch Tabelle 4.1
und die Diskussion in Abschnitt 4.2.1).
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Abbildung 4.12: Vergleich der Verlustfunktionen fu¨r Systeme mit acht Sprossen (durchgezoge-
ne Linien) und vier Sprossen (gestrichelte Linien). Die Parameter sind wie in Abbildung 4.11
gewa¨hlt.
Im folgenden soll untersucht werden, ob die Verlustfunktion der Cluster (2) und (3)
in Abbildung 4.10 bereits hinsichtlich der Systemgro¨ße auskonvergiert ist. Dazu ist es
sinnvoll, die Spektren fu¨r periodische und offene Randbedingungen in Richtung des Im-
pulsu¨bertrages miteinander zu vergleichen. Dabei ist sicherzustellen, daß die Elektronen
an den Cluster-Ra¨ndern in das Coulomb-Potential eingebettet sind, das aus einer Zick-
Zack-Ordnung außerhalb des Clusters resultiert. Dies kann man realisieren, indem man
die Ecken des Clusters (2) in Abbildung 4.10 mit einer zusa¨tzlichen lokalen Besetzungs-
energie ¿ÁÀÃÂ belegt. Pla¨tze am Rand von Cluster (3), die bei einem perfekt geordneten
Zustand der Leiter nicht besetzt sind, beno¨tigen zur Minimierung der Randeffekte eine
Besetzungsenergie ¿¦Ä . Wie man in Abbildung 4.13 sehen kann, gibt es nur relativ kleine
Unterschiede zwischen den Ergebnissen mit offenen und periodischen Randbedingungen
fu¨r Å parallel zur Æ -Richtung, wa¨hrend man eine systematische Abweichung fu¨r kleine
Impulsu¨bertra¨ge parallel zur Ç -Richtung erkennt. Fu¨r ÅÉÈËÊﬂÌÎÍ A˚ ÏÁÐ unterscheiden sich die
Ergebnisse mit offenen und periodischen Randbedingungen fu¨r beide Richtungen ziem-
lich stark, was nicht dargestellt ist. Man kann also schlußfolgern, daß die Konvergenz
der Verlustfunktion fu¨r ÅÒÑÓÊﬂÌdÍ A˚ ÏÁÐ hinsichtlich der Systemgro¨ße ziemlich gut ist, wenn
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Abbildung 4.13: Verlustfunktion fu¨r offene (durchgezogene Linien) und periodische (gestrichelte
Linien) Randbedingungen in der Richtung des Impulsu¨bertrages â , wobei die Cluster (2) und (3)
aus Abbildung 4.10 fu¨r die ã - und ä -Richtung verwendet wurden. Die Parameter sind wie in
Abbildung 4.11 gewa¨hlt.
man fu¨r die beiden verschiedenen Richtungen die Cluster (1) und (2) in Abbildung 4.10
untersucht. Es ist zu beachten, daß diese effektiven Cluster nur dann sinnvolle Ergebnis-
se liefern, wenn das Hu¨pfen åQæÃç zwischen verschiedenen Leitern klein ist. Im folgenden
werden die Cluster (1) und (2) in Abbildung 4.10 mit periodischen Randbedingungen in
der Richtung des Impulsu¨bertrages zur Berechnung der Verlustfunktion benutzt.
4.3.3 EELS
In diesem Abschnitt werden die Ergebnisse der exakten Diagonalisierung mit der experi-
mentell ermittelten Verlustfunktion [41] fu¨r NaV è O é verglichen. Dazu sollen die Hu¨pfpa-
rameter åQæÃç und das Hubbard- ê entsprechend Referenz [16] gewa¨hlt werden. Die Sta¨rken
der Wechselwirkungen zwischen na¨chsten Nachbarn ëÁì®í îBïÎð eV, ëÁñòí îﬂïó eV und
ëÁæÃçôíõîﬂïö eV wurden entsprechend der korrekten Peaklagen eingestellt. Die Werte fu¨r
ë¦ì und ëÁñ stimmen daru¨ber hinaus recht gut mit einer Abscha¨tzung aus der dielektrischen
Konstanten ÷Aø (vergleiche Abschnitt 4.2.1) und dem kritischen Wert fu¨r den Ladungsord-
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Abbildung 4.14: Vergleich der experimentell ermittelten Spektren fu¨r NaV è O é aus Referenz [41]
(linke Seite) mit der berechneten Verlustfunktion, die mit einer Energieauflo¨sung von  eV dar-
gestellt ist. Die Hu¨pfparameter und das Hubbard-  sind Referenz [16] entnommen. Die Sta¨rken




 eV. Die in (b) und (d) dargestellten Linienspektren entsprechen der Verlustfunktion
mit einem Impulsu¨bertrag von â ﬁ ! A˚ "$# .
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nungsu¨bergang (siehe Abschnitt 4.2.2) u¨berein. Um die theoretischen Ergebnisse besser
mit den experimentellen Spektren vergleichen zu ko¨nnen, werden nachfolgend die theo-
retischen Linienspektren mit einer Gauß-Verbreiterung von îﬂï% eV dargestellt, die etwa
der experimentellen Auflo¨sung des EELS-Experimentes entspricht.
In Abbildung 4.14 wird nun die berechnete Verlustfunktion des Modells gekoppel-
ter Leitern (4.1) mit den experimentellen Spektren aus Referenz [41] verglichen. Man
findet eine sehr gute ¨Ubereinstimmung zwischen der berechneten und der experimentell
ermittelten Verlustfunktion mit Impulsu¨bertrag parallel zur & -Richtung [vergleiche die
Diagramme (a) und (b) in 4.14]. Insbesondere die zunehmende Verbreiterung der expe-
rimentell beobachteten Struktur bei ' – ( eV mit steigendem Impulsu¨bertrag ) wird durch
die Rechnungen gut reproduziert. Andererseits ist fu¨r ) parallel zur * -Richtung die beob-
achtete Struktur bei 'ïÎî – 'ï,+ eV im Vergleich zum Experiment nicht breit genug [siehe (c)
und (d) in Abbildung 4.14].
Fu¨r ein besseres Versta¨ndnis der in Abbildung 4.14 dargestellten Ergebnisse soll
zuna¨chst die Rolle der Doppelbesetzungen untersucht werden, indem man das å - ê - ë -
































abbildet und dieses untersucht. In dieser Gleichung wurden spezielle Erzeugungsopera-
toren => ?354 : í > ?354 :YX 'Z/[S 354
"
:Q\ eingefu¨hrt, die die Erzeugung von doppelt besetzten Git-
terpla¨tzen verhindern. LN3 kennzeichnet den Spin- #
è
-Operator am Platz ] . Die Kopp-
lungssta¨rken in Gleichung (4.10) zwischen benachbarten Vanadiumpla¨tzen sind dabei ge-
rade durch - 3^6 í R å è36`_ ê gegeben.
In Abbildung 4.15 wird nun die Verlustfunktion des vollen å - ê - ë -Modells [Gleichung
(4.1), durchgezogene Linien] mit der des effektiven å - - - ë -Modells [Gleichung (4.10),
gestrichelte Linien] verglichen. Man erkennt, daß sich die Ergebnisse beider Modelle
bei einem Impulsu¨bertrag parallel zur & -Richtung kaum unterscheiden (linke Seite von
Abbildung 4.15). Im Gegensatz dazu erha¨lt man fu¨r ) parallel zur * -Richtung systemati-
sche Unterschiede zwischen den Verlustfunktionen beider Modelle. Dies zeigt deutlich,
daß sich die Anregungsmechanismen fu¨r Impulsu¨bertra¨ge in & - und * -Richtung grundle-
gend unterscheiden, da Doppelbesetzungen nur bei einem Impulsu¨bertrag ) parallel zur
* -Richtung wichtig sind.
Im folgenden soll der Charakter der fu¨r die Spektren in Abbildung 4.14 wichtigen
Anregungen im Detail diskutiert werden. Im Grundzustand sind alle Sprossen der Leitern
einfach besetzt und das System befindet sich in einem Zustand nahe des Ladungsord-
nungsu¨berganges [72, 78], so daß man die Natur der Anregungen mit Hilfe eines zick-
zack-geordneten Grundzustandes illustrieren kann.
Der grundlegende Anregungsmechanismus fu¨r einen Impulsu¨bertrag parallel zur & -
Richtung ist die Sto¨rung der Ladungsordnung durch Elektronenhu¨pfen auf einer Sprosse















Energieverlust (eV)Energieverlust (eV) aa bb cc dd
aec afec
ae d afe d
aeg afeg
ae^h afe^h
i (A˚ jk ) lnm i (A˚ jk ) l$o
Abbildung 4.15: Verlustfunktion des vollen p -  - ﬀ -Modells [Gleichung (4.1), durchgezogene
Linien] im Vergleich zu der des p - q - ﬀ -Modells [Gleichung (4.10), gestrichelte Linien]. Die Para-
meter sind wie in Abbildung 4.11 gewa¨lt.
[Prozeß (a1) in Abbildung 4.16], wobei die Anregungsenergie durch ë¦ñ , der Wechselwir-
kung zwischen benachbarten Pla¨tzen eines Leiterholmes, dominiert wird. Andere Lei-
tersprossen des Systems sind nur aufgrund der Wechselwirkungen ëÁñ und ë æÃç zwischen
Paaren na¨chster Nachbarn indirekt an diesem Prozeß beteiligt. Erga¨nzend sei erwa¨hnt,
daß dieser Prozeß (a1) auch als ein ¨Ubergang eines bindenden Zustandes einer einfach
besetzten Sprosse in den zugeho¨rigen antibindenden Zustand interpretiert werden kann
[86]. Neben diesem Einelektronenu¨bergang treten auch kollektive Anregungen auf, die
zwei [Prozeß (a1)+(a2)] oder drei [Prozeß (a1)+(a2)+(a3) in Abbildung 4.16] benachbarte
Sprossen verschiedener Leitern einbeziehen. Der kollektive Charakter resultiert dabei aus
der Coulomb-Wechselwirkung ë æÃç zwischen benachbarten Pla¨tzen verschiedener Leitern.
Den Einfluß von ë æÃç kann man am Besten im Grenzfall verschwindender Hu¨pfamplituden
verstehen (siehe Abbildung 4.16): In diesem Fall sind die Anregungsenergien der Prozes-
se (a1), (a1)+(a2) und (a1)+(a2)+(a3) gerade durch (ë¦ñ , X R ëÁñr/ ë æÃç \ und X ó`ëÁñr/s(ë æÃç \
gegeben.
Die theoretischen Spektren fu¨r Impulsu¨bertrag parallel zur & -Richtung werden im we-
sentlichen von drei Anregungen bei 'ï( eV, 'ïó eV und 'ïð eV dominiert, die zu der Struk-
tur bei ' - ( eV beitragen [siehe (b) in Abbildung 4.14]. Mit steigendem Impulsu¨bertrag



























































































Abbildung 4.16: Schematische Darstellung der grundlegenden Anregungen mit Impulsu¨bertrag
parallel zur ã - (links) und parallel zur ä -Richtung (rechts). Neben der lokalen Anregung auf einer
Sprosse [Prozeß (a1)] treten fu¨r â parallel zur ã -Richtung auch kollektive ¨Uberga¨nge auf, die zwei
oder drei mittels ﬀ æÃç gekoppelte benachbarte Sprossen verschiedener Leitern einbeziehen [Prozes-
se (a1)+(a2) und (a1)+(a2)+(a3)]. Die Erzeugung einer leeren und einer doppelt besetzten Sprosse
[Prozeß (b1)] ist die elementare Anregung fu¨r â parallel zur ä -Richtung, wobei der Abstand zwi-
schen leerer und doppelt besetzter Sprosse durch ein Elektronenhu¨pfen vergro¨ßert werden kann
[Prozesse (b1)+(b2), (b1)+(b2)+(b3)].
) verschiebt sich spektrales Gewicht von der Anregung bei 'ïÎó eV zu der bei 'ïð eV. Die
drei Anregungen sind als Linearkombination der in Abbildung 4.16 dargestellten Prozes-
se zu interpretieren, wobei sie sich in der Wichtung der verschiedenen Prozesse unter-
scheiden. Die nichtlokale Anregung bei 'ï( eV ist hauptsa¨chlich eine Folge von Multi-
elektronenu¨berga¨ngen [Prozesse (a1)+(a2) oder (a1)+(a2)+(a3) in Abbildung 4.16]. Im
Gegensatz dazu werden die anderen beiden Anregungen bei 'ïó eV und 'ïð eV von dem
lokalen Einelektronenu¨bergang [(a1) in Abbildung 4.16] dominiert. Zu der Anregung bei
'ïó eV tra¨gt außerdem noch der Prozeß (a1)+(a2) aus Abbildung 4.16 bei.
Die Anregungen, die die Struktur bei 'ïîx/y'ï+ eV fu¨r Impulsu¨bertrag parallel zur * -
Richtung bilden [siehe (d) in Abbildung 4.14], ko¨nnen als ein ¨Ubergang zu Zusta¨nden mit
einer unbesetzten und einer doppelt besetzten Sprosse [Prozeß (b1) in Abbildung 4.16]
interpretiert werden. Die verschiedenen Anregungen unterscheiden sich dabei im Ab-
stand zwischen der leeren und der doppelt besetzten Sprosse [siehe Prozesse (b1)+(b2)
(b1)+(b2)+(b3)]. Diese Anregungen werden nicht durch die Wechselwirkung ë æÃç zwi-
schen benachbarten Pla¨tzen verschiedener Leitern beeinflußt, da sich der Beitrag des ë æÃç -
Terms im Hamilton-Operator (4.1) nicht a¨ndert, wenn sich Elektronen auf einer Leiter
eines zick-zack-geordneten Systems bewegen. Daher kann eine unbesetzte oder eine dop-
pelt besetzte Sprosse leicht entlang der Leiter verschoben werden. Da man mit Hilfe der
exakten Diagonalisierung endlicher Systeme nur lokale Anregungen untersuchen kann, ist
es nicht verwunderlich, daß man im Vergleich zu den experimentellen Daten [(c) in Ab-
bildung 4.14] spektrales Gewicht in den theoretischen Spektren [vergleiche (d) in 4.14]
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Abbildung 4.17: Optische Leitfa¨higkeit von Cluster (1) [(a) und (b), Parameter des p - q - ﬀ -
Modells entsprechend [72]], (2) und (3) aus Abbildung 4.10 [(c) und (d), Parameter des vollen
p -  - ﬀ -Modells wie in Abbildung 4.14] mit einer Energieauflo¨sung von  eV fu¨r periodische
(durchgezogene Linien) und offene Randbedingungen (gestrichelte Linien).
vermißt.
4.3.4 Optik
Bevor die Ergebnisse fu¨r die optische Leitfa¨higkeit diskutiert werden, soll noch auf die
Konvergenzprobleme hinsichtlich der Systemgro¨ße bei deren Berechnung mittels exakter
Diagonalisierung eingegangen werden, da sich die Argumentation in Abschnitt 4.3.2 al-
lein auf die Ergebnisse der Verlustfunktion verschiedener Systeme stu¨tzt. In Referenz
[72] wurde eine sehr gute ¨Ubereinstimmung zwischen berechneter und experimentell
ermittelter optischer Leitfa¨higkeit gefunden, wobei eine Lanczos-Methode fu¨r endliche
Temperaturen [38, 39] (siehe auch Anhang B) verwendet wurde, die wie das in dieser
Arbeit verwendete Verfahren auf kleine Systeme beschra¨nkt ist. Fu¨r die in Referenz
[72] durchgefu¨hrten Rechnungen wurde der Cluster (1) in Abbildung 4.10 mit periodi-
schen Randbedingungen fu¨r das å - - - ë -Modell (4.10) benutzt ( å5ì«í îﬂï R eV, å5ñ í îﬂï( eV,
åQæÃç í îﬂï' eV, ê í
R
eV, ëÁì í ë¦ñ í îﬂïð eV und ëÁæÃç í îﬂïÎö eV). Die Ergebnisse der
optischen Leitfa¨higkeit fu¨r diesen Cluster sind jedoch hinsichtlich der Systemgro¨ße nicht
auskonvergiert, da man große Unterschiede zwischen periodischen [durchgezogene Lini-

















































Abbildung 4.18: Optische Leitfa¨higkeit des vollen  -  -  -Modells (4.1) mit einer Energie-
auflo¨sung von   eV. Die anderen Parameter sind wie in Abbildung 4.14 fu¨r die Verlustfunktion
gewa¨hlt. Das kleine Bild zeigt experimentelle Ergebnisse [87] und ist [72] entnommen.
en in (a) und (b) von Abbildung 4.17] und offenen Randbedingungen [gestrichelte Linien
in (a) und (b) von Abbildung 4.17] feststellt. Dies bedeutet, daß Cluster (1) in Abbildung
4.10 zu klein ist, um eine systemgro¨ßenunabha¨ngige optische Leitfa¨higkeit berechnen zu
ko¨nnen. Zur ¨Uberwindung dieses Problems kann man wieder die Systeme (2) und (3)
in 4.10 zur Berechnung von ¡$¢ und ¡$£ benutzen.1 Die Teile (c) und (d) von Abbildung
4.17 machen deutlich, daß die Ergebnisse der effektiven Cluster (2) und (3) nur wenig
von der Wahl der Randbedingungen abha¨ngen. Demzufolge kann man unter Verwendung
dieser beiden Systeme systemgro¨ßenunabha¨ngige Aussagen zur optischen Leitfa¨higleit
gewinnen, wobei im folgenden offene Randbedingungen gewa¨hlt werden.
Zum Vergleich mit der experimentell ermittelten optischen Leitfa¨higkeit [87] soll wie-
der das volle ¤ - ¥ - ¦ -Modell (4.1) mit den Parametern verwendet werden, die auch zur
Berechnung der Verlustfunktion im vorangegangenen Abschnitt benutzt wurden. Abbil-
dung 4.18 zeigt, daß man auf diesem Wege eine recht gute qualitative ¨Ubereinstimmung
zwischen den theoretischen Ergebnissen und dem Experiment erha¨lt. In Analogie zur
Verlustfunktion des EELS-Experimentes fehlt auch hier spektrales Gewicht fu¨r ¡$£ ; und
das Verha¨ltnis §Z¨ª©«¢«¬­©`£®¨ª¯°¯ der totalen Intensita¨ten der beiden Richtungen ist gro¨ßer
1Im Abschnitt 4.3.2 wurde gezeigt, daß eine Verkleinerung des Clusters senkrecht zum Impulsu¨bertrag
das Ergebnis fu¨r die Verlustfunktion nur wenig beeinflußt. Dies gilt auch fu¨r die optische Leitfa¨higkeit,
wenn man die Richtung des Impulsu¨bertrages durch die Orientierung des elektrischen Feldes ersetzt.
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als der experimentelle Wert von ³ ° ³ .
Zusammenfassend kann man feststellen, daß man mit dem verwendeten Leitermodell
sowohl die Verlustfunktion als auch die optische Leitfa¨higkeit von NaV ´ O µ gut beschrei-
ben kann. Dabei kommt der Wechselwirkung zwischen na¨chsten Nachbarn verschiedener
Leitern eine entscheidende Rolle zu, da diese das System zweidimensional koppeln. Dies
ist vor allem deshalb bemerkenswert, da die Hybridisierung zwischen den Leitern ver-
schwindend klein ist.
4.4 Zusammenfassung
Hauptgegenstand dieses Kapitels war die theoretische Analyse der Ladungsanregungen
in NaV ´ O µ , wobei zuna¨chst im Zusammenhang mit der Modellbildung die besonde-
ren Eigenschaften von NaV ´ O µ diskutiert wurden. Der bei etwa ¯Q¶ K beobachtete Pha-
senu¨bergang wird zumeist als ein Ladungsordnungsu¨bergang interpretiert. Eine derartige
Ladungsordnung kann man im Rahmen eines Hubbard-artigen Modells unter Einbezie-
hung einer Coulomb-Wechselwirkung zwischen na¨chsten Nachbarn beschreiben. Unter
der Annahme einer perfekten zick-zack-Ordnung konnte ein effektiver Spin-Hamilton-
Operator hergeleitet werden, der unmittelbar deutlich macht, daß die fu¨r die Tieftempe-
raturphase von NaV ´ O µ beobachtete Anregungslu¨cke nicht allein durch die Ladungsord-
nung erkla¨rt werden kann.
Mit Hilfe der Lanczos-Methode wurden sowohl die optische Leitfa¨higkeit als auch
die Verlustfunktion des EELS-Experimentes fu¨r NaV ´ O µ berechnet. Dabei zeigte sich,
daß Effekte der endlichen Gro¨ße der betrachteten Systeme vor allem bei der Berechnung
der Verlustfunktion mit kleinem Impulsu¨bertrag und der optischen Leitfa¨higkeit wichtig
sind. Um systemgro¨ßenunabha¨ngige Ergebnisse zu erhalten, wurden fu¨r die verschiede-
nen Richtungen des Impulsu¨bertrages jeweils angepaßte Cluster verwendet. Die berech-
neten Spektren stimmen sehr gut mit der experimentell ermittelten Verlustfunktion und
gut mit der gemessenen optischen Leitfa¨higkeit u¨berein. Insbesondere konnte sowohl die
Verlustfunktion als auch die optische Leitfa¨higkeit mit einem Modell unter Verwendung
eines einheitlichen Parametersatzes erkla¨rt werden, wobei die verwendeten Hu¨pfmatrix-
elemente Bandstrukturrechnungen [16] entnommenen wurden. Daru¨ber hinaus wurden
die Wechselwirkungssta¨rken so gewa¨hlt, daß sich das System in der Na¨he des quanten-
kritischen Punktes der Ladungsordnung befindet. Letztlich wurde allein die Coulomb-
Wechselwirkung zwischen na¨chsten Nachbarn verschiedener Leitern zur Anpassung der
theoretischen Spektren an die experimentellen Ergebnisse verwendet. Die gute ¨Uberein-
stimmung von Theorie und Experiment zeigt weiterhin, daß fu¨r eine Interpretation der
Ladungsanregungen in NaV ´ O µ das Hu¨pfen zwischen den Leitern kaum eine Rolle spielt.
Der grundlegende Anregungsmechanismus ha¨ngt sehr stark von der Richtung des Im-
pulsu¨bertrages ab. Fu¨r einen Impulsu¨bertrag parallel zur · -Richtung (Sprossenrichtung)
beobachtet man drei verschiedene Anregungen, die sich in ihrer ra¨umlichen Ausdehnung
unterscheiden. Dabei besitzen die ausgedehnten Prozesse einen kollektiven Charakter,
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der aus der Coulomb-Wechselwirkung zwischen na¨chsten Nachbarn verschiedener Lei-
tern resultiert. Fu¨r einen Impulsu¨bertrag parallel zur ¸ -Richtung (Holmrichtung) ist die
Erzeugung einer unbesetzten und einer doppelt besetzten Sprosse der grundlegende An-
regungsmechanismus.
5 Einfluß der Leiterkopplung in
LiV ¹ O º und NaV ¹ O º
»
-LiV ´ O µ geho¨rt zur selben Familie von Vanadiumoxiden wie NaV ´ O µ und zeigt
ebenfalls das Verhalten einer ¼ ¨ ½¬ ³ -Heisenberg-Kette [88, 89].1 So kann die Tem-
peraturabha¨ngigkeit der Suszeptibilita¨t ¾®¿9À<Á sehr gut durch eine Austauschkopplung von
ÂÃ9ÄIÅ
¨Æ¯QÇÈ K bei einem gyromagnetischen Faktor von É ¨Ê½°È beschrieben werden [88].
Im Gegensatz zu NaV ´ O µ gibt es jedoch bislang keinerlei experimentelle Anzeichen fu¨r
einen Phasenu¨bergang bei niedrigen Temperaturen. Da man annimmt, daß sich die Struk-
tur von LiV ´ O µ in einem ladungsgeordneten Zustand befindet, ist ein Vergleich dieser
beiden Vanadiumoxide sehr interessant.
In diesem Abschnitt wird nun die optische Leitfa¨higkeit von LiV ´ O µ untersucht
und mit den Ergebnissen fu¨r NaV ´ O µ verglichen. Insbesondere soll dabei die ku¨rzlich
vero¨ffentlichte experimentell ermittelte optische Leitfa¨higkeit [90] von LiV ´ O µ erkla¨rt
werden. In Referenz [90] zeigt die optische Leitfa¨higkeit im Energiebereich von Ç bis
¯ eV fu¨r beide Vanadate a¨quivalente Strukturen, wenn das elektrische Feld ËÍÌÎ· pola-
risiert ist. Im Gegensatz dazu wurde fu¨r LiV ´ O µ eine vollsta¨ndige Unterdru¨ckung der
niederenergetischen Strukturen im Fall Ë ÌÏ¸ gefunden (Referenz [90], siehe auch (b)
in Abbildung 5.4). Im folgenden soll gezeigt werden, daß dies nicht nur eine Folge der
Doppelketten-Ladungsordnung von LiV ´ O µ ist, sondern auch aus dem starken Hu¨pfen
zwischen den Leitern resultiert.
5.1 Kristall- und Elektronenstruktur, Modell
Bei Raumtemperatur besitzen LiV ´ O µ und NaV ´ O µ orthorhombische Kristallstrukturen
der Raumgruppen ÐÒÑMÓÔ· [91, 92] und ÐÒÓÕÓÕÑ [51], die aus Schichten von VO µ Py-
ramiden bestehen (Abbildung 5.1). Im Gegensatz zu NaV ´ O µ findet man in LiV ´ O µ
zwei kristallographisch unterschiedliche Vanadiumpla¨tze, die zwei verschiedene zick-
zack-Ketten bilden. Diese beiden verschiedenen Vanadiumpla¨tze wurden auch bei NMR-
Experimenten gefunden [93] und ausgehend von der Strukturanalyse unterschiedlichen
Valenzen V ÖA× und V µ × zugeordnet [92]. Entsprechend liegen in LiV ´ O µ magnetische
V ÖA× -Doppelketten vor, die durch unmagnetische V µ × -Doppelketten voneinander getrennt
1Im weiteren Verlauf wird die genaue Kennzeichnung der Phase weggelassen.



























Abbildung 5.1: Kristallstruktur von NaV ´ O µ (oben) und LiV ´ O µ (unten), wobei jeweils eine
(ac)-Ebene dargestellt ist.
sind. Dies bedeutet, daß sich LiV ´ O µ in einem kettenartig geordneten Zustand befin-
det, wa¨hrend die Tieftemperaturphase des NaV ´ O µ eine zick-zack-Ordnung aufweist.
Außerdem ist die à -Achse der Einheitszelle von LiV ´ O µ etwa zweimal so lang wie die
von NaV ´ O µ , da die Einheitszelle von LiV ´ O µ vier Formeleinheiten (zwei bei NaV ´ O µ )
entha¨lt. Wie man in Abbildung 5.1 sieht, sind die VO-Schichten im LiV ´ O µ wesentlich
sta¨rker gewellt als im NaV ´ O µ , da die Lithiumatome kleiner als die Natriumatome sind.
In Abschnitt 4.3.4 ist die optische Leitfa¨higkeit von NaV ´ O µ mit Hilfe eines viertel-
gefu¨llten Modells gekoppelter Leitern entsprechend (4.1) untersucht worden. Fu¨r LiV ´ O µ
























um die experimentell gefundene Doppelkettenordnung zu erzeugen. In Gleichung (5.1)
kennzeichnet üþýIúûß  eine Summation u¨ber Paare na¨chster Nachbarn, ¥ ist die Sta¨rke der
Coulomb-Abstoßung zwischen Elektronen am selben Platz, à î
â5è ì
( à â5è ì ) erzeugt (vernichtet)






â5è ì ist der Be-
setzungszahloperator. Die Hu¨pfparameter ¤ â^é in Gleichung (5.1) sind in Abbildung 5.2
definiert. ¦$¢ , ¦$£ und ¦
	 sind Wechselwirkungssta¨rken der Coulomb-Abstoßung zwi-
schen benachbarten Vanadiumpla¨tzen einer Sprosse, eines Leiterholmes oder verschie-






Abbildung 5.2: Schematische Darstellung des Doppelleitersystems in der 
 -Ebene mit den
Hu¨pfmatrixelementen des Hamilton-Operators, das zur Berechnung der optischen Leitfa¨higkeit
von LiV ´ O µ verwendet wurde. Die ausgefu¨llten (leeren) Kreise kennzeichnen die im Grundzu-
stand besetzten (unbesetzten) Pla¨tze mit der Besetzungsenergie ﬁﬀﬃﬂ  ( !"ﬀﬃﬂ  ).
dener Leitern. Die Besetzungsenergie áâ ha¨ngt von der Position des Vanadiumplatzes ab
(siehe Abbildung 5.2) und betra¨gt ä$#Î¬ ³ oder ð #Î¬ ³ , um die Doppelkettenordnung zu er-
zeugen. Der Hamilton-Operator (5.1) ist fu¨r das in Abbildung 5.2 dargestellte System bei
Viertelfu¨llung definiert. Im Gegensatz zu NaV ´ O µ liegen im LiV ´ O µ die verschiedenen
Leitern nicht in einer ¿þ·$ú ¸@Á -Ebene (siehe Abbildung 5.1), so daß das in 5.2 dargestellte
System ein echtes dreidimensionales Objekt ist. Man beachte, daß die beiden betrachteten
Systeme in der ¿ ·núÝ¸`Á -Ebene als gekoppelte Leitern aufgefaßt werden ko¨nnen (siehe die
Abbildungen 4.10 und 5.2), wobei im LiV ´ O µ die Sprossen der einzelnen Leitern jeweils
von einem V ÖA× - und einem V µ × -Ion gebildet werden.
5.2 Optische Leitfa¨higkeit von LiV % O &
Im folgenden wird die optische Leitfa¨higkeit nach Gleichung (2.63) wieder mit Hilfe
des Lanczos-Algorithmus’ berechnet. Da diese Methode nur fu¨r relativ kleine Systeme
verwendet werden kann, muß zuna¨chst sichergestellt werden, daß die Ergebnisse keine
Systemgro¨ßenabha¨ngigkeit aufweisen. In LiV ´ O µ ist die Hybridisierung zwischen den
V µ × -Pla¨tzen sehr klein [94], so daß man dieses Material in guter Na¨herung durch eine
Doppelleiter wie in Abbildung 5.2 beschreiben kann, so daß das System nur in Holmrich-
tung unendlich ausgedehnt ist.
Im weiteren Verlauf werden stets offene Randbedingungen verwendet, wobei man si-
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Abbildung 5.3: Optische Leitfa¨higkeit von LiV ´ O µ fu¨r verschiedene Werte von  
	 [  
	?>  ,
gepunktete Linien;  
	@> BA eV, gestrichelte Linien;  
	C> BD eV durchgezogene Linien; Bild









cherstellen muß, daß die Elektronen in das Coulomb-Potential eingebettet sind, das aus
der Doppelkettenordnung resultiert. Zu diesem Zweck erhalten die Pla¨tze am Rand des
Clusters, die bei perfekter Ladungsordnung besetzt sind, eine zusa¨tzliche Besetzungs-
energie ¦n£ . Damit erha¨lt man eine gute ¨Ubereinstimmung zwischen den Ergebnissen
einer einzelnen Leiter mit vier und acht Sprossen, auch wenn die Hu¨pfmatrixelemente in
Holmrichtung ( ¤ï£ und ¤ ) relativ groß sind (nicht explizit gezeigt). Folglich ist das in
Abbildung 5.2 dargestellte System groß genug, um eine systemgro¨ßenunabha¨ngige opti-
sche Leitfa¨higkeit fu¨r LiV ´ O µ berechnen zu ko¨nnen.
Die Vanadiumleiterstrukturen in LiV ´ O µ und NaV ´ O µ besitzen sehr a¨hnliche geome-
trische Abmessungen, so daß es sinnvoll ist, von den Parametern der Leiter auszugehen,
die im vorangegangenen zur Diskussion des NaV ´ O µ verwendet wurden ( ¤ï¢ ¨ Ç°¯È eV,
¤ï£K¨ ÇY°H½PO eV, ¤QÎ¨ Ç , ¦n¢Î¨ Ç°È eV, ¦$£K¨ ÇY°SR eV und ¥ ¨ ³ °È eV). Damit sind nur
# , ¦
	 und ¤
	 noch nicht festgelegt. Fu¨r LiV ´ O µ ist ¦
	Ò¨ŁÇ sinnvoll, da die Coulomb-
Wechselwirkung zwischen na¨chsten Nachbarn verschiedener Leitern der Doppelketten-
ordnung entgegenwirkt, die durch # erzeugt wird. Entsprechend sind die Parameter #
und ¦T
	 nicht voneinander unabha¨ngig. Um die berechnete optische Leitfa¨higkeit mit den
experimentellen Ergebnissen vergleichen zu ko¨nnen, werden nachfolgend die theoreti-
schen Linienspektren mit Hilfe einer Gauß-Funktion der Breite #VUª¨ Ç°½ eV verbreitert.
Zuna¨chst soll der Fall einer einzelnen Leiter ( ¤
	x¨ŁÇ ) diskutiert werden, fu¨r den die
optische Leitfa¨higkeit als gepunktete Linie in Abbildung 5.3 dargestellt ist. Wie man in
Bild (a) von 5.3 sieht, wird ¡$¢ von einer Anregung bei etwa ½ eV dominiert, die dem
¨Ubergang vom bindenden in den antibindenen Zustand einer einfach besetzten Sprosse
entspricht, wie das auch fu¨r NaV ´ O µ diskutiert wird [86]. Wenn man eine einzelne Spros-
se betrachtet, so erha¨lt man fu¨r die entsprechende Anregungsenergie W X ´ ð ¶Q¤ ´
¢
[86],
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wobei eine effektive Besetzungsenergie X ¨Y#1ä ³ ¦n£ verwendet werden muß, um die
Doppelkettenladungsordnung zu beru¨cksichtigen. Damit bestimmt # unmittelbar die An-
regungsenergie des ¨Ubergangs einer Sprosse vom bindenden zum antibindenden Zustand.
Entsprechend kann der Wert der Besetzungsenergie # durch die experimentell ermittelte
Lage der Hauptstruktur von ¡$¢ festgelegt werden. Die Struktur bei etwa ½° ³ eV von ¡$£
[siehe gepunktete Linie in (b) von Abbildung 5.3] kann als ein ¨Ubergang zu Zusta¨nden mit
einer unbesetzten und einer doppelt besetzten Sprosse [Anregungsenergie Z ¿ # ð ¦n¢ ä ¦$£ Á
bzw. Z ¿ # ð ¦n¢ ä ³ ¦n£ Á ] angesehen werden. Die Strukturen von ¡$£ bei etwa ³ °È eV resul-
tieren von der Erzeugung eines doppelt besetzten Platzes (Anregungsenergie Z ¥ ).
Als na¨chstes soll der Einfluß des Hu¨pfens ¤
	 zwischen verschiedenen Leitern auf die
optische Leitfa¨higkeit untersucht werden (siehe Abbildung 5.3). Wie man in (a) sieht,
ha¨ngt der oben diskutierte ¨Ubergang zwischen dem bindenden und antibindenden Zu-
stand einer einfach besetzten Sprosse nur schwach von ¤
	 ab. Allerdings ermo¨glicht
ein Hu¨pfen zwischen den Leitern einige zusa¨tzliche Anregungen, die als ¨Uberga¨nge in
Zusta¨nde mit einer doppelt besetzten Sprosse oder mit einem doppelt besetzten Platz in-
terpretiert werden ko¨nnen. Allerdings ist das spektrale Gewicht dieser neuen Strukturen
in ¡$¢ fu¨r moderate Werte von ¤
	 klein [siehe (a) in Abbildung 5.3]. Im Gegensatz dazu
wird das Verhalten von ¡$£ durch ein endliches ¤
	 vo¨llig gea¨ndert. Insbesondere ver-
teilt sich das spektrale Gewicht auf verschiedene Anregungen, die zum Teil erst durch
ein Hu¨pfen zwischen den Leitern ermo¨glicht werden, so daß die klare Struktur von ¡$£
verschwindet. Entsprechend erha¨lt man fu¨r ¤
	 ¨ ÇY°¯ eV (gestrichelte Linien in Abbil-
dung 5.3) eine gute ¨Ubereinstimmung von berechneter und experimentell ermittelter [90]
optischer Leitfa¨higkeit.
Nach Referenz [94] bestimmt das Verha¨ltnis §\[ ¤ï£A¬¤
	 die magnetischen Eigen-
schaften des Modells: Ein großer Wert fu¨r § bedeutet, daß die beiden Ketten nahezu
voneinander unabha¨ngig sind, wa¨hrend ein kleiner Wert einer einzelnen frustrierten zick-
zack-Kette entspricht. Folglich korrespondiert der optimale Wert von ¤
	 ¨ Ç°¯ñ°f°f°8Ç°¶ eV



















die im Widerspruch zu den experimentellen Ergebnissen steht [88, 89]. Diese Inkonsi-
stenz ist eine Folge des bisher vernachla¨ssigten Diagonalhu¨pfens ¤ . Eine Beru¨cksich-
tigung von ¤`_ â ¢`a bei der Berechnung von Hu¨pfmatrixelementen fu¨hrt allerdings sowohl fu¨r
LiV ´ O µ als auch fu¨r NaV ´ O µ zu einem kleinen Holmhu¨pfen ¤ï£ [94, 68]. Dagegen wird
die Wirkung von # und ¤
	 durch einen endlichen Wert fu¨r das Diagonalhu¨pfen ¤Q nicht
gea¨ndert. Entsprechend bleibt die obige Analyse der grundlegenden Anregungsmechanis-
men auch im Fall ¤Qcb¨ Ç gu¨ltig. Im folgenden werden die Hu¨pfparameter aus Referenz
[94] ( ¤ï¢ ¨ Ç°¯1d eV, ¤ï£ ¨ Ç°Ç ³ eV, ¤ ¨ Ç°H½ eV, ¤
	 ¨ ä<ÇY°H½È eV) verwendet, die das
Diagonalhu¨pfen ¤ beru¨cksichtigen, so daß die Frustration (5.2) vernachla¨ssigbar klein
wird; ¥ , ¦$¢ und ¦$£ bleiben unvera¨ndert. Im Gegensatz dazu wurde in Abschnitt 4.3.4
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zur Berechnung der optischen Leitfa¨higkeit von NaV ´ O µ ein Parametersatz mit ¤Q ¨ Ç
verwendet, um eine starke Systemgro¨ßenabha¨ngigkeit der Ergebnisse zu vermeiden.1
5.3 Optische Leitfa¨higkeit von LiV % O & und NaV % O &
im Vergleich
In diesem Abschnitt werden die Ergebnisse fu¨r die optische Leitfa¨higkeit von LiV ´ O µ so-
wohl mit denen fu¨r NaV ´ O µ als auch mit den experimentellen Spektren verglichen. Dabei
wird sich zeigen, daß insbesondere die auffa¨lligen Unterschiede zwischen den experimen-
tellen Spektren [90] beider Materialien [siehe (b) und (d) in Abbildung 5.4] mit Hilfe der
verwendeten Leitermodelle fu¨r LiV ´ O µ und NaV ´ O µ erkla¨rt werden ko¨nnen.
In Abbildung 5.4 werden die berechneten optischen Leitfa¨higkeiten fu¨r LiV ´ O µ und
NaV ´ O µ [Bilder (a) und (c)] den experimentellen Spektren [Bilder (b) und (d)] aus Re-
ferenz [90] gegenu¨bergestellt. Die folgende Diskussion der optischen Leitfa¨higkeit be-
schra¨nkt sich auf den Energiebereich zwischen Ç und ³ eV, da ¨Uberga¨nge mit ho¨heren
Anregungsenergien die Sauerstofforbitale einbeziehen [90], die von den verwendeten
Modellen (4.1) und (5.1) vernachla¨ssigt werden. Entsprechend Abschnitt 4.3.4 findet
man fu¨r NaV ´ O µ eine gute ¨Ubereinstimmung zwischen berechneter und experimentell
ermittelter optischer Leitfa¨higkeit [vergleiche in Abbildung 5.4 (c) und (d) miteinan-
der], wobei die Hu¨pfparameter ( ¤ï¢ ¨ ÇY°¯È eV, ¤ï£ ¨ÍÇ°H½5O eV, ¤
	 ¨ ÇY°Ç½ ³ eV) und die
Coulomb-Abstoßung am selben Platz ( ¥Æ¨ ³ °È eV) Referenz [16] entnommen sind. Die
Sta¨rken der Wechselwirkungen zwischen na¨chsten Nachbarn ¦$¢ ¨1Ç°È eV, ¦$£K¨1Ç°3R eV
und ¦T
	 ¨1Ç°3e eV wurden entsprechend der experimentell ermittelten Peaklagen einge-
stellt (vergleiche dazu auch Abschnitt 4.3.3). Fu¨r LiV ´ O µ erha¨lt man ebenfalls eine sehr
gute ¨Ubereinstimmung zwischen der berechneten optischen Leitfa¨higkeit [(a) in Abbil-
dung 5.4] und den experimentellen Daten von Referenz [90] [(b) in Abbildung 5.4], wo-
bei die Hu¨pfparamter LDA-Bandstrukturrechnungen [94] ( ¤ï¢ ¨ Ç°¯1d eV, ¤ï£Î¨ Ç°Ç ³ eV,
¤QÊ¨ ÇY°H½Ç eV, ¤
	 ¨ ä<ÇY°H½È eV) entnommen sind. Die Parameter der Coulomb-
Wechselwirkung auf der Leiter sind fu¨r LiV ´ O µ die selben wie fu¨r NaV ´ O µ ( ¥ ¨ ³ °È eV,
¦$¢ ¨ Ç°È eV, ¦n£ ¨yÇ°3R eV). Die Besetzungsenergie #Ê¨ª½°SO eV wurde so gewa¨hlt, daß die
energetische Lage der Hauptstruktur von ¡$¢ der experimentell beobachteten entspricht.
Dies bedeutet, daß zur Beschreibung der optischen Leitfa¨higkeit von LiV ´ O µ nur ein
freier Parameter verwendet wurde. Außerdem stimmt der effektive Energieunterschied
zwischen den Pla¨tzen einer Sprosse unter Beru¨cksichtigung der Doppelkettenordnung
XÒ¨\#[ä
³
¦$£ ¨yÇ°Sd eV recht gut mit dem Ergebnis XK¨ ÇY°¯ eV aus Referenz [94] u¨berein.
Zusammenfassend kann man feststellen, daß man fu¨r beide Vanadate eine gute ¨Uber-
einstimmung zwischen berechneter und experimentell ermittelter optischer Leitfa¨higkeit
erha¨lt. Insbesondere werden die Unterdru¨ckung der niederenergetischen Struktur in ¡$£
1Zur Berechnung der optischen Leitfa¨higkeit von NaV f O g wurden zwei verschiedene, entsprechend
der Polarisationsrichtung des elektrischen Feldes angepaßte Cluster verwendet, was jedoch nur im Fall
hjik lMmon?p
mo¨glich ist.
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Abbildung 5.4: Vergleich der berechneten (linke Seite) optischen Leitfa¨higkeit (durchgezogene
Linien: E ¢ , gestrichelte Linien: EY£ ) von LiV ´ O µ und NaV ´ O µ mit der experimentell ermittel-
ten (rechte Seite, Daten sind Referenz [90] entnommen). Die Hu¨pfparameter sind fu¨r LiV ´ O µ
Referenz [94] und fu¨r NaV ´ O µ Referenz[16] entnommen. Fu¨r beide Materialien ist die Sta¨rke
der Coulomb-Wechselwirkung auf der Leiter gleich (  >  BJ eV,  ¢ > BJ eV, £ > BN eV).
Daru¨berhinaus wurde fu¨r LiV ´ O µ ﬀ >  f3K eV und fu¨r NaV ´ O µC 
	~> B eV verwendet. Die
theoretischen Linienspektren sind Gauß-verbreitert dargestellt (Energieauflo¨sung ﬀ >   eV).
von LiV ´ O µ und die Peakformen wiedergegeben.
Die gute ¨Ubereinstimmung zwischen berechneter und experimentell bestimmter opti-
scher Leitfa¨higkeit fu¨r LiV ´ O µ und NaV ´ O µ zeigt, daß sich die Eigenschaften der einzel-
nen Leiter in diesem Material kaum unterscheiden, obwohl man in LiV ´ O µ eine durch die
Besetzungsenergie # verursachte Doppelkettenordnung findet, die vermutlich eine Folge
der bezu¨glich der Leitern asymmetrischen Lage der Lithiumatome ist (siehe Abbildung
5.1).1 Entsprechend ist der Hauptunterschied zwischen LiV ´ O µ und NaV ´ O µ die unter-
schiedliche Charakteristik der Kopplung zwischen verschiedenen Leitern. In LiV ´ O µ fin-
det man eine starkes Hu¨pfen ¤
	 zwischen den Leitern (man beachte, daß die verschiede-
1Entsprechend der Diskussion in Abschnitt 5.2 ko¨nnen die grundlegenden Eigenschaften der Spektren
mit den selben Parametern der Leiter erkla¨rt werden. Als physikalische Ursache der Besetzungsenergie
ist dagegen die bezu¨glich der Leiter asymmetrische Lage der Lithiumatome zu betrachten, so daß diese
Besetzungsenergie nicht als Leitereigenschaft anzusehen ist.
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nen Doppelleitersysteme entsprechend Abbildung 5.2 na¨herungsweise entkoppelt sind),
wa¨hrend dies fu¨r NaV ´ O µ praktisch vernachla¨ssigbar ist. Andererseits sind die Leitern im
NaV ´ O µ aufgrund einer starken Wechselwirkung ¦T
	 zwischen na¨chsten Nachbarn ver-
schiedener Leitern miteinander gekoppelt. Insbesondere bestimmt die Charakteristik der
Kopplung der Leitern die Eigenschaften von ¡$£ : Im NaV ´ O µ findet man eine ausgepra¨gte
Struktur, die im LiV ´ O µ hingegen vo¨llig unterdru¨ckt ist, da ein Hu¨pfen ¤
	 zwischen den
Leitern zu einer Vielzahl neuer Anregungen und damit zu einer Verteilung des spektralen
Gewichtes fu¨hrt.
5.4 Zusammenfassung
Hauptgegenstand dieses Kapitels war das strukturell eng mit dem NaV ´ O µ verwandte
LiV ´ O µ . Obwohl man bislang keinerlei experimentelle Anzeichen fu¨r einen Phasenu¨ber-
gang von diesem Material gefunden hat, ist insbesondere ein Vergleich zwischen diesen
beiden Vanadaten interessant, da man im LiV ´ O µ eine kettenartige Ladungsordnung ge-
funden hat.
Die mit Hilfe der Lanczos-Methode berechnete optische Leitfa¨higkeit fu¨r LiV ´ O µ
stimmt sehr gut mit den experimentellen Ergebnissen u¨berein, wobei die Hu¨pfmatrixele-
mente wieder Bandstrukturrechnungen [94] entnommen und die Wechselwirkungssta¨rken
auf der Leiter wie fu¨r NaV ´ O µ gewa¨hlt wurden. Die kettenartige Ladungsordnung wurde
dem System mit Hilfe einer Besetzungsenergie aufgepra¨gt, die lediglich die energetische
Lage der Spektren festlegt. Wa¨hrend ¡$¢ von einer Anregung dominiert wird, die dem
¨Ubergang vom bindenden in den antibindenden Zustand einer einfach besetzten Sprosse
entspricht, findet man fu¨r ¡$£ keine deutlich ausgepra¨gte Struktur. Dieses stark anisotrope
Verhalten der optischen Leitfa¨higkeit wird nicht allein von der kettenartigen Ladungs-
ordnung sondern vor allem auch durch die starke Hybridisierung zwischen den Leitern
hervorgerufen.
Der Vergleich mit den Ergebnissen fu¨r NaV ´ O µ hat gezeigt, daß die Eigenschaften
der einzelnen Leiter in beiden Materialien sehr a¨hnlich sind, auch wenn sich das LiV ´ O µ
in einem ladungsgeordneten Zustand befindet. Entsprechend ist die Charakteristik der
Kopplung zwischen den Leitern der Hauptunterschied zwischen diesen beiden Vanadaten:
Wa¨hrend die Leitern im NaV ´ O µ aufgrund der Coulomb-Wechselwirkung miteinander
gekoppelt sind, erfolgt im LiV ´ O µ ein Austausch aufgrund einer Hybridisierung zwischen
den Leitern.
6 Ladungsanregungen in quasi
eindimensionalen
Kupratverbindungen
Eindimensionale Systeme ko¨nnen zwar relativ gut theoretisch behandelt werden, sind
aber in der Natur nur in wenigen Materialien zu finden. Dazu geho¨ren mesoskopische
Systeme wie die Kohlenstoffnanoro¨hren (sogenannte Nanotubes) [95, 96] und atomare
Metallketten [97, 98, 99]. Außerdem gibt es makroskopische Systeme mit einer starken

















































































































































































































































Abbildung 6.1: Schematische Darstellung verschiedener in Kupratverbindungen vorkommender
Cu-O-Netzwerke. Eine isolierte CuO
Ö
-Plakette (a) findet man in Bi ´ CuO
Ö
, eckenvernetzte (b) und
kantenvernetzte (c) Ketten sind in Sr ´ CuO  bzw. Li ´ CuO ´ realisiert. (d) zeigt schließlich noch
die CuO ´ -Ebene von Sr ´ CuO ´ Cl ´ .
Seit der Entdeckung der Hochtemperatursupraleitung [12] sind Kupratverbindungen
Gegenstand vieler experimenteller und theoretischer Untersuchungen, die sowohl durch
die ungewo¨hnlichen Eigenschaften dieser Verbindungen als auch durch mo¨gliche tech-
nische Anwendungen motiviert wurden und werden. Trotz allem existiert bis jetzt keine
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Theorie, die alle Aspekte der Hochtemperatursupraleiter konsistent erkla¨rt. Daher werden
neben den eigentlichen Hochtemperatursupraleitern auch eine Vielzahl anderer strukturell
verwandter Kupratverbindungen untersucht, deren Eigenschaften sich durch Dotierung
stark beeinflussen lassen.
Im allgemeinen wird angenommen, daß die herausragenden Eigenschaften der Kupra-
te auf die markanten Cu-O-Strukturen zuru¨ckzufu¨hren sind. In Abbildung 6.1 sind ver-
schiedene in Kupratverbindungen vorkommende Cu-O-Netzwerke dargestellt, die durch
zweidimensionale Anordnungen der CuO
Ö
-Plaketten [(a) in Abbildung 6.1] entstehen.
Ecken- und kantenvernetzte Kupratketten werden nicht nur im Zusammenhang mit den
Hochtemperatursupraleitern sondern auch als quasi eindimensionale Modellsysteme dis-
kutiert. In diesem Kapitel sollen die Ladungsanregungen von ecken- und kantenvernetz-
ten Kupratketten, wie man sie in Sr ´ CuO  [(b) in Abbildung 6.1] bzw. in Li ´ CuO ´ und
CuGeO  [(c) in Abbildung 6.1] findet, analysiert werden.
Ein Teil der in diesem Kapitel vorgestellten Ergebnisse ist bereits in [100] und [101]
vero¨ffentlicht worden.
6.1 Kristallstruktur
Die Materialien, die im folgenden diskutiert werden sollen, sind Sr ´ CuO  , Li ´ CuO ´ und
CuGeO

. Alle diese Kupratverbindungen besitzen eine orthorhombische Kristallstruktur
mit quasi eindimensionalen Cu-O-Strukturen (siehe auch Abbildung 6.1), die die nieder-
energetischen Eigenschaften bestimmen. Diese Cu-O-Strukturen sind durch Schichten
aus Sauerstoff und anderen Elementen (hier Sr, Li und Ge) voneinander getrennt.
Das eckenvernetzte Kuprat Sr ´ CuO

besitzt eine orthorhombische Gitterstruktur der
Raumgruppe Immm (Abbildung 6.2, Referenz [102]), wobei der Cu-O-Abstand auf der
Kette [(b) in Abbildung 6.1] richtungunabha¨ngig etwa 1.96 A˚ betra¨gt. Auch Li ´ CuO ´
weist eine orthorhombische Gitterstruktur der Raumgruppe Immm auf (Abbildung 6.3,
Referenz [103]), allerdings formen die Kupferoxidplaketten keine ecken- sondern kanten-
verbundene Ketten [(c) in Abbildung 6.1]. Im Gegensatz zu Sr ´ CuO  sind im Li ´ CuO ´ die
einzelnen Plaketten nicht quadratisch, da der Abstand zwischen benachbarten Sauerstof-
fatomen in Kettenrichtung (dies entspricht der b-Richtung in Abbildung 6.3) ³ °ÈR¯ A˚ und
senkrecht dazu (also in c-Richtung) ³ °3R1OY½ A˚ betra¨gt. ¨Ahnliche kantenvernetzte Kupfer-
oxidketten findet man auch in CuGeO  , das eine orthorhombische Gitterstruktur der
Raumgruppe Pbmm besitzt (siehe Abbildung 6.4). Wie im Li ´ CuO ´ sind auch im CuGeO 
die einzelnen Plaketten nicht quadratisch und der Abstand zwischen benachbarten Sau-
erstoffpla¨tzen betra¨gt in Kettenrichtung ³ °Se­¶ A˚ und senkrecht dazu ³ °dY½ A˚. Dies bedeutet,
daß im CuGeO

der Cu-O-Cu-Bindungswinkel mit e7e7 gro¨ßer ist als der im Li ´ CuO ´
mit eQ¶  . Es wird sich herausstellen, daß dieser Winkel entscheidend die Charakteristik
der Ladungsanregungen der Kupratketten beeinflußt. Ein weiterer Unterschied zwischen
Li ´ CuO ´ und CuGeO

besteht auch in der geometrischen Anordnung der kantenvernetz-


































































eAbbildung 6.3: Gitterstruktur von Li ´ CuO ´ nach Referenz [103], das Bild ist [104] entnommen.
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Abbildung 6.4: Kristallstruktur von CuGeO  nach Referenz [105]
stellt man in CuGeO  eine Verkippung (siehe Abbildung 6.4) fest.
Die grundlegende Elektronenstruktur dieser drei Verbindungen ist vo¨llig a¨quivalent
zu der anderer undotierter Kupratverbindungen: die Kupferionen befinden sich in einer
[Ar]3 1  -Konfiguration und die Sauerstoffe besitzen eine komplett gefu¨llte 2p-Schale. Da-
her ist es sinnvoll, das Lochbild mit einem Loch pro Kupferplatz zu verwenden. Das Loch
der Cu 3d-Schale besetzt ein Orbital mit 3 
L¡`¢£	Q¡
-Charakter, das mit den Sauerstoff ³L¤ ¥3	Q¦ -





sondern mit einer gewissen Wahrscheinlichkeit auch in den O 2p-Orbitalen.
Da das System im undotierten Fall pro Kupferatom ein Loch entha¨lt, wu¨rde man ohne
Korrelationen ein metallisches Verhalten der Kupratverbindungen erwarten, was den Er-
gebnissen von Bandstrukturrechnungen entspricht [106]. Experimente zeigen jedoch, daß
all diese Verbindungen Isolatoren sind. Dies ist eine Folge starker Elektronenkorrelatio-
nen, die in den Bandstrukturrechnungen nicht in ada¨quater Weise beru¨cksichtigt werden.
6.2 EELS in quasi eindimensionalen Kupraten
Die Ladungsanregungen in den hier diskutierten Verbindungen Sr ´ CuO

, Li ´ CuO ´
und CuGeO

wurden ku¨rzlich mit Hilfe der Elektronen-Energie-Verlust-Spektroskopie
(EELS) untersucht [104, 107, 101]. Daru¨berhinaus ist auch die optische Leitfa¨higkeit die-
ser Materialien, die nach Kapitel 2 eng mit der Verlustfunktion des EELS-Experimentes
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Abbildung 6.5: Experimentelle EELS-Spektren fu¨r Sr ´ CuO  mit Impulsu¨bertrag µ in Kettenrich-
tung nach Referenz [107].
zusammenha¨ngt, bestimmt worden [108, 109]. Im folgenden sollen einige interessante
Aspekte der experimentellen Spektren angesprochen werden, wobei die experimentellen
Daten der optischen Leitfa¨higkeit zuna¨chst unberu¨cksichtigt bleiben.
In Abbildung 6.5 sind die experimentell ermittelten EELS-Spektren fu¨r Sr ´ CuO  mit
einem Impulsu¨bertrag in Kettenrichtung dargestellt. Die folgende Diskussion beschra¨nkt
sich auf den Teil der Spektren mit einem Energieverlust kleiner ¶ eV, da die Anregun-
gen bei ho¨heren Energien wahrscheinlich die Sr-Orbitale einbeziehen, die nicht von den
Modellen fu¨r die Cu-O-Struktur beru¨cksichtigt werden [107]. Der niederenergetische Be-
reich der experimentellen Daten fu¨r einen Impulsu¨bertrag ¶ ¨ Ç°½ A˚ ¢T· zeigt eine breite,
dominante Struktur bei ³ °¶ eV, die man fu¨r ¶ ¨sÇ°È A˚ ¢T· etwas verschoben bei einer Ener-
gie von ¯° ³ eV findet. Das Verhalten dieser Struktur als eine Funktion des Impulsu¨ber-
trages ¶ ist recht ungewo¨hnlich: Bis zu einem Wert von ¶ ¨yÇ°¶ A˚ ¢T· wird die Peakbreite
schmaler; fu¨r ¶¹¸ Ç°¶ A˚ ¢T· wird diese Struktur jedoch wieder breiter (siehe Abbildung
6.5).
Ein anderes Verhalten findet man fu¨r das kantenvernetzte Li ´ CuO ´ [siehe (a) in Ab-
bildung 6.6, Referenz [104]]. Bei kleinen Impulsu¨bertra¨gen wird der niederenergetische
Bereich von einem ausgepra¨gten Maximum bei ¶°O eV dominiert, dessen Intensita¨t mit
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Abbildung 6.6: Experimentelle EELS-Spektren fu¨r kantenvernetzte Kupratketten [(a) Li Å CuO Å ,
(b) CuGeO Æ ] mit Impulsu¨bertrag µ in Kettenrichtung nach Referenz [104, 101].
wachsendem ¶ abnimmt. Andererseits erho¨ht sich mit zunehmendem Impulsu¨bertrag die
Intensita¨t einer zweiten Struktur, die fu¨r ¶ÈÇÊÉÌËSÍ A˚ Î · sichtbar ist. Im Gegensatz zur recht
starken Dispersion, die man fu¨r Sr Å CuO Æ findet (vergleiche Abbildung 6.5), beobachtet
man fu¨r Li Å CuO Å kaum eine Abha¨ngigkeit der energetischen Lagen vom Impulsu¨bert-
rag. Der starke Anstieg des Untergrundes mit zunehmendem Energieverlust resultiert aus
dem Volumenplasmon, dessen Maximum man bei etwa ÏÐ eV findet. Die experimentellen
Spektren fu¨r CuGeO Æ [siehe [b] in Abbildung 6.6] unterscheiden sich, abgesehen von der





die Vorstruktur bei etwa ÑÌËÒ eV.
Mit der Diskussion der Spektren fu¨r die verschiedenen Verbindungen mit quasi ein-
dimensionalen Kupratstrukturen ist das Ziel der folgenden Untersuchungen umrissen: Es
soll gekla¨rt werden, welche mikroskopischen Ursachen die experimentell beobachteten
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Unterschiede der Ladungsanregungen besitzen. Dabei wird sich zeigen, daß der Charak-
ter der Anregungen unmittelbar von dem Cu-O-Cu-Bindungswinkel bestimmt wird.
6.3 Eckenvernetzte Kupratketten: Anregung von
Zhang-Rice-Singuletts
Sr Å CuO Æ ist in den letzten Jahren aufgrund seiner strukturellen Verwandtschaft zu den
Hochtemperatursupraleitern intensiv untersucht worden. Daru¨ber hinaus ist Sr Å CuO Æ als
eindimensionales Modellsystem von großem Interesse, da es einer fast perfekten experi-
mentellen Realisierung einer ÓÕÔ¹ÐPÖÏ -Heisenberg-Kette entspricht.
In diesem Abschnitt sollen die Ladungsanregungen eckenvernetzter Kupratketten un-
tersucht werden, wie man sie in Sr Å CuO Æ findet, wobei die theoretischen Ergebnisse stets
im Hinblick auf die experimentellen Spektren diskutiert werden. Dabei wird sich heraus-
stellen, daß die Sauerstofforbitale fu¨r eine Interpretation der experimentell beobachteten
niederenergetischen Anregungen unabdingbar sind.
6.3.1 Modell, Eigenschaften




wie in anderen Kupratver-
bindungen auch vor allem die Orbitale Cu 3d ×LØ
Î£Ù
Ø , O 2p × und O 2p
Ù
fu¨r die elektronischen
Eigenschaften relevant sind.1 Die LDA-Bandstruktur zeigt metallisches Verhalten [110],
was den experimentell beobachteten Isolatoreigenschaften widerspricht. Dies verdeut-
licht, daß elektronische Korrelationen, die durch die LDA nicht ausreichend beru¨cksich-
tigt werden, fu¨r Sr Å CuO Æ (wie auch fu¨r andere Kuprate) von großer Bedeutung sind.







werden meist durch das Emery-Modell (auch Dreiband-Hubbard-Modell genannt) [111,
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gegeben. Da in Sr Å CuO Æ undotierte Cu-O-Ketten vorliegen, befindet sich pro Kupfera-






) erzeugt ein Loch mit dem Spin  im Cu-3d × Ø
Î£Ù
Ø -





) ist der zugeho¨rige Besetzungszahl-
operator. Die Ladungstransferenergie Û entspricht der Differenz der Besetzungsenergien
1Die Koordinatenachsen  und  spannen die Ebene auf, in der sich die CuO  -Kette befindet. Dabei ist
die  -Achse parallel und die  -Achse senkrecht zur Kettenrichtung.
2Fu¨r CuO  -Ketten ist dies genaugenommen ein Vierbandmodell, da pro Elementarzelle ein Kupfer- und
drei Sauerstofforbitale betrachtet werden.
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im Falle einer CuO Æ -Kette.












-Term entsprechen einer Cu-O- bzw. ei-
ner Cu-Cu-Wechselwirkung. Die beiden letzten Terme in Gleichung (6.1) beschreiben





) und ein direktes Sauerstoff-Sauerstoff-Hu¨pfen
ò
á`á
. Es sei schließlich noch
angemerkt, daß 









bestimmen das Vorzeichen der Hu¨pfmatrixelemente und sind in
Abbildung 6.7 definiert.
Bandstrukturrechnungen zeigen, daß (sowohl fu¨r die Cu-O-Ebenen der Modellsub-
stanz La
Å
CuO  [113, 106, 114] als auch fu¨r die eckenvernetzten Kupratketten [115]) die







die physikalischen Eigenschaften des Emery-Modells (6.1), da wegen
ÛèÉ die Besetzungswahrscheinlichkeit der Kupferpla¨tze wesentlich ho¨her ist als die der




meist vernachla¨ssigt. Es sei noch angemerkt, daß fu¨r eine eckenvernetzte Kupratkette
sogar ein geringer Einfluß von
ã
á

















































































Typische Parameterwerte fu¨r den Hamilton-Operator (6.2) zur Beschreibung der Eigen-
schaften von Kupratverbindungen sind nach [113, 106, 114] in Tabelle 6.1 zusammenge-
stellt.
Da das Emery-Modell (6.1) bzw. (6.2) ziemlich kompliziert ist, versucht man die nie-
derenergetischen Anregungen der Kupratverbindungen mit einem einfacheren Modell zu
beschreiben. Die Grundidee besteht dabei darin, das Cu-3d-Orbital und die umliegenden
O-2p-Orbitale zu einem effektiven Platz zusammenzufassen und damit zu einem norma-








ÑÌËÒ ÌË ÐËÏ Ð7Ë3Ñ ÉÌË1Ò
Tabelle 6.1: Typische Parameterwerte des Hamilton-Operators (6.2) in eV nach [113, 106, 114].










































sinnvoll. Der ¨Ubergang vom Emery-Modell (6.2) zu einem Einbandmodell entsprechend
(6.3) ist nicht unproblematisch, da sich dabei die physikalische Ursache der beobachteten
Anregungslu¨cke a¨ndert: der Hubbard-Gap
ã
des Einbandmodells soll die Wirkung des
Ladungstransfer-Gaps Û des Emery-Modells beschreiben (fu¨r eine ausfu¨hrliche Diskus-
sion siehe Referenz [117]).
Nun sollen noch kurz die magnetischen Eigenschaften von Sr Å CuO Æ diskutiert wer-
den. Wie die meisten anderen Kuprate auch, kommt es in Sr Å CuO Æ zu einer antiferro-
magnetischen Ordnung unterhalb der Ne´el-Temperatur ﬀﬂﬁﬃYÒ K [118]. Dieser kleine
















mit  (ﬃ ÏÉ7ÉÉ K beschrieben werden [102, 120, 121].
6.3.2 EELS in Sr ) CuO * - theoretische Analyse
Ladungsanregungen in Sr Å CuO Æ wurden ku¨rzlich experimentell mit Hilfe der Elektron-
Energie-Verlust-Spektroskopie (EELS) untersucht [107]. Im folgenden sollen einige in-
teressante Aspekte der experimentellen Spektren angesprochen und bereits existierende
theoretische Arbeiten diskutiert werden.
Die in Abbildung 6.5 dargestellten EELS-Spektren fu¨r Sr Å CuO Æ sind in den letzten
Jahren unter Benutzung eines erweiterten Einband-Hubbard-Modells [107] entsprechend
(6.3), eines effektiven Zweiband-Hubbard-Modells [122] und eines Emery-Modells [123]
[Gleichung (6.2)] interpretiert worden. Obwohl der Hauptunterschied zwischen diesen
Modellen gerade die Eliminierung von Sauerstofffreiheitsgraden ist, wurden die Ergeb-
nisse kontrovers diskutiert. Im Rahmen des Einbandmodells wurde das Verhalten der
niederenergetischen Struktur der Spektren (vergleiche Abbildung 6.5) als ein Transfer
1In einem perfekt eindimensionalen System ist der Phasenu¨bergang zu einer langreichweitigen antifer-
romagnetischen Ordnung aufgrund von Quantenfluktuationen unterdru¨ckt [119].
74 6 Ladungsanregungen in quasi eindimensionalen Kupratverbindungen
von spektralem Gewicht zwischen einem Kontinuum von Teilchen-Loch-Anregungen und
einem (aufgrund einer erho¨hten Wechselwirkung
ê
gebildeten) gebundenen Teilchen-
Loch-Zustand interpretiert [107, 124]. Diese gebundene Teilchen-Loch-Anregung wird
auch als Exciton bezeichnet. Analoge Anregungen wurden auch im Rahmen eines ef-
fektiven Zweibandmodells im Grenzfall starker Kopplung diskutiert [122]. Allerdings
liegen die in Referenz [122] verwendeten Parameter nicht in dem experimentell relevan-
ten Bereich, so daß kein direkter Vergleich mit dem Experiment mo¨glich war. Im Ge-
gensatz dazu wurde die Dispersion der niederenergetischen Struktur unter Verwendung
des Emery-Modells als eine Folge der Anregung von Zhang-Rice-Singuletts verschiede-
ner ra¨umlicher Ausdehnung interpretiert [123], wobei keine Wechselwirkung zwischen
benachbarten Pla¨tzen beru¨cksichtigt wurde.
Bislang konnte jedoch mit keinem dieser theoretischen Zuga¨nge die Breite der nie-
derenergetischen Struktur der Spektren korrekt beschrieben werden: Das Einbandmo-
dell u¨berscha¨tzt fu¨r kleine Impulsu¨bertra¨ge die experimentell ermittelte Breite in etwa
um einen Faktor zwei, außerdem ist die Struktur fu¨r große Impulsu¨bertra¨ge zu schmal
[107]. Andererseits liefert der analytische Na¨herungsansatz fu¨r das Emery-Modell auf-
grund der Vernachla¨ssigung langreichweitiger Anregungen fu¨r kleine Impulsu¨bertra¨ge ei-
ne zu schmale niederenergetische Struktur [123].





rechnet werden, wozu ein eckenvernetztes Emery-Modell entsprechend (6.2) bei halber
Fu¨llung (Anzahl der Lo¨cher ist die der Kupferpla¨tze) mit Hilfe der exakten Diagonalisie-
rung untersucht wird. Da dieses Verfahren (Details siehe Anhang 3) auf kleine Systeme
beschra¨nkt ist, soll zuna¨chst der Einfluß der endlichen Gro¨ße auf die Ergebnisse der Ver-
lustfunktion gepru¨ft werden.
Konvergenz der ED-Ergebnisse
Zur Berechnung der Verlustfunktion entsprechend (2.60) beno¨tigt man neben den Mo-
dellparametern auch die dielektrische Konstante +-, , um den Einfluß der langreichweiti-
gen Coulomb-Wechselwirkung im Rahmen der RPA beru¨cksichtigen zu ko¨nnen. +-, kann




wurde in Kettenrichtung ein Wert von
+-,îÔ. gefunden [107].
Bevor die Ergebnisse der theoretischen Rechnungen mit den experimentellen Daten
verglichen werden ko¨nnen, muß die Konvergenz der Verlustfunktion hinsichtlich der Sy-
stemgro¨ße gepru¨ft werden. In Abbildung 6.8 wird die Verlustfunktion von Systemen mit
fu¨nf (gestrichelte Linien) und sechs Plaketten (durchgezogene Linien) miteinander ver-
glichen, wobei offene Randbedingungen verwendet wurden. Um den Einfluß der Ra¨nder
auf die Ergebnisse zu verringern, muß man sicherstellen, daß die Ra¨nder des Systems
in das Coulomb-Potential eingebettet sind, das durch eine Besetzung der Kupferpla¨tze
außerhalb des Systems entsteht. Zu diesem Zweck belastet man die O- bzw. Cu-Pla¨tze







Abbildung 6.8 ersichtlich, ha¨ngt die Verlustfunktion kaum von der Systemgro¨ße ab. Dies

























Abbildung 6.8: Verlustfunktion des Emery-Modells (6.2) fu¨r Systeme mit sechs (durchgezoge-
ne Linien) und fu¨nf Plaketten (gestrichelte Linien). Abgesehen von >@?BADC;E eV und F
ä`ä
?GE
sind alle Parameter entsprechend Tabelle 6.1 gewa¨hlt. Das theoretische Linienspektrum ist Gauß-
verbreitert dargestellt (die Energieauflo¨sung betra¨gt EHCIA8J eV).
bedeutet, daß ein aus sechs Plaketten bestehendes System groß genug ist, um system-
gro¨ßenunabha¨ngige Ergebnisse erhalten zu ko¨nnen.
Verlustfunktion von Sr K CuO L
In Abbildung 6.9 wird die berechnete Verlustfunktion mit den experimentellen Spektren

















ÉÌË1Ò eV entsprechen den typischen Parameterwerten fu¨r Kupratverbindungen [113, 106,
114]. Die Ladungstransferenergie Û Ô ÑÌËSÉ eV wurde dem Experiment angepaßt, um
korrekte Peaklagen zu erhalten. Dies bedeutet, daß nur ein freier Parameter verwendet
wurde. Das im Vergleich zum Standardwert von ÑÌËSÒ eV [113, 106, 114] kleinere Û stimmt





[125, 126, 127]. Man beachte, daß sich das System bei einem solch kleinen Wert fu¨r Û
nicht in dem in Referenz [122] angenommenen Grenzfall starker Kopplung befindet. Die
berechnete Verlustfunktion wird bei M Ô ÉÌË Ð A˚ Î
'
von einer Struktur bei ÏËÒ eV dominiert,





























Abbildung 6.9: Vergleich der Ergebnisse der exakten Diagonalisierung (linke Seite) mit den aus
Referenz [107] entnommenen experimentellen Spektren (rechte Seite). Die Parameter des Emery-
Modells (6.2) lauten ]
ä











?cEHCId8J eV. Die theoretischen Linienspektren sind mit einer Energieauflo¨sung von EHCIA8J eV
dargestellt (Verbreiterung mittels Gauß-Funktionen).
die man fu¨r einen Impulsu¨bertrag von MÕÔ ÉÌË A˚ Î
'
bei einem Energieverlust von ÑÌËSÏ eV
findet. In ¨Ubereinstimmung mit dem Experiment verschiebt sich diese Hauptstruktur
mit steigendem Impulsu¨bertrag zu ho¨heren Energien und wird zuna¨chst schmaler. Fu¨r
M. ÉÌËIe A˚ Î
'
kommt es jedoch wieder zu einer Verbreiterung der Struktur. Eine zweite
Anregung erha¨lt man bei ÒóËÒ eV, die aber die experimentell ermittelte Struktur bei etwa
eËSÒ eV nicht vollsta¨ndig erkla¨ren kann. Diese wird jedoch in Referenz [107] ¨Uberga¨ngen
zugeordnet, die Sr-Orbitale einbeziehen und damit nicht durch ein Modell der Cu-O-
Struktur beschrieben werden ko¨nnen.
Die Hauptstruktur in Abbildung 6.9 wird von Anregungen verursacht, bei denen ein
Loch seine angestammte Plakette verla¨ßt und mit einem benachbarten Loch ein Zhang-
Rice-Singulett [128] bildet. Die Verschiebung des spektralen Gewichtes zu ho¨heren Ener-
gieverlusten bei steigendem Impulsu¨bertrag kann man mit der ra¨umlichen Ausdehnung
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Abbildung 6.10: Einfluß von F
á
ä
, > und F
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(rechte Seite); die anderen Parameter sind wie
in Abbildung 6.9 gewa¨hlt. In (a) werden > ?ADC;E eV und F
ä`ä


























In (c) gilt schließlich >z?{ADC;E eV und F
á
ä
?|E (durchgezogene Linie: F
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der Anregungen in Zusammenhang bringen: Mit steigendem Impulsu¨bertrag M verschiebt
sich das spektrale Gewicht von ra¨umlich ausgedehnten zu sta¨rker lokalisierten Anregun-
gen [123]. Die zweite Struktur der berechneten Verlustfunktion bei etwa ÒóËÒ eV (in Ab-
bildung 6.9 nur andeutungsweise am rechten Rand erkennbar) entspricht der lokalen An-
regung des Kupferloches auf die benachbarten Sauerstoffpla¨tze.
Im folgenden soll der Einfluß der Parameter des Hamilton-Operators (6.2) auf die Ver-
lustfunktion genauer diskutiert werden. In ¨Ubereinstimmung mit den Ergebnissen einer
theoretischen Analyse [116] der optischen Leitfa¨higkeit einer eckenvernetzten Kuprat-
kette zeigt sich, daß sowohl die Ladungstransferenergie
Û
als auch die Wechselwirkung




im wesentlichen nur die ener-















)] dargestellt. Insbesondere sei darauf hingewiesen,

















[gestrichelte Linien in (b
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Abbildung 6.11: Einfluß der Coulomb-Wechselwirkungen ] und F des erweiterten Hubbard-
Modells auf die Verlustfunktion mit Impulsu¨bertrag m ?rEHCIA A˚ 
'
(linke Seite) und m ?rEHCo A˚ 
'
(rechte Seite); die anderen Parameter sind wie in Referenz [107] gewa¨hlt. (Das Hu¨pfmatrixelement
betra¨gt b?|EHCIJ8J eV.) In (a) wird Fu?u_3CIA eV konstant gehalten (durchgezogene Linie: ]?wyCIa eV,
gestrichelte Linie: ]p?wyCo eV) und in (b) wird F fu¨r ]?ŁwyCIa eV variiert (durchgezogene
Linie: F?_3CIA eV, gestrichelte Linie: F?qEHCI^ eV). Die theoretischen Linienspektren sind als






sind dabei unabha¨ngig voneinander skaliert.










zwischen benachbarten Kupfer- und Sauerstoffpla¨tzen eine sehr gute
¨Ubereinstimmung zwischen berechneten und experimentell ermittelten Spektren erhalten





bestimmt wird. Damit ist auch der erho¨hte Wert fu¨r Û erkla¨rt,




Ô ermittelt wurde [123].







energetische Lage der Spektren unmittelbar, sondern verschiebt vielmehr spektrales Ge-
wicht zu Anregungen mit kleinerem Energieverlust [siehe (c
'
) und (c  ) von Abbildung
6.10]. Der Vergleich von (c
'
) und (c  ) zeigt dabei, daß dieser Effekt in der Na¨he der
Brillouin-Zonengrenze ( M Ôv A˚ 
'
) sta¨rker ist. Dieses Verhalten kann man vermutlich
in Analogie zur Diskussion in [107, 122] auf die Bildung eines gebundenen Teilchen-
Loch-Zustandes zuru¨ckfu¨hren. Andererseits ist
êïä`ä
Ô fu¨r das Emery-Modell (6.2) eine
sehr gute Na¨herung [117], da der Abstand zwischen benachbarten Kupferpla¨tzen relativ
groß ist. Daher scheint ein derartiger, gebundener Zustand fu¨r die Interpretation der ex-
perimentellen Spektren nicht von Bedeutung zu sein, wenn man das Emery-Modell (6.2)
verwendet.
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Abbildung 6.12: Optische Leitfa¨higkeit des Emery-Modells (6.2) mit den Parametern von Abbil-
dung 6.9, wobei die elektrische Feldsta¨rke parallel zur Kettenrichtung ist. Das kleine Bild zeigt
experimentelle Ergebnisse [108].
Vergleich: Verlustfunktion des erweiterten Hubbard-Modells
Um die vorangegangene Diskussion abzurunden, soll im folgenden auf die Verlustfunk-
tion des erweiterten Hubbard-Modells (6.3) eingegangen werden, da hierdurch die be-
sondere Bedeutung der Sauerstofffreiheitsgrade fu¨r eine Interpretation der Ladungsanre-
gungen in Sr  CuO ¥ deutlich wird. Wie bereits in Abschnitt 6.3.1 angesprochen, wird
zur Untersuchung von Kupratverbindungen auch ein erweitertes Hubbard-Modell (6.3)
verwendet, da es eine wesentlich einfachere Struktur als das Emery-Modell (6.2) besitzt.
Der Unterschied zwischen diesen beiden Modellen besteht in der Vernachla¨ssigung der
Sauerstofffreiheitsgrade. Der ¨Ubergang vom Emery-Modell (6.2) zum Hubbard-Modell
(6.3) ist jedoch nur im Grenzfall starker Kopplung unproblematisch. Fu¨r die oben ver-
wendeten Parameter des Emery-Modells ist dieser Grenzfall jedoch nicht realisiert, so
daß die Verlustfunktion des erweiterten Hubbard-Modells (6.3) nur qualitativ mit der des
Emery-Modells (6.2) verglichen werden kann. Im folgenden wird die Verlustfunktion des
Einbandmodells wieder mit Hilfe des Lanczos-Algorithmus’ berechnet, wobei ein System
mit zwo¨lf Pla¨tzen und periodischen Randbedingungen verwendet wird.
Wie bereits in Abschnitt 6.3.1 erwa¨hnt, wird beim ¨Ubergang vom Emery-Modell (6.2)
zum erweiterten Hubbard-Model (6.3) der Ladungstranfer-Gap ¦ durch den Hubbard-
Gap § erstetzt. In Analogie zum Einfluß von ¦ im Emery-Modell (6.2) legt daher § nur
die energetische Lage der Spektren fest [siehe (a ¨ ) und (a

) in Abbildung 6.11]. In (b ¨ )
und (b

) von Abbildung 6.11 sind die Verlustfunktionen mit ©(ª
«





eV (durchgezogene Linien) und ®°ª
²±
eV (gestrichelte Linien) dargestellt,
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wobei §nª´³µ5¶ eV und · ªn¸¹µ5ºHº eV wie in Referenz [107] gewa¨hlt sind. In Analogie
zum oben diskutierten Einfluß der Cu-Cu-Wechselwirkung ®¼»½» im Emery-Modell fu¨hrt
eine moderate Erho¨hung von ® lediglich zu einem Transfer von spektralem Gewicht zu
Anregungen mit niedrigerem Energieverlust. Andererseits muß ® jedoch ungleich Null
sein, um Spektren zu erhalten, die den experimentell ermittelten entsprechen. Dies fu¨hr-
te zu der Schlußfolgerung [107], daß die Bildung eines gebundenen Zustandes fu¨r die
spektrale Intensita¨t an der Brillouin-Zonengrenze bei ©ª ¸µ ± A˚ ¾ ¨ verantwortlich ist.
Dies bedeutet, daß sich der Charakter der Anregungen mit wachsendem Impulsu¨bertrag
a¨ndert: ein Kontinuum von Teilchen-Loch-Anregungen bei kleinem © und ein gebunde-
ner Teilchen-Loch-Zustand bei großem © . Im Gegensatz dazu findet man mit dem reali-
stischeren Emery-Modell (6.2) keine derartige ¨Anderung des Anregungsmechanismus’.1
Dies zeigt, daß offenbar die Sauerstofffreiheitsgrade fu¨r eine realistische Beschreibung
von Ladungsanregungen in Kupratverbindungen notwendig sind.
6.3.3 Optische Leitfa¨higkeit
Die vorangegangene Diskussion der Verlustfunktion von Sr ¿ CuO ¥ soll in diesem Ab-
schnitt durch einen Vergleich mit den Ergebnissen fu¨r die optische Leitfa¨higkeit erga¨nzt
werden, da auch hierfu¨r experimentelle Daten [108] verfu¨gbar sind. Insbesondere kann
damit die Gu¨te der bislang verwendeten Parameter des Emery-Modells (6.2) u¨berpru¨ft
werden. Im folgenden wird die optische Leitfa¨higkeit nur fu¨r den Fall diskutiert, in dem
die Richtung des elektrischen Feldes parallel zur Kettenrichtung ist.
In Abbildung 6.12 ist die berechnete optische Leitfa¨higkeit dargestellt, die wieder fu¨r
ein System mit sechs Plaketten bestimmt wurde. Der Vergleich mit dem experimentellen
Ergebnis [108] (siehe kleines Bild in 6.12) zeigt, daß man mit dem oben zur Interpretation
der Verlustfunktion (siehe Abbildung 6.9) verwendeten Parametersatz auch die optische
Leitfa¨higkeit gut beschreiben kann. Auch wenn die Intensita¨t der niederenergetischsten
Anregung durch die Rechnung etwas unterscha¨tzt wird, so stimmt sowohl die energetische
Lage als auch die prinzipielle Form dieser niederenergetischen Struktur sehr gut mit dem
Experiment u¨berein.
6.4 Ladungsanregungen in kantenvernetzten
Kupratketten
Wie bereits mehrfach erwa¨hnt, findet man kantenvernetzte Kupratketten verschiedener
Geometrie in Li ¿ CuO ¿ und CuGeO ¥ . Obwohl sich die Cu-O-Strukturen dieser beiden
Materialien nur wenig unterscheiden, beobachtet man dennoch ein unterschiedliches Ver-
halten: So findet man z.B. in Li ¿ CuO ¿ eine ferromagnetische Ordnung entlang der Ket-
1Die oben diskutierte Bildung von Zhang-Rice-Singuletts [128] kann im Rahmen des Hubbard-Modells
als eine Teilchen-Loch-Anregung interpretiert werden.
6.4 Ladungsanregungen in kantenvernetzten Kupratketten 81
tenrichtung wa¨hrend die Spins in CuGeO ¥ antiferromagnetisch ordnen. Dies zeigt, wie
komplex unterschiedliche Wechselwirkungen in diesen Materialien zusammenspielen.
Eine genaue Untersuchung [109] der magnetischen Kopplungen in derartigen Kuprat-
ketten ergab, daß die Hundsche Kopplung zu einer ferromagnetischen Ordnung der Spins
fu¨hrt, falls die Cu-O-Plaketten nahezu quadratisch sind. Im folgenden soll der Einfluß der
Geometrie der Cu-O-Plaketten auf den Charakter der Ladungsordnung in kantenvernetz-
ten Kupratketten untersucht werden.
Da die Cu-O-Plaketten in Li ¿ CuO ¿ nahezu quadratisch sind (d.h. der Cu-O-Cu-Bin-
dungswinkel ist mit À ³yÁ nahe À ¸HÁ ) ist die Wechselwirkung zwischen verschiedenen Pla-
ketten sehr klein, da verschiedene Cu «HÂHÃPÄ
¾ÆÅ
Ä -Orbitale nicht mit denselben O-Orbitalen
hybridisieren. Dies wird genauer in Abschnitt 6.4.1 diskutiert. Dieser Effekt wird durch
die aufgrund der Hundschen Kopplung hervorgerufene ferromagnetische Ordnung noch
unterstu¨tzt. Entsprechend werden die dynamischen Eigenschaften von Li ¿ CuO ¿ durch
die einer einzelnen Plakette dominiert [104]. Im folgenden soll daher CuGeO ¥ im Mittel-
punkt der Diskussion stehen.
Mit CuGeO ¥ wurde im Jahre 1993 die erste anorganische Spin-Peierls-Verbindung
entdeckt [21].1 Messungen der magnetischen Suszeptibilita¨t von CuGeO ¥ in Abha¨ngig-
keit von der Temperatur und einem a¨ußeren Magnetfeld ergaben eine gute ¨Ubereinstim-
mung sowohl mit theoretischen Vorhersagen [49, 50] als auch mit experimentellen Ergeb-
nissen der bekannten organischen Spin-Peierls-Verbindungen.
6.4.1 Modell
Aus Bandstrukturrechnungen fu¨r CuGeO ¥ ist bekannt [129], daß wie in anderen Kuprat-





und O ¶PÇ -Orbitalen resultieren. Um die feinen strukturellen Unterschiede der Kuprat-
strukturen von Li ¿ CuO ¿ und CuGeO ¥ untersuchen zu ko¨nnen, beno¨tigt man ein Modell,
mit dem man verschiedene Kopplungssta¨rken zwischen den Plaketten beschreiben kann.
Im folgenden wird ein erweitertes Emery-Modell untersucht, das aus zwei miteinan-




- und O ¶PÇ -Orbitale beru¨cksich-
tigt. Wie man in Abbildung 6.13 sieht, bestimmt allein das Matrixelement ·ÈÉ
»
fu¨r das
Hu¨pfen zwischen benachbarten Kupfer- und Sauerstoffpla¨tzen verschiedener Untergitter
die Kopplung benachbarter Plaketten. Im Lochbild hat dabei der zugeho¨rige Hamilton-
1Man spricht von einer Spin-Peierls-Instabilita¨t, wenn eine Ê{Ë"ÌSÍÏÎ -Heisenberg-Kette aufgrund des
Wechselspiels zwischen Spin- und Gitterfreiheitsgraden in einen dimerisierten Zustand gekoppelter Spin-
Singuletts u¨bergeht. Dabei kommt es zu einer Gitterverzerrung, die zu ungleichma¨ßigen Austauschkopp-
lungen zwischen den Spin fu¨hrt, so daß die Energie des Systems durch Bildung von Singuletts abgesenkt
werden kann.










- und O ÝÞ -
Orbitale beru¨cksichtigt. Um die Kopplung der Plaketten untereinander steuern zu ko¨nnen, werden
zwei Untergitter unterschieden, die durch schattierte bzw. unschattierte Orbitale gekennzeichnet


























































































) erzeugen ein Loch mit Spin  im  -ten Cu «HÂ -Orbital ( -ten O




) sind die entsprechenden Besetzungszahloperatoren. Die Indizes










die korrekten Vorzeichen fu¨r die Hu¨pfprozesse und sind in Analogie zu Abbildung 6.7
definiert.  bezeichnet schließlich eine Summation u¨ber Paare benachbarter Pla¨tze. §
ist die Coulomb-Abstoßung auf den Kupferpla¨tzen, und ¦ beschreibt die Ladungstrans-
ferenergie, die fu¨r die Besetzung eines Sauerstofforbitals notwendig ist.
Die verschiedenen Hu¨pfmatrixelemente sind in Abbildung 6.13 dargestellt. Um die
Anzahl der Modellparameter zu begrenzen, wird dabei kein Hu¨pfen zwischen benach-
barten O ¶PÇ -Orbitalen verschiedener Untergitter beru¨cksichtigt. Daru¨ber hinaus wird
auch eine eventuell vorhandene Anisotropie des O-O-Hu¨pfens vernachla¨ssigt. Im Ge-
gensatz dazu werden beim Cu-O-Hu¨pfen zwei Fa¨lle unterschieden. · àÉ
»
beschreibt das




- und einem O ¶PÇ -Orbital desselben Untergitters (in
Abbildung 6.13 kennzeichnet die Schattierung die beiden Untergitter). Fu¨r Cu-O-Cu-
Bindungswinkel mit nur einer geringen Abweichung von À ¸ Á hat die Bindung zwischen
diesen Orbitalen desselben Untergitters hauptsa¨chlich  -Charakter. Das Hu¨pfen zwischen





- und O ¶PÇ -Orbitalen verschiedener Untergitter wird durch








ko¨nnen dabei jeweils als Linearkom-
bination der Zwei-Zentren-Integrale  Ç Âﬁﬀ und  Ç Âﬂﬃﬀ ausgedru¨ckt werden [130]. Unter
Anwendung der Na¨herung  Ç Âﬂﬃﬀ "! ¸µ5º  Ç Âﬁﬀ entsprechend Referenz [131] erha¨lt man













wobei # die Kopplung zwischen den Untergittern beschreibt und nur von der Geome-
trie der Plaketten abha¨ngt. Damit bietet der Parameter # die Mo¨glichkeit, den Ein-
fluß der rechteckigen Verzerrung (dies bedeutet #(' ¯ ) der urspru¨nglich quadratischen
Cu-O-Plaketten ( # ª ¸ ) direkt zu untersuchen. Im CuGeO ¥ betra¨gt der Cu-O-Cu-
Bindungswinkel etwa ÀH±HÁ , was einer Kopplung von # ª.¸µÖ¯ ­ entspricht.
Im folgenden werden mit diesem Modell die EELS-Spektren von CuGeO ¥ [siehe (b)
in Abbildung 6.6] untersucht, wobei insbesondere der Einfluß der genauen Geometrie der
Cu-O-Plaketten auf den Charakter der Anregungen Gegenstand des Interesses sein soll.
6.4.2 Optische Leitfa¨higkeit von CuGeO )
Zur Berechnung der Verlustfunktion des EELS-Experimentes beno¨tigt man entsprechend
Gleichung (2.60) die dielektrische Konstante *,+ . Normalerweise kann man *,+ experimen-
tell bestimmen, indem man die gemessene Verlustfunktion mit Hilfe der Kramers-Kronig-
Relationen in die optische Leitfa¨higkeit u¨berfu¨hrt und diese mit optischen Messungen
vergleicht. Da jedoch fu¨r CuGeO ¥ optische Daten nur im Energiebereich unterhalb von
« eV vorliegen [132, 133] und sich der interessante Teil der Spektren im Bereich bis À eV
befindet, muß nun anders vorgegangen werden. Man vergleicht die aus der experimentell
bestimmten Verlustfunktion abgeleiteten optischen Leitfa¨higkeit mit einer berechneten
Leitfa¨higkeit und ermittelt daraus *+ . Entsprechend kann dann die Verlustfuntion des
EELS-Experimentes berechnet und mit den experimentellen Ergebnissen verglichen wer-
den.
Wie man in Abbildung 6.14 sieht, erha¨lt man eine sehr gute ¨Ubereinstimmung zwi-
schen der aus den experimentellen Daten abgeleiteten und der berechneten optischen
Leitfa¨higkeit, wenn man das theoretische Linienspektrum mit Hilfe von Gauß-Funktionen
der Breite ¸µ³ eV darstellt. Dabei wurde die Leitfa¨higkeit mit Hilfe eines aus fu¨nf Pla-
ketten bestehenden Systems berechnet. Die Parameter des Hamilton-Operators wurden
folgendermaßen festgelegt: Die Coulomb-Wechselwirkung auf den Kupferpla¨tzen hat




ª¯HµÖ¯ eV folgt mit Hilfe der Slater-Koster-Beziehungen [130] unter Verwendung der
in [109] berechneten Zwei-Zentren-Integrale fu¨r CuGeO ¥ . Die Geometrie der Plaketten
bestimmt die Kopplungskonstante # ª¸¹µ ¯ ­ , so daß durch Gleichung (6.6) auch · ÈÉ
»
ge-
geben ist. Die beiden noch nicht festgelegten Parameter ¦pª`º¹µ « eV und · É½É ªc¸µ³ eV
wurden als freie Parameter verwendet. Der Wert von ¦ ist deutlich ho¨her als in anderen
Kupraten (siehe Tabelle 6.1), was auf den gro¨ßeren Unterschied der Madelung-Potentiale
zwischen den Cu- und O-Pla¨tzen in CuGeO ¥ zuru¨ckzufu¨hren ist [109].
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Abbildung 6.14: Optische Leitfa¨higkeit von CuGeO ¥ . In (a) ist die mit Hilfe einer Kramers-
Kronig-Analyse aus der Verlustfunktion mit 798;:ﬂ<=:,> A˚
¾
¨ parallel zur Kettenrichtung bestimmte
Leitfa¨higkeit dargestellt, wobei als Normierung ? + 8A@ verwendet wurde. Die fu¨r ein System mit
fu¨nf Plaketten berechnete Leitfa¨higkeit ist in (b) dargestellt. Parameter siehe Text.
6.4.3 EELS in CuGeO ) - theoretische Analyse
Mit demselben Modell, mit dem im vorangegangenen Abschnitt die optische Leitfa¨hig-
keit berechnet wurde, kann unter Verwendung des oben ermittelten *,+ ª³ die Verlust-
funktion des EELS-Experimentes bestimmt werden. In Abbildung 6.15 sind sowohl die
experimentell ermittelte B Bild (a), nach Referenz [101] C als auch die mittels exakter Dia-
gonalisierung berechnete Verlustfunktion dargestellt, wobei dieselben Parameter wie in
Abbildung 6.14 verwendet wurden ( §@ª ± µ ± eV, · àÉ
»
ªn¯HµÖ¯ eV, # ª@¸µÖ¯ ­ , ¦ª´º¹µ « eV,
·
É½É
ªv¸¹µ³ eV, Energieauflo¨sung ¦EDGª°¸µI³ eV). Man erkennt, daß das Modell sowohl die
Lage der Strukturen als auch das Intensita¨tsverha¨ltnis zwischen Vor- und Hauptpeak sehr
gut beschreibt. Im folgenden soll die Charakteristik der ermittelten Strukturen genauer
untersucht werden.
Das in (b) von Abbildung 6.15 dargestellte Linienspektrum verdeutlicht, daß sich die
beiden Hauptstrukturen aus einer ¨Uberlagerung der Beitra¨ge mehrerer Anregungen zu-
sammensetzen. Bei der Diskussion der einzelnen Anregungen soll von einem Grundzu-
stand mit reiner Kupferbesetzung ausgegangen werden.1 Daru¨ber hinaus wird die Vor-
struktur als Gesamtheit (mit D in Abbildung 6.15 gekennzeichnet) betrachtet.
Zuna¨chst soll der Charakter der drei Anregungen A, B und C untersucht werden, die
zu der Hauptstruktur der Verlustfunktion bei F µ5¶ eV beitragen (siehe Abbildung 6.15). Der
Peak A bei F µ5¶ eV hat seinen Ursprung in einer lokalen Anregung der Plakette, bei der sich
das urspru¨nglich auf dem Kupferplatz befindende Loch auf die umliegenden Sauerstoffor-
bitale des gleichen Untergitters verteilt [Zustand (a) in Abbildung 6.16]. Dieser ¨Ubergang
1Die tatsa¨chliche Aufenthaltswahrscheinlichkeit, das Loch am Kupferplatz zu finden, betra¨gt bei dem
bestimmten Grundzustand etwa GIHKJ .
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Abbildung 6.15: Vergleich der experimentell ermittelten Spektren [Bild (a)] entsprechend Refe-
renz [101] mit den in (b) dargestellten Ergebnissen der exakten Diagonalisierung, wobei dieselben
Parameter wie zur Berechnung der optischen Leitfa¨higkeit in Abbildung 6.14 verwendet wurden.















Abbildung 6.16: Qualitative Darstellung der Endzusta¨nde A, B, C und D aus Abbildung 6.15.
Die unterschiedlichen Schattierungen der Orbitale geben die Besetzungswahrscheinlichkeit des
Loches im angeregten Zustand wieder, das sich im Grundzustand auf dem zentralen Kupferplatz
befunden hat. Die Farben schwarz, grau und weiß stehen dabei fu¨r hohe, mittlere und geringe
Besetzungswahrscheinlichkeit.
entspricht der Anregung, die die Spektren von Li ¿ CuO ¿ dominiert [104]. Im CuGeO ¥ tritt
diese Anregung jedoch erst bei einer um ¯Hµ²º eV ho¨heren Energie als im Li ¿ CuO ¿ auf,
was vor allem eine Folge der mit ¦ ªº¹µ « eV wesentlich ho¨heren Ladungstransferenergie
ist (Wert fu¨r Li ¿ CuO ¿ entsprechend [104, 109, 134]: ¦nª ¶¹µ²º µ3µ3µ « µ²¶ eV). Der Peak bei
F
µ
± eV (B in Abbildung 6.15) ist A sehr a¨hnlich, allerdings erha¨lt man fu¨r den angeregten
Zustand eine endliche Lochdichte in Sauerstofforbitalen beider Untergitter [vergleiche (b)
in 6.16]. Dies bedeutet, daß Anregung B ebenfalls einem sehr lokalen Prozeß entspricht,
auch wenn das Kupferloch teilweise das Untergitter wechselt. Im Gegensatz dazu resul-
tiert die Schulter bei º¹µ F eV (C in Abbildung 6.15) aus einem eher delokalen Prozeß: das
Kupferloch wird innerhalb des Untergitters auf die Sauerstofforbitale der u¨berna¨chsten
Plakette verschoben [siehe (c) in 6.16].
Im folgenden soll die Vorstruktur zwischen « und º eV (in Abbildung 6.15 mit D ge-
kennzeichnet) diskutiert werden. Wie man (d) in Abbildung 6.16 entnehmen kann, ist D
eher Folge eines delokalen Prozesses, bei dem das Kupferloch auf die benachbarten Pla-
ketten verschoben wird. Im Gegensatz zur Anregung C wird bei D jedoch das Untergitter
gewechselt. Daraus kann man schlußfolgern, daß vermutlich vor allem diese Anregung






















Abbildung 6.17: Verlustfunktion mit einem Impulsu¨bertrag von 7r8s:ﬂ<=:,a A˚
¾
¨ fu¨r verschiedene
Kopplungssta¨rken zwischen den Untergittern [in (a) tu8`: , in (b) tv8`:ﬂ<Vwyx und in (c) tu8`:ﬂ<IÛ ].
unmittelbar von der Kopplung zwischen den beiden Untergittern beeinflußt wird. Um
dies nachzuweisen, wurden die Rechnungen fu¨r andere Kopplungen # durchgefu¨hrt, was
entsprechend der Diskussion in Abschnitt 6.4.1 einer Geometriea¨nderung der kantenver-
netzten Kupratkette gleichkommt.
In Abbildung 6.17 sind die Verlustfunktionen fu¨r verschiedene Kopplungen zwischen
den Untergittern dargestellt. Man erkennt deutlich, daß mit steigendem # das spektrale
Gewicht der Vorstruktur wa¨chst. Interessant ist auch die Tatsache, daß selbst bei # ª¸
[siehe (a) in Abbildung 6.17] in diesem Energiebereich spektrales Gewicht verbleibt. Das
heißt, daß auch bei einem Cu-O-Cu-Bindungswinkel von À ¸HÁ (denn dies bedeutet gerade
#
ª¸ ) das Hu¨pfen eines Lochs zur u¨berna¨chsten Plakette nicht vollsta¨ndig unterdru¨ckt
ist. Im Grenzfall # ª ¸ entkoppeln die beiden Untergitter vo¨llig, womit jedes Unter-
gitter fu¨r sich antiferromagnetisch ordnet. Entsprechend ist dann auch ein Lochtransfer
innerhalb der Untergitter mo¨glich. Erst bei zunehmender Wechselwirkung zwischen den
Untergittern (d.h. #z' ¸ ) kommt es zu einer Kopplung zwischen benachbarten Spins, die
zu einer antiferromagnetischen Ordnung fu¨hren kann. Allerdings resultiert aus der star-
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ken Wechselwirkung zwischen Spins desselben Untergitters eine starke Frustration des
Gesamtsystems.
Die Kupratketten im Li ¿ CuO ¿ kommen mit einem Cu-O-Cu-Bindungswinkel von À ³yÁ
dem Grenzfall # ª ¸ sehr nahe, so daß sich ein Vergleich von (a) in Abbildung 6.17
mit den experimentell ermittelten Spektren von Li ¿ CuO ¿ [siehe (a) in 6.6 ] anbietet. Ab-
gesehen von der genauen energetischen Lage der Spektren, die vor allem von der La-
dungstransferenergie ¦ bestimmt wird, fa¨llt das Fehlen einer Vorstruktur, wie man sie
entsprechend (a) in Abbildung 6.17 erwarten wu¨rde, auf. Dieser scheinbare Widerspruch
kann aber auf die Hundsche Kopplung zwischen den ¶PÇ -Orbitalen desselben Sauerstoff-
atoms zuru¨ckgefu¨hrt werden, der zu einer ferromagnetischen Ordnung entlang der Ketten
in Li ¿ CuO ¿ fu¨hrt [109]. Konsequenterweise darf in diesem Fall ein Modell einer der-
artigen Kette nur Lo¨cher einer Spin-Richtung beru¨cksichtigen. Damit wird aufgrund des
Pauli-Prinzips ein Lochtransfer zur u¨berna¨chsten Plakette unterdru¨ckt und die niederener-
getischen Eigenschaften werden allein durch die einer einzelnen Plakette bestimmt [104].
6.5 Ladungsanregungen in ecken- und
kantenvernetzten Kupratketten im Vergleich
Um die Ergebnisse von diesem Kapitel noch einmal zusammenzufassen, werden die La-
dungsanregungen der verschiedenen eindimensionalen Kupratketten im Vergleich disku-
tiert. Ausgangspunkt ist dabei die Tatsache, daß die Spektren dieser Verbindungen aus
dem Wechselspiel zwischen den Eigenschaften der Cu-O-Plaketten selbst und der Kopp-
lung zwischen diesen Plaketten resultieren. Daher soll im weiteren Verlauf die ra¨umliche
Ausdehnung der dominierenden Anregungen betrachtet werden.
Die lokalen Eigenschaften der verschiedenen Cu-O-Ketten machen sich unabha¨ngig
von der Geometrie durch eine Plakettenanregung bemerkbar, bei der das Kupferloch auf
die umliegenden Sauerstoff-Orbitale angeregt wird. Entsprechend ist es sinnvoll, die
zugeho¨rige Anregungsenergie {ﬃ|d}=~ als Normierung zu benutzen. Der Wert von {ﬃ|h}=~
(Sr ¿ CuO ¥ : º¹µ5º eV, Li ¿ CuO ¿ : ³ µ ­ eV, CuGeO ¥ : F µ²¶ eV) resultiert allein aus den Eigen-
schaften der Plakette und wird vor allem durch die Ladungstransferenergie ¦ festlegt.
In Abbildung 6.18 sind die experimentell ermittelten Verlustfunktionen fu¨r Sr ¿ CuO ¥ ,
CuGeO ¥ und Li ¿ CuO ¥ entsprechend der Plakettenanregung normiert dargestellt. Man er-
kennt unmittelbar, daß die Spektren zweigeteilt sind: Eine Vorstruktur bei ¸µI³õµ µ3µS¸µ F und
der Bereich der Plakettenanregung bei ¯ . Die vorangegangene Diskussion hat gezeigt, daß
die Vorstruktur Folge von relativ weitreichenden Prozessen ist, die unmittelbar von der
Kopplung der Plaketten untereinander abha¨ngen. Entsprechend ist diese Struktur beson-
ders bei dem eckenvernetzten Sr ¿ CuO ¥ ausgepra¨gt, das einen Cu-O-Cu-Bindungswinkel
von ¯ ± ¸ Á aufweist, so daß ein Lochtransfer zur Nachbarplakette problemlos mo¨glich ist.
Im Gegensatz dazu kann in einer kantenvernetzten Kette ein Loch nur dann die Nachbar-
plakette erreichen, wenn die urspru¨nglich quadratischen Plaketten verzerrt sind, so daß




















Sr  CuO 
CuGeO 
Li  CuO 
Abbildung 6.18: Vergleich der experimentell ermittelten Verlustfunktionen von Sr  CuO  (aus
[107]), CuGeO  (aus [101]) und Li  CuO  (aus [104]) mit 78:ﬂ<Vw A˚  parallel zur Kettenrich-
tung. Der Energieverlust ist entsprechend der Plakettenanregung normiert.
der Cu-O-Cu-Bindungswinkel von À ¸ Á abweicht. Zusa¨tzlich gibt es im kantenvernetz-
ten Fall einen direkten Weg zur u¨berna¨chsten Plakette. Entsprechend resultiert die Vor-
struktur im CuGeO

aus einer Verzerrung der Cu-O-Plaketten (Cu-O-Cu-Bindungswinkel





ist nicht nur eine Folge des geringeren Cu-O-Cu-Bindungswinkel von À ³ Á
sondern wird auch durch die Hundsche Kopplung zwischen den ¶PÇ -Orbitalen eines Sau-
erstoffes verursacht, da diese zu einer ferromagnetischen Ordnung auf der Cu-O-Kette
fu¨hrt. Damit unterdru¨ckt das Pauli-Prinzip einen Lochtransfer zur u¨berna¨chsten Plakette.




bei etwa ¸¹µ kann nicht allein mit Hilfe der Cu-
O-Strukturen erkla¨rt werden, da dieser ¨Ubergang unter Einbeziehung von Sr-Orbitalen
abla¨uft [107].
7 Zusammenfassung
Niedrigdimensionale  DÂ - ¨Ubergangsmetalloxidverbindungen sind in den letzten Jah-
ren aufgrund ihrer interessanten Eigenschaften zu einem zentralen Forschungsgebiet
der Festko¨rperphysik geworden. Dabei hat sich herausgestellt, daß die herausragen-
den Pha¨nomene dieser Materialien (Hochtemperatursupraleitung, kollosaler Magnetwi-
derstand, Ordnungspha¨nomene) unmittelbar mit den starken Elektronenkorrelationen zu-
sammenha¨ngen. Gegenstand der vorliegenden Arbeit war die theoretische Analyse von
Ladungsanregungen in verschiedenen niedrigdimensionalen  HÂ - ¨Ubergangsmetalloxidver-
bindungen, wobei es insbesondere um den Einfluß der geometrischen Anordnung der Io-
nen auf die Charakteristik der Anregungen ging. Dazu wurde sowohl die impulsabha¨ngige











mit Hilfe des Lanczos-Algorithmus’ berechnet und mit
den experimentellen Ergebnissen verglichen.
NaV

O ¡ wird meist unter Verwendung eines viertelgefu¨llten Modells gekoppelter
Hubbard-Leitern beschrieben. Mit diesem Modell kann man den fu¨r NaV

O ¡ bei   ³ K
beobachteten Phasenu¨bergang als einen Ladungsordnungsu¨bergang beschreiben, wenn
man eine Coulomb-Wechselwirkung zwischen benachbarten Pla¨tzen beru¨cksichtigt. Die-
se Wechselwirkungen ko¨nnen zu der in der Literatur diskutierten zick-zack-Ordnung
der Tieftemperaturphase fu¨hren. Um zu pru¨fen, ob die experimentell beobachtete Spin-
Anregungslu¨cke als direkte Folge einer Ladungsordnung interpretiert werden kann, wur-
de ein effektiver Spin-Hamilton-Operator fu¨r die Tieftemperaturphase hergeleitet, wobei
von einer perfekten Ladungsordnung ausgegangen wurde. Dabei erha¨lt man die Abbil-
dung einer Leiter auf eine frustrierte Spinkette, die bei hinreichend starker Frustration
eine Spin-Anregungslu¨cke aufweist. Im fu¨r NaV

O ¡ relevanten Parameterbereich ist je-
doch die resultierende Frustration (infolge der Kopplung u¨berna¨chster Spins) nicht groß
genug, um zu einer Spin-Anregungslu¨cke fu¨hren zu ko¨nnen. Dies bedeutet, daß allein mit
dem viertelgefu¨llten Modell gekoppelter Hubbard-Leitern die magnetische Ordnung un-
terhalb der Phasenu¨bergangstemperatur nicht vollsta¨ndig erkla¨rt werden kann, so daß die
Charakteristik dieses Phasenu¨bergangs nach wie vor ein ungelo¨stes Problem ist. Es hat
sich jedoch gezeigt, daß dieses Modell sehr gut geeignet ist, um die Ladungsanregungen
in NaV

O ¡ erkla¨ren zu ko¨nnen.
Die elektronischen Anregungen der  HÂ -Elektronen von NaV

O ¡ (und nur diese wer-
den durch das viertelgefu¨llte Leitersystem beschrieben) finden fast ausschließlich im
Energiebereich unterhalb von   eV statt. Der niedrigdimensionale Charakter des Elektro-
92 7 Zusammenfassung
nensystems spiegelt sich dabei in Form einer starken Anisotropie der Verlustfunktion des
EELS-Experimentes und der optischen Leitfa¨higkeit wider. Bei der Berechnung dieser
experimentell zuga¨nglichen Gro¨ßen im Rahmen der Lanczos-Methode (die auf endliche
Systeme beschra¨nkt ist) zeigte sich, daß Effekte der endlichen Gro¨ße der betrachteten
Systeme vor allem fu¨r die Verlustfunktion mit kleinen Impulsu¨bertra¨gen und fu¨r die op-
tische Leitfa¨higkeit wichtig sind. Um die Systemgro¨ßenabha¨ngigkeit der Ergebnisse zu
minimieren, wurden fu¨r die verschiedenen Richtungen des Impulsu¨bertrages jeweils an-
gepaßte Cluster untersucht. Die berechneten Spektren stimmen sehr gut mit der experi-
mentell ermittelten Verlustfunktion und gut mit der gemessenen optischen Leitfa¨higkeit
u¨berein. Insbesondere konnte sowohl die Verlustfunktion als auch die optische Leitfa¨hig-
keit mit einem Hamilton-Operator unter Verwendung eines einheitlichen Parametersatz
erkla¨rt werden. Die verwendeten Hu¨pfmatrixelemente wurden dabei Bandstrukturrech-
nungen entnommen. Daru¨berhinaus wurden die Wechselwirkungssta¨rken so gewa¨hlt,
daß sich das System in der Na¨he des quantenkritischen Punktes der Ladungsordnung
befindet. Entsprechend wurde nur ein freier Parameter, die kurzreichweitige Coulomb-
Wechselwirkung zwischen na¨chsten Nachbarn verschiedener Leitern, zur Anpassung der
theoretischen Spektren an die experimentellen Ergebnisse verwendet.
Im NaV

O ¡ ha¨ngt der prinzipielle Anregungsmechanismus sehr stark von der Rich-
tung des Impulsu¨bertrages ab. Fu¨r einen Impulsu¨bertrag parallel zur ¢ -Richtung (Spros-
senrichtung) erha¨lt man drei Anregungen, die sich in ihrer ra¨umlichen Ausdehnung unter-
scheiden. Die ausgedehnten Prozesse besitzen dabei einen kollektiven Charakter, der aus
der Coulomb-Wechselwirkung zwischen na¨chsten Nachbarn verschiedener Leitern resul-
tiert. Fu¨r einen Impulsu¨bertrag parallel zur £ -Richtung (Holmrichtung) ist die Erzeugung




O ¡ geho¨rt zur selben Klasse von Vanadiumoxiden wie NaV

O ¡ und entha¨lt eben-
falls viertelgefu¨llte Leiterstrukturen, die jedoch unabha¨ngig von der Temperatur stets ket-
tenartig geordnet sind. Entsprechend wurden die Wechselwirkungssta¨rken der Coulomb-
Wechselwirkung innerhalb dieser Leiterstrukturen im LiV

O ¡ wie im NaV

O ¡ gewa¨hlt.
Zusa¨tzlich muß noch eine asymmetrische Besetzungsenergie zur Erzeugung der Ket-
tenordnung beru¨cksichtigt werden. Die verwendeten Hu¨pfmatrixelemente wurden wie-
der Bandstrukturrechnungen entnommen. Mit diesem Modell erha¨lt man eine sehr gu-
te ¨Ubereinstimmung zwischen der berechneten und der experimentell ermittelten op-
tischen Leitfa¨higkeit, wobei nur die Besetzungsenergie als freier Parameter verwendet
wurde. Insbesondere kann mit diesem Modell die ausgepra¨gte Anisotropie der optischen
Leitfa¨higkeit von LiV

O ¡ erkla¨rt werden. Im Endeffekt hat sich herausgestellt, daß im
LiV

O ¡ das Hu¨pfen zwischen den Leitern eine entscheidende Rolle spielt. Demzufolge
sind die auffa¨lligen Unterschiede zwischen den Spektren beider Materialien nicht allein
eine Folge der unterschiedlichen Ladungsordnungen sondern auch ein Resultat der ver-
schiedenen Kopplungen zwischen den Leitern. Wa¨hrend die Leitern im NaV

O ¡ durch
die Coulomb-Wechselwirkung miteinander gekoppelt sind, erfolgt im LiV

O ¡ ein Aus-
tausch aufgrund einer starken Hybridisierung zwischen den Leitern.
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Neben den Vanadatverbindungen NaV

O ¡ und LiV

O ¡ wurden in dieser Arbeit auch







ten dieser beiden Verbindungen werden von eindimensionalen Kupratketten bestimmt,
die durch eine Aneinanderreihung von CuO ¤ -Plaketten entstehen. Wa¨hrend die quadrati-




eckenvernetzt sind, findet man im CuGeO

kantenvernetzte
Kupratketten, deren Plaketten rechteckig verzerrt sind. Bei der Untersuchung der La-
dungsanregungen dieser Kupratstrukturen hat sich herausgestellt, daß die Spektren aus
dem Wechselspiel zwischen den Eigenschaften der Plaketten und der Kopplung zwischen
den Plaketten resultieren. Unabha¨ngig von der Geometrie der Ketten findet man stets eine
lokale Anregung, die allein von den Eigenschaften der Plaketten bestimmt wird, bei der
ein Kupferloch auf die umliegenden Sauerstoff-Orbitale angeregt wird.
Energetisch unterhalb der Plakettenanregung findet man in der Verlustfunktion oder in
der optischen Leitfa¨higkeit Strukturen, die eine Folge eines Lochtransfers zu benachbar-
ten Plaketten sind. Dieser Effekt wird unmittelbar von dem Cu-O-Cu-Bindungswinkel




bei einem Winkel von ¥ d¦ﬂ§
eine dominante, niederenergetische Struktur beobachtet. Mit wachsendem Impulsu¨ber-
trag verschiebt sich die energetische Lage dieser Struktur, da sich das spektrale Gewicht
von den sehr ausgedehnten zu den eher lokalen Anregungen verlagert. Unabha¨ngig vom
Impulsu¨bertrag wird jedoch stets ein Zhang-Rice-Singulett angeregt, bei dem sich zwei
Lo¨cher auf einer Plakette befinden. Im Gegensatz dazu findet man im kantenvernetz-
ten CuGeO

bei einem Cu-O-Cu-Bindungswinkel von ¨  § eine dominante Plakettenan-
regung, die aufgrund des schwachen Lochtransfers zu benachbarten Plaketten lediglich
eine niederenergetische Vorstruktur aufweist.
Anhang A Komplexe Leitfa¨higkeit
In diesem Anhang wird die komplexe Leitfa¨higkeit berechnet, die die lineare Antwort
eines Systems auf ein a¨ußeres elektrisches Feld beschreibt. Insbesondere soll gezeigt
werden, daß die optische Leitfa¨higkeit ein Spezialfall des Leitfa¨higkeitstensors ist und
einer Strom-Strom-Korrelationsfunktion entspricht (siehe dazu auch [135], [136]).
A.1 Definition des Leitfa¨higkeitstensors
Der Leitfa¨higkeitstensor ©«ªl¬®­Y¯f°²±´³ beschreibt die Antwort eines Elektronensystems auf





definiert. In (A.1) ist ¸ ª eine Komponente des Operators der elektrischen Stromdichte À .
Fu¨r ein Elektronensystem unter dem Einfluß eines elektromagnetischen Feldes mit dem












































fu¨r den Orts-, den Geschwin-
digkeits- und den Impulsoperator des Elektrons Ø . Es sei noch erwa¨hnt, daß die beiden
Terme auf der rechten Seite von Gleichung (A.2) als paramagnetische und diamagnetische
Stromdichte bezeichnet werden.
Im folgenden soll die Eichfreiheit der elektromagnetischen Potentiale Á und Ù ver-
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A.2 Mori-Produkt und Kubo-Identita¨t
Die weitere Herleitung kann mit Hilfe des Mori-Produktes (siehe z.B. [27]) stark verein-














wobei é die Zustandssumme und õö½ ¥,÷ﬂøùUú die inverse Temperatur ist. Um dieses
Produkt sinnvoll einsetzen zu ko¨nnen, soll im folgenden die sogenannte Kubo-Identita¨t
hergeleitet werden, die einen direkten Zusammenhang zwischen dem Mori-Produkt (A.5)
zweier Operatoren und dem Erwartungswert des zugeho¨rigen Kommutators herstellt.
Ausgehend von der Definition des Mori-Produktes (A.5) folgt unter Verwendung
der Definition ûüá ½ ýßþ ° á

des zum ungesto¨rten Hamilton-Operator  geho¨renden
Liouville-Operators û gerade



















Die Integration in (A.6) kann ausgefu¨hrt werden, indem man die Reihenfolge der
Ausfu¨hrung von Spurbildung und Integration vertauscht. Da die Operatoren innerhalb







Die Gleichung (A.7) wird im allgemeinen als Kubo-Identita¨t bezeichnet.
A.3 Lineare Antwort des paramagnetischen
Stroms
Nun soll die ¨Anderung des Erwartungswertes des paramagnetischen Stroms Ô in Ab-
ha¨ngigkeit vom a¨ußeren Sto¨rfeld, einem elektrischen Feld µ , berechnet werden. Der








































eines Vielelektronensystems unter dem Einfluß eines elektromagnetischen Feldes, daß
durch die Potentiale Á und Ù beschrieben wird. Dabei erha¨lt man Gleichung (A.9) aus
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(A.8), indem man die schon vorn verwendete Eichung Á ½ ¦ benutzt. In (A.9) kann der













 ¿ﬀ Ù ­¯Þ°Ã²³%"&#

 (A.11)
Dies bedeutet, daß das elektrische Sto¨rfeld u¨ber das Skalarpotential an den Dichteoperator
des Systems ankoppelt. (  steht hier fu¨r das Systemvolumen.)
Mittels linearer Antworttheorie kann nun der Erwartungswert fu¨r eine Komponente
ÛKª des paramagnetischen Stroms berechnet werden, indem man den Hamilton-Operators























Hier wurde ausgenutzt, daß der Erwartungswert des Stroms ohne Sto¨rfeld verschwindet.
Aufgrund einer angenommenen Translationssymmetrie des Systems  liefert der Erwar-
tungswert nur fu¨r ¯
/
½¾¯ Beitra¨ge. Da man Operatoren innerhalb einer Spur zyklisch
vertauschen kann, la¨ßt sich die aufgepra¨gte Zeitabha¨ngigkeit in Gleichung (A.12) auf
den Dichteoperator u¨bertragen und der Erwartungswert kann mit Hilfe der Kubo-Identita¨t
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Nach Definition (A.1) beschreibt der Leitfa¨higkeitstensor ©«ªl¬ die Antwort des Sy-
stems  auf ein a¨ußeres elektrisches Feld µ . Die obige Gleichung (A.17) stellt jedoch
einen Zusammenhang zwischen der Stromdichte Ô und dem Skalarpotential Ù der a¨ußeren
Sto¨rung her. Zur Berechnung der Leitfa¨higkeit muß also das Skalarpotential Ù auf das














































































da die rechte Seite einem Faltungsintegral entspricht. Hier und in der Folge bezeichnet `
wieder einen positiven, konvergenzerzeugenden Faktor, der am Schluß gegen Null geht.
























Aus dem im vorangegangenen Abschnitt abgeleiteten komplexen Leitfa¨higkeitstensor
erha¨lt man die optische Leitfa¨higkeit, indem man den transversalen Strom senkrecht zu ¯







A.4 Optische Leitfa¨higkeit 99


















































In Gleichung (A.24) symbolisiert v den Hauptwert des Integrals.1 Verwendet man nun























Um schließlich noch zu einer gebra¨uchlicheren Form der optischen Leitfa¨higkeit zu


















































































































Damit hat man Gleichung (2.61) gefunden.
1Zur Berechnung des Hauptwertes zerlegt man das Integral in einen Teil ’links’ und einen Teil ’rechts
der Divergenzstelle des Integranden und fu¨hrt einen symmetrischen Limes der Integrationsgrenzen zur Di-
vergenzstelle hin aus.
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A.5 Dichte-Dichte-Suszeptibilita¨t und optische
Leitfa¨higkeit
Im folgenden soll der Zusammenhang (2.64) zwischen der optischen Leitfa¨higkeit (A.23)
und der Dichte-Dichte-Suszeptibilita¨t hergestellt werden. Dazu wird die Dichte-Dichte-









































































eingefu¨hrt wurden. Unter Verwendung der Mori-Zwanzig-Projektionstechnik [137, 138]
kann nun !­Y¯f°²±´³ umgeschrieben werden, wobei "&#
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wobei Û

die longitudinale Komponente des Stromoperators Ôﬂ­¯Ý³ ist. Setzt man nun die






























































Im Grenzfall ¯dc ¦ kann der Projektionsoperator  in Gleichung (A.41) durch  ersetzt
werden (Kubo-Green-Relation, siehe z.B. [32]), womit sich aus Gleichung (A.39) unter






























Zur Vereinfachung von Gleichung (A.42) muß man fu¨r kleine Impulse ¯ die ¯ -
Abha¨ngigkeit der statische Dichte-Dichte-Suszeptibilita¨t ﬂ«­¯W³ beru¨cksichtigen. Ver-
wendet man das RPA-Ergebnis fu¨r die Dichte-Dichte-Suszeptibilita¨t entsprechend Glei-
chung (2.47), so erha¨lt man ﬂ«­¯Ý³ ¯

, wa¨hrend fu¨r die entsprechende Suszeptibilita¨t
ohne langreichweitige Coulomb-Wechselwirkung 
Ð
!
­Y¯Ý³ ½!"KÃ gilt. Fu¨r ein System






































Mit Gleichung (A.44) hat man gerade die in Abschnitt 2.5 verwendete Relation (2.64)
erhalten. Es sei noch einmal explizit erwa¨hnt, daß Gleichung (A.44) nur fu¨r die dy-
namische Dichte-Dichte-Suszeptibilita¨t eines Systems ohne langreiweitige Coulomb-
Wechselwirkung gilt.
Anhang B Lanczos-Methode fu¨r
endliche Temperaturen
Die in Kapitel 3 diskutierten Verfahren sind auf den Fall ú ½ ¦ beschra¨nkt, da
der Lanczos-Algorithmus keiner exakten Lo¨sung des Eigenwertproblems der Hamilton-
Matrix entspricht. Diese Beschra¨nkung kann u¨berwunden werden, indem man die
thermodynamische Spurbildung zur Berechnung von Erwartungswerten durch eine Zu-
fallsmittelung ersetzt [37] und die beno¨tigten Matrixelemente mit Hilfe des Lanczos-
Algorithmus’ berechnet [38]. In diesem Anhang wird nun diese Lanczos-Methode fu¨r
endliche Temperaturen (FTLM) diskutiert (siehe dazu auch [39]), um die Darstellung der
Mo¨glichkeiten des Lanczos-Algorithmus’ abzurunden. In dieser Arbeit findet man je-
doch nur Ergebnisse von ­1úç½ ¦ ³ -Rechnungen, da der numerische Aufwand der FTLM
wesentlich ho¨her ist und die theoretisch analysierten experimentellen Ergebnisse kaum
temperaturabha¨ngig sind.
B.1 Statische Erwartungswerte bei endlichen
Temperaturen
























gegeben, wobei õ ½ ¥,÷døX¥ú die inverse Temperatur ist. Die direkte Berechnung von
Erwartungswerten der Form (B.1) ist aus zwei Gru¨nden nicht praktikabel: Die exak-
te Auswertung der Å -Funktion in den Matrixelementen ist nur mo¨glich, wenn man das
Eigenwertproblem der Hamilton-Matrix  gelo¨st hat. Desweiteren ist die Spurbildung
im gesamten Raum mit ¦§¥X¨©hª«© Basiszusta¨nden sehr aufwendig und fu¨r physikalisch rele-
vante Systeme kaum durchfu¨hrbar.
Zur Auswertung der Å -Funktion in den Matrixelementen entwickelt man diese in Form





































Unter Verwendung eines Lanczos-Algorithmus’ mit ± Iterationsschritten und dem Start-
vektor â³² ; k?Ð ºv½ â "Wº erzeugt man eine tridiagonale Darstellung  ; :?´ von  , die in dem












































































º gilt, folgt durch sukzessives Einsetzen von (B.6) fu¨r das









































































































exakt berechnen kann. Verwendet man (B.8) als Na¨herung auch fu¨r øÂÁ¸± ,




























































B.2 Spurbildung mittels Zufallsmittelung 105
B.2 Spurbildung mittels Zufallsmittelung
Nach Gleichung (B.9) muß zur Berechnung eines Erwartungswertes eine Summe u¨ber
alle Basiszusta¨nde des zugrundeliegenden unita¨ren Raums ausgefu¨hrt werden. Eine der-
artige Summation kann na¨herungsweise durch eine Summe eines kleineren Satzes von
Zufallsvektoren dargestellt werden [37].
Im folgenden soll ein Zufallsvektor





































In Gleichung (B.12) steht ­BT:T:T ³ fu¨r eine Mittelung u¨ber die verschiedenen Koeffizenten
von Zufallsvektoren. Die Eigenschaft (B.12) der Zufallsvektoren kann nun verwendet

































































































" â àEâ "Wº
 (B.15)
Damit hat man eine Na¨herung fu¨r die Spurbildung im Zustandsraum gefunden. Es ist zu
beachten, daß die Na¨herung (B.14) der Gleichung (B.13) nur bei einer großen Anzahl an
Zufallsvektoren sinnvoll ist.





































































so hat man den Erwartungswert (B.1) in eine Form u¨berfu¨hrt, die man numerisch gut
auswerten kann.
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B.3 Dynamische Korrelationsfunktionen bei
endlichen Temperaturen
Die Na¨herungen, die in den vorangegangenen zwei Abschnitten zur Berechnung stati-
scher Erwartungswerte bei endlichen Temperaturen verwendet wurden, ko¨nnen auch zur
Untersuchung der dynamischen Antwort eines Systems verwendet werden. Dazu muß
























á â "Wº (B.18)
berechnen.1 Die Grundidee besteht nun wieder darin, den Hamilton-Operator inner-
halb der Spur mit Hilfe eines effektiven Einheitsoperators auszuwerten, der durch eine


























































º Eigenwerte und Eigenvektoren der Tridiagonalmatrix ge-
kennzeichnet sind, die durch einen Lanczos-Algorithmus mit dem Startvektor âh×"Ýºü½ á â "Ýº
aufgebaut wurde.
In Analogie zu Abschnitt B.2 kann die Spurbildung in (B.19) mit Hilfe einer Zufalls-




































































Damit hat man den Erwartungswert (B.18) in eine Form u¨berfu¨hrt, die man numerisch










In diesem Anhang wird der effektive Spin-Hamilton-Operator einer perfekt ladungs-
geordneten Leiter hergeleitet werden. Eine Kurzform dieser Ableitung findet man auch
in Referenz [40].













































Nimmt man an, daß sowohl ØÐâ ÃBã,°ÃBä als auch ã,°@ äåâ ÃBã,°ÃBä gilt, werden bei Vier-
























Abbildung C.1: Schematische Darstellung der antiferromagnetischen Kopplung auf einer perfekt
geordneten Leiter bei Viertelfu¨llung. Dies entspricht einer ò  - ò

-Spinkette.
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Teilraum P des Systems aufspannen, auf den im folgenden der Hamilton-Operator ab-
gebildet werden soll. Systemzusta¨nde werden durch den Operator v auf den P-Raum
projeziert; durch óÈ½ ¥ Ä-v ist auch der Projektor auf den zu P orthogonalen Raum Q
gegeben. Innerhalb des P-Raums ist ein Elektronenaustausch nur mit Prozessen vierter
Ordnung (und ho¨her) mo¨glich. Anschaulich ist klar, daß es keine beitragenden Prozesse
vierter Ordnung gibt, die einen P-Zwischenzustand besitzen. In Analogie zum halbgefu¨ll-












der der vierten Ordnung Sto¨rungstheorie entspricht. Als Ergebnis dieser sto¨rungstheore-
tischen Behandlung erwartet man einen effektiven Hamilton-Operator der Form

























der eine antiferromagnetische Kopplung zwischen benachbarten und u¨berna¨chsten Spros-
sen entha¨lt. Da die P-Zusta¨nde Eigenzusta¨nde von  Ð mit dem Eigenwert ¦ sind, kann
Gleichung (C.4) in anschaulicher Form ausgewertet werden, indem man die beitragenden
Prozesse mit ihren Zwischenzusta¨nden betrachtet. Die Anwendung von  Ð in Gleichung
(C.4) bestimmt die Energiedifferenz des Zwischenzustandes zu den P-Zusta¨nden. Dabei
tra¨gt jede Doppelbesetzung die Energie Ø und jedes besetzte Paar na¨chster Nachbarn die
Energie ã bzw.  ä zur Anregungsenergie der Zwischenzusta¨nde bei.
Anschaulich ist klar, daß die Kopplung
¸

zwischen u¨berna¨chsten Sprossen aus einem
Austausch entlang des Leiterholmes resultiert, wobei eine tempora¨re Doppelbesetzung
erzeugt wird. Alle mo¨glichen Prozesse dieser Art sind in Abbildung C.2 dargestellt. Der
Beitrag der einzelnen Prozesse zu
¸

ha¨ngt von der Energie der drei ¨Ubergangszusta¨nde
ab, die man unmittelbar aus Abbildung C.2 ablesen kann. Die ¨Ubergangszusta¨nde der
Prozesse (a) und (b) besitzen die Energien ã¬ ä , Ø und ã¬ ä , wobei ã durch den
Einfluß des anderen Leiterholmes zustande kommt. Im Gegensatz dazu lauten die Ener-
gien der ¨Ubergangszusta¨nde von (c)-(f) gerade  ã°_ä , Ød  ã und  ã°d ä . Die Summe


























³ , die man leicht in eine
Spinkopplung entsprechend Gleichung (C.5) u¨berfu¨hren kann. Die antiferromagnetische




















Die Kopplung zweier Spins ' und Û (siehe Abbildung C.1) eines Leiterholmes wird
durch den dazwischenliegenden Platz ø vermittelt. Im Falle einer diagonalen Kopplung
zwischen zwei Pla¨tzen ñ und ð (siehe Abbildung C.1) sind nun zwei dazwischenliegende
Pla¨tze ï und ï
/
zu beru¨cksichtigen. Dies bedeutet, daß die in Abbildung C.2 darge-
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Abbildung C.2: Schematische Darstellung der zu ò

beitragenden Prozesse (Austausch entlang
der Leiterholme). Hier sind jeweils nur die beteiligten Pla¨tze dargestellt, die analog zu Abbildung
C.1 bezeichnet sind.

und  kennzeichnen erfolgte Spin-Flips.



























Abbildung C.3: Schematische Darstellung der mo¨glichen Kreishu¨pfprozesse mit (oben) und ohne
(unten)Erzeugung einer tempora¨ren Doppelbesetzung. Da die Prozesse ohne Erzeugung einer
Doppelbesetzung unabha¨ngig von der Spinkonfiguration sind, wurde auf eine explizite Kennzeich-
nung der Spins verzichtet.
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jedoch, daß bei einer anisotropen Wechselwirkung zwischen na¨chsten Nachbarn sich die
¨Ubergangsenergien von den oben diskutierten unterscheiden.
Im Gegensatz zum geraden Austausch sind bei der diagonalen Kopplung auch ver-
schiedene Kreishu¨pfprozesse mo¨glich, wobei Prozesse mit und ohne Erzeugung einer
tempora¨ren Doppelbesetzung mo¨glich sind (siehe Abbildung C.3). Bemerkenswerterwei-
se tragen zur Kopplung
¸
 auch Prozesse ohne Erzeugung einer Doppelbesetzung bei,
da sich dabei die Ausrichtung antiparalleler Spins stets umkehrt. Aus der Summe al-
ler Prozesse des diagonalen Austausches resultiert schließlich eine antiferromagnetische









































Fu¨r eine isotrope Wechselwirkung zwischen benachbarten Pla¨tzen mit  ½  ã ½V ä
erha¨lt man aus den Gleichungen (C.6) und (C.7) die im Abschnitt 4.2.3 angegebenen
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