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Abstract
Losslessly compressing a medical image set with multiple slices is paramount in radiology 
since all the information within a medical image set is crucial for both diagnosis and 
treatment.
This dissertation presents a novel and efficient diagnostically lossless compression 
scheme (predicted wavelet lossless compression method) for sets of magnetic resonance 
(MR) brain images, which are called 3-D MR brain images. This compression scheme 
provides 3-D MR brain images with the progressive and preliminary diagnosis capabili­
ties.
The spatial dependency in 3-D MR brain images is studied with histograms, entropy, 
correlation, and wavelet decomposition coefficients. This spatial dependency is utilized 
to design three kinds of predictors, i.e., intra-, inter-, and intra-and-inter- slice predictors, 
that use the correlation among neighboring pixels. Five integer wavelet transformations 
are applied to the prediction residues. It shows that the intra-slice predictor 3 using a 
x-pixel and a y-pixel for prediction plus the lst-level (2, 2) interpolating integer wavelet 
with run-length and arithmetic coding achieves the best compression.
An automated threshold based background noise removal technique is applied to 
remove the noise outside the diagnostic region. This preprocessing method improves the 
compression ratio of the proposed compression technique by approximately 1.61 times.
A feature vector based approach is used to determine the representative slice with the 
most discernible brain structures. This representative slice is progressively encoded by a 
lossless embedded zerotree wavelet method. A rough version of this representative slice 
is gradually transmitted at an increasing bit rate so the validity of the whole set can be
xiv
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determined early. This feature vector based approach is also utilized to detect multiple 
sclerosis (MS) at an early stage.
Our compression technique with the progressive and preliminary diagnosis capability is 
tested with simulated and real 3-D MR brain image sets. The compression improvement 
versus the best commonly used lossless compression method (lossless JPEG) is 41.83% 
for simulated 3-D MR brain image sets and 71.42% for real 3-D MR brain image sets. 
The accuracy of the preliminary MS diagnosis is 66.67% based on six studies with an 
expert radiologist’s diagnosis.
xv
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Chapter 1 
Introduction
1.1 3-D Medical Image Set
Traditionally, medical images such as X-rays are generated and stored on films. Storage 
and retrieval of these films are expensive and time consuming for radiologists. Cur­
rently, many advanced medical image modalities, such as Computed Tomography (CT), 
Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), Single- 
Photon Emission Computed Tomography (SPECT), and Digital Subtraction Angiogra­
phy (DSA) produce images directly in digital forms. As a result, image telecommuni­
cation and archiving are efficiently supported and the possibility of manipulating and 
enhancing diagnostic information is possible. Telemedicine and digital image processing 
will eventually completely replace the conventional film (hard copy) imaging in medicine.
The advancements in digital medical image processing produce large amounts of data 
in radiological image databases. For instance, a typical hospital might generate on the 
order of 1000 gigabytes of image data per year, almost all of which will be kept and 
archived [Kea98]. A single 2048 x 2048 X-ray image uses 4 megabytes and even a single 
MRI image uses 1.5 megabytes.
In these images, large amounts of data are homogeneous. In addition, a  great effort 
has been to create three-Dimensional (3-D) representations of the human body to further 
its use in health, education, research, and treatments. An example is the multiple slices 
from one procedure representing different cross sections of a body part being imaged. 
This whole set of images is referred to as a volumetric data set. These multiple slices are 
also referred to as a 3-D image dataset. The Visible Human, available on the Internet, 
was acquired around the mid 90’s by the National Library of Medicine’s (NLM). It has
1
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1871 cross-sectional images taken at 1 mm intervals for each modality, MRI or CT, 
in the male. It requires about 15 gigabytes of volumetric data to store the “male”. 
The cryosectional images of the Visible Female consist of images taken at one-third 
the spacing of the male resulting in a dataset about 40 gigabytes in size. In fact, a 
1024 x 1024 x 1024 volume with each voxel represented by 24 bits, requires 3 gigabytes 
of storage.
1.2 Telemedicine
Telemedicine is the interactive audiovisual communication between health care providers 
and their patients [Bre]. The first use of telemedicine was in 1959 when X-ray images 
were transmitted across telephone lines to monitor the astronauts’ vital signs.
Broadly defined, telemedicine is the provision of health care services via electronic 
transmission of medical information such as high-resolution images, sounds, live video, 
and patient records among different locations. The separated different locations could 
be across a hospital, across a town, across a state, or across the world. The transfer 
of medical data may utilize a wide and rapidly expanding array of telecommunication 
technologies, including, but not limited to telephone lines, ISDN, fractional to full T- 
l ’s, ATM, the Internet, Intranets, and satellites. In general, telemedicine can assist, 
augment or replace in-person clinical encounters for people in rural and remote areas 
since specialists are more likely to be in concentrated urban areas.
Telemedicine is becoming more and more affordable and clinically useful with the 
improvements in computer technology and the growth of bandwidth for the information 
super-highway. It is now being used or tested in many areas of health care such as 
pathology, surgery, physical therapy, radiology, etc. For instance, telemedicine has been 
used to provide medical “consultation” during natural disasters such as earthquakes 
and floods. University hospitals are providing second opinions and continuing medical 
education to community hospitals via telemedicine. In the future, telemedicine will 
provide rural hospitals with expertise from specialists so that it can efficiently save the
2
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time and expense of transporting the patient to the specialist in an urban hospital or 
transporting the specialist to the patient. Thus, health care service quality can be 
improved while its cost is simultaneously reduced. Another application of telemedicine 
is to permit rapid access to patient records and to retrieve vital patient information by 
the proper authorities. This can save both the expense and risk of repeated tests as 
well as produce immediate feedback for the patient. As a result, the health care system 
becomes less expensive, more friendly, and integrated.
In spite of many applications for telemedicine, it still faces major challenges due to 
the vast quantities of stored digital images in the medical environment. These excessive 
storage demands tax the underlying I/O and communications subsystems. For example, 
transmitting a 4 megabyte X-ray image and 1.5 megabyte MRI volume over a telephone 
line at 56K Bits Per Second (bps) takes approximately 10 minutes and 4 minutes re­
spectively, which is indeed very slow. The transmission of a volumetric dataset would 
be measured in hours.
In order to reduce the transmission times, either the bandwidth of the communication 
channel must be increased or compression during transmission must be applied, or both. 
In practice, the bandwidth of the communication channel will be limited in some way 
(e.g. fading). Moreover, narrow-band communication will not be totally eliminated in 
the near future, especially in many rural areas. As a result, researchers are developing 
optimal compression methods to achieve compression ratios of 50 :1 or higher to attain 
practical storage and transmissions.
1.3 Motivation
Various Picture Archiving and Communication Systems (PACSs) have been developed 
for a medical environment to alleviate the problems associated with the increasing volume 
of medical image data. PACSs derive their functionality from the international Digital 
Imaging and Communication in Medicine (DICOM) standard to specify communications 
protocols, image query and retrieval commands, and storage standards. However, one
3
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serious disadvantage of PACS is its inefficiency with the large amounts of homogeneous 
data accumulating in medical image databases. These homogeneous data are normally 
anatomically or physiologically correlated to each other due to structural similarities 
between adjacent slices. As a result, more efficient compression can be achieved by 
exploring the correlation between slices instead of compressing an image set slice by 
slice.
Much work has already been done in wavelet-based lossy image compression. However, 
very little work has been done with lossless image compression using wavelets. The main 
reason is the floating point precision of the various wavelet filters and the subsequent 
finite precision floating-point calculations. The floating point precision leads to a finite 
error after image reconstruction from the transformed image. The limitation of finite 
precision arithmetic causes wavelet based lossless compression to be undesirable.
Most of the early work on image compression using wavelets concentrated on coding 
the wavelet coefficients within each subband. The inherent interband correlation was not 
exploited. The zerotree proposed by Lewis and Knowles [LK92] was the first initiative 
to exploit the inherent interband correlation. Later Shapiro [Sha93] developed an Em­
bedded Zerotree Wavelet (EZW) algorithm to enhance zerotrees by creating significance 
maps. More recently, Said and Pearlman proposed an algorithm - Set Partitioning In 
Hierarchical Trees (SPIHT) based on spatial orientation trees [SP96]. This is one of the 
most efficient lossy compression methods in terms of speed and compression ratio. Yet, 
its efficiency decreases in terms of speed and memory usage when it is adapted to lossless 
compression.
This dissertation is aimed at determining a novel and efficient lossless compression 
scheme to compress a whole set of medical images, a 3-D medical image set. The lossless 
compression scheme is an integration of predictive coding, integer wavelet transforma­
tions, and Lossless Embedded Zerotree Wavelet (LEZW) adapted to the 3-D medical 
image sets. The progressive transmission ability provided with LEZW can be effectively
4
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used in telemedicine to extract the rough version of the representative slice of the original 
image set.
1.4 Contribution of the Dissertation
In this dissertation, a 3-D medical image lossless compression scheme consisting of five 
stages is developed and different options in each stage are investigated to achieve maxi­
mum compression efficiency. The five stages of the framework are:
• Preprocessing
Apply filtering and thresholding techniques to remove the noise outside the diagnos­
tic region and further reduce the original image size to contain only the diagnostic 
region.
• Predicting
Employ predictive coding adapted to the 3-D medical image set to reduce correla­
tion among neighboring pixels.
• Transform
Utilize integer wavelet transforms to reduce spatial redundancy of the prediction 
residues.
• Progressive Transmission
Apply a variant of EZW (LEZW) to provide progressive transmission ability.
• Entropy Coding
Apply Huffman coding, Adaptive Lempel-Ziv (ALZ) coding and arithmetic coding 
and corresponding run-length encoded entropy coding.
The contributions of this dissertation are summarized as follows:
• Exploit spatial dependencies (set redundancy) in a 3-D MR brain image set using 
histogram, wavelet decomposition coefficients, entropy, and correlation.
5
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• Adapt the predictive coding to set redundancy and combine it with integer wavelet 
transformations to improve compression.
• Integrate a LEZW  to ensure the progressive t r ansm ission at different bit rates.
• Utilize feature vector based approach for multiple sclerosis diagnosis in MR brain 
image sets based on some prior knowledge.
• Conduct benchmarks against commonly used lossless compression algorithms such 
as Huffman coding, Lempel-Ziv coding, arithmetic coding, and Lossless JPEG.
1.5 Outline of the Dissertation
In this dissertation, schemes based on predictive coding, integer wavelet transforma­
tions, and a LEZW are proposed. Chapter 2 presents the mathematical background and 
the related works in lossy and lossless medical image compression, including 3-D medi­
cal image compression. Chapter 3 discusses wavelet transformation based compression 
scheme (lossy), second generation wavelets (lossless), and EZW to ensure the progressive 
transmission ability. Chapter 4 discusses the predictive coding. Chapter 5 introduces 
the special redundancy in 3-D medical image set illustrated by 3-D MR brain image set. 
Chapter 6 proposes the novel diagnostically lossless compression scheme and a feature 
vector based diagnostic scheme to classify a 3-D MR brain image set as normal or mul­
tiple sclerosis. Chapter 7 illustrates the experimental results on 3-D MR brain image 
set and the comparison results with commonly used lossless compression algorithms. 
Chapter 8 elaborates on the potential applications of the proposed scheme. Chapter 9 
concludes the dissertation along with future research that can be done on lossless 3-D 
medical image compression.
6
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Chapter 2 
Background and Related Work
2.1 Background
2.1.1 Data Compression and Data Redundancy
Data compression is defined as the process of encoding data using a representation that 
reduces the overall size of the data. This reduction is only possible when the original 
dataset contains some type of redundancy. Digital image compression is a field that 
studies methods for reducing the total number of bits required to represent an image. 
This can be achieved by eliminating various types of redundancy that exist in the pixel 
values. In general, three basic redundancies exist in digital images.
1. Psycho-visual Redundancy
It is a redundancy corresponding to different sensitivities to all image signals by 
human eyes. Therefore, eliminating some less relative important information in 
our visual processing may be acceptable.
2. Inter-pixel Redundancy
It is a redundancy corresponding to statistical dependencies among pixels, espe­
cially between neighboring pixels.
3. Coding Redundancy
The uncompressed image usually is coded with each pixel by a fixed length. For 
example, an image with 256 gray scales is represented by an array of 8-bit integers. 
Using some variable length coding schemes, such as Huffman coding or arithmetic 
coding, may produce compression.
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There are different methods to deal with different kinds of aforementioned redundan­
cies. As a result, an image compressor often uses a multi-step algorithm to reduce these 
redundancies.
2.1.2 Compression Methods
During the past two decades, various compression methods have been developed to 
address major challenges faced by digital imaging [DB93, DH95, Fis94, KR92, KIK85, 
RC92, RVDP88, YWG94], These compression methods can be broadly classified into 
lossy or lossless compression. Lossy compression can achieve a high compression ratio, 
50 : 1 or higher, since it allows some acceptable degradation. Yet it cannot completely 
recover the original data. On the other hand, lossless compression can completely recover 
the original data but this reduces the compression ratio to around 2:1.
2.1.2.1 Lossy Compression Methods
Generally, most lossy compressors (Figure 2.1) are three-step algorithms, each of which 














Figure 2.1: Lossy image compression
The first stage is a transform to eliminate inter-pixel redundancy and to pack infor­
mation more efficiently. Then a quantizer is applied to remove psycho-visual redundancy
8
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to represent the packed information with as few bits as possible. The quantized bits are 
then efficiently encoded to get more compression from the coding redundancy.
The two operations used in lossy compression methods are quantization and transform 
coding.
Quantization
Quantization is a many-to-one mapping that replaces a set of values with only one 
representative value.
Scalar and vector quantization are two basic types of quantization. Scalar Quanti­
zation (SQ) performs many-to-one mapping on each value. Vector Quantization (VQ) 
replaces each block of input pixels with the index of a vector in the codebook, which is 
close to the input vector, using some closeness measurements. The decoder receives each 
index and looks-up the corresponding vector in the codebook.
Shannon [Sha48] showed that VQ results in a lower bit rate than SQ. But VQ suffers 
from a lack of generality, since the codebook must be trained on some set of initial 
images. As a result, the design of the codebook will directly affect the bit rate and 
distortion of the compression.
Transform Coding
Transform coding is a general scheme for image compression. It uses a reversible and 
linear transform to decorrelate the original image into a set of coefficients in transform 
domain. The coefficients are then quantized and coded sequentially in transform domain.
Numerous transforms are used in a variety of applications. The discrete Karhunen- 
Loeve Transform (KLT), which is based on the Hotelling transform, is optimal with its 
information packing properties, but usually not practical since it is difficult to compute 
[GW92, Jai81]. The Discrete Fourier Transform (DFT) and Discrete Cosine Transform
9
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(DCT) approximate the energy-packing efficiency of the KLT, and have more efficient 
implementation. In practice, DCT is used by most practical transform systems since the 
DFT coefficients require twice the storage space of the DCT coefficients.
Block transform coding and full frame transform coding are two basic types of trans­
form coding. In order to simplify the computations, block transform coding exploits 
correlation of the pixels within a number of small blocks that divide the original image. 
As a result, each block is transformed, quantized and coded separately. The disadvan­
tage of this scheme is the blocking (or tiling) artifacts that appear at high compression 
ratios. To avoid the artifacts generated by block transforms, full frame transform coding 
applies transformations to the whole image as a single block. The tradeoff is the in­
creased computational requirements and the appearance of ringing artifacts (a periodic 
pattern due to the quantization of high frequencies). Figure 2.2 lists most commonly 
used lossy compression methods.
2.1.2.2 Lossless Compression Methods
Lossless compressors (Figure 2.3) are usually two-step algorithms. The first step trans­
forms the original image to another format in which the inter-pixel redundancy is re­
duced. The second step uses an entropy encoder to remove redundancy. The lossless 
decompressor provides a perfect inverse process of the lossless compressor.
Here, we sum m arize  the lossless compression methods into four categories.
R un Length Coding
Run length coding replaces data by a (length, value) pair, where “value” is the repeated 
value and “length” is the number of repetitions. This technique is especially successful 
in compressing bi-level images since the occurrence of a long-run of a value is rare in 
ordinary gray-scale images. A solution to this is to decompose the gray-scale image
10
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Figure 2.3: Lossless image compression
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into bit planes and compress every bit-plane separately. An efficient run-length coding 
method [TG82] is one of the variations of run length coding.
Lossless Predictive Coding
Lossless predictive coding predicts the value of each pixel using the values of its neigh­
boring pixels. Therefore, every pixel is encoded with a prediction error rather than its 
original value. Typically, these errors are much smaller compared with the original values 
so that fewer bits are required to store them.
Differential Pulse Code Modulation (DPCM) is a predictive coding based lossless 
image compression method. It is also the basis for lossless Joint Photographic Ex­
perts Group (JPEG) compression. A variation of lossless predictive coding is the adap­
tive prediction that splits the image into blocks and computes prediction coefficients 
independently for each block to achieve high prediction performance. It can be com­
bined with other methods obtaining a hybrid coding algorithm with higher performance 
[Jai89, XAWS95].
Entropy Coding
Entropy represents the minimum dataset size necessary to convey a particular amount 
of information. Huffman coding, Lempel-Ziv (LZ) coding and arithmetic coding are the 
commonly used entropy coding schemes.
Huffman coding utilizes a variable length code in which short codes are assigned 
to more common values or symbols in the data, and longer codes are assigned to less 
frequently occurring values. Modified Huffman coding [Han79] and dynamic Huffman 
coding [Knu85] are two examples of many variations of Huffman coding.
LZ coding replaces repeated substrings in the input data with references to previous 
instances of these strings. There are two versions of Lempel-Ziv that are often viewed
12
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as two different approaches to dictionary-based compression: the LZ77 [ZL77] and the 
LZ78 [ZL78]. LZ77 utilizes a sliding window to search for the substrings encountered 
previously and then substitutes for them with a (position, length) pair that points back 
to the existing substring. LZ78 dynamically constructs its dictionary from the input 
file and then replaces the substrings by the index in the dictionary. Several compression 
methods, of which Lempel-Ziv-Welch (LZW) [Wel84] is one of the best known, have been 
developed based on these ideas. Variations of LZ coding are used in the Unix utilities 
“compress” and “gzip”.
Arithmetic coding [WNC87] represents a message as finite intervals between 0 and 
1 on the real number line. It divides the intervals between 0 and 1 into a number of 
smaller intervals corresponding to the probabilities of each of the message’s symbols. 
Then the first input symbol selects an interval, which is further divided into smaller 
intervals. The next input symbol selects one of these intervals, and the procedure is 
repeated. As a result, the selected interval narrows with every symbol, and finally, any 
number inside the final interval can be used to represent the message. That is, each 
bit in the output refines the precision of the value of the input code in the interval. A 
variation of arithmetic coding is the Q-coder [PMLA88], developed by IBM in the late 
1980’s. Two references [Mof99, MNW98] are provided for the latest Q-coder variation. 
M ultiresolution Coding
Hierarchical Interpolation (HINT) [RV91, RVDP88] is a multiresolution coding scheme 
based on sub-samplings. It starts with a low-resolution version of the original image, 
and interpolates the pixel values to successively generate higher resolutions. The errors 
between the interpolation values and the real values are stored, along with the initial
13
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low-resolution image. Compression is achieved since both the low-resolution image and 
the error values can be stored with fewer bits than the original image.
Laplacian pyramid [BA83] is another multiresolution image compression method. It 
successively constructs lower resolution versions of the original image by down sampling, 
where the number of pixels decreases by a factor of two at each scale. The differences 
between successive resolution versions together with the lowest resolution image are 
stored and utilized to perfectly reconstruct the original image. But it cannot achieve 
a high compression ratio because the number of data values is increased by 4/3 of the 
original image size.
In general, an image is reversibly transformed into a group of different resolution sub­
images in multiresolution coding. Usually, it reduces the entropy of the image. Some tree 
representations could be used to get more compression by exploiting the tree structure 
of the multiresolution method [SP93].
Figure 2.4 illustrates the examples of the lossless compression methods.
2.2 Related Work on Medical Image Compression
2.2.1 Issues Related to M edical Image Compression
Since lossy compression can degrade the quality of an image, how to evaluate the quality 
of a compressed image is a serious issue in medical applications. In any medical appli­
cation, it is not sufficient for a medical image to simply “look good” or to have a high 
Signal-to-Noise Ratio (SNR) or to be visually indistinguishable from the original image. 
Rather, it must be convincingly demonstrated that essential diagnostic information has 
not been lost or changed and that the processed image is at least of equal utility for 
diagnosis as the original one. That is, lossy compression techniques can lead to errors 
in diagnosis through unknown artifacts introduced in a higher compression ratio. In
14
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Figure 2.4: Examples of lossless compression methods
addition, there are legal and regulatory issues that favor lossless compression in radi­
ology [WZH95]. As a result, medical professionals prefer lossless compression since it 
facilitates accurate diagnosis with no degradation of the original image. Similar issues 
exist for 3-D medical images as well.
2.2.2 Compression on M edical Images
2.2.2.1 Lossy Compression on Medical Images
An important issue in lossy compression of medical images is the risk of destroying or 
losing diagnostically relevant information. Unlike the conventional lossy image compres­
sion methods such as JPEG and Moving Picture Experts Group (MPEG), which are 
mostly based on commonly accepted models of human visual perception [MS74, Nil85], 
lossy compression of medical images is debatable on whether perceptive criteria are ap­
propriate for judging the preservation of diagnostic information. In general, the quality
15
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of a medical image is typically quantified objectively by average distortion or SNR, and 
subjectively by statistical analysis of radiologists’ scores on quality (e.g., ANalysis Of 
VAriance (ANOVA) and Receiver Operating Characteristic (ROC) curves).
However, significant compression ratio gains can be achieved by sacrificing the ability 
to perfectly reconstruct the original image in lossy compression methods. As a result, 
researchers are still trying to find appropriate perceptive criteria in lossy medical com­
pression to preserve the diagnostic information. Recently, some successful attempts 
have been reported for the application of perceptive criteria in lossy medical compres­
sion [BHZ94, Hag95]. ROC methods are also frequently used on a number of image types 
and pathologies to obtain and evaluate a “gold standard” in the medical imaging com­
munity [Cea94, CG094]. The preliminary results supported the use of lossy compressed 
images for comparison purposes such as detecting changes over time. But, due to the 
different characteristics of the pathological features in the image and the different clinic 
tasks performed, the diagnostic quality of a medical image may remain high even when 
its subjective quality is significantly degraded [CMH+94].
In summary, lossy compression of medical images can gain compression ratio by 
preserving diagnostically relevant information and losing non-diagnostic information in 
medical images. That is, it selectively compresses the region outside the diagnostic region 
at a higher compression ratio than the diagnostic region. But all subjective measurements 
on the perceptive criteria suffer from the dependence on medical experts’ judgement. 
Quantization Based Compression
Riskin et. al. [RLCG90] applied Entropy-Pruned Ttee Structured Vector Quantization 
(EPTSVQ) for lossy compression of MR images. They reported compression results 
under 1 Bit Per Pixel (bpp). However, the computational overhead involved in selecting
16
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optimal vectors for encoding the images to achieve mean or high quality is prohibitive, 
as well as the choice of the codebook itself. Cosman et. al. [CG094] used a similar 
approach to compress CT and MR chest scans. They found that compression to about
0.5 bpp did not significantly affect a blood-vessel measurement task in MR. They also 
investigated two quantitative objective quality measures such as SNR and Mean Square 
Error (MSE) and one subjective comparison based on the usage of the medical images.
Xuan et. al. [XAWS95] applied a neural network based predictive Learning Tree- 
Structured Vector Quantization (LTSVQ) scheme to compress mammograms and MR 
brain images. They used computerized image segmentation as a tool to quantify the 
effects of compression loss on a typical medical image processing task. They concluded 
that compression with predictive LTSVQ to 0.6875 bpp was possible without significantly 
affecting the accuracy of the segmentation of these images.
Jiang et. al. [JWN97] utilized the conditional entropy coding of a VQ index scheme 
to compress the MR head images to the lowest average bit rate of about 0.422 bpp. 
They claimed that the details of the decompressed images were clearer than those of 
wavelet-based methods for diagnostic purposes.
Perlmutter et. al. [PCT+98] quantified the effects of predictive Tree-Structured Vec­
tor Quantization (TSVQ) on measurement accuracy of the diameters of four principle 
blood vessels in the chest. They concluded that the percent measurement error at com­
pression rates to 0.55 bpp did not differ significantly from the percent measurement error 
on the 9.0 bpp original.
Transformation Based Compression
Baskurt et. al. [BMG92] used a DCT based block adaptive coding algorithm to compress 
digitized m am m ogram s with a bit rate as low as 0.27 bpp. This high compression ratio
17
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retained detection ability for a limited number of pathologies including opacities and 
microcalcifications by radiologists.
Kostas et. al. [KSA+93] used an adaptive JPEG specifically modified for use with 
12-bit images and custom quantization tables to compress radiographic images such as 
mammograms and chest radiographs. The preliminary work reported compression to 
about 0.25 bpp with minimal apparent loss of diagnostic quality.
Bruijn et. al. [dBS97] utilized a block-DCT compression algorithm together with 
the adaptive bit-assignment to the transformed coefficients to compress cardiovascular 
images obtained with a image-intensifier-camera system. The bit-assignment was deter­
mined by an assumed noise variance for each coefficient. They indicated a bit rate of 0.6 
bpp was feasible without apparent loss of clinical information.
Bramble et. al. [Bea89] used FFDFT and quantization to compress 12 bpp digitized 
radiographs of the hands. The average compression rates ranged from about 0.75 bpp 
to 0.1 bpp with no significant degradation in diagnostic quality involving the detection 
of pathology characterized by a lack of sharpness in a bone edge. However, Cook et. 
al. [CIM+94] investigated the effects of FFDCT compression on low-contrast detection 
ability of chest lesions (nodules) in adult chests with radiographs. They found signif­
icant degradation in detection at rates of about 0.75 bpp. These two contradictory 
results illustrate that both imaging modality and the detection play an important role 
in determining achievable compression.
Rompelman [Rom91] applied subband coding to compress 12-bit CT images at rates 
of 0.75 bpp and 0.625 bpp without significantly affecting diagnostic quality.
18
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Others
Lee et. al. [LKR+93] utilized a lossy image compression algorithm based on a prediction 
and classification scheme to compress 12 bpp X-ray CT images. They found that the 
proposed algorithm could compress to a ratio of 10:1 without showing any apparent 
distortion relative to the original.
Castagno et. al. [CLE96] investigated four quantization strategies, namely standard 
Scalar Quantization, Embedded Zerotree, Variable Dimension Vector Quantization, and 
Pyramid Vector Quantization for subband coding of medical images. They concluded 
that an embedded zerotree approach performed best from both an objective (rate dis­
tortion, rate control, and computational complexity) and subjective point of view for all 
the tested MR and CT images.
Przelaskowski et. al. [PKJ97] applied a DWT scheme combined with variable step size 
quantization, zerotree pruning, three statistically distinct data streams, and arithmetic 
coding to compress CT, MR, Ultrasound (US), and Nuclear Medicine (NM) images 
at bit rates of 0.5 bpp, 0.5 bpp, 0.25 bpp, and 0.15 bpp respectively while retaining 
diagnostically important details of the structures.
2.2.2.2 Lossless Compression on Medical Images
Lossless compression techniques are essential in archival and communication of medical 
images. It is a fact that all the information contained in a medical image could be of 
crucial importance for both diagnosis and treatment. As a result, any attempt in com­
pressing the data should ensure no loss of information in spite of some successful reports 
of lossly medical image compression with no effect on accurate diagnosis. Therefore, 
most researchers are developing efficient lossless medical compression schemes.
19
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Lossless Predictive Coding Compression
Viergever and Roos [RV91] utilized a block matching technique to sequences of an­
giograms to reduce the dependencies in the third dimension of a 3-D data set. They 
reported a best compression ratio of 3 : 1. However, the compression results were less 
than 2 : 1 for the MRI which contains more noise. Kuduvalli and Rangayyan [KR92] 
studied techniques based on linear prediction methods and found the best results with 
similar compression ratios.
Das and Burgett [DB93] applied Multiplicative AutoRegressive models (MAR) to 
losslessly compress medical images. MAR, also known as DPCM, includes image shifts 
in the predictive model because neighboring pixels tend to have close, i.e., correlated, 
intensity values in an image. Therefore, a pixel intensity may be predicted from the 
intensities of its surrounding pixels. Chen et. al. [CCK99] further utilized an Adaptive 
Predictive MAR (APMAR) method, which includes adaptive prediction, MAR predic­
tor, and entropy coding, to compress several modalities of medical images. The best 
compression result reported was 3.932 bpp, 4.989 bpp, 2.858 bpp, 4.446 bpp, 3.629 bpp, 
and 3.461 bpp for the tested MR brain, MR knee, CT chest, X-ray chest, US heart, and 
angiographic images respectively, with all images originally quantized to 8 bpp. 
Entropy Coding Based Compression
Tavakoli [Tav92, Tav91] applied various lossless entropy coding techniques to MR im­
ages and reported the best compression result of about 5 to 6 bpp was achieved with 
LZ coding. Boncelet et. al. [BCM88] investigated the use of multi-level coders, which 
integrated three entropy coding methods including Huffman coding, LZ coding and arith­
metic coding, for lossless compression. They applied the multi-level coders to digitized 
radiographs and found that a bit rate of about 4 to 5 bpp was best.
20
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Multiresolution Coding Based Compression
Viergever and Roos [RVDP88] applied the HINT algorithm, which mainly transmits 
difference images between two successive levels of the sub-sample pyramid, to losslessly 
decorrelate medical image data followed by entropy coding.
Wang and Wiederhold [WW] developed an efficient wavelet-based progressive trans­
mission algorithm with automatic security filtering features for on-line medical image 
distribution using Daubechies’ wavelets. The compression results were 2.7 : 1, 2.5 : 1, 
2.38 :1, and 2.1 :1 for mammogram, CT scan, MRI, and X-ray respectively.
Munteanu et. al. [MCC99] proposed a wavelet-based compression scheme that oper­
ated in the lossless mode. The quantization module implemented a new way of coding 
of the wavelet coefficients. The achieved compression ratio was about 4.2 :1.
Others
Way and Cheng [WC98] applied a hybrid image coder, which was constituted of an 
embedded wavelet coder and a lossless nm-length coder, to compress the medical images.
Ramabadran and Chen [RC92] developed a context-based scheme to compress medical 
images. The context-based scheme first derived an initial context set using some heuris­
tic rules and then adaptively generated new contexts using a technique called context 
splitting to compress medical images.
Shen and Rangayyan [SR97] picked a concept of segmentation-based coding, which 
is based on a simple but efficient region growing procedure, and successfully applied 
it in conjunction with other existing compression methods to digitized high-resolution 
X-ray images. This proposed method resulted in an average-lossless compression to 
approximately 1.6 bpp from 8 bpp, and about 2.9 bpp from 10 bpp with a database of 
ten high-resolution digitized chest and breast images.
21
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Strom and Cosman [SC97] investigated several methods including DCT/LZ, S-algorithm, 
WS+P algorithm, W/LZ algorithm, and WA algorithm for lossless Region Of Interest 
(ROI) compression on a variety of different medical images such as MR brain and chest 
images, CT chest images, and mammograms. They found that the compression re­
sults depended on the size and shape of the ROI, and the desired background Peak 
SNR (PSNR). For almost all background PSNRs and larger ROI sizes of interest, a 
wavelet zerotree coder followed by lossless encoding of the residual with an S+P trans­
form (WS+P) produced the best results. For very small ROIs or very high values of 
background PSNR, simpler methods using wavelet zerotree coding followed by arithmetic 
or LZ coding (W/LZ) became competitive with the WS+P transform. They reported 
that the best compression result was about 0.35 bpp. Yet, the quality evaluation for this 
coding is challenging due to the accuracy of the boundary description for the ROI.
2.2.2.3 Combination of Lossy and Lossless Compression on Medical Images 
Some researchers proposed compression methods which can be easily adapted from lossy 
to lossless. For example, Chou et. al. [CCV+95] developed a prototype interface which 
incorporated both lossless and lossy compression into a browsing system that enables 
the efficient use of network and storage resources. The lossy compression consisted of 
sub-sampling followed by wavelet transform coding to achieve compressed Computed 
Radiography (CR) images of sufficient quality for browsing at a compression ratio of 
about 2000 : 1. The lossless compression combined preprocessing, adaptive prediction, 
and entropy coding to achieve a compression ratio of about 5.023 : 1 and 2.468 : 1 for 
CR and MR respectively, which gave a compression improvement of 20% over JPEG 
predictors. Said and Pearlman [SP96] proposed a new image multiresolution transform, 
which can be computed with only integer addition and bit-shift operations, that was
22
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suited for both lossless and lossy compression. The average bit rates for CT and X-ray 
images with different predictors are 4.79 bpp, 4.65 bpp, 4.60 bpp, and 4.55 bpp.
2.2.2.4 Compression on Medical Image Set
Recently, there has been a growing interest and rapid progress in compressing an image 
set with multiple slices, which is very important in radiology since many medical images 
generate multiple slices for a single examination. One slice is normally a cross section 
of the body part being imaged and its adjacent slices are cross sections parallel to it. 
Multiple slices generated in this way are normally anatomically or physiologically corre­
lated to each other. In other words, there are some image structure similarities between 
adjacent slices. Although it is possible to compress an image set slice by slice, more 
efficient compression can be achieved by exploring the correlations between slices. 
Lossy Approaches
Prediction together with quantization to reduce interframe redundancy and 3-D DWT 
to decorrelate volume data are the two most commonly used lossy approaches. They are 
intended to improve the compression ratio and expedite the rending process.
Woo et. al. [KLK92] explored application of two compression techniques such as 3-D 
Displacement Estimated Interframe Coding Algorithm (DEICA) and 2-D DCT algorithm 
for a sequence of ultrasound images. DEICA is a predication method based on the 
statistics within the difference image. The compression ratios ranged from 6 :1  to 20 : 1 
and from 4 : 1 to 5 : I when DEICA was applied on 8 bpp parallel slices and time 
sequence slices respectively. The compression result was worse than 2-D DCT due to 
less frame-by-frame correlation caused by speckle noise inherited from ultrasound image 
acquisition.
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Lee et. al. [LKRR93] explored a method where block-matching motion compensation 
residues were transformed through 2-D DCT, and then the transformed coefficients were 
quantized. Some compression ratio gain, when applied to a sequence of CT images, was 
reported with this scheme in comparison to intra-slice DCT-based quantization.
Nosratinia et. al. [NMOL96] applied a piecewise continuous affine mapping inter­
frame model to exploit the interframe dependencies in MR images. They also quantized 
the residue frames with a zero-tree wavelet coder, which includes arithmetic entropy 
coding, to allow for progressive transmission. The results showed a 5-15% improvement 
in compression ratio compared to intraframe coding and more than 30% compared to 
standard block-matching.
Wang and Huang [WH95] applied a 3-D wavelet transformation to a volume image set, 
followed by a scalar quantization and entropy coding to the wavelet coefficients. They 
also utilized multiple processors on different workstations on the network to speed-up 
the compression and/or decompression process. The results on 3-D MR volume images 
without parallel and with parallel processing were 40% to 90% and 80% to 90% higher 
than using only 2-D wavelet compression. Wang and Huang [WH96] also applied a 
separable nonuniform 3-D wavelet transform, which employed one filter bank within 2-D 
slices and then a second filter bank on the slice direction, on CT and MR images. The 
results from the 12 selected MR and CT image sets with various slice thickness showed 
that compression ratios of the 3-D method were about 70% higher for CT and 35% higher 
for MR image sets at a PSNR of 50 dB.
24
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Lossless Approaches
Many applications and particularly those in the medical image domain, require access 
to the original image volume dataset without any distortion. Lossless approaches are 
intended to do this.
Rhodes et. al. [RQR83] used run-length encoding for a simple-fast lossless compres­
sion to achieve compression of around 1.7 for CT image volumes. However, a significant 
portion of this compression was due to the 12-bit voxel information stored with 16 bits 
in each voxel of the original volume.
Both Aiazzi [AABA96] and Lau [LVN92] applied lossless predictive coding to compress 
image volumes independently.
Kim and Pearlman [KP99] introduced 3-D lossless Set Partitioning in Hierarchical 
Trees (SPIHT) medical image compression methods for 3-D volumetric medical images 
that operate on 3-D reversible integer wavelet transforms. The result showed that it 
produced up to 30 - 38% decrease in compressed file size compared to the best 2-D 
lossless image compression algorithm.
Bilgin et. al. [BZM00] proposed a 3-D Context-Based Embedded Zerotree Wavelet 
(CB-EZW) algorithm to efficiently encode CT and MR image volumes by exploitation of 
the redundancies in all dimensions, while enabling lossy and lossless decompression from 
the same bit stream. For representative CT and MR images, the 3-D CB-EZW algorithm 
produced an average decrease of 22% and 25% in compressed file sizes respectively, 
compared to the best available 2-D lossless compression technique.
Summary
Most present lossless image volume compression techniques either utilize 3-D integer 
DWT or the predictive coding, but not both. In this research, we introduce a new
25
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technique that combines these two techniques to increase compression ratios. In addition, 
preprocessing is used to remove the noise outside the diagnostic region and postprocessing 
is used to ensure progressive transmission.
26
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Chapter 3 
Fundamentals of W avelets
3.1 Wavelet Transforms
Wavelet transforms are functions that can be used very successfully to represent other 
functions and especially signals. They give the frequency content of other functions and 
signals at a specific time. One use of wavelet transformations is to represent any arbi­
trary function and especially signals as a superposition of a wavelet basis [Dau88, MH92, 
OYN92]. The coefficients of this basis can be used to exactly reconstruct the original 
function. Dilation and translation of a special function, called the mother wavelet, form 
the wavelet basis. The wavelet transform produces both spatial and frequency represen­
tation of signals. That is, the wavelet transform is a convenient tool to simultaneously 
study the time-, scale-, and frequency-domain aspects of a function or a signal.
Figure 3.1 shows the block diagram of two levels of the one-dimensional wavelet 
transform process.
Figure 3.1: Two levels of the 1-D wavelet transform process
Two papers [SN96, VK95] proved the wavelet transform can be implemented with 
a perfect reconstruction finite impulse response (FIR) filter bank. Figure 3.2 shows a
27
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two-channel filter bank, where H  and G are analysis filters and H  and G are synthesis 
filters.
Analysis Synthesis
Figure 3.2: Wavelet analysis and synthesis filter banks
If the filters selected are such that:
H  (z) H { z ) + G  (z) G (z) = 2 z~l (3.1)
H { z ) H { - z )  + G(z)G{-z )  = 0  (3.2)
the filter bank has perfect reconstruction with a delay of I.
An image can be considered a two-dimensional signal in general. It can be decomposed 
into one “average” image and three “detail” images by the discrete wavelet transform
(DWT), initially proposed by Mallat [Mal89]. That is, the image is first filtered in the
horizontal dimension, resulting in a low-pass image L and a high-pass image H. These 
filtered images are then down-sampled by removing every other pixel. Both L and H 
are then filtered in the vertical dimension, resulting in four sub-images: LL, LH, HL 
and HH. Once again, the sub-images are down-sampled by removing every other pixel. 
This two-dimensional filtering produces four images of half the resolution of the original 
image. They are an average image (LL), and three detail images which are directionally 
sensitive: LH emphasizes the horizontal image features, HL the vertical features, and HH 
the diagonal features. DWT can be applied recursively to the average image generated 
in a previous decomposition. The final result of this recursion is a quadtree of images.
28
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The lowest level of this image quadtree contains the coarsest average image plus three 
detail images. These four images are children of the average image at the previous level. 
Every intermediate level is similar to this hierarchy. The original image is the root of 
the quadtree. Figure 3.3 illustrates a three-level wavelet decomposition, which leads to 
the following ten (3 x Level of Decomposition + 1 = 3 x 3  +  1 = 10) sub-bands, LL3, 
LH3, HL3, HH3, LH2, HL2, HH2, LH1, HL1, and HH1.






Figure 3.3: Wavelet multi-resolution image decomposition
The 3-level wavelet decomposition of the barb image is illustrated on Figure 3.4.
Figure 3.4: 3-level wavelet decomposition for Barb image
In short, the principle behind the wavelet transforms [Dau88, GM84, Mal89] is to 
hierarchically decompose an input signal into a series of successively lower resolution
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“average” signals and their associated “detail” signals. At each level, the “average” and 
“detail” signals contain the information needed to reconstruct the “average” signal at 
the next higher resolution level.
3.2 Wavelet Based Compression Technique
The most widespread application of the wavelet transform so far has been in data com­
pression. This is related to the fact that the DWT is tied closely to multi-resolution 
decomposition. The application of wavelet transforms in image compression has shown 
promising results [AL92, ABMD92, BB94, OYN92, WH95, WSP+95, Woo91]. The fol­





• Radiology image compression
• Fingerprint image compression
The basic idea in a compression algorithm in all these application areas is to start 
with the digitized data and create a representation that uses fewer bits than the original. 
In general, first apply DWT to obtain wavelet coefficients to represent the digitized data. 
Then quantize the wavelet coefficients at specific scales to effectively represent the same 
digitized data with less bits. Some bits of the wavelet coefficients may be dropped 
during the quantization process. Finally apply an additional lossless compression to the
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quantized result to gain either shorter transmission time or less storage requirements. To 
restore the original digitized data as much as possible, simply reverse the process with 
the exception of the quantization step, the dropped bits cannot be recovered.
In order to quantitively show the compressibility of the wavelet transform, a region 
around the left eye of barb was magnified (Figure 3.5 (b)).
I  ■  *  »  ■  I J 1 4 » I  7 •
(a) Original Bart) Image (b) Sub-region around Barb's left eye
Figure 3.5: Barb image and the extracted sub-region for inspection
This sub-region around the eye is represented by rows 70 to 77 and columns 150 to 
157 of the original matrix defining the barb image. Barb’s left eye shown in Figure 3.5 
(b) is displayed as the following sub-matrix:
101 99 99 92 92 86 89 76
68 61 68 70 71 69 76 73
28 31 32 33 41 44 51 61
32 34 37 37 47 51 54 51
37 37 34 47 51 66 72 76
37 54 76 73 76 69 76 73
34 44 80 84 99 79 64 64
40 41 76 48 68 68 64 47
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Applying a three level Haar wavelet transform to the matrix P  by simply doing the 
averaging and differencing three times on each row separately, and then three times on 
the columns of the resulting matrix, the following transformed matrix is obtained:
61 -6 -7 0 -2 1 1 2
0 2 6 -2 2 -1 -1 0
20 5 1 2 2 1 2 3
-1 -2 4 -7 -1 -4 -4 -2
11 4 2 3 -1 2 1 2
-1 -1 0 -3 0 0 0 -3
-7 -4 6 -3 4 -4 -6 -2
6 -1 -5 3 -2 -8 5 -4
This matrix has one overall average value at the top left hand comer, and 63 detail 
elements. The 0’s in T  are due to the occurrences of identical adjacent elements in P, and 
the -4, -3, -2, -1, 1, 2, 3, and 4 can be explained by the nearly identical adjacent elements 
in P. As a result, regions of little variation in the original data manifest themselves as 
small or zero valued elements in the wavelet transformed version.
In the quantization step, we can specify wavelet coefficients, whose magnitude is less 
than or equal to a nonnegative threshold value e, to zero. In the example illustrated 
here, if the threshold e is chosen to be 4, 42 additional detail elements will be zero in 
addition to 7 zero entries in the original wavelet transformed domain. This is the main 
reason that a wavelet transform is suitable for data compression in a large variety of 
applications. The transformed matrix after quantization is more sparse than the original 
wavelet transformed matrix:
61 -6 -7 0 0 0 0 0
0 0 6 0 0 0 0 0
20 5 0 0 0 0 0 0
0 0 0 -7 0 0 0 0
11 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
-7 0 6 0 0 0 -6 0
6 0 -5 0 0 -8 5 0
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If we apply the inverse process to T 1, we can restore the “original” matrix to the
following:
90 90 92 92 93 93 93 93
68 68 69 69 70 70 70 70
30 30 31 31 52 52 52 52
30 30 31 31 52 52 52 52
42 42 54 54 47 58 67 67
44 44 81 81 73 62 81 81
44 44 71 87 85 75 66 66
42 42 64 48 63 73 54 54
The MSG between original and restored sub-region is 5. Furthermore, the comparison 
between original and restored sub-region is illustrated on Figure 3.6.
(a) On|inal «ub-rt(ioo (b) Restored lub-rcpoa
Figure 3.6: Comparison between the original sub-region and restored sub- 
region
3.3 Second Generation Wavelets
The wavelet transform is theoretically lossless because most wavelet transformations 
are theoretically reversible. However, in practice, because many wavelets have floating­
point coefficients and all computers have finite precision floating-point hardware, some 
data maybe lost through truncation and round off. This limitation of finite precision 
arithmetic can cause wavelet based lossless compression to be lossy. As a result, second
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generation wavelets, also referred to as lifting, are generated by the effort of Donoho, 
Lounsbery, De Rose, Warren and Sweldens to avoid the lose of any information.
Lifting is a new method for constructing wavelets. One difference, when compared to 
classical wavelet construction, is that it does not rely on the Fourier transform [AU93, 
Chu92, CDF92, Dau92]. Lifting is used to construct second-generation wavelets, which 
are not necessarily translations and dilations of one function. It has been proven by 
Daubechies and Sweldens [DS98] that any discrete wavelet transform can be computed 
using lifting, and these transforms also have reduced computational complexity when 
compared to classical filtering algorithms.
Lifting consists of the following three main steps: SPLIT, which sub-samples the 
original data into odd and even sets; PRED ICT, which determines the wavelet coeffi­
cients through the failure to predict the odd set based upon the even set; and UPDATE, 
which updates the even set using the wavelet coefficients just determined to compute the 
scaling function coefficients. Lifting is demonstrated as a block diagram  on Figure 3.7.
Split
Figure 3.7: Block diagram for lifting: split, p (predict) and p (update)
Step 1: Split
Split reduces the number of coefficients representing a signal by sub-sampling the 
even samples and obtaining a new sequence:
A-i,*:=Ao,2fc f or  k € Z  (3.3)
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where negative indices are used because of a convention that the smaller the data set, 
the smaller the index. Correspondingly, another new sequence is needed:
7-1,* :=  Ao,2*+i f or k e  Z
to encode the difference between the original set Ao,jt and the set A_i,*, and is referred to 
as wavelet coefficients. This transform simply splits the input into two parts: the even 
and odd indexed samples, and is often called a lazy wavelet transform.
Step 2: Predict -  Dual Lifting
Predict constructs a prediction operator p, which is typically based on some model of 
the signal data, to predict the missing part to reassemble A o T h a t  is, construct 
a p such that:
7 -1 ,*  : = P ( A - i , * )
In practice, it may not be possible to predict j - i tk exactly based on A-i,*. However, 
p(A-i,jt) is likely to be close enough to 7-ijfc that it can be utilized to replace y~itk • 
As a result, if the prediction is reasonable, the error will contain much less information 
than the original 7 -i^t set. Furthermore, any error can be denoted by:
7 -1 ,*  := Ao,2*+i — P (A-i^t) (3.4)
Then the wavelet subset encodes how the data deviates from the model on which p 
was built. If the signal is correlated, the majority of the wavelet coefficients are small, 
and this yields a more compact representation.
Step 2 is also referred to as the Dual Lifting step.
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Step 3: Update -  Lifting
A scaling function maintaining the needed properties among all the A coefficients at 
all levels can be determined using previously calculated wavelet coefficients. Basically, 
certain moments of the A’s are preserved, that is, the number of vanishing moments N  
of the primal (real) wavelet at every level are preserved, and this information is used 
to determine how much to update every A . These update values are named lifting 
coefficients. In other words, an operator p is constructed to update A_i,*:
A-i^k :=  A _lfjk +  p  (3.5)
Figure 3.8 illustrates this iterated process using M pairs of “predict” and “update”.
1.k — ■* Split -  Split
Figure 3.8: The forward M-Ievel wavelet transform using M pairs of dual 
lifting (predict) and lifting (update)
Step 3 is also referred to as Lifting step.
In summary, the lifting method is a very flexible way to construct fast wavelet trans­
forms. The algorithm derived from the three lifting steps is simpler, faster, and requires 
less memory from the use of an in-place implementation, which is illustrated on Figure 
3.9.
Lifting can also be used to modify every fast wavelet transform to an integer-valued 
algorithm, yielding efficient and lossless compression by avoiding all round off errors. In 
the more general case, lifting can be used to deal with boundaries, curves and surfaces, 
and irregular sampling, which cannot be formed by translation and dilation.
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Yi*i.k Xj-i.k+i
Figure 3.9: The lifting scheme with in-place implementation and both van­
ishing moments of dual wavelets and real wavelets of 2
3.4 Integer Wavelet Transform
Through lifting, an integer version of every floating-point wavelet transform can be 
obtained. Integer wavelet transforms, i.e., wavelet transforms that transform integers- 
to-integers, can be developed using lifting by rounding off the result of each dual lifting 
and lifting step before adding or subtracting. The forward and inverse transforms that 
generate integers in each step are demonstrated below. An in-place implementation can 
be easily derived from these diagrams and equations.
The three stages of lifting described by equations 3.3, 3.4, and 3.5 depicted in the 
block diagram on Figure 3.7 are combined and iterated to generate the 1-D fast lifted 
forward wavelet transform algorithm, as follows:
for j := - 1  downto -n
7j,Jfc} := Split(Aj+1 )
7i *  =  7m  ~  \f i (Am) +  1/2J
A M  =  A m  +  [P ( 7 m )  +  l / 2 J
end
Once the forward transform is obtained, we can immediately derive the inverse illus­
trated below by reversing the lifting and the dual lifting steps and flipping signs.
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for j := -n to - 1
•\m = ^j,k — [H (7m) + 1/2J
7M =  7M + Lp(Aj,it) +  1/2J 
{■\j+l,fc} =  J ° in  C^j,ki 7y,fc) 
end
A whole family of biorthogonal wavelets can be constructed by varying the three 
stages of lifting, as:
1. Choose different wavelets, other than the lazy wavelets, as the initial split.
2. Choose a different number of vanishing moments (N) of the dual wavelet.
3. Choose a different number of vanishing moments (N) of the primal (real) wavelet.
3.5 Embedded Zerotree Coding
In a dyadic wavelet transform, every coefficient (except for those at the finest scale) is 
related to a set of coefficients at the next finer level that correspond to the same image 
spatial location. A coefficient at a coarse level is called a parent, while its spatially related 
coefficients at the next finer level are referred to as its children. All the coefficients at 
the finer levels that descend from a coefficient at a coarse level are called its descendants. 
This dependency can be represented using a tree structure as depicted on Figure 3.10.
In Shapiro’s paper [Sha93], an efficient ordering of the bits of the wavelet coefficients 
was introduced. This is called the embedded zerotree wavelet (EZW) algorithm. EZW 
is based on the observation that if a wavelet coefficient at a coarse scale is small in mag­
nitude with respect to a threshold T, then all wavelet coefficients of the same orientation 
in the same spatial location of finer scales are probably small as well.
To exploit this observation, an initial threshold To is determined to be larger or equal 
to one-half the wavelet coefficient with the largest magnitude. That is, To =  [Af/2]
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f f l  f f l  f f l
Figure 3.10: Parent-child dependencies of 2-D dyadic 3-level wavelet decom­
position
where M  is the largest magnitude of all wavelet coefficients. The wavelet coefficients are 
scanned in a hierarchical order from the coarsest sub-band to the finest (Figure 3.11), 
and every coefficient x  is checked to determine whether its magnitude is greater than 
or equal to To, i.e., its significance with respect to the threshold. Then x  is coded as 
either POS (positive significant) or NEG (negative significant) and is placed on the list 
of significant coefficients. In the meantime, x  is set to zero so that it will not be scanned 
in later passes. Otherwise, all descendants of the insignificant coefficient are examined 
to determine whether a significant descendant exists. In the case that the coefficient 
does not have any significant descendant, it is coded as ZTR (zerotree root). If it has a 
significant descendant, it is coded as IZ (isolated zero). Since all coefficients that descend 
from a ZTR are not significant, they do not need to be coded.
This scanning of the coefficients is called the dominant pass. After each dominant 
pass, there is a subordinate pass in which every coefficient in the significant list is scanned 
and the corresponding threshold is refined by Tj/2, where the subscript t is the current 
times of dominant pass.
39






Figure 3.11: Scan order of the sub-bands for encoding a EZW
In general, the EZW encoder repetitively halves the threshold and performs another 
dominant and subordinate pass. The process of dominant pass and subordinate pass is 
continued until a stopping criterion is met.
Using embedded coding, the encoder can terminate the encoding process at any 
point when reaching the target bit rate or the distortion metric. Similarly, given a bit 
stream, the decoder can cease decoding at any point and can produce reconstructions 
corresponding to all lower-rate encodings. In our compression system, we utilized the 
following features of embedded zerotree coding to facilitate the progressive transmission.
• A compact multi-resolution representation of the image by the use of DWT.
• A compact multi-resolution representation of significance maps, which are binary 
maps indicating the position of the significant coefficients, by the use of zerotree 
coding.
• An efficient representation of part of the exponentially growing trees via successful 
prediction of insignificant coefficients across scales.
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A prioritization protocol whereby the importance is determined in the order of the 
precision, magnitude, scale, and spatial location of the wavelet coefficients.
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Chapter 4 
Predictive Coding
In predictive image coding, each pixel is encoded as the difference between its actual value 
and the best guess derived from other “neighboring” pixels. Normally only previously 
encoded pixels can be used for predicting the current one so that the image can be 
regenerated without error at the receiver side. Typically the entropy of the difference, 
also referred to as prediction error, is lower than that of the original image. Thus, 
transmission of the prediction error is more efficient than transmission of the original 
image.
Predictive image coding can be broadly classified into intra-frame predictive cod­
ing and inter-frame predictive coding. Intra-frame predictive coding is applied to a 2D 
signal to guess the current pixel value based on a certain weighted neighborhood interpo­
lation. Inter-frame predictive coding is applied to a 3D signal by exploiting similarity of 
temporally-successive 2D signals. Most of the inter-frame predictive coding techniques 
are borrowed from video coding techniques. Important inter-frame coding methods in­
clude:
• Inter-image prediction
• Inter-image prediction with region matching (Motion compensated prediction)
• Adaptive intra-interframe predictive coding
• Conditional replenishment
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• Motion-compensated interpolation
We will illustrate the above five inter-frame coding methods in detail in the following 
subsections, since we use only 3-D medical images in our research.
4.1 Inter-image Prediction
Inter-image prediction [NSM96, NMOL96, RV91, RVDP8 8 ] assumes that high image 
correlation alone implies image similarity. Consequently, high correlation among several 
images means that the images are almost linearly dependent, i.e., some part of the image 
can be efficiently predicted with linear combinations of the others. If V  =  {tq, t/2 >..., vn} 
is a set of similar images and each v, is highly correlated with the other images in 
the set represented as = V/fa}. Then V{ can be expressed as:
j= n
”« =  L E  M  =  L/3(<)V(i)J + = v { + (4.1)
j = i j &
for lossless similar images compression, where | j  represents integer truncation. Both 
coefficients /?(*) and compressed residual rW are stored to completely recover v,-.
Yet, the applicability of this approach to similar images is severely limited by several 
problems listed below:
1. The predicted image Vi often looks more like several predicting images overlapped 
rather than a good approximation to the original. It does not capture any local 
details in V{. All sharp details from v,- and its predictors tend to accumulate in its 
residual , making it very informative and difficult to compress.
2. Correlation between similar images can be easily destroyed when translating or 
rotating one image with respect to the rest of the similar images. Therefore, all
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the images must be aligned or registered before applying the prediction, which is 
a computationally intensive and error-prone procedure.
3. The choice of predictors becomes very important due to the consideration of both 
the prediction accuracy and the prediction computational complexity.
4.2 Inter-image Prediction with Region Matching
Inter-image prediction is improved when each pixel in image u is not predicted from the 
similar overlapped region of the image v, but from the region in v which has the closest 
intensity match to some neighborhood of u [LKRR93]. That is, the encoder searches 
for a portion of a previous image which is similar to the part of the new image to be 
transmitted. It then sends a motion vector as side information to inform the decoder 
what portion of the previous image to be used to predict the new image. It also sends the 
prediction error so that the exact new image may be reconstructed. This improved inter­
image prediction is borrowed from the motion estimation technique commonly utilized 
in both MPEG and H.261 standards. It is also referred to as motion compensated 
prediction. That is, it uses “motion” compensated estimation to reduce the redundancies.
This approach allows more accurate image matching since the closest matched region is 
chosen for prediction. Thus it naturally leads to an improved compression ratio. But the 
high computational cost to search through all possible blocks for the optimal matching 
block severely limits its practical use [LS95]. Besides that, extra storage must be used 
to store information about regional correspondences between the predicted region and 
the matching region.
Many fast algorithms, such as 2-D log search [Hun73], one-at-a-time search [TBKT91], 
and orthogonal search [WW87], reduce the computation by searching only the selected
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positions in the block. However, these methods often suffer performance loss as they 
may be trapped in the local minima of the match criteria. As a result, the inter-image 
prediction with region matching has been really inefficient when applied to the similar 
images.
4.3 Adaptive Intra-interframe Predictive Coding
The intra-interframe predictive coding is also referred to as differential pulse code mod­
ulation (DPCM) or 2-D and 3-D autoregressive models [DB93, Ham94, Mus79, WZH95]. 
This technique includes image shifts in the predictive model since neighboring pixels tend 
to have close, i.e., correlated, intensity values in any image. Therefore, a pixel intensity 
may be predicted from the intensities of its surrounding pixels. The autoregressive model 
of the k — th order for the 2-D image u[t, j] (intra-frame prediction) is:
k k
«[»* j] = L51 ~ °m> j  ~  M J  + r  = 151 An5ttm£-6muJ + r  =  L/3ti*[i,j]J +  r  (4.2)
m =l m =l
where 0 m , am  and bm  are optimally chosen constants (a m  and bm  are integers) and u, 
is for all left and bottom shifts of the image u used in a particular model.
2-D models can be extended to 3-D models which include inter-image relations. The 
autoregressive model of the k — th order for the 3-D image (inter-frame prediction) is:
k
u = L i ;  aivi +  51 0mBamLbmu\ +  r  =  [0ut -I- ayv, J +  r  (4.3)
j  m - 1 j
where Vj are images similar to u. When all v j  represent close slices of the same 3-D 
object, this model efficiently decorrelates the data.
For the adaptive intra-interframe predictive coding, the predictor is switched between 
the two states illustrated on Figure 4.1. A predictor adaptation procedure is utilized to 
determine whether an intra-frame prediction or an inter-frame prediction is used based
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on the optimal prediction error. Then the encoder makes an estimate for the value of the 
current pixel based on previous value for that location or other neighboring pixel values 
depending on the predication decision made by the predictor adaptation procedure. The 
rules for estimating are stored in the decoder and, for any new pixel, the encoder need 
only send the difference value between what the rules have predicted and the actual value 
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(a) lu a-ft—e predicalirt rndiag (b) iMer-frame predicative codtn*
Figure 4.1: Two states - intra-frame and inter-frame prediction
In the example illustrated on Figure 4.1, for intra-frame predictive coding, pixels 
from the adjacent upper left (Si), upper middle (S2 ), upper right (S3 ), and left (S4 ) are 
utilized to predict the new pixel intensity at S5  using the formula Sn,5pred =  aiSn,i + 
0 2 -Sn,2  +  a3 S„ , 3  +  0 4 5 ,1,4 , where ai, 0 2 , 0 3 , 0 4  are predetermined optimal coefficients. For 
inter-frame predictive coding, a pixel at the same location of the previous image (S5  of 
image IV — 1) is used to predict the pixel intensity (S5 ) of image N  using the formula 
Snfipred — aS„_i,5 , where a is a predetermined optimal coefficient.
The adaptive ability improves the accuracy of the prediction with the tradeoff of 
higher computational complexity. However, finding the optimum set of coefficients is also
46
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computationally intensive as it requires the computation of the image auto-correlation 
and cross-correlation values.
4.4 Conditional Replenishment
Conditional replenishment [Has79, HMC72, NH95] (Figure 4.2) has been proposed as a 
technique in video-telephony or video conferencing where cameras typically are stationary 
and scenes usually change slowly. It takes advantage of the similarities between successive 
images to transmit the pixel intensity value plus an address for each pixel that is changed 
by more than a certain threshold since the previously displayed image.










Figure 4.2: Block diagram of conditional replenishment
Conditional replenishment is significantly simpler than other video compression meth­
ods in terms of computational complexity, while is still able to achieve respectful com­
pression ratios for certain video applications where scenes change slowly.
4.5 Motion Compensated Interpolation
Motion compensated interpolation, which is also referred to as bidirectional prediction 
in MPEG terminology, utilizes three types of images such as intra-image (I), predicted 
image (P), and interpolated image (B for bi-directional prediction). Intra-images provide 
access points for random access but only with moderate compression. Predicted images
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are coded with reference to a past image (intrarimage or predicted image) and will in 
general be used as a reference for future predicted pictures. Bidirectional images provide 
the highest amount of compression but require both a past and future reference for 
prediction. Bidirectional pictures are never used as a reference. In all cases when a 
picture is coded with respect to a reference, motion compensation is used to improve 




Figure 4.3: Relationship between three image types
Motion compensated interpolation can facilitate random access and reduce bit-rates. 
It deals with the area not predictable from the past reference by the use of the future 
reference. Yet the tradeoff is that increasing the number of B images between references 
decreases the correlation of B pictures with the references as well as the correlation
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between the references themselves. As a result, the determination of the optimal number 
of B images between the references is important for the compression ratio.
49
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 5 
Set Redundancy in MR Brain Im­
ages
5.1 MR Brain Images Basics
MRI is a technique of measuring physical structure within the human anatomy. It is a 
safe medical imaging method that helps doctors create high resolution pictures of the soft 
tissues in the body. The procedure to generate MR images is as follows [Phi84, CS92]:
1 . Place the object in a uniform magnetic field, Bo, of between 0.5 to 1.5 Tesla (i.e., 5 
to 15 kilogauss). As a result, the object’s hydrogen nuclei align with the magnetic 
field and create a net magnetic moment Af, which is parallel to B q.
2. Perpendicularly apply a Radio Frequency (RF) pulse B rf  to B q. This pulse to­
gether with a frequency equal to the Larmor frequency (also called precession 
frequency) causes M  to tilt away from Bo.
3. Remove the RF signal to make the nuclei realign with B q in parallel. The return to 
equilibrium is referred to as relaxation. During relaxation, the nuclei lose energy by 
emitting their own RF signal. This RF signal is referred to as the Free-Induction 
Decay (FID) response signal, which is measured by a conductive field coil placed 
around the object being imaged. This measurement is processed or reconstructed 
in each dimension to obtain 3-D gray-scale MR images.
50
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The voxel intensity of a given tissue type (i.e. white matter or gray matter) depends 
on the Proton Density (PD) of the tissue; the higher the PD, the stronger the FID 
response signal. The intensity also depends on two other tissue-specific parameters 
including the longitudinal relaxation time (2 \) and the transverse relaxation time (I 2 ). 
Ti measures the time required for the magnetic moment of the displaced nuclei to return 
to equilibrium. T2  measures the time required for the FID response signal from a given 
tissue type to decay. The contrast between different tissue types can be controlled at the 
time of acquisition by varying several MRI parameters such as the pulse repetition time 
(Tr ), which is the repetition time for the RF pulse sequence, and echo time (Te ), which 
is the time between which the RF pulse is applied and the response signal is measured.
Our research focuses on brain structures to demonstrate our set compression tech­
niques. In short, MRI systems produce brain images in cross-sections (slices) of a human 
head. These brain images are acquired by measuring the interaction between RF pulses 
radiation and tissues in a strong magnetic field. Then they are transformed to recon­
struct a “3-D” digital image volume. Choice of PD, Ti, and T2  parameters can result in 
PD-weighted, Ti-weighted, or 7 2 -weighted images. That is, the Ti-weighted sequences 
uses a short T r  and short T e  (i.e., T r  < 1000 msec and T e  < 30 msec). The ^-weighted 
sequence uses a long T r  and long Tg (i.e., T r  > 1500 msec and T e  > 60 msec). The 
^-weighted sequence is usually employed as a dual echo sequence. The first or shorter 
echo (T e  < 30 msec) is PD-weighted or a mixture of T\ and T2 . In the literature the 
PD-weighted image is also referred to as “mixed T1 /T2  weighted”, the “balanced image” 
or simply as the “1st echo image”. The three types of MR brain images are very help­
ful for evaluating periventricular pathology, such as Multiple Sclerosis (MS), since the 
hyperintense plaques are contrasted against the lower signal cerebrospinal fluid (CSF).
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In general, MRI data is inherently multi-spectral [LRZ92, Rin93]. Typically, T r  and Te 
are adjusted such that tissues with a high PD appear bright in PD-weighted images and 
tissues with a long T2 appear bright in ^-weighted images. Figure 5.1 shows 2-D slices 
(axial slice #12) from the weighted MRI volumes. We observe that on the Ti-weighted 
image, the CSF is dark and white matter brighter than gray matter. However, on both 
the PD-weighted and ^-weighted image, the CSF is bright and gray matter brighter 
than white matter.
gray matter 





Figure 5.1: 2-D slices from the weighted MRI volumes (a) A Ti-weighted 
MR image slice (b) The same T2 -weighted MR image slice (c) 
The same PD-weighted MR image slice
Figure 5.2 depicts 20 T2 -weighted axial slices, which are perpendicular to a vertical 
axis, comprising an example MR volume with 256 x 256 pixels in each single slice. 
The 20 slices, which have a 3 mm slice thickness, 3% noise, and 0% intensity RF non­
uniformity (i.e., purely uniformity), are generated using an MRI simulator developed at 
the McConnell brain imaging center. The specified noise percent is a percent standard 
deviation relative to the mean signal intensity for a reference brain tissue (i.e., white 
matter for Ti-weighted sequences, and CSF for T2 -weighted and PD-weighted images). 
The simulation is based upon the anatomical model of brains and can serve as an accurate 
basis for any analysis procedure. We used many different kinds of simulated volumes
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generated by the MRI simulator for both compression and analysis of normal and MS 
brain images.
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Slice #5Slice #1 Slice #2 Slice #3 Slice #4
Slice #7 Slice #8 Slice #9 Slice #10
Slice #15
Slice #20
Figure 5.2: 20 slices of MR T2 -weighted axial MS brain images comprising 
an example volume
Figure 5.3 depicts 16 7\-weighted sagittal slices, which are perpendicular to a hori­
zontal axis, comprising an example MR volume with 256 x 256 pixels in each single slice. 
The 16 slices are obtained from Louisiana State University Health Sciences Center in 
New Orleans (LSUHSC-NO). This volume contains unknown noise inherited from the 
acquisition procedure.
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Slice#! Slice #2 Slice #3 Slice #4
Slice #3 Slice #6 Slice #7 Slice #8
Slice #9 Slice #10 Slice #11 Slice #12
Slice #13 Slice #14 Slice #15 Slice #16
Figure 5.3: 16 slices of MR 7\-weighted sagittal brain images comprising an 
example volume
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In this research, we primarily used two image types, 3-D Ti-weighted or T2 -weighted 
MR axial or sagittal or coronal brain images (Figure A.2), as the basic test sets for the 
proposed compression method.
5.2 Special Redundancy in a 3-D MR Brain Image Set
MRI data contain large quantities of noise, which are uncorrelated from slice to slice. 
This makes the structure of cross dependence more complicated t han  temporal sequences. 
Yet, a significant amount of redundancy between successive slices of MR data can be 
found after a close investigation of the structure of MR brain images (Figure 5.2 and 
Figure 5.3). For instance, they are similar in terms of the shape, pixel intensity at certain 
anatomical positions, and analogous anatomical structures from subjective observation. 
In addition, statistical analysis was done to further illustrate the similarity of these 
images.
5.2.1 Histogram Analysis
A histogram is a graphical representation of the frequency table of the sampled data 
set. The intervals are shown on the z-axis and the number of frequencies in each interval 
is represented by the height of a rectangle located above the interval. In this research, 
we constructed the histograms to study the intensity distributions of brain slices. The 
histograms shown afterwards depict the intensity distributions of brain slices among the 
intervals with centers specified by the vector [0,5, • • •, 5i, • • •, 250,255].
Histograms for all MR axial brain slices shown on Figure 5.2, are presented on Figure 
5.4. This shows that more than 50% of the pixels have inclusive intensities between 0 
and 2  per slice, and all the other intensities are uniformly distributed with a probability 
of less than 10%. On Figure 5.5, we further show the exact percentage of the pixels with 
the zero intensity and with less than intensity of 10 per slice. It turns out that over 50%
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of pixels have zero intensity per slice. The pixels with inclusive intensities between 1 and 
10 are around 2.4247%. This observation is in accordance with the simulated parameters 
for generating the MR axial brain image set.
Histograms for all MR sagittal brain slices on Figure 5.3, are presented on Figure 
5.6. This shows that more than 25% of the pixels have inclusive intensities between 0 
and 2, and all the other intensities, except for the inclusive intensities between 3 and 7 
(i.e., centered at intensity of 5), are distributed with a probability of less than 10%. On 
Figure 5.7, we further show the exact percentage of the pixels with the zero intensity and 
with less than 10 intensity per slice. It turns out that there are over 10% of pixels that 
have a zero intensity per slice. The pixels with inclusive intensities between 1 and 10 are 
around 35.855%. That is, large numbers of pixels have the intensity close to zero, which 
are potentially noise inherited from the acquisition process. This noise feature is also 
observed on Figure 5.8, which depicts the reversed MR sagittal brain image set. That is, 
a pixel intensity in the reversed slice is obtained by subtracting the corresponding pixel 
intensity in the original slice from the maximum pixel intensity. The potential noise 
outside the brain structures is clearly presented on Figure 5.8.
The histogram demonstrates the similar pixel intensities distribution among all slices 
in two different brain sets. It also shows that large numbers of pixels have small intensi­
ties, most of which are in the background. As a result, we may apply a threshold based 
approach to separate the brain structure from the background.
5.2.2 Plot of Wavelet Coefficients
A two-level (2, 2) integer wavelet transform was applied to all MR brain slices presented 
on Figure 5.2 and Figure 5.3 on a slice-by-slice basis. The two-level integer wavelet 
transformed slices are represented by two types of sub-images: a single low-resolution
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Figure 5.4: Comparable histograms of MR axial brain slices (Figure 5.2)
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Figure 5.5: Intensity distributions of MR axial brain slices (Figure 5.2)
sub-image (^ 2 ) which contains most of the energy; and six high-resolution sub-images 
{Hi, Vi, and A , * = 1 , 2 ) which contain the information of sharp edges.
Figure 5.9 and Figure 5.10 depict the plots of the coefficients of all decomposed sub­
images for all slices in two different brain sets respectively. Ai, Hi, Vi, and A  represent 
level t decomposition of the integer wavelet transform in average, horizontal, vertical, 
and diagonal directions respectively. The abscissa represents the vector position and 
the ordinate represents the value of the decomposed coefficients at their corresponding 
vector position.
On Figure 5.9, all axial slices on Figure 5.2 have very similar (not identical) plots for 
their level 2  average decomposition, which is the coarse approximation of the original 
image at a high scale, as shown on each sub-plot, A%. Deviations from the average ap­
proximation of horizontal, vertical and diagonal directions are also similar to each other, 
especially for the adjacent slices. This indicates similar energy and edge distributions 
among all axial slices.
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Histogram o f  Slice #1 Histogram o f Slice #2 Histogram o f  Slice #3
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Histogram o f  Slice #4
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Figure 5.6: Comparable histograms of MR sagittal brain slices (Figure 5.3)
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Figure 5.7: Intensity distribution of MR sagittal brain slices (Figure 5.3)
Slice #2 Slice #3 Slice #4
Slice #6 Slice #7 Slice #8
Slice #9 Slice #10 Slice #11 Slice #12
Slice #13 Slice #14 Slice #15 Slice #16
Figure 5.8: Reversed MR brain image set on Figure 5.3
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Figure 5.9: Coefficients of decomposed axial sub-images for a 2-level (2, 2) 
integer wavelet transform
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(figure continued)
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Figure 5.10: Coefficients of decomposed sagittal sub-images for a 2-level (2, 
2 ) integer wavelet transform
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On Figure 5.10, grouped adjacent sagittal slices on Figure 5.3 have sim ilar plots for 
the level 2 average decomposition. For example, slice #1 to slice # 6  are similar to each 
other; slice #7  to slice #13 are similar to each other; slice #14 to slice #16 are sim ilar 
to each other. Deviations from the average approximation of horizontal, vertical and 
diagonal directions are similar to each other for certain adjacent slices such as slice #4  
and slice #5, slice #9 and slice #10, and slice #11, slice #12, and slice #13. This 
indicates the partially similar energy and edge distributions among sagittal brain slices.
The main reason for the 3-D MR axial brain image set to have more similarity than 
the 3-D MR sagittal brain image set is that it has uniformly distributed noise due to 
the choice of the parameters for the simulation. In spite of less similarities for the 3-D 
sagittal brain slices, adjacent slices have more similarities than the non-adjacent ones, 
especially in the level 2  average decomposition.
The plot of wavelet coefficients graphically shows the amplitude of the coefficients at 
the corresponding vector positions. The similar shape of each sub-plot illustrates the 
similar energy and edge distribution. However, the unknown noise inherited from the 
acquisition process distorts the sub-plots to some extent, as shown on Figure 5.10.
5.2.3 Statistics of Wavelet Coefficients
The amplitudes of the wavelet coefficients represent the average intensity in the low- 
resolution sub-image (^ 2 ) and the intensity changes along different directions in six high- 
resolution sub-images (H2 , V2 , D2 , Hi, Vu and Di). In general, the large amplitudes 
represent sharp changes and the small amplitudes represent smooth changes in six high- 
resolution sub-images. Table 5.1 and Table 5.2 list the mean and the standard deviation 
for all decomposed sub-images presented on Figure 5.9 and Figure 5.10 respectively. The
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statistics of the wavelet coefficients on both tables provide information about the general 
characteristics of each sub-images.
Severed observations are:
• All slices in each brain set have slight deviation in the mean and the standard 
deviation for all decomposed sub-images.
• The statistics at level 1 decomposition (Hi, Vi, and Di) have more similarities 
than the ones at level 2 decomposition (H2 , V2 , and D2 ). In fact, all slices in each 
brain set have almost identical statistics at level 1  decomposition except for several 
slices with the small diagnostic regions such as axial slices #18, #19, and #20, 
and sagittal slices # 1 , #2, and #3.
• The slices with the small diagnostic regions have less mean and standard deviation 
due to large “black” background involved. We may use this feature to identify the 
slices with small diagnostic regions.
The similarity of the statistics of the wavelet coefficients demonstrates the similarity 
of the general characteristics of the decomposed sub-images.
5.2.4 Entropy
The entropy of an image is a measure of the amount of information an image contains, 
and it is also used as a measure for the compressibility of the image (lower entropy 
means better compressibility). Table 5.3 and Table 5.4 summarize the entropy of the 
original MR axial and sagittal brain slices and their corresponding 2 -level (2, 2) integer 
wavelet transformed slices. We also list the entropy of the transformed slice at different 
directions (i.e., average, horizontal, vertical, and diagonal) of different decomposition 
levels on both tables due to the differences of their statistics.
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Ai tii Vi Di Hi Vx Di At Hi Vi Da Hi Vi D,
1 25.81 -0.21 -0.54 -1.12 -0.28 -0.53 -0.89 45.65 6.78 8.49 7.93 3.07 4.28 2.34
2 27.57 -0.27 •0.42 -0.68 -0.27 -0.50 -0.87 41.74 9.92 9.03 8.38 3.75 4.35 2.32
3 30.14 -0.19 -0.54 -1.21 -0.27 -0.50 -0.87 41.87 11.55 9.29 8.75 3.84 4.37 2.23
4 34.26 -0.13 -0.75 -0.64 -0.27 -0.52 -0.89 44.54 11.66 11.88 10.03 4.18 5.17 2.43
5 36.71 -0.27 •0.54 -0.94 -0.29 -0.50 -0.89 45.72 13.09 13.39 11.10 4.57 6.03 2.61
6 39.38 -0.32 -0.55 -1.00 -0.27 -0.51 -0.91 46.29 15.59 15.95 11.58 4.62 6.71 2.59
7 39.64 -0.21 -0.28 -1.02 -0.28 -0.53 -0.90 46.56 16.24 16.35 11.97 4.95 6.91 2.73
8 37.11 -0.49 -0.80 -0.60 -0.29 -0.51 -0.89 41.68 15.76 15.95 12.71 5.33 6.99 2.71
9 33.72 -0.26 -0.62 -0.73 -0.39 -0.56 -0.91 38.08 16.83 15.35 13.24 5.37 7.12 2.72
10 36.67 -0.18 -0.37 -0.89 -0.26 -0.49 -0.88 41.58 16.96 17.93 15.37 6.02 7.80 3.21
11 36.64 -0.14 -0.41 -1.05 -0.24 -0.48 -0.90 40.70 18.86 18.75 14.46 6.10 7.90 3.13
12 34.26 -0.12 -0.29 -0.88 -0.26 -0.50 -0.90 39.66 17.16 18.80 15.20 5.77 8.01 3.18
13 35.91 •0.21 -0.28 -0.56 -0.25 -0.49 -0.90 40.75 17.26 19.00 15.11 6.25 8.32 3.35
14 34.06 -0.06 -0.57 -1.31 -0.34 -0.51 -0.89 38.27 15.59 16.46 12.46 5.24 6.97 2.68
15 35.40 -0.21 -0.55 -1.08 -0.32 -0.54 -0.90 40.55 14.59 14.94 11.62 5.06 6.46 2.53
16 34.85 -0.33 -0.77 -1.05 -0.32 -0.51 -0.91 40.19 14.13 15.02 10.84 4.58 6.36 2.53
'Bible 5.3: Original entropy and wavelet transform entropy for MR «vi*l 




Wavelet Transform Entropy at Different Directions
a 2 h 2 v2 d 2 Hi Vi 0 i
#1 4.5501 3.6217 4.9117 4.2902 4.1756 4.1211 3.3727 3.2865 2.6604
#2 4.6322 3.7578 5.0396 4.3626 4.3170 4.2430 3.5332 3.4459 2.7585
#3 4.6094 3.7589 5.0277 4.3816 4.3466 4.2365 3.5079 3.4640 2.7676
#4 4.5256 3.6758 5.0329 4.2876 4.2931 4.1662 3.4011 3.3834 2.7179
#5 4.4132 3.5620 4.9068 4.2016 4.0933 4.0623 3.3200 3.2590 2.6387
#6 4.5068 3.5704 4.9574 4.2465 4.1090 4.0061 3.3678 3.2080 2.6051
#7 4.5610 3.6028 5.0057 4.2232 4.0893 4.0377 3.3953 3.2561 2.6582
#8 4.5026 3.5794 4.9248 4.2147 4.1262 4.0420 3.3577 3.2171 2.6561
#9 4.3968 3.4904 4.8402 4.1393 3.9534 3.9119 3.3029 3.1242 2.5627
#10 4.3483 3.4278 4.7818 4.0627 3.8976 3.8466 3.2299 3.0459 2.5469
#11 4.3363 3.4384 4.7877 4.0503 3.9432 3.8919 3.2048 3.0920 2.5441
#12 4.1564 3.3494 4.6181 3.9325 3.7914 3.7272 3.1598 3.0114 2.4984
#13 4.0463 3.2731 4.4731 3.8642 3.7797 3.6690 3.0883 2.9543 2.4049
#14 3.9013 3.1557 4.2834 3.7046 3.6125 3.4998 2.9712 2.8475 2.3574
#15 3.7607 3.0557 4.1603 3.5638 3.5068 3.3963 2.8599 2.7877 2.2753
#16 3.5683 2.9306 3.9348 3.3916 3.3628 3.2561 2.7469 2.6947 2.1804
#17 3.2819 2.7321 3.6263 3.1507 3.1094 3.0618 2.5817 2.5017 2.0222
#18 2.9489 2.4681 3.2525 2.8772 2.8050 2.7401 2.3470 2.2442 1.8358
#19 2.5623 2.1280 2.8348 2.4765 2.4479 2.3735 2.0116 1.9586 1.5629
#20 2.0744 1.6623 2.2679 1.9790 1.9211 1.8509 1.5861 1.5098 1.1885
Table 5.4: Original entropy and wavelet transform entropy for MR sagittal 




Wavelet Transform Entropy at Different Directions
a 2 h 2 v2 d 2 Hi Vi b i
#1 5.0170 3.9266 5.3435 4.2071 4.3639 4.4947 3.3976 3.7513 3.1712
#2 5.3499 4.0802 5.7285 4.5628 4.5847 4.6907 3.5325 3.8802 3.1796
#3 5.5120 4.1038 5.8583 4.6518 4.5736 4.7412 3.5884 3.8597 3.1221
#4 5.8480 4.2532 6.2138 4.8561 4.8040 4.8549 3.6960 4.0195 3.1881
#5 5.9421 4.3544 6.3152 4.9187 4.9453 4.9793 3.8173 4.1059 3.2746
#6 6.0927 4.4338 6.4160 4.9815 5.1071 5.0588 3.8402 4.2386 3.2781
#7 6.1228 4.4722 6.4924 5.0348 5.0925 5.1032 3.9048 4.2514 3.3358
#8 6.0989 4.4411 6.4494 4.9751 5.0802 5.0420 3.8625 4.2465 3.2937
#9 5.9251 4.3655 6.3377 4.9219 5.0020 5.0247 3.7966 4.1512 3.2448
#10 6.0672 4.4940 6.4556 5.0155 5.1062 5.1618 3.9260 4.2718 3.3706
#11 6.0277 4.5411 6.3928 5.1514 5.1891 5.2118 4.0114 4.2935 3.4010
#12 6.0588 4.5758 6.4234 5.1273 5.2335 5.2820 3.9973 4.3858 3.4377
#13 6.0334 4.5942 6.4181 5.2525 5.2022 5.2577 4.0784 4.3453 3.4614
#14 5.9835 4.3914 6.3770 4.9845 5.0193 5.0456 3.8309 4.1810 3.2353
#15 5.9569 4.3510 6.2968 4.9017 4.9931 4.9606 3.8061 4.1514 3.2146
#16 5.9950 4.3513 6.3636 4.9125 4.9949 4.9751 3.7851 4.1422 3.2041
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Several observations are made from both Table 5.3 and Table 5.4:
• The entropy of both original and wavelet transformed slices decreases as the diag­
nostic region decreases. For instance, axial slice #1 containing large brain struc­
tures (i.e., large diagnostic region) has much larger entropy than axial slice # 2 0  
containing small brain structures (i.e., small diagnostic region).
• The wavelet transformed slices have less entropy than the corresponding original 
slices.
• Level 1 decomposition in different directions has less entropy than the level 2 
decomposition at the corresponding different directions.
• All entropies are comparable for all slices in different brain sets, especially between 
adjacent slices.
The entropy analysis demonstrates that each slice in two different brain sets contains 
an almost equal amount of information. Each wavelet transformed slice also contains an 
almost equal amount of information, which substantially increases the compressibility of 
the original slice.
5.2.5 Correlation
Correlation is a bivariate measure of association (strength) of the relationship between 
two variables. It varies from 0 (random relationship) to 1 (perfect linear relationship) or 
-1 (perfect negative linear relationship). The correlation between two slices (A and B) 
is calculated by:
_  E?=i X j x y j - n x  Xj x £?=l Vi 
Correlation -  (n  _  X) x SD(X) x SD(Y) ( )
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where x* and yi are pixel intensities, X  and Y  represent the pixel intensity matrices for 
slice A and B respectively, n is the total number of pixels in each slice, and SD(X)  and 
SD(Y) are the standard deviation of X  and Y  respectively.
The existence of statistical correlation between two slices can be verified graphically 
with a scatter plot of pixel values, and numerically by calculating the correlation coef­
ficient. Figure 5.11 and Figure 5.12 plot the correlation coefficients among each slice in 
MR axial brain set on Figure 5.2 and MR sagittal brain set on Figure 5.3 respectively. 
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Figure 5.11: Correlation plots for all MR axial brain slices (Figure 5.2)
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Figure 5.12: Correlation plots for all MR sagittal brain slices (Figure 5.3)
72
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Several observations are:
• Correlation coefficient 1  in each sub-plots represents the correlation with each slice 
itself.
• Non-adjacent slices have smaller correlation coefficients (i.e., weak correlation) than 
adjacent slices. For instance, the adjacent slices of MR axial brain set have the 
correlation coefficients between 0.7380 and 0.9252 with 0.8313 as the average. The 
non-adjacent slices have the correlation coefficients between 0.4229 and 0.8792 with
0.6774 as the average. Similarly, the adjacent slices of MR sagittal brain set have 
the correlation coefficients between 0.5087 and 0.8802 with 0.7333 as the average. 
The non-adjacent slices have the correlation coefficients between 0.1822 and 0.8500 
with 0.4281 as the average.
• In general, the axial brain image set has stronger correlation than the sagittal brain 
image set because of the uniformly distributed noise feature of the axial brain set.
• Most slices are less correlated with the slices having small diagnostic regions. For 
example, axial slices #18, #19, and #20 have less correlation with the other slices 
as shown on Figure 5.11(d). Sagittal slices #1, #2, and #3  have less correlation 
with the others as shown on Figure 5.12(a).
The correlation analysis demonstrates that adjacent slices in two different brain sets 
have higher correlations than non-adjacent slices. Two adjacent slices with the similar 
diagnostic size have higher correlation than the ones with the dissimilar diagnostic size.
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5.3 Summary
Based on these statistical analyses, we conclude that the redundancies in a 3-D MR 
brain image set are:
• Similar pixel intensity distributions shown by comparable histograms (Figure 5.4, 
Figure 5.5, Figure 5.6, and Figure 5.7),
• Analogous energy and edge distributions shown by identical plots of the coeffi­
cients of each sub-image after applying transforms such as a 2 -level integer wavelet 
transform (Figure 5.9 and Figure 5.10),
• Identical general characteristics of the decomposed sub-images shown on Table 5.1, 
and Table 5.2,
• Same compressibility measured by the comparable entropy for original slices, wavelet 
transformed slices, and each decomposed sub-image (Table 5.3 and Table 5.4),
• Strong association verified by high correlation among adjacent slices (Figure 5.11 
and Figure 5.12).
This special redundancy in a 3-D MR brain image set is called set redundancy. This 
set redundancy in a 3-D MR brain image set may be expanded to any other medical 
image set with different modalities, such as a 3-D CT brain image set, a 3-D PET brain 
image set, and other medical image sets such as 3-D knee, 3-D spleen, and etc.
It has been proven [Kar96] that entropy of the image set will decrease when the re­
dundancies of the same image set increases. Therefore, we will utilize the set redundancy 
in a 3-D medical image set to further improve the compression.
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Chapter 6 
Diagnostically Lossless Compression 
Scheme for 3-D MR Brain Images
6.1 Overview
Many clinical MRI exams are brain scans, which are sometimes used to produce a 3-D 
image of the head through the use of several 2-D slices, such as those on Figure 5.2 and 
Figure 5.3. Because of the excellent contrast, detail, and resolution achieved, MRI is a 
particularly good method for visualizing anatomical features and pathologies in brain 
images.
Multiple Sclerosis (MS) [New8 8 ] is a progressive disorder of the central nervous system. 
About 1 . 1  million people worldwide have MS. Its symptoms include weakness, lack of 
coordination, abnormal sensations, and speech and visual impairment. Both clinical 
symptoms of MS and the extent of lesions, which results from the breakdown of myelin 
sheathing in the white matter of the brain scans, change over time. As a result, early 
detection of MS is paramount for early drug treatments.
From the radiologists’ viewpoint, all the information contained in the MRI is critically 
important in accurate medical diagnosis and any loss of information in a compression 
method is not recommended. Lossless compression techniques for medical images have 
been mostly researched in 2-D with little research conducted in 3-D, as summarized in 
Chapter 2. Our research aim is to investigate lossless compression of 3-D MR brain
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images with a progressive transmission capability and the preliminary computer assisted 
diagnosis for normal and MS brain images.
In our compression scheme, we applied the feature vector based approach to select a 
reference slice from the representative subset of the entire 3-D image set. This subset 
contains a large diagnostic region with mostly white and gray matter with little muscle, 
fat, or bone of the skull. The selected reference slice is a good representative for the whole 
set with the excellent contrast and detail of anatomical features. A Lossless Embedded 
Zerotree Wavelet (LEZW) was then applied to the reference slice to ensure the progressive 
transmission ability. This progressive feature allows the reference slice to be transmitted 
from the coarsest version to the finest version so the radiologists can determine on the 
fly whether this is the desired image set for transmission before transmitting the entire 
image set.
Several unique aspects of MR brain images were exploited in our research to improve 
lossless compression ratios. First, a preprocessing technique was applied to each slice in 
a 3-D MR brain image set to remove noise outside the diagnostic region, i.e., diagnosti­
cally lossless. Second, pixel correlation between adjacent slices and within a single slice 
were utilized to reduce both temporal and spatial redundancies. Third, integer wavelet 
transforms were applied to decompose the 3-D MR de-correlated brain image set on 
a slice-by-slice basis. Fourth, entropy coding methods were used to reduce the coding 
redundancy.
In short, the technique we propose to use for diagnostically lossless 3-D medical image 
set compression is a combination of predictive coding, integer wavelet transforms, and 
entropy coding with a preprocessing procedure to remove noise outside the diagnostic 
region.
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Figure 6.1 shows the block diagram of our diagnostically lossless 3-D medical image 
set compression technique. The upper part of the diagram demonstrates the procedure 
for preliminary computer assisted diagnosis for normal and MS brain slices with the most 
discernible anatomical features. The encoder and the decoder illustrate the compression 
and decompression procedure of the entire 3-D MR brain image set.
6.2 Preprocessing
Most compression techniques compress the entire image. However, we have observed 
that most medical images contain large backgrounds, which are not used in the medical 
diagnosis. For example, the standard high-resolution Computed Radiography (CR) tem­
plate of 2048 x 2048 pixels usually contains a large margin along four boundary edges, 
where no medical image data is mapped during the digitization process. The size of this 
margin typically comprises 10-15% of the total template area. CT images leave 20% of 
the template unused, though circular support is digitized to the template. MR images 
contain up to 40% of the template unused. These unused margins are often referred to 
as image backgrounds in medical image applications. These image backgrounds, even 
though they appear totally uniform, in fact contain random noise and artifacts inherited 
from the image acquisition. Total removal of the noise in these image backgrounds, i.e., 
the noise outside the diagnostic region, substantially improves any lossless compression 
technique. This results in no loss to any data in the diagnostic region, i.e., diagnostically 
lossless. From the radiologists’ viewpoint, we propose a diagnostically lossless medical 
image preprocessing method to remove almost all noise in the background with no loss 
of any diagnostic information in a set of medical images, e.g., MR brain images [QTP00].
Due to the non-uniformly distributed noise inside MR brain images, a filtering process 
was integrated to ensure more accurate determination of the diagnostic boundary. First,
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Figure 6.1: Block diagram of diagnostically lossless 3-D medical image set 
compression algorithm
each slice was smoothed with a 2-D low-pass filter to eliminate almost all effects from 
noise in the boundary determination. The 2-D low-pass filter used is an average filter of 
the form:
' 1/9 1/9 1/9 '
1/9 1/9 1/9 
1/9 1/9 1/9
Second, the left and the right boundaries of the diagnostic region were determined by 
finding the first and the last pixel above a threshold for each horizontal scan-line on 
the smoothed slice. An adequate threshold was experimentally determined to be 10% 
of the maximum pixel intensity in each slice. In general, this threshold is conservative, 
which leads to a relatively accurate estimate of the boundary, since the human head 
is convex with the exception of the nose region. Third, the boundary was marginally 
extended by 1 -pixel to ensure ail the diagnostic information was included. Fourth, the 
background region outside the extended boundary was uniformly set to zero to denoise 
the non-diagnostic region of each slice in the brain image set. Fifth, the denoised 3-D 
brain image set was further reduced in size that unanimously contains the maximum 
diagnostic region in the 3-D brain image set.
In summary, this proposed preprocessing method effectively eliminates almost all 
noise in the backgrounds and significantly aids any lossless compression method by im­
proving the performance of the entropy coding performed in the final processing step. 
This proposed preprocessing method also significantly aids the feature vector based pre­
liminary diagnosis of the normal and MS brain slice by eliminating the effects of noise 
and utilizing only the diagnostic region to accurately calculate the mean and the variance 
for each slice.
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6.3 Feature Vector Based Preliminary Diagnosis
6.3.1 Characteristics of M R Brain Images
In MR brain images, the white and gray matter tissues appear with different intensities 
that depend on the acquisition parameters. In both PD-weighted and TVweighted scans, 
the gray matter usually appears brighter and the white matter darker; in Ti-weighted 
scans, the reverse is true. The CSF and tissues such as muscle, fat, and bone of the skull 
appear with other characteristic intensities (Figure 5.1).
MS is characterized by a breakdown of myelin sheathing in parts of the white matter. 
The resulting plaques or lesions are visible in both MR Ti-weighted and ^-weighted 
brain images as bright patches, i.e., small clusters of few pixels with relatively high 
intensity compared with their neighboring pixels, usually in the white matter. However, 
it is not easy to detect MS lesions at an early stage since they appear as small-ovoid 
shaped-focal bright spots with discrete borders (Appendix A).
We observed from Figure 5.2 (MR 7 2 -weighted axial brain image set) that the middle 
slices (e.g., slice # 6  to slice #15) contain large amounts of diagnostic region of mostly 
white and gray matter with little muscle, fat, or bone of the skull inside. However, on Fig­
ure 5.3 (MR Tpweighted sagittal brain image set), most slices contain large amounts of 
diagnostic region of mostly white and gray matter except the first four slices. Therefore, 
we chose these slices as a representative subset for our feature vector based preliminary 
diagnosis of the normal and MS brain slice.
6.3.2 Feature Vector Based Approach
The use of feature vector as a condensed descriptor of an image can be used to an­
alyze the characteristics of the image. Different approaches include the use of Fourier 
transforms, fractals, and mathematical morphology to extract the feature vectors [DP89,
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Man77, SF8 6 ]. Several authors used wavelet decomposition to extract features [CN95, 
DBM93, LZ96, LZ95, ZBC97, ZC93]. They used features such as maxima, and min­
ima of wavelet coefficients, high-interest points or local curvature discontinuities for a 
point-to-point matching. Others [AKS95, ODB95, TRU95, UA93, WM90] used either 
gray level intensities provided by the low-pass wavelet filters or features extracted from 
high-pass filters to perform global correlations or optimizations. However, most of these 
approaches were used in pattern recognition and image registration but have not been 
applied to the analysis of medical images.
In our research, we explicitly take advantage of the multi-resolution property of 
wavelet transforms to extract feature vectors. These extracted feature vectors are used to 
represent the basic characteristics of each slice in the 3-D image set for further analysis.
The multi-resolution approach allows for the image expansion by adding the indepen­
dent sub-space images:
/o =  (/o -  h )  + (/i — h )  H { fj-i  — fj) +  f j  (6 -1 )
where the image f j  is the next coarser representation of the image f j - 1  [Dau92]. Specif­
ically, the image f j  is a half resolution (i.e., l / 2 Jth of the frequency spectrum of the 
original image fo) version of the image f j - 1. If we designate the difference in “informa­
tion” between the successive image f j - 1  and f j  by dj = f j - \  — fj,  the equation (6 .1 ) can 
be simplified:
fo =  dt +  <*2 H h dj + f j  (6 .2 )
where [di -* dj] contains the [fine detail -+ coarse detail] of the image and f j  is a 
smoothed version of fo. Each di image results from three independent sub-band im­
ages in the wavelet domain related to features oriented in the horizontal, vertical, and
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diagonal directions. The orthogonality of the sub-band images allows the three direc­
tional sub-band images of a particular image resolution to be combined and observed 
simultaneously. That is, three independent sub-band images in horizontal, vertical, and 
diagonal directions of a certain resolution can be combined to have a level of image detail 
to aid the analysis. As a result, feature vectors extracted from different levels (e.g., di, 
^2 , and ds) of image details determine the potential slice with the most discernible brain 
tissue information.
Since MS brain images are characterized by bright patches in both Ti-weighted and 
7 2 -weighted images, they should have higher average intensities than the normal brain 
images under the same acquisition conditions. Compared to the normal brain images, the 
variance should also be different due to the bright patches. As a result, the feature vectors 
to distinguish the normal slice from the MS slice are constructed by mean, variance and 
the number of maxima points of the finest (i.e., highest frequency) detail of sub-band 
images of wavelet decomposition.
The pseudo-code for feature vector based preliminary diagnosis of the normal and the 
MS brain slice is:
1. Initialize three feature vectors NumDi, NumDi, and NumDi (determine the slice with the most 
discernible brain structures) and five feature vectors MSNumDi, M S NumDi, MSNumDi, 
Mean, and Variance (determine the normal and the MS brain slice) as empty.
2. Set Threshi = 0.2 and Threshi — 0.1.
3. Choose a representative subset V  of "MS visible” slices to represent the whole set.
4. For each slice t in the chosen subset V
4.1. Apply preprocessing to remove the noise outside the diagnostic region.
4.2. Calculate the mean and variance of the diagnostic region within the boundary determined 
by the preprocessing method and append them to Mean and Variance respectively.
4.3. Apply 3-level integer wavelet transform to the processed slice.
4.4. For each horizontal, vertical, and diagonal decomposition a t each scale j  =  1,2,3
4.4.1. Add three independent sub-band images: Dj =  Dj,v +  Dj,h +  Dj,*.
4.4.2. Find the maximum absolute value of Dj: Max =  maximum(abs(Dj)).
4.4.3. Count the number of edge pixels x in Dj such as: aba(x) 0.
4.4.4. Append the number to NumDj.
4.4.5. Count the number of edge pixels x in Dj such as:
oba(x) < =  Max x Threshi and abs(x) >= Max x Threshi.
4.4.6. Append the number to MSNumDj;
Endfor
82
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Endfor
5. Find the slice having the majority of maximum values in NumDi, NumD-t, and M im D j.
6. Determine whether the slice is normal or MS based on the experimental criteria using M SNumDi, 
M SNumDj, MSNumDz, and Variance (Mean provides the information about the darlniMn of 
the image).
After applying the feature vector extraction algorithm, the feature vectors’ values for 
each slice of the representative subset are:
1. NumDji The count of the number of edge pixels in the detail image.
2 . M SNum D j: The count of the number of edge pixels satisfying the threshold 
conditions in the detail image.
3. Mean: The average intensity value.
4. Variance: The variance.
The Threshi and Thresh^ were determined by experimental calculations to be ap­
proximately optimal.
The NumDj of the 3-D image set can be used to determine the slice with the most 
discernible brain tissue information. The MSNumDj and Variance of the 3-D image 
set can be used to sequentially compare with the same feature vectors obtained from the 
reference image set to determine whether the image set is normal or MS based on an 
experimental set criteria. Therefore, the feature vector based approach chooses the slice 
with the most discernible brain tissue information for t r ansm ission and indicates whether 
the 3-D set represented by the slice is normal or MS. The chosen slice is progressively 
transmitted from its storage so the radiologist can determine whether this is the desired 
image set for transmission.
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6.4 Lossless Embedded ZeroTree Wavelet (LEZW)
Transform-based techniques are the most attractive among the possible alternatives for 
a lossless compression scheme with progressive t r ansm ission capabilities. Wavelet trans­
forms can be implemented in compression schemes featuring progressive t r ansm ission, 
in which a coarse version of the image is transmitted first, followed by successive trans­
missions of the refinement details.
A popular image coding technique featuring progressive transmission is the EZW cod­
ing, introduced by Shapiro [Sha93], Chapter 3. It is a simple and remarkably effective 
image compression algorithm, where the bits in the bit stream are generated in order 
of importance. In addition, to produce a fully embedded bit stream, EZW consistently 
produces compression results that are competitive with virtually all known compression 
algorithms. But EZW coding is a lossy compression algorithm since successive approxi­
mation quantization (SAQ) is applied to provide a multi-precision representation of the 
coefficients and to facilitate the embedded coding. Specifically, the coefficients, whose 
absolute values are above the current threshold, are quantized by a subordinate pass. 
This subordinate pass uses a symbol to roughly indicate the range of the coefficients 
instead of the exact values. That is, one symbol codes the coefficients in the upper half 
of a range between the threshold of the current and the previous subordinate pass and 
another symbol codes the coefficients in the lower half.
We implemented a progressive-lossless coding method based on an integer wavelet 
transform generated by a lifting scheme. The first modification is the processing of an 
arbitrary size image instead of one of power of 2. The second modification adds two more 
symbols for convenience in the implementation, besides the four coded symbols (P 05 , 
NEG, IZ,  and ZTR) proposed by Shapiro [Sha93]. One is ZTD, which indicates that
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the coefficients are zerotree descendants. The other is SCN, a “flag” to indicate the 
previously scanned significant coefficients. The coded symbols have the values:
POS = 3; NEG  =  2; IZ  =  1; ZTR = 0; ZTD = - 1 ; SCN  =  -2 . (6.3)
where all four symbols used in the final bit stream (i.e., POS, NEG, IZ, and ZTR) 
can be uniquely coded by two bits such as 11, 10, 01, and 00. The third modification 
uses successive differences for each subordinate pass, i.e., subtracting the subordinate 
threshold from the coefficients in the subordinate list to provide an exact representation 
of the coefficients. The fourth modification forces previously scanned significant coef­
ficients being coded and appended to the dominant list only once during the repeated 
scanning processes. The fifth modification stores the final bit stream as a byte stream 
to shorten its length for adaptive arithmetic coding.
The pseudo-code of the LEZW algorithm is:
[ByteStream] — LEZW (Image)
1. [IVaveletlm] =  IntegerWaveletTransform(/mage, Level, N, N).
2. MinimumThreshold =  Min{abs{W aveletlm))/2.
3. If (MinimumThreshold = 0)
MinimumThreshold = 0.5.
Endif
4. Threshold =  2l J.
5. Padding 0’s to the Waveletlm so that its height and width are divisible by
6. Real Height — adjusted Waveletlm height and RealWidth = adjusted Waveletlm width.
7. Initialize Dominant List of size RealHeight x RealWidth as all l ’s.
8. Initialize SvbordinateList, BitStream, DominantBitStream, and SvbordinateBitStream as 
empty.
9. While (Threshold > MinimumThreshold)
9.1. SignificantMap — CalculateSignificantMap(DominantList, Waveletlm, Threshold, 
Level).
9.2. [Oom inaiU£t(5lreani, SvbordinateList] =
DominantPass(W aveiet/m, SignificantMap, Level).
9.3. [SvbordinateBitStream] — SubordinatePass(Su6ordinateLi*t, Threshold).
9.4. BitStream = [BitStream-, DominantBitStream; SvbordinateBitStream].
/ ’Append DominantBitStream and SvbordinateBitStream to BitStream */
9.5. Update the l ’s at the scanned significant coefficients’ positions in Dominant List with 0’s.
9.6. Threshold =  Threshold/2.
Endwhile
10. Covert BitStream  to ByteStream by grouping every 8 bits into a byte.
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The pseudocode of CalculateSignificantMap is:
SignificantMap —
CalculateSignificantMap(Z>ommanf£tsf, Waveletlm, Threshold, Level)
1. SignificantMap =  Waveletlm.
2. Code previously scanned significant coefficients in SignificantMap as ZTRs (0’s) using 
DominantList
3. For all * in SignificantMap do
If (abs(x) > Threshold)
Code x as POS or NEG.
Else
Code x as ZTR.
Endif
EndFor
4. Scan SignificantMap from the finest to the coarsest scale to update ZTR  with IZ  or ZTD  or 
unchanged.
5. Scan SignificantMap from the coarsest to the finest scale to update ZTD  with ZTR  for the 
direct descendants of each previously scanned ZTR  significant coefficient using DominantList.
6. Update SignificantMap with SCNs at the positions of previously scanned significant coefficients.
The pseudocode of the DominantPass is:
[DominantBitStream, SubordinateList]
— DominantPass(W^aue/ef/m, SignificantMap, Level)
1. Scan SignificantMap from the coarsest scale to the finest scale in the order proposed by Shapiro 
(Figure 3.11).
2. For all x in SignificantMap
If (x is coded as POS, NEG, ZTR  or IZ)
Add the coded symbol to DominantBitStream.
If (x is coded as POS or NEG)




3. Convert each symbol in DominantBitStream to a two-digit binary number.
The pseudo-code for the SubordinatePass is:
[SubordinateBitStream] =  S\iboTdinatePass(SubordinateList, Threshold)
1. For all x in SvbordinateList do
If (x > 0)
Update x with (x — Threshold).
Else
Update x with (—Threshold — x).
Endif
Endfor
2. Convert each x in SvbordinateList to a (ogf^rejAoM-digit binary number.
3. Store the coverted binary numbers in SvbordinateBitStream.
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This variant of EZW (i.e., LEZW) was applied to the reference slice chosen by the 
feature vector based approach to ensure a lossless progressive transmission at different 
bit rates.
6.5 Predictive Coding
6.5.1 Research on Related Works
Many predictive methods [CCK99, DB93, KR92, RV91] have been effectively utilized to 
achieve lossless compression in a variety of medical applications as illustrated in Chapter 
2 .
The simplest and fastest predictive method is DPCM based prediction, which has been 
adopted for lossless compression by the JPEG standard [Wal91]. In the JPEG standard, 
any predictor only combines the values of up to three neighboring pixels to form an 
estimation. As demonstrated on Figure 6.2, these predictors can only use pixels A , B, 
and C to predict a given pixel, X.  Eight predictors shown on Table 6.1 constitute the 
prediction rules in the JPEG standard. That is, selections 1, 2, and 3 are 1 -D predictors 
and selections 4, 5, 6 , and 7 are 2-D predictors. Selection 0 is a 3-D predictor for the 
differential coding in the hierarchical mode of operation.
c B
A X
Figure 6.2: Sample prediction neighborhood of the JPEG standard
Nijim [NSM96] experimented on ten other fixed predictors for the lossless compression 
of MR and ultrasonic images and obtained better compression ratios than the JPEG
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standard. The corresponding sample prediction neighborhood and prediction rules are 
illustrated on Figure 6.3 and Thble 6.2 respectively.
c D E F
B A X
Figure 6.3: Sample prediction neighborhood proposed by Nijim
The advantages of DPCM based prediction technique are as follows:
1. No need to compute the predictor coefficients since they are predetermined by the 
prediction rules and are known by the encoder and the decoder correspondingly.
2. Greatly reduced computational complexity.
However, the lack of adaptation to the image statistics prevents this technique from 
offering superior compression performance compared to the more sophisticated adaptive 
predictive methods. The most efficient adaptive predictive method is the MAR-based 
predictive coding [DB93]. In the MAR method, the digital image is first divided into 
several smaller blocks. A specific 2 -D MAR predictor is adaptively designed for each
88
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block to generate the residue sequence. This method normally leads to high performance 
because the predictor is based on local image statistics within each block. However, the 
performance is greatly reduced when applied to images whose local statistics change 
within the block, especially in edge regions. Furthermore, side-information such as the 
predictor coefficients must be transmitted to the decoder with each block. Therefore, 
reasonably dividing blocks is the research focus for the adaptive predictive method. Chou 
[CCV+95] experimented on the fixed block size of 30 x 30 for both MR and CR medical 
images and achieved encouraging compression results with the entropy coding applied 
afterwards. Nakachi [NFS99] proposed an MAR method based on an image segmentation 
technique for lossless image compression. This sophisticated approach divided the image 
into statistically homogeneous regions of varying size and shape for accurate prediction. 
The MAR predictor is designed by using the statistics of the image segments to enhance 
the compression performance.
6.5.2 Intra-, Inter-, and Intra-and-Inter- Slice Predictors
In our research, we address lossless compression of 3-D MR brain image sets. In any 
3-D medical image set, multiple parallel slices (cross sections) of the body part being 
imaged are generated in each examination procedure. Typically, the distance between
89
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those slices varies from 1 - 1 0  mm, whereas the distance of adjacent pixels within a slice 
varies from 0.3 -  1 mm for MR or CT images. In Chapter 5, we observed that adjacent 
slices usually possess more anatomical or physiological similarity, i.e., a higher degree of 
spatial coherence than nonadjacent ones. Furthermore, a higher degree of neighborhood 
pixel correlation exists within a slice because of the smaller distance between adjacent 
pixels. These two types of correlation, inter- and intra-slice, can be integrated into a 
method that improves predictive accuracy.
The predictive coding method used in our research exploits both inter- and intra­
slice spatial correlation to calculate a pixel intensity from the appropriately weighted 
neighboring pixels of both the previously encoded slice and the current predicted slice 
[QTP01, QTPT01]. The difference between the predicted (i.e., estimated) pixel intensity 
and its actual intensity for the current slice feeds an input to the next stage (i.e., forward 
integer wavelet transform).
In order to design predictors which are optimized for the entire 3-D image set, we 
make three necessary assumptions. First, we assume that the 3-D medical image set, 
V(x, y,z), is a wide-sense stationary random process. That is, the mean and covariance 
(i.e., autocorrelation functions) do not vary throughout the 3-D image set. Second, we 
assume that the random process V(x,y,z)  is ergodic; that is, the sample mean and 
sample covariance converge their ensemble values. Third, we assume that the 3-D image 
set has zero mean. That is:
V = E[u(ar, y, z)] = /i =  0. (6.4)
The predictor used for the illustration of the derivation of the predictor coefficients 
has the following form:
90
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
v'(x, y, z) =  ai«(x -  1, y, z) + a2 w(x, y -  1, z) +  a3 v(x, y, z -  1) (6.5)
where v{x — l,y,z), v(x,y — l,z), and u(x,y,z -  1 ) are 1 -pixel shifts in x, y, and z 
directions relative to the pixel being predicted, t>(x,y,z). The predictive coding scheme 
using this predictor is depicted on Figure 6.4.
J ^ S i  S6
Frame N -l
Frame N
Figure 6.4: Intra-and-inter slice predictive coding
Here we assume that the slices in each 3-D image set are sequentially scanned row 
by row from left to right. This raster scan order makes the predictor a causal one since 
it is formed from values which have already been processed (i.e., scanned). This causal­
ity ensures that the decoder can track the operation of the encoder and use predictor 
coefficients A  =  (0 1 , 0 2 , 0 3 ) to generate the same predicted values as the encoder.
The predictor coefficients A = (0 1 , 0 2 , 0 3 ) are determined so that the predictor is 
optimal with respect to Mean-Square-Error (MSE). To be optimal, the predictor must 
m inim ize  the variance of the predicted errors e(x, y, z) =  v(x, y, z) — t/(x, y, z). That is, 
to m inim ize  a2 =  E[(e — /i)2] = E(e2) — /i2, where £[.] is the probabilistic expectation 
operator and n  is the expected value of e. The minimization can be obtained by taking 
derivatives of a2 with respect to the unknown predictor coefficients Oj, and equating the 
result to zero. That is,
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a g  =  d E [ c \x g z ) \- a f  =  8E\e'£y,z)]  =  Q ^  f (6.6)
This minimization occurs when the error is orthogonal to the slices upon which the 
prediction is based:
E[e(x, y, z)u(x -  1, y, z)] =  0;
£[e(x,y,z)v(x,y -  l,z)] = 0 ;
E[e(x, y, z)u(x, y, z -  1)] =  0. (6.7)
Substituting e(x, y, z) by v(x, y, z) — t/(z, y, z), we derive the following:
£{[«(*» y .*) “  oiv(x -  1 , y, z) ~ a2v{x, y -  1 , z) -  a3 t;(x, y, z -  l)]u(x -  1 , y, z)} =  0 ; 
E{[v{x,y,z) - a i « ( x -  l,y,z) - a 2 t>(x,y -  1, z) -  a3 v(x,y,z -  l)]u(x,y -  l,z)} =0; 
E{[v(x,y,z) — ai«(x — l,y,z) - a 2 u(x,y -  l,z) -  a3v(x,y,z -  l)]u(x,y,z -  1 )} = 0(6.8)
Expanding the (6 .8 ):
E[t>(x, y, z)v(x -  1 , y, z)] =  a ^ ^ x  -  1 , y, z)u(x -  1 , y, z)]
+ a2 E[t>(x, y -  1 , z)v(x -  1 , y, z)]
+ a3 f?[i;(x,y,z — l)v(x -  l,y,z)];
E[v(x, y, z)u(x, y -  1 , z)] = oiE[u(x -  1 , y, z)v(x, y -  1 , z)]
+ a2 JS[v(x, y -  1 , z)v(x, y -  1 , z)]
+ a3 E[u(x, y, z -  l)t>(x, y -  1 , z)];
E[u(x, y, z)v(x, y, z -  1 )] =  aiE[v(x -  1 , y, z)v(x, y, z -  1 )]
+ o2 E[v(x, y -  1 , z)v(x, y, z -  1 )]
+ a3 f?[v(x, y, z -  l)v(x, y, z -  1)]; (6.9)
Combining all three equations in (6.9)
' P i ' E [v(x ,y ,z)v(x-l,y ,z)] ‘ A ' <*i
p2 = E[v(x,y, z )u (x ,y -l,z )j = B a2 (6 .1 0 )
p3 E[v(x,y,z)v(x,y,z  — 1)] C 03
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E[v(x -  1, y, z)v{x -  1, y, z )] 
E[v{x,y -  1 ,z)v(x -  l,y, z)] 
E[v(x,y,z -  l)v(z -  l,y,z)j
E[v{x -  1, y, z)v{x, y - 1 ,  z)\ 
E[v{x,y -  1 ,z)v(x,y -  l,z)j 
E[v(x,y,z -  l)v(x,y -  l,z)j
E[v{x -  1, y, z)v(x, y,z — 1)] 
E[v{x,y -  \,z)v{x, y, z  -  1)] 
E[v{x,y,z — l)u(z,y , 2  — 1 )]
The covariance of v(x, y, z) can be expressed as
Cov(x, y, z) =  E{[v{x\ y \  z') -  n)[v(x' - x , y '  -  y, z' -  z) -  /*]}, (6 .11)
where s ', y', and z' are dummy variables on which the expectation is performed. Since 
we assume a zero-mean 3-D image set, the covariance can be simplified as:
Cov(x, y, z) = £[t;(z', yf, z')v{x' - x , y '  -  y, z' -  z)]. 
As a result, (6.10) can be written in covariance notation:
(6.12)
Cot>(l,0,0) Cov( 0,0,0) Cov( 1 , —1,0) Cou(l,0 , —1 )
p  = Cov( 0,1,0) = Cov(—1 ,1,0) Cou(0 , 0 , 0 ) Cov( 0,1, —1)









Once we have determined the covariance, the predictor coefficients, a,-(t =  1,2,3), are 
determined by solving (6.13). That is, A  =  S~lP.
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From (6.10) and (6.13), we see that P  represents predicted values, S  represents a 
row vector with three elements, and A  represents a row vector of three coefficients. The 
vector S  actually depends on the position of the pixel being predicted (P). If we apply 
(6.13) to the 3-D image set:
where /(r) is the 3-D image set itself over all positions r, X  denotes the input vector used 
to predict the pixel value at the corresponding position r, A is the predictor coefficients 
vector. Therefore, the coefficient vector A can be calculated by:
Other predictors utilized in our research follow:
Intra-Slice Predictors
These use only the neighboring pixels of the predicted pixel in the same slice for predic­
tion.
• Predictor 1 (Using one neighboring pixel):
v'{x, y, z) =  oi«(x -  1 , y, z)
• Predictor 2 (Using one neighboring pixel):
v'(x,y,z) =  aiv(x,y — l,z)
•  Predictor 3 (Using two neighboring pixels):
v'(x, y, z) =  aiv(x -  1 , y, z) +  a2v(x, y -  1  ,z)
P  =  E[I[r)X] = S A  = E[Xt X]A (6.14)
A = E[XTX]~lE[I(r)X) (6.15)
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• Predictor 4 (Using three neighboring pixels):
u'(x, y, z) = aiu(x -  1 , y, z) +  a2v(x, y - l , z ) +  a3v(x -  1 , y -  1 , z)
• Predictor 5 (Using four neighboring pixels):
t/(x, y, z) =  a\v(x — l,y,z) +  0 2 v(i,y  — l,z) + a3v{x — l,y  — l,z)
+ a\v{x -  l,y  + l,z)
• Predictor 6  (Using three 1 -pixel distance neighboring pixels and two 2-pixel dis­
tance neighboring pixels):
t/(x,y,z) = aiu(x -  1 , y, z) +  a2v(x -  2 , y, z) +  a3v(x, y — 1 , z)
+ a4v(x, y - 2 , z ) +  a5v(x -  1 , y -  1 , z)
Inter-Slice Predictors
These use only the neighboring pixels of the predicted pixel in the previously scanned 
adjacent slice for prediction. The chosen neighboring pixels are at the same positions in 
the adjacent slice as the ones used by the intra-slice predictors except for the inter-slice 
predictor 1 .
• Predictor 1:
i/(x, y, z) =  ai«(x, y, z -  1 )
• Predictor 2:
t/(x, y, z) =  aiv(x -  1 , y, z -  1 )
• Predictor 3:
v'(x, y, z) =  oi«(x, y -  1 , z -  1 )
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• Predictor 4:
u'(x, y, z) = aiv(x -  1 , y, z -  1 ) +  a2v(x, y -  1 , z -  1 )
• Predictor 5:
t/(x, y, z) =  aiv(x -  1 , y, z -  1 ) +  a2v(x, y -  1 , z -  1 ) + a3 u(x -  1 , y -  1 , z -  1 )
• Predictor 6 :
u'(x,y,z) = aiv(x — 1 , y, z — 1 ) + a2 v(x, y — 1 , z — 1 ) +  a3 v(x — 1 , y — 1 , z — 1 )
+  a\v{x — 1 , y + 1 , z — 1 )
• Predictor 7:
u'(x,y,z) = atv(x — 1 , y, z — 1 ) + a2 v(x — 2 , y, z — 1 ) +  a3 u(x, y — 1 , z — 1 )
+  a4 t;(x,y -  2 , z -  1 ) + o5 v(x -  1 , y -  1 , z -  1 )
Intra-and-inter-Slice Predictors
These use the neighboring pixels of the predicted pixel in the same slice and the pre­
viously scanned adjacent slice for prediction. Most intra-and-inter-slice predictors use 
only one pixel located in the same position of the adjacent slice as the predicted pixel.
• Predictor 1:
t/(x, y, z) = aiv(x -  1 , y, z) + a2 v(x, y, z -  1 )
• Predictor 2:
t/(x, y, z) =  oi«(x, y -  1 , z) +  a2v(x, y, z -  1 )
96
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
• Predictor 3:
v' (x, y, z) =  aiv{x — 1, y, z) +  a2v(x, y -  1, z) +  a3w(x, y, 2  -  1)
• Predictor 4:
t/(x,y,z) =  a4v(x — 1, y, z) +  a2v(x, y — 1, z) +  a3v(x — 1, y — 1, z)
+ a4v ( x , y , z -  1 )
• Predictor 5:
«'(x,y,z) = aiw(x — 1, y, z) + a2v(x, y — 1, z) + a3u(x — 1, y — 1, z)
+ a4u(x -  1, y +  1, z) + a5«(x, y, z -  1)
• Predictor 6:
v'{x,y,z) = a i v ( x - l , y , z ) + a 2v ( x - 2 , y , z ) + a 3v ( x , y - l , z )
+  a4v(x, y -  2 , z) + a5t»(x -  1, y -  1, z) +  a6t>(ar, y, z -  1)
• Predictor 7:
t / (x,y,z)  =  a t t ; ( x - l , y , z ) + a 2 t ; ( x , y - l , z )
+ a3 «(x -  1, y, z -  1) + a4v(x, y -  1, z -  1) +  ast;(x, y, z -  1)
• Predictor 8:
v'(x,y,z) = aiu(x — 1, y, z) + a2v(x — 1, y — 1, z) -f a3u(x, y — 1, z)
+ a4v(x -  1, y, z -  1) + q$v(x — 1, y — 1, z — 1)
+ 0 6 «(x, y -  1, z -  1) + arv(x, y, z -  1)
where v(x -  i,y — j, z — k) represents an i-pixel, j-pixel, and fc-pixel shift in x, y, and 
z directions relative to the pixel being predicted, v(x,y,z). The predictor coefficients
A — Oi are determined by Equation 6.1(g) so that the predictor is optimal with respect
to the MSG.
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Figure 6.5 shows all sample prediction neighborhoods of the predicted pixel X  in 








Slice N-2 Slice N-l Slice N Slice N+l
Figure 6.5: Sample prediction neighborhoods of proposed predictive coding







1 D 1 X’ 1 D,X’
2 A 2 X’,D’ 2 A,X’
3 D,A 3 X’,A’ 3 D,A^>
4 D,A,C 4 X\D’,A’ 4 D,A,C,X’
5 D,A,C,E 5 X’tD’.A’.C’ 5 D,A,C,E,X’
6 D,F,A,B,C 6 X’,D\A\C’,E’ 6 D,F,A,B,C,X’
7 X \D \F \A \B \C ’ 7 D,AJ)’,A’̂ ’
8 D,C,A,D,,C,,A,,X’
6.5.3 Predictive Coding Compression and Decompression Algorithm
The pseudo-code for the proposed predictive coding compression is:
1. Round off the mean of the 3-D image set to the nearest integer value:
/  l x y  z \
v = Rounding I -^YZ  5 Z Z Z 5 Z  v^ ’ *’ ) ’
\  i = i  j ~ l  » = i  /
2. Construct the zero-mean 3-D image set «o(x, y, z) by subtracting the estimated mean from the 
original 3-D set: «o(x,y,z) =  v(x,y,z) — 5.
3. Calculate the predictor coefficients using the estimated covariance values (6.15).
4. Calculate the predicted value and round off it to the nearest integer v '(x,y, z).
5. Calculate the residue d(x, y, z) =  «o(x, y, z) — v'(x, y, z).
6. Pass the residue sequence d{x,y,z) to the forward integer wavelet transform process.
7. Store the estimated mean and the predictor coefficients in a  file.
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In the course of compressing a 3-D image set, the compression algorithm scans the 
entire 3-D image set four times. The first scan (step 1) estimates the mean. The second 
scan (step 2) constructs the zero-mean 3-D image set. The third scan (step 3) builds 
up a 4-D matrix to calculate covariance matrices for deriving predictor coefficients. The 
constructed 4-D matrix can be utilized in step 4 to calculate the predicted values. The 
fourth scan (step 5) calculates the prediction residue. However, the third scan of the 
entire 3-D image set is more computationally intensive than the other scans. In total, 
the computational complexity is measured by 0(Row x Column x SliceNumbers).
The pseudo-code for the proposed predictive coding decompression is:
1. Read the estimated mean and the predictor coefficients from the file
2. Obtain the residue sequence d(x, y, z) from the inverse integer wavelet transform process.
3. Calculate the predicted value and round off it to the nearest integer v'(x, y, z).
4. Reconstruct the actual pixel value of the zero-mean 3-D image set: vo(x,y,z) = v‘(x,y,z)  +  
d(x,y,  z).
5. Add the estimated mean to vo(x,y,z) to perfectly reconstruct the original set: 
v(x ,y ,z) =  vo(x,y,z) +  w.
6.5.4 Summary
In any 3-D medical image set, the statistics vary with locations, but are invariant 
over small portions of the set. That is, the 3-D medical image set is quasi-stationary in 
general. One could obtain better predictions (i.e., better compression) by designing a 
number of different predictors, each optimized to a particular stationary section of the 
3-D medical image set, rather than choosing one predictor for the entire set. However, 
a couple of issues need to be considered:
1. A suitable criterion to determine the stationary section of the 3-D set.
2. A suitable criterion to determine the optimal size of the stationary section to 
offset the overhead of the increased bandwidth needed to transmit the predictor 
coefficients for each section.
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3. A suitable criterion to choose the best prediction coefficients based on the tradeoff 
between the prediction performance and the numerical complexity of the predictor.
The first two issues are closely related to the characteristics of the processed 3-D 
medical image set whereas the last issue is related to any predictive coding method. 
Three observations have been analyzed in the context of the quasi-stationary 3-D medical 
image set.
1. The size of the region over which the covariance function approximates the true 
covariance (i.e., the coverage of the stationarity) varies with imaged anatomical 
structures. For example, many of the larger structures in chest studies are very 
homogeneous, and a single covariance model is more accurate in prediction. On the 
contrary, smaller structures in brain studies with greater details are not suitable 
for a single covariance model due to varying statistics.
2. The coverage of the stationarity varies with applied modalities. For example, 
modalities with higher resolution, such as CT and MR, display more rapidly varying 
statistics than the ones with lower resolution modalities such as PET and SPECT. 
As a result, a single covariance model is not suitable.
3. Noise inherited from the image acquisition greatly influences the stationary prop­
erties within a small homogeneous region. Since MR images normally contain large 
quantities of noises, the precise determination of the stationary region suitable for 
a single covariance model is very difficult.
Therefore, we designed the optimal predictor adapted for the entire 3-D medical image 
set by using a single covariance model without taking efforts to determine the stationary
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section and its optimal size for each 3-D medical image set. The third step, forward 
integer wavelet transform, decomposes the residue sequence from the predictive coding 
to compensate for the prediction inaccuracy.
6.6 Integer Wavelet Transform
6.6.1 Integer Wavelet Transforms -  Interpolating Transforms
Our entire 3-D set adaptive lossless predictive coding generates smoother residues, which 
can be coded more efficiently using the coefficients of wavelet basis functions. Inte­
ger wavelet transforms are chosen over classical wavelet transforms for our compression 
scheme based on the following practical considerations:
1. No information loss via three lifting steps due to integer-to-integer transforms.
2. Perfect reconstruction property due to its invertibility.
3. Transform signals with an arbitrary length (the length does not need to be 2n).
4. Less memory requirement due to in-place implementation.
5. Easier to implement, both forward and inverse transforms.
6. Two times faster.
In our research, the integer wavelet transforms introduced in [CDSY96] were used. 
They are instances of a family of symmetric, biorthogonal wavelet transforms constructed 
from the interpolating Deslauriers-Dubuc scaling functions [Swe96]. Different sets of 
(N, N), where N  represents the number of vanishing moments of the analyzing high pass 
filter and N  represents the number of vanishing moments of the synthesizing high pass 
filter, were used to conduct both the forward and inverse integer wavelet transformations.
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The pseudocode implementation of the 1-D forward integer wavelet transform using 
lifting is:
for i =  1 to M
3U =  «*—1,2*;
“ l,i — ai— l,2i+ li
VI: -  E t ,  P<‘>„<74 + 1/2J;
VI: , «  =  .{7 1' +  E J L , $ 4 l k +  1/2J;
end
The corresponding inverse transform is given by:
for * =  M  to 1
' M 7 n = ‘i<.,J + 1 ^ , ( 4 '
j(»—l)
st-i,2/+i -  “ ii  ;
(i— 1)
s»-l,2 t — s i<l i
end
where s represents the original data sequence with length L and M  is the total number 
of iterations of the transform:
The optimal number of iterations of the transform is determined by the entropy. 
Normally, entropy H{X)  =  — P(Si)logP{Si) measures the effectiveness of lossless 
compression, where X  is a discrete random variable sequence and P(S,) is the probability 
of X  taking on value of S*. Since the statistics in different quadrants of an integer wavelet- 
transformed image are almost always different, the weighted mean of the entropies in 
each quadrant of the transformed image is computed to determine the optimal number 
of iterations. That is, for a maximum number of iterations (Af), the weighted entropy 
is computed as
max(N, N) — 1
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(H(Cm ) +  H{Dm,v) +  H(DMih) +  H{DM4)) +
x jt= t i,„) +  H{Dm - ift) + H(D m4 )) H F
£ ( # ( £ ! ,„ ) + ff(D u )+ f f (D M)
where Ci, Di%v, A,/,, and A,d represent level i decomposition of the integer wavelet 
transform in the average, vertical, horizontal, and diagonal directions respectively. The 
m inim um  weighted entropy determines the optimal number of iterations.
The 2-D integer wavelet transform using lifting can be computed as a 1-D integer 
wavelet transform along x  and y axes.
Five integer wavelet transforms were studied to apply to the entire 3-D adaptive loss­
less predictive coding residues on a slice-by-slice basis to compensate for the prediction 
inaccuracy. These five integer wavelet transforms can be generalized into three types:
1. N  < N: The lifting coefficients come from the dual lifting coefficients of a higher 
order Deslauriers-Dubuc filter.
2. N  =  N: The lifting coefficients come from the dual lifting coefficients of a same 
order Deslauriers-Dubuc filter. The dual lifting coefficients are simply the lifting 
coefficients times two.
3. N  > N: The lifting coefficients come from the dual lifting coefficients of a lower 
order Deslauriers-Dubuc filter.
Since both the smoothness and the computational cost increase with increasing N  and 
N,  we chose our Ns  as either 2, 4, or 6  and Ns  as either 2 or 4 for different sets of 
{N,N).
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Forward Integer Wavelet Transforms
In each dual lifting and lilting step, the filtering result is rounded-off before the subtrac­
tion and the addition to ensure the integer version of every transform.
• (4, 2) Interpolating Transform:
di,i =  so,a+i ~ |9/16($o,a +  $0 ,21+2) -  1/16(so,2/-2 +  $0,8 +4 ) +  1/2J 
$1,1 =  $o,a +  Ll/4(di,/_i +  dij) +  1/2J
• (6 , 2) Interpolating Transform:
d\ ,1 =  $0,8+ 1  -  [75/128($0,a +  $0,8 +2) -  25/256(so,21-2 +  $0,8 +4 ) 
+  3/256(so,2/-4 +  $o,a+6) +  1/2J 
$1,1 =  $0 ,8  +  L1/4(rfi,x—i +  di,/) +  1/2J
• (2, 2) Interpolating Transform:
di,/ =  $0 ,2 1 + 1  -  Ll/2 ($o,2 l +  $0 ,8 +2 ) +  1 / 2 J 
$1,1 =  $0 ,2 ! +  Ll/4(di,i-i +di,i) +  1 / 2 J
• (4, 4) Interpolating Transform:
di,i =  $o,a+i ~ L9/16(so,a +  $0 ,8 +2 ) ~ l/16($o,2i-2 + $0 ,8 +4 ) + 1/2J 
$1,1 =  $0 , 8  +  |9/32(di,i-i +  di,i) — l/32(ditj_2 + di,i+i) +  1/2J
• (2, 4) Interpolating Transform:
du  =  $0 ,8 + 1  — U /2 ($o,a +  $0 ,8 +2 ) +  1 / 2 J
$1,1 =  $0 , 8  +  U9/64(di,i-i -I- di,i) — 3/64(dii|_2 + di,i+i) +  1/2J
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Inverse Integer Wavelet Transforms
By reversing each dual lifting and lifting step and flipping the signs, the inverse trans­
forms are easily derived.
• (4, 2) Interpolating Transform:
so,21 =  s M -  L l/4(di,/_i + d i,/)  +  1/2J 
so,2/+i =  <*1,1 +  L9/16(so,2/ +  «0,2/+2) -  l/16(so,2/-2 +  S0.2/+4) +  1/2J
• (6 , 2) Interpolating Transform:
«o,2i =  s^j — Ll/4(di,/_i +  <*i,i) +  1/2J
S0 ,2i+ l =  di i +  [75/128(30,21 +  Sot21+ 2 ) ~  25/256(30,21-2 +  so,21+ 4 )
+  3/256(so,2i-4 +  so,21+6 ) +  1/2J
• (2, 2) Interpolating Transform:
so, 21 =  si,/ — [l/4 (d i,i_ i +  <fi,i) +  1/2J 
so,21+1 =  <*1,/ +  [l/2(so,2i +  so,21+2) +  1/2J
• (4, 4) Interpolating Transform:
so,21 —  si,/ — [9/32(di,i_i +  d Lij) -  l/32(di,/_2 +  <*1,1+ 1) +  1/2J 
so,21+1 =  <*1,1 +  L9/ 16(so,2l +  so,21+2) ~  l/1 6 (s0,2i-2 +  so,21+4 ) +  1/2J
• (2, 4) Interpolating Transform:
so,21 =  s ^  — [19 /64(dy_ i +  di,i) — 3/64(di,i_2 +  <*i,i+i) +  1/2J
so,21+1 =  <*1,1 +  U/2(so,2l +  so, 21+2) +  1/2J
105
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
In both forward and inverse integer wavelet transforms, the computations are still done 
with floating point numbers, but the result is guaranteed to be integers and invertibility 
is preserved. This should not affect speed in any software application since floating-point 
and integer computations are virtually equally fast for today’s microprocessors.
6.6.2 Implementation Issues
The implementation of integer wavelet transforms was based on the algorithm presented 
by Fernandez [FPS96].
Predicting (Dual Lifting) Algorithm
The predicting algorithm [FPS96] finds a good interpolation scheme to predict the sample 
value at a new location by easily accommodating interval boundaries for finite arbitrary 
sequences. The interpolating subdivision concept [SS95] is utilized to implement a non­
linear (i.e., cubic and any other higher order) prediction. This interpolating subdivision 
concept requires a routine that constructs an interpolating polynomial given the order 
N  of the subdivision scheme and the new location x, where N  is the number of sample 
points used for prediction and x  is the refined location at which the interpolation value 
is to be calculated. Applying this scheme can generate a set of dual lifting coefficients 
that is the correct approximation of order N  in subdivision scheme. A table containing 
all the dual lifting coefficients with different numbers of neighbors to the right and the 
left of the 7  coefficients can be produced. The dual lifting coefficients are used by neigh­
bors, i.e., the sample points, to calculate an interpolating value. Thus, the prediction is 
reduced to a lookup table to calculate the wavelet coefficients.
Below are Table 6.4, Table 6.5, and Table 6 . 6  of the dual lifting coefficients, which 
are needed for interpolation with different Ns, such as N  =  2, N  =  4, and N  = 6  
used in our research. They include three general types of dual lifting coefficients such as
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left boundary dual lifting coefficients, within the boundary dual lifting coefficients, and 
right boundary dual lifting coefficients. For example, on Table 6.5, the first two rows 
present the left boundary dual lifting coefficients with zero neighbors and one neighbor 
at the left side of the interpolating value; the last two rows present the right boundary 
dual lifting coefficients with one neighbor and zero neighbors at the right side of the 
interpolating value; the middle row (i.e., the third row) presents the within boundary 
dual lifting coefficients with equal number of neighbors (i.e., two neighbors) on both the 
left and the right side of the interpolating value.




on right k-3 k-1 k k+1 k+3
0 2 interpolating 
value to be 
calculated (7)
3/2 -1/2
1 1 1/2 1/2
2 0 -1/2 3/2







k-7 k-5 k-3 k-1 k k+1 k+3 k+5 k+7
0 4
interpolating 
value to be 
calculated (7)
35/16 -35/16 21/16 -5/16
1 3 5/16 15/16 -5/16 1/16
2 2 •1/16 9/16 9/16 •1/16
3 1 1/16 -5/16 15/16 5/16
4 0 -5/16 21/16 -35/16 35/16
From these three tables, one can observe that the dual lifting coefficients are exactly 
the same coefficients used in the interpolating transform when the number of neighbors 
to the left and the right of the 7  coefficients is equal (i.e., within boundaries dual lifting 
coefficients), all shown in bold type on the tables. For the left boundary, when the 
numbers of neighbors to the left of the 7  coefficients are less than to the right of the 
7  coefficients, the interpolating subdivision scheme can adaptively construct new sets
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on right k-11 k-9 k-7 k-5 k-3 k-1
0 6
1 5 63/256
2 4 -7/256 105/256
3 3 3/2S6 -25/256 75/128
4 2 -3/256 21/256 -35/128 105/128
5 1 7/256 -45/256 63/128 -105/128 315/256
6 0 -63/256 385/256 -495/128 693/128 -1155/256 693/256






k k+1 k+3 k+5 k+7 k+9 k+11
0 6
interpolating 
value to be 
calculated (7)
693/256 -1155/256 693/128 -495/128 385/256 -63/256
1 5 315/256 •105/128 63/128 -45/256 7/256
2 4 105/128 -35/128 21/256 -3/256
3 3 75/128 -25/256 3/256
4 2 105/256 -7/256
5 1 63/256
6 0
of dual lifting coefficients to accommodate interval boundaries without any extension of 
the processed sequence. The cases are similar for the right boundary. In fact, the dual 
lifting coefficients of left boundary are symmetric to the right boundary as shown on 
Table 6.4, Table 6.5, and Table 6 .6 . For example, on Table 6.5, the first row represents 
the left boundary dual lifting coefficients with no neighbor on the left side of the 7  
coefficient and the last row represents the right boundary dual lifting coefficients with 
no neighbor on the right side of the 7  coefficient. Correspondingly, the left boundary 
dual lifting coefficients (35/16, —35/16,21/16, —5/16) and the right boundary dual lifting 
coefficients (-5/16,21/16,-35/16,35/16) are symmetric to each other.
Updating (Lifting) Algorithm
The updating algorithm [FPS96] determines a scaling function using previously calcu­
lated wavelet coefficients. It preserves up to N  — 1 moments of the A coefficients at every 
level and utilizes the property of the integral of the moments of the wavelet function
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being zero at every level to calculate the lilting coefficients. The calculated lilting co­
efficients determine how much of every 7  coefficient is needed to update every A. The 
first step of the updating algorithm (“update moment”) initializes the moments with 
integral-moment pairs and updates the integral-moment pairs corresponding to the A’s 
to preserve the average at every level. The second step (“update lilting”) constructs 
a linear system to find lilting coefficients for every 7  using the property that all the 
moments must be zero at every level.
Table 6.7 presents the results from the updating algorithm applied to a 1 -D signal of 
length L = 16 with the interpolation pair of (N, N) =  (2,2) for a 2-level decomposition.
Table 6.7: Results of updating algorithm applied to a signal of length L = 
16












0 A (1,0) (3 /2 ,1 /2 ) [A] (5 /2 ,5 /2 ) [A]
1 A (1,1) (1,1) [7] (2/5,1/5)
2 A (1,2) (2,4) [Aj (2,4) (8/15,1/6)
3 A (1,3) (1,3) [7] (1/4,1/4)
4 A (1,4) (2,8) (A] (4,10) [A]
5 A (1,5) (1,5) [7] (1/4,1/4)
0 A (1,6) (2,12) [Aj (2,12) (-9/2,8)
r  a (1,7) (1,7) 7l (1/4,1/4)
8 A (1,8) (2,16) [A] (5 /2 ,21 /2) A]
9 A (1,9) (1,9) 7] (1/4,1/4)
10 A (1,10) (2,20) * (2,20) (3/11,29/154)
11 A (1,11) (1,11) 7 (0,2/3)
12 A (1,12) (3 /2 ,33 /2) [A] (7,91) [A]
13 A (1,13) (1,13) 7 (4/15,1/15)
14 A (1,14) (3,43) (3,43) (-2/11,38/77)
15 A (1,15) (1,15) (-2/15,2/5)
The moments including both the integral and the first moment (N — 1 =  2 — 1 =  1) 
are preserved along every level for all the A coefficients. That is:
The sum of the initial integral values is:
1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 = 1 6
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The sum of the integral values for level 1 is:
3/2 +  2 +  2 + 2 + 2 +  2 +  3/2 +  3 =  16 
The sum of the integral values for level 2 is:
5/2 +  4 +  5/2 +  7 =  16
The sum of the initial first moment is:
0 +  1 +  2 +  3 + 4 + 5 +  6  +  7 +  8  +  9 + 10+ 11+ 12+ 13+ 14+ 15 = 120
The sum of the first moment for level 1 is:
1/2 +  4 + 8  +  12 +  16 + 20 + 33/2 + 43 = 120
The sum of the first moment for level 2 is:
5/2 + 16 + 21/2 +  91 = 120
Table 6 . 8  lists the lifting coefficients derived from Table 6.7, which were obtained from 
each “update lifting” step. We can observe that a set of N  lifting coefficients exists for 
every 7  at each level of the transform. These lifting coefficients are used to update the A 
coefficients and maintain certain properties among all the A coefficients throughout each 
transformation level.
Notice that the middle coefficients at level 1 (bold type on Table 6 .8 ) are all 1/4, 
and these are used in the (2 , 2 ) interpolating transform, since these coefficients are not 
affected by the boundaries. If the signal is long enough, these values appear in the other 
levels as well (as long as the boundaries do not affect these coefficients). It can also be 
seen from Table 6 . 8  that the correct treatment of the boundaries is embedded in the 
preservation of the moments and the way the linear systems are built.
1 1 0
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Table 6.8: Lifting coefficients






7 i 2/5 1/5 8/15 1/6
7a 1/4 1 /4 -9/2 8
7a 1/4 1/4 3/11 29/154






An efficient method based on the algorithm proposed by Fernandez to generate inte­
ger wavelet transforms was implemented to decompose (i.e., decorrelate) the predictive 
residues. Two main advantages of such a method are:
1. Proper boundary accommodation. The interpolating subdivision scheme of the 
predicting algorithm can easily handle interval boundaries for any finite sequence. 
Correspondingly, three types of dual filter coefficients are adaptively generated for 
different boundary situations (Table 6.4, 6.5, and 6 .6 ).
2. Proper region accommodation of any shape. The method only utilizes A coefficients 
available at the moment for the next level decomposition (Table 6.7 and Table 6 .8 ) 
without considering the actual step size with respect to the dimension (either X, 
Y or Z) size. Therefore, the length of the image set in each dimension does not 
have to be a power of two (dyadic).
The minimum weighted entropy is utilized to determine the optimal number of iter­
ations used by the method for decomposition.
I l l
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6.7 Entropy Coding
For any lossless compression method, two major stages (Figure 2.3) are included: One 
is image transformation with the purpose of data de-correlation; the other is entropy 
encoding of the transformed data. Therefore, entropy coding is applied at the final stage 
of our proposed lossless 3-D medical image compression scheme.
Since the high-resolution sub-images of our proposed predicted integer wavelet trans­
forms contain a large number of zeros, nm-length coding can be expected to significantly 
reduce the data based on the following two observations:
1. Effectiveness for data containing more than one pixel with the same gray level in 
a sequence.
2. The longer the sequence, the more efficient the run-length coding.
Huffman coding, LZ (Lempel-Ziv) coding, and arithmetic coding are commonly used 
lossless entropy methods. Huffman coding is the most widely known lossless compression 
technique. It generates variable length codes optimal for data with a fixed known source 
probability distribution. Huffman codes are prefix codes, in which no codeword is a 
prefix of another codeword. A Huffman code can actually achieve the lower bound of 
the source entropy (i.e., a minimum redundancy) if the source probabilities are powers of 
1/2. Similarly, arithmetic coding, codes the data with a fixed known source probability 
distribution by rational numbers between 0 and 1. It is a generalized Huffm an coding. 
In general, it achieves optimal compression, but implementation overhead is often high 
due to the required high precision arithmetic and multiplication operations.
We encoded the result from the predicted integer wavelet transforms using the fol­
lowing techniques:
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1. Arithmetic coding as implemented by Alistair Moffat [Mof99].
2. Run length encoding followed by arithmetic coding.
3. Adaptive Lempel-Ziv (ALZ) coding as implemented by the Unix “compress” utility.
4. Run length encoding followed by ALZ.
5. Huffman coding as implemented by the Unix “pack” utility.
6 . Run length encoding followed by Huffman coding.
7. Lempel-Ziv 77 (LZ77) as implemented by the Unix “gzip” utility.
8 . Run length encoding followed by LZ77.
6.8 Implementation Platform
The entire algorithm was coded in Matlab 6.0 and tested in a Microsoft Windows envi­
ronment on Pentium III with 733 MHz CPU.
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Chapter 7 
Experimental Results
7.1 Original MR Brain Image Set
In our research, MR brain image sets obtained from two different sources are used to 
illustrate the compression results. One source is an MR! simulator developed at the 
McConnell Brain Imaging Center and the other is LSUHSC-NO. The brain image sets 
generated by the simulator can be utilized as a measurement for the effectiveness of the 
proposed compression algorithm. These brain image sets are also used as a tool to derive 
the average feature vector for the diagnosis of the MR normal and MS brain image sets. 
Four categories of MR axial brain images from the MRI simulator are:
1. CAT1: Tj-weighted MS brain image sets with slice thickness of 3 mm
(a) 3% noise, 20% intensity RF non-uniformity
(b) 5% noise, 20% intensity RF non-uniformity
(c) 3% noise, 40% intensity RF non-uniformity
2. CAT2: Tz-weighted normal brain image sets with different slice thickness
(a) 3% noise, 20% intensity RF non-uniformity, 7 mm slice thickness
(b) 5% noise, 40% intensity RF non-uniformity, 7 mm slice thickness
(c) 9% noise, 40% intensity RF non-uniformity, 9 mm slice thickness
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3. CAT3: l 2 *weighted MS and normal brain image sets with slice thickness of 3 mm
(MS) 3% noise, 0% intensity RF non-uniformity 
(Normal) 3% noise, 0% intensity RF non-uniformity
4. CAT4: 7\-weighted normal and MS brain image sets with slice thickness of 3mm
(MS) 3% noise, 0% intensity RF non-uniformity 
(Normal) 3% noise, 0% intensity RF non-uniformity
The first category (CAT1) is used to evaluate the compression performance on pa­
rameters such as noise and intensity RF non-uniformity. The second category (CAT2) is 
used to evaluate the compression performance on noise, intensity RF non-uniformity, and 
slice thickness. The third and fourth category (CAT3 and CAT4) are used to measure 
the criterion for the computer assisted preliminary diagnosis of MS and normal brain 
images. All the first three categories are used to derive the average feature vector for the 
diagnosis of MR T2 -weighted MS and normal brain images. The fourth category aids in 
deriving the average feature vector for the diagnosis of MR Ti-weighted MS and normal 
brain images.
Two MR brain image categories from LSUHSC-NO are:
1. 24 MR brain image sets from different patients without any diagnostic information
• MR Ti-weighted or ^-weighted axial brain images
• MR Ti-weighted sagittal brain images
• MR Ti-weighted or ^-weighted coronal brain images
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2. 6  studies of MR brain image sets from 6  patients with diagnostic information
• MR Ti-weighted or Ti-weighted axial brain images
• MR Ti-weighted sagittal brain images
• MR Ti-weighted coronal brain images
All LSUHSC-NO MR brain images are used to measure the performance of our pro­
posed compression method. The second category is used to measure the accuracy of our 
feature vector based preliminary diagnosis technique.
Figure 5.2 (MR axial brain image set) and Figure 5.3 (MR sagittal brain image set) 
illustrate one typical set from these two sources. Figure A.2 shows one typical 3-D MR 
coronal brain image set from LSUHSC-NO.
7.2 Preprocessing Results
Applying the preprocessing method, the boundary of the diagnostic region of each slice 
in the brain image set is found. Figure 7.1 and Figure 7.2 show the results of the proposed 
preprocessing method applied to the 3-D MR Ti-weighted axial and Ti-weighted sagittal 
brain image set on Figure 5.2 and Figure 5.3 respectively. The boundary determined, 
which covers the diagnostic region, is displayed in a white background for illustration. 
The background region (i.e., non-diagnostic region illustrated as the white background 
on Figure 7.1 and Figure 7.2) outside the determined boundary was then denoised to a 
zero intensity. On both figures, we also show the entropy of each original and denoised 
slice below the corresponding slice with the original slice entropy over the denoised 
slice entropy. The entropy effectively measures the compressibility of each slice with 
lower entropy indicating higher compressibility. Since the denoised slice entropy is lower
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than the original slice entropy, we conclude that our preprocessing method substantially 
improves the compressibility of the image set and is expected to gain more compression.
0 0 0 0 0
Slice #1 Slice #2 Slice #3 Slice #4 Slice #5
4.5501/4.3630 4.6322/4.4248 4.6094/4.3996 4-5256/4.3615 4.4132/4.2651
0 0 0 0 0
Slice #6 Slice #7 Slice #8 Slice #9 Slice #10
4.5068/4J969 4.56 IQ/4.4391 4.5026/4.3911 4.3968/4.2823 4.3483/4.2383
0 0 0 0 0
Slice #11 Slice #12 Slice #13 Slice #14 Slice #15
4.3363/4.2221 4.1564/4.0462 4.0463/3.9934 3.9013/3.7888 3.7607/3.6527











Figure 7.1: Denoised MR brain image set on Figure 5.2
We observe that the exact boundary (Figure 7.1) is determined for axial brain images 
and the approximate boundary (Figure 7.2) is determined for sagittal brain images. This 
difference is mainly caused by the noise. The uniformly distributed noise property of the 
simulated axial MR brain images makes the preprocessing method effective. However, 
in sagittal MR brain images, there is non-uniformly distributed noise inherited from 
the acquisition process as illustrated on Figure 5.8. It is this non-uniformly distributed
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Figure 7.2: Denoised MR brain image set on Figure 5.3
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noise that makes the preprocessing method a little less effective. But the approximate 
boundary fully covers the entire diagnostic region in each slice with little protrusion 
outside the precise boundary. Large protrusion at the lower right corner of slice 2 and 
small protrusion on slices 12, 13, and 15 are the examples of possible protrusions. In 
spite of less effectiveness of our preprocessing method on the brain image sets with 
unknown noise, the improvement of entropy is substantially better. For example, the 
entropy improvement of the denoised axial brain image set is 3.241% whereas the entropy 
improvement of the denoised sagittal brain image set is 19.916%. This indicates that 
the denoised preprocessing vastly increases the compressibility of the brain images with 
unknown noise. Therefore, our proposed preprocessing method is probably applicable to 
any 3-D MR brain image set.
Each denoised 3-D brain image set was further reduced in size as shown on Figure
7.3 and Figure 7.4. On both figures, each slice of reduced size is displayed at the cor­
responding position with respect to the original slice. The white regions are the parts 
that are discarded.
Table 7.1 lists the size reduction of these two 3-D brain image sets after applying this 
preprocessing method.
Table 7.1: Compression result obtained from the proposed preprocessing 
method
3-D Brain Set Original Size (Bytes) Preprocessed Size (Bytes) Compression
Axial 256 x 256 x 20 214 x 183 x 20 1.6735
Sagittal 256 x 256 x 16 220 x 236 x 16 1.2622
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Slice #1 Slice *2 Slice #4 Slice #5
Slice #6 Slice #7 Slice #8 Slice #9 Slice #10
Slice #11 Slice #12 Slice #13 Slice #14 Slice #15
Slice #16 Slice #17 Slice #18 Slice #19 Slice #20
Figure 7.3: Denoised reduced MR brain image set on Figure 5.2
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Slice #1 Slice #2 Slice #3 Slice *4■■■■
Slice #5 Slice 46 Slice*7 Slice #8
Slice #9 Slice 410 Slice 411 Slice 412
Slice 413 Slice 414 Slice 415 Slice 416
Figure 7.4: Denoised reduced MR brain image set on Figure 5.3
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7.3 Feature Vector Based Preliminary Diagnosis Results
Table 7.2 and Table 7.3 summarize the results of applying the proposed feature vector 
based preliminary diagnosis method to the MR “MS Visible” brain image set on Figure 
5.2 and Figure 5.3 respectively.
Table 7.2: Feature vectors for each “MS Visible” slice on Figure 5.2
V e c to rl Vector2
Slice NumDl NumD2 NumD3 MSNumDl MSNumD2 MSNumD3 Mean Variance
#6 7803 2081 602 1822 454 107 119.95 3190.69
#7 7928 2117 608 1887 522 151 118.18 3346.09
#8 7898 2115 600 1599 473 174 118.13 3348.03
#9 7837 2099 600 1447 366 147 118.90 3280.05
#10 7734 2072 595 1468 363 137 119.98 3186.92
#11 7547 2035 588 1409 403 134 121.03 3074.21
#12 7458 1999 572 1304 361 137 121.95 2952.36
#13 7193 1939 556 1456 365 152 122.02 2856.34
#14 6865 1852 528 1327 332 108 122.44 2823.03
#15 6430 1742 500 1287 322 106 122.78 2807.10
Average 7469.30 2005.10 574.90 1500.60 396.10 135.30 120.54 3086.48
Table 7.3: Feature vectors for each “MS Visible” slice on Figure 5.3
V e c to rl V ector2
Slice NumDl NumD2 NumD3 MSNumDl MSNumD2 MSNumD3 Mean Variance
#5 8867 2314 634 2556 700 146 42.93 3021.06
#6 9449 2448 669 2298 529 166 40.38 2944.07
#7 9827 2561 695 2244 538 143 38.76 2887.98
#8 10233 2647 719 2431 574 156 37.25 2831.16
#9 10408 2707 739 1813 505 152 36.44 2798.59
#10 10665 2765 752 1739 455 134 35.56 2761.91
#11 10784 2783 758 1766 586 161 35.15 2743.88
#12 10732 2787 754 1965 583 165 35.43 2755.29
#13 10623 2759 754 1855 690 178 35.82 2771.24
#14 10353 2676 731 2236 543 174 36.95 2816.32
#15 10107 2648 721 2376 636 172 37.65 2843.19
#16 9653 2531 680 2822 566 142 39.40 2905.74
Average 10141.75 2635.50 717.25 2175.08 575.42 157.42 37.64 2840.04
Feature vector “Vectorl” consists of three elements NumDi, NumD2 , and NumD^. 
Each element represents the number of edge pixels detected in the detail images at 
levels 1, 2, and 3 respectively. Since slice #7  on Thble 7.2 has the maximum values for 
all elements, it is chosen as the representative slice for the entire 3-D MR axial brain
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image set. Similarly, slice # 1 1  on Ihble 7.3 has the m m nm nm  values for two elements 
(NumDi and NumDi) and the second maximum value for element NumD 2 - Therefore, 
it is chosen as the representative slice for the entire 3-D M R  sagittal brain image set.
Feature vector “Vector2” is composed of five elements M SNumDi, M SNum D 2 , 
M SNumDz, Mean, and Variance. The first three elements represent the number 
of edge pixels satisfying the threshold conditions in the detail images at levels 1, 2, 
and 3 respectively. The last two elements, as indicated by their names, represent the 
mean and the the variance respectively. Normally, we do not use the vector element 
Mean for diagnosis, since it mainly depends on the series of acquisition parameters. 
The first three elements are the important ones for MS and normal diagnosis. The 
vector element Variance is used further to confirm the accuracy of the diagnosis. We 
chose the average (i.e., {1742.50,406.93,118.74,73.62,2131.52}) of the MS feature vec­
tor (i.e., {1932.00,459.12,141.34,93.36,1868.38}) and the normal feature vector (i.e., 
{1553.00,354.74,96.14,53.88,2394.67}) as the criterion for the diagnosis. These three 
feature vectors are derived based on the parameters of 3% noise, 20% intensity RF 
□on-uniformity, and 3 mm slice thickness. As a result, we need to scale the average 
feature vectors of both MR axial and sagittal brain image sets on Figure 5.2 and Fig­
ure 5.3 for the diagnosis (the derivations of the average feature vectors and scaling 
ratio are described in Section 7.7.3). For example, the scaled average feature vectors 
for axial and sagittal brain image sets are {1875.75,495.13,169.13,150.68,2469.18} and 
{2610.26,690.55,188.92,45.17,2366.55} respectively. The scaled values of the first three 
elements and the Variance of the axial brain image set are substantially larger than the 
average feature vector values. Therefore, the axial brain image set on Figure 5.2 is MS, 
which is consistent with the known information about the simulated brain image set.
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Similarly, the sagittal brain image set on Figure 5.3 is possibly normal since the average 
values of the first two elements are smaller than the average feature vector and the last 
element is larger than the average feature vector.
7.4 LEZW Results for The Representative Slice
Lossless Embedded ZeroTVee Wavelet (LEZW) is a lossless compression scheme with 
progressive transmission. The decoder can use any prefix of bytes generated by LEZW to 
approximately reconstruct the image. The more bytes used, the better the approximation 
of the original image. When the entire byte stream is used for decoding, the original 
image is perfectly restored.
Figure 7.5 and Figure 7.6 depict the reconstruction of the LEZW coded MR repre­
sentative slice on Figure 5.2 and Figure 5.3 at bit rates: 4bpp, 2bpp, lbpp, and 0.8 bpp, 
which correspond to compression ratios of 2 : 1, 4 : 1, 8 : 1, and 10 : 1, respectively. As 
the bit rate is reduced (i.e., the compression ratio increases), the quality of the recon­
structed representative slice degrades. Loss of image detail in the smooth central parts 
(i.e., the diagnostic region) of the representative slice is visible at 1 bpp and 0.8 bpp. 
This blurring increases at lower bit rates. However, the reconstructed representative slice 
is visually identical to the original one at the bit rate of 4 bpp. Progressive transmission 
is useful in telemedicine so radiologists can rapidly determine whether the 3-D image set 
being transmitted is the desired one.
The LEZW byte stream is stored in a binary file. Table 7.4 summarizes LEZW 
results of the two representative slices. The compression ratios achieved for the axial 
and sagittal reference slices are 2.4697 and 2.0758 respectively. It possesses progressive 
t r ansm ission as illustrated on Figure 7.5 and Figure 7.6. It is progressive transmission
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Figure 7.5: Reconstruction of an LEZW coded MR representative slice (#7) 
on Figure 5.2 (a) Reconstruction at 4 bpp. (b) Reconstruction 
at 2 bpp. (c) Reconstruction at 1 bpp. (d) Reconstruction at 
0.8 bpp
fa) (b) (c) (d)
Figure 7.6: Reconstruction of an LEZW coded MR representative slice 
(#11) on Figure 5.3 (a) Reconstruction at 4 bpp. (b) Recon­
struction at 2 bpp. (c) Reconstruction at 1 bpp. (d) Recon­
struction at 0.8 bpp
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that aids the radiologists in making the transmission decision quickly and obtaining the 
computer assisted diagnosis information.











Axial (#7) 256 x 256 212 x 183 31,557 26,536 2.4697
Sagittal (#11) 256 x 256 219 x 234 36,802 31,572 2.0758
7.5 Prediction Results of 3-D MR Brain Image Sets
7.5.1 Study of Predictor Coefficients and Correlation Strength
The proposed predictive method exploits both inter- and intra-slice spatial correlation to 
calculate the predicted pixel intensity. The optimal predictor coefficients can be utilized 
to further exploit the correlation among the pixel intensities along the three axes. That 
is, we can determine the correlation strength (significance) between the predicted pixel 
and the predicting pixels along different directions via predictor coefficients. The larger 
the predictor coefficients, the better the correlation.
Table 7.5 lists the optimal predictor coefficients for each experimental predictor ap­
plied to the denoised reduced MR axial brain set on Figure 5.2. The optimal predictor 
coefficients for the denoised reduced MR sagittal brain set on Figure 5.3 are summarized 
on Table 7.6.
Since both the inter-slice predictors and the intra-and-inter-slice predictors sure con­
structed from the prediction rules of the intra-slice predictors, we analyze six intra-slice 
predictors in detail. The first two intra-predictors use only one pixel for prediction. That 
is, intra-predictor 1 and intra-predictor 2 respectively use the pixel directly above and 
to the left side of the pixel for prediction. The predictor coefficients for both brain sets 
are more thsm 0.97, which indicates a very high correlation for the predicted pixel along
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Table 7.5: Predictors and optimal predictor coefficients for MR axial brain
image set on Figure 5.2
Intra-Slice Predictors Inter-Slice Predictors Intra-and-Inter-Slice Predictors
Pred. Entropy Coeff. Pred. Entropy Coeff. Pred. Entropy Coeff.
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Table 7.6: Predictors and optimal predictor coefficients for MR sagittal
brain image set on Figure 5.3
Intra-Slice Predictors Inter-Slice Predictors Intra-and-Inter-Slice Predictors
Pred. Entropy Coeff. Pred. Entropy Coeff. Pred. Entropy Coeff.
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x and y directions. Intra-predictor 3 use both pixels in intra-predictor 1 and 2. The co­
efficients (0.5435, 0.4552) and (0.4658, 0.5309) for the axial and sagittal brain set show 
that the correlation in x  and y directions are almost identical. Intra-predictor 4 add one 
more pixel in the upper left diagonal direction. The coefficients (0.8557, 0.8280, -0.6859) 
and (0.8146, 0.8369, -0.6570) indicate that the correlation with the predicted pixel along 
the upper left diagonal is less than along x and y. Intra-predictor 5 add another pixel 
in the upper right diagonal direction. The coefficients (0.7865, 0.8229, -0.6573, 0.0468) 
and (0.5700, 0.8244, -0.5504, 0.1557) demonstrate that the correlation along the upper 
right diagonal is extremely small because of the insignificant coefficient values 0.0468 
and 0.1557. Finally, intra-predictor 6 add two more pixels for intra-predictor 4, which is 
one more pixel away from the predicted pixel in the x and y directions. The coefficients 
(0.9859, -0.1962, 0.8506, -0.1263, -0.5224) and (0.7364, -0.0660, 1.0385, -0.2445, -0.4789) 
show that better correlation occurs along x and y within a 1-pixel neighborhood of the 
predicted pixel.
The inter-slice predictors exclusively use the pixels on the previously scanned slice for 
prediction. They use the same prediction rules as the intra-slice predictors expect for 
one additional prediction rule that uses one pixel at the same location as the pixel being 
predicted on the previous slice. We observed that inter-predictor 1 has the largest pre­
dictor coefficients for both brain image sets. This may indicate that the pixel above the 
predicted one along the z direction has the strongest correlation relationship. Most of the 
observations of the intrarslice predictors reveal themselves in the inter-slice predictors. 
However, several exceptions are:
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• The pixel on the upper right diagonal direction (i.e., E1 on Figure 6.5) have better 
correlation with the predicted pixel. This is shown in the coefficients for inter- 
predictor 6 in the values of 0.6885 and 0.6307 for the axial and sagittal brain set.
•  Inter-predictor 7 illustrates that the pixels with a 2-pixel distance from the pre­
dicted pixel have higher correlation. For example, the pixel located 2-pixels away 
from the predicted pixel in x  direction (i.e., B' on Figure 6.5) has the highest coeffi­
cient of 0.5199 in the coefficient set for the axial brain images. Similarly, the pixel 
located 2-pixels away from the predicted pixel in y  direction (i.e., F' on Figure 
6.5) has the highest coefficient of 0.4524 in the coefficient set for the sagittal brain 
images.
These exceptions are mainly caused by the different position and size of brain structures 
between adjacent slices. These differences make the use of inter-slice predictors to achieve 
accurate prediction difficult.
The intra-and-inter-slice predictors use two types of prediction rules. One type is to 
use the same prediction rules as the intra-slice predictors plus one that uses the pixel 
directly above the one being predicted on the previous slice. This added pixel has the 
highest coefficients of the inter-slice predictors. The second type is to use more pixels 
on the previous slice for prediction. Comparing the coefficients of the first six intra-and- 
inter-slice predictors with the corresponding intra-slice predictor coefficients, we observed 
that the intra-and-inter-slice predictor coefficients have slightly smaller values with the 
same patterns as described in the analysis of the intra-slice predictors. The coefficient 
associated with the added pixel on the previous slice is insignificant. This illustrates 
that the pixels on the previous slice have smaller correlation than the pixels on the
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same slice as the one being predicted. The second type of the prediction rules (i.e., 
intra-and-inter-slice predictor 7 and 8) further demonstrate this observation.
Entropy on both Table 7.5 and Table 7.6 measures the compressibility of the prediction 
residues. Several observations are:
• The inter-slice predictors have the highest entropies of the three types of predic­
tors. Each inter-slice predictor has higher entropy than the original entropy. For 
example, in the axial brain set each inter-slice entropy is substantially higher than 
the original entropy (5.8649); and in the sagittal brain set each inter-slice entropy 
is slightly higher than the original entropy (5.6736). This indicates that inter-slice 
predictors produce little prediction and the least compressible residues.
• The intra-slice predictors have the lowest entropies of the three types of predic­
tors. Each intra-slice predictor has much lower entropy than the original and has 
a slightly lower entropy than each intra-and-inter-slice predictor. This indicates 
that intra-slice predictors produce excellent prediction and the most compressible 
residues.
7.5.2 Predicted Compression Results
Table 7.7 and Table 7.9 respectively summarize compression results applying differ­
ent predictors followed by four different lossless entropy methods on the MR axial and 
sagittal brain image sets. Table 7.8 and Ihble 7.10 summarize compression results of 
different run-length encoded prediction residues combined with the same four different 
lossless entropy methods on these two brain sets.
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Table 7.7: Predicted entropy coded compression results of the MR axial






Arith. Coding Compress Pack Gzip
size/ratio size/ratio size/ratio size/ratio
None Original 1310725 664006/1.97 554901/2.36 670064/1.96 506291/2.59




Residue 1 784903 485103/2.70 477428/2.75 491911/2.66 428638/3.06
Residue 2 785071 495175/2.65 450593/2.91 501563/2.61 430323/3.05
Residue 3 783301 459411/2.85 440257/2.98 466287/2.81 411473/3.19
Residue 4 783247 428789/3.06 417233/3.14 435196/3.01 390192/3.36
Residue 5 783247 428969/3.06 417193/3.14 435322/3.01 390198/3.36




Residue 1 1095529 803490/1.63 826295/1.59 812129/1.61 633889/2.07
Residue 2 1101241 807825/1.62 835903/1.57 816448/1.61 635993/2.06
Residue 3 1101343 808604/1.62 831867/1.58 817205/1.60 636766/2.06
Residue 4 1081219 797384/1.64 811351/1.62 805202/1.63 634505/2.07
Residue 5 1080955 797481/1.64 813343/1.61 805304/1.63 634750/2.06
Residue 6 1054321 783420/1.67 796553/1.65 790521/1.66 631529/2.08





Residue 1 784975 497148/2.64 491524/2.67 502761/2.61 439916/2.98
Residue 2 784969 510094/2.57 472715/2.77 515106/2.54 443199/2.96
Residue 3 783289 466760/2.81 445403/2.94 473731/2.77 415190/3.16
Residue 4 783247 434454/3.02 417093/3.14 441573/2.97 393498/3.33
Residue 5 | 783247 | 483486/3.02 | 420313/3.12 | 440913/2.97 | 392494/3.34
Residue 6 783247 430989/3.04 417765/3.14 437244/3.00 390790/3.35
Residue 7 783271 470115/2.79 455283/2.88 476687/2.75 423124/3.10
Residue 8 783247 434553/3.02 424095/3.09 441856/2.97 396116/3.31
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Table 7.8: Predicted run-length and entropy coded compression results of




Run Length Coding Followed by
Arith. Coding Compress Pack Gzip
size/ratio size/ratio size/ratio size/ratio
None Original 1310725 530817/2.47 541511/2.42 531938/2.46 494529/2.65




Residue 1 784903 419016/3.13 467562/2.80 420134/3.12 422616/3.10
Residue 2 785071 428096/3.06 459101/2.85 429596/3.05 423635/3.09
Residue 3 783301 402792/3.25 435513/3.01 404290/3.24 405262/3.23
Residue 4 783247 374735/3.50 412705/3.18 376608/3.48 384577/3.41
Residue 5 783247 375240/3.49 413129/3.17 377247/3.47 384816/3.41




Residue 1 1095529 756803/1.73 835087/1.57 757764/1.73 628423/2.09
Residue 2 1101241 761402/1.72 835833/1.57 762494/1.72 630607/2.08
Residue 3 1101343 762342/1.72 842605/1.56 763386/1.72 631284/2.08
Residue 4 1081219 750343/1.75 814457/1.61 751056/1.75 628967/2.08
Residue 5 1080955 750696/1.75 815107/1.61 751366/1.74 629544/2.08
Residue 6 1054321 736682/1.78 798565/1.64 737029/1.78 627297/2.09





Residue 1 784975 435336/3.01 482289/2.72 437106/3.00 434559/3.02
Residue 2 784969 446942/2.93 473469/2.77 448224/2.92 437114/3.00
Residue 3 783289 409688/3.20 441431/2.97 410916/3.19 409585/3.20
Residue 4 783247 380470/3.45 421703/3.11 382399/3.43 388446/3.37
Residue 5 783247 379046/3.46 418507/3.13 381083/3.44 387260/3.38
Residue 6 783247 376532/3.48 418631/3.13 378447/3.46 386000/3.40
Residue 7 783271 415152/3.16 447857/2.93 416800/3.14 417331/3.14
Residue 8 783247 382240/3.43 419911/3.12 384421/3.41 390977/3.35
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Table 7.9: Predicted entropy coded compression results of the MR sagittal




Arith. Coding Compress Pack Gzip
size/ratio size/ratio size/ratio size/ratio
None Original 1048581 782271/1.34 742546/1.41 785313/1.34 728338/1.44




Residue 1 833385 472913/2.22 480197/2.18 477593/2.20 435135/2.41
Residue 2 830763 464816/2.26 436873/2.40 469511/2.23 422246/2.48
Residue 3 830727 441819/2.37 430539/2.44 446665/2.35 410314/2.56
Residue 4 830727 417901/2.51 412442/2.54 422791/2.48 394165/2.66
Residue 5 830727 417133/2.51 411459/2.55 421938/2.49 393991/2.66




Residue 1 898647 632760/1.66 613931/1.71 635993/1.65 536342/1.96
Residue 2 906033 640080/1.64 623067/1.68 643309/1.63 542285/1.93
Residue 3 896715 632526/1.66 614009/1.71 635679/1.65 537501/1.95
Residue 4 896469 632889/1.66 607723/1.73 635948/1.65 536444/1.95
Residue 5 896319 632872/1.66 608787/1.72 635896/1.65 536645/1.95
Residue 6 891555 630760/1.66 607265/1.73 633625/1.65 536747/1.95





Residue 1 832833 474544/2.21 481113/2.18 479063/2.19 436314/2.40
Residue 2 830727 467818/2.24 438031/2.39 472415/2.22 423474/2.48
Residue 3 830727 442804/2.37 431267/2.43 447326/2.34 410916/2.55
Residue 4 830727 418560/2.51 413654/2.53 423305/2.48 394546/2.66
Residue 5 830727 417387/2.51 411492/2.55 422124/2.48 394175/2.66
Residue 6 830727 407633/2.57 400571/2.62 412810/2.54 386737/2.71
Residue 7 830727 443720/2.36 434265/2.41 448162/2.34 413163/2.54
Residue 8 830727 418911/2.50 414794/2.53 423544/2.48 395685/2.65
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Table 7.10: Predicted run-length and entropy coded compression results of




Run Length Coding Followed by
Arith. Coding Compress Pack Gzip
size/ratio size/ratio size/ratio size/ratio
None Original 1048581 775938/1.35 744167/1.41 779840/1.34 727791/1.44




Residue 1 833385 409936/2.56 475713/2.20 411450/2.55 431256/2.43
Residue 2 83C763 403493/2.60 433741/2.42 404948/2.59 415569/2.52
Residue 3 830727 383271/2.74 427849/2.45 385509/2.72 404865/2.59
Residue 4 830727 361077/2.90 411143/2.55 363476/2.88 388744/2.70
Residue 5 830727 360828/2.91 410175/2.56 363260/2.89 388704/2.70




Residue I 898647 569208/1.84 597407/1.76 569802/1.84 532263/1.97
Residue 2 906033 577272/1.82 606787/1.73 577727/1.82 538965/1.95
Residue 3 896715 569013/1.84 597669/1.75 569526/1.84 533445/1.97
Residue 4 896469 569495/1.84 596985/1.76 570130/1.84 532346/1.97
Residue 5 896319 569480/1.84 600152/1.75 570116/1.84 532630/1.97
Residue 6 891555 567244/1.85 590379/1.78 567791/1.85 532490/1.97





Residue 1 832833 411885/2.55 471501/2.22 413527/2.54 432629/2.42
Residue 2 830727 406908/2.58 435043/2.41 408540/2.57 417066/2.51
Residue 3 830727 384385/2.73 428543/2.45 386485/2.71 405529/2.59
Residue 4 830727 361760/2.90 411185/2.55 364209/2.88 389379/2.69
Residue 5 830727 361058/2.90 410341/2.56 363536/2.88 388959/2.70
Residue 6 830727 360108/2.91 399775/2.62 362842/2.89 381667/2.75
Residue 7 830727 385545/2.72 431919/2.43 387672/2.70 407921/2.57
Residue 8 830727 362694/2.89 412865/2.54 365103/2.87 390600/2.68
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Comparisons conducted to compare performance follow:
1. Comparison of three predictors: The size of the prediction residues is used 
to determine the performance of the predictors. Since residues can expand, the 
predicted image set may increase when compared to an original denoised reduced 
brain set. The inter-slice predictors produce the largest prediction residues shown 
in the third column of all four Tables (7.7-7.10). The intra-slice predictors usually 
produce smaller prediction residues than the intra-and-inter-slice predictors for the 
axial brain set. However, for the sagittal brain set, the intra-and-inter-slice predic­
tors usually generate better prediction because of the sm alle r  prediction residues. 
Therefore, we conclude that the intra-slice predictors and the intra-and-inter-slice 
predictors have comparable performance and the inter-slice predictors have the 
worst performance.
2. Comparison of four entropy methods: “Gzip” (LZ77) performs best on all 
predictors on both brain sets. The other three entropy methods rank differently. 
“Pack” (Huffman coding) always performs worst except for intra-slice predictor 1 
of the MR sagittal brain image set. “Compress” (ALZ) performs better than the 
arithmetic coding except for the inter-slice predictors of the MR axial brain image 
set and intra-slice and intra-and-inter-slice predictor 1 of the MR sagittal brain 
image set.
3. Comparison of four run-length coded entropy methods: Run-length cod­
ing followed by “compress” performs worst for the three predictors of both brain 
sets. Run-length coding followed by “gzip” performs best with the inter-slice pre­
dictors. With the intra-slice and the intra-and-inter-slice predictors, run-length
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coding followed by arithmetic coding performs best on the MR sagittal brain set 
and is usually the best on the MR axial brain set.
4. Comparison between entropy m ethods and run-length coded entropy 
methods: Run-length coded entropy methods perform better than entropy meth­
ods on the MR sagittal brain set. However, sometimes the axial brain set did not 
follow this observation. For example, “compress” is better than run-length coded 
“compress” for intra-slice predictor 2 and some other inter-slice predictors.
5. Comparison between denoised reduced and prediction results: We com­
pared the results of different entropy methods and run-length coded methods on 
the original denoised-reduced and the prediction residues image sets. This shows 
that both the intra-slice and the intra-and-inter-slice predictors achieve better com­
pression than on the original set. However, the inter-slice predictors do not gain 
any compression over the original set. This is because of a prediction inaccuracy, 
which produces large expanded residues. This observation is in accordance with 
entropy analysis based on Table 7.5 and Table 7.6. Therefore, we concluded that 
the inter-slice predictors will not be used in later compression stages.
7.5.3 Summary
Based upon Tables 7.7, 7.8, 7.9, and 7.10, we observed the best predictor to be the 
intra-slice predictor 6, which uses two z-pixels, two y-pixels, and one negative zy-pixel 
for prediction. The respective compression ratios are 3.58 for the MR axial and 2.92 for 
the sagittal brain sets. The next best predictor was different for these brain sets. It was 
the intra-slice predictor 4 for the MR axial brain set yielding a compression ratio of 3.50. 
This predictor uses one each z, y, and negative zy pixel. It was the intra-and-inter-slice
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predictor 6 for the MR sagittal brain set yielding a compression ratio of 2.91. This uses 
the pixels in the intra-slice predictor 6 plus one additional pixel from the previous slice 
at the same location as the predicted pixel. All the best and second best compression 
results were obtained by combining run-length with arithmetic coding on the prediction 
residues.
As a result, we conclude that the intra-slice predictor 6 is a good predictor since it 
only uses pixels in the directions having the highest correlation with the predicted pixel 
and produces the least entropy (Table 7.5 and Table 7.6). However, this does not mean 
that only choosing pixels in the highest correlation directions always leads to better 
predictions. This is demonstrated by the intra-and-inter-slice predictor 6 which uses a 
z-direction pixel for prediction and produces the second boot compression for the MR 
sagittal brain set. In practice, we consider both the entropy for the prediction residues 
and its computational cost. In general, the more prediction pixels used, the more the 
computational cost. In this research, our goal is to determine the best predictor balanced 
with the least computation.
7.6 Predicted Integer Wavelet Transform Results
7.6.1 Determination of Optimal Iterations (Decomposition Levels) 
Figure 7.7 and Figure 7.8 respectively demonstrate the weighted entropy of different 
iterations of five integer wavelet transformations on the prediction residues of the MR 
axial and sagittal brain image sets. The maximum number of iterations is 7.
On both figures, the first level decomposition (one iteration) of any interpolating 
integer wavelet transform usually produces the least entropy. The weighted entropy 
increases as the decomposition level increases. As a result, the first level decomposition 
of different predicted interpolating transforms were applied to the 3-D image set.
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Figure 7.7: Entropy of predicted integer wavelet transform on the MR axial 
brain image set (Figure 5.2)
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Figure 7.8: Entropy of predicted integer wavelet transform on the MR sagit­
tal brain image set (Figure 5.3)
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7.6.2 Predicted Integer Wavelet Transform Results 
Tables 7.11, 7.12, 7.13, and 7.14 summarize compression results for axial and sagittal 
brain image sets in both compressed size (in bytes) and compression ratios (compressed 
size/reduced size). Tables 7.11 and 7.13 demonstrate the results after “gzip” to the first 
level decomposition of various predicted interpolating transforms because it produces the 
best entropy coding (Table 7.7 and Table 7.9). Tables 7.12 and 7.14 present results after 
applying run-length plus arithmetic coding to the first level decomposition of predicted 
interpolating transforms; also the best method (Table 7.8 and Table 7.10).
Table 7.11: Compression results of applying gzip to the 1-level predicted 
wavelet transforms to the MR axial brain image set (Figure 5.2)
Pred. (4, 2) (6,2) (2, 2) (4,4) (2,4)
1 402136/3.26 407789/3.21 403355/3.25 403676/3.25 406439/ 3.22
2 408253/3.21 412769/3.18 409825/3.20 409704/3.20 413275/ 3.17
3 391449/3.35 396664/3.30 391241/3.35 392698/3.34 393744/ 3.33
4 390968/3.35 396469/3.31 390337/3.36 392483/3.34 392717/ 3.34
5 390061/3.36 395231/3.32 389312/3.37 391580/3.35 392022/ 3.34
6 388406/3.37 394001/3.33 386774/3.39 389638/3.36 389076/ 3.37
1 407287/3.22 412417/3.18 409134/3.20 408231/3.21 411488/ 3.19
2 414159/3.16 418036/3.14 416413/3.15 415276/3.16 419068/ 3.13
3 393767/3.33 398639/3.29 393875/3.33 394951/3.32 396219/ 3.31
4 393275/3.33 398220/3.29 392665/3.34 394438/3.32 395039/ 3.32
5 391850/3.34 396817/3.30 391360/3.35 393114/3.33 393805/ 3.33
6 391816/3.35 397515/3.30 390458/3.36 392841/3.34 392434/ 3.34
7 399069/3.28 403896/3.25 399786/3.28 400344/3.27 401946/ 3.26
8 394528/3.32 399813/3.28 394440/3.32 395832/3.31 396497/ 3.31
Some observations follow:
1. Comparison of five interpolating integer wavelet transforms: The (6, 2)
predicted interpolating transforms produced the worst compression for both brain 
sets. Both (4, 2) and (2, 2) predicted interpolating transforms obtain the best 
comparable compression for the axial brain set. The (2, 2) predicted interpolating 
transforms achieve the best compression for the sagittal brain set except for the
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Table 7.12: Compression results of applying run-length coded arithmetic 
coding on the 1-level predicted wavelet transforms to the MR 
axial brain image set (Figure 5.2)
Pred. (4, 2) (6, 2) (2, 2) (4. 4) (2, 4)
1 377943/3.47 383244/3.42 379485/3.45 379400/3.45 382817/ 3.42
2 384559/3.41 389124/3.37 386596/3.39 386002/3.40 390320/ 3.36
3 365028/3.59 370067/3.54 365223/3.59 366448/3.58 368233/ 3.56
4 363592/3.60 368864/3.55 363138/3.61 365045/3.59 365969/ 3.58
5 362698/3.61 367744/3.56 362429/3.62 364142/3.60 365207/ 3.59
6 360596/3.63 366232/3.58 359123/3.65 361932/3.62 361713/ 3.62
1 382734/3.42 387704/3.38 385241/3.40 383914/3.41 387752/ 3.38
2 390374/3.36 394479/3.32 393420/3.33 391581/3.35 396251/ 3.31
3 367936/3.56 372671/3.52 368936/3.55 369180/3.55 371521/ 3.53
4 366418/3.58 371412/3.53 366435/3.58 367702/3.56 368935/ 3.55
5 365051/3.59 369872/3.54 365111/3.59 366362/3.58 367649/ 3.57
6 364376/3.60 369993/3.54 363240/3.61 365449/3.59 365325/ 3.59
7 372100/3.52 376625/3.48 373362/3.51 373365/3.51 375783/ 3.49
8 367057/3.57 371996/3.52 367279/3.57 368340/3.56 369749/ 3.54
Table 7.13: Compression results of applying gzip to the 1-level predicted 
wavelet transforms to the MR sagittal brain image set (Figure 
5.3)
Pred. (4, 2) (6, 2) (2, 2) (4, 4) (2, 4)
1 412374/2.54 416139/2.52 412741/2.54 413173/2.54 414371/ 2.53
2 405538/2.59 410224/2.56 404350/2.59 406279/2.58 406152/ 2.58
3 393642/2.66 398002/2.63 392473/2.67 394201/2.66 393887/ 2.66
4 397548/2.64 402799/2.60 395645/2.65 398048/2.63 397258/ 2.64
5 394929/2.66 399883/2.62 392983/2.67 395509/2.65 394386/ 2.66
6 392631/2.67 397859/2.64 390678/2.68 393135/2.67 391998/ 2.67
1 411097/2.55 415224/2.53 411640/2.55 411734/2.55 413228/ 2.54
2 403905/2.60 408453/2.57 402885/2.60 404659/2.59 404610/ 2.59
3 393267/2.67 397766/2.64 392274/2.67 393952/2.66 393761/ 2.66
4 397188/2.64 402409/2.61 395250/2.65 397710/2.64 396692/ 2.64
5 394694/2.66 399647/2.62 392653/2.67 395231/2.65 394188/ 2.66
6 391642/2.68 397100/2.64 389794/2.69 392046/2.67 391137/ 2.68
7 396269/2.65 400572/2.62 395471/2.65 396930/2.64 396809/ 2.64
8 398014/2.63 403138/2.60 395991/2.65 398348/2.63 397317/ 2.64
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Table 7.14: Compression results of applying run-length coded arithmetic 
coding to the 1-level predicted wavelet transforms to the MR 
sagittal brain image set (Figure 5.3)
Pred. (4, 2) (6, 2) (2, 2) (4,4) (2, 4)
1 380364/2.76 385014/2.72 380860/2.75 381333/2.75 382788/ 2.74
2 370273/2.83 374870/2.80 369511/2.84 371053/2.83 371555/ 2.82
3 356602/2.94 360732/2.91 355707/2.95 357282/2.93 357291/ 2.93
4 360718/2.91 365624/2.87 358798/2.92 361262/2.90 360429/ 2.91
5 357606/2.93 362232/2.89 355777/2.95 358137/2.93 357327/ 2.93
6 353904/2.96 359173/2.92 352066/2.98 354388/2.96 353528/ 2.97
1 378960/2.77 383470/2.73 379600/2.76 379855/2.76 381385/ 2.75
2 368945/2.84 373245/2.81 368414/2.85 369660/2.84 370284/ 2.83
3 356437/2.94 360543/2.91 355630/2.95 357109/2.94 357243/ 2.94
4 360431/2.91 365327/2.87 358610/2.92 360989/2.90 360219/ 2.91
5 357535/2.93 362171/2.90 355795/2.95 358095/2.93 357298/ 2.93
6 353081/2.97 358370/2.93 351311/2.98 353546/2.97 352757/ 2.97
7 359148/2.92 363236/2.89 358601/2.92 359824/2.91 360169/ 2.91
8 361074/2.90 365882/2.87 359321/2.92 361571/2.90 360843/ 2.91
intra-slice and the intra-and-inter-slice predictor 1. The conclusion, the (2, 2) 
interpolating transform is the best integer wavelet transform for all predictors.
2. Comparison between gzip and the run-length coded method: The run- 
length coded method (i.e., run-length coded arithmetic coding) always achieves 
better compression than “gzip”. The compression improvement is around 10%.
3. Comparison between predicted results w ith and w ithout wavelet trans­
form: Pairwisely comparing Table 7.7 and Table 7.11; Thble 7.8 and Table 7.12; 
Table 7.9 and Table 7.13; and Ihble 7.10 and Table 7.14, we conclude that the en­
tropy predicted wavelet transforms are better than the entropy predictive method. 
In addition, the run-length predicted wavelet transform performs better than the 
run-length predictive method. For instance, the best compression ratio increases 
from 3.58 to 3.65 for the axial brain image set and from 2.92 to 2.98 for the sagit­
tal brain image set after applying the run-length arithmetic coded 1-level (2, 2) 
interpolating transform on residues from intra-slice predictor 6.
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7.6.3 Sum m ary
Table 7.15 summarizes the entropy of the two brain image sets at various stages. The 
first six rows represent six intra-slice predictors and the last eight rows represent eight 
intra-and-inter-slice predictors.
Conclusions and observations follow:
• All predicted integer wavelet transformed image sets have less entropy than the 
corresponding predicted image sets. This shows that the predicted wavelet trans­
formed image set is more compressible than the predicted image set alone.
• Among the interpolating transforms, (6, 2) and (2, 4) have the largest entropies. 
Therefore, they are not good for transforming these residues. (4, 2), (2, 2), and 
(4, 4) interpolating transforms have comparable entropies. Since (2, 2) involves 
less computational time for both dual lifting and lifting stages (has the least num­
ber of vanishing moments), it was the transform of choice to compensate for any 
inaccuracy in predicting.
• Intra-slice predictor 3 plus one level (4, 2) interpolating integer wavelet transform 
achieves the least entropy (4.1010) for the axial brain set. Intra-and-inter-slice 
predictor 6 plus one level (2, 2) interpolating integer wavelet transform achieves 
the least entropy (3.7977) for the sagittal brain set. These entropies are shown in 
bold type on Table 7.15. The second least entropies are generated by intra-slice 
predictor 6 followed by one level (2, 2) interpolating integer wavelet transform for 
both brain sets. The second least entropies are 4.1076 and 3.8047 for axial and 
sagittal brain set respectively, shown as italic on Table 7.15.
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Table 7.15: Entropy at various stages - predictive coding and predicted in­
teger wavelet transform
Axial Entropy Sagittal Entropy
Pred. (4.2) (6.2) (2.2) (4,4) (2.4) Pred. (4.2) (6,2) (2,2) (4,4) (2.4)
1 4.9494 4.2271 4.2591 4.2635 4.2371 4.2889 4.5223 4.0255 4.0540 4.0463 4.0291 4.0582
2 5.0538 4.2749 4.3056 4.3203 4.2880 4.3492 4.4608 3.9441 3.9800 3.9471 3.9500 3.9612
3 4.6967 4.1010 4.1387 4.1170 4.1130 4.1416 4.2396 3.8212 3.8565 3.8218 3.8260 3.8333
4 4.3837 4.1361 4.1723 4.1384 4.1476 4.1608 4.0097 3.8964 3.9380 3.8864 3.9001 3.8969
S 4.3857 4.1265 4.1613 4.1299 4.1378 4.1521 4.0019 3.8640 3.9029 3.8559 3.8671 3.8658
6 4.3328 4.1129 4.1551 4.1076 4.1233 4.1266 3.9052 3.8183 3.8623 3.8047 3.8212 3.8130
1 5.0708 4.2720 4.3022 4.3159 4.2804 4.3358 4.5410 4.0150 4.0427 4.0371 4.0186 4.0486
2 5.2055 4.3320 4.3597 4.3840 4.3435 4.4071 4.4897 3.9338 3.9695 3.9389 3.9392 3.9524
3 4.7706 4.1269 4.1621 4.1489 4.1363 4.1697 4.2489 3.8202 3.8552 3.8205 3.8246 3.8319
4 4.4404 4.1596 4.1937 4.1658 4.1698 4.1859 4.0156 3.8944 3.9360 3.8852 3.8978 3.8955
5 4.4306 4.1455 4.1784 4.1525 4.1563 4.1724 4.0043 3.8629 3.9031 3.8549 3.8667 3.8647
6 4.4052 4.1368 4.1779 4.1316 4.1442 4.1471 3.9105 3.8119 3.8562 3.7977 3.8147 3.8062
7 4.8049 4.1569 4.1908 4.1822 4.1676 4.2032 4.2576 3.8485 3.8835 3.8512 3.8536 3.8629
8 4.4417 4.1603 4.1939 4.1674 4.1708 4.1874 4.0190 3.8986 3.9394 3.8895 3.9018 3.8997
• This entropy result is consistent with the compressions listed on Tables 7.11, 7.12, 
7.13, and 7.14. The only minor exception comes from the entropy method not 
being fully adaptive to the statistics of the image.
Figure 7.9 is a comparison between the run-length arithmetic coded predictive method 
and the run-length arithmetic coded predicted (2 , 2 ) interpolating method in terms of 
compression. Predictors 1 through 6  represent the six intra-slice predictors and predictors 













Figure 7.9: Comparison of the compression result between prediction and 
predicted wavelet transform
Figure 7.9 clearly shows that the (2, 2) interpolating integer wavelet transform im­
proves the compression for all predictors. For example, it vastly improves the perfor­
mance of the intra-slice predictors 1, 2, and 3 and the intra-and-inter-slice predictors 
1, 2, 3, and 7 (i.e., predictors 7, 8 , 9, and 13 shown on the figure). These predictors 
always produce less compression than the other predictors, e.g., the intra-slice predic­
tors 4, 5, and 6  and the intra-and-inter-slice predictors 4, 5, 6 , and 8  (i.e., predictors 10,
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11, 12, and 14 shown on the figure). However, the (2, 2) interpolating integer wavelet 
transform produces minorable improvement for the better predictors. In conclusion, the 
predicted integer wavelet transform improves prediction inaccuracy in accordance with 
the performance of the predictors, i.e., “the worse the original prediction, the better the 
improvement obtained.” This observation can be further demonstrated by decreases in 
entropy for the predictors on Table 7.15.
Figure 7.10 presents the computational cost for each predictor. In practice, one 
would choose the lowest computational cost predictor with the best compression after 
the integer wavelet transform. Table 7.16 lists the best compression ratios past the (2, 
2 ) integer wavelet transform in descending order with computational cost associated 
with each predictor. We observe from Table 7.16 that there is no predictor definitely 
better than another for the MR brain image set. Since the intra-slice predictor 3 has low 
computational cost and relatively high compression for both brain sets, we chose it for 
the 3-D MR brain image set. This choice is further verified by less entropy from applying 
the intra-slice predictor 3 followed by five interpolating transforms (Table 7.15).
U s
P ra lk ia n
Figure 7.10: Computational Cost of Predictors
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Table 7.16: Compression ratios and the computational cost
Axial Brain Set Sagittal Brain Set
Ratios Cost Predictors Ratios Cost Predictors
3.65 5 Intra 6 2.98 6 Intra-Inter 6
3.62 4 Intra 5 2.98 5 Intra 6
3.61 3 Intra 4 2.95 3 Intra-Inter 3
3.61 6 Intra-Inter 6 2.95 2 Intra 3
3.59 5 Intra-Inter 5 2.95 4 Intra 5
3.59 2 Intra 3 2.95 5 Intra-Inter 5
3.58 4 Intra-Inter 4 2.92 5 Intra-Inter 7
3.57 7 Intra-Inter 8 2.92 4 Intra-Inter 4
3.55 3 Intra-Inter 3 2.92 3 Intra 4
3.51 5 Intra-Inter 7 2.92 7 Intra-Inter 8
3.45 1 Intra 1 2.85 2 Intra-In ter 2
3.40 2 Intra-Inter 1 2.84 1 Intra 2
3.39 1 Intra 2 2.76 2 Intra-Inter 1
3.33 2 Intra-Inter 2 2.75 1 Intra 1
7.7 Results
7.7.1 Compression Results
Compression experiments were done on several 8 -bit 3-D MR brain image sets obtained 
from the MRI simulator and LSUHSC-NO. Tables 7.17 , 7.18, and 7.19 compare the 
compression of our proposed algorithm (the predicted wavelet compression algorithm) 
with arithmetic coding, compress, pack, gzip, and lossless JPEG. “CAT1” and “CAT2" 
in Table 7.17 summarize compression of 3-D MR T2 -weighted MS and normal brain image 
sets from the MRI simulator, which have different levels of noise, RF non-uniformity, and 
slice thickness (described in Section 7.1). “CAT3” and “CAT4” in Table 7.17 summarize 
compression of both 3-D MR TVweighted and Ti-weighted MS and normal brain image 
sets from the MRI simulator, which use the same parameters described in section 7.1. 
Table 7.18 and 7.19 present compression of 3-D MR brain image sets with unknown 
noise from 24 patients (first category of LSUHSC-NO images) and 6  studies (second 
category of LSUHSC-NO images) respectively. All the compression results are obtained
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using intra-slice predictor 3 and a lst-level (2, 2) interpolating transform with run-length 
coded arithmetic coding.

















1.5133 1.9836 1.4913 2.1431 2.6651 3.8669
1.5314 2.0143 1.5079 2.1691 2.6879 3.9119
1.5498 2.0398 1.5247 2.1919 2.7066 3.9528
1.5655 2.0580 1.5387 2.2151 2.7201 3.9839
CAT1
(b)
1.3125 1.6358 1.3041 1.7111 2.2743 3.7553
1.3159 1.6432 1.3073 1.7162 2.2806 3.7968
1.3318 1.6631 1.3231 1.7356 2.2974 3.8386
1.3400 1.6705 1.3316 1.7436 2.3005 3.8681
CAT1
(c)
1.5386 2.0963 1.5155 2.2365 2.7571 4.0021
1.5554 2.1184 1.5308 2.2623 2.7780 4.0430
1.5745 2.1456 1.5479 2.2916 2.8013 4.0879
1.5910 2.1647 1.5633 2.3130 2.8151 4.1191
CAT2
(a)
1.9972 2.4920 1.9765 2.6125 2.7196 3.9593
2.0128 2.5168 1.9905 2.6345 2.7306 3.9842
2.0291 2.5390 2.0054 2.6610 2.7484 4.0180
2.0421 2.5682 2.0169 2.6846 2.7777 4.0738
CAT2
(b)
1.8423 2.2329 1.8333 2.2723 2.3831 3.9124
1.8558 2.2455 1.8467 2.2888 2.3872 3.9353
1.8667 2.2595 1.8568 2.3016 2.3968 3.9660
1.8726 2.2737 1.8625 2.3068 2.4113 4.0164
CAT2
(c)
1.6259 1.9721 1.6139 2.0348 2.1253 3.6953
1.6279 1.9774 1.6155 2.0363 2.1330 3.7423
1.6288 1.9831 1.6176 2.0375 2.1387 3.7935
1.6333 1.9873 1.6218 2.0436 2.1392 3.8359
CAT3
(MS)
1.5359 2.0573 1.5148 2.3410 2.6213 3.6814
1.5563 2.0858 1.5331 2.3707 2.6437 3.7211
1.5778 2.1117 1.5529 2.4020 2.6635 3.7555
1.5954 2.1355 1.5684 2.4288 2.6785 3.7948
1.4740 1.8621 1.4561 2.0889 2.4615 3.5888 *
CAT3
(Normal)
1.4628 1.8147 1.4446 2.0717 2.4069 3.4908
1.4958 1.8587 1.4754 2.1208 2.4400 3.5617
CAT4
(MS)
1.6444 2.3070 1.6219 2.4546 2.7985 4.0558
1.6749 2.3551 1.6483 2.5073 2.8383 4.1400
CAT4
(Normal)
1.5621 2.1399 1.5412 2.3664 2.6240 3.6874
1.6294 2.2337 1.6039 2.4015 2.7417 4.0092
“The MR axial brain image set on Figure 5.2
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Table 7.18: Comparison of methods on 3-D MR brain image sets (first cat­
egory of LSUHSC-NO images)
Brain Arithmetic Unix Unix Unix Lossless Predicted
Sets Coding Compress Pack Gzip JPEG Wavelet
1.3644 1.4950 1.3603 1.6047 1.6664 2.7682
1.4174 1.6014 1.4123 1.6819 1.7612 3.0338
1.3405 1.3119 1.3378 1.3684 1.5814 3.2145
1.4817 1.6866 1.4728 1.7514 1.8414 3.2391
1.5051 1.7277 1.4984 1.7888 1.8386 3.3109
1.3618 1.3429 1.3562 1.3939 1.6021 3.2958
Axial 1.5277 1.7684 1.5171 1.8235 1.9337 3.51471.2880 1.2556 1.2845 1.3188 1.5369 2.6589
1.3324 1.2667 1.3291 1.3356 1.5061 3.1934
1.3631 1.5100 1.3586 1.6145 1.6884 2.7927
1.3778 1.5264 1.3727 1.6302 1.7039 2.7794
1.4166 1.5983 1.4114 1.6805 1.7604 3.0320
1.3399 1.3055 1.3373 1.3686 1.5812 3.2044
1.4814 1.6851 1.4725 1.7503 1.8407 3.2374
1.3404 1.4204 1.3352 1.4396 1.7957 2.9479 *
1.3331 1.4160 1.3283 1.4322 1.7414 3.1276
1.4171 1.5340 1.4122 1.5298 1.8681 3.4905
Sagittal 1.3897 1.4634 1.3822 1.4695 1.8636 3.53111.3508 1.3973 1.3454 1.4224 1.7535 3.2045
1.3514 1.4277 1.3463 1.4532 1.8055 3.0288
1.3327 1.4074 1.3280 1.4313 1.7964 3.1271
1.4164 1.5278 1.4114 1.5290 1.9149 3.4884
Coronal 1.5004 1.7122 1.4945 1.7590 1.8882 3.46891.5124 1.7653 1.5035 1.7961 1.9459 3.3535
“The MR sagittal brain image set on Figure 5.3
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Table 7.19: Comparison of methods on 3-D MR brain image sets (second 














Axial 1.4216 1.4355 1.4121 1.4796 1.6627 3.3389
Axial 1.4298 1.5423 1.4245 1.5738 1.8622 3.4123
Axial 1.5139 1.6559 1.5077 1.6660 1.9260 3.7488
Sagittal 1.4423 1.5421 1.4345 1.5482 1.8766 3.5955
2
Axial 1.3740 1.3936 1.3655 1.4304 1.6438 3.1026
Axial 1.4528 1.5896 1.4441 1.6008 1.8765 3.4265
Axial 1.4761 1.6071 1.4689 1.6275 1.8741 3.3387
Axial 1.3637 1.4427 1.3581 1.4703 1.7588 3.2543
Sagittal 1.3480 1.4705 1.3394 1.4750 1.8658 3.1547
Coronal 1.5668 1.8707 1.5494 2.0781 2.0781 3.3138 *
3
Axial 1.4991 1.7206 1.4875 1.7028 2.0907 4.2048
Axial 1.5501 1.8238 1.5450 1.8784 2.0001 3.9738
Axial 1.4708 1.6754 1.4653 1.7487 1.8594 3.7183
Axial 1.4484 1.7224 1.4407 1.6862 2.1166 4.2367
Axial 1.5838 1.7821 1.5727 1.7805 1.9778 3.6669
Coronal 1.7005 1.9880 1.6858 2.0046 2.1039 3.9489
4 Axial 1.3389 1.4142 1.3322 1.4621 1.7490 3.1055Sagittal 1.4041 1.5394 1.4009 1.5319 1.9581 3.6757
5
Axial 1.5356 1.6881 1.5290 1.6889 1.9402 3.5655
Axial 1.4232 1.4525 1.4127 1.4858 1.6975 3.4457
Axial 1.5170 1.6533 1.5097 1.6554 1.9287 3.7764
Axial 1.4276 1.5139 1.4226 1.5406 1.8136 3.4924
Sagittal 1.3996 1.5207 1.3899 1.5217 1.8884 3.4598
Coronal 1.5375 1.8040 1.5207 1.8259 2.0065 3.3760
6 Axial 1.1940 1.2212 1.1906 1.2793 1.5214 2.1253Sagittal 1.3427 1.4127 1.3372 1.4308 1.7934 3.1004
“The MR coronal brain image set on Figure A.2
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The following summarizes the compression results:
1. Unix “pack” performs the worst on the 3-D MR brain image sets. The average 
compression ratios are 1.6087 for 3-D MR simulated brain image sets and 1.4191 
for 3-D MR brain image sets.
2. Arithmetic coding performs slightly better than Unix “pack” with the average 
compression ratios of 1.6275 and 1.4261 for the two sources of MR brain image 
sets.
3. Unix “compress” performs much better than arithmetic coding. The average com­
pression ratios are 2.0926 and 1.5527 for the two sources of MR brain image sets.
4. Unix “gzip” achieves average compression ratios of 2.2342 and 1.5909 for the two 
sources of MR brain image sets.
5. Lossless JPEG performs the best among all the lossless compression methods com­
monly used. The compression ratios are 2.5455 and 1.8217 for the two sources of 
MR brain image sets. The compression improvement of this JPEG versus Unix 
“gzip” are 13.93% and 14.51%; Unix “compress” 21.64% and 17.32%; arithmetic 
coding 56.40% and 27.74%; and Unix “pack” 58.23% and 28.37%.
6 . Our proposed predicted wavelet compression algorithm performs the best. It 
achieves compression ratios of 3.8756 and 3.3321 for the two sources of MR brain 
image sets. The compression improvements versus other commonly used lossless 
compression methods are: lossless JPEG 52.25% and 82.91%; Unix “gzip” 73.47% 
and 109.44%; Unix “compress” 85.20% and 114.60%; arithmetic coding 138.13% 
and 133.66%; and Unix “pack” 140.92% and 134.81%.
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In summary, our compression technique achieves the most compression. Furthermore, 
it achieves better compression for the 3-D MR brain image sets containing unknown noise 
since the compression improvement over other five commonly used lossless compression 
methods increases dramatically for these brain image sets. For instance, the predicted 
wavelet compression method has 52.25% improvement over lossless JPEG for the sim­
ulated MR brain image sets. However, the improvement for LSUHSC-NO MR brain 
image sets are 82.91%. This indicates that our proposed compression method has better 
compression performance for MR brain image sets with unknown noise.
Tables 7.20, 7.21 and 7.22 compare the compression of our proposed predicted wavelet 
compression algorithm with and without preprocessing of the 3-D MR brain image sets 
from both the MRI simulator and the first and second category of LSUHSC-NO.
Selected observations are:
• The average compression ratio of our predicted wavelet method without preprocess­
ing the MRI simulated brain sets is 3.4560. The average compression ratios with 
denoised preprocessing and denoised reduced preprocessing are 3.8027 and 3.8756 
respectively. The percentage improvement in denoised reduced preprocessing for 
denoised preprocessing is 1.92% and for non-preprocessing is 12.14%.
• The average compression ratio of our predicted wavelet method without prepro­
cessing for the brain sets is 2.0664. The average compression ratios for denoised 
preprocessing is 3.2933 and for denoised reduced preprocessing is 3.3320. The 
improvement of denoised reduced vs. denoised preprocessing is 1.18% and vs. non­
preprocessing is 61.25%.
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Table 7.20: Comparison of predicted wavelet methods on 3-D MR simulated
brain image sets with and without preprocessing
MR Brain Image Set Predicted Wavelet Methods
Size Category Without Preprocessing With PreprocessingDenoised Denoised Reduced
351805/3.7257 345459/3.7942 338959/3.8669
CAT1 347411/3.7728 341874/3.8339 335065/3.9119
(a) 344991/3.7993 338119/3.8765 331594/3.9528
343091/3.8203 335529/3.9064 329006/3.9839
451359/2.9040 356002/3.6818 349036/3.7553
CAT1 449682/2.9148 352164/3.7219 345215/3.7968
(b) 447520/2.9289 348191/3.7644 341458/3.8386
447268/2.9305 345548/3.7932 338856/3.8681
335451/3.9074 333938/3.9251 327510/4.0021
CAT1 331625/3.9524 330747/3.9629 324198/4.0430
(c) 328317/3.9923 327125/4.0068 320638/4.0879
326044/4.0201 324587/4.0381 318209/4.1191
346092/3.7872 337718/3.8811 331051/3.9593
CAT2 345570/3.7929 335452/3.9073 328977/3.9842
(a) 340968/3.8441 332784/3.9387 326211/4.0180
335410/3.9078 328116/3.9947 321745/4.0738
256 x 256 x 20 431086/3.0405 341950/3.8331 335016/3.9124
1310725 CAT2 431740/3.0359 339998/3.8551 333065/3.9353
(Bytes) (b) 430234/3.0465 337254/3.8865 330488/3.9660
427645/3.0650 333103/3.9349 326345/4.0164
476923/2.7483 361944/3.6213 354700/3.6953
CAT2 474971/2.7596 357919/3.6621 350244/3.7423








386628/3.3901 371029/3.5327 365223/3.5888 “
CAT3 397255/3.2995 381153/3.4388 375480/3.4908
(Normal) 389754/3.3630 373511/3.5092 368003/3.5617
CAT4 342768/3.8239 328774/3.9867 323170/4.0558
(MS) 336284/3.8977 322282/4.0670 316597/4.1400
CAT4 375768/3.4881 361490/3.6259 355461/3.6874
(Normal) 346882/3.7786 332500/3.9420 326928/4.0092
"The MR axial brain image set on Figure 5.2
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Table 7.21: Comparison of predicted wavelet methods on 3-D MR brain im­
age sets (first category of LSUHSC-NO images) with and with­
out preprocessing
MR Brain Image Set Predicted Wavelet Methods
Category Size W ithout Preprocessing With PreprocessingDenoised Denoised Reduced
256 x 256 x 14 457172/2.0069 333902/2.7478 331452/2.7682
256 x 256 x 19 566263/2.1239 414952/3.0008 410437/3.0338
256 x 256 x 19 743533/1.6747 391711/3.1788 387368/3.2145
256 x 256 x 19 554758/2.2446 388966/3.2013 384429/3.2391
256 x 256 x 21 626363/2.1972 419296/3.2823 415672/3.3109
256 x 256 x 21 809588/1.7000 420159/3.2756 417579/3.2958
Axial 256 x 256 x 21 565054/2.4356 394139/3.4918 391577/3.5147256 x 256 x 21 830065/1.6580 519060/2.6514 517604/2.6589
256 x 256 x 23 956439/1.5760 472723/3.1886 472015/3.1934
256 x 256 x 15 484387/2.0295 354607/2.7722 352004/2.7927
256 x 256 x 14 446546/2.0547 333275/2.7530 330116/2.7794
256 x 256 x 19 586546/2.1229 415191/2.9991 410685/3.0320
256 x 256 x 19 743567/1.6746 392906/3.1692 388593/3.2044
256 x 256 x 19 555051/2.2434 389183/3.1995 384629/3.2374
256 x 256 x 16 531272/1.9737 361380/2.9016 355707/2.9479 *
256 x 256 x 22 647525/2.2266 467254/3.0857 460998/3.1276
256 x 256 x 22 630477/2.2868 422019/3.4164 413058/3.4905
Sagittal 256 x 256 x 23 742318/2.0306 435295/3.4628 426875/3.5311256 x 256 x 23 793312/1.9001 475176/3.1722 470387/3.2045
256 x 256 x 17 562014/1.9824 373658/2.9816 367845/3.0288
256 x 256 x 22 730013/1.9750 468376/3.0783 461068/3.1271
256 x 256 x 22 684768/2.1055 423137/3.4074 413316/3.4884
Coronal 256 x 256 x 24 681453/2.3081 458864/3.4277 453419/3.4689256 x 256 x 24 653081/2.4084 475361/3.3088 4619026/3.3535
"The MR sagittal brain image set on Figure 5.3
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Table 7.22: Comparison of predicted wavelet methods on 3-D MR brain
image sets (second category of LSUHSC-NO images) with and
without preprocessing
MR Brain Image Set Predicted Wavelet Methods
Patient Type Size Without Preprocessing W ith PreprocessingDenoised Denoised Reduced
I
Axial 256 x 256 x 22 824763/1.7481 436279/3.3048 431824/3.3389
Axial 256 x 256 x 22 729404/1.9767 427340/3.3739 422526/3.4123
Axial 256 x 256 x 22 687846/2.0961 388796/3.7084 384606/3.7488
Sagittal 256 x 256 x 23 734501/2.0522 427082/3.5294 419233/3.5955
2
Axial 256 x 256 x 22 834102/1.7286 467719/3.0826 464705/3.1026
Axial 256 x 256 x 22 704206/2.0474 424913/3.3932 420784/3.4265
Axial 256 x 256 x 22 713843/2.0198 435515/3.3106 431843/3.3387
Axial 256 x 256 x 22 756000/1.9071 447460/3.2222 443038/3.2543
Sagittal 256 x 256 x 23 735109/2.0505 480794/3.1351 477798/3.1547
Coronal 256 x 256 x 23 590342/2.5533 463314/3.2534 454869/3.3138 *
3
Axial 256 x 256 x 20 583598/2.2459 312865/4.1894 311724/4.2048
Axial 256 x 256 x 20 556580/2.3550 336622/3.8938 329845/3.9738
Axial 256 x 256 x 20 583482/2.2464 356386/3.6778 352509/3.7183
Axial 256 x 256 x 20 573476/2.2856 310733/4.2182 309376/4.2367
Axial 256 x 256 x 22 677346/2.1286 395526/3.6453 393197/3.6669
Coronal 256 x 256 x 23 589362/2.5576 391871/3.8465 381711/3.9489
4 Axial 256 x 256 x 16 556541/1.8841 340583/3.0788 337656/3.1055Sagittal 256 x 256 x 23 721389/2.0895 420675/3.5831 410083/3.6757
5
Axial 256 x 256 x 22 690357/2.0885 406108/3.5503 404375/3.5655
Axial 256 x 256 x 22 810565/1.7788 422484/3.4127 418432/3.4457
Axial 256 x 256 x 22 687736/2.0964 384246/3.7523 381789/3.7764
Axial 256 x 256 x 22 737512/1.9549 415483/3.4702 412834/3.4924
Sagittal 256 x 256 x 24 730072/2.0646 440377/3.4228 435671/3.4598
Coronal 256 x 256 x 23 630003/2.4966 475154/3.3102 465894/3.3760
6 Axial 256 x 256 x 20 665130/1.9706 620349/2.1129 616719/2.1253Sagittal 256 x 256 x 20 668843/1.9597 432329/3.0318 422754/3.1004
‘T he MR coronal brain image set on Figure A.2
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• The compression ratios for the predicted wavelet method without preprocessing 
(i.e., lossless compression method) produce improvements vs. lossless JPEG of 
35.77% and 13.43% for the two sources of MR brain image sets. The compression 
ratios produced with the predicted wavelet method plus denoised preprocessing 
(i.e., diagnostically lossless compression) improve the lossless JPEG by 49.39% 
and 80.78%. The compression ratios obtained from predicted wavelet method plus 
denoised reduced preprocessing (i.e., diagnostically lossless compression) improve 
the lossless JPEG by 52.25% and 82.91% respectively.
In summary, our proposed predicted wavelet method without preprocessing performs 
the best compared to the other five commonly used lossless compression methods. Yet, 
our preprocessing procedure dramatically improves compression for MR brain images 
with unknown noise. Our conclusion is that our proposed predicted wavelet method 
produces the best compression with no loss of diagnostic information.
7.7.2 Compression Results with Progressive Capability 
In order to provide a progressive transmission, LEZW was applied to the representative 
slice of the 3-D MR brain image set. Tables 7.23, 7.24, and 7.25 summarize the compres­
sion with this added progressive capability. We list the representative slice number and 
the corresponding arithmetic coded LEZW size on both tables. In addition, a compres­
sion comparison is summarized between the predicted wavelet method with and without 
progressive transmission, in terms of the compressed size and compression ratios.
Compared with the predicted wavelet method without the progressive capability, the 
proposed method with the progressive capability has less compression by 7.35% for the 
simulated MR brain images and 6.70% for the LSUHSC-NO MR brain images. However,
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Table 7.23: Comparison of predicted wavelet methods on 3-D MR simulated
brain image sets without and with the progressive capability
MR Brain Image Set Reference Slice Predicted Wavelet Methods
Size Category Slice Size W ith Progressive Without Progressive
#7 24684 363643/3.6044 338959/3.8669
CAT1 #7 24938 360003/3.6409 335065/3.9119
(a) #7 24335 355929/3.6825 331594/3.9528
#7 24852 353858/3.7041 329006/3.9839
#7 25457 374493/3.5000 349036/3.7553
CAT1 # 7 25564 370779/3.5351 345215/3.7968
(b) #7 24716 366174/3.5795 341458/3.8386
# 7 25520 364376/3.5972 338856/3.8681
#7 23491 351001/3.7342 327510/4.0021
CAT1 #7 23826 348024/3.7662 324198/4.0430
(c) #7 23176 343814/3.8123 320638/4.0879
#7 23798 342007/3.8325 318209/4.1191
#7 24847 355898/3.6829 331051/3.9593
CAT2 #7 23782 352759/3.7156 328977/3.9842
(a) #7 23870 350081/3.7441 326211/4.0180
#7 25185 346930/3.7781 321745/4.0738
256 x 256 x 20 #7 25165 360181/3.6391 335016/3.9124
1310725 CAT2 #7 23747 356812/3.6734 333065/3.9353
(Bytes) (b) #7 23598 354086/3.7017 330488/3.9660
#7 25357 351702/3.7268 326345/4.0164
#7 24075 378775/3.4604 354700/3.6953
CAT2 #7 24944 375188/3.4935 350244/3.7423
(c) # 7 26877 372396/3.5197 345519/3.7935
# 7 25945 367647/3.5652 341702/3.8359
#7 25948 381987/3.4313 356039/3.6814
CAT3
(MS)
#7 26059 378301/3.4648 352242/3.7211
#7 26287 375305/3.4924 349018/3.7555
#7 26023 371423/3.5289 345400/3.7948
#7 26536 391759/3.3457 365223/3.5888 *
CAT3 #7 27530 403010/3.2523 375480/3.4908
(Normal) #7 27626 395629/3.3130 368003/3.5617
CAT4 #7 22815 345985/3.7884 323170/4.0558
(MS) # 7 22754 339351/3.8624 316597/4.1400
CAT4 #7 23727 379188/3.4567 355461/3.6874
(Normal) #7 23698 350626/3.7382 326928/4.0092
“The MR axial brain image set on Figure 5.2
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Table 7.24: Comparison of predicted wavelet methods on 3-D MR brain im­
age sets (first category of LSUHSC-NO images) without and
with the progressive capability
MR Brain Image Set Reference Slice Predicted Wavelet Methods
Category Size Slice Size With Progressive Without Progressive
256 x 256 x 14 #8 29671 361123/2.5407 331452/2.7682
256 x 256 x 19 #6 30159 440596/2.8261 410437/3.0338
256 x 256 x 19 #10 29061 416429/2.9902 387368/3.2145
256 x 256 x 19 #8 27520 411949/3.0227 384429/3.2391
256 x 256 x 21 #7 27151 442823/3.1079 415672/3.3109
256 x 256 x 21 #6 27442 445021/3.0926 417579/3.2958
Axial 256 x 256 x 21 #10 26323 417900/3.2933 391577/3.5147256 x 256 x 21 #7 36286 553890/2.4847 517604/2.6589
256 x 256 x 23 #11 27911 499926/3.0151 472015/3.1934
256 x 256 x 15 #9 29720 381724/2.5753 352004/2.7927
256 x 256 x 14 #6 30169 360285/2.5466 330116/2.7794
256 x 256 x 19 #6 30169 440854/2.8245 410685/3.0320
256 x 256 x 19 #10 29058 417651/2.9814 388593/3.2044
256 x 256 x 19 #10 28077 412706/3.0171 384629/3.2374
256 x 256 x 16 #11 31572 387279/2.7076 355707/2.9479 *
256 x 256 x 22 #13 31158 492156/2.9296 460998/3.1276
256 x 256 x 22 #11 27533 440591/3.2724 413058/3.4905
Sagittal 256 x 256 x 23 #11 27166 454041/3.3198 426875/3.5311256 x 256 x 23 #13 32099 502486/2.9998 470387/3.2045
256 x 256 x 17 #11 31947 399792/2.7867 367845/3.0288
256 x 256 x 22 #13 31211 492279/2.9288 461068/3.1271
256 x 256 x 22 #11 27538 440854/3.2705 413316/3.4884
Coronal 256 x 256 x 24 #16 28384 481803/3.2645 453419/3.4689256 x 256 x 24 #10 31156 500182/3.1446 469026/3.3535
‘The MR sagittal brain image set on Figure 5.3
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Thble 7.25: Comparison of predicted wavelet methods on 3-D MR brain im­
age sets (second category of LSUHSC-NO images) without and
with the progressive capability
MR Brain Image Set Reference Slice Predicted Wavelet Methods
Patient Type Size Slice Size With Progressive W ithout Progressive
1
Axial 256 x 256 x 22 #11 26564 458388/3.1454 431824/3.3389
Axial 256 x 256 x 22 #10 27120 449646/3.2065 422526/3.4123
Axial 256 x 256 x 22 #12 23144 407750/3.5360 384606/3.7488
Sagittal 256 x 256 x 23 #13 28094 447327/3.3696 419233/3.5955
2
Axial 256 x 256 x 22 #6 29131 493836/2.9196 464705/3.1026
Axial 256 x 256 x 22 #6 26783 447567/3.2214 420784/3.4265
Axial 256 x 256 x 22 #11 25459 457302/3.1528 431843/3.3387
Axial 256 x 256 x 22 #11 27329 470367/3.0653 443038/3.2543
Sagittal 256 x 256 x 23 #12 31903 509701/2.9573 477798/3.1547
Coronal 256 x 256 x 23 #10 27644 482513/3.1239 454869/3.3138 *
3
Axial 256 x 256 x 20 #5 19264 330988/3.9600 311724/4.2048
Axial 256 x 256 x 20 #5 18942 348787/3.7580 329845/3.9738
Axial 256 x 256 x 20 #5 23880 376389/3.4824 352509/3.7183
Axial 256 x 256 x 20 #5 17155 326531/4.0141 309376/4.2367
Axial 256 x 256 x 22 #7 26144 419341/3.4382 393197/3.6669
Coronal 256 x 256 x 23 #11 23667 405378/3.7183 381711/3.9489
4 Axial 256 x 256 x 16 #10 27054 364710/2.8751 337656/3.1055Sagittal 256 x 256 x 23 #13 25776 435859/3.4583 410083/3.6757
5
Axial 256 x 256 x 22 #11 24227 428602/3.3640 404375/3.5655
Axial 256 x 256 x 22 #10 26324 444756/3.2418 418432/3.4457
Axial 256 x 256 x 22 #9 23693 405482/3.5558 381789/3.7764
Axial 256 x 256 x 22 #10 26006 438840/3.2855 412834/3.4924
Sagittal 256 x 256 x 23 #11 29172 464843/3.2427 435671/3.4598
Coronal 256 x 256 x 24 #11 27937 493831/3.1850 465894/3.3760
6 Axial
256 x 256 x 20 #9 30124 646843/2.0263 616719/2.1253
Sagittal 256 x 256 x 20 #10 29960 452714/2.8953 422754/3.1004
"The MR coronal brain image set on Figure A.2
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the compression achieved is still better than the best commonly used lossless compression 
method (i.e., loseless JPEG) by 41.83% and 71.42% respectively. We conclude that our 
proposed predicted wavelet method with the progressive capability compresses 3-D MR 
brain image sets better than the most commonly used lossless compression methods.
7.7.3 Feature Vector Based Preliminary Diagnosis Results 
Table 7.26 lists the average feature vector for each MR simulated brain image set on 
Table 7.17. These average feature vectors analyze factors influencing the values of the 
feature vectors and may determine an experimental criterion to distinguish between MS 
and normal MR brain images.
Factors that influence the feature vectors are:
• Noise: Comparing the MS brain image sets in CATl(a) and CATl(b), we observed 
that the first two feature vector elements (MSNumi and MSNum^) of CATl(b) 
are substantially larger than those of CATl(a). This difference is determined by the 
difference between the average feature vectors for CATl(a) and CATl(b). These 
differences in the two feature vector elements are 760.67 and 111.20. However, the 
third feature vector difference element is much smaller (2.98). The feature vector 
element Variance of CATl(b) is less than CATl(a) by 245.40.
• Uniformity: Comparing the MS brain image sets in CATl(a) and CATl(c), we 
observed that the first three feature vector elements of CATl(c) are larger than 
those of CATl(a) (80.18, 13.75, 1.77) and the Variance is much smaller than 
CATl(a) by 628.34. Similarly, comparing the MS brain image sets in CATl(a) 
and CAT3(MS), we found a difference between the feature vector of CATl(a) and 
CAT3(MS) to be (557.45, 68.05, 7.90, -31.50, -1547.69).
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MSNumDl MSNumD2 MSNumD3 Mean Variance
CAT1
(a)
1917.80 460.10 141.70 88.27 1653.99
1921.20 453.00 144.40 89.48 1689.16
2032.90 455.50 145.30 91.20 1701.74
1918.50 465.20 143.60 93.15 1932.16
Average 1947.00 458.45 143.75 90.53 1744.26
CAT1
(b)
2712.40 570.30 143.60 81.79 1422.99
2707.00 564.50 145.80 82.92 1454.13
2710.90 567.50 151.80 84.51 1461.51
2702.80 576.30 145.70 86.30 1656.81
Average 2708.27 569.65 146.73 83.88 1498.86
CAT1
(c)
1961.40 475.00 145.50 67.12 1039.75
2038.40 466.80 145.30 68.34 1073.33
2104.40 477.50 147.00 70.08 1094.48
2006.90 469.50 144.30 72.09 1256.14
Average 2027.78 472.20 145.52 69.41 1115.93
CAT2
(a)
2132.50 490.40 140.10 66.94 1896.81
2282.20 476.70 135.00 69.39 1828.12
2286.20 493.50 136.50 71.89 2002.19
2280.80 493.90 137.90 74.27 2185.75
Average 2245.43 488.62 137.37 70.62 1978.22
CAT2
(b)
2893.50 622.20 136.10 49.17 1119.62
3047.10 625.30 137.60 51.27 1092.37
3090.10 624.40 141.00 53.41 1213.19
2866.90 627.70 137.70 55.51 1334.64
Average 2974.40 624.90 138.10 52.34 1189.95
CAT2
(c)
2941.80 749.30 158.50 43.21 783.22
2884.70 698.30 152.70 44.80 733.20
2814.90 677.60 149.70 46.47 762.04
2843.50 718.00 148.10 48.10 869.31
Average 2871.23 710.80 152.25 45.64 786.94
CAT3
(MS)
1387.80 395.80 134.00 119.94 3026.10
1406.40 392.30 134.80 120.54 3086.93
1382.50 390.70 135.30 123.26 3394.71
1383.90 382.80 139.30 124.37 3660.05
1500.60 396.10 135.30 120.54 3086.48 *
Average 1412.24 391.54 135.74 121.73 3250.85
CAT3
(Normal)
1369.00 329.90 111.90 87.81 3819.98
1337.50 328.70 115.20 95.71 4536.88
Average 1353.25 329.30 113.55 91.76 4178.43
CAT4
(MS)
2211.45 623.73 163.73 90.08 3230.09
2265.64 626.27 159.27 78.95 3000.03
Average 2238.55 625.00 161.5 84.52 3115.06
CAT4
(Normal)
2167.73 619.45 159.18 92.09 3238.65
2219.82 613.18 155.36 80.92 3025.40
Average 2193.78 616.32 157.27 86.51 3132.03
“The MR axial brain image set on Figure 5.2
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• Noise and Uniformity: Comparing the MR normal brain image sets in CAT2(a) 
and CAT2(b), the first three feature vector elements of CAT2(b) are larger than 
CAT2(a) by (728.97, 136.28, 0.73). However, the Variance is significantly less by 
788.27.
Some comparisons between the feature vectors of MS brain image sets and normal 
brain image sets are:
1. The M R  Ti-weighted MS and normal brain  image sets w ith th e  same 
param eters (CAT3): The first three feature vector elements of MS brain image 
sets are larger than normal brain image sets. The feature vector element Variance 
is smaller than normal brain image sets.
2. The M R Ti-weighted MS and normal brain image sets w ith th e  same 
param eters (CAT4): The first three feature vector elements of MS brain image 
sets are larger than normal brain image sets. The feature vector element Variance 
is smaller than normal brain image sets. The conclusion is that the feature vectors 
of Ti-weighted and Ti-weighted MR brain image sets have s im ilar characteristics.
3. The M R T2 -weighted MS and normal brain image sets w ith different 
slice thickness: The feature vector elements of normal brain image sets with a 
slice thickness of 7 mm (i.e., the image sets in CAT2(a)) are larger than MS brain 
image sets with a slice thickness of 3 mm (i.e., the image sets in CATl(a)).
Observations using different parameters are inconsistent with the same observations 
with the same parameters. We therefore conclude that our feature vector based approach
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is suitable for the automatic analysis of the MR brain images with the same noise, 
intensity RF non-uniformity, and slice thickness.
Based upon these observations, we conclude:
1. The more noise, the more the M SN um i, M SNum i, and M SNum 3  feature vector 
values.
2. The more non-uniformity, the more the M SNum i, M SNum 2 , and M SNum^ 
feature vector values.
3. Noise has more affect on the M SN um i, M SNum i, and MSNum$ feature vector 
values than non-uniformity.
4. Using the same parameters, the first three feature vector elements of MS T\- 
weighted and T2 -weighted brain image sets are larger than those of normal brain 
image sets. This similarity is caused by the fact that both Ti-weighted and T2 - 
weighted brain image sets contrast different tissue types with MS lesions showing 
up as bright (Figure B.l).
The experimental criterion for the diagnosis of MS and normal brain images is deter­
mined by weighted average feature vectors for different categories of the MR simulated 
brain image sets on Table 7.26. This is calculated based on 3% noise, a 20% non- 
uniformity in intensity of RF, and a slice thickness of 3 mm.
We calculated the weighted average feature vector of ^-weighted MS brain image 
sets as follows:
WeightedMSFeatureVectar =  Catl(a)Ave +  Catl(b)Ave x Noise Adjust Ratio
+• Catl(c)Ave x RFAdjustRatiol 
+  CatS(MS) Ave/RFAdj ustRatio2 (7.1)
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where Noise AdjustRatio =  0.76, RFAdjustRatiol =  0.965, and RFAdjustRatio2 = 
0.8. Similarly, the weighted average feature vector of 7 2 -weighted normal brain image 
sets is calculated:
WeightedNormalFeatvreVector =  Cat2(a)Ave x SliceAdjustRatio 
4- Cat2(b)Ave x SliceAdjustRatio x Noise AdjustRatio x RFAdjustRatiol 
+  Cat2 (c)At>e x SliceAdjustRatio x Noise AdjustRatio1 x RFAdjustRatiol 
+  Ca£3 (Normal )Ave/RFAdj ustRatio2 (7.2)
where SliceAdjustRatio =  0.75. Since the feature vector element Variance has a dif­
ferent variation trend as the first three feature vector elements, it was calculated by the 
opposite operation as the ones used in both formulas. The calculated feature vectors of 
Tz-weighted MS and normal brain image sets are:
WeightedMSFeatureVector =  {1932.00,459.12,141.34,93.36,1868.38};
W  eightedNormalFeatureV ector =  {1553.00,354.74,96.14,53.88,2394.67} (7.3)
We chose the average of the MS and the normal feature vector as the criterion for the 
diagnosis. This average feature vector is:
Aver ageFeatureV ector =  {1742.50,406.93,118.74,73.62,2131.52}. (7.4)
That is, if an MR Tz-weighted brain image set has average values for the first three feature 
vector elements that are less than {1742.50,406.93,118.74} and for the Variance element 
of more than 2131.52, it is a normal brain. Otherwise, it has MS. This comparison 
criterion is based on the parameters used in the derivation of the average feature vectors. 
The average feature vector of MR Ti-weighted brain image sets can be derived by the 
difference between the average feature vectors of CAT3 and CAT4. That is:
AverageCATZFeatureV ector =  {1382.74,360.42,124.65,106.75,3714.64}; 
AverageCATAFeatureVector — {2216.17,620.66,159.39,85.51,3123.54}; 
AverageDif fFeatureV ector =  {833.42,260.24,34.74, -21.23, -591.10}. (7.5)
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The AverageDif fFeatureVector is scaled by RF AdjustRatio2, which is equal to
0.8, to measure the difference between Ti-weighted and TVweighted brain image sets 
based on 3% noise, a 20% non-uniformity in intensity of RF, and a slice thickness of 3 
mm. That is:
AverageDiffScaledFeatureVector =  {1041.78,325.30,43.43, —26.54, —472.88} (7.6)
Therefore, the derived average feature vector to diagnose MR T\-weighted brain image 
sets is:
AverageFeatureV ector =  {2784.28,732.23,162.17,47.08,1658.64}. (7.7)
On Table 7.27, the average feature vector for each MR brain image set from the first 
category of LSUHSC-NO is summarized. Since the MR brain image sets were obtained 
by different parameters, their average feature vectors need to be scaled to a proper 
range for diagnosis. For example, all feature vectors of ^-weighted brain images have 
substantially larger values than those of the diagnostic average feature vector {1742.50, 
406.93, 118.74, 73.62, 2131.52}, they need to be scaled for accurate diagnosis. This 
chosen scale is the average of a ratio between the first element of the diagnostic average 
feature vector and each one in the brain image set. That is:
En M SNumD\ of the diagnostic average feature vector‘=l M SNum D \o{ feature vector iscaling nano  =   ^ -----------------
j p N  ........................ 1742.5°____________ _
_ M SNumDi of feature vectori 0\ jy (7>8)
The scaling ratio is calculated to be 0.6337. The corresponding scaled feature vectors 
are obtained by multiplying the first four original feature vectors and dividing the last 
original feature vector by a scaling ratio of0.6337. Similarly, the Ti-weighted brain image
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sets are scaled by 1.2001. The scaled average feature vectors for the MR brain image 
sets on Table 7.27 are shown on Table 7.28. The diagnostic information is presented in 
the second column where P-MS is possible MS brain image set and P-Normal is possible 
normal brain image set. The diagnostic information is determined by comparing with 
the average feature vectors of Ti-weighted and TVweighted brain images. The basic 
criteria are:
1. If M SNumjS of the diagnosed set are all substantially larger than the average 
feature vector, the diagnosed set is MS.
2. If MSNumjS of the diagnosed set are all substantially smaller than the average 
feature vector, the diagnosed set is normal.
3. If M S N u m jS  of the diagnosed set are all larger than and Variance are close to 
the average feature vector, the diagnosed set is MS.
4. If M S N u m jS  of the diagnosed set are all smaller than and Variance is close to 
the average feature vector, the diagnosed set is normal.
5. If MSNumjS of the diagnosed set are larger than and Variance is substantially 
larger than the average feature vector, the diagnosed set is P-MS.
6. If MSNumjS of the diagnosed set are smaller than and Variance is substantially 
smaller than the average feature vector, the diagnosed set is P-Normal.
The feature vector based approach was tested on MR brain image sets from the second 
category of LSUHSC-NO to verify the diagnosis accuracy. Table 7.29 lists the diagnosis 
information related to each patient along with the techniques being applied. Table 7.30
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Table 7.27: Average feature vector for MR brain sets from first category of 
LSUHSC-NO
Brain Vector2
Sets iype MSNumDl MSNumD2 MSNumD3 Mean Variance
T i 2942.33 671.67 157.00 67.97 2514.51
Tt 2767.33 703.00 175.00 39.61 1386.23
Ti 2824.17 647.42 134.42 62.00 3361.45
Tx 2186.50 443.17 110.50 62.62 2882.80
Ti 2073.17 518.75 152.25 39.20 1225.66
Ti 2579.42 561.00 122.58 66.81 4089.49
Axial tx 1572.08 380.00 97.08 70.82 3458.90
Tx 4162.00 963.83 204.83 48.96 2470.23
Tx 2918.43 684.21 156.86 56.18 2586.33
Ti 2949.60 679.40 158.40 68.13 572.74
Ti 3019.00 733.11 171.00 39.46 1392.68
Ti 2806.58 707.83 175.50 39.66 1391.32
Tx 2826.25 650.00 134.42 61.91 3373.61
Tx 2173.58 441.67 109.83 62.73 2894.18
Tx 2175.08 575.42 157.42 37.64 2840.04 9
tx 2491.00 544.85 133.62 46.83 4022.67
Tx 1831.15 437.85 132.85 44.44 3263.72
Sagittal Tx 2292.50 573.14 121.93 37.54 2320.24Tx 2757.79 636.14 162.43 33.06 2305.14
Tx 2145.90 581.40 157.00 38.79 2875.74
tx 2449.31 537.23 130.92 46.88 4036.47
tx 1841.38 434.54 130.08 44.54 3276.72
Coronal Ti 2981.46 681.00 146.85 29.69 1426.44Tx 2119.54 611.69 157.69 48.41 2646.98
“The MR sagittal brain image set on Figure 5.3
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Table 7.28: Scaled average feature vector for MR brain sets from first cate­
gory of LSUHSC-NO
Brain Type Diagnosed Vector2Sets Type MSNumDl MSNumD2 MSNumD3 Mean Variance
Ti P-MS 1864.44 425.61 99.48 43.07 3968.22
t 2 MS 1753.55 445.46 110.89 25.10 2187.65
Ti P-MS 3389.22 776.95 161.31 74.40 2801.03
Ti Normal 2623.97 531.84 132.61 75.15 2402.18
t i Normal 1313.69 328.71 96.47 24.84 1934.25
r , P-MS 3095.50 673.24 147.11 80.18 3407.69
Axial r , Normal 1886.61 456.03 116.50 84.99 2882.24
Ti MS 4994.71 1156.67 245.81 58.76 2058.40
T x MS 3502.34 821.10 188.24 67.42 2155.14
Ti MS 1869.05 430.51 100.37 43.17 903.86
Ti MS 1913.02 464.54 108.36 25.00 2197.83
Ti MS 1778.42 448.52 111.21 25.13 2195.68
Tx mS 3391.71 780.05 161.31 74.30 2811.16
Tx fo rm al 2608.46 530.04 131.80 75.28 2411.66
Tx P-Normal 2610.26 690.55 188.92 45.17 2366.55 ‘
Tx P-MS 2989.39 653.86 160.35 56.20 3352.01
Tx Normal 2197.52 525.45 159.43 53.33 2719.60
Sagittal Tx
Normal 2751.17 687.81 146.33 45.05 1933.41
Tx MS 3309.56 763.42 194.93 39.67 1920.83
Tx P-Normal 2575.24 697.72 188.41 46.55 2396.30
Tx P-MS 2939.36 644.72 157.11 56.26 3363.51
Tx Normal 2209.79 521.48 156.11 53.45 2730.43
Coronal Ti P-MS 1889.24 431.52 93.05 18.81 2251.11tx P-Normal 2543.61 734.07 189.24 58.10 2205.68
“The MR axial brain image set on Figure 5.3
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shows the scaled average feature vector and summarizes the diagnosis results. These 
diagnosis results are 66.67% consistent with the known diagnosis information outlined 
by expert radiologists.
Table 7.29: Radiologists’ diagnostic information for MR brain image sets 
from second category of LSUHSC-NO
Patient Description
1
Technique Tt'w eighted sagittal and TV weigh ted  axial images
Impression Scattered tiny hyperintensity present, which are non specific
Conclusion H igh ly  likely  to  b e  M S
2
Technique Ti-weighted sagittal, axial, and coronal, and Xj-weighted axial images
Impression
P attern of hyperintensity present, not entirely specific bu t certainly 
compatible if the clinical diagnosis provided of MS. No abnormal 
enhancement is seen to  specifically suggest active lesion.
Conclusion M S
3
Technique Ti-weighted axial images
Impression Periventricular white m atter changes consistent with MS
Conclusion M S
4
Technique Ti-weighted sagittal and T v weighted axial images
Impression
Findings are consistent w ith MS affecting predominantly the left 
hemisphere
Conclusion M S "
5
Technique Ti-weighted axial, sagittal, and coronal, and Xj-weighted axial images




Technique Xi-weighted axial and sagittal images
Impression Retention cysts in the maxillary sinuses bilaterally
Conclusion H igh ly  likely  to  b e  M S
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DiagnosisPatient Typel Type2 MSNumDl MSNumD2 MSNumD3 Mean Variance
1
Axial T, P-MS 3145.22 696.70 165.75 104.02 2156.66
H ighly  likely  
to  b e  M S
Axial T t P-MS 1742.50 420.94 124.53 56.51 2732.56
Axial T i Normal 2102.02 512.96 136.90 126.59 2396.11
Sagittal T x MS 3523.57 820.42 194.85 73.32 2347.90
2
Axial Tx MS 3268.61 835.39 210.22 116.51 2653.96
M S
Axial Tx P-MS 2883.14 650.78 174.75 140.48 2481.38
Axial Tx P-MS 2931.60 684.75 176.49 148.60 1544.38
Axial T 2 MS 1742.50 465.34 131.49 63.12 3741.65
Sagittal Tx m S 3683.74 875.24 223.39 84.03 2567.25
Coronal Tx MS 3080.47 830.58 228.84 105.19 2887.45 “
3
Axial Tx MS 2927.31 748.74 184.94 88.00 1450.31
M S
Axial Tx MS 3012.30 768.64 218.78 88.22 2585.39
Axial Tx M ? 3984.71 975.37 256.76 117.28 1793.60
Axial Tx MS 3086.28 808.92 217.14 104.95 2442.63
Axial Tx P-MS 2792.46 731.58 153.45 148.87 2056.89
Coronal T x P-MS 2851.62 643.36 182.92 45.39 1189.90
4
Axial T t P-MS 1742.50 450.06 121.29 48.45 3671.34 H ighly  likely 
to  b e  M SSagittal Tx MS 2784.28 862.02 187.86 56.40 2870.32
5
Axial Tx MS 2801.02 738.73 171.20 143.60 2136.95
M S
Axial Tx MS 3407.59 814.74 198.92 112.43 2275.77
Axial Tx MS 2970.22 802.88 172.45 134.63 2654.63
Axial T t MS 1742.50 443.73 119.66 66.30 3264.25
Sagittal Tx MS 3422.21 820.08 184.98 87.49 2632.48
Coronal Tx MS 2797.50 858.73 230.33 78.60 2921.76
7
Axial Tx P-MS 3677.49 962.42 111.01 13.32 2249.56 H ighly  likely  
to  b e  no rm alSagittal Tx Normal 2240.17 463.03 113.82 54.92 3361.00
"The MR coronal brain image set on Figure A.2
Chapter 8 
Potential Applications
Volumetric data sets require enormous amounts of storage at moderate resolution levels. 
This excessive storage taxes I/O and the communications. Compression helps relieve 
this problem. However, most current image compression methods have been designed 
to compress either individual images or video clips. They do not consider volumetric 
data sets as integrated. As a result, the special redundancy between correlated images 
in the volumetric data sets is lost. Our proposed predictive wavelet compression method 
is specifically adapted for volumetric data sets and addresses the set redundancy lost 
with current image compression. A list of the potential applications of the proposed 
predictive wavelet compression method follows.
Medical Imaging
Medical imaging is one of the best applications for this proposed compression method. 
The demands on lossless compression and efficient management of digital imaging are 
growing due to the increasing use of digital modalities. Multiple slices, which are anatom­
ically or physiologically correlated, are generated as a single examination. Moreover, 
enormous quantities of multiple slices are generated for different template anatomies for 
different patients at different times. Multiple slices are also generated for anatomical at­
lases. Various X-rays, MRI scans, CT scans, PBT scans, SPECT scans, and DSA scans 
generate images in a typical hospital every day [RLCG90]. These digital images are of 
the order of 1000 gigabytes each day. Because of standard procedures used in radiology,
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medical images are classified by modality and type of exam. These images are often very 
similar to one another. As a result, medical image databases store many sets of similar 
images that are suitable for our proposed compression method.
Remote Sensing
Remote sensing retrieves information of a scene without physical contact with it. The 
output of a remote sensing system is usually an image of a scene. Remote sensing 
is widely used in military, environmental and energy-related applications to monitor an 
area of interest at known time intervals recording both static and dynamic changes. As a 
result, a tremendous number of similar images is generated. For example, satellite images 
depicting the same geographical area at known time intervals are usually remarkably 
similar to one another. Astronomical images recording the relative movement of planets, 
asteroids, meteors, satellites, and aircraft over a period of time are also quite similar. 
These images represent similar set redundancy especially when images are taken with 
the same lighting conditions (i.e., same time of the day and similar weather conditions). 
Our proposed predictive wavelet method can effectively compress remote sensing images 
by removing the set redundancy before images are transmitted or stored.
Simulation Databases
Simulation databases provide data for researchers to perform experiments, test new 
designs and solve targeted problems. The results from the simulations are often stored 
in databases for further processing. In addition, different simulators are often used at 
different stages to ensure that the changes do not create problems in other areas of the 
design. Furthermore, the same simulators with different parameters are frequently used 
to test changes at different conditions. The results from these simulations often correlate 
with each other. Even though these simulation data are not images per se, the proposed
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predictive wavelet method can be used to exploit the redundancy among these datasets 
to compress them.
In addition to the potential applications of our proposed compression method, our 
feature vector based MS detection scheme can also be modified to apply in other appli­









In this dissertation, a predicted wavelet lossless compression method for 3-D MR brain 
image sets has been developed and tested.
An automated threshold based background noise removal technique was also devel­
oped for MR brain image sets. This preprocessing technique effectively removes the 
noise outside the diagnostic region and efficiently improves the compression ratio of the 
proposed lossless compression technique by a factor of approximately 1.61.
We implemented a variant of EZW algorithm (LEZW) to ensure a lossless progres­
sive transmission capability. This LEZW scheme was applied to the denoised reduced 
representative slice of a 3-D medical image set to produce a fully embedded bit stream. 
Progressive transmission of the generated bit stream can help radiologists quickly deter­
mine a desired image set for transfer without transmitting the entire image set.
We qualitatively and quantitatively exploited the spatial dependencies in 3-D MR 
brain image sets. That is, we analyzed the histogram, entropy, correlation, and wavelet 
decomposition coefficients to systematically study the set redundancy inherited in 3-D 
medical image sets. This set redundancy was further utilized in our proposed predictive 
coding.
We experimented on intra-, inter-, and intra-and-inter- slice predictors to explore 
the correlation among neighboring pixels in the same slice, in the adjacent slices and in
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both the same slice and the adjacent slices. Based on the optimal predictive coefficients, 
we observed that the intra-slice correlation is higher than inter-slice correlation. This 
is justified by the fact that the distance between adjacent pixels within a slice (0.3- 
1 mm) is much smaller than between slices (1-10 mm). Among all the experimental 
predictors, intrarslice predictor 3 is the best candidate for our compression technique in 
terms of both computational cost and compression. Then we applied five integer wavelet 
transformations to errors generated by the predictive coding to further decorrelate these 
errors. The correct treatment of the boundaries was embedded in the implementation 
of integer wavelet transformations. Experimental results showed that the lst-level (2, 2) 
interpolating transform produced the most compression.
The compression results of using the proposed predicted wavelet compression method 
on MR brain image sets were compared with five conventional lossless compression re­
sults. The lossless compression ratios were improved by an average of 35.77% for sim­
ulated 3-D MR brain image sets and 13.43% for LSUHSC-NO 3-D MR brain image 
sets over the best conventional lossless compression - lossless JPEG. The diagnostically 
lossless compression without the progressive capability improves the lossless JPEG by 
52.25% and 82.91% for these two sources of MR brain images respectively. In addition, 
the diagnostically lossless compression with the progressive capability is better than 
lossless JPEG by 41.83% and 71.42% respectively.
Finally, we proposed a feature vector based detection scheme to detect MS at an early 
stage.
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9.2 Future Work
In this dissertation, we have shown that an improvement in 3-D MR brain imagp sets 
compression can be achieved using the proposed predicted wavelet lossless compression 
method. However, there are opportunities for future research to extend the method.
We have restricted our attention to MR brain images, but a variety of other 
imaging modalities such as CT images, X-ray images, etc. could benefit from our method. 
Furthermore, the method is extensible to any class of image set consisting of similar 
images.
Our research has been restricted to MR datasets with a relative large distance between 
slices (i.e., around 4 mm), which corresponds to a relative small number of slices (i.e., 
around 20) in each 3-D image set. The distance between slices has a significant influence 
in the inter-slice correlation. Further investigation is required to better determine the 
relationship between the inter-slice correlation and the distance between slices to obtain 
full advantage of the predictive coding.
The choice of integer wavelet transformations is an important aspect of the compres­
sion. While we restricted our research to performance using five interpolating transforms, 
further work can determine whether overall performance can be improved with the use 
of other integer wavelet transforms.
We have restricted our feature vector based MS detection scheme to derive the av­
erage feature vectors from the simulated MR normal and MS brain image sets. More 
experiments on real normal and MS sets may be used to further these results.
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Appendix A: 
MR Coronal Brain Images
There are three types of MR brain images: axial(horizontal), sagittal, and coronal. They 
are diagrammed below.
Coronal sections are the easiest to visualize because their orientation is just like 
looking into the face of another person. Figure A.2 depicts 23 Ti-weighted coronal slices 
from LSUHSC-NO. All 23 slices comprising an example MR volume with 256 x 256 pixels 
in each single slice. Other two types of MR brain images are illustrated on Figure 5.2 
and Figure 5.3 respectively.
Coronal
Horizontal
Figure A.l: Three orientations of the MR brain images
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Slice #1 Slice #2 Slice #3 Slice #4 Slice #5
Slice #6 Slice #7 Slice #10
Slice # tl Slice #13Slice *12 Slice #14 Slice #15
Slice #16 Slice #17 Slice #18 Slice #19 Slice #20
Slice #21 Slice #22 Slice #23
Figure A.2: 23 slices of MR Ti-weighted coronal brain images comprising an 
example volume
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Appendix B: 
M ultiple Sclerosis (MS)
MS is a debilitating and progressive disease of the Central Nervous System (CNS) such 
as the brain and spinal cord. Depending on the affected CNS areas, MS may result in a 
variety of symptoms from blurred vision to severe muscle weakness and degradation.
MS is caused by a breakdown in the soft, white, fatty material called myelin sheath. 
The myelin sheath efficiently insulates the CNS neurons and aids the rapid transmission 
of nerve impulses along the nerve fibers of brain and spinal cord. As the myelin breaks 
down, it is replaced by scar tissue. As a result, the speed and frequency of the nerve 
impulse transmission is reduced and in some cases eliminated. The scar tissue formed 
from demyelination results in characteristic plaques in the affected area. Figure B.l 
shows obvious MS plaques in a MR T2 -weighted slice selected from the image volumes 
analyzed in [Joh94]. The left hand side shows the image itself while the image on the 
right hand side has been overlaid with manually outlined presence of MS lesions by 
radiologists. Note that the lesions occur almost invariably in the white matter of the 
brain l . Statistically it has been shown that approximately 95% of MS lesions occur in 
the white matter [KCS+92].
However, in most cases, it is hard to make an accurate diagnosis of the MR brain 
images. Figure B.2 illustrates a sample normal brain image set generated by the MRI
simulator using the same acquisition parameters as the sample MS brain image set
lGray matter forms the outer cortical regions of the brain surface with white matter occurring just 
adjacent to gray matter. However, white matter shows up dark and gray matter shows up light on both 
Xi-weighted and PD-weighted MRI images.
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Figure B.l: MS lesions on MR brain images
shown on Figure 5.2. They appear identical to each other with the naked eye. However, 
we observed bright patches exist in certain slices shown on Figure B.3. The slices on 
Figure B.3 were obtained by subtracting the intensity of the normal brain slices from 
the corresponding MS brain image slices.
We observed from Figure 5.2 and Figure B.2 that middle slices (e.g., slice #6 to slice 
#15) contain mostly white and gray matter with little muscle, fat, or bone of the skull. 
On Figure B.3 the obvious bright patches occur in these slices because MS lesions are 
often visible in the white matter as bright patches on the MR 72-weighted brain images. 
Therefore, we chose these slices as a representative “MS visible” subset for MS detection.
Even though the difference between MS and normal brain slices with the same ac­
quisition parameters demonstrates that bright patches exist, locating them in the white 
matter tissues of the brain is difficult. The differences in acquisition parameters (i.e., 
different distances between slices) can mask any sign of these bright patches. Figure B.4 
presents an MR normal brain image set obtained from different parameters as the MS 
brain image set on Figure 5.2. The difference between these two brain image sets with 
different acquisition parameters on shown on Figure B.5, which depicts this observation.
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Figure B.2: 20 slices of M R  72-weighted axial normal brain im ages with 
same acquisition parameters
192
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
















Figure B.3: 20 slices of difference between MR T^weighted MS and normal 
brain images with same acquisition parameters
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This also holds especially true when comparing the MR brain slices from two patients. 
As a result, the approach based on the difference slices is not applicable for finding early 
stage MS.
Slice #1 Slice ( 2 Slice *3 Slice #5
Slice (6 Slice *7 Slice #10
Slice « I1 Slice #12 Slice »13 Slice 114 Slice #15
Slice *16 Slice f  17 Slice *18 Slice *19 Slice *20
Figure B.4: 20 slices of MR T2 -weighted axial normal brain images with 
different acquisition parameters
Our feature vector based approach aim s to provide p relim inary  diagnosis information 
about the compressed MR brain image sets.
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Sliced Slice *2 Slice *3 Slice *3
Slice #6 Slice #8 Slice f9 Slice *10
Slice *11 Slice #12 S ic e  *13 Slice #14 Slice (13
Slice f  16 Slice #17 Slice f  18 Slice #19 Slice #20
Figure B.5: 20 slices of difference between MR Th-weighted MS and normal 
brain images with different thickness acquisition parameters
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