Quantum key distribution (QKD) networks constitute promising solutions for secure communication. Beyond conventional point-to-point QKD, we developed 1×N QKD network systems with a sub-ns resolution optical path length compensation scheme. With a practical plug-and-play QKD architecture and compact timing control modules based on a field programmable gate array (FPGA), we achieved long term stable operation of a 1×64 QKD network system. Using this architecture, 64 users can simultaneously share secret keys with one server, without using complex software algorithms and expensive hardware. We demonstrated the working of a 1×4 QKD network system using the fiber network of a metropolitan area.
In this study, we developed a 1 × N QKD network based on a P&P QKD architecture. For managing the arrival time of the photons from the users, we applied compact optical path length compensation modules based on an FPGA. The system performances of each user, such as the sifted key rate and quantum bit error rate (QBER), were monitored to compensate fluctuations in the optical path length due to environmental changes. Moreover, we demonstrated the effectiveness of this system in an actual network over a week, while maintaining stable system performance.
The remainder of this paper is organized as follows: In section II, we explain the overall architecture of the proposed QKD network system. In section III, we discuss the experimental and practical application results. Finally, in section IV, we summarize and conclude our work. Fig. 1 depicts the developed QKD network system architecture. To realize the 1 × N QKD network, we used WDM and polarization division multiplexing (PDM) together to support up to 64 users. In our setup, the PDM duplicates channel capacity, in contrast to using only WDM. The server, Bob, has eight tunable lasers to transmit light to Alice, the user. Each tunable laser can emit week coherent light signals with eight different wavelengths corresponding to eight users. All 64 light signals from the eight tunable lasers are controlled via a temperature control module in the laser. These signals from the tunable lasers can be enabled or disabled independently. They are merged using six beam splitters (BSs). Thirty two week coherent light signals from four of the tunable lasers have vertical polarization, and the others have horizontal polarization, achieved using the first polarization beam splitter (PBS). After traversing a circulator and an interferometer, at the second PBS, the lights with 32 different wavelengths are transmitted to the WDM on the right or down sides, according to the polarization of the light signals. To avoid crosstalk with adjacent channels, we rigorously chose 32 wavelength channels through temperature control of the tunable lasers. The lights from four tunable lasers were distributed to 32 users, through the right-or down-side WDM. Upon reaching Alice over the quantum channel (QC), the light is split by the BS to detect the synchronization signal emitted by the photodiode (PD). The residual light is kept in the storage line (SL) and passes the two PBSs and intensity modulator (IM) to generate the decoy pulse. We used two PBSs and an IM because of the polarization dependence of the IM. The light is encoded and reflected at the phase modulator (PMA) and Faraday mirror (FM), respectively. At the variable optical attenuator (VOA), the light is attenuated to a single photon level and transmitted to Bob. At Bob's side, the photons arriving from 64 users are modulated at the right (PMB1)-or down (PMB2)-side PM and interfered at the BS of the interferometer. The arriving photons are detected by a pair of APDs with time division multiplexing (TDM) to enable low cost implementation.
OVERALL ARCHITECTURE
To detect the photons from 64 users with a single pair of APDs, the time scheduling technique was adopted. The server recognizes the roundtrip time of the photons using the distance of each user. Therefore, the server generates laser pulses at the appropriate time and detects the photons the using gate pulse that is generated at a predetermined time slot. This is important for the stable operation of QKD network systems. To control the generation timing of the laser pulse, we developed 64 timing control modules using an FPGA, as shown in Fig. 2 . These modules operate independently to control the laser timings for each user. The serializer in the timing control module can make the server arbitrarily generate high frequency signals. The serializer comprises a phase locked loop (PLL), D-flipflop (D-FF), and transmitter. A data uploader module transfers parallel data to the serializer for generating high speed serialized data at approximately 1.6 GHz. The server manages operation scheduling for users by allocating laser pulses at appropriate times with the serializer. Moreover, the laser frequency can be adjusted using the serializer, to optimize the user capacity of the TDM. For example, if four users need to distribute quantum keys, the server operates each laser at 1/4 of the maximum system frequency. In addition, as mentioned before, environmental changes around optical fibers result in incorrect laser timing owing to variations in the effective optical path length. In our previous work, we compensated the variation in the optical length using only a serializer [30] . To enhance the resolution of the serializer, we serially added functions with delay chains based on the FPGA. The serializer outputs high speed low voltage differential signals (LVDSs), which are fed again to the FPGA, owing to the incompatibility of the serializer with the delay chain. The delay chain consists of IO configuration, dynamic delay, and output buffer (Obuf) blocks. The delay control block communicates with the IO configuration block to control two dynamic delay blocks. The dynamic delay blocks are serially connected to delay the signals up to 22 steps with a 50 ps resolution for one step; this can fully cover the minimum resolution of the serializer. This means that the signal can be generated at an overall timing with a 50 ps resolution. Using the functions of the serializer and delay chain, the server not only independently controls the laser pulses for all users, but also tracks variations in the optical length with a 50 ps resolution without any additional hardware. The output signals from the delay chain are fed to the amplifier (AMP), which generates well maintained signals for operating the lasers.
A control program in the server monitors the system performance parameters, such as the sifted key rate and QBER of the users, to maintain optimal timing of the lasers. The FPGA of the server shares details such as the timing information for the users, digital values to control the PM, and temperatures of the lasers, with the control program. Using this information, the FPGA appropriately operates the QKD network system. The raw key is transferred to the control program and divided for each user by TDM, which will be described later. The server sifts the raw key by communicating with the users, as shown in Fig. 3 . After the server and users get the sifted key, the monitoring functions for each user are performed. If the performance is not satisfactory when compared to a threshold level, the path length compensation function is executed using the timing control module. The monitoring and path length compensation functions of the users operate independently through thread and parallel processing, respectively. In the next section, we will discuss the experimental results of the 1 × 64 network system architecture and applications of the timing control modules and control program of the server in a real environment.
EXPERIMENTS
First, we tested eight of the tunable lasers in the QKD network. As mentioned before, we used WDM and PDM together to enhance user capacity. Half of the lasers have vertical polarization and the other half have horizontal polarization. All lasers with the same polarization have different wavelengths. We measured the wavelengths of the weak coherent lights from the outputs of the two WDM modules, with a spectral resolution of approximately 0.8 nm. Fig. 4 shows the peak wavelengths of the lasers for 64 users. The coherent light signals for 1-32 users have vertical polarization, and their wavelengths are periodically placed from 1532 nm to 1561 nm. The light for 33-64 users has horizontal polarization, and the wavelengths are appropriately allocated as well. Additionally, we checked for crosstalk from other channels. We enabled one channel of the tunable laser and measured the light intensities of the other WDM outputs. All the gaps between the signal and crosstalk noise of the users were at approximately 20 dB, which is very small at the single photon level. Moreover, compared with the pulse width of the laser (2 ns), the time delay due to the dispersion is negligible, and it rarely affects the performance of the system.
To perform experiments using the QKD network system, we developed four transmitters (Alices) in the P&P QKD systems for the users. We verified the functioning of the 1 × 64 QKD network system by changing all WDM outputs with four QKD transmitters in the laboratory. We used four quantum channels with lengths of approximately 25 km but with slight differences. These differences handled by the independent timing control modules of the four users. Using the serializer in the timing control module, we determined the optimal timing of the lasers considering each optical path length of the users. Moreover, owing to temperature changes, the fluctuation in the optimal timing was corrected by delay chains in the timing control module. As shown in Fig. 5 , the key rates of each user are independently recovered using the timing control modules and control program over 100 min. Because the flexibility of the optical fiber for each user is different, even in the same location, the operation timings of the path length compensation for different users were not similar. After 100 min, the optimal laser timings for users were changed up to 4-5.2 ns. Therefore, the timing control modules must independently operate to track the optimal laser timing for users in real time. As mentioned above, one of the advantages of the P&P QKD is that server (Bob) knows all the operation timings of the components. Therefore, the laser timings of the users could be appropriately assigned with a 2.5 MHz frequency, considering 10 MHz gate pulses for detection. If one of the users wants to exit the QKD, the other users can increase their key generation speeds by increasing the laser frequency of the remaining users. Moreover, the point-to-point QKD can be operated using this scheme with a maximum laser frequency of 10 MHz for one user. The dark count was under 5000 cps, and the quantum efficiency was 15%. We used 0.6 photons as the signals. The loss of the server is 5.8 dB, including losses of the WDM, PM, interferometer, and circulator. The loss of the QC is approximately 5.2 dB. As all lasers for the users had vertical polarization, we used only one WDM (right-side) and PM (PMB1) in this experiment. The PM was randomly modulated using a quantum random number generator (QRNG) with a 10 MHz modulation frequency. Next, we operated the QKD network system in a real-world environment. We placed the server and four users in Seoul city, and the distances between the server and each user are 5.8 km, 9.9 km, 2.9 km, and 7.7 km, as shown Fig. 6 (a) . Because the optical path lengths from the server to users are significantly different, we analyzed the system operation timing very carefully. Fig. 6 (b) shows the operation scheduling of the server to distribute quantum keys to the four users in the real-world environment. The lasers can be independently operated by the timing control modules. The laser for each user was operated according to the distance from the server. As user 2 had the longest distance of 9.9 km from the server, the laser for user 2 was operated first. Hence, the sequence of laser operation was 2, 4, 1, 3. Moreover, in this experiment, we used both WDM modules to demonstrate the working of the QKD network using PDM and WDM together. Users 1 and 3 were assigned vertically polarized lasers, and the other users used horizontally polarized lasers. Because the photons from the users pass through the right-or down-side WDM depending on the polarization, the server needs to modulate phases using PMB1 (for users 1 and 3) and PMB2 (for users 2 and 4) simultaneously, as shown in Fig. 1 . The phase modulators were operated at 5 MHz and randomly selected bases using the QRNG. A few nanoseconds after initiating the phase modulation of the photons from the users, the photons arrived at the APDs, operated at 10 MHz of gate pulses. Considering the optical path length for each user, we assigned the photon-arrival timing based on the user numbers at the gate pulse. The first, second, third, and fourth gate pulses indicate the detection timings of the photons from users 1, 2, 3, and 4, respectively. The fifth gate pulse was repeatedly used for detecting the photon from user 1. Therefore, the gate pulse frequency for each user was actually 2.5 MHz; however, for stable operation, we used a fixed gate frequency of 10 MHz. Finally, to generate the sifted key for each user, the raw keys of the server, such as the click information of the APDs and random number for phase modulation, should be divided according to the designated timings among the users. All raw keys were transmitted from the FPGA to the control program and divided for each user. Using the divided raw keys, the server communicated with the users to get the sifted key. Subsequently, with the sifted key rates and QBERs of the users, the control program of the server determined whether the timing of the laser had to be modified to compensate for the change in the optical path length.
We operated the QKD network in a real-world environment over a week, addressing fluctuations in the optical path length using the timing control modules for four users. We set up the QKD network and tested it in a new environment for a week. During this time, we tested all devices under specific experimental conditions. Subsequently, we collected the experimental data. The results of testing the QKD network in a real-world environment are shown in Fig. 7 , based on the operation scheduling of the server, as described in Fig. 6 (b) . The channel losses for users 1, 2, 3, and 4 were 1.29 dB, 2.23 dB, 1.14 dB, and 1.63 dB, respectively. Apart from conventional channel losses, there were additional channel losses for user 3 because of certain connectors that had to be passed through to reach user 3. However, the other channels had a reasonable loss, lower than 0.23 dB/km. The average sifted key rates for the users were 2.3 kbps, 1.8 kbps, 2.3 kbps, and 2.1 kbps, respectively during a week. In terms of the QBER, all the users had an error rate under 2.5% on average. This shows that the crosstalk due to other channels and environmental noise are negligible; these errors primarily arise from the visibility of interference and detector noise, such as dark counts and after-pulse noise. There are some fluctuations in the key rate, as temperature variations in the server room cause slight differences in the conditions of the APDs and lasers. For stable operation of the QKD network, especially using the WDM modules for a large number of users, the temperature of the lasers is important because of the shifting wavelengths of lasers. We addressed this problem by using feedback control for the temperature of the lasers, as well as by maintaining the temperature of the server room.
We expected the effect of environmental change to be proportional to the optical path length from the server to the user. In Fig. 8 , the optimal timing fluctuations of the real-environment QKD network are depicted over 100 h. The optimal timing for user 2, who is farthest from the server, was affected the most by environmental changes, with a maximum adjustment of 28 ns. However, the variation in optimal timing was not exactly proportional to the distance from the server; this is because each user had a storage line that was also affected by the temperature of the user's QKD system. Moreover, there are certain criteria for considering fluctuations in the optimal timing, such as the condition of the lasers, threshold values of the control program, optical losses, and differences in the speed of light caused by the wavelength of the lasers. The optimal timings of users 1 and 3 changed to less than 5 ns, but was approximately 10 ns for user 4. We addressed all the issues encountered when using this system in a real-world environment. The optimal performances of the users were adequately maintained over a week. The optical path length compensation for each user was performed in less than 3 s by using the network architecture based on the P&P system and compact timing control modules and algorithms. Therefore, continuous operation is possible for distributing secure keys to all users.
CONCLUSION
We developed a 1 × 64 QKD network system with an optical path length compensation and demonstrated its operation, with stable system performance in a real environment. Owing to the effectiveness and stability of the P&P QKD network architecture with its compact control modules based on an FPGA, our system is highly stable for use in one-to-many QKD networks. Moreover, the users do not need expensive components, such as single photon detectors and light sources, to participate in the QKD network. This system can be a favorable candidate for linking end-users or portable devices to organize massive QKD networks. 
