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ON THE STOCHASTIC DISSEMINATION 
OF FAULTS I N  A N  ADMISSIBLE NETWORK 
by A.  Kyrala 
1 .  INTRODUCTION 
It is  i n t e n d e d  t o  d i scuss  t h e  dynamic d i s t r i b u t i o n  o f  f a u l t s  i n  a g e n e r a l  
t y p e  of network t o  be d e f i n e d  i n  t h e  n e x t  s e c t i o n  which w i l l  be designated as 
l fadmissible . l f  The s t a r t i n g  p o i n t  is a U N I Q U E L Y  BRANCHED NETWORK i n  which each 
p a i r  of nodes is connected by a s i n g l e  b ranch .  Later, t h e  e x t e n s i o n  t o  
MULTIPLE BRANCHED NETWORKS i n  which the f o r m e r l y  unique branches are replaced 
by two or more branches each w i l l  be d i s c u s s e d  under t h e  s u b j e c t  of  REDUNDANCY 
IN NETWORKS Sec, 1 1  
The basic discrete  model used he re  is t h e  MARKOV C H A I N ,  a l though t h e  
e x t e n s i o n  t o  a SEMI-MARKOV c h a i n  w i l l  be d i s c u s s e d  l a t e r .  
2. NETWORK MODIFICATION 
It w i l l  be supposed t h a t  t he re  e x i s t s  a discrete c l o c k  time u n i v e r s a l  f o r  
t h e  e n t i r e  network w i t h  a fundamental  time i n t e r v a l  T and t h a t  each branch 
t r a n s i t  time is an i n t e g e r  m u l t i p l e  of T .  I n  an a r b i t r a r y  network,  t h i s  may 
be approximated by i n s e r t i n g  a d d i t i o n a l  new ( b i p o l a r  1 nodes i n t o  b ranches  w i t h  
o r i g i n a l  t r a n s i t  times larger  m u l t i p l e s  of T .  If a network ( i n  o r i g i n a l  form) 
is  such  t h a t  a signal can be de layed  by a m u l t i p l e  of  T a t  a node ,  t h i s  d e l a y  
is e q u i v a l e n t  t o  a zero d e l a y  a t  t h e  node fo l lowed  by i n s e r t i o n  of  a n  
a p p r o p r i a t e  number of bipolar nodes i n t o  t h e  o u t p u t  b ranches  of t he  node.  
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G e n e r a l l y ,  t h e  a c t u a l  network t o  be t reated w i l l  be u n l i k e  t h e  u n i q u e l y  
branched network,  which i s  the  s t a r t i n g  c o n f i g u r a t i o n  t o  be a n a l y z e d ,  however 
the  a c t u a l  network can be o b t a i n e d  from t h e  u n i q u e l y  branched one  by d e l e t i o n  
of b r a n c h e s ,  node i n s e r t i o n s  and t h e  a d d i t i o n  o f  redundant  p a r a l l e l  b ranches .  
The s o  modified network w i l l  be called a n  ADMISSIBLE NETWORK. 
3. MARKOV C H A I N  
The g e n e r a l  n-node u n i q u e l y  branched network (which is n o t  n e c e s s a r i l y  
two-dimensional)  h a s  a ( t r i a n g u l a r )  number of b ranches  g i v e n  by 
= n ( n - 1 ) / 2  'n- 1 (3.1 1 
Let p d e n o t e  t h e  a b s o l u t e  p r o b a b i l i t y  t h a t  a s i g n a l  has reached t h e  j t h  node 
j t  
a t  e p o c h '  t .  
i n s e r t e d  s o  t h a t  each time i n t e r v a l  T r e p r e s e n t s  a p o s s i b l e  t r a n s i t i o n  p e r i o d  
between a d j a c e n t  nodes,  l e t  a d e n o t e  t h e  c o n d i t i o n a l  p r o b a b i l i t y  of t r a n s i t  
from node j t o  node i ( i . e . ,  t h rough  branch j t o  i )  d u r i n g  t h e  time 
i n t e r v a l  (t,t+-r) c o n t i n g e n t  upon the  signal hav ing  a t t a i n e d  node j a t  
Supposing t h a t  s u f f i c i e n t  bipolar  nodes have a l r e a d y  been 
i j t  
epoch t .  
The p o s t - t r a n s i t i o n  p r o b a b i l i t y  of  
t h e n  t a k e n  t o  be t h e  l i n e a r  homogeneous 
p r o b a b i l i t i e s  of occupancy g iven  by t h e  
f o r  i=l t o  n subject  t o  t h e  p r i n c i p l e  
occupancy of  node i a t  epoch ( t + T )  is 
combinat ion of the  p r e - t r a n s i  t i o n  
f o l l o w i n g  e x p r e s s i o n  2 
of c a u s a l i t y  ( f o r  each epoch t )  
3 
which sets  the d i r e c t i o n  of time and a r r a n g e s  f o r  t he  t r a n s i t i o n  m a t r i x  t o  have 
columns summing t o  u n i t y .  It is a l s o  supposed t h a t  the  components of each 
occupancy v e c t o r  sum t o  u n i t y  i n  keeping w i t h  its s t o c h a s t i c  i n t e r p r e t a t i o n .  
M u l t i p l i c a t i o n  of ( 3 . 3 )  by pit and s u b t r a c t i o n  from (3 .2 )  t hen  y i e l d s  
f o r  i=l t o  n g i v i n g  the  change i n  occupancy p r o b a b i l i t y  as a sum of 
d i f f e r e n c e s  between a b s o l u t e  p r o b a b i l i t i e s  of t r a n s i t i o n  i n t o  and o u t  of i .  
One n o t e s  i n  p a s s i n g  t h a t  (3 .4 )  e x h i b i t s  t h e  s u f f i c i e n c y  of t h e  P r i n c i p l e  
of  Detailed Balance ( w i t h  a b s o l u t e ,  not c o n d i t i o n a l  p r o b a b i l i t i e s  of 
t r a n s i t i o n )  t o  ensu re  s t a t i o n a r i t y  of t h e  Markov c h a i n  c h a r a c t e r i z e d  by t h e  
v a n i s h i n g  of t h e  l e f t  s i d e  of ( 3 . 4 ) .  
A System f o r  which ( 3 . 2 )  and (3 .3)  h o l d  is  cal led a MARKOV C H A I N  and 
i n c l u d e s  as s p e c i a l  c a s e s  t h e  Fermi-Dirac and Eins te in-Bose  s t a t i s t i c s ,  t he  
D i f f u s i o n  e q u a t i o n ,  t h e  Boltzmann t r a n s p o r t  e q u a t i o n  as well as ( i n  complex 
g e n e r a l i z a t i o n )  t h e  Schroedinger  and Di rac  e q u a t i o n s  of Quantum Mechanics.  
A c o n c r e t e  example of such a Markov c h a i n  is a f f o r d e d  by a sys t em which 
p o s s e s s e s  o n l y  two s t a t e s  ' fope ra t ive t ' ,  d e s i g n a t e d  by t h e  s u b s c r i p t  o o r  
" i n o p e r a t i v e f f ,  des igna ted  by t h e  s u b s c r i p t  i .  Suppose t h a t  t h e  sys tem 
undergoes t r a n s i t i o n s  between these states f o r  a very  l o n g  time. Each 
t r a n s i t i o n  is c h a r a c t e r i z e d  by t h e  chain e q u a t i o n s  
+ 
P O  
+ a  
00 o i  = a  pi (3 .5 )  
+ 
i i  pi + a  i o  '0 pi = a  (3 .6 )  
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and the c a u s a l i t y  c o n d i t i o n s ,  
a + a  - 1  
00 io  
a + a  = 1  oi ii  
as well as t h e  n o r m a l i z a t i o n  c o n d i t i o n  
Po + Pi = 1 
w i t h  t h e  + i n d i c a t i n g  p o s t - t r a n s i t i o n  a b s o l u t e  p r o b a b i l i t i e s  and 
- Pi - 11 I1 I1  




= a b s o l u t e  p r e - t r a n s i t i o n  p r o b a b i l i t y  t h a t  sys t em is o p e r a t i v e  
P O  
i n o p e r a t i v e  




t r a n s i t i o n  CONTINGENT upon hav ing  deen o p e r a t i v e  J e f o r e  t h e  t r a n s i t i o n  
a = c o n d i t i o n a l  p r o b a b i l i t y  t h a t  system becomes o p e r a t i v e  a f t e r  t he  
t r a n s i t i o n  CONTINGENT upon hav ing  been i n o p e r a t i v e  b e f o r e  t h e  t r a n s i t i o n  
a = c o n d i t i o n a l  p r o b a b i l i t y  t h a t  system becomes i n o p e r a t i v e  a f t e r  t h e  
t r a n s i t i o n  CONTINGENT upon hav ing  been o p e r a t i v e  b e f o r e  t he  t r a n s i t i o n  
a = c o n d i t i o n a l  p r o b a b i l i t y  t h a t  system rema ins  i n o p e r a t i v e  a f t e r  t h e  
t r a n s i t i o n  CONTINGENT upon hav ing  been i n o p e r a t i v e  before t h e  t r a n s i t i o n  
o i  
i o  
i i  
Under s t a t i o n a r y  c o n d i t i o n s  (after a great many t r a n s i t i o n s )  t h e  + may 
be removed ( i . e . ,  no fur ther  change i n  a b s o l u t e  p r o b a b i l i t i e s  o c c u r s )  s o  t h a t  
o i  pi + a  00 Po Po = a (3.10) 
+ a  (3.11) Pi = a i o  '0 i i  pi 
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Using t h e  causa l i t y  conditions (3.71, (3.81, one then concludes tha t  de ta i led  
balance holds f o r  the absolute probabi l i t i es  of t r a n s i t i o n s  between d i s t i n c t  
s t a t e s .  Thus,  
oi pi = a  i o  '0 a 
Hence, 
Po/Pi = aoi/aio 
Adding 1 t o  each s ide  t h i s  yields 
+ a  1 - Pi - aio/(aio oi 
and 
= a / ( a io  + a 1 





The f r a c t i o n  of t r ans i t i ons  d u r i n g  which the system is  operative is given by 
f = N o / ( N o + N i )  = aoi/(aoi + a io)  = po (3.16) 
while the expected number of t r ans i t i ons  f o r  recurrence of t he  inoperat ive 
s t a t e  is given by 
N(inop-+ inop) = l / p i  = (aoi + aio) /a io  (3.17) 
and the  expected number of t rans i t ions  f o r  recurrence of the operat ive s t a t e  is  
given by 
N(op-+ op) = l / p o  = (aoi + aio)/aoi (3.18) 
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The e x p e c t e d  number of t r a n s i t i o n s  f o r  t h e  f irst  passage  from i n o p e r a t i v e  t o  
o p e r a t i v e  s t a t e  is  g iven  by 
N(inop-+ op )  = l/aoi (3.19)  
based upon the  assumption t h a t  the  con t ingency  of  s t a r t i n g  i n o p e r a t i v e  was 
a c t u a l l y  f u l f i l l e d .  S i m i l a r l y ,  t h e  e x p e c t e d  number of t r a n s i t i o n s  for  f irst  
passage from o p e r a t i v e  t o  i n o p e r a t i v e  s t a t e  i s  g iven  by 
based upon t h e  
N(op-+ i n o p )  = l / a  (3.20) i o  
assumption t h a t  t he  con t ingency  of  s t a r t i n g  i n  t h e  o p e r a t i v e  
s t a t e  was a c t u a l l y  f u l f i l l e d .  
Thus,  a l l  of these q u a n t i t i e s  may be e x p r e s s e d  i n  terms of the  c o n d i t i o n a l  
p r o b a b i l i t i e s  of t r a n s i t i o n  s u b j e c t  t o  t he  a s sumpt ions  s t a t e d .  
4. FAILURE-RELATED INTERPRETATION OF TRANSITION MATRICES 
of the  i j t  For a uniquely branched network each o f f - d i a g o n a l  e lement  a 
t r a n s i t i o n  matrix co r re sponds  t o  t h e  t r a v e r s a l  of t h e  j t o  i branch i n  t h e  
s p e c i f i e d  d i r e c t i o n .  If  a p a r t i c u l a r  b ranch  is deleted,  BOTH terms a i j t  AND 
a 
t o  z e r o .  A l so ,  i f  t h e  branch c o n n e c t i n g  t h e  i t h  and j t h  nodes f a i l s  
BIDIRECTIONALLY,  the  same two terms must be se t  e q u a l  t o  ze ro .  I n  a network 
symmet r i ca l ly  l o c a t e d  w i t h  respect t o  t h e  main d i a g o n a l  must be s e t  e q u a l  j i t  
c 
w i t h  UNIDIRECTIONAL b ranches  ( s a y ,  j t o  i )  o n l y  one  of  t he  two symmetrants w i l l  
be non n u l l  and t h i s  must be set e q u a l  t o  ze ro .  I t  i s  i n  t h i s  way t h a t  t h e  
e l e m e n t s  of t h e  t r a n s i t i o n  m a t r i x  are related t o  BRANCH FAILURES. 
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It is not d i f f i c u l t  t o  construct matr ic ia l  operators which remove elements 
from a matrix. Let Eii  denote a matrix w i t h  a u n i t  element a t  i , i  on the 
main diagonal and zeros f o r  a l l  other e n t r i e s .  Then f o r  a given t r a n s i t i o n  
A E is a matrix i n  which the element a is j j  i j  matrix A ,  the  matrix Eii 
unaffected, but  a l l  other elements are  reduced t o  n u l l .  Hence, A - E:: A E; :  
is a matrix which 
replaced by zero. 
The diagonal 
node i a t  epoch 
a t  epoch t .  
II JJ 
has ident ica l  elements as A except f o r  a , which i s  
i j  
T h i s  matrix might reasonably be termed a BRANCH A N N I H I L A T O R .  
elements aiit are associated w i t h  NODAL DELAY of s igna l  a t  
t .  If there  is  no nodal delay t h i s  diagonal element is  n u l l  
What of the l e s s  commonly t reated case of NODAL FAILURES? Here i t  becomes 
a question of what cons t i tu tes  a Ifnodal fa i lure" .  A given row of the 
t r a n s i t i o n  matrix (except f o r  the diagonal element) is associated w i t h  a l l  
INPUTS t o  t h e  node of the same row number. A given column of the t r a n s i t i o n  
matrix i s  associated (except f o r  the diagonal element) w i t h  a l l  OUTPUTS from 
t h e  node of the same column number. If by NODAL FAILURE is  meant (1) f a i l u r e  
of a l l  outputs,  or (2)  f a i l u r e  of a l l  i n p u t s ,  or ( 3 )  f a i l u r e  of a l l  outputs AND 
a l l  i n p u t s  then a l l  off-diagonal elements of the (1) column, or ( 2 )  row, or ( 3 )  
column AND row w i t h  the same number a s  t h e  node must be s e t  equal t o  zero. I n  
a more elaborate def in i t ion  of nodal f a i l u r e ,  subsets of these e n t i t i e s  could 
be annihi la ted.  
5. VECTOR-MATRICIAL FORMULATION OF THE MARKOV C H A I N  
The occupancy probabi l i t i es  f o r  epoch t may be conceived as components 
of a STATE VECTOR pt while those at  epoch ( t + T )  a r e  the components of a s t a t e  
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and these two s t a t e  vectors a r e  r e l a t e d  by t h e  t r a n s i t i o n  matrix Pt+T vector 
At f o r  epoch t 
p t + T  = *t Pt (5 .1 )  
A l l  of these occupancy vectors a r e  i n  t h e  f i rs t  n-tant s ince a l l  components of 
the (n-dimensional) vectors a r e  non-negative . The vector symmetrically 
directed w i t h  respect t o  the n orthogonal axes has a transpose (row vector)  
given by 
T u = (1.1.1 ,... 1,l) (5.2) 
with  a l l  components defined t o  be u n i t y  and T denoting transpose. The 
normalization of occupancy probabi l i t i es  then requires  tha t  
T u .pt =1 (5.3) 
f o r  a l l  epochs t .  A s t a t e  vector of equal l ikel ihood each of whose components 
is l / n  may a lso be constructed. I t  should be c l e a r l y  recognized t h a t  t h e  
above condition does not ensure t h a t  the s t a t e  vectors r e t a i n  the  same 
magnitude a f t e r  t rans i t ion  as they  had before t r a n s i t i o n .  Each t r a n s i t i o n  has 
the p o t e n t i a l i t y  of changing both d i rec t ion  and magnitude of the occupancy 
s t a t e  vector 
orthogonal t o  the s t a t e  vector of equal l ikel ihood both before and a f t e r  
t r a n s i t i o n .  The only other r e s t r i c t i o n  is the requirement t h a t  the s t a t e  
vectors l i e  i n  the f i r s t  n-tant where a l l  t h e i r  components w i l l  be 
pt s ince according t o  (5.31, i t  must terminate on a hyperplane 
9 
non-negative. For a la rge  number n of s t a t e s  t h e  "angular separation" e of 
a par t icu lar  s t a t e  vector from t h e  s t a t e  vector of equal l ikel ihood is eas i ly  
estimated t o  be 
1 1 / 2  e = arcos[( n z pk2 >- 
k 
(5.4) 
The maximum possible angular separation between a s t a t e  vector and the equal 
l ikel ihood s t a t e  vector is given by 8 = arcos(l/n1'2). 
6. LINEAR MAPPING OF G R I D  NETWORK 
A G R I D  NETWORK is a network w i t h  nodes a t  a l l  l a t t i c e  points of a 
rectangular l a t t i c e  wi th  branches ver t ica l  or horizontal  connecting these 
po in t s  and no o thers .  The occupancy probabi l i t i es  f o r  the network nodes a r e  
the components of the STATE VECTOR i n  the  Markov chain model of the system 
describing the  progress of signal or f a u l t  through the network. Therefore, t h e  
s t a t e  of t h e  system is spec i f ied  i n  terms of a one-dimensional array of nodes. 
I n  terms of sequential  occupation of nodes i n  an actual  two-dimensional 
network, i t  is  more convenient t o  specify t h e  nodes as a two-dimensional array.  
Without specifying the geometrical array of nodes, the sequential  occupation of 
s t a t e s  i n  t h e  Markov model w i l l  not have a unique re la t ionship  t o  the 
occupation of nodes i n  a given two-dimensional array.  T h i s  comes about because 
there  does not exist  an a p r i o r i  unique (mapping) correspondence between arrays 
of d i  f f e r  ent d i  mens i onal i t y . 
I n  par t icu lar  i t  i s  necessary t o  spec i fy  the correspondence between a 
rectangular gr id  of nodes a t  ( i , j )  with ( i = 1 , 2 , .  ..m), ( j = 1 , 2 ,  ... n )  and a l i n e a r  
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a r r a y  with (k=1,2,  ..., m). Some p o s s i b l e  ways of cons t ruc t ing  such  a 
co r re spondence  are i l l u s t r a t e d  i n  F ig .  1 below: 
( a )  (b 1 (C) 
Fig.  1 Gr id /L inea r  Array Mappings 
The Markov model h a s  no a p r i o r i  e x p l i c i t  cogn izance  of t h e  way t h e  
two-dimensional a r r a y  i s  formed. G e n e r a l l y ,  i t  w i l l  b e  most convenient  t o  
s p e c i f y  t h e  Markovian sequence  o f  s ta tes  by t h e  (boustrophedon)  p a t h  of ( a ) ,  
f o r  which w i t h  n columns and m rows t h e  o r i g i n a l  (one-dim a r r a y )  Markov 
noda l  number k i s  g i v e n  i n  terms of  t h e  ( i , j )  mapped noda l  c o o r d i n a t e  by 
(6 .1 )  i k = n i  - ( - l I i j  - ( n - 1 ) / 2  + (-1) ( n + 1 ) / 2  
for ( i = 1 , 2  ... m) and ( j = 1 , 2  ... n ) .  The inverse mapping y i e l d i n g  ( i , j )  f o r  a 
g i v e n  v a l u e  of k is found as f o l l o w s .  The row number i i s  g i v e n  by 
where [ I  means " i n t e g e r  part off1.  Then j is g i v e n  by 
(6.2) 
r 
i j = (-1) ( n i  - k - (n-1) /2  + ( n  + 1 ) / 2  
1 1  
( 6 . 3 )  
I n  t h i s  way (wi th  s u c h  a specif ied pa th )  t h e  noda l  occupancy p r o b a b i l i t i e s  
may be r e p l a c e d  by p where t h e  l o c a t i o n  of t h e  node (i  ,j is specified i n  a 
two-dimensional g r i d .  
occupancy of the  node a t  ( i , j )  a t  epoch t ,  t h e n  o n e  can i n t r o d u c e  
uvai j t 
i n t e r v a l  ( t  , t + T  1 
The Markov c h a i n  e q u a t i o n  t h e n  becomes 
pk  
i j  
is the a p r i o r i  a b s o l u t e  p r o b a b i l i t y  of  If P i j t  
= c o n d i t i o n a l  p r o b a b i l i t y  of t r a n s i t  from ( i , j )  t o  ( u , v )  d u r i n g  t h e  time 
wi th  
fo r  occupancy normali  z a t i o n  and 
1 = Z uvaijt 
u , v  
(6.6) 
as c a u s a l i t y  p r i n c i p l e .  
The same e q u a t i o n s  can be more c o n c i s e l y  r e p r e s e n t e d  by i n t r o d u c i n g  t h e  
G A U S S I A N  (complex 1 i n t e g e r s  d e f i n e d  by 
g = i +  j J -1  l < i < m  , 1<j<n 
f = i t +  j q J - 1  l < i l < m ,  l < j l < n  Then o n e  has 
w i t h  occupancy n o r m a l i z a t i o n  
and c a u s a l i t y  p r i n c i p l e  
l = X  a 
f f g t  
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(6.7)  
(6 .8)  
(6 .9 )  
w i t h  a l l  q u a n t i t i e s  hav ing  complex i n d i c e s .  
If i t  is desired t o  restrict  t o  " n e a r e s t  ne ighbor  t r a n s i t i o n s "  so  t h a t  
( i , j )  t o  (i + l , j ) ,  ( i - l , j ) ,  ( i , j + l ) ,  ( i , j - l )  a re  the  o n l y  t r a n s i t i o n s  from 
( i  , j  1 w i t h  non-null c o n d i t i o n a l  p r o b a b i l i t i e s  of t r a n s i t i o n  one can  f i n d  these 
t r a n s i t i o n s  i n  terms of the  o r i g i n a l  k s equence .  Thus, t h e  t r a n s i t i o n s  
c o n s i d e r e d  i n  terms of k become 
~ 
i ( i + l  , j ) :  k = n ( i + t )  + ( - 1 )  j - (n -1 ) /2  - ( - 1 ) i ( n + 1 ) / 2  




( i , j + l ) :  k = n i  - ( - 1 )  ( j + l )  - (n -1 ) /2  + ( - 1 ) ~ ( n + 1 ) / 2  
( i J - 1 ) :  k = n i  - ( - 1 )  ( j - 1 )  - ( n - 1 ) / 2  + ( - 1 ) ~ ( n + 1 ) / 2  
(6 .10 )  
(6 .11 )  
(6 .12 )  
( 6 . 1 3 )  
f o r  t h e  two-dimensional p o s t - t r a n s i t i o n  s t a t e s  i n d i c a t e d .  
7. THE DIFFUSION A N D  PROPAGATION OF FAULTS OR SIGNALS I N  A NETWORK 
It w i l l  now be shown under what c o n d i t i o n s  i t  is p o s s i b l e  t o  have a 
d i f f u s i v e  o r  wavel ike p r o p a g a t i o n  of s u c c e s s i v e  f a u l t s  or s i g n a l s  i n  a 
13  
network.  I n  o r d e r  t o  get such  a propagat ion  i n  a Markov model, i t  is n e c e s s a r y  
t o  impose a SELECTION RULE r e s t r i c t i n g  t o  t r a n s i t i o n s  between n e a r e s t  ne ighbors  
and it is impor tan t  t o  d i s t i n g u i s h  between c h a i n s  obeying  ( 3 . 2 ) ,  ( 3 . 3 )  o r  
(6.61, ( 6 . 8 ) .  Both are Markov models but  t h e  n e a r e s t  ne ighbors  are d i f f e r e n t  
i n  each. Propagat ion  i n  t h e  c h a i n  of S e c t i o n  3 means p ropaga t ion  through a 
l i n e a r  array of s ta tes  whi l e  propagat ion  i n  t h e  c h a i n  of S e c t i o n  6 means 
p ropaga t ion  through a two-dimensional ly  o r d e r e d  s e t  of s ta tes .  G e n e r a l l y ,  i t  
is no t  p o s s i b l e  t o  g e t  a wavelike propagat ion  through t h e  s t a t e s  i n  e i ther  case 
wi thou t  imposing some r e s t r i c t i o n s  on t h e  t r a n s i t i o n  p r o b a b i l i t i e s  of t h e  
g e n e r a l  Markov c h a i n s  of either s e c t i o n .  
For t h e  c a s e  of a t r a n s i t i o n  m a t r i x  independent  of time the  c o n d i t i o n s  f o r  
wave- l i  k e  p ropaga t ion  can be r e a d i l y  adduced.  
The c h a i n  equa t ion  ( 3 . 2 )  and t h e  c a u s a l i t y  p r i n c i p l e  ( 3 . 3 )  by i m p o s i t i o n  of t h e  
5 s e l e c t i o n  r u l e  
li - j l  > 1 i m p l i e s  a i j  = o 
become 
and 
a + a I + ai- l  l i  = 1 i i  i + l  i 
( 7 . 1 )  
( 7 . 3 )  
The s e l e c t i o n  rule simply e x c 1 u d ~ s  transit.ions except  arnnng nea res t .  n e i  ghhnrs . 
If h is t h e  mean number of s t a t e s  th rough which a f a u l t  p ropaga te s  d u r i n g  
1 4  
t r a n s i t i o n  time T ,  one  can t h e n  d e f i n e  the  q u a n t i t i e s  D i ,  w i , p i  as f o l l o w s :  
(7.4) 
~ T D ~  = h 2 ( a i l i + l  + a i l i - l  
Using t h e  s o  def ined  q u a n t i t i e s  and ( 7 . 3 ) ,  t h e  res t r ic ted  c h a i n  e q u a t i o n  
can be w r i t t e n  i n  t h e  form 
7.2) 
( P i  I t+T-Pit = Di (P i+ l  It-2Pit+Pi-l I t ) /h2+wi (p i+ l  I -P i - l  l t ) / 2 h  - P  i P i t  
which is a f i n i t e  approximant of t h e  d i f f u s i o n  e q u a t i o n  w i t h  d r i f t  w and r a t e  
o f  d e s t r u c t i o n  IJ ( suppos ing  ( a i+ l  l i  + a i - ,  l i ) > ( a i l i + l  + a i l i - l  1)  
(7.8) 2 a t p  = D a, P + w axP - PP 
w i t h  d i f f u s i o n  c o e f f i c i e n t  D .  T h i s  i n d i c a t e s  t h a t  w i t h  t r a n s i t i o n s  res t r ic ted 
t o  n e a r e s t  ne ighbors  f a u l t s  may d i f f u s e  t h r o u g h  the  s ta tes .  
l.~ may a l so  be r e p l a c e d  by -p prov ided  o n l y  t h a t  
( a i l i + l  + a i l i - l  ) > ( a i + l  l i  + ai- l  l i ) .  
f u n c t i o n s  as a f a u l t  a n n i h i l a t o r  o r  c r e a t o r .  
Thus t h e  e x p r e s s i o n  g iven  f o r  IJ 
For t h e  c a s e  where 
t h e  d i f f u s i v e  term w i l l  become n e g l i g i b l e  wi th  respect t o  t h e  d r i f t  term and 
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t h e  f a u l t  w i l l  p r o p a g a t e  t h r o u g h  t h e  network i n  a wave-l ike f a s h i o n  p rov ided  
o n l y  t h a t  pi is z e r o .  The phase  v e l o c i t y  is n a t u r a l l y  w i .  
If t h e  i n d i v i d u a l  s ta tes  are a r r anged  i n  a two-dimensional a r r a y  rather 
t h a n  t h e  one-dimensional  l i n e a r  array above,  a r e g r o u p i n g  of c o n d i t i o n a l  
p r o b a b i l i t i e s  t o  g i v e  a " d i f f u s i v e  case?' or p o s s i b l y  a wave-l ike case can s t i l l  
be a t t a i n e d  by imposing a s e l e c t i o n  r u l e  o n  t h e  t r a n s i t i o n s .  However, i t  i s  
most i m p o r t a n t  t o  r e a l i z e  t h a t  i n  such a development t h e  d e f i n i t i o n  of  " n e a r e s t  
ne ighbors f1  has changed and t h e  a n a l y s i s  must take t h i s  i n t o  accoun t .  
For t h e  case where t h e  t r a n s i t i o n  m a t r i x  is a f u n c t i o n  of time, i t  is  more 
conven ien t  t o  r e t u r n  t o  t h e  v e c t o r - m a t r i c i a l  model of S e c t i o n  5. P u t  t h e  case 
t h a t  a t  some time t h e  s t a t e ' v e c t o r  from some i n d e x  on has o n l y  n u l l  components 
(unoccupied s t a t e s ) .  The q u e s t i o n  i s  then  posed as t o  what c o n d i t i o n s  t h e  
t r a n s i t i o n  m a t r i x  must f u l f i l l  i n  o r d e r  t o  advance t h e  occupancy s t a t e  by 
con t iguous  s t a t e  as the  t r a n s i t i o n s  occur .  If the  i n d e x  (component number) 
from which a l l  p r e v i o u s  components are n o t  n e c e s s a r i l y  z e r o  is q ,  t h e n  t h e  q t h  
and a l l  l a t e r  components are  t a k e n  t o  be z e r o .  I n  o r d e r  t h a t  t h e  t r a n s i t i o n  
m a t r i x  now accompl i sh  the  e x t e n s i o n  of occupancy t o  q t h  component of t h e  s t a t e  
v e c t o r  BUT NOT BEYOND i t  w i l l  be s u f f i c i e n t  i f  a l l  e l emen t s  of t h e  t r a n s i t i o n  
m a t r i x  w i th  row numbers greater t h a n  q and column numbers less  than  q be 
n u l l .  Thus,  i t  is r e a d i l y  g ra sped  t h a t  not  o n l y  is a wave of  r ep lacemen t  of 
zeros p r o p a g a t i n g  i n  t h e  s t a t e  v e c t o r  but a l s o  a wave of z e r o  r e p l a c e m e n t s  i s  
s i m u l t a n e o u s l y  o c c u r r i n g  i n  t h e  t r a n s i t i o n  matrix. Hence, i t  is s e e n  t h a t  wi th  
t h e  f u l f i i l m e n t  of these Cond i t ions  f a u l t s  can p r o p a g a t e  i n  a wave-l ike 
f a s h i o n ,  even  i n  t h e  case where t h e  t r a n s i t i o n  m a t r i x  is time dependent .  An 
example of such  a p r o p a g a t i o n  is given below w i t h  t h e  conven t ion  t h a t  1 does  










o =  
- 
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
0 1 1 1 1 1 1 1  
0 1 1 1 1 1 1 1  
0 1 1 1 1 1 1 1  
0 1 1 1 1 1 1 1  
0 1 1 1 1 1 1 1  
0 1 1 1 1 1 1 1  
. . . .  . I  . . . .  - 


















1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
. .  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
0 0 0 1 1 1 1 1  
0 0 0 1 1 1 1 1  
0 0 0 1 1 1 1 ~  
0 0 0 1 1 1 1 1  
0 0 1  1 1  1 1  1 
0 0 1  1 1  1 1  1 
0 0 1  1 1  1 1  1 
. . .  










1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
0 0 0 0 1 1 1 1  
0 0 0 0 1 1 1 1  1 0 0 0 0 1 1 1 1  I1 1 1 1 0 0 0 0 
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1  
0 0 0 0 0 0 1  1 
(f) 
. .  ~ 
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which i n d i c a t e s  i n  a g r a p h i c  way what  is meant by "propagat ion"  through t h e  
t r a n s i t i o n  matrix s imul t aneous  w i t h  t h e  p ropaga t ion  through t h e  s ta tes  of the  
s ta te  v e c t o r .  The p ropaga t ion  is tha t  of a p a r t i t i o n  between n u l l  and non-nul l  
s ta tes  and n u l l  and non-nul l  t r a n s i t i o n s .  F ig .  2 t h e n  cor responds  t o  t he  
p r o p a g a t i o n  of n u l l s  i n  t h e  s t a t e  vec to r  w i t h  pk=O f o r  k>m-1 and i n  t h e  
t r a n s i t i o n s  matrix w i t h  a -0 f o r  j > m > k .  
j k  
From t h i s  i t  is seen  t h a t  t h e  t r a n s i t i o n s  must have a very  p a r t i c u l a r  t y p e  
of time dependence ( inhomogenei ty)  i n  o rder  f o r  p ropaga t ion  as such  t o  occur .  
Rega rd le s s  of whether i t  o c c u r s  or n o t ,  one can form u s e f u l  estimates of 
t h e  c o n c e n t r a t i v e  o r  d i s p e r s i v e  e f f e c t  of each t r a n s i t i o n  by c a l c u l a t i n g  t h e  
expec ted  s t a t e  and expec ted  s t a n d a r d  d e v i a t i o n  i n  s ta tes  a f te r  e a c h  t r a n s i t i o n .  
Thus,  
< k >  = Z k pkt 
k 




bo th  of which a re  q u i t e  n a t u r a l l y  t ime dependent .  From t h e  view po in t  of t h e  
t r a n s i t i o n  m a t r i x  t o  effect  a c o n c e n t r a t i o n  of t he  occupanc ie s  i n  t h e  s ta te  
v e c t o r  on any p a r t i c u l a r  t r a n s i t i o n  t h e  row v e c t o r s  which form the  t r a n s i t i o n  
matrix must be c l o s e  t o  o r thogona l  t o  t h e  s t a t e  v e c t o r  on  which t h e y  o p e r a t e  
except  i n  a narrow range  of row numbers ( i n  t h e  extreme c a s e  1 ) .  On t h e  
c o n t r a r y ,  i f  t h e  t r a n s i t i o n  m a t r i x  i s  t o  effect  an e q u a l i z a t i o n  of t h e  
components of t h e  s t a t e  v e c t o r  t h e n  t h e  row v e c t o r s  shou ld  a l l  have t h e  same 
scalar product  w i th  t h e  s t a t e  v e c t o r  on which they  o p e r a t e .  I n  ei ther case 
( 7 . 1 0 )  and (7 .11 )  describe q u a n t i t a t i v e l y  t he  d i s t r i b u t i o n  of occupancy i n  
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s t a t e s .  Another measure of how un i fo rmly  (or non-uniformly)  states are 
d i s t r i b u t e d  i n  t h e  s t a t e  v e c t o r  is the Entropy d e f i n e d  by 
takes the  v a l u e  I n  n for  t h e  s t a t e  v e c t o r  of e q u a l  l i k e l i h o o d  and the  v a l u e  
0 for  the  s t a t e  vec to r  of a system s t o c h a s t i c a l l y  c e r t a i n  t o  be i n  a p a r t i c u l a r  
s t a t e .  
-xpk I n  pk which 
8. SEMI-MARKOV G E N E R A L I Z A T I O N  OF MARKOV C H A I N S  
It  has been p o i n t e d  o u t  i n  S e c t i o n  2 t h a t  d e l a y  of f a u l t s  and s i g n a l s  
c o u l d  under c e r t a i n  c i r cums tances  be t rea ted  by noda l  i n s e r t i o n s  i n  t h e  c o n t e x t  
of a Markov model. T h i s  r e q u i r e s  d e l a y  times which are m u l t i p l e s  of a common 
( c o n s t a n t )  t r a n s i t i o n  time. There is a n o t h e r  method which is s u i t e d  t o  
con t inuous  s t o c h a s t i c a l l y  v a r i a b l e  de lay  times. T h i s  is the  method of Semi- 
Markov Chains .  They are  c o n s t r u c t e d  around a n  ltembeddedll Markov Chain which 
may be t a k e n  t o  have a time independent  t r a n s i t i o n  m a t r i x .  
Tau is now taken t o  be a c o n t i n u o u s  s tochas t ic  t r a n s i t i o n  time and t h e  
f o l l o w i n g  d e f i n i t i o n s  app ly :  
a = c o n d i t i o n a l  p r o b a b i l i t y  of t r a n s i t i o n  from j t o  i CONTINGENT upon 
the  system having been i n  j ( i . e . ,  upon j hav ing  been occup ied  b e f o r e  t h e  
t r a n s i t i o n ) .  
i j  
F . . ( T )  = c o n d i t i o n a l  p r o b a b i l i t y  of t r a n s i t i o n  from j t o  i i n  a time 
i n t e r v a l  less  than T CONTINGENT upon t h e  t r a n s i t i o n  from j t o  i hav ing  
occurred. 
1J 
a . ( . r )  = c o n d i t i o n a l  p r o b a b i l i t y  of node i be ing  occup ied  i n  time i n t e r v a l  
1 
l e s s  t h a n  T CONTINGENT upon a t r a n s i t i o n  from some node t o  i hav ing  
occurred. 
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With these d e f i n i t i o n s  we o b t a i n  from them t h e  SEMI-MARKOV Chain e q u a t i o n  
and  the p r i n c i p l e  of c a u s a l i t y  
with 
1= E a 
i i j  
(8.2) 
I f  T is a l lowed t o  become i n f i n i t e  t h e n  F i j  and ai s h o u l d  both  become 
u n i t y  . However, 
F .(m) = 1 i m p l i e s  a i ( - )  = 1 on ly  i f  E a = 1 
i j  j i J  
(8.3) 
Hence, the t r a n s i t i o n  m a t r i x  must be doubly  s tochast ic .  It is p a r e n t h e t i c a l l y  
n o t e d  t h a t  s i n c e  r e c o n f i g u r a t i o n s  which "restore" t h e  c o n d i t i o n  of  t h e  network 
i n  some s e n s e  are  be ing  c o n s i d e r e d ,  t h i s  may v e r y  well be appropriate for  t h e  
cases a t  hand. I n  any case 
F. .(O) = 0 i m p l i e s  = 0 
1J 
so t h a t  no i n s t a n t a n e o u s  t r a n s i t i o n s  a r e  allowed. 
The (S t ie l t jes )  d i f f e r e n t i a l  of bo th  s ides  of ( 8 . 1 )  is t h e n  
(8.4) 
and  bo th  d i f f e r e n t i a l s  are c l e a r l y  non-negat ive .  The n o r m a l i z a t i o n  c o n s i s t e n t  
w i th  (8.3) is 
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(8.6) 
s o  t h a t  t h e  mean time i n t e r v a l  t o  occupy t h e  i t h  node ( d u r i n g  the  t r a n s i t i o n )  
is 
T = I T d a i ( T )  i 
0 
(8.7) 
and the  mean t r a n s i t i o n  time f o r  t h e  j t o  i ( n o d a l )  t r a n s i t i o n  i s  d e f i n e d  
t o  be 
T = I T d F i j ( T )  i j  
0 
so  t h a t  t h e  c o n c l u s i o n  
(8.8) 
( 8 . 9 )  
i m p l i e s  t h a t  t h e  mean t ime i n t e r v a l  r e q u i r e d  t o  occupy node i is  a weighted  
a v e r a g e  of t h e  mean t r a n s i t i o n  times i n t o  t h e  node which is a consequence of 
t he  doub le  s t o c h a s t i c i t y  of t h e  (embedded) t r a n s i t i o n  m a t r i x .  The mean time 
i n t e r v a l  t o  occupy a l l  n s t a t e s  of t h e  Semi-Markov c h a i n  is g i v e n  by 
< T >  = ( l / n )  I T~ (8.10) 
It  s h o u l d  be no ted  by t h e  reader t h a t  t h e  e n t i r e  f o r m u l a t i o n  of t h e  Semi- 
Markov c h a i n  is  i n  terms of c o n d i t i o n a l  p r o b a b i l i t i e s .  If i t  were desired t o  
g e n e r a l i z e  t h e  chain e q u a t i o n s  (3 .2)  i n v o l v i n g  a b s o l u t e  p r o b a b i l i t i e s  of 
occupancy o n e  should have 
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w i t h  a clear unde r s t and ing  of t h e  d i f f e r e n c e  between u n i v e r s a l  clock time 
( e p o c h )  t and s tochas t ic  t r a n s i t i o n  time i n t e r v a l  T. The d i f f i c u l t y  w i t h  
s u c h  a n  e x t e n s i o n  is t h a t  even  i f  t h e  occupancy p r o b a b i l i t i e s  are i n i t i a l l y  
r e f e r e n c e d  t o  clock time t h e y  become f u n c t i o n s  of t h e  s tochas t ic  t r a n s i t i o n  
times af ter  any t r a n s i t i o n s  i n t r o d u c i n g  numerous new v a r i a b l e s  i n t o  t h e  
problems.  
9. STATISTICAL INDEPENDENCE OF STATES 
I t  is a t a c i t  assumption of the  Markov c h a i n  concept  t h a t  t h e  s ta tes  m u s t  
be d e f i n e d  s o  t h a t  t h e y  can b e  occupied independen t ly  and t h e  same requi rement  
a p p l i e s  i n  p r i n c i p l e  t o  t he  semi-Markov c h a i n  which c o n t a i n s  an  embedded Markov 
as p a r t  of its s t r u c t u r e .  I n  t he  semi-Markov c h a i n  t h e  s i t u a t i o n  i s  even  more 
s e v e r e  w i t h  a s p a r s e  t r a n s i t i o n  m a t r i x  because  t h e  c o n s i s t e n t  c a l c u l a t i o n  of 
mean t r a n s i t i o n  times r e q u i r e s  t h a t  t h e  t r a n s i t i o n  m a t r i x  be doubly  s tochas t ic .  
The models of CARE 111, SURE, H A R P ,  e t c . ,  seem t o  ove r look  t h i s  f ac t  and a r e  
therefore d e a l i n g  w i t h  s t a t e  d e f i n i t i o n s  which are NOT INDEPENDENT. Because of 
t h i s  t h e y  s h o u l d  n o t  be referred t o  as semi-Markov s y s t e m s .  This remark does 
n o t  of i t se l f  i n v a l i d a t e  t h e  c a l c u l a t i o n  of p a t h  t r a n s i t  p r o b a b i l i t i e s  made i n  
those sys t ems  e i ther  i n  t h e  time domain’ or  i n  t he  f r e q u e n c y  domain . 
6 
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10. COMMENTS ON VOTER SYSTEMS 
The v o t e r  sys tem of n e lements  y i e l d s  flagreementll  for k fa i lures  among 
t h e  n e lements  provided  n-k>[n/2] ([I means i n t e g e r  p a r t  o f ) .  Otherwise 
t h e  v o t e r  sys tem y i e l d s  l fdisagreementl l .  It  i s  a m a j o r i t y  r u l e  system. 
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The i n d i v i d u a l  v o t e r  e l e m e n t s  are however s u b j e c t  t o  m a l f u n c t i o n  hence  t he  
choice between o p e r a t i v e  and i n o p e r a t i v e  f o r  t he  system as a whole can 
o c c a s i o n a l l y  occur wi thou t  r e f e r e n c e  t o  i n p u t .  T h i s  would be the  case of t h e  
" i r r a t i o n a l  voter*l whose choices are e n t i r e l y  random. The p r o b a b i l i t y  o f  
agreement' on such a random basis is 
(10.1)  
where C n k  is t h e  (b inomia l  c o e f f i c i e n t )  number of combinat ions of n t h i n g s  
t a k e n  k a t  a time, p is the  p r o b a b i l i t y  of  a YES v o t e  by an i n d i v i d u a l  
e l e m e n t ,  q is the p r o b a b i l i t y  of a NO vo te  by  a n  i n d i v i d u a l  e lement .  Thus 
might be called the  " p r o b a b i l i t y  of i r r a t i o n a l  agreement" ( e . g . ,  a n  Pa 
agreement t o  go t o  war when i t  s e r v e s  no known n a t i o n a l  i n t e r e s t ) .  
t h e  expec ted  number of agreements  
I n  terms of 
Na = l / p a ,  e x p e c t e d  number of YES v o t e s  
N y  = 1 / p  and expected number of NO v o t e s  N = l / q ;  o n e  has  f rm  ( 1  0.1). N 
) >  
n-k k 
NN = 1 / (  zk,o Cnk Ny Na (10.2) 
The p r o b a b i l i t y  of  agreement based upon r a t i o n a l  f a c t o r s  is undoub ted ly  
n o t  b inomia l .  S ince  t h e  e l emen t s  of t h e  v o t e r  system are  s u p e r f i c i a l l y  
i d e n t i c a l ,  i t  seems t h e y  c o u l d  be r e a s o n a b l y  assumed t o  be e q u i c o r r e l a t e d  
because  of  their  common f u n c t i o n  but h a r d l y  independen t .  Their common d e s i g n  
c o u l d  a p p a r e n t l y  y i e l d  a c o r r e l a t i v e  b i a s  i n  performance. Thus,  from t h e  t o t a l  
e x p e c t e d  number of agreements  of the  v o t e r  s y s t e m  s h o u l d  be s u b t r a c t e d  t h e  
e x p e c t e d  number of i r r a t i o n a l  agreements  g i v e n  by (10.2)  t o  a r r i v e  a t  the 
e x p e c t e d  number of r a t i o n a l  agreements  (i  .e. ,  agreements  a r r i v e d  a t  s o l e l y  by 
mutual  c o n s i d e r a t i o n  of i n p u t s ) .  I n  f u t u r e  w o r k  modeling t h e  C o r r e l a t i o n  
between i n d i v i d u a l  v o t e r  e l emen t s  shou ld  be of c o n s i d e r a b l e  impor t ance  
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1 1 .  REDUNDANCY I N  NETWORKS 
The p r i n c i p a l  d e v i c e  used  t o  i n c r e a s e  r e l i a b i l i t y  of networks is BRANCH 
REDUNDANCY i n  which a branch  w i t h  p r o b a b i l i t y  q of fa i lure  by i tself  is 
r e p l a c e d  by n p a r a l l e l  b ranches  with p r o b a b i l i t y  of fa i lure  qn (on t h e  
assumpt ion  t h a t  t h e  p a r a l l e l  branches f a i l  i n d e p e n d e n t l y ) .  From t h i s  i t  can  be 
r e a d i l y  c a l c u l a t e d  t h a t  t h e  number of branches  r e q u i r e d  t o  r educe  t h e  
p r o b a b i l i t y  of t h e  f a i l u r e  of t h e  mul t i -branched  sys tem t o  is s imply  
n = C m / l o g l O ( l / q )  1 (11.1)  
from which a small table  may be c o n s t r u c t e d  w i t h  t h e  v a l u e s  of n i n  t h e  body 
of t h e  table and the  v a l u e s  of q as v e r t i c a l l y  a r r a y e d  e n t r i e s  and t h e  v a l u e s  
of m as h o r i z o n t a l l y  a r r a y e d  e n t r i e s  
q 
.1 6 9 12 
.Ol 3 5  6 
. O O l  2 3  4 
6 9 1 2 m  
Table 3 
Branches w i t h  a greater p r o b a b i l i t y  of f a i l u r e  are a lso e a s i l y  c a l c u l a t e d  from 
( 1 1 . 1 ) .  
The c a l c u l a t i o n  of f a i lu re  p r o b a b i l i t y  of p a r a l l e l  mu l t ib ranches  i s  
a c c a n p l i s h e d  by s u c c e s s i v e  a p p l i c a t i o n  of the c a l c u l a t i o n  fo r  two branches  say 
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1 and 2 i n  p a r a l l e l .  Then the p r o b a b i l i t y  of f a i lu re  of the  double  b ranch  is 
s i m p l y  q1q2 where t h e  l l q t f s  are t h e  p r o b a b i l i t i e s  of f a i lu re  of i n d i v i d u a l  
branches.  
A t  t h i s  s t a g e  i t  is easy t o  de t e rmine  t h e  e f fec t  on the t r a n s i t i o n  m a t r i x  
of t he  u n i q u e l y  branched network.  Cor re spond ing  t o  t h e  branch a t h i s  
c o n d i t i o n a l  p r o b a b i l i t y  must be r e p l a c e d  by t h e  p r o b a b i l i t y  of  the  m u l t i -  
branch.  
i j  
The q u e s t i o n  o f  NODAL REDUNDANCY would seem t o  imply r e p l a c i n g  a s i n g l e  
node by n nodes b u t  t h i s  cannot  be done w i t h o u t  s i m u l t a n e o u s l y  m u l t i p l y i n g  
a l l  i n p u t s  and o u t p u t s  f o r  t h e  node which c o n s i d e r a b l y  c o m p l i c a t e s  t he  network.  
Apparen t ly  t h e  use of a v o t e r  sys t em is a n o t h e r  way of h a n d l i n g  t h e  nodal  
redundancy problem. I n  t h a t  case t h e  node complete  w i t h  i t s  t r e a t m e n t  of 
i n p u t s  is r e p l a c e d  b y  a "new k ind  of node" c a p a b l e  of making its own d e c i s i o n s  
about  how t o  t r e a t  i n p u t s .  
12.  NON-STATIONARY FAULT A R R I V A L  RATE THEORY 
I n  view of t h e  importance of f a u l t  a r r i v a l  ra tes  i t  seems worthwhile  t o  
a t t e m p t  t o  c o n s t r u c t  a t h e o r y  t o  h a n d l e  t h i s  parameter  under n o n - s t a t i o n a r y  
c o n d i t i o n s .  A s  a f i r s t  approx ima t ion  t h i s  w i l l  be based upon two as sumpt ions :  
Assumption 1 :  The r a t i o  R of r e c o n f i g u r a t i o n  r a t e  t o  f a u l t  a r r i v a l  r a t e  u 
is a c o n s t a n t .  
Assumption 2: The r a t i o  E of t h e  a b s o l u t e  p r o b a b i l i t y  of  t he  t r a n s i t i o n  from 
o p e r a t i v e  system s t a t e  t o  i n o p e r a t i v e  system s t a t e  t o  the a b s o l u t e  p r o b a b i l i t y  
of  the  t r a n s i t i o n  from i n o p e r a t i v e  system s t a t e  t o  o p e r a t i v e  system s t a t e  i s  a 
c o n s t a n t .  
Two ways of the  system becoming i n o p e r a t i v e  c o n t i n g e n t  upon i t s  hav ing  
been o p e r a t i v e  w i l l  b e  r ecogn ized .  The sys t em may become i n o p e r a t i v e  due  t o  
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i n t e r n a l  ma l func t ion  q u i t e  independent ly  of f a u l t  a r r i v a l  o r  i t  may become 
i n o p e r a t i v e  due t o  f a u l t  a r r i v a l .  In t h e  la t te r  case i t  w i l l  be r e a s o n a b l e  t o  
e x p e c t  the  effect  t o  be p r o p o r t i o n a l  t o  t he  f a u l t  a r r i v a l  r a t e  u. The 
f o l l o w i n g  d e f i n i t i o n s  apply :  
u = c o n d i t i o n a l  p r o b a b i l i t y  of system becoming i n o p e r a t i v e  due t o  f a u l t  bio 
a r r i v a l  c o n t i n g e n t  upon having  been o p e r a t i v e  
c = c o n d i t i o n a l  p r o b a b i l i t y  of system spon taneous ly  becoming i n o p e r a t i v e  i o  
c o n t i n g e n t  upon having  been o p e r a t i v e  
c = c o n d i t i o n a l  p r o b a b i l i t y  of system spon taneous ly  becoming o p e r a t i v e  o i  
c o n t i n g e n t  upon having been i n o p e r a t i v e  
Ru = c o n d i t i o n a l  p r o b a b i l i t y  of sys t em becoming o p e r a t i v e  (due t o  bo i 
r e c o n f i g u r a t i o n  c a p a b i l i t y )  con t ingen t  upon having been i n o p e r a t i v e  
= a b s o l u t e  p r o b a b i l i t y  of system becoming o p e r a t i v e  from i n o p e r a t i v e  o i  pi 
i o  Po 
a 
a I1  I1 - 11 i n o p e r a t i v e  from o p e r a t i v e  11 I 1  
The term I I a s t a t i o n a r i t y  parameterf1 w i l l  be used f o r  E. Only f o r  E = 1 
does  s t a t i o n a r i t y  o b t a i n .  The p r i n c i p l e  of a s t a t i o n a r i t y  
(12.1) o i  pi a io Po = E a 
now r e p l a c e s  t h e  s t a t i o n a r i t y  c o n d i t i o n .  The c o n d i t i o n a l  p r o b a b i l i t i e s  of 
t r a n s i t i o n  may now be expres sed  i n  terms of t he  d e f i n i t i o n s  above 
a = bio u + c  i o  i o  




s u b s t i t u t i n g  t h e s e  i n t o  ( 1  2.1 ) y i e l d s  
(bio u + c i o  1 Po = E (boi Ru + C oi pi 
S o l v i n g  t h i s  for u t h e n  y i e l d s  
u = (E: coi pi - ci0 po ) / (b io  po - ER boi p i )  
If now a n  Ansatz  such  as 
t 




= d F ( t )  
t PO 






is  used s o  t h a t  t h e  p r o b a b i l i t y  of be ing  i n o p e r a t i v e  i n i t i a l l y  is  t a k e n  t o  be 
z e r o  as is the  p r o b a b i l i t y  of b e i n g  o p e r a t i v e  u l t i m a t e l y .  I t  s h o u l d  be n o t e d  
t h a t  F ( t )  is  not a d i s t r i b u t i o n  f u n c t i o n  o r  t h e  occupancy p r o b a b i l i t i e s  would 
be c o n s t r a i n e d  t o  be monotonic.  I n  any case t h e  f a u l t  a r r i v a l  r a t e  becomes 
E c I d F ( t )  - Ci0 I d F ( t )  
t o i  0 
u =  (12.9)  
m t 
I d F ( t )  - E R boi d F ( t )  
b io  0 
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With more s p e c i a l  assumpt ions  abou t  t h e  occupancy p r o b a b i l i t i e s  other forms of 
(12 .5)  become p o s s i b l e .  
be ing  i n o p e r a t i v e  t o  tha t  of b e i n g  o p e r a t i v e  became e x p o n e n t i a l l y  u n l i k e l y  w i t h  
If i t  were assumed t h a t  t h e  r e l a t i v e  p r o b a b i l i t y  of 
i n c r e a s i n g  time (12.5)  would become 
u = E K t / (bio eAt  - E. R boil (12.10) 
- A t  under  t h e  assumpt ions  c = 0 and p = 1 / ( 1  + e and 
-At and coi = K t  which may be f i t t e d  pi = e - l t / ( l  + e 1 s o  t h a t  pi/po = e 
t o  data i f  the  c o e f f i c i e n t s  are c o n s t a n t .  
i o  0 
- A t  
F i n a l l y  some remarks about  f a u l t  a r r i v a l  s h o u l d  be made. I n  hardware 
f a u l t s  d o n ' t  a r r i v e  a t  f a i lu re  s ta tes ,  they  a r r i v e  a t  d e v i c e s .  I n  software 
f a u l t s  d o n ' t  a r r i v e  at f a i lu re  s ta tes ,  t h e y  a r r i v e  a t  nodes i n  flow charts .  
13. TRANSITION MATRIX CHARACTERIZATION FOR SOFTWARE ERRORS 
The p r i n c i p l e  problem of r e l i a b i l i t y  f o r  s o f t w a r e  a p p e a r s  t o  be t h e  
masking of errors concea led  i n  a node of t h e  f low chart which is n o t  invoked 
d u r i n g  a p a r t i c u l a r  sequence  of  r u n s .  The basic r equ i r emen t  is t h e n  a way of 
comparing t h e  sys tem performance w i t h  u t i l i z a t i o n  of t h i s  node v e r s u s  t h e  
sys t em performance i n  t h e  avoidance  of t h i s  node. A s  f a r  as the  t r a n s i t i o n  
m a t r i x  is concerned ,  removal of t h i s  node is e q u i v a l e n t  t o  removing t h e  row and 
column c o n t a i n i n g  t h e  node from the o r i g i n a l  t r a n s i t i o n  m a t r i x .  Then u s i n g  t h e  
two t r a n s i t i o n  matrices one  would calculate the  p r o b a b i l i t i e s  of a t t a i n i n g  t h e  
same end s t a t e s  ( f i n a l  i n s t r u c t i o n s )  f o r  each of the  matrices. The r a t i o  of 
these p r o b a b i l i t i e s  would t h e n  y i e l d  a measure of t h e  p o t e n t i a l  damage t o  t h e  
program i n  terms of r e l a t i v e  performance times. 
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NOTES 
1 .  
d i s t i n g u i s h  i t  from a time i n t e r v a l  w i l l  be fo l lowed here. 
An I n t r o d u c t i o n  t o  P r o b a b i l i t y  Theory and its A p p l i c a t i o n s ,  Vol. I ,  Wiley ,  N Y ,  
which a l s o  d i s c u s s e s  d i s c r e t e  Markov c h a i n s .  
2. The v e r t i c a l  l i n e  i n  the  s u b s c r i p t  emphasizes the s e p a r a t i o n  of two 
The Riordan convent ion of c a l l i n g  a particular i n s t a n t  i n  time an epoch t o  
See W .  Fel ler :  
d i s t i n c t  variables i n  a s u b s c r i p t .  
3. 
Quantum P h y s i c s :  
A. Kyrala: S e l e c t i o n  R u l e s ,  C a u s a l i t y  and U n i t a r i t y  i n  S t a t i s t i c a l  and 
Foundat ions of Phys ic s ,  Vol. 4 ,  No. 1 ,  March 1974,  p.  31-51. 
5. The l a r g e  arrow means t t i m p l i e s t f .  
6. See  Appendix A.  
7. A. L .  White: Upper and Lower Bounds f o r  Semi-Markov R e l i a b i l i t y  Models of 
Reconf igu rab le  Systems: 
A .  L. White: Synthe t ic  Bounds f o r  Semi-Markov R e l i a b i l i t y  Models: NASA 
C o n t r a c t o r  Report  178008. 
8. See Appendix B.  
9. 
agreements .  
NASA C o n t r a c t o r  Report  172340, A p r i l  1984. 
Cons ide r ing  only  YES agreements .  There i s  a s i m i l a r  e x p r e s s i o n  f o r  NO 
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APPENDIX A 
ILLUSTRATION OF TRANSITION MATRIX FOR SURE STATES 
Corresponding to the SURE State Diagram shown below 
Relabeling the states from pairs of digits (the first being the number of voter 
elements corresponding to YES, the second being the number of voter elements 
corresponding to NO) to single digits indicated on the diagram one may 
construct the transition matrix as follows 
1 2 3 4 5 6  
1 0 0 0 0 0 0  
a 0 0 0 0 0  
O a 1 0 0 0  32 
4 0 a420 0 0 0 
s t a t e s  5 0 0 0 a540 0 
6 0 0 0 0 ab51 
7 0 0 0 0 a750 
8 0 0 0 0 0 0  
21 2 
f i n a l  3 
7 8 i n i t i a l  s t a t e s  
0 0  
0 0  
0 0  
0 0  
0 0  
0 0  
0 0  
a871 
from which i t  can be readi ly  discerned t h a t  the matrix i s  too sparse  t o  f u l f i l l  
t h e  normalizations on rows and columns of t h e  Semi-Markov chain, although the  
columns can sum to u n i t y  s a t i s f y i n g  the causal i ty  condition of the Markov chain 




SEQUENTIAL PATH FAILURE PROBABILITIES 
by LAPLACE STIELTJES TRANSFORM 
by A .  Kyrala 
In considering the transmission of signals or faults through a path 
consisting of bipolar subsections, it is well known that the output of any 
section is the convolution of the input to that section and the system function 
for the section. For a linear array of such sections the overall output will 
be given by a repeated convolution. For four filters in series one has 
so that the successive convolutions are 
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which upon successive substitutions yields a four-fold multiple integral 
j--= 1 -'I 2 
1 0 
Instead of dealing with (6) as an expression from which output can be 
calculated one can use the Laplace-Stieltjes transform defined by 
where F (t) is the distribution function for y(t). Using a similar notation 
for the other elements in Fig. 1 the transformed version of (11, (21, ( 3 1 ,  and 
( 4 ) become 
Y 
T h u s  instead of (6) one arrives at the transform of the output simply by 
multiplication 
33 
I n  a similar way any  number of e l emen t s  i n  series can be treated.  
To de te rmine  t he  moments of ou tpu t  (or any i n t e r m e d i a t e  s t a g e ) ,  one  s i m p l y  
d i f f e r e n t i a t e s  ( 7 )  wi th  respect t o  s and t h e n  l e t s  s approach zero. Thus 
so  tha t  t he  MacLaurin series f o r  Y ( s )  is then  
n=O n=O 
I n  p a r t i c u l a r  
QD 
<t> = I t d F y ( t )  = - Y'(0) 
0 
is  the  mean for t h e  o u t p u t  and t h e  s t a n d a r d  d e v i a t i o n  u is g iven  by t 
(15) 
(16 )  
It  s h o u l d  be c lear ly  unde r s tood  t h a t  t he  e l e m e n t s  s k ( t ) ,  which a re  t a k e n  
t o  be system f u n c t i o n s  i n  f i l t e r  t h e o r y  can  i n  t h e  p r e s e n t  s t o c h a s t i c  c o n t e x t  
be  regarded as f a i lu re  p r o b a b i l i t y  d e n s i t i e s  associated w i t h  s u b s e c t i o n s  of t h e  
p a t h .  
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