Estimation of parametric variance functions for assays relies on transformation of standard deviations based on replication at each concentration. The quality of such estimates has been shown to have direct impact on the quality of inference based on the fitted calibration curve. The theory of Davidian and Carroll (1987) is used to demonstrate that ignoring unequal replication can lead to bias and inefficiency in estimation and that weighting the common log-linear estimator to account for it can improve efficiency. A comparison of efficiency of estimation for different transformations for nonnormal distributions is given. An alternate method to account for such bias is investigated that may be useful for assays with large numbers of replicates and several outliers, and leads to a comparison of Gini's mean difference to sample standard deviation. A method for computing all of these estimators using standard software is described.
INTRODUCTION
Assay data in biological and clinical science exhibit systematic heterogeneity of variance.
A nonlinear heteroscedastic regression model is fitted assuming independent responses yU at concentrations xI' for i = 1, ... , N, j = 1, ... , ml:
--(1.1)
for regression parameter P and qx1 variance parameter 9. The variance function g often depends on P through PI' as for the power variance function prj write g(pi' 9) in general. The fit {J is by generalized least squares with weights based on estimates 9 and Pj' and the goal is prediction, calibration and estimation of detection limits, the quality of which depends crucially on how well one estimates 9 so that good estimates are essential. See Finney (1978) , Carroll and Ruppert (1988) , and Davidian, Carroll and Smith (1988) , and Davidian (1989) .
Assay responses may be "standards" with known Xi or "unknowns" with Xi unknown.
Standards only may contribute to {J, but unknowns, which can comprise a large proportion of available data, also contain information about variability. Thus, estimation of 9 for assays does not depend on f and y*l{~tt:.~~sion" based on means Yj and transformations of standard deviations sl at each Xi' as in the log-linear estimator of Rodbard and Frazier (1975) and that of Sadler and Smith' (1985) . Metllidds that use f in absolute residuals and predicted values can not use unknoW:b~' bilf.lij~-ri~t .~and are unaffected by replication. Often, mj = 2, 3 or 4, see Raab (1981) , so DaVl"diaD ',let~. (1988) suggested combining both methods by weighted average since residual-based estimat'6rs can be more efficient for known XI and small mi. For assays with more replicatesthEi difference may not be as profound. Davidian and Carroll (1987) gave a general acCX!unt of variance function estimation but did not explicitly indicate considerations for unequal {mil. Raab (1981) stated that it is common to take more replicates at higher {xI} where variability is greater and noted that the log-linear estimator should be biased for unequal {ml}. These articles compared properties of different replication-based estimators for normal data only. Since good replication-based estimates are essential for assays, we investigate the effects of nonnormality and unequal {mi} for the general class of estimators for 9 based on transformations of {si}. We show how not accounting for unequal {ml} can lead to inconsistency and inefficiency for the general class and that it is worthwhile to consider transformations of {sl} besides the common logs and squares if even slight deviations from normality are suspected. Correction for inconsistency would usually depend on distributional assumptions, so we investigate one way to modify the general class to account for bias without distributional knowledge that has potential to reduce bias and produce modest gains in efficiency for some problems.
(2.1)
In Section 2 we describe the effects of unequal replication on the general class and in Section 3 describe the modification. In Section 4 we compare different transformations of {sl} and the modified estimator for efficiency at nonnormal distributions. In Section 5 we report
Monte Carlo results, and describe a general computational method in Section 6.
THE GENERAL CLASS AND UNEQUAL REPLICATION
We use the "small tr" asymptotic theory in Davidi8.li and Carroll (1987) , letting N ... 00
and tr ... 0 simultaneously. "Small" tr is a good approximation to reality for most assays, see Davidian, et ale (1988) . Define errors £u = (yU -PI)/{tr g(PI' 9)}, E(£~) =1, and
where £1 is the mean at XI'
Following Davidian and Carroll (1987) , the general class of estimators for 9 based on transformations of {sl} is defined as follows. Let T, M I ('1,9,PI)' V I ('1,9,PI)' and H I ('1,9,Pj) be smooth functions, and let '1 be a general scale parameter. Then solve in '1 and 9
• ,,).,.i-,r,\t .
•
HI is for us the partial derivative of M I~~; ,~pect~o.r~'1~)"180 (2.1) may be regarded as "normal equations" with "mean" M I , "w~t~." JM.-1 .. lM9d "~ign" HI' First consider two common special cases of (2.1). Let 13, '1, anp 'Aea,q~~~nue parameter values.
The log-linear estimator 0LL popularized· .iJ;I,.this context by Rodbard and Frazier (1975) is obtained by unweighted regression of log sl on:.~og {u,g(Yj' 9H, since log Sj = log tr + log g(Pj' 8) +~log qr, so T(x) = log x, and T(ql) =~log qr. For equal {mil and i.i.d. {e ij}, the mean and variance of T(ql) are constant, and we expect an unbiased estimator for 8. For unequal {mil. both mean and variance of T(qi) will be different for different ml' even for i.i.d.
{eij}, e.g., for normal {eij}, E{T(qIH =~[tP {(mj -1)/2} -log {(ml -1)/2}], VarT{(qjH = 1tP'{(mi -1)/2l. where tP and t/J' are the digamma and trigamma functions. Raab (1981) noted that bias should result and suggested basing the regression on (log si -bi), where bi = E{T(qjH assuming normal {eU}' In (2.1), with '1 = log tr, M I = '1 + log g(Pj,8) + bi and Vi == 1. For normal data, under regularity conditions as N ... 00, tr ... 0, (2.1) is an unbiased estimating equation for ('1,8) , but if the data are not normal and E{T(qIH = bj # bi, (2.1) is not unbiased, so there is potential for some bias. This is now a "heteroscedastic" regression problem with known variances so instead of the usual choice VI == 1, we ought choose Vj = vi for some {vi} for a weighted regression; a likely choice is vi =Var{T(qi)} for normality. Raab (1981) proposed to estimate 8 by maximizing in tr, 8, and {Pi} a normal likelihood "modified" to correct bias. Sadler and Smith (1985) replaced Pj by Yj to obtain 0ss solving (2.1) with T(x) =x 2 , 'I =log iT, Mj =e 2 "g2(pj,I), and V j = 2g 4 (Pj,I)/(mj-1), so T(qj) =qr. E(sr) = e"g2(pj,I) E{T(qj)}' and E{T(qj)} = 1 regardless of the distribution of feu}, 80 this choice of Mj is always exact for (2.1) to be unbiased estimating equations for ('1,1), let N~00, that of the remaining data, m' = 2, m" = 4, 111ur=bias'isroughly 5%. Davidian (1989) has cautioned that upwardly biased estimatesof,IJ can yield estimates of minimum detectable concentration that are too optimistic in that asymptotically they can be both biased down toward 0 and less variable than estimates based on the true 9. A reasonable correction for unequal {mil is thus essential. For many problems, that based on the normal distribution may be reasonable. Effect for nonnormal distributions is shown in an example in Section 5.
When (2.2) or (2.3) hold it is possible to evaluate the asymptotic normal distribution of i* in Result 1. Unless the difference between 9 and 9* is small, it is unlikely that we would he satisfied with 9*. Thus, to evaluate the choice of {vj} in Vi defined in Result 1, which arises because Var {Ta(si)} = vje 2a "g2a(pi,9), a 'I: 0; = VI' a = 0, Vi = Var{Ta(qj)}' consider the "ideal" case in which we may essentially regard {bi} as equal to the true {b i }, so that 9* = o.
Let Vi = 8/80 log (1'1,9) for general variance function, Vi = log Pi for power variance, and We compare theoretical efficiencies of estimators for nonnormal distributions using (2.4) for the ideal case with {bj}, {vj}, and {uj} correctly specified for the true distribution for various mi. In practice, these would be chosen based on normality, so comparisons could be optimistic. For unequal {mil, actual efficiencies also depend on the design. For nonnormal distributions, {b l } and {vi} were evaluated by averaging 20 Monte Carlo experiments based on 5000, replications each, while evaluation of these values for normality and {ui} and a for all distributions in Table 2 was exact. Thus, values given are approximate to the extent of the error in the Monte Carlo values; the largest Table 1 lists AREs for estimators based on (2.1) with T(x) = log x and x relative to using T(x) = x 2 for contaminated normal distributions, so is the approximate analogue of Table 2 of Davidian and Carroll (1987) for estimators based on transformations of {si}' As mj increases and the proportion of "bad" data increases, the superiority of these transformations is evident. The identity transformation seems preferable to log for slight deviations from normality, and conversely for more profound deviations. Thus, with or without unequal replication, for even slight deviations from normality, these transformations may be preferred to the squares of Sadler and Smith (1985) . The identity transformation does not do too badly at normality, particularly for higher numbers of replicates.
To compare the U-statistic transformation estimator to that based on T(sl)' let m* = 2 and (t = 1; one could prepare a similar table for other (t and m*. Then h(ZI,z2) = I ZI-z2 I /
.[2, so TP is like replacing sl by Gini's mean difference in (2.1), see Johnson and Kotz (1970, p. 67), which is noted for high efficiency relative to sample standard deviation as an estimator of population standard deviation, at~9rmality. Table 2 lists AREs for various ml for using sl in (2.1) relative to TP with (t .":":"~taa~J1I.9)s of independent interest as a comparison of Gini's mean difference to sample standard deviation for nonnormality; ' Y = 0.00 corresponds to the second line of Table 7 of Johnson and Kotz (1970, p. 70) . For small numbers of replicates and nonnormality, the advantag«!.ipem~n1=Yof TP relative to T is negligible. Gains of roughly 20% are possible for large mj ;and •.JJloderate deviation from normality, suggesting that usefulness of the estimator may·~:limited to such cases. Gini's mean difference as an estimator of standard deviation may only be preferred for fairly large data sets with several outliers, despite promising asymptotics (ml ... 00). A table for (t = 0 shows conditions favoring TP must be even more extreme although this may perform better than (t = 1 for some cases.
Properties for m* > 2 are more difficult but could be investigated by simulation.
SIMULATION RESULTS
We ran several simulations based on the data in Table 1 of Davidian, et ale (1988) substantial nonnormality, and standard normal, ' Y = 0.00. In Table 3 , LL, AB, and SS correspond to T a with (t = 0, 1, and 2, respectively, with "nc" denoting ignoring unequal {mil emi~imize in choice of {brl, "u" the U-statisticestimator with m* = 2 and {un based on normality, and "b" correction for bias and "bv" correction for bias and "heteroscedasticity" based on normality. The first situation had 12 design points, starting with 0.000 and then every other x in Table 1 of Davidian et al. (1988) , with ml = 2 for the first 6 {xI}' ml = 3 or 4 for the remainder. The second 3 columns had these {xI} with ml =m == 4, and the final column mj = m == 8 with 7 {xI} including 0.000 for a situation with a large number of replicates.
The top part of the The second and third rows taken with the bias results show that the extra effort required to compute the U-statistic transformation might be jntified only for situations with fairly substantial nonnormality or large numbersbf replieite'IW'b~t1t will not do worse.
;"-)~:t.Bi"'5b~"JlhlI.6;;-6. A COMPUTATIONAL METHOD stu/! hOB 001<1. ,,0(,-A method to compute the general~lasses ·o"fl~'tntra.orf~{2.1) with T(sl) or TP can be based on a procedure proposed by Giltinan and'"Ruppert ,(1988) in a similar context and also described by Carroll and Ruppert (1988) . The principle may be used for general T and similarly to compute estimates based on general transformations of absolute residuals.
Let T j = T(sl) or TP based on T cr for given a ::/: o. Computation of TP involves more work but need only be done once. Johnson and Kotz (1970, p. 67) It may be useful for problems with large numbers of replicates or several "unusual"
observations in which cases it will do no worse and has potential for moderate gains in efficiency and bias reduction. Efficiency of estimation for equal or unequal replication is sensitive to choice of transformation when the data are even slightly nonnormal. The Sadler and Smith (1985) estimator is favored for strict normality, but other transformations may outperform it at slight devia.&'nSe·hom 4Iormality, depending on numbers of replicates. The identity transformation is particularly promising. In practice, one may consider our results as e a rough guide to choosing a method when taken with faith in the normal assumption. For data with several "unusual" observations, "the identity transformation may be safest.
In some instances the assumption of independent responses may not be appropriate, as when "replicates" at a concentration are really subsamples from a "batch." A components-ofvariance model with possibly both components heteroscedastic would be more suitable. Recent personal communications with statisticians in the pharmaceutical industry suggest that some scientists have been successfully encouraged to abandon the "batch" approach when possible and conduct the assay by design to avoid problems of intra-batch correlation. n/a n/a n/a n/a 
