Abstract. The set of distances of a monoid or of a domain is the set of all d ∈ N with the following property: there are irreducible elements
Introduction and Main Result
Let H be a v-noetherian monoid (for example, a noetherian domain). Then every non-unit of H has a factorization as a finite product of atoms (irreducible elements), and all these factorizations are unique (i.e., H is factorial) if and only if H is a Krull monoid with trivial v-class group. Otherwise, there are elements having factorizations which differ not only up to associates and up to the order of the factors. The occurring phenomena of non-uniqueness are described by arithmetical invariants such as sets of lengths and sets of distances. We recall some arithmetical concepts and then we formulate the main result of the present paper.
For a finite non-empty set L = {m 1 , . . . , m k } of positive integers with m 1 < . . . < m k , we denote by ∆(L) = {m i − m i−1 | i ∈ [2, k]} the set of distances of L. Thus ∆(L) = ∅ if and only if |L| ≤ 1. If a non-unit a ∈ H has a factorization a = u 1 · . . . · u k into atoms u 1 , . . . , u k , then k is called the length of the factorization, and the set L(a) of all possible factorization lengths k is called the set of lengths of a. In v-noetherian monoids all sets of lengths are finite. If there is an element a ∈ H with |L(a)| > 1, then the n-fold sumset L(a) + . . . + L(a) is contained in L(a n ) whence |L(a n )| > n for every n ∈ N. The set of distances ∆(H) (also called the delta set of H) is the union of all sets ∆(L(a)) over all non-units a ∈ H. Thus, by definition, ∆(H) = ∅ if and only if |L(a)| = 1 for all non-units a ∈ H, and ∆(H) = {d} if and only if L(a) is an arithmetical progression with difference d for all non-units a ∈ H.
The set of distances (together with associated invariants, such as the catenary degree) has found wide interest in the literature in settings ranging from numerical monoids to Mori domains (for a sample out of many see [11, 9, 4, 15, 16, 10, 8, 12, 21, 30] ). In the present paper we focus on seminormal weakly Krull monoids and show -under mild natural assumptions -that their sets of distances are intervals. Theorem 1.1. Let H be a seminormal v-noetherian weakly Krull monoid, H its complete integral closure, and ∅ = f = (H : H) its conductor. Suppose that the localization H p is finitely primary for each minimal prime ideal p ∈ X(H), and that every class of the v-class group G = C v (H) contains a minimal prime ideal p ∈ X(H) with p ⊃ f. Then ∆(H) = ∅ or min ∆(H) = 1. Moreover, we have 1. If |G| = 1, then ∆(H) ⊂ {1} and if G is infinite, then ∆(H) = N. 2. Suppose that G is finite. If there is at most one p ∈ X(H) such that |{P ∈ X( H) | P ∩ H = p}| > 1 or if G is an elementary 2-group, then ∆(H) is a finite interval.
Background in (weakly) Krull monoids
We denote by N the set of positive integers, and for real numbers a, b ∈ R we denote by [a, b] = {x ∈ Z | a ≤ x ≤ b} the discrete interval between a and b. For subsets A, B ⊂ Z, let A + B = {a + b | a ∈ A, b ∈ B} be their sumset, and let ∆(A) = {d ∈ N | d = l − k for some k, l ∈ L with [k, l] ∩ A = {k, l}} be the set of distances of L.
By a monoid, we mean a commutative cancellative semigroup with unit element. Let H be a monoid. We denote by A(H) the set of atoms of H, by H × the group of invertible elements of H, by q(H) the quotient group of H, and by H red = H/H × the associated reduced monoid of H. For a set P, we denote by F (P) the free abelian monoid with basis P. Then every a ∈ F (P) has a unique representation of the form a = p∈P p vp(a) with v p (a) ∈ N 0 and v p (a) = 0 for almost all p ∈ P , and we call |a| F (P) = |a| = p∈P v p (a) the length of a. The monoid Z(H) = F A(H red ) is called the factorization monoid of H, and the unique homomorphism π : Z(H) → H red satisfying π(u) = u for each u ∈ A(H red ) is the factorization homomorphism of H. For a ∈ H, Z H (a) = Z(a) = π −1 (aH × ) ⊂ Z(H) is the set of factorizations of a , and L H (a) = L(a) = |z| z ∈ Z(a) ⊂ N 0 is the set of lengths of a .
Thus L(a) = {0} if and only if a ∈ H × , and L(a) = {1} if and only if a ∈ A(H). The monoid H is said to be atomic if Z(a) = ∅ for every a ∈ H (equivalently, every non-unit can be written as a finite product of atoms). If H is v-noetherian (i.e., the ascending chain condition on divisorial ideals holds), then H is atomic and all sets of lengths are finite and non-empty. Next, let
denote the set of distances of H. Clearly, ∆(H) = ∅ if and only if |L(a)| = 1 for each a ∈ H, and in this case H is said to be half-factorial (for recent work on half-factorial domains see [13, 31, 32, 28] Let z, z ′ ∈ Z(H), say
where l, m, n ∈ N 0 and u 1 , . . . , u l , v 1 , . . . , v m , w 1 , . . . , w n ∈ A(H red ) with {v 1 , . . . , v m } ∩ {w 1 , . . . , w n } = ∅. We call d(z, z ′ ) = max{m, n} ∈ N 0 the distance between z and z ′ . For every N ∈ N 0 ∪ {∞}, an N -chain of factorizations of a from z to z ′ is a finite sequence (
. For an element a ∈ H, its catenary degree c(a) is defined as the smallest N ∈ N 0 ∪ {∞} such that for any two factorizations z, z ′ ∈ Z(a) there is an N -chain of factorizations of a from z to z ′ . Then c(H) = sup{c(a) | a ∈ H} ∈ N 0 ∪ {∞} denotes the catenary degree of H. If a ∈ H has at least two distinct factorizations, then 2 + sup ∆ L(a) ≤ c(a). The monoid H is factorial if and only if it is atomic and c(H) = 0. If H is atomic but not factorial,
• cofinal if for every α ∈ D there is an a ∈ H such that α | a, and the factor group q(D)/q(H) is called the class group of H ⊂ D.
Let X(H) denote the set of all minimal non-empty prime s-ideals of H, and for subsets A, B ⊂ q(H), we set (A : B) = {x ∈ q(H) | xB ⊂ A}. We denote by I * v (H) the monoid of v-invertible v-ideals (with v-multiplication) and by F v (H) × = q I
• H ′ = {x ∈ q(H) | there exists some N ∈ N such that x n ∈ H for all n ≥ N } the seminormal closure (also called the seminormalization) of H, and by • H = {x ∈ q(H) | there exists some c ∈ H such that cx n ∈ H for all n ∈ N} the complete integral closure of H . We say that H is seminormal (completely integrally closed resp.) if H = H ′ (H = H resp.), and (H : H) is called the conductor of H. The localization D p of any monoid D is a primary monoid for each p ∈ X(D). We will mainly be concerned with a special class of primary monoids. A monoid D is called finitely primary if there exist s, α ∈ N such that D is a submonoid of a factorial monoid F = F × ×[q 1 , . . . , q s ] with s pairwise non-associated prime elements q 1 , . . . , q s satisfying
If this holds, then D is primary, F = D, |X( D)| = s is called the rank of D, and D is seminormal if and only if
. . , q s ] be a seminormal finitely primary monoid of rank s. Then
Proof. H p and {p ∈ X(H) | a ∈ p} is finite for all a ∈ H .
A domain R is weakly Krull if and only if its multiplicative monoid R • = R \ {0} of nonzero elements is weakly Krull. Weakly Krull domains were introduced by Anderson, Anderson, Mott, and Zafrullah [1, 2] , and a divisor theoretic characterization was first given by Halter-Koch [24] . For seminormal v-noetherian domains (i.e., seminormal Mori domains) we refer to the survey by Barucci [5] . The ideal theory of (general) weakly Krull monoids is presented in [25, , and for seminormal v-noetherian weakly Krull monoids we refer to [18, Section 5] . A monoid H is said to be Krull if it is weakly Krull and H p is a discrete valuation monoid for all p ∈ X(H) (equivalently, H is v-noetherian and completely integrally closed).
Let H be a weakly Krull monoid. Then H is v-noetherian (seminormal resp.) if and only if all localizations H p are v-noetherian (seminormal resp.) for each p ∈ X(H). Let H be a seminormal vnoetherian weakly Krull monoid with ∅ = f = (H : H) H. Then H is Krull and for each p ∈ X(H), H p is seminormal v-noetherian primary, and if H is the multiplicative monoid of nonzero elements of a domain, then H p is even finitely primary.
Noetherian domains are weakly Krull if and only if every prime ideal of depth one has height one, which holds in particular for all one-dimensional noetherian domains. Let R be a one-dimensional noetherian domain such that its integral closure R is a finitely generated R-module. Then the integral closure coincides with the complete integral closure, the conductor f = (R : R) is nonzero, and the v-class group is the usual Picard group. If R is an order in an algebraic number field or an order in a holomorphy ring of an algebraic function field, then the v-class group is finite and every class contains infinitely many prime ideals. We refer to [26, 3, 7, 27] for more on weakly Krull domains and to the extended list of further examples in [18, Examples 5.7] .
We continue with weakly Krull monoids of a combinatorial flavor which are used to model general weakly Krull monoids. Let G be an additive abelian group, G 0 ⊂ G a subset, T a reduced monoid and
is called the T -block monoid over G 0 defined by ι . Proposition 2.2. Let D = F (P)×T be a reduced atomic monoid, where P ⊂ D a set of primes and T ⊂ D is a submonoid, and let H ⊂ D be an atomic saturated submonoid with class group G = q(D)/q(H), and 1. The restriction β = β | H : H → B is a transfer homomorphism satisfying c(H, β) ≤ 2. In particular, we have ∆(H) = ∆(B) and c(H) = c(B) (provided that H is not factorial).
2.
If H ⊂ D is cofinal, then B ⊂ F is cofinal, and there is an isomorphism ψ : q(F )/q(B) → G, by which we will identify these groups. Next we consider monoids of zero-sum sequences which are well-studied submonoids of T -block monoids. As before, let G be an additively written abelian group and G 0 ⊂ G a subset. In combinatorial number theory the elements of F (G 0 ) are called sequences over G 0 and
is the monoid of zero-sum sequences over G 0 ( [19, 23] ). If T and B are as above, then
The atoms of B(G 0 ) are also called minimal zero-sum sequences over G 0 . If G 0 is finite, then the set A(G 0 ) is finite, and
, and equality holds for p-groups, groups of rank at most two, and others ( [17, Chapter 5] ). It can be easily verified that ∆(G) = ∅ if and only if |G| ≤ 2. Proposition 2.4. Let G = C n1 ⊕ . . . ⊕ C nr , where r, n 1 , . . . , n r ∈ N with 1 < n 1 | . . . | n r , be a finite abelian group with |G| ≥ 3.
2. The following statements are equivalent :
(c) G is either cyclic or an elementary 2-group. 3. The following statements are equivalent :
Proof. 3. The equivalence of (a) and (c) follows from [22, Theorem 1.1] (and this requires some effort). Again Statement 1. shows that (b) is equivalent to (a) and (c).
Arithmetic of weakly Krull monoids
We fix our notation for the present section. Let
where G is an additively written finite abelian group with |G| > 1, n ∈ N, T = D 1 ×. . .×D n , D 1 , . . . , D n are reduced seminormal finitely primary monoids, and ι : T → G be a homomorphism. Clearly,
Since G is finite, B ⊂ F is a cofinal saturated submonoid with class group q(F )/q(B) ∼ = G ([17, Proposition 3.4.7]), and we identify the groups. For every a ∈ q(F ), we denote by [a] = aq(B) the class containing a, and since B ⊂ F is saturated, we have a ∈ B if and only if [a] = 0 ∈ G. In particular, we have a
] with s i ∈ N, and we have
by Lemma 2.1. Every A ∈ F has a unique product decomposition of the form
For the set of factorizations of A we observe that
We define a norm
Obviously, S = |S| F (G) for all S ∈ F (G), and A = 0 if and
Lemma 3.1. Let B be as above and A ∈ B be an atom.
A is either an atom of B or a product of two atoms of B.
Proof. 1. Obvious.
If
Proposition 3.2. Let B be as above and
Proof. Suppose that
for the last inequality we use Proposition 2.4.1). We distinguish several cases.
is also an atom of B, and k ∈ L B (A ′ ). After renumbering if necessary we may assume that
We only need to prove that m ≥ l − 1. Assume to the contrary that k < m < l − 1.
is an atom of B by Lemma 3.1.1, and k ∈ L B (A ′ ). After renumbering if necessary we may assume that
We only need to prove that m ≥ l−1. Assume to the contrary that k < m < l−1.
is an atom or a product of two atoms by Lemma 3.
Without loss of generality, we assume that
We summarize what we know so far. If A ∈ F (G), then CASE 1 holds. After renumbering and replacing n by some n ′ ∈ [1, n] if necessary we may suppose that
If there is some i ∈ [1, n] with s i = 1, then CASE 2 holds (see Lemma 2.1). Thus we may suppose that s i > 1 for each i ∈ [1, n]. Then the inequality |{i ∈ [1, n] | s i > 1}| ≤ 1 made in the assumption of the proposition implies that n = 1. Again by CASE 2, we infer that
. Now we continue with further case distinctions.
After renumbering if necessary we may suppose that 
−1 q is an atom or a product of two atoms by Lemma 3.1.2.
′ is an atom or a product of two atoms which implies that k or k − 1 ∈ L B (A ′ ). After renumbering if necessary, we may assume that q | V 1 V 2 , and we set
We suppose that none of the previous cases holds. Therefore, after a suitable renumbering if necessary,
First, we suppose that there exists
From now on we suppose that max L F (a i b i ) ≤ exp(G) + 1 for each i ∈ [1, n], and distinguish two cases. CASE 5.1: n = 1 (recall all the reductions made before CASE 4).
Then U 1 = S 1 a 1 and U 2 = S 2 b 1 with |S 1 | ≤ 1 and
and observe that
, we may assume that a n = ǫ n q n,1 q kn,2 n,2 · . . . · q kn,s n n,sn with k n,2 > 1 and , 
n [a n ] ∈ A(B), and after renumbering if necessary we may assume that a n | V 1 V 2 V 3 . We set
−1 a n is an atom and
Suppose that q is a product of two atoms. Then there exists ǫ ∈ D n × such that ǫq n,1 q n,2 · . . . · q n,sn is an atom. Let b
n is an atom. Without loss of generality, we assume that b n | V 1 V 2 V 3 . Therefore
. Therefore we may assume that p n (A ′′ ) = p n (X 1 X 2 ), p n (X 1 ) = 1, and that p n (X 2 ) = 1. Let
and p n (X 2 ) = ǫ 2 q n,1 q s2 n,2 · . . . · q sn n,sn
is an atom, X 2 is an atom or a product of two atoms, and
Recall that for an atomic but non-factorial monoid H we have 2 + sup ∆(H) ≤ c(H). In general, this inequality can be strict (even for numerical monoids; see Now let H be a weakly Krull monoid as in Theorem 1.1 but not Krull, whence H is seminormal vnoetherian with nontrivial conductor, all localizations H p are finitely primary, and every class of the v-class group contains a minimal prime ideal p ∈ X(H) with p ⊃ f. If G is trivial, then H red is isomorphic to the monoid I * v (H) of v-invertible v-ideals and 2 + max ∆(H) = c(H) ∈ {2, 3} (this will be outlined in detail in the proof of Theorem 1.1). The next theorem provides a detailed analysis of the case where |G| = 2. Theorem 3.3. Let H be a seminormal v-noetherian weakly Krull monoid, H its complete integral closure, ∅ = f = (H : H) H its conductor, P * = {p 1 , . . . , p n } = {p ∈ X(H) | p ⊃ f}, and P = X(H) \ P * . Suppose that H pi is finitely primary of rank s i for all i ∈ [1, n], that the v-class group G = C v (H) has two elements, and that each class contains some p ∈ P.
Then ∆(H) is an interval with 2+max ∆(H) = c(H), and either ∆(H) = ∅ or min ∆(H) = 1. Moreover, setting G = {0, e},
Proof of Theorem 1.1 and of Theorem 3.3. Let H be a v-noetherian weakly Krull monoid as in the formulation of Theorem 1.1 and of Theorem 3.3. We proceed in five steps. First, we show that it is sufficient to consider a special class of weakly Krull monoids. Second, we handle the special cases where the v-class group is either trivial or infinite, which settles the first statement of Theorem 1.1. In the third step we prove the second statement of Theorem 1.1, and in the fourth step we show that ∆(H) = ∅ or min ∆(H) = 1. Finally we prove Theorem 3.3. We use all the notation introduced at the beginning of this section.
1. Reduction to a special case. Let H = {aH | a ∈ H} be the monoid of principal ideals, I * v (H) be the monoid of v-invertible v-ideals of H, δ H : H red → I * v (H) be the canonical monomorphism satisfying δ H (H red ) = H, and C v (H) = q I * v (H) /q(H) be the v-class group. We set f = (H : H), P * = {p ∈ X(H) | p ⊃ f}, and P = X(H) \ P * . By assumption, we have f = ∅. If f = H, then H = H is Krull, and all statements of Theorem 1.1 hold by Proposition 2.3. Thus we suppose that f H whence P * is finite and non-empty, say P * = {p 1 , . . . , p n } with n ∈ N. By [18, Theorem 5.5], there exists an isomorphism 
, and hence the assertion follows.
4.
Suppose that ∆(B) = ∅. We have to verify that min ∆(B) = 1. If G is trivial or infinite, then this follows from 2. If G is finite with |G| ≥ 3, then 1 ∈ ∆(G) ⊂ ∆(B) by Proposition 2.3. If |G| = 2, then G is an elementary 2-group and the assertion follows from 3.
Proof of Theorem 3.3.
Suppose that |G| = 2, say G = {0, e}, and, as in the formulation of Theorem 3.3, we set
. By definition of the catenary degree, there are A ∈ B with c(A) = c(B) and two factorizations We start with three assertions A1, A2, A3, and then distinguish five cases.
Proof of A1. Assume to the contrary that k ≥ 3. After renumbering if necessary, we may suppose 
. By the minimality of A , we obtain that there are (c(B) − 1)-chains between i =i0 U i and
Then there is an (c(B) − 1)-chain between z 1 and z 2 , a contradiction.
Therefore we only need to find such a W to get a contradiction. In fact, if
has the definining properties of A but A ′ < A , a contradiction to the minimality of A . Therefore max L F (p 1 (A)) ≥ 2. If there exists an
, and the atom W = ǫ ′ q 1,1 · . . . · q 1,s1 has the required property.
Thus we may suppose that G 1 = {0} and [q 1,1 · . . . · q 1,s1 ] = e which implies that r ≥ 1. We distinguish two cases.
After renumbering if necessary we may suppose that
. Otherwise, it follows that k 1 = . . . = k r = 2, hence p 1 (A) ∈ A(B), and we choose W = p 1 (A).
Without loss of generality, we may suppose that p 1 (U 1 ) = 1 and p 1 (U 2 ) = 1. We assert that L(U 1 U 2 ) = {2}, and assume to the contrary that (c(B) − 1)-chain between z 1 and z 2 
With the same reason and without loss of generality, we always may suppose that V 1 = p 1 (V 1 ) and
and we are done by choosing W = W ′ . Thus we assume that j = 1. After renumbering if necessary we may suppose that p 1 ( We set m = 2 in case L(A) = {2}, and then it remains to prove that
For every j ∈ [1, n] we may suppose, after renumbering if necessary, that [q j,i ] = e for each i ∈ [1, s
otherwise.
Proof of A2.
We prove the assertion for j = 1 and set
and hence the assertion follows. Thus we assume that [ For the other cases, we have that
and ǫǫ
are two atoms of B and hence min L(a) ≤ 2. Then we always assume that G 1 = {0}.
If s ′ ≥ 3, we assume to the contrary that min L(ab) ≥ 3 and let a = ǫq
is an atom of B and hence ǫq
is also an atom of B. Therefore min L(a) ≤ 2, a contradiction. Now we assume that s ′ ≤ 1 (note s 1 ≥ 2) and a = ǫq and q
(Proof of A2)
A3. Let a, b ∈ A(B).
Suppose that there exists
2. Suppose that a = a 1 a 2 and 
Proof of A3. 
Now we distinguish five cases depending on the size of the right hand side of Equation 3.2.
2 ) = {2, 6} which implies that 4 ∈ ∆(B). By A3, we know that min ∆ L(U 1 U 2 )\{2} ≤ 6. Thus max ∆(B) ≤ 4 and hence max ∆(B) = 4.
with
2 ) = {2, 5} which implies that 3 ∈ ∆(B). By A3, we know that min ∆ L(U 1 U 2 ) \ {2} ≤ 5. Thus max ∆(B) ≤ 3 and hence max ∆(B) = 3.
We start with the first case and, after renumbering if necessary, we suppose that d 1 = d 2 = 1. We set
with 2 ) = {2, 4} which implies that 2 ∈ ∆(B). Therefore in both cases, we have that 2 ∈ ∆(B). By A3, we know that min ∆ L(U 1 U 2 ) \ {2} ≤ 4. Thus max ∆(B) ≤ 2 and hence max ∆(B) = 2.
We start with the first case and, after renumbering if necessary, we suppose that d 1 = 1. We set , which implies that L(U 1 U 2 ) = {2}, a contradiction.
We provide a list of v-noetherian weakly Krull monoids having nontrivial conductor and finite v-class group. However, they are either not seminormal or they miss the assumption on the prime ideals in the classes, and the statements of Theorem 1.1 fail (i.e., min ∆(H) > 1 or ∆(H) is not an interval).
Examples 3.4.
(Krull monoids)
By definition, every Krull monoid is a seminormal v-noetherian weakly Krull monoid. Let H be a Krull monoid with class group G and let G P ⊂ G denote the set of classes containing minimal prime ideals. If G P = G, then ∆(H) is an interval (Proposition 2.3 ). Suppose that G P = G. Then, in general, the set of distances ∆(H) need not be an interval. There is an abundance of natural examples, and all these phenomena already occur in Dedekind domains (see [20, The following examples are v-noetherian weakly Krull monoids with nontrivial conductor and trivial v-class group. However, they fail to be seminormal and their sets of distances are not intervals. 2 | k 1 , k 2 ∈ N} ∪ {1} ⊂ D = F ({p 1 , p 2 }) , a finite cyclic group G of order |G| = n ≥ 3, and an element e ∈ G with ord(e) = n. We define a homomorphism ι : D → G by setting ι(p 1 ) = e and ι(p 2 ) = −e. Clearly, H = {p
