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Zusammenfassung. Dieser Beitrag stellt die Implementie-
rung eines neuartigen Ansatzes einer efﬁzienten Dezimator-
Architektur f¨ ur kaskadierte Sigma-Delta Modulatoren vor.
Die Rekombinationslogik kaskadierter Modulatoren und die
Korrektur des Verst¨ arkungsfehlers zeitkontinuierlicher (CT)
Modulatoren werden in die erste Stufe des Dezimators in-
tegriert. Eine entsprechende Filtertopologie wird hergelei-
tet und auf einem Hardware-Emulator der Firma Mentor
Graphics implementiert. Der Vergleich der vorgeschlagenen
Struktur mit einer herk¨ ommlichen Implementierung zeigt ei-
ne nennenswerte Verbesserung der Efﬁzienz.
1 Einleitung
61-Modulatoren sind gut dazu geeignet, eine robuste
analog-digital Wandlung zu erzielen. In letzter Zeit wur-
den systematische Untersuchungen zur erreichbaren Lei-
stungsf¨ ahigkeit vorgestellt (Marques et al., 1998). Prinzipi-
ell wird das vom Quantisierer stammende Quantisierungs-
rauschen durch die ¨ Uberabtastung unterdr¨ uckt, zus¨ atzlich zu
h¨ oheren Frequenzen hin geformt und anschlieend durch den
Dezimator digital Tiefpass geﬁltert.
Bei den meisten bisher durchgef¨ uhrten Untersuchungen und
entwickelten Konzepten f¨ ur 61-Modulatoren wurden zeit-
diskrete (discrete time, DT) Realisierungen betrachtet (Mar-
ques et al., 1998) und in Switched-Capacitor (SC) Technik
implementiert.
In letzter Zeit wurde zeitkontinuierlichen 61-
Modulatoren aus unterschiedlichen Gr¨ unden vermehrt
Aufmerksamkeit gewidmet. Sie zeichnen sich z. B. durch
die h¨ ohere m¨ ogliche Abtastrate bei gleichem Leistungs-
verbrauch und ein implizites Anti-Aliasing Filter (Cherry
und Snelgrove, 1999) aus. Auf der anderen Seite sind CT
Modulatoren schwieriger zu entwerfen und es m¨ ussen
verschiedene Nichtidealit¨ aten der integrierten Komponenten
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von CT Filtern beachtet werden (Cherry und Snelgrove,
1999; Ortmanns et al., 2001a).
Heutzutage sind in immer mehr Bereichen sehr hohe
Umsetzraten erforderlich (wie z. B. in Telekommunikati-
onsanwendungen), welche immer h¨ ohere Abtastraten der
Modulatoren mit sich bringen. Aber wenn die Umsetzrate
erh¨ oht wird, muss ab einem bestimmten Punkt die ¨ Uberab-
tastung (oversampling ratio, OSR) reduziert werden, um
die Abtastfrequenz (sampling frequency, fS) des Systems
innerhalb realistischer Grenzen zu halten. Dies ist u. a. be-
dingt durch den enorm ansteigenden Leistungsverbrauch
des Analogteils bei dieser sehr hohen Geschwindigkeit und
dar¨ uber hinaus auch wegen des Einﬂusses des Dezimators
auf dem selben Chip.
Mittlerweile sind kaskadierte 61-Modulatoren eine be-
kannte Alternative, um A/D Umsetzer h¨ oherer Ordnung
und hoher Auﬂ¨ osung zu implementieren, ohne dabei eine
Skalierung aufgrund der m¨ oglichen Instabilit¨ at in Kauf neh-
men zu m¨ ussen und ohne einen sehr linearen multi-bit D/A
Wandler f¨ ur die R¨ uckkopplung zu ben¨ otigen. Andererseits
zeigen kaskadierte CT Implementierungen eine ausgepr¨ agte
Abh¨ angigkeit von RC-Toleranzen. Eine Korrektur dieses
Effektes ist zwar m¨ oglich, resultiert jedoch in einem Aus-
gangsdatenstrom hoher Wortbreite (Ortmanns et al., 2001b).
Wird die digitale Seite eines Umsetzers betrachtet, f¨ allt auf,
dass der Einﬂuss des Dezimators auf den Leistungsver-
brauch des kompletten A/D Wandlers ebenfalls ansteigt. Der
Dezimator ist eine wichtige Komponente, aber die meisten
Ver¨ offentlichungen konzentrieren sich eher auf den Ana-
logteil eines Umsetzers, d.h. auf den Modulator. Der Anteil
des Dezimators am Leistungsverbrauch des Wandlers kann
jedoch keineswegs vernachl¨ assigt werden. Daher erfordern
eine verlustleistungsarme Implementierung – aber auch Ef-
fekte wie Substratrauschen und Rauschen bedingt durch die
Schaltvorg¨ ange – Anpassungen und auch Optimierungen des
Dezimators. Ein wichtiges Entwurfs- und Efﬁzienzkriterium
dabei ist, m¨ oglichst single-bit Eing¨ ange f¨ ur den Dezimator
zu erhalten, der bei hoher Geschwindigkeit operieren muss,
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In diesem Beitrag wird die Architektur eines optimierten
Dezimators hergeleitet und auf einem Hardware Emulator
der Fa. IKOS (mittlerweile Mentor Graphics) f¨ ur kaskadierte
(DT und CT) Modulatoren implementiert. Es wird gezeigt,
dass es m¨ oglich ist, die Digitallogik, welche in kaskadierten
Σ∆-Modulatoren ben¨ otigt wird, in den Dezimator zu verla-
gern bzw. in diesen zu integrieren. Auf diese Art und Weise
kann der Leistungsverbrauch und die Komplexit¨ at der Schal-
tung des kompletten A/D Umsetzers drastisch reduziert wer-
den.
2 Kaskadierte Σ∆-Modulatoren
Die Leistungsf¨ ahigkeit einstuﬁger Modulatoren mit einer
Ordnung gr¨ oßer als zwei ist wesentlich niedriger als im Ide-
alfall (Marques et al., 1998). Auf der anderen Seite stellt
die Verbesserung der Auﬂ¨ osung mittels interner multi-bit
Quantisierer strenge Anforderungen an die Linearit¨ at der
multi-bit digital-zu-analog Umsetzer (DAC) in der R¨ uck-
kopplung des Modulators (Norsworthy et al., 1997; Mar-
ques et al., 1998). Daher wurden kaskadierte Architekturen
f¨ ur Σ∆-Modulatoren entwickelt, und in den letzten Jahren
wurden viele Entw¨ urfe hierf¨ ur pr¨ asentiert. Die meisten die-
ser kaskadierten oder mehrstuﬁgen Topologien basieren auf
stabilen Modulatoren erster und zweiter Ordnung. Sie bie-
ten die M¨ oglichkeit ein fast ideales Noise-Shaping h¨ oherer
Ordnung zu erreichen, auf Kosten einer h¨ oheren Empﬁnd-
lichkeit gegen¨ uber den Nichtidealit¨ aten der einzelnen Bau-
steine (Medeiro et al., 1998). Die Ausg¨ ange werden in ei-
ne digitale Rekombinationslogik eingespeist, die die Wort-
breite des Modulator-Gesamtausganges auf mehrere Bit ver-
gr¨ oßert (Medeiro et al., 1998; Ortmanns et al., 2001a). Das
bedeutet, dass die erste Dezimationsstufe Multiplikationen
mit Operanden hoher Wortbreite anstatt simpler Additionen
durchf¨ uhren muss.
¨ Ublicherweise wird eine Σ∆-A/D-Umsetzung als zeitdis-
kretesSystemimplementiert,weildiesdenFilterentwurfver-
einfacht und zu Schaltungen mit einem hohen Grad an Li-
nearit¨ at f¨ uhrt. Es wurde aber ebenfalls gezeigt (Ortmanns
et al., 2001a), dass kaskadierte CT Modulatoren entwor-
fen werden k¨ onnen, die die gleiche Leistungsf¨ ahigkeit auf-
zeigen wie ihre zeitdiskreten Pendants. Diese Modulato-
ren arbeiten mit der gleichen digitalen Rekombinationslo-
gik wie zeitdiskrete Systeme (Marques et al., 1998). F¨ ur
die Implementierung kaskadierter CT Modulatoren mit ho-
her Auﬂ¨ osung m¨ ussen verschiedene Aspekte ber¨ ucksichtigt
werden, die die Leistungsf¨ ahigkeit einschr¨ anken. Wegen der
großen Variationen integrierter R·C-Produkte wurde in (Ort-
manns et al., 2001b) eine Methode vorgestellt, um den da-
durch bedingten Verst¨ arkungsfehler zu kompensieren: Jegli-
cher Verst¨ arkungsfehler in den Integratoren der ersten Stufe
kann beseitigt werden, indem der Ausgangsdatenstrom des
zweiten Quantisierers durch das Quadrat dieses Fehlerwer-
tes dividiert oder der des ersten Quantisierers damit multi-
pliziert wird (siehe Abb. 2(a)). Der Verst¨ arkungsfehler ver-
mindert die Ordnung des Noise Shapings, was in Abb. 1
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Abbildung 1. Leistungsdichtespektren (PSD) am Ausgang ei-
nes Σ∆-Modulators mit (schwarz) und ohne (rot) korrigiertem
Verst¨ arkungsfehler.
f¨ ur einen SOFO-Modulator (OSR = 24, Verst¨ arkungsfeh-
ler = 2/3) (Ortmanns et al., 2001b) dargestellt ist. Es ist zu
erkennen, dass nur die Version mit Korrektur – durch Mul-
tiplikation des Ausgangssignales mit einem ca. 8 Bit Kor-
rekturwort – ein perfektes Noise Shaping dritter Ordnung
zeigt. Diese Korrektur resultiert aber in einer hohen Wort-
breite im Modulator-Ausgangsdatenstrom und damit auch im
Dezimator-Eingangssignal.Folglichw¨ aredieHardwarekom-
plexit¨ at und der Leistungsverbrauch eines konventionellen
Dezimators enorm. Wie im n¨ achsten Abschnitt gezeigt wird,
ist es vorteilhaft, die Fehlerkorrektur vom Eingang des De-
zimators in das Innere der Struktur zu transferieren, um zu
einer verbesserten Leistungsf¨ ahigkeit zu gelangen.
3 Vorgeschlagene Dezimatorstruktur
3.1 Herk¨ ommliche Dezimator Architekturen
In den meisten F¨ allen wandelt ein Σ∆-Modulator ein ana-
loges Eingangssignal x(t) in ein ¨ uberabgetastetes digitales
Signal s(n). Hierbei wird das Quantisierungsrauschen zu
h¨ oheren Frequenzen hin geformt. Das Signal s(n) wird an-
schließend im Dezimator digital geﬁltert, um die gew¨ unschte
Auﬂ¨ osung und Abtastrate zu erhalten. Im Allgemeinen wird
dieser Prozess in mehrere Stufen von Tiefpassﬁlterung und
Herabtastung aufgeteilt (Norsworthy et al., 1997), basierend
aufdemNyquist-TheoremundderdigitalenFiltertheorie.Ei-
negebr¨ auchlicheStrukturistz.B.einFiltermitendlicherIm-
pulsantwort (sog. FIR-Filter) in der ersten Dezimationsstufe,
gefolgt von steilﬂankigeren Filtern (Norsworthy et al., 1997).
In dieser Architektur sollte vorzugsweise ein single-bit Ein-
gangssignal vorliegen. Dies ist aber, wie oben erl¨ autert, bei
kaskadierten Modulatoren ¨ ublicherweise nicht gegeben.
Der Fokus dieses Beitrages ist nun ein erweitertes Po-
lyphasenﬁlter in der ersten Dezimationsstufe, das die Re-
kombinationslogik wie auch eine digitale Korrektur mit ein-
bezieht. Auf diese Weise werden single-bit ¨ uberabgetastete
Eingangssignale si(n) in den Dezimator eingespeist.
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3.2 Integration der Rekombinationslogik und der Korrektur
des Verst¨ arkungsfehlers in die erste Dezimatorstufe
In Abb. 2a ist die herk¨ ommliche Struktur eines zweistuﬁgen
61 A/D Umsetzers gezeigt. Er besteht aus:
– Zwei 61-Modulatoren mit Rekombinationslogik (Di-
gital Noise Cancellation Filters DNCF1 und DNCF2)
nach (Marques et al., 1998),
– dem 8Bit Faktor α zur Korrektur des Verst¨ arkungsfeh-
lers im Fall einer CT Implementierung (Ortmanns et al.,
2001b),
– der ersten Dezimationsstufe, bestehend aus einem Tief-
passﬁlter LP1 und einer Herabtastung um den Faktor
M1,
– weiteren Dezimationsstufen (hier nicht gezeigt).
In Li und Wetherrell (2000) wird eine FIR-Sinc Architek-
tur vorgestellt, bei der eine kleine Wortbreite am Eingang des
Dezimatorsausgenutztwird.DazuwirddieRekombinations-
logik an den Ausgang der ersten Dezimationsstufe verscho-
ben und dadurch eine niedrige Anzahl an Eingangsbits f¨ ur
das Dezimationsﬁlter bewahrt. Wie aus Abb. 2b ersichtlich
ist, erweitern wir diesen Ansatz, um DNCF1, DNCF2 und
selbst die digitale Korrektur des Verst¨ arkungsfehlers kom-
plett in zwei neue Digitalﬁlter DF1 und DF2 zu integrieren
(Becker et al., 2003). Dies ist ein Zwischenschritt in Rich-
tung der vorgeschlagenen neuen Dezimatorstruktur.
Im Folgenden wird die konzeptionelle Ableitung dieser
Filter erl¨ autert. Zun¨ achst wird das Antialiasing- (Tiefpass-)
Filter HLP1(z) der ersten Dezimationsstufe nach den klassi-
schen Kriterien f¨ ur digitale Tiefpassﬁlter entworfen (Nors-
worthy et al., 1997). Aus den Frequenzg¨ angen HDNCFi(z)
(speziﬁziert in Marques et al. (1998)) f¨ ur i∈{1,2} und der
¨ Ubertragungsfunktion HLP1(z) des Tiefpasses, k¨ onnen die
Grundgleichungen f¨ ur die Filter HDFi(z) gewonnen werden:
HDFi(z) = HDNCFi(z) · HLP1(z) (1)
Wird ein kaskadierter CT 61-Modulator eingesetzt, so wird
zus¨ atzlich der Faktor α f¨ ur die Korrektur des Verst¨ arkungs-
fehlers in HDNCF1(z) eingerechnet. Die neuen Koefﬁzienten
f¨ ur die Filter DFi ergeben sich durch die entsprechende Fal-
tung:
hDFi(n) =
∞ X
k=−∞
hDNCFi(k) · hLP1(n − k) (2)
3.3 Polyphasenzerlegung
Im Abschnitt 1 wurde bereits der steigende Bedarf an sehr
hohen Umsetzraten angedeutet. Wenn jedoch die Umsetz-
raten immer weiter erh¨ oht werden, dann muss die ¨ Uberab-
tastrate OSR herabgesetzt werden, um die Abtastfrequenz
fS des Systems innerhalb realistischer Grenzen zu halten
(Medeiro et al., 1998). Auf Grund von sinkenden ¨ Uber-
abtastraten moderner 61-Modulatoren ist die Verwendung
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Abbildung 2. Evolution der Dezimator-Topologien.
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(Becker et al., 2003). Dies ist ein Zwischenschritt in Rich-
tung der vorgeschlagenen neuen Dezimatorstruktur.
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worthy et al., 1997). Aus den Frequenzg¨ angen HDNCFi(z)
(speziﬁziert in (Marques et al., 1998)) f¨ ur i ∈ {1,2} und
der ¨ Ubertragungsfunktion HLP1(z) des Tiefpasses, k¨ onnen
die Grundgleichungen f¨ ur die Filter HDFi(z) gewonnen wer-
den:
HDFi(z) = HDNCFi(z) · HLP1(z) (1)
Wird ein kaskadierter CT Σ∆-Modulator eingesetzt, so wird
zus¨ atzlich der Faktor α f¨ ur die Korrektur des Verst¨ arkungs-
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∞ X
k=−∞
hDNCFi(k) · hLP1(n − k) (2)
3.3 Polyphasenzerlegung
Im Abschnitt 1 wurde bereits der steigende Bedarf an sehr
hohen Umsetzraten angedeutet. Wenn jedoch die Umsetz-
raten immer weiter erh¨ oht werden, dann muss die ¨ Uberab-
tastrate OSR herabgesetzt werden, um die Abtastfrequenz
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(Medeiro et al., 1998). Auf Grund von sinkenden ¨ Uber-
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Allgemeinere Gr¨ unde f¨ ur die Verwendung von FIR-
Polyphasenﬁltern in der ersten Stufe des Dezimators sind
zum einen, dass Berechnungen bei niedrigerer Frequenz
durchgef¨ uhrt werden k¨ onnen (Norsworthy et al., 1997) und
zum anderen Einsparungen an Speicher. Somit gew¨ ahrleis-
tet diese Struktur eine bessere Rechenefﬁzienz (vgl. hierzu
Abschnitt 4). Dies liegt darin begr¨ undet, dass die (implizi-
te) Dezimation in Polyphasenstrukturen vor der Tiefpassﬁl-
terung stattﬁndet.
Ausgehend von Gl. 1, kann die Polyphasen-Dekomposi-
tion von HDFi(z) durchgef¨ uhrt werden mittels
HDFi(z) =
M1−1 X
λ=0
z−λ · Hλ(zM1) (3)
wobei M1 die Abw¨ artstastung der ersten Dezimationsstufe
darstellt und hλ(m) ◦—• Hλ(z) die Koefﬁzienten der ver-
schiedenen Phasen λ sind.
Um zu verhindern, dass die Multiplikation mit dem Kor-
rekturfaktor α von CT Modulatoren bei hoher Taktrate
durchgef¨ uhrt werden muss, schlagen wir vor, diese Ope-
ration in das Polyphasenﬁlter einzubinden (Becker et al.,
2003). Dies wird durch eine Multiplikation der Koefﬁzienten
hDF1(n) mit dem Faktor α erreicht. In diesem Fall werden
gem¨ aß Gl. 2 die hDFi(n) vor der Polyphasen-Dekomposition
bestimmt durch
hDF1,CT(n) = α
∞ X
k=−∞
hDNCF1(k) · hLP1(n − k) (4)
hDF2,CT(n) =
∞ X
k=−∞
hDNCF2(k) · hLP1(n − k) (5)
Abbildung 2. Evolution der Dezimator-Topologien.
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3.4 Gesamtaufbau der vorgeschlagenen Dezimatorstruktur
In Abb. 2(c) ist die Struktur der ersten Stufe der neuen De-
zimatorstruktur gezeigt. Sie besteht aus Polyphasenﬁltern –
mit single-bit Eing¨ angen – in zwei parallelen Zweigen, die
auch die digitale Rekombinationslogik f¨ ur kaskadierte Mo-
dulatoren beinhalten, und f¨ ur den Fall eines CT Modula-
tors zus¨ atzlich die Korrektur des Verst¨ arkungsfehlers (Be-
cker et al., 2003). An den Ausgang der Polyphasenstruk-
tur ist ein Halbbandﬁlter der n¨ achsten (letzten) Stufe an-
geschlossen, um steilﬂankig an der Kante des Basisban-
des zu ﬁltern. In Abb. 3 ist ein Zweig der transponierten
Polyphasen-Dekomposition mit Filterkoefﬁzienten und der
Verz¨ ogerungskette im Detail zu sehen (Norsworthy et al.,
1997).
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Abbildung 3. Ein Zweig der Polyphasenzerlegung.
4 Implementierung in Hardware
4.1 VHDL-Modell und Synthese auf Hardware Emulator
Zur genaueren Untersuchung der Efﬁzienz und Funktiona-
lit¨ at der vorgeschlagenen Struktur wurde ein generischer Po-
lyphasendezimator, wie in Abb. 3 gezeigt, in VHDL imple-
mentiert. Die Zahlendarstellung erfolgt durch Bitvektoren
unterschiedlicher Breite, wobei sich die Breite aus den Zah-
lenwerten ergibt, die an dem jeweiligen Punkt der Struktur
maximal auftreten k¨ onnen. Die Addierer, Multiplizierer und
Verz¨ ogerungsglieder werden daher nur mit der tats¨ achlich
erforderlichen Wortbreite implementiert. Funktionsf¨ ahigkeit
und Sythetisierbarkeit des Modells wurden durch Implemen-
tierung und Test auf einem IKOS (jetzt Mentor Graphics)
VSTATION 5M Hardware Emulator untersucht.
Der Aufbau des realisierten Systems ist in Abb. 4 zu se-
hen. Eingaben in das System erfolgen ¨ uber interne Speicher
des Emulators. In diesen wird ein Testsignal abgelegt, das
durch eine SIMULINK Simulation eines Modulators erzeugt
wurde. Die Filterkoefﬁzienten werden in MATLAB berechnet
und in das VHDL-Modell integriert, das in den FPGAs des
Emulators implementiert wird. Die Speziﬁkationen f¨ ur den
Modulator und die erste Stufe des Dezimators ﬁnden sich
in Tab. 1. Die Ausgangsdaten des Filters werden entweder
¨ uber einen Logic Analyzer aufgenommen oder in den inter-
nen Speicher des Hardware Emulators geschrieben, von wo
sie durch den Hostcomputer ausgelesen und z. B. in MAT-
LAB weiterverarbeitet werden k¨ onnen.
PSfrag replacements
Filter
Koefﬁzienten
(MATLAB)
Modulator
Ausgang
(SIMULINK)
Mentor Graphics VSTATION 5M
Hardware Emulator
Interner
Speicher
Interner
Speicher
Hardware
Emulator
Kern
(FPGA Boards)
Logic
Analyzer
Signal
Analyse
(MATLAB)
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Abbildung 5. Leistungsdichtespektrum der vorgeschlagenen Dezi-
mation.
4.2 Efﬁzienz der vorgeschlagenen Struktur
Der Rechenaufwand pro Ausgangssample bei den unter-
schiedlichen Strukturen der ersten Dezimationsstufe (siehe
Abb. 2 (a) und (c)) wurde untersucht, indem das Ausgangs-
signal des Modulators mit dem jeweiligen, synthetisierba-
ren VHDL-Modell geﬁltert wurde. Dazu wurde in einem
VHDL-Simulator die Anzahl der Signal¨ uberg¨ ange an den
Ausg¨ angen der Grundgatter gez¨ ahlt. Auf diesem Wege konn-
te die Anzahl der Signal¨ uberg¨ ange pro Eingangssample er-
mittelt werden, was ein Kriterium f¨ ur die Gatteraktivit¨ at und
die Rechenefﬁzienz darstellt.
Es wurden hierf¨ ur die zun¨ achst als Verhaltensmodelle im-
plementierten Operationen der Addition und Multiplikation
durch strukturelle Modelle ersetzt. Die ”Multiplikation” ei-
nes 1 Bit Eingangssignals mit einem n Bit Koefﬁzient kann
dabei durch einen einfachen Signalverteiler f¨ ur das 1 Bit Si-
gnal realisiert werden. Es wurde ein erweitertes Modell f¨ ur
die Grundgatter eingesetzt, um die Protokollierung der Si-
gnal¨ uberg¨ ange zu erm¨ oglichen. Dazu wurde eine Signal¨ uber-
wachung integriert, welche bei jedem Signal¨ ubergang des
Ausgangs einen Z¨ ahler inkrementiert. Es werden dabei mo-
mentan ausschließlich die arithmetischen Teile ber¨ ucksich-
tigt, insbesondere wird der Eingangskommutator des Poly-
phasenﬁlters vernachl¨ assigt. Dieser stellt jedoch eine ver-
gleichsweise einfache Struktur dar. Es kann daher angenom-
men werden, dass sein Beitrag zu den Rechenkosten ver-
nachl¨ assigbar klein ist verglichen mit den Kosten f¨ ur die
arithmetischen Strukturen.
F¨ ur die konventionelle Struktur, wie sie in Abb. 2(a) ge-
zeigt ist, sind in Tab. 2 die Beitr¨ age der Rekombinationslo-
gik (RL) und des Polyphasen-Tiefpassﬁlters (LP, Ordnung
120) an der Gatteraktivit¨ at pro Eingangssample aufgef¨ uhrt.
Die letzte Zeile in Tab. 2 zeigt die entsprechenden Werte
f¨ ur die vorgeschlagene Architektur (Fig. 2(c)), bei der die
Rekombinationslogik, die Korrektur f¨ ur den Verst¨ arkungs-
fehler und das Tiefpassﬁlter integriert sind. Wie in Tab. 2 zu
Abbildung 3. Ein Zweig der Polyphasenzerlegung.
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3.4 Gesamtaufbau der vorgeschlagenen Dezimatorstruktur
InAbb.2cistdieStrukturdererstenStufederneuenDezima-
torstruktur gezeigt. Sie besteht aus Polyphasenﬁltern – mit
single-bit Eing¨ angen – in zwei parallelen Zweigen, die auch
die digitale Rekombinationslogik f¨ ur kaskadierte Modulato-
ren beinhalten, und f¨ ur den Fall eines CT Modulators zus¨ atz-
lich die Korrektur des Verst¨ arkungsfehlers (Becker et al.,
2003). An den Ausgang der Polyphasenstruktur ist ein Halb-
bandﬁlter der n¨ achsten (letzten) Stufe angeschlossen, um
steilﬂankig an der Kante des Basisbandes zu ﬁltern. In Abb. 3
ist ein Zweig der transponierten Polyphasen-Dekomposition
mit Filterkoefﬁzienten und der Verz¨ ogerungskette im Detail
zu sehen (Norsworthy et al., 1997).
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hen. Eingaben in das System erfolgen ¨ uber interne Speicher
des Emulators. In diesen wird ein Testsignal abgelegt, das
durch eine SIMULINK Simulation eines Modulators erzeugt
wurde. Die Filterkoefﬁzienten werden in MATLAB berechnet
und in das VHDL-Modell integriert, das in den FPGAs des
Tabelle 1. Zusammenstellung der Simulationsparameter.
Parameter Wert
Signalfrequenz fSignal 10kHz
Bandbreite fB 25kHz
¨ Uberabtastung OSR 24
Abtastfrequenz fS 1,2MHz
Stoppband-Unterdr¨ uckung −87 dB
Abw¨ artstastung M1 der ersten Stufe 12
IBN des Modulatorausgangs −74,15dB
IBN nach der ersten Stufe (Abb. 2c) −71,85dB
Tabelle 2. Gatteraktivit¨ at (gerundet) pro Eingangssample.
Struktur XOR OR AND NOT DELAY
Abb. 2a:
RL 68 19 22 0 19
LP 628 210 287 24 4
Summe 696 229 309 24 23
Abb. 2c:
Unser Ansatz 132 44 57 0 7
Emulators implementiert wird. Die Speziﬁkationen f¨ ur den
Modulator und die erste Stufe des Dezimators ﬁnden sich in
Tabelle 1. Die Ausgangsdaten des Filters werden entweder
¨ uber einen Logic Analyzer aufgenommen oder in den inter-
nen Speicher des Hardware Emulators geschrieben, von wo
sie durch den Hostcomputer ausgelesen und z.B. in MATLAB
weiterverarbeitet werden k¨ onnen.
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der Signal¨ uberg¨ ange zu erm¨ oglichen. Dazu wurde eine
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mittelt werden, was ein Kriterium f¨ ur die Gatteraktivit¨ at und
die Rechenefﬁzienz darstellt.
Es wurden hierf¨ ur die zun¨ achst als Verhaltensmodelle im-
plementierten Operationen der Addition und Multiplikation
durch strukturelle Modelle ersetzt. Die ”Multiplikation” ei-
nes 1 Bit Eingangssignals mit einem n Bit Koefﬁzient kann
dabei durch einen einfachen Signalverteiler f¨ ur das 1 Bit Si-
gnal realisiert werden. Es wurde ein erweitertes Modell f¨ ur
die Grundgatter eingesetzt, um die Protokollierung der Si-
gnal¨ uberg¨ ange zu erm¨ oglichen. Dazu wurde eine Signal¨ uber-
wachung integriert, welche bei jedem Signal¨ ubergang des
Ausgangs einen Z¨ ahler inkrementiert. Es werden dabei mo-
mentan ausschließlich die arithmetischen Teile ber¨ ucksich-
tigt, insbesondere wird der Eingangskommutator des Poly-
phasenﬁlters vernachl¨ assigt. Dieser stellt jedoch eine ver-
gleichsweise einfache Struktur dar. Es kann daher angenom-
men werden, dass sein Beitrag zu den Rechenkosten ver-
nachl¨ assigbar klein ist verglichen mit den Kosten f¨ ur die
arithmetischen Strukturen.
F¨ ur die konventionelle Struktur, wie sie in Abb. 2(a) ge-
zeigt ist, sind in Tab. 2 die Beitr¨ age der Rekombinationslo-
gik (RL) und des Polyphasen-Tiefpassﬁlters (LP, Ordnung
120) an der Gatteraktivit¨ at pro Eingangssample aufgef¨ uhrt.
Die letzte Zeile in Tab. 2 zeigt die entsprechenden Werte
f¨ ur die vorgeschlagene Architektur (Fig. 2(c)), bei der die
Rekombinationslogik, die Korrektur f¨ ur den Verst¨ arkungs-
fehler und das Tiefpassﬁlter integriert sind. Wie in Tab. 2 zu
Abbildung 5. Leistungsdichtespektrum der vorgeschlagenen Dezi-
mation.
dabei momentan ausschlielich die arithmetischen Teile
ber¨ ucksichtigt, insbesondere wird der Eingangskommutator
des Polyphasenﬁlters vernachl¨ assigt. Dieser stellt jedoch
eine vergleichsweise einfache Struktur dar. Es kann daher
angenommen werden, dass sein Beitrag zu den Rechenko-
sten vernachl¨ assigbar klein ist verglichen mit den Kosten f¨ ur
die arithmetischen Strukturen.
F¨ ur die konventionelle Struktur, wie sie in Abb. 2a gezeigt
ist, sind in Tabelle 2 die Beitr¨ age der Rekombinationslogik
(RL) und des Polyphasen-Tiefpassﬁlters (LP, Ordnung 120)
an der Gatteraktivit¨ at pro Eingangssample aufgef¨ uhrt. Die
letzte Zeile in Tabelle 2 zeigt die entsprechenden Werte
f¨ ur die vorgeschlagene Architektur (Abb. 2c), bei der die
Rekombinationslogik, die Korrektur f¨ ur den Verst¨ arkungs-
fehler und das Tiefpassﬁlter integriert sind. Wie in Tabelle 2
zu erkennen, senkt die vorgeschlagene Struktur den Re-
chenaufwand drastisch und steigert dementsprechend die
Efﬁzienz. Der neue Ansatz ist unter dem Aspekt der erfor-
derlichen Gatteraktivit¨ at mehr als f¨ unf mal efﬁzienter. Da
f¨ ur beide Strukturen weitere Optimierungsm¨ oglichkeiten
existieren, w¨ urden sich f¨ ur eine aufw¨ andigere Implemen-
tierung vermutlich geringf¨ ugig andere Ergebnisse als die in
Tabelle 2 gezeigten ergeben, trotzdem ist die ¨ Uberlegenheit
der vorgeschlagenen Architektur bez¨ uglich der Efﬁzienz
offensichtlich.
Der gr¨ ote Vorteil des neuen Ansatzes ist, dass aussch-
lielich 1×12Bit statt 9×12Bit Multiplikationen ben¨ otigt
werden (wobei 12Bit die Breite der Filterkoefﬁzienten
ist), was zu einem enormen Anstieg der Efﬁzienz f¨ uhrt,
da in unserer Architektur ein Bit breite Signale am Ein-
gang des Dezimators gegeben sind. Abbildung 5 zeigt das
Leistungsdichtespektrum (power spectrum density, PSD)
der vorgeschlagenen Struktur nach der ersten Dezimati-
onsstufe (siehe Abb. 2c). Das Gleichtaktsignal im PSD
ergibt sich aus der Benutzung vereinfachter Multiplizierer,
welche das 1Bit Signal als 0 und 1 interpretieren, anstatt als
−1 und 1, den eigentlichen Ausgangswerten des Modulators.
5 Erweiterung und Ausblick
Die vorgeschlagene Architektur des Polyphasendezimators
lieesichf¨ urAnwendungeninkaskadierten61-Modulatoren
mit Multi-Bit Ausg¨ angen erweitern. Die Integration einer di-
gitalen Korrektur f¨ ur Nichtlinearit¨ aten (Norsworthy et al.,
1997) ist Gegenstand weiterer Untersuchungen.
6 Zusammenfassung
Eine optimale Dezimatorstruktur f¨ ur kaskadierte zeitdiskrete
und zeitkontinuierliche 61-Modulatoren wurde implemen-
tiert. Sie nutzt insbesondere die sinkenden OSRs moder-
ner 61-Modulatoren und ist somit eine efﬁziente Alterna-
tive zu konventionellen Dezimatorarchitekturen. Die kom-
plette Fehlerkorrekturlogik zur Rekombination der Daten-
str¨ ome eines kaskadierten Modulators wurde kombiniert und
in diesen neuen Ansatz integriert, der es auerdem erlaubt,
die bei Nutzung zeitkontinuierlicher Modulatoren essentiel-
le Verst¨ arkungsfehlerkorrektur mit einzubeziehen. Die Ar-
chitektur wurde auf einem Mentor Graphics VSTATION 5M
Hardware Emulator synthetisiert. Abschlieend wurde die
erh¨ ohte Efﬁzienz und reduzierte Komplexit¨ at der implemen-
tierten Struktur gezeigt.
Literatur
Becker, M., Heiber, K., Ortmanns, M. und Manoli, Y.: A Power
Optimized Decimator Architecture for Cascaded 61 Analog-to-
Digital Converters, ICECS, 796–801, 2003.
Cherry, J. A. und Snelgrove, W. M.: CT Delta-Sigma Modulators
for High-Speed A/D Conversion, Kluwer Academic Publishers,
1999.
Li, S.-F. und Wetherrell, J.: A Compact Low-Power Decimation
Filter for Sigma Delta Modulators, ICASSP, vol. 6, 3223–3226,
2000.
Marques, A., Peluso, V., Steyaert, M. S. und Sansen, W. M.: Op-
timal Parameters for Delta-Sigma Modulator Topologies, IEEE
Trans. on Circuits and Systems II, vol. 45, 1232–1241, 1998.
Medeiro, F., P´ erez-Verd´ u, A. und Rodr´ ıguez-V´ azquez, A.: Top-
Down Design of High-Performance 61 Modulators, Kluwer
Academic Publishers, 1998.
Norsworthy, S. R., Schreier, R. und Temes, G. C.: Delta-Sigma Data
Converters – Theory, Design, and Simulation, IEEE Press, 1997.
Ortmanns, M., Gerfers, F. und Manoli, Y.: On the Synthesis of Cas-
caded CT 61 Modulators, ISCAS, V419–V422, 2001.
Ortmanns, M., Gerfers, F., Samid, L. und Manoli, Y.: Successful
Design of Cascaded CT 61 Modulators, ICECS, 321–324,
2001.