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Abstrat
Interfaes in a model with a single, real nononserved order pa-
rameter and purely dissipative evolution equation are onsidered. We
show that a systemati perturbative approah, alled the expansion
in width and developed for urved domain walls, an be generalized
to the interfaes. Proedure for alulating urvature orretions is
desribed. We also derive formulas for loal veloity and loal sur-
fae tension of the interfae. As an example, evolution of spherial
interfaes is disussed, inluding an estimate of ritial size of small
droplets.
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1 Introdution
Important aspet of dynamis of phase transitions in ondensed matter is
time evolution of an interfae separating a retreating phase from the new
one. Studied in the framework of Ginzburg-Landau type eetive maro-
sopi models the interfae an be regarded as a kind of smooth, asymmetri
domain wall subjet to a transverse fore. The asymmetry and the fore are
due to a dierene of potential energy aross the interfae. Pertinent evolu-
tion equations for order parameters typially are nonlinear partial dierential
equations. In general they imply rather nontrivial phase ordering dynamis,
see, e.g., review artile [1℄. Relativisti version of the problem, not onsid-
ered here, also is interesting beause of its onnetion with eld-theoretial
osmology, [2℄.
Reently, evolution of ordinary domain walls has been studied with the
help of Hilbert-Chapman-Enskog method applied in a suitably hosen omov-
ing oordinate system [3℄, [4℄, [5℄  a systemati and onsistent perturbative
sheme has been developed. It yields the relevant solutions of the evolution
equations in the form of expansion in a parameter l0 whih an be regarded as
a measure of width of a stati planar domain wall. Conseutive terms in this
expansion ontain extrinsi urvatures of a surfae omoving with the wall,
and also ertain funtions (below denoted by Ck) whih an be regarded as
elds dened on that surfae and oupled to the extrinsi urvatures. In the
present paper, whih is a sequel to the previous paper [3℄, we show that that
perturbative expansion an be generalised to the ase of urved interfaes.
The Hilbert-Chapman-Enskog method and the omoving oordinates teh-
nique, whih we have learned from [6℄, [7℄, respetively, have already been
used in theoretial investigations of planar interfaes [6℄, and of urved ones
in superonduting lms [8℄. We apply these tools to urved interfaes in the
three dimensional spae, in a Ginzburg-Landau type model dened by formu-
las (1), (2) and Eq.(3) below. Interfaes in this model have been investigated
for a long time, see, e.g., [9℄. Our main ontribution onsists in providing a
systemati iterative sheme for generating the relevant solution in the form
of a perturbative series. The role of small parameters is played by the ratios
l0/Ri, where l0 is the width and Ri urvature radia of the interfae. In spite
of nonlinearity of the evolution equation the perturbative ontributions an
be generated in surprisingly simple manner. This is ahieved by introdu-
ing the funtions Ck whih saturate ertain integrability onditions. As an
appliation, we derive a formula for loal veloity of the interfae with urva-
ture orretions inluded, and we disuss ritial size of nuleating spherial
droplets.
We onsider a system desribed by a real, salar, non-onserved order
2
parameter Φ, with the free energy F of the form
F =
∫
d3x
(
1
2
K
∂Φ
∂xα
∂Φ
∂xα
+ V (Φ)
)
, (1)
where
V = AΦ2 +BΦ3 + CΦ4. (2)
Time evolution is governed by the dissipative nonlinear equation
γ
∂Φ(~x, t)
∂t
= K∆Φ− V ′(Φ). (3)
Here (xα)α=1,2,3 are Cartesian oordinates in the spae, V
′
denotes the deriva-
tive dV/dΦ, and K, γ, A,B, C are positive onstants. The free energy of the
form (1) arises in, e.g., de Gennes-Landau desription of nemati-isotropi
transition in nemati liquid rystals in a single elasti onstant approxima-
tion (L2 = 0) [10℄. Then Φ = 0 orresponds to the isotropi liquid phase,
while in the nemati phase Φ 6= 0.
The onrete form (2) of the potential has the advantage that solution
of Eq.(3) desribing a planar interfae has a simple, expliitly known form.
It an be found in, e.g., [9℄. The planar interfae plays important role in
the perturbative sheme: the main idea is that there exist urved interfaes
whih do not dier muh from the planar one if onsidered in appropriately
hosen oordinate system (whih in partiular should omove with the inter-
fae). Therefore, one may hope that Φ(~x, t) for suh urved interfaes an
be alulated perturbatively, with the planar interfae giving the zeroth or-
der term. To this end, it is neessary to introdue the omoving oordinate
system expliitly, and to give a presription for the iterative omputation of
the perturbative orretions.
The plan of our paper is as follows. In Setion 2 we reall the planar
interfae and the omoving oordinates. This Setion ontains preliminary
material quoted here for onveniene of the reader as well as in order to
x our notation. In Setion 3 we desribe the perturbative sheme for the
urved interfaes. In Setion 4 we present formulas for the veloity and the
free energy of the urved interfae. Setion 5 is devoted to a disussion
of spherial droplets of the stable phase whih nuleate during the phase
transition. Several remarks are olleted in Setion 6. In Appendix A we
onstrut solutions of linear equations obeyed by orretions to transverse
prole of the interfae. Appendix B ontains a brief disussion of stability of
the interfae.
3
2 The preliminaries
2.1 The homogeneous planar interfae
Let us assume that the planar interfae is perpendiular to the z axis (z ≡ x3)
and homogeneous. Then Φ depends only on z and t, and Eq.(3) is redued
to
γ∂tΦ = K∂
2
zΦ− V ′(Φ). (4)
The interfae type solution Φ(z, t) interpolates smoothly between minima of
V when z hanges from −∞ to +∞. V given by formula (2) has two minima
Φ− = 0, Φ+ = −
√
K/(8Cl20),
where l0 is given by formula (9) below. The orresponding phases we shall
all isotropi and ordered, respetively. Let us multiply Eq. (4) by ∂zΦ and
integrate over z. The resulting identity
γ
∫
+∞
−∞
dz∂zΦ∂tΦ = V (Φ−)− V (Φ+),
implies that ∂tΦ 6= 0 if the minima are nondegenerate. Further assumption
that the interfae moves in a uniform manner with veloity v0, that is that
Φ(z, t) = Φ(z − z0 − v0t),
leads to the formula
γv0
∫
+∞
−∞
dZΦ2(Z) = V (Φ+)− V (Φ−), (5)
where
Z = z − z0 − v0t. (6)
Hene the interfae moves towards the region of higher potential V (Φ±), as
expeted.
The exat solution of Eq.(4) has the following form [9℄
Φ0 = −
√
K
8l20C
1
1 + exp(−Z/2l0) , (7)
where
v0 =
√
9K
32γ2C
(
B −
√
9B2 − 32AC
)
, (8)
and
l−10 =
1
2
√
2KC
(
3B +
√
9B2 − 32AC
)
. (9)
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The onstant z0 an be regarded as the position of the interfae at t = 0,
and l0 as its width. Φ0 smoothly interpolates between the loal minima of
V : Φ− for z → −∞ and Φ+ for z → +∞. The orresponding values of the
potential are
V (Φ−) = 0, V (Φ+) =
Kγv0
96l30C
.
At Φm = −3B/4C − Φ+ the potential V has a loal maximum if A > 0.
The substitutions Z → −Z and v0 → −v0 in formulas (7), (8) give another
solution of Eq.(4), alled anti-interfae.
It is lear that solution (7) exists if
9B2 ≥ 32AC. (10)
The parameter A has the following dependene on the temperature T [10℄
A = a(T − T∗),
where a > 0. The onstants B,C and a, approximately do not depend on
temperature. Condition (10) is satised if the temperature T is from the
interval (T∗, Tc), where Tc is determined from the equation 9B2 = 32aC(Tc−
T∗). It is lear that Tc > T∗. For temperatures in this interval one phase is
stable and the other one is metastable.
The potential (2) an also lead to a stati, symmetri domain wall.
Namely, for the temperature T0 suh that B
2 = 4AC the veloity v0 vanishes,
V (Φ+) = V (Φ−) = 0, and the potential an be written in the following form
V = C
[
(Φ− Φm)2 − Φ2m
]2
, (11)
where for T = T0
Φm = − B
4C
.
In this partiular ase there is the degenerate ground state given by Φ = Φ±.
The potential (11) possesses the Z2 symmetry
Φ→ 2Φm − Φ,
and the interfae beomes a stati homogeneous, symmetri domain wall with
the Z2 topologial harge.
2.2 The omoving oordinates
Here we quote the main denitions in order to introdue our notation. More
detailed desription of this hange of oordinates, as well as a disussion of
related mathematial questions, an be found in [3℄, [4℄, [5℄.
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The omoving oordinates in the spae, denoted by (σα) = (σ1, σ2, σ3 =
ξ) where α = 1, 2, 3, are dened by the following formula
~x = ~X(σi, t) + ξ~p(σi, t). (12)
Here ~x = (xα), where xα are the Cartesian oordinates in the spae R3.
The points
~X(σi, t) form a smooth surfae S whih is parametrised by the
two oordinates
1 σ1, σ2. In general, the interfae moves in spae, hene ~X
depends on the time t.
The surfae S is fastened to the interfae  the shape of it mimis the
shape of the interfae and they move together. We shall see that for on-
sisteny of the perturbative sheme
~X(σi, t) has to obey ertain equation
from whih one an determine evolution of the surfae S. The oordinate
ξ parametrises the axis perpendiular to the interfae at the point ~X(σi, t).
The vetor ~p(σi, t) is a unit normal to S at this point, that is
~p 2 = 1, ~p ~X,k(σ
i, t) = 0,
where
~X,k = ∂ ~X/∂σ
k
. The surfae S is haraterized in partiular by indued
metri tensor on S
gik = ~X,i ~X,k,
and the extrinsi urvature oeients
Kij = ~p ~X,ij.
The matrix (gik) is by denition the inverse of the matrix (gkl), i.e. g
ikgkl =
δil .
The two by two matrix (Kik) is symmetri. Two eigenvalues k1, k2 of the
matrix (Kij), where K
i
j = g
ilKlj , are alled extrinsi urvatures of S at the
point
~X. The main urvature radia are dened as Ri = 1/ki. Thus, by the
denition
Kii =
1
R1
+
1
R2
, det(Kij) =
1
R1R2
.
In general the urvature radia vary along S and with time.
The oordinates (σα) replae the Cartesian oordinates (xα) in a viinity
of the interfae. Components of metri tensor in the spae transformed to
the new oordinates are denoted by Gαβ . They are given by the following
formulas
G33 = 1, G3k = Gk3 = 0, Gik = N
l
iglrN
r
k ,
1
The Greek indies α, β, ... have values 1,2,3 and they refer to the threedimensional
spae, while the Latin indies i, j, k, l, ... have values 1,2 and they refer to the inner oor-
dinates σ1, σ2 on the surfae S.
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where
N li = δ
l
i − ξK li .
Dependene of Gαβ on the transverse oordinate ξ is expliit, and σ
1, σ2 enter
through the tensors gik, K
l
r whih haraterise geometry of the surfae S.
Components Gαβ of the inverse metri tensor have the form
G33 = 1, G3k = Gk3 = 0, Gik = (N−1)irg
rl(N−1)kl ,
where
(N−1)ir =
1
N
[
(1− ξK ll)δir + ξKir
]
,
and
N = det(N ik) = 1− ξKii +
1
2
ξ2(KiiK
l
l −KilK li) = (1−
ξ
R1
)(1− ξ
R2
).
In order to transform Eq.(3) to the omoving oordinates we use the
standard formula
∆Φ =
1√
G
∂
∂σα
(√
GGαβ
∂Φ
∂σβ
)
, (13)
where G = det(Gαβ),
√
G =
√
gN, g = det(gik).
The time derivative in Eq.(3) is taken under the ondition that all xα are
onstant. It is onvenient to use time derivative taken at onstant σα. They
are related by the formula
∂
∂t
|xα = ∂
∂t
|σα + ∂σ
β
∂t
|xα ∂
∂σβ
. (14)
Finally, let us introdue the dimensionless variables s and φ instead of,
respetively, ξ and Φ:
ξ = 2l0s, Φ(ξ, σ
i, t) = −
√
K
8Cl20
φ(s, σi, t). (15)
The oordinate s gives the distane from S in the unit 2l0 related to the
width of the planar interfae.
Using formulas (13-15) we an write Eq.(3) in the following form, whih
is onvenient for onstrution of the expansion in width:
2l2
0
γ
K
∂φ
∂t
|σk − v ∂φ∂s −
2l2
0
γ
K
(N−1)ikg
kr ~X,r( ~˙X + 2l0s~˙p)φ,i
= 1
2
∂2φ
∂s2
+ 1
2N
∂N
∂s
∂φ
∂s
+ 2l20
1√
gN
∂
∂σj
(
Gjk
√
gNφ,k
)
(16)
−αφ+ (1 + α)φ2 − φ3,
7
where
v =
γl0
K
~p ~˙X
is dimensionless transverse veloity of the surfae S, the dot denotes the
derivative ∂/∂t|σα , and
α =
4Al20
K
.
Formula (9) and the ondition (10) imply that 0 ≤ α ≤ 1 for temperatures
in the range [T∗, Tc].
The homogeneous planar interfae (7) an be obtained from the evolution
equation written in the form (16) in the following manner. As the surfae
S we take a plane, hene Kij = 0. Moreover, S is assumed to move with
onstant veloity v0, hene
~p ~˙X0 = v0 = onst.
Finally,
∂φ
∂t
|σα = 0
beause we look at the interfae from the omoving referene frame, and
∂φ/∂σi = 0 beause of the homogeneity. Then equation (16) is redued to
− v0∂φ
∂s
=
1
2
∂2φ
∂s2
− αφ+ (1 + α)φ2 − φ3. (17)
The solution previously given by formulas (6-9) now has the form
φ = φ0(s), v0 = α− 1
2
, (18)
where
φ0(s) =
exp(s− s0)
1 + exp(s− s0) . (19)
φ0(s) smoothly interpolates between 0 and 1. This orresponds to interpo-
lation between the minima Φ−,Φ+ of the potential V if ~p is direted from
negative towards positive z's. If we hoose the opposite diretion for ~p we
obtain the anti-interfae. The onstant s0 orresponds to z0 from formula
(6).
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3 The expansion in width for urved interfaes
Let us begin from a brief desription of ideas underlying the alulations
presented below. The set of solutions of the nonlinear, partial dierential
equation (3) is very large. We are interested here only in a rather speial
subset of it, onsisting of solutions whih represent evolution of a smooth
interfae. Moreover, even within this sublass we onentrate on rather spe-
ial interfaes, alled by us the `basi' ones. Their dening feature is that
one an nd a omoving oordinate system in whih the order parameter of
the interfae is essentially given by φ0(s), formula (19), modied by small
orretions whih take into aount the nonvanishing urvature.
By writing the evolution equation in the form (16) we have shown that l0
an be regarded as a parameter analogous to a oupling onstant  it appears
in Eq.(16) only as a oeient in several (but not all) terms. Therefore, one
may hope that a systemati perturbative expansion in l0 will turn out useful,
as it is the ase with other perturbative expansions so numerous in theoretial
physis. The perturbative series an be onstruted in the standard manner:
the sought for solution φ and the veloity v are written in the form
φ = φ0 + l0φ1 + l
2
0φ2 + ..., v = v0 + l0v1 + l
2
0v2 + ..., (20)
and inserted in Eq.(16). Coeients in front of suessive powers of l0 in this
equation are equated to zero. Notie that after the resaling ξ = 2l0s the
expansion parameter l0 is present also in N and (N
−1)ik. In the zeroth order
we obtain the following equation
− v0∂φ0
∂s
=
1
2
∂2φ0
∂s2
− αφ0 + (1 + α)φ20 − φ30. (21)
whih formally oinides with Eq.(17). Therefore, we an immediately write
the relevant solution
v0 = α− 1
2
, φ0(s, σ
i, t) =
exp(s− C0(σi, t))
1 + exp(s− C0(σi, t)) . (22)
There are however two dierenes between the planar solution (18), (19)
and the solution (22). First, we do not assume homogeneity of the inter-
fae, therefore the onstant s0 from formula (19) is replaed by the funtion
C0(σ
i, t) of the indiated variables. Seond, the surfae S is not xed yet,
while in the former ase it was a plane.
It is onvenient to rewrite Eq.(16) as equation for the orretions δφ, δv,
whih are dened by the formulas
φ = φ0(s, σ
i, t) + δφ, v = v0 + δv. (23)
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After taking onto aount the fat that φ0 obeys Eq.(21) we obtain equation
of the form
Lˆδφ = f, (24)
with the linear operator Lˆ
Lˆ =
1
2
∂2
∂s2
+ (α− 1
2
)
∂
∂s
− α + 2(α+ 1)φ0 − 3φ20,
and
f = −
(
1
2N
∂N
∂s
+ δv
)
∂φ0
∂s
+
2γl2
0
K
(
∂δφ
∂t
|σα − ∂C0∂t |σα ∂φ0∂s
)
−2l20γ
K
(N−1)ikg
kr ~X,r( ~˙X + 2l0s~˙p)
(
δφ,i − C0,i ∂φ0∂s
)
−
(
1
2N
∂N
∂s
+ δv
)
∂δφ
∂s
− 2l20 1√gN ∂∂σj
(
Gjk
√
gN
(
δφ,k − C0,k ∂φ0∂s
))
+(3φ0 − α− 1)(δφ)2 + (δφ)3, (25)
where v0 and φ0 are given by formulas (22). Now it is easy to see that order
by order in l0 we obtain enumerated by n = 1, 2, ... inhomogeneous linear
dierential equations of the form
Lˆφn = fn. (26)
For example,
f1 =
(
Kii − v1
) ∂φ0
∂s
. (27)
In the whole perturbative sheme Eq.(21) is the only nonlinear equation for
the ontributions to the order parameter φ. We show in the Appendix that
Eqs.(26) an easily be solved with the help of standard methods  one an
onstrut the relevant Green's funtion for Lˆ. It is remarkable that the same
operator Lˆ appears in all equations (26), and that the form of it does not
depend on the surfae S. For these reasons alulation of the orretions
φn is redued to relatively simple task of nding fn and alulating the one
dimensional integrals over s shown in the Appendix.
The perturbative Ansatz (20) and Eqs.(26) are two parts of the Hilbert-
Chapman-Enskog method. The third and most ruial part onsists of in-
tegrability onditions for Eqs.(26) [6℄. Suh onditions appear beause the
operator Lˆ†, the Hermitean onjugate of Lˆ, has a normalizable eigenstate
with the eigenvalue equal to zero. Suh eigenstate is alled the zero mode.
Let us rst nd the zero mode for the operator Lˆ: inserting φ0 in Eq.(21)
and dierentiating this equation with respet to s gives the following identity
Lˆψr = 0, (28)
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where
ψr(s, σ
i, t) =
∂φ0
∂s
=
exp(s− C0)
[1 + exp(s− C0)]2 . (29)
Notie that ψr exponentially vanishes for s → ±∞. Beause the opera-
tor ∂/∂s is anti-Hermitean with respet to the salar produt < g1|g2 >=∫
+∞
−∞ dsg
∗
1g2, the operator Lˆ is not Hermitean. Its Hermitean onjugate has
the form
Lˆ† =
1
2
∂2
∂s2
− (α− 1
2
)
∂
∂s
− α + 2(α + 1)φ0 − 3φ20.
The operator Lˆ† has a zero mode too, namely
Lˆ†ψl = 0, (30)
where
2
ψl = exp[(2α− 1)(s− C0)]ψr. (31)
The funtion ψl vanishes exponentially for s → ±∞ beause 0 < α < 1 for
all temperatures in the range (T∗, Tc). For α = 1/2, that is when the interfae
beomes the domain wall, the two zero modes oinide.
Let us multiply both sides of Eqs.(26) by ψl(s) and take the integral∫
+∞
−∞ ds. The l.h.s. of the resulting formula vanishes beause of (30), hene
∫
+∞
−∞
ds ψlfn = 0 (32)
for n = 1, 2, ... . It turns out that these onditions are nontrivial. In parti-
ular, they give evolution equation for the surfae S.
It should be noted that the onditions (32) are in fat approximate, but
the negleted terms are exponentially small. The point is that in order to
obtain Eqs.(26) we use the expansions of the type
1
1− 2l0s/Ri =
∞∑
k=0
(
2l0s
Ri
)k
(i = 1, 2), whih are onvergent for s < sM where sM = min(R1/2l0, R2/2l0).
Therefore, when deriving onditions (32), the integration range should be
restrited to |s| < sM . Beause of the exponential derease of ψl and fn at
large |s|, this will give exponentially small orretions to these onditions.
We assume that the ratios Ri/l0 are so large that we may neglet those
orretions.
2
The subsripts l and r stand for left and right, respetively. The point is that (30) an
be written as ψlLˆ = 0.
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Let us ompute the basi interfae up to the order l0. For n = 1, ondition
(32) gives
v1 =
1
R1
+
1
R2
(33)
beause
a0(α) =
∫
+∞
−∞
dsψlψr = B(2α + 1, 3− 2α)
does not vanish for α in the interval (0, 1). Here B denotes the Euler beta
funtion. The funtion a0(α) has the symmetri "U" shape in the interval
α ∈ [0, 1], with the minimum equal to 1/6 at α = 1/2, and the upper ends
reahing the value 1/3 for α = 0 and 1. The ondition (33) implies that the
surfae S obeys the following evolution equation
γ
K
~˙X~p =
2α− 1
2l0
+Kii . (34)
It formally oinides with the well-known Allen-Cahn equation [11℄.
Now Eq.(26) with n = 1 is redued to
Lˆφ1 = 0. (35)
It has the following solution whih vanishes at s→ ±∞
φ1 = C1(σ
i, t)ψr, (36)
where C1 is a smooth funtion of the indiated variables.
For n = 2, we obtain from formula (25), after taking into aount the
results (33) and (36),
f2 = (2sK
i
jK
j
i − v2)∂sφ0 + (3φ0 − α− 1)C21(∂sφ0)2
+2γ
K
(
−∂tC0 + gik ~X,k ~˙XC0,i
)
∂sφ0 + 2
1√
g
∂
∂σi
(
gik
√
gC0,k∂sφ0
)
. (37)
Straightforward integration over s as in (32) an be a little bit umbersome.
This alulation an be signiantly simplied with the help of the following
identity
2
∫
dsψl[3φ0 − (α + 1)]∂sφ0φn =
∫
ds∂sψlfn, (38)
where in the ase at hand n = 1. Identity (38) is obtained from Eq.(26)
by dierentiating both sides of it with respet to s, multiplying by ψl and
integrating over s, just as in the derivation of the integrability onditions
(32). The integrability ondition gives
a1(α)K
i
jK
j
i − v2 + 2γK
(
−∂tC0 + gik ~X,k ~˙XC0,i
)
+2∆2C0 + (2α− 1)gikC0,iC0,k + 2C0KijKji = 0, (39)
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where
∆2 =
1√
g
∂
∂σi
(√
ggik
∂
∂σk
)
is the Laplaian on the surfae S and
a1(α) = a0(α)
−1da0(α)
dα
.
For α from the interval [0,1℄ the funtion a1(α) is almost linear. In partiular,
a(0) = −3, a(1/2) = 0, a(1) = 3.
The integrability ondition (39) leaves the freedom of hoosing whether
we keep nonvanishing C0 or v2. It is lear that we an not put to zero both
of them unless KijK
j
i = 0 (then S is a plane). The hoie C0 = 0 gives
v2 = a1(α)K
i
jK
j
i . (40)
This implies a orretion to the Allen-Cahn equation of the form
γl0
K
δ1( ~˙X~p) = l
2
0v2,
where δ1(.) denotes the rst order orretion to ~˙X~p. In onsequene, there
will be a orretion to the solution
~X of the Allen-Cahn equation, and orre-
tions to gik and Kik. These orretions have to be taken into aount when
alulating fk with k ≥ 3. It is lear that this version of the perturbative
sheme is rather umbersome.
On the other hand, if we put v2 = 0, then the evolution of the surfae
S is still governed by the relatively simple Allen-Cahn equation (34). The
integrability ondition (39) is now saturated by the funtion C0  it has the
form of evolution equation for C0, namely
γ
K
[
∂tC0 − gik∂σk ~X ~˙XC0,i
]
−∆2C0 (41)
−(α− 1
2
)gikC0,iC0,k − C0KijKji = 12a1(α)KijKji .
Let us also hek the third integrability ondition. Formulas (20), (25)
give
f3 = −v3ψr + 2Kii(3KijKji − (Kii )2)s2ψr + 2γK ∂t(C1ψr)
+2γ
K
gir ~Xr ~˙X(C1ψr),i +
4γ
K
C0,i(g
ir ~Xr~˙pK
ir ~Xr ~˙X)sψr
+2sKijK
j
i ∂sφ1 − 2∆2(C1ψr) + 4sKii 1√g (
√
ggjkC0,kψr),j
− 4s√
g
(
√
ggjkK llC0,kψr),j +
8s√
g
(
√
gKjkC0,kψr),j
+2(3φ0 − α− 1)φ1φ2 + φ31, (42)
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where we have put v2 = 0. The term with φ2 ontains a new funtion C2
(see the Appendix), however this funtion will not appear in the integrability
ondition beause the integration over s eliminates the term proportional to
C2. This an be seen from the identity (38): on the r.h.s. of it we have f2
in whih C2 is not present. We see already from formula (42) that we an
hoose whether to keep nonvanishing v3 or C1. For the same reason as in
the ase of n = 2 we hoose v3 = 0, and the integrability is saturated by C1.
The resulting evolution equation for C1 has the following form
γ
K
[
∂tC1 − gik∂σk ~X ~˙X∂σiC1
]
−∆2C1 −KijKjiC1
−(α− 1
2
)gjk∂kC0∂jC1 = −
(
1
4
a2 + a1C0 + C
2
0
)
Kii [3K
k
jK
j
k − (K ll )2]
+2
[
gij∂jK
l
l − γK [gir(∂r ~˙X~˙p) +Kir(∂r ~X ~˙X)]
]
∂iC0(C0 +
1
2
a1) (43)
− 4√
g
∂j(K
jk√g∂kC0)(C0 + 12a1)− 2Kjk∂kC0∂jC0
[
1 + (2α− 1)(C0 + 12a1)
]
,
where
a2 =
a′′0
a0
.
It is easy to proeed to the seond and higher orders. Using formulas
from the Appendix one an write general solution φn of Eq.(26). It ontains
the funtion Cn(σ
i, t) whih obeys an equation analogous to (41) or (43).
This equation follows from the integrability ondition (32) with n replaed
by n + 2 if we put vn = 0. Due to identity (38), in the derivation of that
equation we do not need expliit form of φn+1. In the present paper we will
stop our onsiderations at the rst order.
In order to obtain a onrete basi interfae solution we have to speify
initial data for equations (34), (41), (43). There is no restrition on the initial
data, exept the obvious requirement that perturbative orretions of given
order should be small in omparison with the ones from preeding orders. In
partiular, l0C1 ≪ 1, l20C2 ≪ 1 and l0/Ri ≪ 1. If we onsider the interfae
solution only up to the rst order orretion (36) then a simpliation ap-
pears: without any loss in generality we may adopt the homogeneous initial
data
C0(σ
i, t = t0) = 0, C1(σ
i, t = t0) = 0. (44)
This an be justied as follows. Loal deformation of S by shifting a small
piee of it along the diretion ~p results in the orresponding shift of the
oordinate s. Therefore for any given basi interfae we an hoose initial
position of S suh that C0(σ
i, t = t0) = 0 in formula (22) for φ0. This an be
done at one instant of time, e.g., at the initial time. Values of C0 and position
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of S at later times are determined uniquely by Eqs.(34), (41), and in general
C0 does not vanish. Notie however that suh a shift wiil inuene terms of
the order l20 and higher in formula (25) for f  due to the expliit presene
of s in N, (N−1)ik f is not invariant under the translations s→ s+ C0.
The r.h.s. of Eq.(41) vanishes for α = 1/2, that is in the domain wall
ase. In this ase the initial ondition (44) implies that C0 = 0 for all times,
and in onsequene C0 disappears from the rst order perturbative solution.
As for C1, the reason for the homogeneous initial ondition is that the
interfae with the rst order orretion, that is
φ = φ0(s− C0) + l0C1ψr(s− C0), (45)
an be regarded as φ0(s − C0 + l0C1) to the rst order in l0, so again we
an anel C1 at the initial time t0 by suitably orreting the initial position
of the surfae S. Let us stress again that this works only at the xed time
instant.
The initial data (44) imply that at the initial time the order parameter
φ is equal to φ0(s). Hene, the only freedom in hoosing initial data for φ
we still have is position of the surfae S. When the seond and higher order
orretions are inluded one has to allow for more general than (44) initial
data for C0 and C1, nevertheless the initial form of φ always is uniquely xed
by these data and the initial position of the surfae S.
To reapitulate, the perturbative solution to the rst order has the form
(45) where φ0, ψr are given by formulas (22), (29), respetively. Formula
(45) gives dependene on s expliitly. The funtions C0, C1 are to be deter-
mined from Eqs.(41),(43) with the initial data (44). One also has to solve
Allen-Cahn equation (34). In ertain ases these equations an be solved
analytially, e. g., for spherial interfae disussed in next Setion. In gen-
eral ase one will be fored to use numerial methods. In omparison with
the initial evolution equation (3) the gain is that the equations for S, C0, C1
involve only two spatial variables σ1, σ2. Suh redution of the number of
independent variables is a great simpliation for numerial alulations.
The perturbative solution obtained above an be used in alulations
of physial harateristis of interfaes. In the following Setion we obtain
formulas for loal veloity and surfae tension of the interfae. In the Setion
5 we disuss evolution of a spherial interfae.
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4 Loal veloity and surfae tension of the in-
terfae
Let us apply the expansion in width in order to nd loal transverse veloity
and surfae tension of the interfae. We shall use the rst order solution
(45). The veloity is obtained from the ondition φ = onst. It does not
neessarily oinide with ~p ~˙X given by Allen-Cahn equation (34). Beause we
neglet terms of seond and higher order in l0, we may write φ in the form
φ0(s − C0 + l0C1) from whih we see that φ is onstant on surfaes given
in the omoving oordinates by the ondition s − C0 + l0C1 = s0, where s0
is a onstant. It follows from formula (12) that in the laboratory Cartesian
oordinate frame these surfaes are given by ~x0(σ
i, t), where
~x0(σ
i, t) = ~X(σi, t) + 2l0(s0 + C0 − l0C1)~p(σi, t).
The transverse veloity of the interfae is equal to ~˙x0~p. In order to alulate
it we take time derivative of ~x0, projet it on ~p, and use equations (34), (41),
(43) with the initial data (44). The result an be written in the form
γ
K
~p~˙x0 =
2α− 1
2l0
+
1
R1
+
1
R2
+ l0a1
(
1
R21
+
1
R22
)
+ l20a2
(
1
R31
+
1
R32
)
. (46)
The unit normal vetor ~p is direted from the isotropi phase (Φ = Φ0) to
the ordered phase (Φ = Φ+). In the next Setion we shall use formula (46)
in the ase of spherial droplets.
The surfae tension is another basi harateristis of the interfae. It
an be determined from a formula for free energy of the interfae, whih is
dened as follows. The surfae S uts the total volume of the sample into
two regions denoted below by I and II. Let us imagine that in region I there
is the homogeneous isotropi phase with onstant free energy density equal
to V (Φ−) = 0, and in region II the homogeneous ordered phase for whih
V (Φ+) = Kγv0/(96l
3
0C). The normal vetor ~p points to region II. The free
energy of the interfae is dened as the dierene
Fi = F − V (Φ+)VII ,
where VII denotes volume of the region II, and F is the total free energy of
the sample given by formula (1). We shall ompute Fi using the rst order
solution (45). Then, without any loss of generality we may put C0 = C1 = 0
at the given time, as argued in the preeding Setion, while the surfae S
remains arbitrary. Therefore, we need only φ0(s) = exp(s)/(1 + exp(s)).
Beause the dependene on the oordinate s = ξ/2l0 is expliit, we an
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integrate over s in the formula (1) for the free energy F . The volume element
and the gradient free energy are taken in the form
d3x =
√
Gdξdσ1dσ2,
∂φ
∂xα
∂φ
∂xα
= Gαβ
∂φ
∂σα
∂φ
∂σβ
.
Negleting terms quadrati in l0/Ri we obtain the following formula for the
free energy of the interfae
Fi =
∫
S
κ dA,
where
κ =
K2
96l30C
[
1− (π
2
3
− 2)(1− 2α)( l0
R1
+
l0
R2
)
]
(47)
an be regarded as the loal surfae tension of the interfae at the point
σ1, σ2. R1, R2 are the main urvature radia of the surfae S at that point,
and dA =
√
gdσ1dσ2 is the surfae element of S. Of ourse, this formula for
Fi an be trusted if l0/Ri ≪ 1.
For a spherial droplet of the ordered phase embedded in the isotropi
phase R1, R2 are positive (the signs follow from formulas given in Setion
2.2) and of ourse equal to the radius of the sphere. If α < 1/2, formula
(46) implies that the droplet grows (if its radius is large enough) beause
~p~˙x0 < 0 and ~p is the inward normal. In this ase the urvature orretion
diminishes the surfae tension, and κ inreases as the droplet grows. In the
reverse situation  the isotropi phase inside and the ordered one outside 
the urvature inreases the surfae tension and κ dereases as the droplet
grows.
In the ase of a growing droplet of radius R of the isotropi phase in the
ordered medium κ has the same dependene on the urvature. Here ~p is
the outward normal, α > 1/2, ~p~˙x0 > 0, and R1 = R2 = −R. Nevertheless
the values of surfae tension in both ases are dierent beause l0 present in
formula (47) depends on α, namely l0 ∼ (1 + α), see formula (57) below.
Notie that the rst order urvature orretion to κ vanishes in the domain
wall ase (α = 1/2).
5 Evolution of spherial interfae
Let us now apply the formalism developed in Setions 3 and 4 to evolution of
spherial droplets. We assume that α 6= 1/2 in order to exlude the relatively
simpler ase of the domain wall. The surfae S is parametrised by
~X0 = ∓R(t)~p(θ, ψ).
17
Here θ, ψ are the spherial angles, and ~p is the inward (outward) normal to
the sphere when α < 1/2 (α > 1/2). Thus, ~p ~˙X0 = ∓R˙, with the upper sign
orresponding to α < 1/2. The Allen-Cahn equation has the form
γ
2K
R˙ =
1
R∗
− 1
R
, (48)
where
R∗ =
4l0
|1− 2α| .
Integration of equation (48) yields the following formula
R(t)
R∗
+ ln |R(t)
R∗
− 1| = 2K
R2∗γ
t +
R(0)
R∗
+ ln |R(0)
R∗
− 1|. (49)
Evolution equation (41) for C0 now has the from
γ
2K
C˙0 − 1
R(t)2
C0 =
a1
2R(t)2
. (50)
It has the following solution
C0(t) = −a1
2
R∗
R(t)
R(0)− R(t)
R(0)− R∗ (51)
whih obeys the initial ondition C0(0) = 0.
Evolution equation for C1 is obtained from the general equation (43). For
the spherial bubble it has the form
γ
2K
C˙1 − 1
R2
C1 = ∓2(1
4
a2 + a1C0 + C
2
0)
1
R3
, (52)
where as usual the upper sign orresponds to α < 1/2. We do not know
expliit solution of this equation.
There are two ases when the spherial droplets grow: a droplet of the
ordered phase when α < 1/2, and a droplet of the disordered phase when
α > 1/2. In both ases formula (46) for the radial veloity of expansion r˙0
gives
γl0
2K
r˙0 =
|2α− 1|
4
− l0
R
+ |a1(α)|( l0
R
)2 − a2(α)( l0
R
)3. (53)
The expansion veloity is idential for all surfaes of onstant φ.
It is lear that there is a minimal R, let us denote by R
min
(α), suh that
r˙0 > 0. We have found numerially that
R
min
(α) =
R∗
z(α)
, (54)
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where the funtion z(α) is symmetri with respet to α = 1/2 and it has
values in the interval [0.866, 1.049℄. For example, z(0) = 0.866, z(0.1) =
0.984, z(0.20) = 1.045, z(0.3) = 1.040 z(0.4) = 1.012, z(0.5) = 1.0. Notie
that R
min
(α) diverges when α→ 1/2. Thus, in the Ginzburg-Landau model
nuleation of expanding droplets is possible only if we heat the ordered phase
to a temperature above T0, or ool the isotropi phase below T0.
For large time t, when the droplets are very large, the veloity r˙(t) be-
omes equal to the veloity of the planar interfae
r˙∞(α) =
K
2γl0
|1− 2α|,
as expeted. Notie that R
min
(α) and r˙∞(α) are not independent:
z(α)r˙∞(α)R
min
(α) =
2K
γ
.
Parameter α is related to the temperature:
α =
2θ
1− 2θ +√1− 4θ ,
where
θ =
8aC
9B2
(T − T∗)
is a redued temperature. T0 and Tc orrespond to θ = 2/9 and 1/4, or-
respondingly. The interval α ∈ [0, 1/2] orresponds to θ ∈ [0, 2/9], and
α ∈ [1/2, 1] to θ ∈ [2/9, 1/4]. The temperature dependene of l0 an be seen
from formula
l0 = (1 + α)
√
2KC
3B
, (55)
whih follows from the denition (9) after some algebrai manipulations.
R
min
is proportional to l0/|1− 2α|, whih an be written in the form
l0
|1− 2α| =
√
2KC
6B
4
|3√1− 4θ − 1| .
In the interval θ ∈ [0, 2/9], whih orresponds to T ∈ [T∗, T0], l0/|1 − 2α|
monotonially grows from
√
2KC/3B to innity.
Using formula (55) and the symmetry of z: z(1/2 − δ) = z(1/2 + δ), we
obtain the following relation
R
min
(1/2− δ)
R
min
(1/2 + δ)
=
3− 2δ
3 + 2δ
< 1, (56)
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where δ ∈ (0, 1/2). Thus, the minimal size of the droplets of the isotropi
phase whih appear and grow when α > 1/2 is signiantly larger than the
size of the droplets of the ordered phase whih an appear for α < 1/2.
The veloities r˙∞ depend on temperature. In partiular, omparing them
for temperatures below and above T0,
r˙∞(1/2− δ)
r˙∞(1/2 + δ)
=
3 + 2δ
3− 2δ > 1.
Hene, the droplets of the isotropi phase expand more slowly than the
droplets with φ ∼= 1 inside.
Our main goal in this paper has been to develop the perturbative expan-
sion for the urved interfaes. We plan to apply it to interfaes in liquid
rystals in a subsequent work. Nevertheless, just in order to get an idea
what our formulas predit, we have estimated l0 and r˙∞ for interfaes in
nemati liquid rystal MBBA. The model dened by formulas (1), (2) and
Eq.(3) an be related to de Gennes-Landau theory in a single elasti on-
stant approximation (L1 = K,L2 = 0). We take data found in [12, 13, 14℄:
T∗ ≈ 316K, a ≈ 0.021J/(cm3 · K), B ≈ 0.07J/cm3, C ≈ 0.06J/cm3 (after a
hange to our notation), and K ≈ 6 · 10−12N , γ ≈ 5.2 · 10−2kg/(m · s). We
have identied γ with the resaled rotational visosity γ1L1/K11 at a temper-
ature lose to T∗. Then, T0 − T∗ ≈ 1K, Tc − T∗ ≈ 1.2K. The width l0 and
the veloity r˙∞ of the planar interfae are given by the following formulas:
l0 ≈ 40(1 + α) · 10−8cm, r˙∞(α) ≈ 1.4 |1− 2α|
1 + α
cm
s
.
Notie that even for rather small droplets with the radius of several hundred
Ångström the ratio l0/R is rather small.
6 Remarks
1. We have shown how one an systematially ompute urvature orretions
to the transverse prole φ and to the loal veloity r˙0 of the interfae. Due
to the presene of funtions Ck evolution equation for the surfae S has
the relatively simple form (34) and there are no urvature orretions to it.
The formalism for interfaes is a generalisation of the one onstruted for
domain walls [3, 4, 5℄. The main new ingredients are the C0 funtion and the
(2α − 1)/l0 term in Allen-Cahn equation (34). By inluding them we have
signiantly enlarged the range of physial appliations of the perturbative
sheme. This justies the present publiation.
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2. The model we have onsidered is speial in the sense that the exat pla-
nar interfae solution φ0 is known. Moreover, the solutions of the equations
Lˆφn = fn are given (almost) expliitly too, beause the one dimensional in-
tegrations in formula (60) below an be easily alulated numerially. Here
the ruial point is that we know expliitly the two linearly independent so-
lutions ψr and ψ2 of the homogeneous equation Lˆψ = 0. In other models, the
analogs of φ0, ψr, ψ2 an be found at least numerially beause the pertinent
equations are relatively simple dierential equations with the single indepen-
dent variable ξ (or s after a resaling). In our perturbative sheme we need
to perform expliitly only integrals over s, as in integrability onditions (32)
or in formula (60) for φ˜n. Suh integrals an easily be alulated numerially
also in the ase when only numerial solutions φ0, ψr, ψ2 are known.
3. In our approah, in order to desribe the evolution of urved interfae
we introdue the surfae S, and the funtions Ck whih an be regarded as
auxilliary elds dened on S and oupled to extrinsi urvatures of it. The
orresponding evolution equations, that is Allen-Cahn equation (34)for S
and equations (41), (43) and analogous ones for Ck, have one independent
variable less than the original equation (3). This is signiant simpliation
from the viewpoint of both omputer simulations and analytial approahes.
Therefore we think that our perturbative sheme is an interesting tool for
investigations of dynamis of interfaes in Ginzburg-Landau eetive models.
4. The perturbative solution we have presented above is based on the planar
homogeneous interfae φ0(s). Moreover, the dependene on the transverse
oordinate s is uniquely xed by the perturbative sheme one the initial
position of the surfae S and initial data for the funtions Ck are xed. This
means that in our sheme we obtain a speial lass of interfaes, distinguished
by the partiular form of the dependene on s. In other words, the trans-
verse proles of the interfaes provided by the perturbative solution are not
arbitrary. Intuitively, the interfaes an be regarded as the planar interfae
folded to a required shape at the initial instant of time, and modied by
neessary urvature orretions. Therefore, it seems appropriate to regard
the urved interfaes obtained in our paper as the basi ones. More general
interfaes ould be obtained by hoosing more general initial data and solv-
ing Eq.(3). For suh generi interfaes no analyti perturbative approah is
available.
5. One of advantages of a systemati perturbative approah is that one an
make trustworthy estimates of negleted ontributions and in onsequene to
hek whether a given perturbative result is reliable. Formalism with that
level of ontrol an be used in order to make straightforward preditions of
dynamial behaviour of an interfae, but perhaps more important appliation
is to "inverse problems", that is determination of parameters of Ginzburg-
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Landau eetive theory. From dynamial behaviour of the interfaes one
ould reliably infer what values have parameters of the model. For example,
for a given liquid rystal one ould experimentally determine oeients in
front of higher powers of the order parameter like Φ5,Φ6 or terms of the type
Φ∂αΦ∂αΦ in the formula for free energy F . For a disussion of the form of
F for liquid rystals see, e.g., [16℄.
One ould try to generalize our perturbative sheme for alulating the
urvature orretions to interfaes oupled to a noise. In that ase the r.h.s.
of Eq.(3) would ontain an external stohasti fore whih in partiular would
lead to utuations of the planar interfae. In our formalism the dependene
of, e.g., the surfae tension κ on urvature radia Ri is expliit and it omes
from purely geometri quantities like the metri tensor or Jaobian, while nu-
merial oeients in front of powers of l0/Ri are given by integrals over the
s oordinate and they are determined essentially by properties of the planar
interfae. Therefore, one may expet that if the stohasti fore is present,
values of these integrals would have to be averaged over the stohasti en-
semble. This is another interesting diretion in whih one ould ontinue the
present work.
7 Appendix A. The equations Lˆφn = fn
In order to determine φn we have to solve Eq.(26). Using standard methods
[15℄ it is not diult to obtain appropriate solution.
Let us shift the variable s,
s = x+ C0,
in order to remove funtion C0 from φ0 present in the operator Lˆ. Then
Eq.(26) aquires the following form
L˜φ˜n(x, σ
i, t) = f˜n(x, σ
i, t), (57)
where
L˜ =
1
2
∂2
∂x2
+ (α− 1
2
)
∂
∂x
− α + 2(α+ 1)φ˜0(x)− 3φ˜20(x),
f˜n(x, σ
i, t) = fn(x+ C0, σ
i, t), φ˜n(x, σ
i, t) = φn(x+ C0, σ
i, t),
and
φ˜0(x) =
exp(x)
1 + exp(x)
.
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In the rst step we nd two linearly independent solutions of the ho-
mogeneous equation L˜ψ˜ = 0. The zero mode ψr(x) is one solution of this
homogeneous equation, and the other one has the form
ψ2(x) = ψr(x)h(x),
where ψr = dφ˜0/dx and
h(x) = − 1
2α+1
exp[−(2α + 1)x]− 1
α
2 exp(−2αx) (58)
+ 6
1−2α [exp[(1− 2α)x]− 1] + 11−α2 exp[2(1− α)x] + 13−2α exp[(3− 2α)x].
For α → 1/2 the rst term in seond line redues to 6x. Having those
solutions one an onstrut the relevant Green's funtion and the solution
φ˜n,
φ˜n(x, σ
i, t) = −2ψr(x)
∫ x
0
dyψl(y)h(y)fn(y, σ
i, t)
+2ψ2(x)
∫ x
−∞ dyψl(y)fn(y, σ
i, t) + Cn(σ
i, t)ψr(x), (59)
where
ψl(y) = exp[(2α− 1)y]ψr(y).
The funtions Cn, n = 1, 2, ..., are utilised to saturate the integrability on-
ditions (32).
The solution of Eq.(26) is given by the formula
φn(s, σ
i, t) = φ˜n(s− C0, σi, t).
8 Appendix B. Stability of the interfae
Signiane of our theoretial analysis of the interfaes depends on their
stability with respet to small perturbations. It is suient to hek the
stability of the planar interfae beause our perturbative solution is based on
it. Mathematially, the stability is related to the sign of eigenvalues of ertain
operator, and it is a model dependent property. Considerations presented
below apply to the model dened by formulas (1-3), of ourse. In this ase
the linearised evolution equation for small amplitude perturbations δφ of the
planar interfae φ0(s), formula (19), in the omoving referene frame has the
form
2l20γ
K
∂tδφ = Lˆδφ+ 2l
2
0(∂
2
x1 + ∂
2
x2)δφ,
where Lˆ has been given below formula (24), and x1, x2 are the two Cartesian
oordinates in the plane of the interfae. Beause Lˆ does not depend on
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x1, x2, we may pass to Fourier modes δ˜φ of δφ with respet to these oordi-
nates. After the substitution
δ˜φ = exp[(
1
2
− α)s]Ψ
we obtain the following equation
−2l
2
0γ
K
∂tΨ = NˆΨ,
where
Nˆ = −1
2
∂2s +
1
2
(α+
1
2
)2 + 2l20k
2 − 2(α + 1)φ0 + 3φ20,
with k2 = (k1)
2 + (k2)
2, k1, k2 being the wave numbers Fourier onjugate
with x1, x2.
Notie that
Ψ0 = exp[(α− 1
2
)s]ψr,
where ψr is the zero-mode given by formula (29), is eigenfuntion of the
Hermitean operator Nˆ . The orresponding eigenvalue is equal to zero. Be-
ause Ψ0 does not vanish at any nite s, it represents "the ground state" of
a titious system with Nˆ as "the Hamiltonian". Hene, all other eigenval-
ues of Nˆ are stritly positive. Moreover, looking at "the potential" in "the
Hamiltonian" Nˆ one an see that the zero eigenvalue and the next one are
separated by a nite gap. The eigenmode Ψ0 orresponds to a parallel shift
of the interfae as a whole in the x3 diretion. All other eigenmodes deay
exponentially with a harateristi time equal to tc = 2l
2
0γ/(Kλ), where λ de-
notes the orresponding eigenvalue. Thus, the planar interfae in our model
is stable. Consequently, also the urved interfaes are stable with respet to
small perturbations provided that their urvature radia are large enough for
validity of our perturbative expansion.
Let us point out that from point of view of appliations in ondensed
matter physis even unstable interfaes an be interesting if unstable modes
grow in time so slowly that the interfae manages to travel aross the sample
before these modes beome visible. The interfae has nite normal veloity
~p~˙x0, formula (46), and in any real experiment the sample oupies a nite
volume.
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