In this paper the m-dimensional extension lFqm of the finite field Fq of order q is investigated from an algebraic point of view. Looking upon the additive group 0Fq~, +) as a cyclic module over the principal ideal domain lFq[x], we introduce a new family of polynomials over Fq which are the additive analogues of the cyclotomic polynomials. Two methods to calculate these polynomials are proposed. In combination with algorithms to compute cyclotomic polynomials, we obtain, at least theoretically, a method to determine all elements in IFq~ of a given additive and multiplicative order; especially the generators of both cyclic structures, namely the generators of primitive normal bases in Fq~ over Fq, are characterized as the set of roots of a certain polynomial over Fq.
Introduction
Let q > 1 be a prime power, lFq the finite field of order q and lFq[x] the ring of polynomials over Fq in the indeterminate x. The m-dimensional extension F~,, over Fo is a Galois extension with cyclic Galois group of order m which is generated by the Frobenius automorphism a:lFqm ~ Fqm, c~-~ eq.
Being a cyclic group of order q" -1, the multiplicative group (F'm, .) is a cyclic 2~-module and its generators are the primitive roots of lFq~. In [3] these elements are called primitive roots of the first kind.
A normal basis of 1Fq~ over lFq is a basis of the form (~, eq,..., eqm-1). a is called a free root in Fqm over Fq. It is well known that there always do exist normal bases in Fqm over IFq (see e.g. [6, 10] ). In [10] all quoted facts concerning finite fields may be found. Generators of normal bases are called primitive roots of the second kind in [3] .
The following result has its origin in O. Ore's publications [14] and [15] . It is also dealt with in the papers [3] , [-5] and [9] , being an essential aspect which shows that the multiplicative and additive groups of the extension Fqm over Fq are very similar. The generators of the two cyclic module structures are very important for representing and computing the elements of finite fields. Therefore they have an essential role in applications, e.g. coding theory or cryptography (see e.g. [11, [21, [101, [11] , [13] ).
In order to keep this paper self-contained, we will prove some results on finite cyclic modules over principal ideal domains in Sect. 2. The application of these facts to finite fields will imply some known theorems from [9] and [101.
In [31, [5] and [91 advantage is taken of the analogy of both group structures in lFqm (regarding certain principal ideal domains) to apply the Vinogradov criterion, a sufficient condition for primitive roots (see [8] ; also used in [41 and [7] ) to the additive group 0Fq~, + ). Consequently one obtains a sufficient condition for free roots. Both conditions (Vinogradov criterion and the additive analogue) are fundamentally important for the proof of (1.3) Theorem (Lenstra and Sehoof [9] In this paper further known results on cyclic groups will be applied to (Fqm, + ) as a module over Fq[X]: In Sect. 3, generalizing the cyclotomic polynomials, we will obtain a new class of polynomials over Fq[X] which we have called n-polynomials. The roots of a n-polynomial are exactly the elements in lFq~ of a given additive order over Fq. By using the M6bius inversion formula we obtain an explicit representation for n-polynomials. As this representation is merely of theoretical interest, we discuss a recursive algorithm to calculate n-polynomials in Sect. 4. This algorithm is the analogue of the already known method to compute cyclotomic polynomials over the field of rational numbers quickly (c.f. [11] ).
Theorem (1.3) says that the (qm _ 1)th cyclotomic polynomial in F~[x] and the n-polynomial, whose roots are the free roots in Fq~ over Fq, have a greatest common divisor of degree greater than 0. This is the polynomial with roots being exactly the generators of primitive normal bases. The algorithms mentioned above in combination with the Euclidean algorithm in particular give at least a theoretical method to compute this (in most cases pure) nontrivial factor of the (qm 1)th cyclotomic polynomial and consequently a method to calculate primitive (and free) roots in general.
Finite, Cyclic Models over Principal Ideal Domains
In this section M denotes a finite, cyclic module over a principal ideal domain R satisfying [RI = oo. We first introduce some notation:
For an element e of M let (e):= {re: r~R} be the R-submodule of M generated by e. AnnR(e):= {rsR:re= 0} denotes the annihilator ideal of e. The generator Ord g (e) of Anng (e) is called the R-order ofe. The generator of AnnR (M): = {rER: re = 0 for all eEM} is denoted by OrdR(M).
Ordg (e) and Ordg (M) are uniquely determined modulo the group of units in R. Being a module over R, (e) is isomorphic to the factor module R/Ann R (c~).
As we are only interested in ring elements of the form r = OrdR (~) for a suitable (~M, we may assume, without loss of generality, that R/(r) is finite for all reR -{0}. (Here (r) denotes the ideal generated by r). Let (bR(r) denote the number of generators of the module R/(r).
To be able to determine (bR(r) for all reR-{0}, we first list some elementary properties which can be found in many algebra books (e.g. [6] , [12] ). 
.. a,).
We are now able to compute (bR(r) for all reR-{0} by using the prime decomposition of r in R. 
Proof.
(i) follows immediately from (2.1)(i) and the definition of (be.
(ii) is an application of (2.1)(ii) and (iii): The next result is a generalization of the structure theorem on finite cyclic groups in [6] . We skip the easy proof. We close this section with the M6bius inversion formula (c.f. [6] ) which will be applied in Sect. 3. 
(2.6) Theorem (Mfbius inversion formula). Let h and H be two mappings of R into a (multiplicatively written) abelian group G. Then for every b~R-{0}

H(b) = [I h(r) if and only if h(b) = 1-I H(r) u~b/*)
A Characterization of the Elements in IFqm over IFq
The algebraic structure of IFqm over IFq essentially depends on the following three facts.
( Therefore the role of ~ in IFq~ is described by the triple (deg (~), ord (~), Ord (~)). We define ord (0):= or. The following Lemma (3.2) (c.f. [9] ) shows that the degree of ~ is already specified by the quantities ord(~) and Ord(~) respectively. First some notation is required. , then by definition e is the smallest positive integer satisfying fix e-1 and therefore minimal with (x "-1)oa=aqe-a=0. So {a t) is the Galois-group over {IFq, e), the field generated by lFq and e (as in the first section, a denotes the Frobenius-automorphism of Fq,, over Fq). This also yields e = deg(c 0. [] After having proved that a is characterized by the pair (ord (e), Ord (~)), we are now going to discuss a problem L. Carlitz partially has dealt with in [3] . Lemma (3.2) yields a necessary condition on the pair and therefore shows that (3.3) cannot hold in general. We call a pair (a, f) satisfying orda(q)= Ords(x ) a nontrivial one.
Theorem (1.3) of Lenstra and Schoof implies that there always exist elements of the type (q~ -1, x ~ -1) in IFr over Fq.
In this section we want to show, how at least theoretically one can compute all primitive and free roots (generators of primitive normal bases) in Fq~ over lFq and, more generally, all elements of a given nontrivial type (a, f). We are therefore going to introduce a new family of polynomials, being the additive analogues of the cyclotomic polynomials. We call P(f ; x) the ~-potynomiat over lFq belonging to f.
Next we state a well known theorem which is proved in [10] by applying the M6bius inversion formula. On the other hand, every element e of order e dividing f lies in Uf, whence Ur is exactly the set of roots of the associated q-polynomial F of f (c.f. (1.2) (ii)). We therefore obtain
H P(e; x) = H (x -fl) = F(x).
elf fleU f e monic Setting H(f):= F and using the MSbius inversion formula (2.6), we obtain the desired representation of P(f;x). [] The following theorem is a direct consequence of (3.5), (3.6) and (3.2). and
Q(15;X)=xS"Ji-X7-I-X5"JvX4-I-X3-I-XAv
The greatest common divisor of these polynomials is x 4 + x a + 1, hence there exist exactly four elements which are primitive and free in F16 over F2.
In the Table 1 we have listed all irreducible polynomials of degree 1, 2 or 4 in lF2 [x ] with corresponding multiplicative and additive orders of their roots. Examining all non-trivial pairs, we see that there are no elements of the type (5, X 3 + X 2 -[-X -[-1). This is a contradiction and we obtain that there do not exist elements in Fq2 over Fq of nontrivial type (qZ _ 1, x + 1).
Consequently, any primitive root in Fq2 is a free root over Fq.
A Recursive Method for Calculating 7r-Polynomials
In H. Liineburg [11, w a quick method to compute cyclotomic polynomials over the field of rational numbers is presented. In this section, advantage will be taken of a similar strategy to describe how n-polynomials can be calculated recursively. If f is a monic divisor of x m -1 in Fq[x], we will call an element c~ of A: (c.f. (3.4) (ii)) a generating root off. Furthermore we denote by P: the n-polynomial P(f ; x). By defining
we introduce a new multiplication in lFq [x] (again G denotes the associated q-polynomial belonging to g). As P: and P:g are relatively prime, together with (4.1) we obtain that likewise their product is a divisor of P:Gg. As P:P:o and P:Q9 are monic polynomials, now it suffices to show that their degrees are equal.
With (2.1), (2.2), the assumption that f and g are relatively prime and the fact that deg (P:
Furthermore, considering that g is irreducible, with (2.2) (iii) we obtain ~q(g) = qdegtg)__ 1 and therefore deg Proof According to (4.1) the polynomial Ps0 is a divisor of PIQg-As both polynomials are monic, it again suffices to prove the equality of their degrees. We have (see also the proof of (4.2)) 
1.
Step -(Determination of Q63(x):= Q(63; x), the 63rd cyclotomic polynomial over
F2):
We use the algorithm in [11, w (la) 63 = 32.7. (ld) Q63(x) = Q21(x a) = X 36 -~-X 33 -~-X 27 -~-X 24 + X 18 -]-X 12 At-X 9 -t-X 3 -~-1.
2.
Step -(Determination of Px6_ x):
We use the algorithm above.
(2a) x 6 -1 = (x + 1)2(x 2 + x + 1) 2 over F 2.
(2b) Px+I =( x2 + x) "x-1 =x+ 1.
(2c) Px3+x = Pt~+l).t~2+~+l) = (( x+ 1)@( xz+x+ 1))'(x + 1) -1 =(x4 + x 2 +x+ 1)'(x + 1) -1 =X 3 +22 -1-1.
