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Abstract—Over the last years, a great success of deep neural
networks (DNNs) has been witnessed in computer vision and
other fields. However, performance and power constraints make
it still challenging to deploy DNNs on mobile devices due to their
high computational complexity. Binary neural networks (BNNs)
have been demonstrated as a promising solution to achieve this
goal by using bit-wise operations to replace most arithmetic
operations. Currently, existing GPU-accelerated implementations
of BNNs are only tailored for desktop platforms. Due to architec-
ture differences, mere porting of such implementations to mobile
devices yields suboptimal performance or is impossible in some
cases. In this paper, we propose PhoneBit, a GPU-accelerated
BNN inference engine for Android-based mobile devices that fully
exploits the computing power of BNNs on mobile GPUs. PhoneBit
provides a set of operator-level optimizations including locality-
friendly data layout, bit packing with vectorization and layers
integration for efficient binary convolution. We also provide
a detailed implementation and parallelization optimization for
PhoneBit to optimally utilize the memory bandwidth and comput-
ing power of mobile GPUs. We evaluate PhoneBit with AlexNet,
YOLOv2 Tiny and VGG16 with their binary version. Our
experiment results show that PhoneBit can achieve significant
speedup and energy efficiency compared with state-of-the-art
frameworks for mobile devices.
I. INTRODUCTION
In the past years, deep neural networks (DNNs) have
brought great opportunities and revolutions for many intelli-
gence applications such as automated vehicles and natural lan-
guage processing. A great success of DNN has been achieved
in boosting the performance of the classification accuracy.
Being ubiquitous, there is an increasing interest in applying
DNNs to mobile environments. DNNs cannot only enhance
the performance of mobile applications, but also pave the way
toward more intelligent uses of mobile devices [11]. Therefore,
as an important impetus towards mobile intelligence, many
recent developments in deep learning are tightly connected to
tasks meant for mobile devices.
Despite the fact that DNNs are highly useful when deployed
on high-end devices, deploying DNNs on mobile devices
is still a challenging task because DNNs require too much
memory and computing power which significantly exceeds the
resource capabilities of current mobile devices and will drain
out the battery soon. In addition, DNN continues to get deeper
and larger. This trend makes the deployment of DNNs on mo-
bile devices even more challenging. As a consequence, there is
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an increasing research interest in reducing the computational
and memory requirements of DNNs [17].
Binary neural networks (BNNs) proposed in [3] have been
demonstrated as a promising solution for mobile computing
due to their significantly reduced model size and the com-
plexity of arithmetic operations. Using bit-wise operations to
replace floating-point operations, BNN can achieve a signifi-
cant model compression as well as speedup on accelerating
the inference at the cost of small accuracy loss. Despite
these results are highly promising, GPU-accelerated BNN
inference engine and its highly optimized implementation
are still not available yet for mobile devices. While there
exists a number of designed deep learning frameworks [7],
[18], [1], [12] for mobile devices, most of them are however
designed for accelerating general CNN models with full or
half precision [5]. In the original paper of BNN [3], [15],
only a proof-of-concept implementation has been provided
to show the performance of BNN. In the implementation,
binary weights and activations in BNN are still represented by
floating-point values for proof-of-concept purposes. Recently,
Pedersoli et al. [13] designed an BNN inference library which
was written in CUDA and tailored only for desktop platforms.
However, because of architecture differences, mere porting of
such libraries to mobile devices yields suboptimal performance
or is even impossible in some cases.
In this paper, we present PhoneBit, a GPU-accelerated
BNN inference engine for Android-based mobile devices that
explores both software and hardware-level optimization oppor-
tunities of BNNs on mobile GPUs. PhoneBit provides a highly
optimized framework for execution of BNNs that explores
efficient BNN operators to apply high-level optimizations
on mobile devices. Using these operator optimizations, an
inference of BNN can be effectively executed with minimal
memory footprint during run-time. PhoneBit is implemented
as a stand-alone inference engine for BNNs with OpenCL,
a GPU programming language supported by most mobile
GPU architectures. To enable real-time and highly efficient
BNN implementations on mobile GPUs, we present the de-
tailed parallelization optimization practices when implement-
ing PhoneBit with OpenCL. The contributions of this work
can be summarized as follows:
• We present PhoneBit framework for exploiting computing
power of BNNs on mobile GPUs in a systematic way.
• We propose a set of operator-level optimizations in-
cluding locality-friendly data layout, bit packing with
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vectorization and layers integration for efficient binary
convolution.
• We provide a detailed implementation and parallelization
optimization for PhoneBit to optimally utilize the mem-
ory bandwidth and computing power of mobile GPUs.
We evaluated PhoneBit using real world workloads on two
mobile platforms with different SoCs: Snapdragon 820 and
Snapdragon 855. Experimental results show that PhoneBit can
achieves up to 38× speedups and 89× energy efficiency over
existing GPU-based frameworks.
II. RELATED WORK
Binary Neural Networks. BNNs are deep neural networks
that use binary values for activations and weights, instead
of full precision values. BNNs are good candidates for deep
learning implementations on FPGAs and ASICs due to their
bitwise efficiency. Accelerating BNN inference at hardware
level has been intensively investigated in [10], [9]. How-
ever, these solutions are not versatile as they are hardware-
specifically dependent. In general, mobile computing requires
the versatility on the applications, i.e., applications developed
for one vendors platform can also execute on other vendors
platforms. Regarding software-based solutions, BMXNet [22]
is an open-source BNN library based on MXNet, which is
mainly designed for desktop platforms. Recently, Pedersoli
et al. [13] presented an BNN inference library Espresso
which was written in CUDA. In [13], the optimization for
binary matrix multiplication kernels was discussed. However,
the more advanced optimizations such as layer integrations
are not presented yet. In addition, Espresso is only tailored
for desktop/server GPUs and cannot be applied on resource
constrained mobile devices because of architecture differences.
Deep Learning Framework for the Mobile. There are many
studies designed deep learning frameworks for mobile devices.
These frameworks include TensorFlow Lite (TFLite) from
Google [18], Caffe2 from Facebook [1], PaddlePaddle Lite
from Baidu [12], CoreML from Apple [2], and CNNdroid [7].
However, most of the existing mobile libraries are limited
to CPU/GPU acceleration for the computations of general
CNN models with full or half precision [5]. Currently, TFLite
supports 8-bit network quantization only for CPUs. Network
quantization on GPUs is not supported yet in TFLite. To the
best of our knowledge, such GPU-accelerated BNN libraries
are not available yet on mobile platforms.
III. BACKGROUND
A. Mobile GPU Architecture
Now, emerging programming models such as OpenCL have
been supported by mobile GPUs. GP-GPU computing in
mobile devices becomes possible. However, due to the strict
area and power constraints, mobile GPUs have some big
differences from server/desktop GPUs [7]. In mobile GPUs,
the ability of powerful parallel computation relies on parallel
computing units called compute units (CUs). Each CU is
composed of several parallel ALUs. Fig. 1 illustrates the
architecture overview of Qualcomm Snapdragon 855 SoC that
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Figure 1. Architecture overview of Qualcomm Snapdragon 855 SoC inte-
grated with Kryo 485 CPU and Adreno 640 GPU.
integrates a mobile GPU named Adreno 640 consisting of 2
CUs. Each CU in Adreno 640 GPU contains 192 ALUs with
SIMD operations.
Compared with server/desktop GPUs, mobile GPUs have
limited processing resources. A state-of-the-art desktop GPU
usually have thousands of ALUs and thousands of KBytes
of L1/shared memory on-chip in total. Meanwhile, a state-of-
the-art mobile GPU like Adreno 640 produced by Snapdragon
only has 384 ALUs and 1024 KBytes graphics memory on-the
chip. Under such limited computational resources, it is more
challenging to build high-performance programs on mobile
GPUs, especially for DNN-based applications when compared
to desktop GPUs.
B. Binary Convolution Operation
In BNN, the weights are binarized, which drastically re-
duces memory size and accesses. To achieve efficient convolu-
tion operators, dot production in binary convolution operation
can be replaced by xor (for multiplications) and popcount
(for accumulations), as presented in Eqn. (1). ~A and ~B are
binary vectors of length Len while ai and bi are the ith binary
elements in ~A and ~B, respectively.
~A · ~B = Len− 2× (popcount(xor(ai, bi))) (1)
The input of the convolution layer typically comes as im-
ages, which conflicts with the requirement of binary input for
the binary convolution layer. In PhoneBit, we follow [3] and
split the input I into bit-planes Ii. Then, binary convolution
is operated on bit-plane Ii and binary weights W . The output
s can be obtained by summing up the convolution of all bit-
planes.
s =
8∑
n=1
2n−1 < Ii ·W > (2)
where Ii is the bit-plane after splitting and <> denotes a
binary convolution operation.
IV. THE OVERVIEW OF PHONEBIT FRAMEWORK
This section provides a high level overview of PhoneBit
framework that significantly simplifies the deployment of BNN
on mobile devices. In the PhoneBit framework, nearly all
common types of BNN layers are well supported such as
convolution, pooling, batch normalization, and dense (i.e. fully
connected) layers. We implement PhoneBit as a stand-alone
GPU-accelerated inference engine for BNNs using OpenCL on
mobile devices. Fig. 2 summarizes execution steps involved in
deploying trained BNN models on mobile devices. PhoneBit
first takes a model trained by existing BNN training frame-
works and provides a set of scripts to transform it into the
Trained 
BNN Model
Upload to 
mobile 
devices
Use API to construct 
network with C++
Preparation
Convert to 
PhoneBit format
Inference 
Inference
Result
Optimization
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Figure 2. Execution steps in deploying trained BNN models on mobile
devices.
compressed PhoneBit format. Once the trained BNN model
is generated and uploaded to mobile phones, the BNN model
can be deployed on mobile phones in a few simple steps. A
code snippet of the corresponding C++ inference interface is
presented in Fig. 3. In a few lines of code, a user can call
the PhoneBit APIs to construct networks under the PhoneBit
framework and get a deployable module for BNN using GPUs
on mobile phones.
/ / ( 1 ) I n i t a l i z a t i o n ( P r e p a r i n g I n p u t and Pack ing Weights )
. . .
/ / ( 2 ) C o n s t r u c t Network and Forward ing
/ / l a y e r 1
conv1 . b fo rward S (&img , &p a d d i n g s i z e 1 , &k e r n e l s i z e 1 , &
s t r i d e 1 , &w1 , &bn1 ) ;
poo l1 . fo rward S (&conv1 . out , &s i z e 1 , &s t r i d e p 1 , MAX) ;
/ / l a y e r 2
conv2 . bforward64 S (& poo l1 . out , &p a d d i n g s i z e 2 , &
k e r n e l s i z e 2 , &s t r i d e 2 , &w2 , &bn2 ) ;
poo l2 . fo rward S (&conv2 . out , &s i z e 2 , &s t r i d e p 2 , MAX) ;
/ / add more l a y e r s
. . . . .
Figure 3. Code snippet for the BNN deployment using PhoneBit
V. OPTIMIZING BINARY OPERATIONS
PhoneBit framework exploits efficient binary neural network
operators to apply high-level optimizations on mobile phones.
It implements many operator-level optimizations, including:
locality-friendly data layout, which enables efficient memory
access; bit packing with vectorization, which packs bits on
channel direction; and layer integration, which integrates mul-
tiple operations in different layers together. In this section, we
will present these optimization techniques for efficient binary
neural network operators in detail, with a focus on binary
convolution.
A. Channel Compression
In BNN, matrix multiplications can be efficiently executed
by utilizing the binary instructions xor and popcount when
working with binarized weights and input data. In PhoneBit,
we pack the bits in channel dimensions into multiple com-
pressed bytes (or other data type such as short with 16-bit and
int with 32-bit), and then perform a compressed convolution
on compressed tensor and filters.
1) Data Layout: In BNN, we require to compress the
bits in channel dimensions to achieve compressed tensors
for efficient convolution operations. This determines that the
channel dimension is the best choice along which bit packing
should be conducted. Rather than using the NCHW data
layout, the default setting adopted in mainstream deep learning
frameworks such as Caffe [1] and Torch [20], PhoneBit
use NHWC data layout to achieve efficient bit-packing. In
PhoneBit, we use T = RH∗W∗C to represent the tensor, where
h ∈ [0, H], w ∈ [0,W ], and c ∈ [0, C] represent the tensor di-
mensions of height, width, and channel, respectively. A minor-
to-major dimension order of tensor A is row-major order with
interleaved channels. By using internal data layouts for BNN
execution, channel-packing can be effectively performed along
the channel dimension with efficient memory access when
unrolling a tensor, as well as efficient bit operations when
performing convolution computation.
2) Bit Packing: Mobile GPU uses a SIMD model with
various additional constraints that make it more efficient.
OpenCL supports built-in vector data types [19] which are
defined with the type name, i.e., uchar, ushort, uint, and
ulong followed by a literal value n that defines the number
of elements in the vector. Supported vectorization values of
n are 2, 4, 8, and 16. To maximize vector unit utilization,
PhoneBit uses these built-in OpenCL APIs in its kernel code
for efficient bit-wise operations. PhoneBit supports parallel bit-
wise operations in different parallelization granularity from
8-bit to 1024-bit1. To achieve massive parallelism of BNN
executions, PhoneBit selects the optimal bit packing strategy
and computing kernel according to channel dimensions.
B. Layer Integration
In general, convolutional operations in BNN consist of
three layers, including binary convolution, batch-normalization
(BN), binarization layers. The layer overflow that transmits
data among different layers requires expensive data movement
operations that copy and write tensors for several times
during the inference. In addition, deploying a BN layer will
further introduce floating-point computations and increase the
computation burden. To resolve these issues, we propose a
layer integration technique that combines multiple operators
in these layers into a single kernel without saving the interme-
diate results in memory. This optimization can greatly reduce
execution time for mobile GPUs.
Now, we will mathematically show how these three layers
can be aggregated as one integration operator. For ease of
presentation, we denote x1 as the result of binary convolutional
computation without considering the bias b and x2 as the
output of binary convolution layer. Therefore, we have:
x2 = x1 + b (3)
In the BN layer, let x3 be the output of a BN layer, γ and β
denote the trainable parameters, µ and σ are estimated from the
sample mean and sample variance of mini-batch, respectively.
The transformation can be presented as follows:
x3 = γ · x2 − µ
σ
+ β (4)
Substituting x2 in Eqn. (4) using Eqn. (3). x3 can be repre-
sented as follows:
x3 =
γ
σ
· (x1 − ξ) (5)
where ξ is determined as2:
ξ = µ− β · σ
γ
− b (6)
1Using ulong16 to achieve 1024-bit vectorization
2According to [8], the convolutional channel with γ = 0 can be pruned.
Thferefore, we do not consider the case with γ = 0.
Note that ξ can be computed in the off-line stage without
increasing the runtime computation burden. Then, x3 is bina-
rized to the output x4 after a BN layer. Therefore, we have:
x4 =
{
1 if x3 ≥ 0
0 otherwise
(7)
From Eqn. (5), we know the parameters of γ and ξ determine
the sign of x3. Therefore, we can easily transform the trans-
formation functions above as an integrated one, as presented
in Eqn. (8).
x4 =

1 if x1 ≥ ξ and γ > 0
0 if x1 < ξ and γ > 0
1 if x1 ≤ ξ and γ < 0
0 if x1 > ξ and γ < 0
(8)
VI. PHONEBIT IMPLEMENTATION AND PARALLELIZATION
OPTIMIZATION
In this section, we provide a highly optimized GPU-
accelerated implementation for PhoneBit. We implement
PhoneBit as a stand-alone inference engine for BNNs with
OpenCL, a GPU programming language supported by most
mobile GPU architectures. Major optimization steps, such as
workload optimization, avoiding branch divergence, memory
optimization, are provided to demonstrate the effectiveness of
the optimization practices when implementing PhoneBit.
A. Memory Optimization
Optimization techniques for the computational efficiency
of the binary operations have been discussed in Section V.
PhoneBit has intricate data structures and their memory behav-
ior has significant impact on the performance. In this section,
we focus on the memory efficiency of PhoneBit and present the
following memory optimization techniques used in PhoneBit.
1) Vectorized Load/Store: We first use vectorized load/s-
tore functions in OpenCL to greatly reduce the number of
load/store operations in PhoneBit. These build-in functions in
OpenCL, supported by most mobile GPUs, allow the hardware
to bulk load/store data to/from memory. Such strategy typically
takes advantage of the spatial and temporal locality properties
of the programs. To achieve better bandwidth utilization,
PhoneBit loads/stores the data in chunks of multiple bytes
(e.g., 128-bit) using vectorized load/store functions [21].
2) Coalesced Memory Access: To maximize memory ac-
cess bandwidth, the GPUs try to coalesce memory accesses
from work items in the same wavefront into a single memory
request if these memory accesses have good spatial localities.
To achieve the optimized performance, we apply the adjacent
memory-based tile optimization [21] to achieve the coalesced
memory access. In addition, for binary convolution operations
on the NHWC data layout, the binary operations in each region
of the feature map are directly applied to the packed bits
that are stored in memory consecutively. Therefore, memory
coalesced accesses can also be achieved along the lowest
channel dimension in PhoneBit.
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Figure 4. One thread computes 8 filters, binarizes 8 results and pack into one
byte. Len is the length of vector.
3) Memory Latency Hiding: Latency hiding refers to the
process of overlapping memory operations with computation
to maximize the utilization of memory and compute resources.
Latency hiding is one of the most powerful characteristics
of GPU for efficient parallel processing and enables GPU
to achieve high throughput. In PhoneBit, we interleave the
memory load and computation into different threads such that
memory load and computation can be swapped in a pipelined
manner to achieve characteristic of the latency hiding. The
pipeline can hide most memory access overheads and almost
fully utilize compute resources.
B. Workload Optimization
In BNN, we pack the binary output of convolution kernels
to achieve the compressed feature maps. One straightforward
approach is to use one thread to conduct the calculation of one
convolution kernel and use a byte to store the binarized output.
Then, one additional thread is applied to pack the bits along the
channel dimensions. However, such implementation requires
several individual threads to perform channel compression
procedures. The computations of convolution, BN, binarization
layers cannot be aggregated for efficient binary operators.
Furthermore, this implementation also introduces additional
cost for thread synchronization.
To resolve the issues above, PhoneBit uses a single thread
to calculate the binary output of 8 convolution kernels and
pack them in a compressed byte, as shown in Fig. 4. In this
strategy, the data are stored in private memory of the thread
and can be rapidly accessed. Therefore, packing operations can
be integrated to avoid unnecessary memory access operations
as well as thread synchronization cost. However, due to the
limitation of private memory size, one thread cannot load too
much data once a time. Especially when the channel number
is too large, private memory of one thread cannot load the
required data for the computation of 8 convolution kernels.
In PhoneBit, we assign the computing thread with proper
workload according to the number of channels. When the
channel number is no greater than 256, PhoneBit will conduct
the computations for 8 convolution kernels and integrate
packing operations inside. Otherwise, packing operations will
be processed separately without integration.
C. Avoiding Branch Divergence
Generally, GPUs are not efficient when work items in the
same wave follow different execution paths. For divergent
branches, some work items may have to be masked, resulting
Table I
MOBILE DEVICES
Device SOC Memory OS OpenCL Version ALUs in GPU
Xiaomi 5 Snapdragon 820 3GB Android 7.0 2.0 256
Xiaomi 9 Snapdragon 855 8GB Android 9.0 2.0 384
in lower GPU occupancy [21]. In PhoneBit, the computations
of BNN layers have been transformed as Eqn. (8), which
requires to use divergent checks to determine the output. In
PhoneBit, we present novel software-based optimizations to
convert divergent check operations to fast logic operations.
We first use the truth table to represent the determination of
Eqn. (8). Based on this representation, the following logic
function Eqn. (9) can be computed by the laws of boolean
algebra and be further simplified by Karnaugh maps [6].
x4 = (A xor B) or C (9)
where A, B, and C denote the boolean variables of x1 < ξ,
γ > 0, x1 = ξ, respectively, which can be rapidly deter-
mined using OpenCL build-in functions isless, isgreater and
isequal. By using fast logic operations in Eqn. (9), divergent
checks in PhoneBit can be avoided.
VII. EXPERIMENT
Experiment Setup. PhoneBit is evaluated on two mobile
devices with different SoCs: Snapdragon 820 and Snapdragon
855. The detailed hardware configurations are shown in Tab. I.
We evaluate PhoneBit with three classic neural network mod-
els, namely, AlexNet network for CIFAR10 dataset, YOLOv2
Tiny network for VOC2007 dataset and VGG16 network for
CIFAR10 dataset. We conduct the experiments to evaluate the
efficiency of PhoneBit by the extensive comparison with state-
of-the-art frameworks:
• CNNdroid [7]: a RenderScript-based framework [16] for
paralleling computations of full-precision CNN across
CPUs and GPUs. Both CPU- and GPU-based executions
are evaluated for performance comparison. However, as
indicated in [4], even executing in GPU-based execution,
RenderScript is not always using GPUs on all the devices
– sometimes it is still running on a CPU only.
• TensorFlow Lite (TFLite) [18]: a lightweighted deep
learning framework developed by Google for mobile
devices. TFLite supports accelerators on both CPUs and
GPUs. Currently, TFLite only support lower to 8-bit
quantization specification on CPUs and does not sup-
port model quantization on GPUs [18]. Due to these
limitations, three implementations, including one GPU-
based and two CPU-based executions with and without
quantization, are evaluated for performance comparison.
We implement forwarding of the benchmark networks on the
mobile devices. The metrics of accuracy, model size, runtime,
power and energy consumption are evaluated and compared
to demonstrate the efficiency of PhoneBit.
Accuracy and Model Size. First, we run three binarized
benchmark networks using PhoneBit, and compare their ac-
curacy and model size with full-precision networks. The com-
pared results are shown in Tab. II. The model size of networks
Table II
MODEL SIZE(MB) AND PRECISIONS
Model Size(MB) Precision(%)
Full-precision CNN BNN Full-precision CNN BNN
AlexNet 249.5 16.3 89.0 87.2
YOLOv2 Tiny 63.4 2.4 57.1 51.7
VGG16 553.4 32.1 92.5 87.8
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Figure 5. Performance improvement brought by PhoneBit BNN imple-
mentations, with counterpart float-value operators in CNNdroid (GPU based
execution) as the baseline(1x), tested on Snapdragon 855 platform.
is critical for space-constrained mobile devices. For all three
benchmark networks, PhoneBit can achieve significant com-
pression rate with an acceptable accuracy loss.The model size
of PhoneBit is on average 19.6× smaller than full-precision
networks. For large network model such as VGG16, PhoneBit
can achive 17.2× storage efficiency with 4.7% accuracy loss
when compared to full-precision networks.
Runtime Performance. Next, we will demonstrate the effi-
ciency of PhoneBit by comparing runtime performance with
state-of-the-art frameworks. Tab. III shows the runtime per-
formance of three benchmark networks for the compared
frameworks under different hardware settings. From Tab. III,
we can make the following observations: (1) PhoneBit brings
significant speedups over all of the compared frameworks on
both mobile devices. Compared with CNNdroid [7], PhoneBit
on average gains 794× and 35× speedups on CPU based
and GPU based executions, respectively. On TFLite, PhoneBit
can on average bring 12×, 15×, and 6× faster speedup over
CPU based, GPU based and CPU quantization based execu-
tions, respectively. (2) Stability issues have been observed on
CNNdroid and TFLite frameworks. For large-scale network
VGG16, CNNdroid runs out of memory (OOM) on both
CPU and GPU implementations while TFLite runs into crash
(CRASH) and fails to produce the results on GPU based
executions. In contrast, PhoneBit can work flawlessly with all
benchmark networks with faster inference speed.
We also investigate how our parallelism optimization meth-
ods can explore the massive parallelism on various convolu-
tional layers of networks. To examine the impact of PhoneBit
on various layers of networks, we measure run-time of each
layer in YOLOv2-Tiny where the first layer comes as 8-bit
integers and the last layer is a full precision layer for final
float type output. In PhoneBit, multiple operators in binary
convolutional, BN, binarization layers are combined into a
Table III
AVERAGE RUNTIME(MS) IN SNAPDRAGON 820 AND SNAPDRAGON 855 PLATFORMS USING DIFFERENT FRAMEWORKS
Snapdragon 820 Snapdragon 855
CNNdroid Tensorflow Lite PhoneBit CNNdroid Tensorflow Lite PhoneBitCPU GPU CPU GPU CPU Quant CPU GPU CPU GPU CPU Quant
AlexNet 8243 766 143 CRASH 103 22.9 5621 369 87 CRASH 24 9.8
YOLOv2 Tiny 51313 1483 669 468 503 42.1 23144 845 306 430 88 22.6
VGG16 OOM OOM 2607 CRASH 1907 152.3 OOM OOM 932 CRASH 252 73.8
Table IV
ENERGY CONSUMPTION PER IMAGE FRAME FOR YOLOV2 TINY
NETWORK ON SNAPDRAGON 820 PLATFORM
CNNdroid Tensorflow Lite PhoneBitCPU GPU CPU GPU CPU Quant
Watts(mW) 914 573 626 540 452 225.67
Efficiency(FPS/W) 0.02 1.18 2.39 3.97 4.40 105.26
single kernel for efficient convolutional computation, using
layer integration technique presented in Section V-B. Fig. 5
shows the performance improvement over CNNdroid with
GPU based execution3 on the integrated layers for YOLOv2-
Tiny network. For the middle binary layers from conv2 to
conv8, PhoneBit can bring 45× (up to 62×) acceleration
over CNNdroid on average. Such acceleration benefits from
not only operator optimization techniques presented in Sec-
tion V but also parallelization optimization techniques pre-
sented in Section VI. On conv1, PhoneBit only gains about
23× speedups because of additional process of splitting input
integer into bit-planes as we described in Section III-B. On the
last layer conv9 with full precision, PhoneBit still gains about
3× acceleration over CNNdroid due to the fact of using SIMD
operation on build-in dot product function dot in OpenCL.
Energy Efficiency. Energy efficiency is a major design con-
cern for energy-restricted mobile devices. Now, we demon-
strate the energy efficiency of PhoneBit by reporting power
consumption and energy efficiency under different frame-
works. The Trepn Power Profiler [14] is an on-target power
and performance profiling tool for Android mobile devices. We
use Trepn Power Profiler to measure the power consumption
on Snapdragon 820 platform4. Tab. IV shows the power
consumption and energy efficiency for YOLOv2 Tiny network.
From Tab. IV, we can see that PhoneBit can achieve significant
power efficiency when executing YOLOv2 Tiny network.
PhoneBit consumes around 226mW power and obtains 105.26
FPS per watt. Compared with CNNdroid and TFLite im-
plementations, PhoneBit brings 4×–1218× faster execution
speed, 2×– 4× lower power dissipation and 24×–5263×
better performance per power efficiency.
VIII. CONCLUSION
In this paper, we propose a GPU-accelerated BNN infer-
ence engine PhoneBit for Android-based mobile devices. In
PhoneBit, we propose a set of operator-level optimization tech-
niques to fully explore computing power of BNNs on mobile
GPUs. To enable real-time and highly efficient BNN imple-
3TFLite provides a static compiled library in Android and therefore cannot
measure run time in single layer
4Trepn Profiler on Snapdragon 855 platform cannot obtain the profiling
data of battery power.
mentations on mobile GPUs, we present the detailed paral-
lelization optimization practices when implementing PhoneBit
with OpenCL. On the evaluations of popular neural networks,
PhoneBit achieves significant speedups and energy efficiency
when compared with state-of-the-art frameworks for mobile
devices.
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