Abstract -Presented i n this paper is a solution to the
I . Introduction
Sklansky published [8] some of the earliest work on tracking filters used for pointing commands in a tracking radar. This work examined the relationship between the selection of filter coefficients and those coefficients already in use by tracking filters. He proposed such measures of performance as: stability, transient response, noise and maneuver error as functions of the dynamic parameters Q and P. All of the work was based on a frequency domain or z-transform analysis. Benedict-Bordner [l] proposed a relationship between CY and p based on a pole-matching technique that combined transient performance and noise reduction capability. Analysis performed by Simpson [7] , Neal, and Benedict [6] extended this analysis to the a-P-y filter. By this time, the Kalman filter was becoming well known in the radar community. Thereafter, the tendency was to discuss the CY -and CY -p -y filters as steady state solution to the Kalman filter. Subsequent papers by a number of authors and Kalata, in particular, derived many results that can be used to characterize t,racking performance in a multi-tracking environment. Later, Kalata The tracking equations for the CY -P filter consist of two parts: prediction equations, which are given by and smoothing equations, which are given by 
X , ( k )
where the matrices are defined as and where E(x,(k)) = 0. The covariance matrix of a first order system can be defined as [9] (where ' denotes (9) transpose)
For the a -, B -y filter, we have the smoothing equation
The expected value is explicitly given as pk = F P~-, F~ + a ;~~t , (12) where E(x,(k)x,(k)) = &(k). In steady state (Pk = Pk-1 = P ) , so the covariance is in the form of a Lyapunov
and which can be written as ( M = u~GG') 
The filter gains, a and p satisfy the following relation O < P l a < l 
Since the matrices P and M are symmetric, the matrices S and B are anti-symmetric The matrix F will be written in a general form as fll f12
therefore,
which implies
For example, if we apply this method to the a -P filter our computations are simplified. First, recall that where D = 4 4 -2a -P).
We now consider the case when uncertainties about threat behavior are lumped into the predicted update as a maneuver model. Recall, the update procedures for the convariance obeys the two equations for the update procedure
so they can be written as the single equation 
Without loss of generality, we can take CT: = 0, so
A = & [ : y ]
Now a The error covariance matrix can be written So t,he noise reduction ratio for the position and the noise reduction ratio for the velocity are given as before while the transient noise reduction ratios are
Note, this summarizes the standard approach taken in the literature; however the number of unknowns one has to solve for can be reduced considerably by using this method.
Another approach to maneuver uncertainty is to incorporate it into both the position and velocity prediction components in matrix form (which we refer to as Model 2) where and the other matrices are the same as before.
For Model 2, the noise reduction ratio for the position and the noise reduction ratio for the velocity are given as before while the transient reduction ratios are (72)
Since B is also anti-symmetric, it has the form in the three unknown sij. These three equations can be written
where
r b12 1 and
A= f 1 2 f 3 1 + f l l f 3 2 f13f31 -k f l l f 3 3 f12f33 -f13f32 . 
I l l . Conclusion
Note this is a variation on work by [9] .Through the process of matrix reduction, we were able t o simplify the calculations significantly when solving for anti-symmetric matrix S. Since S and B are anti-symmetric, the number of unknowns to solve for in the a -/ 3 -y filter were cut in half.
The elements of this covariance matrix reveal the noise reduction ratios for position (p,), velocity (p,,), accelerai tion (Pa), position-velocity (P,,,) , and velocity-acceleration (P,,) .These results are well known, so we don't replicate them. The algebra for obtaining them is simpler using this method. For the transient case, there are three models that are possible to consider: To our knowledge, these cases remain to be solved and would lead to some useful results. We will address these in a future publication.
