Introduction
Changes in economic policy, especially those concerning subsidies of staple goods and utilities, are often controversial. There is often a negativity bias in public perceptions towards changes in policy arising from resistance to a change in the status quo or a lack of understanding of the effects of these changes, which may even arise among those who stand to gain [Fernandez and Rodrik, 1991] . Calvo et al. [2014] recently investigated the public perceptions of a specific program of gas subsidy reform which was implemented in April 2011 in El Salvador. Household survey data were used to illuminate the dimensions underlying this perception such as political partisanship, level of information about the reform, and trust in the government's ability to deliver the subsidy after the reform. Survey data were also analyzed from the period following the reform's implementation showing how the role of these different factors evolved.
The reform considered for this work is an example of a reform that was initially unpopular despite the fact that the majority of the population stood to gain from it [Tornarolli and Vazquez, 2012] . The reform involved changing the subsidy from producers to consumers. Instead of subsidizing prices at the point of sale, the new mechanism delivered an income transfer to a large set of eligible households. As a result of this change the consumer price increased from $5.10 (the subsidized price) to $13.60 (the price without subsidy). Individual households received a transfer $8.50 per month provided they were eligible. The eligibility requirement was consuming less than 200 Kwh in electricity per month, a criterion that was meant to exclude the highest income brackets of the population from receiving the gas subsidy. Households that lacked electricity needed to register at a governmental office and provide their address so that the household received a card (tarjeta) that entitled it to collect monthly the $8.50.
The evolution of sentiment regarding the reform was investigated using household surveys conducted by La Prensa Grafica, the largest newspaper in El Salvador. The surveys were conducted in 6 different time periods and covered demographic questions such as income and political views. It was demonstrated that the overall sentiment towards the reform could be effectively accounted for by considering both the individual's perception of the government's ability to enact the reform and political affiliation.
In recent years social media has emerged as a novel and promising alternative means to extract societal level information. These data are useful for a variety of purposes including measuring brand perception, stock trading [Bollen et al., 2011] and civic participation [Bond et al., 2012] . More recently, such data sources and appropriate analysis techniques have been co-opted in order to improve the wellbeing of vulnerable popu-lations through development and humanitarian programs. These include public health [Stoové and Pedrana, 2014, Garcia-Herranz et al., 2014] , perceptions on vaccination programs [UNICEF, 2013] , forecasting migration [Zagheni et al., 2014] and commuting flows [Lenormand et al., 2014] , early-warning of epidemics [Garcia-Herranz et al., 2014] and information sharing during disaster response [Imran et al., 2013] and criminal violence [Monroy-Hernández et al., 2013] .
The advantages of such public social media signals are clear. Large quantities of passively produced data may be collected in real-time or near real-time. Often social media content is augmented with user meta-data such as geographic location and demographic information such as gender and ethnicity may be inferred [Mislove et al., 2011 , Pennacchiotti and Popescu, 2011 , Sakaki et al., 2014 . Although such novel signals are not without their shortcomings, such as a bias towards young and urban populations, the potential for these streams to augment traditional information collecting processes such as individual or household level surveys is clear.
Objective
In this study, we ask whether we can replicate the results of the more traditional La Prensa Grafica household surveys in El Salvador and use social media data over the same period to provide a deeper analysis of public sentiment. To accomplish this we obtain a number of Spanish language tweets containing certain keywords of interest and filter these tweets to those originating in El Salvador-a process known as geolocation. We then perform exploratory analysis of the data and refine these results until we are satisfied that we have captured much of the available relevant discourse. We will then classify these tweets by subject and by sentiment. This is done in two stages. First, domain experts identify the subset and sentiment of a subset of the tweets manually. Then appropriate statistical classifiers are used to estimate the content matter and sentiment of the remaining tweets. This workflow is described in Figure 1 . The following sections describe this process in greater detail. The data gathering process, geolocation, and manual tagging are described in Section 3. Section 4 details how we identified the ground truth for the topic and sentiment of a subset of tweets. Section 5 describes the classification process. We present the results in Section 6. We provide some avenues for further study in Section 7, and Section 8 concludes. Figure 1 : An overview of the analysis pipeline used in the present study using Twitter data to understand the evolution of the public perception of the El Salvador gas subsidy reforms of 2011.
Data

Source
We consider the historical archive of the Twitter firehose of public tweets available through a paid service.
Taxonomy
In order to filter relevant content from the period of interest, a taxonomy of Spanish keywords related to the topic was constructed. This step is of critical importance. The taxonomy must contain all permutations of words relevant to the topic of interest including slang, abbreviations and synonyms. For this reason, several domain experts and native Spanish speakers were consulted to advise on taxonomy content. Further, if the 4 taxonomy is too broad there is a risk of including irrelevant content. Therefore an iterative process is required whereby the results of the filtering process is examined by eye and further logical rules combining more than one single word are applied if necessary of the form IF word A AND NOT word B Broadly, the taxonomy included terms relevant to several different thematic areas identified in Calvo et al. [2014] -gas and electrical prices, political actors and entities and the subsidy itself. Several iterations of the taxonomy were considered and duplicate content was removed and further filtering applied to remove terms introducing irrelevant content. 
First Iteration
Additional Iteration
After consultation with domain experts an additional term was included because of its relevance in the design of the reform tarjeta
Time Period
Tweets were extracted from the following periods corresponding to the dates of the surveys conducted by La Prensa Grafica, the week the subsidy was first introduced as well as a control week September 2013: 
Geolocation
Individual tweets were geolocated to a country level using string matching on the user's declared location and comparing to an open-source database of place names 2 . In addition a small proportion of accounts include an automated GPS location which was extracted and the corresponding country was identified. Only content which was identified to have originated from El Salvador was included.
Crowdsourcing
In order to identify the subject matter and the sentiment expressed in the social media content, it is necessary to first identify by hand the subject matter and sentiment in a subset of the tweets so that we may automate the classification of the text of the rest of the tweets. The manual identification of the subjects and sentiment is a process known as labeling. The labels in this case are the subjects and sentiments that are assigned to each tweet. The automatic classification can be done via supervised learning, a topic discussed in greater detail in Section 5.2. Using a proportion of the content labeled by hand, a suitable computer algorithm examines these labeled examples and constructs rules that can classify new text content. Again, this process is discussed in greater detail below. First, however, it is necessary to understand this process of labeling some of the tweets.
The first step is to decide how many tweets we need to classify and to select a reasonably representative sub-sample. There is a large literature on optimal experimental design for classification problems [Onwuegbuzie and Collins, 2007 , Figueroa et al., 2012 , Beleites et al., 2013 . We chose, however, to apply some admittedly ad hoc heuristics to produce a representative sample for labeling. We had three goals in mind when selecting relevant tweets. First, we wanted to make sure that each topic is sufficiently represented. That is, we wanted to avoid giving the labelers all irrelevant tweets. Second, we wanted to make sure that the vocabulary of the sample was approximately as big as the vocabulary of all of the tweets. We introduce and discuss the vocabulary in greater detail below, but the general idea is that we wanted the language in the labeled sample to be the same as that in the unlabeled sample. Otherwise, we would not be able to predict the meaning of new words in the unlabeled sample. Third, we wanted each category to have about 100 tweets. We assumed, based on past experience, that this would give us enough information to accurately identify the content of the tweets.
Through some preliminary exploratory analysis, we identified keywords and features in our tweets that should give us a good chance of selecting a tweet from a certain category, including irrelevant tweets. We then randomly selected tweets using our heuristics, making sure that each time period is represented equally. In the end, we selected about 30% of our sample to be labeled and the results of this labeling conform to expectations vis-a-vis coverage of the categories. We are confident that our sub-sample is adequately representative. The results of the labeling are discussed in the next section. First, we describe our strategy for having the tweets manually labeled.
In this case we have two separate classification tasks. The first is to classify the tweets collected for the analysis based on broad categories that encompass the majority of the social media content. These categories are the following:
These categories were decided upon based on the La Prensa Grafica survey and some preliminary exploratory analysis 3 . The second task is to classify the sentiment regarding the reform expressed in the tweets according to the following:
In order to label this content, the tweets were uploaded to Amazon Mechanical Turk 4 , a crowdsourcing platform whereby tasks may be completed by distributed teams through an online marketplace.
Mechanical Turk offers several standard template tasks including labeling of images, assigning sentiment to a piece of text, etc. However, these templates are not very flexible. In our case we wanted to have all the instructions in Spanish not to exclude non-English speakers. Also it was necessary to allow a tweet to fall into more than one category, this was not allowed in the standard template.
Therefore, we decided to create a custom task. In this case the user designs the task with questions, tick/check boxes and instructions either with a user interface or directly adding in the HTML code. The disadvantage of this is that the custom task has an extra overhead. In order to create a task with the text of all the tweets in an automated way, a simple script was created to paste the header and footer HTML code as text together with the tweet text.
Creation of the task required a title for the Human Intelligence Task (HIT), a set of instructions and a means to record the results. The instructions are available in Appendix A. A time estimate must be provided (it is recommend to be generous with this time estimate), a reward ($US) and any constraints on the user (e.g., the user must have completed such a task before). The potential users look at the HITs on offer and see a preview of the task. We suspect that the instructions are too complex and users are hesitant to accept the task.
Several test tasks were offered, but none were accepted. It is necessary to decide the optimal price, time estimate and number of tweets to be tagged in each task (a small task vs a big task).
• $16, 3h (100 tweets) • $4, 1h (10 tweets) • $6, 45m (10 tweets) • $10, 45m (10 tweets) • $20, 45m (10 tweets) We concluded that the task was too complex and that the preview would deter potential Turkers from accepting the task and thus not to be suitable for this platform. Typically crowdsourcing platforms support simple tasks such as identifying the gender of a person from an image of their face.
Ideally, we would have two or more labelers look at the same tweets and decide to which category they belong to and which sentiment they show, keeping only those tweets for which the labelers agree. However, due to time and resource constraints, we decided instead that a pair of Spanish speaking domain experts would classify about 500 tweets each and that these would be used as training data. This has the advantage that the labelers have a high affinity with the task, and, therefore, we believe, will give consistent labels across non-overlapping samples.
Tagged Tweets
This section briefly describes the results of having our domain experts complete the labeling task described above and further in Appendix A. In all 931 tweets were labeled. These 931 tweets were assigned to 995 different categories. Table 1 gives an overview of the subject distribution over time. Admittedly, it is difficult to draw any strong conclusions from the tagged tweets alone. It is possible that random sub-sample of tweets selected to be tagged is not wholly representative of all the tweets in the period. Furthermore, given the sample sizes it is difficult in some cases to say that from period to period we have significant changes. Nevertheless, we make a few observations of trends that conform to the discussion in Section 2.1 of Calvo et al. [2014] .
First, we see a general decline in the "personal economic impact" category starting around May 2011. This mirrors the change in opinion regarding the subsidy reform observed in the survey data that was thought to be driven in part by the initial belief that the changes would not benefit everyone. Second, we see a similar decline in the "lack of information" and the "distrust of institutions" categories. However, August 2012 shows an increase in both of these categories to previous levels. We will have to wait until we have labeled all of the tweets to be sure that this is not a sampling aberration. These observations are discussed further in Section 6. Table 2 contains the results of the second tagging task for identifying sentiment expressed in tweets. The main takeaway from this exercise is that people do not seem to use Twitter to express approval. It is, of course, possible that the design for choosing tweets to classify for sentiment was poor. However, given the reasonably large number of tweets this seems unlikely. Overall, it appears that only around 3% of the labeled tweets contained any positive sentiment. This very large class imbalance makes classification of any further existing positive sentiment tweets difficult. We note some avenues for further research in this direction in Section 7. The paucity of positive sentiment tweets, aside, it does appear as though the number of Negative and Strongly Negative sentiment tweets decline somewhat over the period while those tweets that do not express any sentiment is increasing. This may be construed as increasing approval, though any conclusions should wait until we classify all of the remaining tweets. We now turn to the issue of classifying the remaining tweets and describe our methodology for doing so.
Methodology
In this section, we describe the steps necessary to estimate and track both the subject matter of tweets and sentiment over time. First, we will describe how to represent text documents so that we can perform estimation.
Representation of Text Documents
Given a corpus of tweets, or documents, the first step for a text classification task is to transform each document into a feature vector that can be used in a classification algorithm. To do so, we make use of the traditional bag-of-words assumption. This assumption holds that the order in which words occur in a document is not very important in classifying the content of that document. Starting from this assumption, we remove all of the punctuation and digits from each document and normalize the unicode characters 5 .
At this point, we also perform some feature engineering based on some prior assumptions and some iterations based on our results. Feature engineering is, loosely defined, the process of extracting or creating useful features from our data. To this end, we have transformed several specific words into concepts. For example, we transformed each mention of a currency value to a placeholder, DOLLAR AMOUNT, under the assumption that there is some valuable information in the mentioning of a value if not the value itself. All positive and negative emoticons are transformed in to POS EMOTICON and NEG EMOTICON, respectively. We transform all @ mentions to AT MENTION. Finally, we transform all links to a URL LINK placeholder.
Next, we stem the words using the Spanish stemmer from the Snowball project 6 .
Stemming is the process of reducing words to their root form and is used primarily to reduce the number of features and document sparseness as discussed below. Table  3 contains some examples from the Snowball project documentation for the Spanish stemmer.
After removing the punctuation and stemming, we split each tweet on spaces, creating tokens or n−grams where n can be any value. If n = 1, the tokens are unigrams. For n = 2, bigrams. For n = 3, trigrams, and so on. The use of tokens longer than unigrams can help preserve semantic meaning for phrases where the bag-of-words assumption might be unduly restrictive. For example, we might want to preserve the semantic meaning of phrases such as "not good" by using a bigram. Whether or not higher-order n−grams improve classification is an empirical question and is discussed further below.
The last important piece for the creation of the feature vector representation is selecting a vocabulary, V . The vocabulary can be thought of as the words we believe will allow a learning algorithm to discern the class of a document. It is not atypical in text classification problems for the size of the vocabulary, P = |V |, to exceed the number of observations, or samples, N , resulting in an underdetermined problem. Not all classification algorithms are able to handle this situation, so vocabulary selection can become quite important for these estimators. For this study, we remove Spanish stop words such as la, en, y, and los, any term that occurs in fewer than 3 tweets and any term that occurs in occurs in more than 70% of the tweets. This leaves us with a vocabulary size Example Tweets 1. This new computer is great. 2. Really upset with the President's newest economic policies. Table 5 : Sample vocabulary for tweets in Table 4. of P = |V | = 1354 and N = 995 labeled tweets. While further strategies for vocabulary selection are available, we use regularization methods appropriate for underdetermined problems to select further the features that discriminate between classes as discussed below.
We present a concrete example of feature vector creation in Table 4 . Consider the following set of fictional tweets Ignoring for the time being stemming, Table 5 
This example serves to illustrate several features of text classification. First, as mentioned above we have a high-dimensional input. Second, we have few irrelevant features. Given the removal of stop-words, a high majority of the remaining features will contain information that helps discriminate between classes. However, while the class features are dense, each observation is sparse. Only a few of the features will occur in any given observation. Any learning algorithm used to classify documents must be well suited to handle these characteristics.
While the representation in 1 is in terms of the counts, or term frequencies, of the text in each tweet, there are other alternative representations to consider. Two other possibilities are binary indicators of terms and term-frequency inverse-document-frequency (tf-idf ). As tweets are not very likely to repeat words given the 140 character limit, term frequencies and binary indicators are not likely to vary much, so we do not consider binary indicators further. One potential problem with just using the term frequencies is that each term is consider equally important when in fact some may have little to offer in terms of distinguishing the content of a document. One remedy is to scale the term frequency by the inverse document frequency of the term. The document frequency of the term is simply the number of documents in which the term occurs. The inverse document frequency is computed
where N is the number of documents in the corpus and df t is the document frequency of term t. The idf is larger for rarer terms and smaller for more frequent terms and, thus, gives the desired downweighting effect. In turn, the tf-idf is computed as
There are several different definitions used for tf-idf. In 3, tf may simply be the counts of the terms or a binary indicator as mentioned above. However, one may also calculate the logarithmically scaled tf as 1 + log(tf ) of the counts. Finally, the tf-idf representation of each document may optionally be normalized. When applied, common normalization schemes include dividing by the 1 or 2 norm. The 2 norm is particularly popular as it transforms each document into a unit vector and allows computing the cosine similarity between documents by a simple dot product.
In practice, using tf-idf on short texts such as tweets may result in noisy tf-idf numbers. However, which technique is most appropriate is something we will assess empirically. In Section 5.3, we address the question of how to choose which transformation to use and when. In the next section, we describe the estimators used for classification.
Before moving on, we show the results of applying the tf-idf transformation to our labeled data. Table 6 contains the top 20 unigram and bigram stems by tf-idf applied to each subject. While there are some noisy, non-informative words present, many of the words conform to what we would expect a priori to be discussed in these subjects. For example, the "distrust of institutions" category contains stems for gobierno, focalizacion, Table 7 shows the same results broken down by sentiment. These results are not nearly as illuminating. The word "no" occurs in almost every category except "positive." We also see a few bigrams in the "Positive" and "Strongly Positive" categories. These are clearly not very general, and reflect the lack of information rather than any true sentiment content.
This lack of coherence demonstrates an important concept in text classification-cooccurrence. It is not the single occurrence of a word that dictates how a classifier identifies the contents of a document, it is the co-occurrence of several words together. We will now describe the classifiers used in more detail before presenting our results.
Classifiers
A large portion of the machine learning literature focuses on classification tasks using text data. Generally speaking, given a set of input text and associated classes, a classifier finds the relationship between the text and the class of text. The classifier may then be used to predict the class of new documents for which the class is not yet known. A few examples of applications include detecting whether an e-mail is spam or not, identifying the language of a document, the subject of a document, or the relevance of a document given a search query.
For the present purposes, we are interested in binary and multi-class classifiers. The probit and logit models are examples of binary classifiers familiar to econometricians. The multinomial logit is an example of a multi-class classifier. It assigns each observation, or sample in machine learning parlance, to one of several mutually exclusive categories. While we truly have what is known as multi-label data 8 in this settingsamples do not have to belong to only one category-for simplicity we have chosen to approach the problem as a multi-class classification task. Many of the observations have the "other" category as their second (or third, etc.) category. These labels are simply discarded. Any tweets that are assigned more than one subject that is not "other" are treated as two separate observations with two separate target values. The term target values here refers to the outcome variable. It is sometimes called a label. This class of problems belongs to a broader type of machine learning problem known as supervised learning. That is, the target values are known for some set of the data in contrast to unsupervised learning tasks in which the classes of the data are unknown. Clustering is an example of an unsupervised learning tasks.
It is common in the machine learning literature to approach the multiclass problem as a combination of several binary choice problems. K different classifiers are built, one for each outcome class, and for the i th class, the positive labels are those observations belonging to that class while the negative labels are all other classes. This is referred to as a One-versus-All (OVA), or One-versus-Rest, approach. Other approaches include a One-versus-One (OVO), or All-versus-All, approach where we build K 2 = K(K − 1)/2 classifiers to distinguish each pair of classes. More exotic approaches exist, but there is typically little gained from more complicated approaches in terms of accuracy [Hsu and Lin, 2002] .
It is not possible to know a priori which classifier will perform best for any given task. As such, we explore the use of five estimators. The first four learning algorithms used fit within the Stochastic Gradient Descent (SGD) algorithm. The models that can be trained using SGD take the following general form. We have some binary target data Y where y i ∈ −1, 1 and an input vector X where X i ∈ R p . Using a linear predictor function
We seek β such that we minimize the training error as a function of the loss function L and a regularization term R, which penalizes model complexity by pushing the β coefficients to or towards zero. That is arg min
where α is a non-negative hyperparameter controlling the strength of the regularization. SGD itself is a robust, performant optimization algorithm. The four learning algorithms solved via SGD, therefore, differ only in the loss function. These four learning algorithms are linear Support Vector Machines (SVMs), logistic regression, the modified Huber loss function [Zhang, 2004] , and the perceptron.
The SVM loss, or hinge loss, is
The logistic loss function is
The modified Huber loss function is
The perceptron loss is a slight modification of the SVM
For each of these loss functions, we also vary the regularization method, considering the 1 norm, or lasso, which is able to shrink coefficients to exactly zero,
The lasso will select at most p non-zero coefficients in the case where p > n. This could be limiting. The 2 norm, otherwise known as Ridge Regression, on the other hand, shrinks coefficients towards zero 9 ,
The final regularization penalty considered is the elastic net, which is a weighted combination of both norms
The elastic net tends to work well when there are groups of highly correlated variables.
The final classifier considered is the naive Bayes classifier. The naive Bayes classifier is a simple application of Bayes' theorem under the "naive" assumption of independence of the features. Given Bayes' theorem
the (surely wrong) independence assumption implies that
Using this assumption Bayes' theorem simplifies to
This latter term is our classifier. We can calculate the maximum a posteriori (MAP) estimates of both terms. The MAP estimate of P (y) is given by the observed frequencies. The MAP estimate of P (x i |y) is found by assuming y is multinomial distributed such that
for each class k. The parameters are estimated via smoothed maximum likelihood (relative frequency counting)θ
where N ki is the number of times term i appears in an observation of class k. N k is the total number of terms in class k. |V | is the vocabulary size as above. The α term is a smoothing parameter to avoid the division by zero problem. For α = 1 this is Laplace smoothing, and α ∈ [0, 1) is known as Lidstone smoothing, Given this set of potential classifiers, we must select the "best" classifier and the appropriate model parameters for the classifier. In the current setting "best" means the estimator that avoids overfitting and generalizes to give the best out-of-sample predictive power. We assess this via a cross-validation scheme, which we describe in the following sub-section.
Evaluating Classification
The evaluation of potential classifiers is done via cross-validation. This involves splitting the labeled dataset-the tweets that were manually tagged-into a training and a testing set. We fit the classifier on the training data and assesses its predictive performance on the held-out testing data to get a sense of its out-of-sample performance. This is done a number of times and the performance metric of each fit is averaged. In addition, if researchers are particularly data-rich, you might first split the data in to a training and a holdout set, perform cross-validation on the training set, and then judge the performance on the holdout set, which has never been seen by the learning algorithm. This gives a Total tp + f p f n + tn Table 8 : An illustration of the terms that make up a binary confusion matrix. Multi-class confusion matrices are described in the same way. Source: Author's calculations.
resonable assurances that we have avoided overfitting the sample data and will have good generalization performance for the unlabeled tweets. Before discussing the results of this out-of-sample prediction, we describe the cross-validation approach used.
There are a number of different strategies for splitting the data to apply crossvalidation. For this exercise, we use stratified K-folds cross-validation with K = 5. The data is split in to 4 folds with the final fold being the complement of the rest. The stratified qualifier indicates that the percentage of each class in the dataset is preserved in each sub-sample. The algorithm is trained on the complement of each single fold and then a score is computed for this single held-out fold. We now discuss the choice of score function.
In choosing a score function, it is necessary for the researcher to identify what is most important criteria for the task. Several metrics are available, which are based on the confusion matrix. Table 8 shows a confusion matrix for a binary classification problem. There are four common measures based on the confusion matrix that can be generalized to the multiclass classification problem. Sensitivity, or the true positive rate or recall, measures the number of observations correctly identified as belonging to that class out of all that truly belong to that class
Specificity, or the true negative rate, measures the number of observations correctly identified as not belonging to that class out of all that truly belong to that class
Precision, or positive predictive value, is the number of correctly identified observations belonging to that class out all predicted as belonging to that class
Negative predictive value is
The F 1 -measure is a measure of accuracy that combines precision and sensitivity. Is is defined as the harmonic mean between the two measures
Another common measure is a generalization of the F 1 -measure called the F β -measure. It allows researchers to put differing weights on precision and recall
The results presented in the next section are based on the F 1 −measure to balance our desire for both high precision and high recall.
Results
Cross-Validation Results
We performed 5-fold cross-validation to select the best transformation and estimator. For the transformation to the feature vector, we considered both unigrams and bigrams, binary indicators, counts, and tf-idf of the n−grams, as well as 1 , 2 , and no normalization for each document. For each of the SGD classifiers, we ran 100 iterations. We varied the α parameter and the regularization penalty function, trying the 1 , 2 , and the elastic net. We set α to a grid of size 25 from 1e − 6 to 1000 in log space. For the elastic net, we let the ρ be [.05, .15, .25, .5, .75, .85, .95] . Finally, we also varied the weights for each class. We tried both without weights and setting the weight of each class to the inverse of its observed frequency given that we do not observe a uniform distribution of classes in either the categories or the sentiment. For the Naive Bayes classifier, we used the same feature vector transformation options, and we used a grid of size 10 from .1 to 1 for α.
Using the f 1−measure to evaluate performance, we select a feature vector transformation that uses only the frequency of unigrams rather than tf-idf for the subject matter classification. The chosen classifier is the SGD classifier with the modified Huber loss function and an 2 regularization penalty with α ≈ .1. We also select to use the class weights that are inversely proportional to the observed class frequency.
For the sentiment feature vector transformation, we select the tf-idf of unigrams with an 2 normalization for each tweet. For the classifier, we select the SGD classifier with the hinge loss function and an 2 regularization penalty with α = .01. All classification was performed using the scikit-learn library for Python version 0.15.2. [Pedregosa et al., 2011] . Any parameter not mentioned was left at its default value. Table 9 shows the results of using the classifier to predict the subject of the tweets over time. It is similar to Table 1 with a notable exception. There is a smaller percentage of tweets categorized as "distrust of institutions." We do not put too much weight on the August 2011 and August 2012 months due to the small sample 10 . Only a few misclassified results will change the percentage considerably. However, we do not have these problems with the other months. We also still observe the increase in the months of April and May of 2011, confirming the survey results from La Prensa Grafica reported in Calvo et al. [2014] .
General Classification Results
Similarly, we observe a drop-off in the predicted "lack of information" and "personal economic impact" categories with the same caveat about August 2011 and 2012. This gives us confidence that these results are capturing general public opinion about the gas subsidy reform. Table 10 presents select data from the La Prensa Grafica [Calvo et al., 2014] . We see a similar trend when we look at the "distrust of institutions", "lack of information", and "personal economic impact" categories. As public sentiment is shifting in favor of the subsidy reform, people mention these categories less. As we see below, the appearance of these tweets that fall within these categories are almost always negative, so "no news is good news" here.
The results in Table 11 for the sentiment analysis are not as clear. Given the extraordinarily high class imbalance at the expense of the positive category, the classifier is unable to predict even one positive category in-or out-of-sample.This is likely an artifact of using the SGD algorithm, which will not do well on highly imbalanced classification tasks with rare events and also the lack of discriminating information in the small number of positive training examples. However, we do notice a decline in overall negative sentiment coinciding with the change in the survey sentiment. However, as we see in Table 12 , this is mainly due to the increase in the "other" and "irrelevant" categories, which generally have fewer tweets that express any sentiment.
One of the benefits of using Twitter data is that we can take a deeper look and identify what exactly is driving these results. Given the nature of surveys, it is often prohibitively costly if not impossible to ask different questions after a general picture emerges from the collection of an original survey. That is, with surveys it is much more important to get it right the first time. Figures 2-9 give a general picture of the coefficients that are important in predicting whether or not a tweet belongs to a certain category or expresses a certain sentiment. These are the coefficients in Equation 4. The use of words with positive coefficients suggests that the tweet belongs to that class. The negative coefficients suggest that the tweet belongs to some other class in the OvA scheme. Table 10 : Selected questions from the La Prensa Grafica survey as reported in Calvo et al. [2014] . All numbers are percentages. We observe similar timings in the shifts in the topics being discussed on Twitter with respect to the gas subsidy. Source: Calvo et al. We can compare these figures to Tables 6 and 7 , to get a sense of change between the insights given by the tf-idf measure versus using a more sophisticated classifier. In what follows, we focus on the positive coefficients. Given the use of the OVA classification strategy, the negative coefficients indicate that those words tend to show up together in unrelated tweets. So the negative coefficients in one class are just the positive coefficients for all the other classes. Figure 2 gives a sense of what those tweets that are classified as distrusting of institutions contain. First and foremost, they address or mention the government. The second most mentioned institution is that of the gas distributors. The stem form indicates that people are distrustful of this new way of receiving the subsidy. Similarly, quit indicates that people think the government is no longer offering the subsidy. Unsurprisingly, this token also has a high weight in the "Lack of information" category seen in Figure 3 . Furthermore, the terms leña and cocinar indicate a concern with the use of firewood for fuel, increasing in the presence of fuel shortages, and those who use wood stoves. gobiern  form  gent  cuand  distribuidor  estan  que  mal  leñ  no  ver  uno  vend  tus  cad  cocin  format  graci  usar  val  banc  tambien  alba  carr  esa  gust  porqu  vien  sus  estar  porq  rob  prepar  verd  asi  man  deb  tod  aument  camin  qui  petrole  paquet  agricol  recibi  esta  pregunt  cerr  dec  sea  dab  mar  ese  estab  esto  dan  aunqu  re  elimin  contrari  famos  denunci  huelg  increment  grand  puebl  entre  tu  licu  via  quit  inici  me  racionaliz  com  desd  dij  beneficiari  propan  tem  este  ofrec  quier  lleg  ahorr  pais  fun  gasolin  millon  mañan  ser  ha  hast  agu  pid  url_link  dollar_amount  tarjet  fmln or speculation on what is going to happen van. An increase in the price of pupusas is one particular concern. As noted above, there is some overlap with the "Distrust" category as to be expected. This, again, illustrates the concept of co-occurrence. These words in isolation may indicate a distrust in institutions but seen in the context of tweets demonstrating uncertainty, we are able to identify these tweets as expressing a lack of information about the reform. The "partisanship" category in Figure 4 contains mainly the names of political parties and politicians as expected. We will not say much further about this category. Figure 5 contains the terms which indicate the "personal economic impact" category. It is evident that people are greatly concerned (neg emoticon) about changes to their electric bill (luz, kw, energ, electr, dollar amount, mas) . The tweets also lament an increase in the price of tortillas, specifically, and price increases (altos) in general that are often mentioned along with the subsidy changes. Many of the tweets that contain acab report their experiences with the reform -from reporting to have lost the subsidy entirely to having just paid higher prices for gas. The "other" category contains mainly informational or news tweets, that use more formal language and often contain a link to a news story. Some highlight the millions spent on the subsidy or the million who benefit from it millon, beneficiari. Some report a change in the mechanism of delivery nuev, mecan, which is in contrast to the less formal forma used above. Similarly, licuado (licu) is often used to refer to the propane gas itself.
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Coefficient Plot: Distrust of Instutions
The negative and neutral sentiment tweets in Figures 7 and 8 , respectively, are mirror images of one another since this ends up as a binary classifier. The neutral sentiment words tend to be those words associated with the "other" category. This is not unexpected since this category contains mostly informational tweets. The negative tweets themselves do not contain many negative sentiment words, themselves, other than no and neg emoticon. This is a consequence of pretty much every non-informational tweet being tagged as a negative tweet. We discuss potential strategies for mitigating this problem in Section 7. It is noteworthy that there are some tokens that express positive Figure 6 : The top 100 coefficients in absolute value associated with the "other" category throughout the entire sample. The blue indicates positive coefficients. The red indicates negative coefficients. Source: Author's calculations. sentiment in Figure 9 such as bien and pos emoticon. The signal is just too low for them to carry enough weight to overwhelm the rest of the language used in the corpus. We now turn our attention to the change in these use of language over time and examining how it reflects a change in concerns.
Examining Topic Drift
Figures 10-14 illustrate the potential for obtaining a deeper understanding of topic drift over time by breaking down the coefficient plots of the above section by time period during which the tweets appeared. We would like to draw your attention to two aspects of these graphs. First, August 2011 and August 2012 demonstrate sparse features for each category except for the "other" category. This could mean one of two things -people simply were not talking about the subsidy reform during these months on Twitter, or we are no longer capturing the tenor of the conversation expressed in our search taxonomy. Given that we observe similarly dense features for each month across the categories, however, it seems that the former is more likely to be true. For example, our taxonomy still captures partisan discussions taking place in May 2012 in the aftermath of the March 2012 congressional elections in El Salvador, but we do not see many partisan tweets during August 2011 or 2012. Furthermore, the "other" category does not demonstrate this same sparsity. This suggests that there is still news being reported about the subsidy, but that people are no longer discussing it. We may tentatively take this as evidence that people do not have anything further about which to complain, so they have ceased to tweet about it.
The second aspect to which, we would draw attention is the rise of the term distribuidor in the May 2011 and August 2011 tweets. It seems that though it may be the case that the gas distributor strikes of May 2011 were inconsequential [Calvo et al., 2014] , perhaps they influenced public perception in a very negative way. In the next section we will offer some avenues for further improvements on this study and then conclude.
Future Work and Improvements
We begin this section with some caveats, then offer some next steps for making potential improvements to the accuracy of our classifier and gaining additional insights in to the subject matter of the tweets about the reforms. For the first caveat, it is worth noting that such novel sources as Twitter data are not yet fully understood. In particular baseline information must be sought and representativity more fully investigated [Tufekci, 2014] . However, we believe the effect of the bias of Twitter towards more affluent demographics is somewhat mitigated since the reform, according to an incidence analysis, was particularly "pro-poor" and benefited the great majority of the population [Tornarolli and Vazquez, 2012] .
In addition to the potential sampling bias, the subjectivity bias of the labeling exercise is of some concern. As mentioned above, we see pupusa as an influential token in the "lack of information" category. However, tortilla is a strong indicator of "personal economic impact." This difference may simply be due to the fact that one or both taggers differed subjectively in their tagging of the category for these tweets or that the difference was truly in the context of the tweet. It would be, however, difficult to argue that generally pupusa is a distinguishing token of "lack of information" while tortilla indicates personal economic impact. The co-occurrence property of the classifier should help us distinguish when one category is appropriate, but the classifier is only as good as its input. Typically, it is common to have several taggers see the same tweets and to keep those with high interrater agreement to mitigate the potential effects of subjectivity. That said, we argue that having domain experts tag these tweets is already a potential mitigating factor.
These two potential pitfalls aside, there is still more that could be done with this data to potentially improve these results. There are certainly more avenues that could be explored with respect to feature engineering. We might reduce each political party or politician mention to a POLITICS concept. We might retain some punctuation and replace ellipses or exclamation points with some placeholder to indicate IMPLICATION or EXCITEMENT. The presence of an ELLIPSIS and a URL LINK would almost certainly
