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Abstract 
The adoption of eLearning in higher education (HE) is growing in the educational 
technology literature. However, high-impact, effective, eLearning applications are rarely 
reported. How learners interact with the technical components during the learning process 
is yet to be fully understood. The interactivity is a principle element for the design and 
evaluation of digital learning environments. Its nature and effects in relation to learners’ 
performance is critical for the selection of eLearning strategies and the articulation of 
ePedagogical practices. Thus, this thesis aims to investigate the ePedagogical 
environment to understand the nature of the interactive effects of instructional delivery 
modes and individual’s cognitive preferences on learners’ performance. The investigation 
is driven by measuring the effects of the interplay between the two key variables 
representing each dimension.  
Data were obtained through a series of 2x3 factorial quasi-experiments which 
were conducted at four HE institutions in the Kingdom of Saudi Arabia. The empirical 
studies examined the performance of 162 female undergraduates who had different 
cognitive preferences and received instruction through one of three delivery modes: i) 
face-to-face, ii) fully computerised and iii) blended modes. The participants were in their 
third year of the undergraduate Management of Information Systems program and were 
required to enrol in the course Information Systems Analysis and Design for the first time. 
Three instruments were utilised for the data collection; i) the cognitive style analysis test 
(CSA), ii) the pre-test and iii) the post-test. The validity and reliability of the cognitive 
performance measures (the pre-and-post-tests) were established under the auspices of the 
Rasch model using the QUEST interactive test analysis system software.  
The cognitive performance measurement scale was found to be unidimensional 
with a strong item fit statistic, ranging from 0.81 to 1.00, indicating that the test-items 
have measured the intended underlying construct. The subsequent performance analyses 
were conducted using Cohen’s effect size to compare the extent of differences between 
the experimental groups. The results confirmed the interactional effects of delivery modes 
and learners’ cognitive preference on their cognitive performance. It was also found that 
participants were able to achieve their best performance under the computerised delivery 
mode, which had the highest effect size of ES= 0.29 among the F-2-F and blended modes.  
This thesis enhances the conceptualisation of the interactivity between the human 
and technological dimensions of the eLearning environment. It highlights the nature and 
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level of the interaction, information that may be utilised to improve the design and 
evaluation practices of personalised HE learning. The study also demonstrates that the 
application of the Rasch measurement approach is effective for agile instructional design 
and performance measurement. It proposes an empirically validated ISD model that 
guides the effective design of digital learning environments for the Saudi Arabian HE 
sector. 
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Glossary of Terms 
The section below defines the key terminologies used to set out the background of this 
thesis. The definitions are presented alphabetically.  
 
B: Blended mode: Instructional environment in which the delivery mode combines 
elements from the conventional F-2-F and computerised delivery modes. The use of 
ICT tools is mainly to support the intended instruction during the F-2-F mode. 
C: Cognitive performance evaluation: “The collection, analysis and interpretation of 
information about any aspect of a programme of education or training as part of a 
recognised process of judging its effectiveness, its efficiency and any other outcomes 
it may have.” (Thorpe 1988 p. 5).  
  Cognitive preference: A “learner’s preferred approach towards information 
processing.” Considers their multidimensional cognitive style model that integrates 
the two dimensions ‘wholistic–analytic’ and ‘verbaliser–imager.’ (Riding & Rayner 
1998). 
  Cognitive style construct: A fixed set of personal attitudes, preferences, and perpetual 
strategies that determine individual’s ways to perceive, remember, think, and solve 
problems (Messick 1976).  
  Community Culture: Defined in this research context in terms of a society and its 
individuals; groups; networks; institutions; organisations; and systems. 
  Computerised mode: An instructional environment in which physical classroom and 
learners’ attendance is not required as the instructional material of the course is 
delivered electronically. Learners can access the content anywhere and anytime 
(synchronous or asynchronous modes.)  
  Conventional face to face mode (F-2-F): An instructional setting that requires the 
physical presence of learners in the classroom, where the instructional material is 
delivered by an instructor in the form of lectures within scheduled sessions ascribed 
to the course. Technology integration is not involved during instruction.   
D: Dichotomous scoring model: A Rasch model scoring format in which the test items 
have only two values; ‘0’ for incorrect responses and ‘1’ for correct responses. 
 Discrimination index: An index by which to infer the ability of test items to 
distinguish between participants with varied abilities. The value for the acceptable 
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discrimination index of an item is recommended not to be below 0.2 and is preferably 
above 0.4 (Wu & Adams 2007).  
E: eLearning: “The use of electronic technologies to create learning experiences” Horton 
(2012 p. 1).  
ePedagogy: The effective strategies, design specifications and activities that are 
utilised during the teaching and learning process to facilitate knowledge-acquisition 
and enhance measurable outcomes within the eLearning environment. 
Error estimate: Indices for the difference between the actual and expected Rasch 
responses associated with person ability and item difficulty (Bond & Fox 2015).  
F: Fit statistics: Indices that estimates the extent to which responses show adherence to 
the modeled expectation (Bond & Fox 2015).  
I: Instructional systems design: The ISD research paradigm defines scientific principles 
and media/technology necessary for implementing these principles. 
Internal consistency index: The extent of correlation of test items within a test. An 
accepted correlation value is bounded by 0.70–0.80 (Tavakol & Dennick 2011).  
Infit mean square (MNSQ): The extent of a misfit for a person or an item. Its 
expected value is 1, and the acceptable range lies between 0.77 and 1.30 (Adams & 
Khoo 1996; Bond & Fox 2015).   
Item fit statistics: The extent to which the actual performance for each item varies 
from the expected Rasch model. 
Item separation index: The estimation of the spread of items along the intended 
measured construct. The closer the value is to 1, the more reliable and consistent the 
item’s performance (Bond & Fox 2015).  
Item reliability estimates: The replicability of items’ locations on the measurement 
scale when the same set of items is given to another similar sample of participants 
who are expected to behave in the same way. It is bounded by 0 and1 (Bond & Fox 
2015; Smith 2002). 
M: Misfit test-item: Items with erratic performance patterns which do not meet the Rasch 
model expectations. 
O: Overfit test-item: Items that have a determined performance which is more than the 
expected Rasch estimate (Bond & Fox 2015).  
P: Partial credit model: An alternative Rasch model scoring format to the dichotomous 
format. Used to score participants’ responses based on two or more ordered 
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categories. In the context of this research, the sequence of the given scores is: ‘0’ for 
incorrect responses, ‘1’ for partially correct responses, and ‘2’ for correct responses. 
Person reliability estimates: Refers to the consistency of results we could expect if a 
particular sample were given another similar set of items which measure the same 
intended construct. It is usually bounded by 0 and 1 (Bond & Fox 2015; Wright & 
Masters 1982).  
R: Rasch logit scale: The Rasch interval measurement scale which adopts the logit as a 
measurement unit (Bond & Fox 2015).   
T: Test item: “A unit of measurement with a stimulus and a prescriptive form for 
answering; and, it is intended to yield a response from an examinee from which 
performance in some psychological construct (such as knowledge, ability, 
predisposition, or trait) may be inferred” Osterlind (1990 p. 3).   
Threshold: The level at which the probability of failure to endorse a given response 
category (below the threshold) turns to the probability of endorsing the category 
(above the threshold) (Bond & Fox 2015 p. 373).  
U: Underfit test-item: Test-items with more erratic behavior than expected by the Rasch 
requirements (Bond & Fox 2015).   
Unidimensionality: A fundamental concept in scientific measurement that requires a 
single attribute of an object to be measured at a time. The Rasch model requires a 
single construct to be underlying the items that form a hierarchal continuum (Bond 
& Fox 2015 p. 373).  
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Introduction 
Overview 
 
The educational technology literature reveals extensive research carried out on the 
significance of learners’ cognitive preferences in relation to their academic performance 
when designing instructional strategies for higher education (HE). It also highlights 
studies comparing the effectiveness or suitability of different instructional environments 
for the learners. However, the type of the nature of the interaction and its effects on 
learners’ performance are not yet fully understood. This thesis investigates the potential 
interaction between instructional delivery mode and learners’ cognitive preferences. It is 
intended to measure the interactional effects in facilitating the acquisition of the concepts 
of the data-flow diagram development. The empirical data was collected through a series 
of 2x3 factorial quasi-experiments at four HE institutions.  
This introductory chapter sets out the background and rationale of the work 
carried out in the first section. It then presents the research problem, aims, and objectives. 
In the following sections, the conceptual knowledge foundation and the research design 
and methodology are described. The chapter concludes with outlining the structure of the 
thesis. The chapter is divided into the following sections:  
• Background  
• Contextual motivations 
• Research problem 
• Research aim and objectives 
• Conceptual foundations 
• Research design and methodology  
• Thesis structure.           
1 
Chapter 
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1.1 Background  
The revolution of information communications technology (ICT) tools has reshaped 
many societies and economies around the world. These digital tools have become a 
driving factor of globalisation that enables people to communicate and access 
information. The ubiquity and growing developments in Internet-based tools have 
changed the way information is used and shared for political, commercial, and personal 
purposes (Wiseman & Anderson 2012). The advancements of social networking websites 
and Web 2.0, 3.0 and 4.0 applications have promoted tremendous financial and 
productivity gains in all sectors. ICT now drives the effective use of resources to generate 
innovative new ideas across cultures and nations regardless of geographical boundaries. 
The education sector has not been immune to the effects of the emerging 
information technologies, which have considerably increased the dynamic growth of 
eLearning, impacting the quality of teaching and learning practices (T&L). The term 
eLearning is defined here as: “The use of electronic technologies to create learning 
experiences” Horton (2012 p. 1). The compound annual growth rate (CAGR) of 
eLearning in higher education (HE) is expected to reach 7.07% by 2023 (Arizton 2018). 
Regardless of the drivers for the adoption of eLearning technologies, such as increased 
productivity and reaching out wider learners base, the HE sector has witnessed various 
cases of successful integration of ICTs which has optimised learning experiences.  
Thus, it is not an exaggeration to state that the eLearning platform has provided 
HE institutions with the opportunity to meet the increasingly growing demands of the 
education market (Agrawal, Agrawal & Agrawal 2016). The increasing global 
competition prompts HE providers to harness ICT tools to establish differentiated higher 
education systems. However, among these institutional imperatives, high-impact, 
effective, eLearning applications in HE are rarely reported (Allen 2016). 
In response to calls for pedagogical innovation to digitise HE learning 
experiences, institutions initiate the optimisation of learning through the strategic 
allocation of resources to achieve their educational goals (Sharples et al. 2016). In so 
doing, learning analytics and design-thinking methodologies are examples of 
instructional systems design (ISD) that are emerging to enable educational colleges and 
universities to understand the pedagogical environments better. Such an understanding is 
driven by the pressing need to personalise the learning experiences within the continuing 
digitisation of the T&L.  
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The findings of this thesis suggests that optimal application of the ICT-based 
instruction, and informed administrative and instructional decision-making in HE, can be 
achieved through improved quality of the design and measurement of the ePedagogical 
practices. The term pedagogy is a broad description of the methods or techniques used 
during the instruction to achieve certain goals. For the purpose of this thesis, the term 
ePedagogy refers to any effective strategies, design specifications and activities that are 
utilised during the teaching and learning process to facilitate knowledge-acquisition and 
enhance measurable outcomes within the eLearning environment.   
1.2 Contextual motivations 
The Saudi Arabian government realises the potential significance of incorporating ICT 
tools into the fabric of its HE classrooms. As reported by the Ministry of Higher 
Education (2018), the Kingdom’s information technology strategic plan aims to improve 
the pedagogical environment and increase the overall performance levels of universities, 
academics and learners, to cope with the continuous technological advancements. These 
government initiatives include: establishing research centres; nurturing local and 
international educational collaborations; and employing qualified personnel. The table 
below summarises the Kingdom’s information technology (IT) key objectives to elevate 
the HE sector (Ministry of Higher Education 2018).  
Table 1.1: Saudi Arabia’s key IT objectives 
(adopted from the Ministry of Education 2018) 
Key Objectives 
1. Improve the HE Ministry’s IT infrastructure 
2. Automate the workflow of the HE Ministry and cultural missions 
3. Enable E-services at the Ministry and its attaché bureaus 
4. Establish smart educational buildings 
5. Enhance the educational networks 
6. Develop a higher educational statistical system 
7. Improve the Kingdom’s public universities websites 
8. Create the National Center for e-Learning and Distance Education 
9. Establish deanships of information technology transactions 
  
Despite all initiatives and resources offered by the Saudi government, the 
application of eLearning is not fully utilised in the Kingdom’s HE institutions (Xanthidis, 
Xanthidou & Nicholas 2016). While some cultural and logistic complexities, such as 
gender segregation and remote locations, prompt the adoption of eLearning in Saudi 
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Arabia, the lack of clear guidelines for the design practices prevents the optimisation of 
ICT tools in the HE sector. What is hindering the effective use of ICTs is neither the 
inadequate resources nor unqualified educational personnel. It is rather how to utilise or 
effectively implement the technology to improve the learning experience. The slow 
developments of eLearning in the Saudi Arabian HE context can be attributed to several 
reasons such as the unbalanced ICT infrastructure and quality of HE institutions between 
the urban and rural areas in the kingdom (Xanthidis, Xanthidou & Nicholas 2016).          
As documented in the literature, a healthy variety of ICT tools have been adopted 
by most universities in Saudi Arabia (Alnassar & Dow 2013). However, the lack of 
culturally-responsive ISD models for ICT-based instruction hampers the effective 
integration of ICTs that would best meet the learners’ educational needs (Marshall & 
Rossett 2011). Thus, to successfully improve the ePedagogical environment of the Saudi 
Arabian HE sector, a shift of the current transmissive paradigm is a necessity. The key is 
the application of a culturally-responsive paradigm that coincides with the 2030 vision 
introduced by Prince Mohammad bin Salman bin Abdulaziz Al-Saud as part of the 
National Transformation Program 2030 (Pavan 2016).  
This transition would involve drastic managerial, pedagogical, and practical 
changes within the different levels of the HE systems starting from universities’ top 
management to the learners themselves. Examples of this include: the development of 
defined ICT policies and plans, IT infrastructure enhancement, provision of 
organisational and managerial support, and improvement of IT knowledge and skills for 
both instructors and learners. Another aspect of this is the effective implementation of 
ICT tools, which provides the basis for this thesis as it focuses on key aspects of the 
design and evaluation of ICT-based instruction within the HE context of Saudi Arabia. A 
review of the contemporary digital environments in Saudi Arabia is presented in the next 
section.  
1.2.1 HE in Saudi Arabia  
The substantial expenditure by the Saudi government aims to improve the functionality 
of its HE system and the digital experiences in particular. It can be interpreted as a 
proactive approach towards achieving its global vision of improving its international 
standing among other HE systems around the globe. Recently, the kingdom has ranked 
8th among the world’s top spenders on education (Ministry of Foreign Affairs 2017). 
According to the Global Information Technology Report conducted by Dutta and Bilbao-
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Osorio (2012), Saudi Arabia ranks first among the Arab countries in respect to indicators 
related to expenditure for education. Table 1.2 shows the annual government expenditure 
per university student in Saudi Arabia and compares some of the Arab countries to France 
and the United States of America.  
Table 1.2: The amount of government expenditure per university student 
(Adapted from the global information technology report 2012) 
 
In its plans to build a knowledge-based society, the Ministry of Higher Education 
in Saudi Arabia has increased the number of universities by 86% over the last decade, 
accommodating more than 1.5 million students across the Kingdom (Ministry of 
Education 2015a). As shown in Table 1.3, the classification for the 24 public universities 
is based on five categories, including: (1) comprehensive with a research focus, (2) 
specialised with a research focus, (3) comprehensive, (4) specialised, and (5) teaching 
universities (Mazi & Altbach 2013).   
Table 1.3: Types of public universities in Saudi Arabia 
(reproduced from Mazi & Altbach 2013) 
Categories Universities 
Comprehensive universities 
with a research focus 
King Saud University; King Faisal University; King 
Abdulaziz University; Umm al-Qura University 
Specialised universities 
with a research focus 
King Fahd University of Petroleum and Minerals 
Comprehensive universities Taif University; Qassim University; Taibah University;  
King Khalid University 
Specialised universities Islamic University; Imam Muhammad bin Saud 
University; King Saud Bin Abdulaziz University for 
Medical Sciences 
Teaching universities Hail University; Jazan University; Najran University; 
Tabuk University; Kharj University; Shaqra University; 
Al Jouf University; Al Baha University; Majmaah 
University; Dammam University; Northern Borders 
University; Princess Noura Bint Abdul Rahman 
University  
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At present, the HE system in Saudi Arabia is facing key challenges associated 
with the current economic and social transformation. Such challenges include providing 
sufficient level of training for staff and learners and promoting supportive culture towards 
eLearning. Thus, it relies on ICTs for improving the digitising of HE. In view of this 
situation, HE providers are challenged to make informed decisions when considering the 
adoption of expansive forms of educational technologies. These decisions are not 
expected to occur spontaneously, but rather to be employed effectively to enhance the 
digital experiences in HE environments.  
1.2.2 The ePedagogical environments at Saudi Arabian universities 
Despite the continuing efforts to digitalise learning environments, the conventional face-
to-face (F-2-F) learning environment remains the dominant instructional delivery mode 
in the Kingdom (Colbran & Al-Ghreimil 2013). Although some instructional and cultural 
imperatives prompt the adoption of distant learning, there is only one specialised 
university, the Saudi Electronic University, that responds to these demands and offers 
distance education (Alubthne 2018). The attempts to adopt blended or online learning are 
shown to revolve around the learning management tools. Its actual use, however, has been 
mainly for announcements, and sometimes for generalised coursework communication 
(Alghamdi & Bayaga 2016). There seems to be the lack of a sound course delivery 
decision model (CDDM), which is a decision model that accounts for learners’ 
pedagogical needs and contextual determinants, without discounting the financial gains.  
Further, it appears that a key challenge facing courseware designers and 
instructors in creating effective learning environments is the lack of sound instructional 
systems design (ISD) models. The instructional content usually delivered in PowerPoint 
presentations relies on large volumes of text that may have been written by others outside 
of the cultural context. As described by McLaren (2007), the instructional content is 
positioned outside the learners’ cultural context. These ill-fitting materials also lack 
effective design specifications that, if followed, could avoid unnecessary increases in 
learners’ cognitive load.   
When it comes to the assessment of ICT-based content, traditional paper-based 
assessment is the widely used method (Darandari & Murphy 2013). The grading scheme 
follows a monotonous allocation of 60% for the final exam and 40% for the mid-semester 
exam and other activities and assignments (Smith & Abouammoh 2013). As claimed by 
Darandari and Murphy (2013), the traditional assessment in the HE system of Saudi 
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Arabia lacks the alignment between learning outcomes, assessment strategies and 
evaluation.  
1.3 Research Problem  
Learners are active players in the learning process. This has given rise to the design of 
learner-centric instructional environments in the realm of educational technology to 
address their pedagogical needs. Knowledge is acquired through interactions between the 
learners and the technical components within the eLearning environments (Gill 2007). 
The interplay between both dimensions is a central element for the design and evaluation 
of digital learning experiences. However, the nature and conceptualisation of this 
interactivity is still ambiguous in the literature (Kent, Laslo & Rafaeli 2016; McKay 2008; 
McMillan 2006; Stromer-Galley 2004). Perhaps this is partially due to the dearth of 
research investigating the interplay between the different conditions of learning (both 
internal-human and external-technology) and its effects on performance. As described by 
Gašević, Dawson and Siemens (2015), very little research is related to capturing the 
conditions of learning in online communities. As suggested in the literature, more 
research is needed to understand the nature and patterns of the interaction which would 
inform the educational technology field about the dynamics of the collaboration and the 
characteristics of individual learning (Mohamadi 2018; Yücel & Usluel, 2016). Thus, this 
thesis seeks to investigate the nature of the interaction between the human and 
technological dimensions in the eLearning environment, guided by Gagné’s (1985) 
Conditions of learning theory (CLT).   
A learner’s cognitive preference is an internal condition (factor) embedded within 
the learner that comes into play during the information-processing procedure. Previous 
studies pointed out the key role of cognitive preference during instruction and its relation 
to performance (Fan, Zhang & Watkins 2010; Graham, Berman & Bellert 2015; 
Westwood 2017). On the other hand, the instructional delivery mode is an external 
condition (factor), which the literature has also shown to be significant in facilitating 
knowledge acquisition (Chan 2013). Much of the earlier research focused on the machine 
dimension of technology and its potential to support learning (Ross, Morrison & Lowther 
2010). Even when the learners are factored into the analysis, the focus is often on their 
perceptions, attitudes or satisfaction of the technical components and its functionality. 
There is a need to further investigate the human dimension and the implications of its 
interaction with the technological artefacts (Gašević, Dawson & Siemens 2015; McKay 
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2008). This is because the effects of this interaction in relation to performance are yet to 
be fully understood (Gašević, Dawson & Siemens 2015). Insights obtained from this 
investigation are hoped to improve the effectiveness of eLearning strategies and the 
articulation of ePedagogical practices. Therefore, the main research question driving this 
investigation is:  
What are the interactive effects of instructional delivery modes and 
individuals’ cognitive preferences on their learning performance? 
This thesis seeks to investigate measurable effects through a validated instructional 
systems design (ISD) model. The literature reveals an extensive number of conceptual 
and procedural ISD models. However, the existing models lack empirical evidence to 
substantiate them (Branch & Kopcha 2014; Richey & Klein 2014). As described by 
Branch and Kopcha (2014), current ISD models have been rarely subjected to rigorous 
ratification processes to measure their effectiveness under different instructional 
environments. The paucity of empirical ISD-model validation poses limitations in terms 
of practicality in relation to the pedagogical purpose (Barlas 1996; Richey 2006). 
Validating the ISD model may be helpful in addressing the applicability aspect under 
different instructional environments. Therefore, the first sub-question this thesis seeks to 
answer is:  
Under which validated instructional delivery modes does the instruction 
result in efficient learning, and which cognitive preference group did better 
with which delivery mode? 
Efficient learning is defined in the context of this thesis as the ability of the learner to 
acquire the intended knowledge and the associated skills required for knowledge-
application. Thus, after investigating the interactive effects, if any exist, it is critical to 
examine the extent of the effects of ICT integration on participants’ levels of learning. In 
other words, the extent of the model’s effectiveness and its impact on learners’ 
performance. Hence, the second sub-question is: 
To what extent do changes occur in learners’ cognitive instructional 
performance? 
Although the benefits of ICT-based instruction are well-documented in the educational 
technology literature, there remain inconsistencies regarding the impact of ICT on 
performance. In their analysis on the effects of emerging technologies for teaching and 
learning in HE, Kirkwood and Price (2013) argue that the impacts of these technologies 
on learner outcomes remains ambiguous and contested. Perhaps the reason for this lies 
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partially in the adoption of the Classical test theory (CTT) by prior studies to interpret 
performance inferences. It is difficult to rely on results obtained when using CTT to 
measure the effects of ICT on performance, or to conduct direct comparison for design 
improvements, as performance inferences under this approach are sample-dependent and 
results are confined to the particular group of test-takers. Further, performance is 
measured based on the aggregate test scores and assumes that all items in a test have the 
same difficulty level, thus classifying the participants based on their scores. Hence, the 
extent of differences in items’ difficulty levels and participants’ abilities are unclear, 
leading to inconclusive results (Thorpe & Favia 2012). The limitations of the 
contemporary measurement practices hamper agile instructional design improvements. 
Therefore, performance measurement in this thesis is conducted by employing the Rasch 
measurement theory (RMT).  
 Against this background, it is challenging to design customised and effective 
eLearning environments for HE courses and, in particular, for information systems (IS) 
courses that have complex, abstract concepts. Most of the HE courses in the field of IS 
are oriented to cover the fundamental theoretical concepts and are supported by a practical 
application of the acquired knowledge. Courseware designers rely on ICTs to facilitate 
the understanding of these abstract concepts that are intended to provide HE graduates 
with the practical skills required for the workforce. Therefore, it is essential to investigate 
the effective integration of ICT into the teaching and learning (T&L) of this specialised 
field, especially as the ICT industry has such a dynamically changing nature.  
1.4 Research aim and objectives  
The thesis aims to investigate the ePedagogical environment of eLearning to understand 
the nature of the interaction between the human and technological dimensions, and to 
measure the impact of this interaction on learners’ cognitive performance. The 
investigation intended to gain insights for improving the design of customised, effective 
digital environments.    
The research objectives include: 
I. a critical review of the factors influencing learning outcomes;  
II. exploring the application of eLearning strategies and pedagogical design 
models; 
III. identifying measurement approaches for cognitive performance; and 
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IV. proposing an instructional systems design model that aligns with the cultural 
dimensions of Saudi Arabia.   
1.5 Conceptual foundation 
To effectively improve the instructional environment of eLearning in HE, it requires an 
investigation of overlapping areas among different domains. The knowledge domains that 
are essential to underpin this thesis include instructional systems design (ISD), 
community culture, human-computer interaction (HCI), cognitive psychology, and 
performance evaluation. Figure 1.1 provides an illustration of each knowledge domain 
guiding the literature review process. 
 
Figure 1.1: The overlapping knowledge domains of the eLearning environment  
1.5.1 Instructional systems design (ISD)  
The ISD research paradigm defines scientific instructional principles and the technology 
necessary for implementing these principles. Since its inception by Robert Gagné (1985), 
prominent research studies have been conducted to investigate how to improve the 
instructional experiences, and to promote the acquisition of specific knowledge and skills 
(Merrill et al. 1996). This field is important for this thesis because it provides established 
instructional strategies (conditions-of-learning) that are required for the acquisition of 
particular IS knowledge, under certain instructional environments. Drawing on this 
paradigm facilitates the effective design of instructional experiences that afford improved 
performance outcomes. 
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1.5.2 Community Culture 
Any society is defined by its individuals, groups, networks, institutions, organisations, 
and systems. Interactions and relationships between these societal features take place on 
national and international levels. It is, therefore, crucial to understand the implications of 
such cultural influences on the learners, their learning experiences, and the underlying 
ePedagogical practices. Consideration of the socio-cultural aspects and their impact on 
the learners helps with customising the design of the instructional materials and thus, 
promoting effective learning (Kinuthia 2012).   
1.5.3 Cognitive Psychology  
The cognitive style construct refers to a fixed set of personal attitudes, preferences, and 
perpetual strategies that determine how an individual perceives, remembers, thinks, and 
solves problems (Messick 1976). The cognitive style will be referred to as cognitive 
preference hereafter in this thesis. As an internal condition of learning, the literature 
suggests a strong influence of the cognitive preference on academic achievement 
(Sternberg & Zhang 2014). Further, the external medium, which is the instructional 
delivery mode by which learners receive their instruction, is also seen as influencing their 
knowledge acquisition. Therefore, both conditions were considered as representing each 
dimension (human and technology) in this investigation.   
1.5.4 Human-computer interaction  
Previous research suggests the significance of considering both the human and 
technological dimensions when designing digital environments (McKay 2008). 
Understanding the nature of the interaction between the learners and the technical 
components enables better leverage of ICTs through the application of personalised 
learning strategies. Insights about learners’ preferences when processing information in 
technology-enhanced environments helps in selecting an appropriate and effective design 
strategy.  
1.5.5 Cognitive performance measurement   
Evaluation of learners’ performance is investigated in terms of Thorpe’s (1988 p. 5) 
definition, which describes it as “the collection, analysis and interpretation of information 
about any aspect of a programme of education or training, as part of a recognised process 
of judging its effectiveness, its efficiency and any other outcomes it may have.” The thesis 
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aims to measure the effects of the interplay between human and computer on 
performance. It is intended to evaluate the effectiveness of the employed strategies and 
design specifications.  
1.6 Research design and methodology   
A series of the quasi-experimental 2x3 multivariate design studies were conducted to 
investigate the potential interaction between the instructional delivery mode and each 
learner’s cognitive preference and its impacts on performance. The design involved two 
factors with multiple levels. The learners’ cognitive preferences were analysed based on 
the two dimensions identified by Riding and Cheema (1991), the wholist-analytic and 
verbal-imagery, while the instructional delivery mode was investigated with reference to 
three modalities: conventional face-to-face (F-2-F), computerised, and blended 
environments.  
Data were collected in four research phases, which were preceded by a trial-testing 
study. The phases consisted of three validation studies (pilot study 1, 2, and -3), followed 
by the main experiment. The quasi-experiments were conducted at four HE institutions 
in the Kingdom of Saudi Arabia. The analysis included a total of 162 female 
undergraduates who voluntarily participated in this research project. Table 1.4 shows the 
experimental studies and the number of participants from each phase.  
Table 1.4: Number of participants   
Experimental studies  Number of participants  
Validation study-pilot study 1  15 
Validation study-pilot study 2 52  
Validation study-pilot study 3 54 
Main experiment  41 
Total  162 
 
Due to the lack of random assignment of participants in an educational setting, a quasi-
experiment with a pre-and-post-test, non-equivalent comparison group was adopted to 
conduct this empirical investigation. Participants were assumed non-equivalent in the 
sense that each group received different instructional treatment; i.e., F-2-F (T1), 
computerised (T2), and blended (T3). The participating groups were treated as a 
population, and thus represented the existing collectives such as classrooms and tutorial 
groups at the Saudi Arabian HE institutions. Simple random sampling was used to assign 
the participants into the three experimental treatments based on their Cognitive Style 
Analysis (CSA) ratio results.  
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Since the three groups were considered to be identical before the experiments, we 
can assume that the evaluation of their performance was under comparable conditions. 
Participants shared the same instructional aspects in every way possible except for 
receiving their instruction in different environments. For instance, they were all officially 
enrolled in this course of study for their first time and were exposed to the same 
instructional content within the same timeframe. Their performance was measured based 
on the same expected learning outcomes and a form of assessment. The pre- and post-
tests were used as assessment measures for the cognitive performance of the participants.  
The experimental procedure was conducted as follows:   
A. The cognitive style analysis (CSA) test was carried out first and was conducted a 
month before the experiments.   
B. The quasi-experiment schedule consisted of: 
- a pre-intervention test,  
- the instructional intervention during the usual two-hour tutorial sessions, and  
- the post-intervention test, which was taken immediately after the instructional 
interventions.  
Only the data from participants who underwent the whole experiment was analysed. The 
software used for data analysis is the QUEST Interactive Test Analysis, and the 
magnitude of treatments’ effects between the groups was calculated using Cohen’s effect 
size analysis (Cohen 1977).  
1.7 Thesis structure  
This chapter sets out the context of this thesis and introduced the research problem, aim, 
and objectives. It described the conceptual foundation underpinning this investigation and 
outlined the research design and methodology. The thesis consists of eight chapters 
including this introductory chapter.   
Chapter 2 synthesises the existing literature in light of the knowledge domains 
underpinning this thesis. It identifies distinct gaps and critically reviews previous research 
addressing these gaps. It also conceptualises the ISD model and draws the specifications 
of the key variables.  
Chapter 3 describes the research design and identifies major threats to its validity. It also 
presents strategies used to reduce the potential effects of the confounding variables. It 
concludes with the key limitations of the experimental research design.  
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Chapter 4 describes the methodology followed to collect the empirical data, and provides 
a description of the setting and the participants. It then presents the experimental 
procedure and the instrumentation process for the development of the assessment 
instruments.  
Chapter 5 reports major results from the preliminary calibration and validation stage of 
the analysis, which aims to establish the validity and reliability of the assessment 
measures. It describes the developmental refinement stages for the instruments that were 
empirically validated for further performance analysis.     
Chapter 6 presents the key results from the second data analysis stage, which was 
conducted to evaluate learners’ cognitive performance. Performance comparisons 
between and within the participating groups were presented. The chapter concludes with 
the results of the interactive effects between the variables under investigation.  
Chapter 7 provides answers to the research questions and a discussion of the emergent 
findings relative to the existing literature.   
Chapter 8 concludes this thesis and highlights its contributions to theory and practice. It 
suggests possible future directions and outlines the research limitations.  
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Literature Review and Conceptual Model 
Introduction 
This chapter discusses the major areas contributing to the optimisation of the learning 
experience. As explained in the previous chapter, the theoretical limitations of this 
research problem have somehow influenced the practical implications of ICT-based 
instruction. Improving the effectiveness of the design practices in the HE sector entails 
understanding several key issues involved in the learning process. In light of the 
knowledge domains underpinning this investigation, this chapter aims to delineate the 
key constructs adopted for this investigation and the relationship between them. Integral 
to this thesis is the cognitive performance measurement. Thus, the chapter reviews the 
fundamental attributes to construct theoretically-derived, knowledge-development 
specifications to yield reliable inferences. The research is driven by the conditions of 
learning theory (Gagné 1985), and the Rasch measurement theory (Rasch 1960). The 
chapter outline is shown in Figure 2.1.   
  
 
 
 
 
 
 
 
2 
 
Chapter 
 16 
 
 
Figure 2.1: Outline of Chapter 2  
 
2.1 eLearning overview and definition  
It is difficult to define the concept of eLearning in a single inclusive definition. Due to 
the seemingly endless emergence of innovative ICT tools, eLearning is constantly 
changing. The term eLearning is referred to in the literature by different terminologies, 
including; computer-based, technology-enhanced and ICT-based instruction. Several 
definitions of eLearning have been proposed. Horton (2012 p. 1) defines eLearning as: 
“The use of electronic technologies to create learning experiences”. Others, like Clark 
and Mayer (2016), refer to this type of learning, based on the medium of delivery, as the 
delivery of instruction through digital devices (including portable devices) to support the 
learning process. In an attempt to provide an inclusive definition of the term eLearning, 
Sangrà, Vlachopoulos and Cabrera (2012) surveyed 33 expert opinions to reach a 
consensus on the definition. Their results saw the definitions fall into four categories, 
including 1) technology-driven, 2) communication, 3) educational-paradigm and 4) 
delivery-system. 
The evolution of new technologies continues to influence the nature of eLearning, 
allowing for various models to evolve. Because the instructional content is delivered 
through a variety of electronic media, including Web-based platforms, local memory, or 
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external drives, an eLearning course may occur in a completely online environment 
(asynchronous) or in a hybrid mode which combines online and face-to-face interactions 
(synchronous). The use of Web 2.0 tools enables a collaborative communication and 
interactive learning environment. Thus, the adoption of such participative technologies, 
along with the advanced features of current eLearning application software, urges the 
need to recognise the pedagogical complexities involved in personalising knowledge 
acquisition using ICT tools. In other terms, the functionality of eLearning must align with 
the continuous changes in learning needs.  
2.1.1 Major challenges for the application of eLearning in HE  
The benefits of adopting eLearning in HE are well-documented in the literature, ranging 
from offering the flexibility of time and place, and ease of access to the instructional 
content, to better collaboration, engagement and interaction (Arkorful & Abaidoo 2015). 
A cost-effective learning environment is another key advantage of eLearning, as it saves 
training time for institutions and travel costs for learners (Wall et al. 2017). Further, the 
instructional environment offered by eLearning enables learners to self-manage their 
learning according to their pedagogical needs (Mohammadyari & Singh 2015). As for 
instructors and courseware designers, the opportunity to use a variety of multimedia 
technologies allows the customisation of learning to the particular needs of each learner 
(Clark & Mayer 2016). Most importantly, eLearning platforms, when designed 
effectively, can respond to the current imperatives of bridging the academic-industry gaps 
by immersing the learners in virtual workforce-realistic environments to facilitate their 
acquisition of knowledge and skills (Clark & Mayer 2016).   
Despite the various advantages of eLearning reported in the literature, institutions 
of HE face key challenges regarding the effective application of eLearning. Technology 
integration stands out as an issue affecting the effectiveness of eLearning in the HE sector 
(Hue & Ab Jalil 2013). As described by Allen (2016), it is not the ICT tools that cause 
the unsuccessful implementation of eLearning, but the failure of the HE institutions to 
harness and fully utilise the tools’ potential. Another limitation to effectively applying 
eLearning is the adoption of a one-size-fits-all approach when designing the digital 
learning experiences. As mentioned in the previous section, eLearning enables learners 
to self-manage their learning, and thus the design is expected to be responsive to the 
unique needs of the learners. However, the adoption of the one-size-fits-all design 
discounts the individual differences in the learning preferences among learners, which 
 18 
 
discourages their engagement with the content and ultimately influences their learning 
experiences (Noesgaard & Ørngreen 2015). Furthermore, Clark and Mayer (2016) point 
out that a current challenge faced by HE institutions pertains to the accurate assessment 
of the outcomes from their instruction in its contextual setting. Very little attention, time 
or resources have been given by HE institutions to the evaluation practices of their 
eLearning programmes to ensure their functionality.  
The identified challenges relate to overlapping knowledge domains that underpin 
the eLearning environment (refer to Figure 1.1 in Chapter-1). The background work of 
this chapter is conducted in light of these challenges. An extensive review of the existing 
research available pertaining to each knowledge domain is conducted to identify the 
major limitations relevant to the ineffective application of eLearning. In doing so, the key 
variables identified as impacting the cognitive performance outcomes will be presented 
in light of the conditions of learning theory. The investigation is conducted within the 
Information Systems (IS) discipline to examine the relationship between the identified 
factors and its effects on learners’ performance.  
2.2 Knowledge acquisition and information systems  
Learning an IS technique is challenging for many individuals. This is acknowledged in 
the literature as being the case for many reasons such as failing to employ appropriate 
learning strategies (Djajalaksana 2011), lack of prior domain knowledge (Oliver 2006), 
learners’ lack of problem-solving and communication skills (Fu 2014), and ineffective 
technology-integration (Hustad & Olsen 2014).  
It is believed that learners are unable to practically apply the basic IS concepts 
and principles because they fail to acquire the knowledge given in the classrooms (Gide, 
Wu & Wang 2010; Hustad & Olsen 2014). This is perhaps due to inappropriate 
instructional strategies being applied during knowledge-transfer, which cause some 
difficulties in retrieving it. The multidisciplinary content of IS courses imposes challenges 
for instructors and courseware designers to tailor the instruction to the specific 
characteristics of the IS discipline (Djajalaksana 2011). Therefore, the undergraduate IS 
course, Information Systems Analysis and Design (ISAD), is selected to identify better 
instructional environments to assist IS graduates during their knowledge acquisition. The 
next section presents a review of the course and summarises some key instructional 
challenges.  
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2.2.1 Information Systems Analysis and Design (ISAD) 
Around the world, the undergraduate IS course, Information Systems Analysis and 
Design (ISAD), is taught as a core unit in most of the higher education (HE) Management 
of Information Systems (MIS) programmes (Topi et al. 2010). ISAD basically provides 
students with an introduction to fundamental knowledge and skills needed for designing 
high-quality IS. The ISAD course has emerged within HE to accommodate the industrial 
sector’s need for informed graduates (Kock 2006). Because organisations have been 
deeply affected by technological advancements, the industry sector acknowledges the 
need for IS analysts/developers (Kock 2006). Generally, this professional practice view 
is reflected in how universities design their information technology (IT) courses and 
academic programme offerings.  
However, The Standish Group (2018) and a study by Zia and Bukhari (2011) 
report that students’ failure to acquire basic knowledge, concepts and ISAD processes is 
one of the major factors in the low success rates of many IS development projects. 
Perhaps this failure is in part due to the lack of sound teaching and learning (T&L) 
instructional strategies and course development methodologies.  
An investigation of the literature reveals that teaching ISAD material is quite 
challenging for many reasons. Due to the theoretical nature of the course content, it is a 
difficult task for instructors to engender interest in the course materials (Djajalaksana, 
Dedrick & Eison 2013). In addition, it is not easy to teach an ISAD course with hands-on 
activities that the students may have already encountered in other IS-related courses, such 
as programming.  
The theoretical conceptualisation involved in the ISAD course relies heavily on 
the practical side of its application, making it hard to teach the course to students who 
presumably lack this practical experience, which is assumed to provide insight into 
essential areas covered in ISAD (Cybulski & Linden 2000). Instructors have to ensure 
that educational objectives and delivery of the course are in line with certain aspects such 
as current industry demands and emerging market trends, and the constantly changing 
nature of technology (Fatima & Abdullah 2013).  
The literature reveals some developments towards improving the T&L 
instructional strategies adopted for ISAD. Instructors have been trying to develop 
innovative ways to convey the content of the several knowledge areas covered in the 
course, and there are different approaches, pedagogies, and techniques applied, as shown 
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in Table 2.1 (Djajalaksana 2011). Problem-based learning is an effective pedagogy to 
foster learner’s analysis skills, while project-based learning pedagogy enhances the 
practical skills of an IS graduate, and thus prepares them for the workplace environment. 
The role-playing and group-based strategies help to develop the communication skills 
required. The most recent approaches include web-based learning and educational games, 
which show great potential for improving the T&L practices for the ISAD course, as they 
provide a closer view of the industrial sector (von Wangenheim et al. 2014).  
Table 2.1: Approaches in teaching systems analysis and design 
Learning approach 
Problem-based learning 
Project-based learning 
Role-playing techniques 
Group-based projects 
Web-based projects 
Game-based learning 
 
Therefore, this knowledge-development domain has been chosen to generally 
improve the T&L strategies employed to achieve the instructional outcomes required, 
with the aim of leveraging the ICT tools to bridge the industry-university gap between 
workplace reality and theoretical positions. Acquiring these knowledge development 
skills provides the students with the necessary, adaptable, life-long learning skills that are 
needed to support business functions. 
However, learning specific information systems (IS) process-modelling design 
techniques, such as data flow diagrams (DFD), requires a mastery of different cognitive 
skills (Topi et al. 2010). It involves the acquisition of different types of knowledge and 
learning capabilities in order to understand the techniques. Thus, the conditions of 
learning theory (Gagné 1985) provides the best design and application guide to the 
pedagogical practices needed to achieve the intended instructional outcomes (McKay 
2008). The following section outlines the key underlying assumptions of the conditions 
of learning theory relevant to this investigation.  
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2.3 The conditions of learning theory 
The conditions of learning theory was introduced by the pioneer cognitive theorist, Robert 
Gagné, in 1965. It formed the foundations of several other instructional systems design 
(ISD) theories such as Merrill’s first principles (Merrill 2002), Mayer’s cognitive load 
theory (Mayer 2002), and Reigeluth’s elaboration theory (Reigeluth 1983). Its 
applications continue to facilitate contemporary instructional technology studies in the 
field of educational technology. This investigation is driven by three major components 
of the conditions of learning theory: levels of learning, conditions of learning, and nine 
events of instruction. The subsequent section is concerned with the first component: 
levels of learning.   
2.3.1 Levels of learning   
Gagné proposed five types, or levels, of learning that describe the human capabilities, or 
expected learning outcomes, for knowledge-acquisition. These learning categories 
include verbal information, intellectual skills, cognitive strategies, motor skills and 
attitudes (summarised in Table 2.2). Different instruction is required for each level of 
learning. Therefore, the learning capabilities are considered significant to determine the 
appropriate instructional strategies required to achieve the learning outcomes (Aronson 
1983).  
Table 2.2: Gagne’s learning capabilities  
(adapted from (Driscoll & Driscoll 2005)  
Learning level Definition 
Verbal 
information  
Stating previously learned material such as facts, concepts, principles, 
and procedures   
Intellectual skills  
Discrimination  Distinguishing objects, features, or symbols  
Concrete concepts  Identifying classes of concrete objects, features, or events 
Defined concepts  Classifying new examples of events or ideas by their definition 
Rules  Applying a single relationship to solve a class of problems 
Higher-order rules  Applying a new combination of rules to solve a complex problem  
Cognitive 
strategies  
Employing personal ways to guide learning, thinking, acting, and feeling  
Attitudes  
Choosing personal actions based on internal states of understanding and 
feeling  
Motor skills  Executing performances involving the use of muscles  
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The literature reveals that much of the interest in contemporary trends has been 
on the adoption of an outcomes-based approach when designing for HE. For Tam (2014), 
HE institutions fulfil their instructional goals by adopting an outcomes-based approach, 
which enables the improvement of the design effectiveness of their instructional 
programs. As explained by Tam (2014), this approach has been increasingly adopted by 
many qualifications authorities in various contexts, including in the USA, UK, Europe, 
Australia, New Zealand and South Africa.  
Because performance measurement is central to this thesis, it is critical to 
precisely identify and describe the intended learning outcomes. Learners’ performance is 
the indicator of the efficiency and effectiveness of the design practices conducted to attain 
the specific instructional objectives. Prior specifications of learning outcomes fall broadly 
into two types of knowledge: declarative and procedural knowledge. These are briefly 
described in the next section.  
2.3.2 Types of knowledge 
According to the cognitive learning school (Gagné 1985), declarative, or factual, 
knowledge is at the lower end of the knowledge development process. It concerns basic 
factual knowledge in terms of simply stating facts and definitions, and verbally describing 
principles. However, procedural knowledge is at the higher end of the continuum and 
refers to the application of 'knowing how' (Brien & Eastmond 1994; Gagné 1985). 
Declarative knowledge must be present to facilitate the acquisition of procedural 
knowledge. 
Declarative knowledge is the recognition of factual statements. It can be referred 
to as ‘what’ knowledge learners should know in order to ‘apply’ their understanding 
(procedural knowledge) of a particular concept (Anderson et al. 1998). According to 
Ormrod (2008), declarative knowledge can be acquired from text books or experiences in 
the surrounding environment. Thus, learners apply verbal information skills (Gagné 
1985) in association with declarative knowledge. For instance, a learner acquires 
declarative knowledge if he is able to understand concrete concepts, state names, and list 
labels. In this context, Reigeluth (2004) proposes that one of the key facilitators of 
efficient learning and retaining of verbal skills is the presentation of the instructional 
content in a meaningful fashion. Therefore, instructional strategies employed to transfer 
declarative knowledge must be effective to facilitate the acquisition of more complex 
knowledge.  
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Procedural knowledge refers to the knowledge of ‘how’ to apply the acquired 
knowledge. In other words, the ability to demonstrate or perform a skill or an action. To 
acquire procedural knowledge, the learner must be able to perform a set of complex tasks 
to master a skill (Gagné 1985). In contrast to declarative knowledge, the complexity 
involved in the embedded rules of procedural knowledge requires of the learner a longer 
time to acquire and store the knowledge (McKay 2000). With reference to Gagne’s 
learning levels, intellectual skills and cognitive strategy are capabilities classified under 
procedural knowledge. Therefore, to acquire a cognitive strategy skill, a learner must first 
master a verbal information skill, which facilitates the acquisition of the higher-order skill 
(Gagné 1985).   
Against these differences between declarative and procedural knowledge, 
purposeful learning occurs when the learner is able to integrate the newly acquired 
knowledge to the existing or prior domain knowledge (Gagné 1985; Reigeluth 1983b). 
To achieve that purpose, Gagné (1985) proposes to initiate the instruction with the use of 
the cognitive linkers strategy to remind the learner of the previously learned knowledge. 
Then, the instruction progresses gradually towards the new complex knowledge. Many 
scholars highlight the important effects of prior domain knowledge in facilitating the 
acquisition of new knowledge (Mohamad 2012; Westwood 2017). As proposed by Süß 
and Kretzschmar (2018), prior domain knowledge plays an active role in facilitating the 
acquisition of procedural knowledge that involves concepts with a complex nature.   
For this thesis, three learning levels (verbal information, intellectual skills, and 
cognitive strategies) are identified under declarative and procedural knowledge to achieve 
the instructional outcomes of the DFDs technique. Table 2.3 shows the specifications of 
the intended knowledge and the associated capabilities or skills required to model the IS 
process using the DFD technique. 
Table 2.3: Types of knowledge  
(adapted from McKay 2000) 
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2.3.3 Data flow diagrams (DFDs) knowledge and skills 
As mentioned in the previous section, learning the technique of DFD development 
involves the acquisition of both declarative and procedural knowledge. Thus, a learning-
outcomes theory, such as the conditions of learning, is suitable to examine the learning 
progress of knowledge acquisition and the skills development process. The degree of 
details provided by the theory is necessary to distinguish between the learning capabilities 
expected to be achieved through carrying out different tasks.  
 The declarative knowledge involved in the DFDs knowledge acquisition and 
embedded in the verbal information skill includes the ability of learners to both explain 
what a DFD is, and to name each component and shape. Learners also need to show their 
ability to recall previously learned concepts, such as the definition of the process model, 
and the varying techniques or tools used to model a process, in order to integrate the new 
knowledge successfully. The procedural knowledge is embedded in the learners’ ability 
to perform complicated tasks such as drawing primitive data flow diagrams to develop a 
set of DFDs (mainly intellectual and cognitive strategy skills).   
Hence, the evaluation of learners’ performance is based on the achievement of the 
identified instructional objectives. According to Izard and Jeffery (2003), the process of 
learning reflects changes in both knowledge and skills. Accordingly, two assessments are 
required to measure these changes accurately: a pre-assessment to define the status of 
knowledge before the intervention, and a post-assessment to document the progress of 
achievement. This is to measure the learners’ knowledge-change by comparing their prior 
domain knowledge with their newly acquired knowledge or skills.  
Romiszowski (2009) differentiates between knowledge and skill. He describes 
knowledge as the information which a person is aware of, while skill can be referred to 
as the capacity to perform a given task with a given degree of effectiveness, efficiency, 
speed or other quantitative or qualitative measures. In light of these differences, Table 2.4 
shows the primary specifications of the DFD knowledge and skills involved in measuring 
the change of learners’ cognitive performance.  
 The specifications of the learning outcomes describe the cognitive performance 
intended to be measured in this investigation. The following section examines the 
influencing factors that affect the learning outcomes.  
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Table 2.4: The intended DFD knowledge and skills  
Instructional Objectives Knowledge Skill 
Understand process modeling and its benefits √  
Recognize and understand the basic concepts 
and constructs of a process model 
√  
DFDs symbols and notations understanding   √ 
Read and interpret a data flow diagram  √ 
Understanding different levels constituting a 
set of DFDs  
√  
Construct a functional decomposition diagram 
(set classification) 
 √ 
Construct a context diagram  √ 
Differentiate balanced and complete DFDs  √  
DFD validation check  √ 
Draw primitive data flow diagrams to develop 
a set of DFDs 
 √ 
 
2.4 Factors influencing the learning outcomes 
Previous studies that investigate the various factors influencing the learning outcomes are 
well-documented in the literature. Some of the identified influencing factors related to 
the learners include their motivational and engagement levels (Eseryel et al. 2014), 
learners’ attitudes (Mahmoudi & Mahmoudi 2015), characteristics, perceptions and 
expectations, and learning approaches (Bhuasiri et al. 2012). Other factors that can be 
described as instructional pertain to the course design, assessment method (Mickan 2012) 
and instructors’ personalities. Cultural characteristics such as authenticity are also 
identified as affecting the learners’ cognitive development (Soo Ting 2016). Because 
effective learning is embedded in the ability of learners to transfer the acquired knowledge 
into practice, the combination of these factors is significant in supporting knowledge 
application.  
Gagné (1985) terms these factors as the conditions of learning and classifies them 
into two main categories: internal and external. These internal and external events 
(factors) occur during instruction and influence each level of learning (Gagné 1985). 
Learners rely on the recall of their internal factors (established capabilities) such as prior 
domain knowledge, metacognitive awareness, or skills and motivational level, in order to 
acquire new knowledge (Gašević, Dawson & Siemens 2015). On the other hand, the 
external conditions are concerned with the external instructional stimuli that can be 
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introduced to facilitate knowledge acquisition. Examples of external conditions include 
the delivery mode, course instructional design, social context or instructional strategies 
(Gašević, Dawson & Siemens 2015). For purposeful learning, Gagné (1985) suggests 
considering both the internal and external events (factors) that operate on the learner when 
designing instruction.   
In light of these factors, McKay (2000) proposes a meta-knowledge processing 
model which incorporates Gagné’s three key elements: methods, conditions, and 
outcomes (Figure 2.2). The methods refer to any delivery tools that are used to achieve 
the desired instructional outcomes under different instructional environments. Conditions 
are the combination of the internal and external factors that impact the learner during the 
learning process. Outcomes are the effects that provide measurable values of various tools 
under different conditions.  
Figure 2.2: Meta-knowledge processing model 
(McKay 2000 p.112) 
 
Internal conditions are embedded within the learners during the information-
processing procedure and are stored for recalling prior knowledge when it is needed. 
Learners’ cognitive processing ability is an internal condition which plays a significant 
role during instruction (McKay 2000). Such internal cognitive preferences are fixed and 
cannot be manipulated by instructional designers to improve the effectiveness of the 
learning process (McKay 2000). They can, however, be utilised to improve the design of 
the instructional experience by altering or adjusting the external conditions to align with 
the internal conditions. External conditions, such as instructional strategies and delivery 
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mode, have a manipulative nature, enabling designers to create an effective learning 
environment (McKay 2000).   
2.5 Internal conditions of learning  
As explained in the previous section, learners’ cognitive preferences greatly influence 
their performance during instruction. This can be used by courseware designers to 
improve the learning experiences (Evans, Cools & Charlesworth 2010). However, 
acknowledging the individuals’ differences regarding their cognitive preferences is 
critical when designing the instructional material under different instructional modes 
(Riding 2005). To further investigate the construct of cognitive preferences, the following 
section outlines its application in educational technology research.  
2.5.1 Learners’ cognitive preference  
Cognitive style research originated during the 1940s and early 1950s, with studies 
suggesting the existence of individual differences in perceiving information. 
Contributions from the literature reveal that several terms, including learning styles, 
thinking styles, learning preference and intellectual styles, were coined to describe an 
individual’s cognitive style. Messick (1976) refers to the ‘cognitive style construct’ as the 
fixed set of personal attitudes, preferences, and perpetual strategies that determine the 
way an individual is able to perceive, remember, think, and solve problems. Yet, Witkin 
et al. (1977 p. 15) refer to the same concept as “… individual differences in the way 
people perceive, think, solve problems, learn, and relate to others.” However, Ausburn 
and Ausburn (1978 p.338) view cognitve style as “… psychological dimensions that 
represent consistencies in an individual’s manner of acquiring and processing 
information.” To avoid terminological confusion, the term ‘cognitive preference’ will be 
used throughout this thesis.  
Cognitive psychology literature has witnessed a great number of studies and 
models aimed at identifying individual differences in cognition. More recent studies on 
cognitive style focus on the relationship between styles and complex cognitive tasks such 
as problem-solving, decision-making and personal or learning styles (Evans, Cools & 
Charlesworth 2010). Due to this segmented activity, exponential growth in the number of 
theoretical models, lists of styles and labels have appeared in the field. However, the 
dominating models in the literature can be classified into two groups.  
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The first involves one-dimensional style models that include: Witkin’s (1980) 
field dependence/independence; Kagan’s reflective-impulsive (1966); Guilford’s 
divergent-convergent thinking (1967); and Biggs’s learning approaches (1991). The 
second group involves multidimensional models, such as Kolb’s learning styles (1976); 
Gregorc’s mind styles (1984); Riding and Cheema’s cognitive styles (1991); and 
Sternberg’s thinking styles (1999). This thesis adopts Riding and Rayner (1998) 
definition of cognitive preference, which can be referred to as the “learner’s preferred 
approach towards information processing”, and considers their multidimensional 
cognitive style model that integrates two dimensions, ‘wholistic–analytic’ and 
‘verbaliser–imager’, as depicted in Figure 2.3. 
 
Figure 2.3: Cognitive style dimensions 
(Riding & Cheema 1991) 
2.5.1.1 Learners’ cognitive preferences and academic performance 
In the educational research literature, the construct of cognitive preference has been 
investigated to examine its relation to learners’ performance. Evidence from previous 
studies suggests that an individual’s cognitive preference is one of the key factors that 
predicts academic achievement (Fan, Zhang & Watkins 2010; Sternberg & Zhang 2005). 
This is because each has a unique cognitive preference that directly influences their 
achievement (Kinuthia 2012). Previous studies examined the direct effects of learners’ 
preferences on their achievement in order to raise preference awareness which, according 
to Fan and He (2011), enhances learning performance.   
Zhang and Sternberg (2014 p.479) argue that preference awareness assists 
learners to identify their preferred, as well as non-preferred, learning preference, 
providing them with control over how they approach their learning tasks. The learning 
needs of the twenty-first century require HE learners to deal with a huge volume of 
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information. A variety of ICT tools are widely applied to personalise the learning 
environment for many learners with a diverse background. Therefore, recognition of 
cognitive preference helps learners to self-direct their learning process and choose 
suitable learning strategies (De Corte, Verschaffel & Masui 2004). For courseware 
designers and HE providers, identifying learners’ cognitive preferences allows for 
customisation of pedagogical practices to facilitate learning (Evans, Cools & 
Charlesworth 2010).   
In addressing the relationship between cognitive preference and learners’ 
performance, some studies examine the interaction between cognitive preference and the 
capacity of working memory on cognitive performance (Riding 2000). Other researchers 
investigate how the presentation of instructional content interacts with the cognitive 
preference and impacts the academic achievement (Riding & Calvey 1981). Some of the 
recent studies such as Chen and Sun (2012) focus on the effects of different multimedia 
materials on learners’ performance and their emotions. However, far less attention has 
been given to the interactivity and effects of cognitive preference (as an internal factor) 
and other external factors on learner’s performance (Gašević, Dawson & Siemens 2015).  
Considerable attention has been given to exploring the assumption that learners’ 
performance will be enhanced if instruction matches their cognitive preferences (Hwang 
et al. 2017; Mampadi, Mogotlhwane & Mokotedi 2012; Thomas & McKay 2010). 
However, results from these studies can be described as inconclusive in relation to this 
argument. Some studies (Boyle, Duffy & Dunleavy 2003; Thomas & McKay 2010) 
support the premise that matching cognitive preference and instruction method enhances 
learning outcomes. For example, Rayner and Cools (2011) suggest that students learn 
more effectively and are more engaged in the learning content when they use their 
preferred learning preferences.  
On the contrary, results from yet other studies (Cook 2012; Williams 2012) show 
negligible or no relation between preference and performance. Although the findings of 
these studies contradict each other, all of the authors have adopted the premise that not 
all learners learn the same way. This would suggest that not all learners can fully embrace 
the ICT-based instruction if it is not well-designed to accommodate their preferences 
(Graham, Berman & Bellert 2015; Westwood 2017). This thesis takes into account the 
individual differences among learners by considering their cognitive preferences when 
customising the design of the ePedagogical practices used during the learning process. 
Therefore, the cognitive style analysis test (CSA) developed by Riding and Cheema 
 30 
 
(1991) is used to identify the cognitive preferences of the participants. The following 
section describes how the CSA test fits the context of this research.     
2.5.2 The cognitive style analysis test (CSA)  
As stated by Riding and Cheema (1991), the CSA test is developed to measure 
individuals’ styles or preferences, not their abilities or personalities.  Riding and Cheema 
(1991) proposed an integrated model of two dimensions: 1) the Wholist-Analytic (W-A), 
which describes the way of processing information during thinking, and 2) the Verbal-
Imagery (V-I), which is concerned with the preferred way of representing information. 
Riding and Rayner (1998) view the existing theoretical models as focusing on defining 
learners’ learning strategy rather than their cognitive style, and thus an accurate 
distinction is necessary. For example, one of the most widely used models is Kolb’s 
(1976) classification of learning styles, which is based on experiential learning theory and 
has a strong relation to personality theories. Since it defines specific learners, its complex 
implications disallow flexibility in its application (Tsianos et al. 2009).  
This thesis aims to measure learners’ performance under different instructional 
environments in order to observe the variation in outcomes. Thus, an inclusive cognitive 
style test, like the CSA, which classifies learners’ preferences based on the two 
dimensions, aligns with this particular aim. Unidimensional models such as Witkin’s 
(1980) confines the investigation to Field Independence (FI) vs. Field Dependence (FD), 
placing some restriction on the customisation of the learning content. The flexibility 
offered by the CSA test enables the analysis of a wider range of preferences, allowing 
courseware designers the opportunity to employ a variety of strategies to respond to the 
various instructional needs.   
Further, Riding and Cheema (1991) state that each dimension works 
independently and neither dimension is contingent upon the other (Cassidy 2011). For 
this particular reason, the CSA allows the performance analysis of the single cognitive 
preferences; that is, wholist, analytic, verbaliser, and imager, and the integrated cognitive 
preferences; that is, wholist-verbaliser, wholist-imager, analytic-verbaliser and analytic-
imager. Therefore, the CSA is an appropriate and technologically feasible tool to identify 
the cognitive preference of the participating learners. Only single cognitive preferences 
will be included during the performance analysis, as the integrated cognitive preferences 
are beyond the scope of this thesis.  
Considering this classification of cognitive preference, the next section delves 
further into the instructional specifications of each cognitive preference group.   
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2.5.3 Instructional specifications of cognitive preferences  
The articulation of the nature of the underlying construct of cognitive preferences was 
guided by Riding’s (2005) description and existing studies in the literature. Table 2.5 
represents the author’s summary of the instructional specifications for each cognitive 
preference group based on their orientation towards learning. To capture the individual 
differences among the cognitive preference groups, seven key, instructional elements 
were considered: information-processing view; learning orientation; nature of 
knowledge; task type; major instructional difficulties; recommended design practices; 
and instructional strategies. This specification informs the instructional design practices 
intended to customise the learning environments for learners. What follows is a 
description of each element.    
Information-processing view: according to Riding (2005), the dimension of wholist-
analytic refers to how learners organise and structure instructional materials. The wholist 
learners are described as perceiving the information from an overall view, whereas 
analytic learners tend to deconstruct the instructional content into smaller parts. The other 
dimension, verbaliser-imager, describes learners’ preferred mode of information 
representation. Verbalisers prefer to represent the information in the form of words or 
verbal associations, while imagers represent the information in mental pictures. 
Therefore, the employed instructional strategies should reflect a flexible learning 
environment that provides learners with the two views during their instruction.  
Learning orientation: this describes how each cognitive preference group approaches 
their learning and the associated instructional characteristics. Wholists, for example, 
organise the material in loosely clustered wholes and proceed from the wholes to the 
parts. In contrast, analytics organise information in clear-cut groupings and advance from 
parts to the whole. Verbalisers learn their best from verbal presentation and find speech 
and text easier than diagrams. Thus, it is assumed that a blended learning environment 
that combines elements from the F-2-F and computerised modes contains the preferred 
instructional characteristics for these three groups. As for the imagers, their best learning 
is through visual displays as they find pictures easier than words. Therefore, the 
computerised mode that is rich in pictorial presentation is more likely to suit their 
instructional preferences. Overall, the content should be presented in a variety of forms 
accommodating the different cognitive preferences.     
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Nature of knowledge: this describes the types of concepts that each group can acquire 
faster than other concepts. According to Nisbett et al. (2001), wholists acquire relational-
contextual concepts that have functional or thematic interdependence attributes faster 
than other concepts. They tend to focus their attention on the relationships between 
objects and contexts, whereas analytic learners perform well with categorical concepts 
and tend to assign rules logically to the categories (Nisbett et al. 2001). On the other hand, 
verbalisers acquire semantically and acoustically complex details easier than other 
concepts (Riding 2005). Imagers do best in concrete, descriptive, imaginal concepts and 
readily visualised information (Riding, 2005). Therefore, as explained earlier in section 
2.3.2, prior specifications of the types of knowledge is important to maximise the 
effectiveness of the design practices.    
Task type: this element summarises the learning tasks that each cognitive group performs 
the best in order to better assess their knowledge acquisition. According to the literature, 
the wholist learners perform well with tasks designed to measure their general 
understanding. On the other hand, analytic learners succeed with tasks measuring the 
problem-analysis skill as they are good at pointing out similarities and differences. 
According to Denis, Engelkamp and Richardson (2012), verbalisers perform well on 
verbal tasks, whereas imagers are better at visual imagery tasks. Hence, it is important to 
include various types of tasks when developing the testing instruments to ensure 
performance measurement that targets all types of learners. 
Associated difficulties: this element outlines major difficulties associated with each 
cognitive style group when encountering the instructional material. The wholist learners 
have difficulty in distinguishing different parts of the instructional content, while the key 
difficulty for analytic learners is viewing the whole picture, as they tend to focus on one 
part while ignoring other related parts (Riding 2005). The verbalisers have difficulties 
with instructional materials presented in visual orientation only (Smith & Woody 2000) 
and imagers face difficulties with any acoustically complex and unfamiliar terms (Riding 
2005).  
Recommended design practices: this delineates the best design practices to 
accommodate each cognitive preference. The use of colours for the wholists is 
recommended to highlight the structures and break down the content into subcomponents. 
According to Chen and Chang (2016), analytics need additional support with the 
instructional materials as they need to be designed from an overall standpoint so that the 
 33 
 
analytics can combine different parts into a complete view. Verbalisers perform well 
when the learning materials are presented in a combined form of text and graphics 
(McKay 2000). Because imagers also need some support with the structure, it is 
recommended to design the instructional content in structured-pictorial representation 
utilising multimedia format (Riding & Watts 1997; Smith & Woody 2000).   
Instructional strategies: this element describes the effective instructional strategies to 
be employed when designing their learning. It is recommended to use diagrams with some 
texts to facilitate the knowledge acquisition for the wholists. However, the employment 
of instructional linkers or integrators is effective at conveying knowledge to the analytic 
learners. Heavy text or verbal presentations are effective strategies for the verbalisers, 
while the vivid pictorial context is the best strategy for imager learners. In general, the 
strategy of sequencing the instruction would facilitate knowledge-acquisition in a 
complex learning environment (Gagné 1985).  
The previous section presented the learners’ cognitive preference as an internal 
factor identified as impacting their performance during their instruction. The section 
described the instructional specifications for the different cognitive groups representing 
the human dimension involved in the learning process. In the next section, the focus will 
be turned on the external conditions of learning. 
2.6 External conditions of learning  
As mentioned earlier, external conditions are factors that stimulate and influence learners’ 
acquisition of knowledge. These external events have a manipulative nature which 
instructional designers can utilise to facilitate the acquisition of knowledge in ICT-based 
instruction (McKay 2000). The literature reveals many studies that describe external 
factors affecting the learning outcomes. However, because instructional strategies and 
delivery modes can be described as flexible in terms of altering and adjusting their nature 
to fit the unique pedagogical needs of learners, the following sections provide a detailed 
description of both factors within the context of this investigation.  
2.7 Instructional strategies  
Courseware designers apply different instructional strategies to create effective learning 
environments based on learners’ instructional demands. Consideration is given to several 
factors when selecting appropriate instructional strategies, including the delivery mode, 
availability of technological resources, the level of complexity of the learning concepts, 
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and learners’ cognitive preferences (Mohamad 2012). With respect to learners, McQueen 
and McMillan (2018) suggest that instruction needs to be designed and delivered in an 
individualised learning environment in order to support purposeful learning. 
However, as mentioned at the beginning of this chapter, the ineffective practice 
characterising the eLearning environment pertains to designing ICT-based instruction 
with fixed patterns of strategies (one size fits all). It assumes that all learners learn in the 
same way, hampering the personalisation of the digital learning experiences 
(Romiszowski 2016). 
 Further, appropriate selection of strategies aligns with the level of complexity of 
the learning concepts, as different instruction is required for different learning 
capabilities. As identified earlier in this chapter, the concepts involved in learning the 
DFDs modelling technique are complex as they rely on the theoretical conceptualisation 
of basic techniques (Djajalaksana 2011).  
Considering the complexity level involved in the acquisition of DFD knowledge, 
it is important that learners receive adequate prior knowledge that enables them to acquire 
more advanced knowledge and skills. Therefore, development of the instruction in this 
thesis was based on integrating elements from Gagné’s (1985) nine events of instruction 
and Reigeluth’s elaborative strategies. The section below describes each strategy in detail 
and highlights its significance for this investigation.  
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Table 2.5: Specifications for the construct of cognitive preference 
 Cognitive preference  
Orientation towards learning 
Wholist Analytic  Verbaliser Imager 
Information-processing  A balanced view of the whole tends to 
perceive information as an overall view. 
Works well with others and within a 
framework. 
Has a better understanding of the whole 
picture.  
 
Separates or divides the content out into its 
parts or sections.  
Views the situation as a group of parts 
focusing on one/two parts at a time.  
Prefer to process information in small pieces.                  
Work well independently. 
Prefer to learn in a linear logical manner.               
Considers information in terms of words or 
verbal associations (text). 
Build connections within texts because their 
attention is externally-focused. 
Experiences fluent, spontaneous and 
frequent mental pictures.  
Learn best from diagrams and pictures. 
Has good social skills.  
Builds connections within pictures 
because their attention is internally 
focused.      
Learning orientation Proceed from the whole to the parts. 
Organise material in loosely clustered 
wholes. 
Highly assertive 
Extreme types are not as much indecisive.      
Proceed from parts to the whole.  
Organise information in clear-cut groupings 
(chunking down).   
Low assertiveness.  
Extreme types are most indecisive.    
Learn best from verbal presentation, and find 
speech and text easier than diagrams 
Material in text or auditory form.  
Greater reading accuracy.  
Learn best from visual displays 
(pictorial presentation), and find 
pictures easier than words  
Prefer graphic, pictorial and visual 
representation.  
Better at both pictures and text formats  
Nature of knowledge   Faster at acquiring relational-contextual 
concepts that have functional or thematic 
interdependence attributes.  
Perform well with categorical concepts. Easy to acquire semantically and acoustically 
complex details 
Easy to acquire concrete, descriptive, 
imaginal concepts.  
Tasks type Perform better with tasks measuring 
general understanding  
Accomplish well with problem-analysis 
tasks, and spotting or pointing out similarities 
and differences. 
Decompose problems and diagnose a 
problem 
Perform well on verbal tasks Better at visual imagery tasks      
Associated difficulties  The difficulty with dis-embedding the 
content ‘blurred’ view.’  
Difficulty in viewing the whole picture  
‘distorted analytic view.’  
Difficulties with instructional materials 
presented in visual orientation only.  
Difficulties with any acoustically 
complex and unfamiliar terms.  
Recommended design 
practices  
Highlight structures, and sections of the 
instructional materials as to allow them to 
break the general view down into 
subcomponents. 
Provided with an overall view so that they 
can combine different parts into a complete 
view. 
Combination of texts and graphics. Structured-pictorial representation.  
Multimedia format.  
Instructional strategies  Diagrams with some text Support for the view of materials (linker, 
integrator and the analyser) 
Comfortable with heavy text or verbal 
presentations. 
Vivid pictorial context. Unfamiliar 
terms should be descriptive and 
illustrated. 
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2.7.1 Gagné events of instruction  
Gagné (1985) proposes that learning happens through a series of transformations in an 
individual’s memory, and certain processes like attention, pattern recognition, retrieval, 
encoding, and retention facilitate this transfer. Gagné devised an approach consisting of 
a series of events that would lead to effective instruction. These events include gaining 
learners’ attention, informing learners of the objectives, stimulating recall of prior 
learning, presenting the content, providing guidance, eliciting performance, providing 
feedback, assessing performance and enhancing retention and transfer (Table 2.6).  
Table 2.6: Nine events of instruction  
Gagné (1985) 
1. Gain the attention of the learners 
2. Inform learners of the objectives 
3. Stimulate recall of prior learning 
4. Present the content 
5. Provide learning guidance 
6. Elicit performance (practice) 
7. Provide feedback 
8. Assess performance 
9. Enhance retention and transfer to the job 
 
Accordingly, courseware designers should consider applying instructional strategies that 
motivate learning and support the information-recalling process (Gagné 1985).  
 The first three events of instruction concern preparing the learners for the 
instruction. Strategies used to attract learners’ attention aim to increase their motivation 
levels and engage them with the instructional materials. Keller (1979) recommends the 
adoption of the design principle of consistency in presentation and functionality during 
the motivational design process. In fact, maintaining a consistent design during ICT-
based instruction reduces learners’ cognitive load as suggested by Chen (2014).  
Informing learners of instructional objectives and stimulating their recall of prior 
domain knowledge facilitates the integration of the new materials into what they have 
previously learned. The level of learners’ prior domain knowledge contributes 
significantly to the integration and internalisation of the new knowledge (Hwang et al. 
2017). Therefore, the use of ‘cues’ or ‘integrators’ to link new knowledge to the existing 
knowledge is an effective design strategy for purposeful learning (Gagné 1985; Reigeluth 
1983).  
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The following events of instruction deal with the actual practice of instruction. In 
presenting the instructional content, Gagné’s hierarchical strategy and Reigeluth’s seven 
major strategy components (Table 2.7) are efficient in sequencing the instruction based 
on the level of learning outcome. To optimise learning, instruction starts from simple 
skills and proceeds hierarchically to the most difficult skills. The organisation of the 
content in meaningful chunks, applying a variety of ICT tools, and the use of scaffolding 
techniques such as linkers, provide support for learners during their instruction (Ertmer 
& Newby 2013).  
Table 2.7: Seven major strategy components  
(Reigeluth 1983) 
1. Elaborative sequence 
2. A Learning-Prerequisite Sequence 
3. Summariser 
4. Synthesiser 
5. Analogy 
6. Cognitive-strategy activator 
7. Learner Control 
 
Further, navigational design strategies that allow learners to access the 
instructional materials easily, enable better assimilation of information (Mohamad 2012). 
Well-designed navigational strategies allow learners to control their learning, which 
ultimately improves their performance (Bannert et al. 2015). As suggested by Clark and 
Mayer (2016), the attention of learners during instruction is best achieved through a 
variation of speed patterns, depending on the complexity of concepts to be learned. 
Therefore, it is critical to consider effective interactive and navigational strategies that 
allow learners to pace their learning according to their needs.   
In addition, activating learners’ information-processing by asking deep learning 
questions or using quizzes and providing immediate feedback are effective strategies to 
enhance their acquisition of the new information (Ertmer & Newby 2013). Another 
effective strategy is the use of metaphors and context-rich examples to help the learners 
to internalise the newly acquired knowledge (Gagné 1985). This strategy enhances 
knowledge retention and transfer, which is required to prepare competent learners (Spiro 
2012).   
 Up to this point, this section has introduced an instructional strategy as an external 
factor influencing performance and presented some of the effective strategies 
acknowledged in the literature. The following section presents the second external factor. 
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2.8 Instructional delivery mode  
Another external factor identified as impacting performance is the instructional delivery 
mode. Brinthaupt et al. (2014 p.327) refer to Course delivery mode (CDM) as “the 
decisions about how to present the instructional content, activities, and assessments that 
are designed into the course.” The literature shows that improved flexibility of delivery 
mode has positive impacts on performance (Chan 2013). The European Commission, 
Directorate-General for Education and Culture and Education (2014) suggests that on an 
institutional level, greater choice of delivery modes offered by HE providers does not 
only personalise the learning environment to reach a wider range of learners, but is also 
considered cost-effective.  
However, what is challenging for HE institutions is aligning an effective course 
delivery mode that will achieve their educational visions with the pedagogical needs for 
learners. Among the institutional imperatives is how to innovatively utilise what are 
usually limited resources and optimise technologies to maximise the learning experience, 
when there is a valuable pool of knowledge with respect to how learners prefer to learn. 
The continual emerging of ‘new’ ICT tools impacts the eLearning paradigm, causing the 
evolution of new models and delivery formats in HE (Nawaz & Kundi 2010). Although 
this diversification of instructional delivery mode enables HE institutions to increase their 
enrolment rates (Allen & Seaman 2013), it complicates the decision of which effective 
delivery mode should be adopted (King 2012).   
A review of the literature shows that the majority of HE institutions follow a 
business-focused strategy in deciding the delivery mode of their courses (Brinthaupt et 
al. 2014). Many elements, such as the availability of resources, technical support, skilled 
personnel, and financial gains, are involved in the decision-making on a CDM. However, 
in most cases, CDM decisions are made without pedagogical considerations (Brinthaupt 
et al. 2014; Edmundson 2012; Jenkins 2013). As a result, the quality of the T&L practices 
has been affected, probably due to the lack of a systematic approach or decision model 
supporting the choice of the delivery mode (Brinthaupt et al. 2014). Such limitations 
affect the instructional design and the effectiveness of the delivery mode, which 
ultimately impact students’ learning experience (Brinthaupt et al. 2014).  
The next section presents the contemporary trends of course delivery decision models.   
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2.8.1 Decision models of course delivery mode in HE  
The literature reveals many course delivery decision models (CDDM) that are developed 
based on different orientations. Examples of models based on the learning outcomes 
include Sautter (2007), Zabriskie and McNabb (2007), and Brinthaupt et al. (2014). Other 
examples, such as Ross and Rosenbloom’s (2011) model, can be described as purpose-
based, while some forms of CDDM have a strategic administrative, financial, or 
implementation focus. For example, the European approach of CDDM has recently 
responded to the open educational approach (MOOCS) offered by its HE institutions of 
free, open, multi-lingual instructional content to reach wider cross-cultural target learners 
(European Commission, Directorate-General for Education and Culture & Education 
2014).  
When it comes to deciding on a delivery mode, the literature reveals CDDMs that 
have been specifically developed for the purpose of delivering instruction in particular 
disciplines. Some examples of models relative to education in the business field include 
marketing (Sautter 2007), managerial accounting (Zabriskie & McNabb 2007) and 
management (Arbaugh 2014). However, while there is an abundance of theoretical 
conceptualisations, descriptive methodologies and techniques that have been developed 
to improve the teaching and learning of information systems courses, only limited studies 
have been found in the literature that are concerned with facilitating the decision on the 
best delivery modes for IS education. 
The general view emerging from the literature regarding the current CDDMs is 
that they lack consideration of the learners and their cognitive preferences during the 
decisions-making process. The majority of the proposed models focus on meeting the 
organisational and strategic aims, or are oriented towards the specific audience of 
instructors and courseware designers to assist them in selecting their preferred teaching 
approach. As explained by Edmundson (2012), learners only receive a minimal level of 
attention during the CDM decision process, which is either through the description of 
their demographic characteristics or percentage of their enrolments. Therefore, there is a 
need for a learner-centred approach that enables informed CDM decision-making based 
on learners’ needs and preferences.  
 In presenting the significance of CDM, the effects of this external factor on 
performance is considered central to this investigation. Thus, for a better specification of 
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this variable, the next section describes the prevalent forms of delivery modes in HE and 
the key differences between them.   
2.8.2 Prevalent course delivery modes in HE  
The literature reveals a variety of instructional delivery modes offered by HE providers. 
The prevalent forms of instructional delivery are found to fall into three main modes: 1) 
the mainstream of the conventional classroom model, which is described as instructor-led 
or face-to-face (F-2-F); 2) the burgeoning trend towards the fully computerised or online 
facilitated; and 3) the blending of both modes (Sathye 2010). The focus of this 
investigation is on those three delivery modes, as the application of ICT tools falls mostly 
within their broad description.  
Although the literature reveals a considerable number of studies that investigate 
the effectiveness of the three instructional delivery modes, approaches of this kind carry 
with them various limitations. Most studies limit the comparison to the first two delivery 
modes, overlooking a holistic comparison approach. For example, the study of Brittan-
Powell, Legum and Taylor (2008) investigates the relationship of student learning style, 
selection of course delivery mode, and academic performance. The comparison was 
limited to the conventional face-to-face and online modes excluding the blended 
environment which, based on the literature, can provide potential instructional benefits. 
Moreover, Kissau (2015) compared the performance of two groups of learners, one in a 
traditional F-2-F mode and the other in online mode, and found no significant differences 
between the two groups.  
Further, findings from previous research into the effectiveness of the delivery 
modes have been inconsistent and contradictory. For instance, the study of Wynegar and 
Fenster (2009) evaluated the instruction under different delivery modes, including 
traditional, computer-aided instruction, online, and television. They reported that the 
traditional F-2-F mode had the highest achievement rate and the lowest failure rate among 
other delivery modes, contradicting other findings which are in favour of ICT instruction. 
Similarly, data obtained from Xu and Jaggars (2013a), in which learners’ outcomes were 
compared in an online versus F-2-F environment, yielded negative statistical evidence for 
the online group. Little or no significant differences were found when comparing the 
effectiveness of delivery modes on learners’ performance (Haughton & Kelly 2015). 
Even when a comparison includes the three delivery modes (F-2-F, computerised, 
and blended), there remain limitations regarding the measurement approach employed to 
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evaluate the learners’ performance under these instructional environments. Assessment 
of learners’ performance was made in terms of the end of the semester numerical grades, 
completion rates, or raw test scores. There seem to be problematic issues comparing 
between the effectiveness of delivery modes when relying on the learners’ raw scores as 
a measurement technique (Sondergeld & Johnson 2014). More details of this issue will 
be discussed in section 2.12 of this chapter, which describes the proposed measurement 
approach adopted for this study. It is anticipated that accurate and reliable results will be 
obtained by applying such a measurement approach, enabling HE institutions to better 
address the course delivery mode decision and accommodate different learners’ 
instructional needs.     
 The following is a brief description of the specifications for each delivery mode 
involved in this investigation, in which key differences are described in terms of 
instructional aspects such as content delivery, activities, assessment forms, and the role 
of the instructor and learners under the three learning environments. The first section 
presents the F-2-F mode followed by the fully computerised and blended modes.  
2.8.2.1 The conventional (F-2-F) mode 
This traditional instructional mode requires the physical attendance of learners in the 
classroom. The instructional material is delivered in the form of lectures, tutorials, or 
seminars within scheduled sessions ascribed to the course. The instructor transfers 
knowledge mainly from textbooks and handouts without the integration of technology, 
and learners are expected to receive the knowledge and store it to be recalled when 
needed. The instructional content under this delivery mode is usually presented in a 
textual form. Although the supremacy of this delivery mode is challenged by the advent 
of other technology-dependent modes, many HE institutions continue to leverage this 
delivery mode in their instructional offerings.    
2.8.2.2 The fully computerised mode  
Unlike the traditional environment (F-2-F mode), physical classroom attendance is not 
required for the computerised delivery mode. The instructional material is delivered 
electronically, and learners can access the content from anywhere and at any time 
(synchronous or asynchronous modes). Under this mode, the reliance is completely on 
technology (ICT tools) to facilitate the learning. While instructors are seen as facilitators 
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between the human and machine dimensions, learners self-direct their learning progress 
to the best of their knowledge acquisition.  
Learning management systems (LMS) such as Moodle, Blackboard, and Canvas 
are often the platform for distributing the content, which can be accessed through 
hyperlinks, videos, or through presentation-slides such as Microsoft PowerPoint. All 
other learning aspects such as activities, assessments, feedback, and interactions take 
place electronically. While knowledge is constructed in this learning setting, the goal of 
teaching is to prepare competent learners who are able to participate in the learning 
process and show the critical skills needed for the 21st century. In terms of the medium 
of presentation, the instructional content is delivered in the form of texts, pictures, 
diagrams, games, audio, and video, according to the intended learning outcomes.  
The benefits of the digital environment and the potential to improve and transform 
learning have been well-documented in the literature (Kirkwood & Price 2014; Lai 2011). 
The computerised mode has been utilised and proved to be efficient to deliver instruction 
for many disciplines and subject areas including health science (Cook, Levinson & 
Garside 2010), programming (Mohamad 2012), and business ethics (Collins, Weber & 
Zambrano 2014). Due to the flexibility offered by the computerised delivery mode it can 
be considered effective to suit particular cultures or learners, as the design of the 
electronic instructional environment can be aligned with social and religious beliefs, 
allowing the instructional content to be more widely disseminated (Salih 2003). Certainly 
in Saudi Arabia, where issues like gender segregation and remote locations of learners 
prevent them from attending campus-based sessions, the computerised mode can be 
appealing for both learners and HE providers (Alahmari & Amirault 2017).    
However, the key is not in the adoption of this delivery mode, but in introducing 
an effective learner-centred pedagogical design approach. The focus should be on the 
interaction between the human and machine dimensions in order to offer courses that are 
technically well-designed to accommodate learners’ pedagogical needs. 
2.8.2.3 The blended mode  
This course delivery mode combines elements of the traditional F-2-F and the fully 
computerised modes. The use of ICT tools is mainly to support the instruction. Some of 
the physical F-2-F meetings are replaced with online exercises guided by instructors. 
Learners direct the learning process, in which the instructional material can be displayed 
via texts, pictures, diagrams, games, audio, and video under the guidance of instructors. 
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The blended mode encompasses various forms of design such as the use of LMS to 
support the in-class activities.  
A review of the literature shows not only the newly emerged form of flipped 
learning (Lee, Lim & Kim 2017), but also the proliferation of existing claims confirming 
the prevalence and effectiveness of this ‘hybrid’ mode in delivering HE instructional 
content (Anderson, Boyles & Rainie 2012). Many existing studies claim this mode as the 
most effective environment because it offers a mixture of benefits from the two integrated 
modes. For instance, McFarlin (2008) studied the transition of a traditional F-2-F course 
into a blended format and found that the blended mode enhanced the learning process. 
Tayebinik and Puteh (2013) examined the efficiency of blended learning over the 
conventional F-2-F based on reviews from the literature. Results from their study showed 
the preferability of the blended mode in terms of the learning experience and associated 
interaction among other learners or instructors. Kiviniemi (2014) supported the 
effectiveness of blended courses in optimising learners’ performance.  
Despite this, results from other studies showed a contrasting view of the blended 
approach. Zavarella and Ignash (2009) investigated the impact of instructional delivery 
on learners’ retention of a mathematical course, which revealed there was a higher 
withdrawal rate with learners who were enrolled in either blended or online formats, 
compared with learners enrolled in a conventional F-2-F class.  
Table 2.8 below provides the author’s summary of the course delivery modes 
based on the key instructional elements found in the literature. It includes a description 
of each instructional environment in terms of knowledge orientation; use of technology; 
nature of the learning process; roles of instructor and learner; the goal of teaching; 
presentation of instructional content; and teaching methods.    
2.8.2.4 eTutorial learning 
eTutorial is a form of personalised learning tool that gives learners the control to learn at 
their own pace, anytime and anywhere. It can be utilised either in a computerised 
environment or in a blended mode as a supportive tool to F-2-F instruction. According to 
Chen (2014), the effectiveness of the eTutorial approach results from the flexibility of 
control over the elements of the learning experience; learners can access the instructional 
materials anytime and anywhere at their own pace. In fact, Mayer (2002) proposes that 
some individuals learn better when they self-pace their instructional presentations. 
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Table 2.8: Specifications of course delivery modes 
 
The interactivity features available in the eTutorial keep learners engaged during the 
learning process. The ability to incorporate pictures, audio, video, animations, interactive 
games, and simulation increases learners’ interactions, which enhance the learning 
process. To utilise these advantages, sound design of the instructional material is required 
as learners’ performances improve when the design of the interactive eTutorial matches 
their cognitive preference.   
Mayer’s (2002) cognitive theory of multimedia proposes three cognitive-based 
assumptions which assist in designing instruction with media. Learners process 
information from two separate channels (auditory and visual). Each channel has a 
 
 
 
 
Description 
Types of delivery modes 
Conventional F-2-F Computerised Blended 
This is the traditional 
mode which requires the 
physical attendance of 
learners in the classroom. 
The instructional 
material is delivered in 
the form of lectures 
within scheduled 
sessions ascribed to the 
course. Technology is 
not integrated during 
instruction. 
A physical classroom 
and/or attendance is not 
required as the 
instructional material of 
the course is delivered 
electronically. Learners 
can access the content 
anywhere and anytime 
(synchronous or 
asynchronous modes). 
Complete reliance on 
technology (ICT tools) 
to convey instruction.  
This delivery mode 
combines elements from 
the traditional F-2-F and 
computerised/online 
modes. The use of ICT 
tools is mainly to 
support the instruction 
during F-2-F mode. 
Knowledge is received  constructed  acquired  
Technology use Not essential  Essential  
Learning is 
described as 
passive  self-paced  directed  
Role of instructor Transformer of 
knowledge  
Facilitator  Guider  
Role of learner Receiver of knowledge  Constructor of knowledge  
Goal of teaching Prepare informative 
learners  
Prepare competent and qualified learners 
Presentation of 
instructional 
content 
Texts Texts, pictures, diagrams, games, audio, and video 
(animation) 
Forms of teaching Lectures, tutorials, or 
seminars  
eTutorials, eModules, 
online-lectures, 
eSeminars  
Mixture of traditional 
lectures and online-
lectures, eTutorials and 
F-2-F seminars,   
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restricted capacity, and learning is an active process that depends on previous knowledge 
to filter, select, organise and integrate information. The human mind can process a limited 
load of information in each channel, and benefits from the presented information through 
vivid mental representations (Mayer 2002). A careful selection of the ICT tools employed 
is recommended to avoid cognitive load.  
Therefore, the eTutorial learning approach was selected for this thesis to measure 
learners’ performance under the computerised and blended delivery modes. The 
instructional material is developed utilising a variety of interactive multimedia, including 
texts, static and non-static pictures, and interactive features. This affords accommodating 
the different participants’ cognitive preferences involved in this investigation. Further, 
the employment of the eTutorial allows users to maintain their attention by managing the 
length of their learning, and so avoid cognitive load.   
 Thus far, the chapter has described the application of eLearning in HE and 
presented the key variables identified as impacting performance in light of Gagné (1985) 
conditions of learning theory. The intended learning outcomes were identified, and the 
specifications of the influencing factors (cognitive preference and instructional delivery 
mode) were precisely described. The next section presents a review of the knowledge 
domain of instructional systems design to identify key issues relevant to this thesis.    
2.9 Instructional systems design models 
Despite the escalating trend to use eLearning in HE, the literature of the ISD shows that 
research into the pedagogical aspects of this environment is rarely conducted (Mehanna 
2016; Simuth & Sarmany-Schuller 2012). Pedagogy is a key contributor to the effective 
application of eLearning, and thus practitioners need to place a greater focus on key 
elements such as designing content that is based on a learner’s pedagogical needs and the 
mode of delivery, to ensure the intended instructional outcomes are achieved (Mehanna 
2016). Therefore, in conducting an appraisal review of the current ISD models, the section 
below delves a little further into the key issues surrounding the area of ePedagogy and 
the limitations of ISD models.  
2.9.1 ePedagogy 
As the continual emergence of ICT tools necessitates a change in the current pedagogical 
models, the term ePedagogy was coined to create principles that align with the digital 
environment (Simuth & Sarmany-Schuller 2012). ePedagogy refers to any effective 
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strategies, design specifications and activities that are utilised during the teaching and 
learning process to facilitate knowledge-acquisition and enhance measurable outcomes 
within the eLearning environment (Mehanna 2016).  
Learning in a technology-enhanced environment requires pedagogical approaches that are 
different from those applied in traditional face-to-face instruction (Webb 2013). The 
increasing adoption of eLearning environments by HE institutions has turned the focus 
on ICT tools (the machine dimension), overlooking the learners and their preferences (the 
human dimension) (Mehanna 2016). Therefore, it has become challenging for instructors 
and courseware designers to provide a balanced integration that considers the learners, 
pedagogy, and technology (Simuth & Sarmany-Schuller 2012).   
Webb (2013) classifies the current pedagogical models into two categories: (1) 
models that give little attention to the integration of ICT tools, and (2) models that have 
technology-rich views of learning environments. Perhaps these categories reflect 
instructors’ pedagogical beliefs and, as such, play a key role in defining pedagogical 
practices for online courses. It is proposed that instructional alignment with the core 
beliefs of the instructor responsible for the course’s content will lead to positive outcomes 
in an online context (Joeckel III, Jeon & Gardner 2010). Thus, to create effective 
eLearning environments, the ISD process requires two main features. Firstly, 
collaborative work is required between instructors, instructional designers, and eLearning 
media developers and graphic designers (Webb 2013). Secondly, consideration of human 
factors such as the instructor’s views and learners’ preferences that affect the design of 
the instructional content is required (Preisman 2014).  
In differentiating between traditional pedagogies and ePedagogies, the former 
insist upon the instructors imparting knowledge that will be received and retained by the 
learners. However, the nature of ePedagogy practice is such that the roles of teachers and 
learners are constantly changing. The instructor’s role has changed from one of providing 
information into one involving coaching, guiding and facilitating learning experiences 
(Preisman 2014). As the level of learners’ engagement with the instructional content 
increases, they become partners or collaborators in their own learning process. 
Furthermore, the structure of the knowledge-flow changes from hierarchical (instructors-
to-learners or learners-to-instructors) in traditional pedagogies, into lateral (networked, 
peer-to-peer, or peer-to-instructors) in ePedagogy. Such a pedagogical paradigm shift is 
to be considered when designing digital learning experiences for HE (Webb 2013). 
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Against this background, a possible way to improve the design of ePedagogical practices 
is by addressing some of the limitations of the existing ISD-models.   
2.9.2 Key limitations of ISD-models 
A review of the literature pinpoints some of the critical limitations relative to the 
development and application of the current ISD models. Young (2008) describes the ISD 
models as being minimal, ineffective and mainly developed to guide the practice of 
specific tasks. Chen (2011) criticises the ISD models for consistently falling short of real-
world practice, and calls for a shift in the design approach from ‘process-driven’ to 
‘learner-driven’. Gibbons (2011) and Branch and Kopcha (2014) agree that ISD models 
are only general and lack the specific descriptions of the design, while Gibbons, Boling 
and Smith (2014) state that current ISD models revise or rearrange the core design 
elements, placing more focus on the visualised representation. Two major limitations will 
be discussed in detail in the following section. 
2.9.2.1 Community culture and ISD models 
A major criticism of ISD models pertains to the issue of culture. According to Figueroa 
and Kinuthia (2014), although ISD and culture are inextricably linked, less attention has 
been given to culture as a valuable design construct. The integration of culture in the 
design of ICT-based instruction is confined to certain stages of the design process. Calls 
from the literature (Colbran & Al-Ghreimil 2013; Morong & DesBiens 2016) urge the 
need for culturally responsive ISD models that incorporate suitable pedagogical and 
technological properties to best meet the specific educational demands of learners and 
improve their performance. Cultural considerations during the courseware design of ICT-
based instruction are critical because the acceptance, use, and implementation of ICT 
tools are greatly influenced by cultural norms and values (Kang et al. 2011; Kinuthia 
2012).   
Because culture affects the learning process and its outcomes, there is a need for 
culture-specific ISD models (Kinuthia 2012; Young 2009). One of the key issues for ISD 
is uniqueness (Tennyson 2001), where the design must fit the specific instructional 
context for which it is developed. The literature reveals several practices that are shown 
to significantly influence learners’ performance and content decisions; for example, 
incorporating cultural dimensions into the design of course content and developing 
cultural-specific assessment and instructional strategies (Russell et al. 2013). This means 
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that ISD models designed specifically in the context of developed countries need to be 
re-designed to suit the classroom environment of developing countries.  
Culture shapes pedagogical practices; thus, HE systems design their teaching and 
learning practices to fit comfortably within everyday cultural dimensions (Maye & Day 
2012). Cultures that are closely defined by tradition such as Saudi Arabia are described 
as being high on the scale of power distance (Hofstede 1991). Unequal instructor-learner 
relationships exist in such cultures, where instructors hold a position of power and respect 
and are seen as imparters of knowledge, whereas learners play a passive role as receivers 
of that knowledge (Frisby & Martin 2010; Park 2011). Furthermore, Saudi Arabian 
Islamic-based society draws most of its principles from Islam, so many of its everyday 
activities, including educational settings, are governed by religion. An obvious example 
relevant to courseware design is gender segregation, in which the interaction between 
male and female individuals is severely limited. This presses the need for culture-specific 
ISD models which respond to such determinants.  
In the context of Saudi Arabia, the adoption of ‘Western-based’ ISD models 
negatively affects the learning process, as these models are not culturally fit to meet the 
instructional needs of the learners. According to Dwidar and Farah (2012), most HE 
institutions in Saudi Arabia plan and design their course curriculum based on international 
institutions, overlooking key social and cultural issues. The context generally in Middle 
Eastern classrooms is instructor-oriented and based on dictation. Pedagogical practices 
revolve around the illustration of concepts and reading from textbooks, and assessment 
methods are examinations that require learners to memorise facts instead of applying 
learned concepts. Thus, learners are restricted to following the curriculum rather than 
providing their own interpretation or analysis.  
In contrast, classrooms in Western-based cultures adopt a learner-centred 
approach, where learning environments are designed to meet learners’ instructional 
needs, and assessment practices revolve around the practical application of the concepts 
learned. This allows a collaborative and interactive approach to learning. Therefore, the 
predicament of adopting culturally ill-fitting ISD models urges the need to develop 
culturally responsive IS-design frameworks and models to enable instructional 
courseware designers to create effective digital learning environments. 
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2.9.2.2 The substantiation of the ISD model 
Another area receiving scholarly critique relates to the validity of ISD models. Branch 
and Kopcha (2014) point to the lack of empirical evidence and rigorous ratification 
processes to measure the effectiveness of ISD-models under different instructional 
environments. With a particular focus on this limitation, this thesis adopts a systematic 
model-validation and evaluation approach for validating ISD models. The section below 
elaborates on this limitation and describes the proposed substantiation procedure.  
One of the objectives of this thesis is to propose an ISD-design model that defines 
and guides the best ePedagogical practices. The ADDIE model developed by Branson et 
al. (1975) describes the general process of instructional design through five key stages: 
Analysis; Design; Development; Implementation and Evaluation. It is the most widely 
used ISD model, providing flexible guidelines to design and develop effective 
instructional programs.  
While the generic ADDIE model has been used extensively in educational 
technology literature, it receives some scholarly critiques (Weinstein & Shuck 2011). 
According to Branch and Kopcha (2014), the model lacks a specificity element as it 
provides general guidelines for courseware designers in HE. Another major criticism of 
the ISD models, including the ADDIE model, pertains to the lack of rigorous model-
validation and evaluation. The collection of empirical evidence during the 
implementation stage is rarely conducted to test the models’ effectiveness (Branch & 
Kopcha 2014). Very little is known about the ISD model’s validity under different 
learning environments and its impact on learners’ performance. As stated by Branch and 
Kopcha (2014 p. 85), “Rarely are instructional design models tested in the sense of 
rigorous assessment of their application and the resulting instruction.”  
A crucial phase during the design of instructional learning experiences is the 
validation and evaluation of the developed ISD model. Richey (2006), refers to model-
validation as the process of empirically collecting and analysing evidence about the 
model’s effectiveness. Model-validity can be described in terms of the theoretical 
appropriateness of the components constituting the model, and the practicality of the 
model in relation to the purpose (Barlas 1996; Richey 2006).  
While ample research has introduced intuitively appealing ISD models that vary 
in intricacy, empirical evidence to substantiate their validity under different instructional 
environments is, to a great extent, unavailable (Branch & Kopcha 2014). Evidence found 
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in the literature regarding model-validation is mainly in the form of practitioners’ 
testimonies (Branch & Kopcha 2014; Richey 2006; Richey & Klein 2014). Further, the 
educational technology literature reveals that while the case-study approach is the 
prevailing methodology to propose an ISD model, a minimal level of attention is given 
to the validation aspects of the proposed model (Richey & Klein 2014). This view is 
supported by Branch and Kopcha (2014), who observe that ISD models are rarely 
subjected to rigorous ratification processes to measure their effectiveness or their impact 
on the resulting instruction.  
Therefore, this thesis adopts a prescriptive approach to extend the ADDIE model 
(Branson et al. 1975) under the instructional design theories of Gagné’s conditions of 
learning theory and Reigeluth’s elaboration theory. The proposed prescriptive ISD model 
extends the generic ADDIE model through the detailed description of model components 
and the associated procedures during the major phases of an ISD process. Model-
specificity is hoped to provide a useful practical guide for courseware designers to make 
efficient decisions during the design of digital learning experiences for HE. 
Further, the prescriptive ISD model proposes a systematic model-validation and 
evaluation approach. The two distinctive features of the model include the field 
evaluation, which was planned to be conducted through a series of staged quasi-
experimental studies, and the adoption of a systematic validation procedure in which the 
Rasch model would be used to collect the empirical evidence during the implementation 
and evaluation stages of the model (the Rasch measurement approach is explained in 
section 2.13). The section that follows describes the ISD model adopted to design the 
instructional component for this thesis.  
2.10 The prescriptive ISD model 
The design of the instructional materials and activities followed the ADDIE five stages 
(Figure 2.4). In figure 2.4, each stage (top, pink boxes) consists of certain components 
(white boxes), procedures (green boxes) and outputs (yellow boxes). Each model-stage 
will be explained below. 
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Figure 2.4: Prescriptive ISD-model  
(adapted Branson et al. 1975) 
 
The analysis stage. The analysis stage is the foundation of the ISD design process. It 
commenced with identifying the instructional problems, outcomes, and objectives. The 
procedure of identifying the instructional problem causing the performance gap was 
conducted, and the objectives were identified based on the desired performance-
outcomes. The next components pertained to the analysis of tasks, learners, and resources. 
The procedures followed for the task’s analysis were Gagné’s hierarchal skills and tasks 
analysis techniques, which also identified learners’ existing knowledge and skills. In 
terms of the learners’ analysis, the two key procedures were the identification of cultural 
characteristics in which the model is to be applied, and learners’ cognitive preferences. 
As for the resource analysis, a summary of the required resources, including human, 
technical, logistical and financial, was prepared.  
The design stage. The design stage deals with the planning for the development of the 
instruction, based on the outputs obtained from the analysis stage. The components 
involved in the design stage are to be conducted in an orderly manner. The design of the 
instructional materials was carried out first, which involved the construction of a lesson 
plan and a review of subject-matter experts. The next component dealt with the design of 
the modes by which the instruction was to be delivered and the production of the 
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storyboard. The design of the learning measures is the component in which the cognitive 
performance assessment instruments are developed to construct the test-items. 
The development stage During the development stage, the instructional materials were 
created and assembled. Technology integration was also conducted during this stage, 
based on the specifications determined during the design stage. Further, the test-items’ 
blueprint was developed and reviewed by subject-matter experts prior to the next stage. 
The implementation and evaluation stage This final stage of the model is concerned with 
the actual delivery and evaluation of the instruction. For effective delivery, the validation 
and evaluation procedures were conducted iteratively, as shown in Figure 2.4, through a 
series of field evaluations to ensure the systematic collection of empirical data. In order 
to capture the effects of the model on the resulting instruction, the assessment measures 
needed to undergo a validation process, which required a trial test before the field 
experiments. Instruments’ refinements were then made based on the trial test’s results. 
The iterative validation procedure between the experiments started with the plan for the 
required action or change observed from the trial test. Figure 2.5 depicts the proposed 
validation procedure during the implementation and evaluation stage.     
 
Figure 2.5: Validation procedure during the implementation and evaluation stage 
 
The execution of the planned events was then conducted through the actual experimental 
procedure, during which observations were documented in order to conduct the necessary 
modifications aimed at enhancing the effectiveness of the instructional events.  
The analysis of participants’ results using the Rasch model is an integral part in 
this validation process to establish the validity and reliability of the testing measures. 
Refinement of the testing instruments followed the analysis to indicate the recording of 
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any statistical anomalies for test-items and test refinement activities such as the additions 
and deletions of items. This documentation is essential to track the test-item development 
and ensure its validity to measure the theoretical content. The validation concluded with 
a reflection to summarise the experimental event, which was used to make a decision 
regarding whether the intended goals were achieved or if further field experiments were 
needed.  
Therefore, both the systematic running of the successive studies and the continual 
data analysis of the performance outcomes are required to provide empirical evidence to 
substantiate the effectiveness of the ISD model. According to Branch and Kopcha (2014 
p. 85), “ISD models need to undergo a rigorous validation process, which requires a 
detailed description of each element constituting the model, and should be followed by a 
systematic data collection. Repeated trials under such conditions would, if the model had 
validity, result in a set of specifications regarding the conditions under which the model 
was valid.”  
 So far, the chapter has described the eLearning environment in HE and the process 
of knowledge-acquisition in the field of IS. The review then identified key factors 
affecting the learning outcomes. It went on to highlight key issues in the ISD domains 
relevant to this investigation. The remainder of this chapter presents a review of the 
educational measurement literature.  
2.11 Measurement of cognitive performance 
The purpose of the educational measurement is to obtain insights into learners’ abilities 
by analysing their scores derived from assessment instruments. In the physical sciences, 
measurement refers to the process of determining the dimensions or attributes of physical 
objects (Kizlik 2018). In that context, instruments are usually used to gain information 
about the width, length, speed, size, volume, or degree of an object, based on a standard 
scale or rule. However, in an educational setting, measurement can be defined as: “The 
assigning of numbers to individuals in a systematic way as a means of representing 
properties of individuals. Numbers are assigned to the individuals according to a carefully 
prescribed, repeatable procedure.” (Allen & Yen 2001 p. 2).   
Assessment is an information-gaining process pertaining to a specific objective or 
goal (Kizlik 2018). Andrich and Marais (2018 p. 8) describe assessment as “the 
engagement of an entity with some instrument, and the recording of observations of the 
engagement according to some protocol.” Tests and questionnaires are the most common 
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assessment instruments used to assess the instructional progress at the end of instructional 
programmes or lessons in order to examine whether an instructional objective is achieved 
(Griffin & Nix 1991). In distinguishing between assessment and measurement, Andrich 
and Marais (2018 p. 3) describe assessment as a “necessary precursor to measurement”. 
Accordingly, the validity and reliability of the assessment instruments are critical for the 
measurement of the intended construct. 
Evaluation, on the other hand, is a broad term that encompasses both measurement 
and assessment. It can be referred to as the process of providing information that helps in 
making judgmental conclusions about a given situation (Kizlik 2018). According to 
Kizlik (2018), evaluation means classifying components such as objects, situations, 
people or conditions according to defined criteria of quality. In regard to performance, 
measurement is quantitative conclusions, while evaluation is qualitative reasoning or 
judgment. Measurement is a numerical description of a situation, and evaluation is a 
judgmental value of the situation. 
In the context of this investigation, performance evaluation required empirical 
evidence of learning that was more likely to be associated with the instructional 
intervention (Guskey 2000). Therefore, quality evaluation depends on accurate 
measurement which can be achieved through valid assessment instruments.  
2.11.1 Measuring the acquisition of DFD concepts  
Measuring the latent traits, such as learners’ cognitive performance in acquiring the 
information systems (IS) concepts through different delivery modes, requires the 
adoption of a measurement approach that provides reliable inferences by which to make 
meaningful comparisons between participants’ abilities. As explained in the previous 
section, the measurement of latent traits is a complicated process due to the lack of 
accurate standards or scales, such as are available in the physical sciences to measure the 
physical dimensions or attributes of an object such as height and weight (Bond & Fox 
2015).   
The measurement process is well-established in the physical world where useful 
information about certain objects can be obtained from standardised instruments and 
scales. Izard (2004) provides an example of measuring the changes in height of a group 
of six-year-old children over a year. Someone could accurately conduct the measurement 
by using a measuring tape and recording their initial heights. Finding out how much they 
have grown can be observed by recording their height 12 months later using the same 
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instruments. Thus, the use of the agreed standards which clearly define the units’ size 
provide an accurate measurement of the physical changes.   
However, as explained by Izard (2004), if the level of happiness an individual 
experiences from one month to the next is to be measured, there is no agreed-upon scale 
that could be used for accurate measurement. This is due to the difficulty of clearly 
defining the hidden attributes surrounding the status of ‘happiness.’ One can only observe 
indicators of happiness to construct a scale to measure the levels of happiness (Izard 
2004).    
Wright and Stone (1979) propose a specific definition of psychometric 
measurement which states that a measure is a location on a line. Measurement is then the 
process of constructing lines and locating individuals on those lines. This definition 
requires well-defined distances between constructs to obtain an accurate measurement. 
Such an approach provides a sense of discrimination between the numbers or levels of 
the attribute being assessed (Wu & Adams 2007).  
Stevens (1951) classifies measurement into four levels, which Andrich and Marais 
(2018) refer to as measurement hierarchy: nominal, ordinal, interval, and ratio. As each 
of the measurement levels is suitable for certain purposes, Andrich and Marais (2018) 
argue that numerical differences on an interval scale are meaningful for reliable 
measurement of latent traits, compared to other measurement levels. The interval scale 
refers to measurements where there are equal intervals between given values (Wu & 
Adams 2007). It discriminates against the values between objects in an equal manner. 
Since this thesis aims to measure the latent trait of the learning performance of learners 
with different cognitive preferences under three different instructional conditions, the 
interval measurement scale is the most suitable approach to provide meaningful 
comparisons due to the well-defined distances between the values. The discriminated 
values on an interval scale enable valid statements about learners’ achievements to be 
made. It also identifies the extent of change (knowledge gain) allowing for practical 
evaluation. 
2.12 The Rasch model  
The Rasch measurement theory (RMT) is one of the modern test theories used for test 
analysis and performance measurement. It provides a probabilistic mathematical model 
that uses an interval scale to measure latent traits based on items’ difficulty and persons’ 
ability (Bond & Fox 2015). It posits that the comparisons of items’ difficulty are 
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independent of the comparisons of persons’ ability on the same interval measurement 
scale. The section below presents the major theoretical assumptions underpinning the 
Rasch measurement approach. 
2.12.1 Major assumptions of the Rasch model  
Georg Rasch (1960) introduced the Rasch model as a probabilistic mathematical model 
for predicting the probability of individual responses based on the relationship between 
an item’s difficulty and individual’s ability on a uni-dimensional interval measurement 
scale. The Rasch probability is modelled by Parandekar (2014) as: 
 
𝑃(𝑋𝑣𝑖 = 1|𝜃𝑣, 𝛽𝑖) =  
𝑒𝑥𝑝 (𝜃𝑣 − 𝛽𝑖)
1 + 𝑒𝑥𝑝 (𝜃𝑣 − 𝛽𝑖)
                  (2.1) 
 
The formula above represents the probability that a person 𝑣, with an ability level of 
𝜃𝑣, will correctly answer item 𝑖, of difficulty level 𝛽𝑖. It is dependent only on the 
difference between the person’s ability and item’s difficulty(𝜃𝑣 −  𝛽𝑖). As stated by 
Rasch (1960 p. 117):  
“… a person having a greater ability than another person should have the 
greater probability of solving any item of the type in question, and similarly, 
one item being more difficult than another means that for any person the 
probability of solving the second item is the greater one.”  
In this research context, learners’ abilities are measured in relation to the items’ 
difficulties using the same units (logits). The likelihood of an individual providing correct 
or incorrect responses is measured by the difference between the individual’s ability and 
the item’s difficulty. For example, if the learner’s ability is the same as the item’s 
difficulty, the difference is zero on the Rasch logit scale, which means there is a 50% 
probability of correct responses by the learner. Further, when the learner’s ability is higher 
than the item’s difficulty, it can be predicted that the learner will more likely provide a 
correct response to the item. What follows is a discussion of four specific Rasch 
measurement principles: unidimensionality, item fit, reliability and invariance. 
1. Unidimensionality 
One of the essential ideas of the Rasch model is unidimensionality, which means a single 
latent trait (construct) can be measured by a set of items. The principle implies that each 
and every item in a test contributes to the measurement of one construct. Thus, the 
 57 
 
unidimensional scale enables the independent measurement of the valid test items against 
the performance of learners on the same continuum (Andrich 2004). The distribution of 
individuals on the Rasch scale cannot influence items’ estimates and vice versa (Tavakol 
& Dennick 2011). In other words, learners’ performance estimates are not response-
dependent. Thus, the Rasch unidimensional logit scale allows performance evaluation of 
learners relevant to each other, test-items relevant to each other, and the performance of 
learners relevant to test-items. The unidimensionality feature in the Rasch analysis 
increases construct validity of a test (Tavakol & Dennick 2011) and facilitates the 
selection of well-targeted items and individuals required for useful, stable estimates 
(Linacre 1994).   
2. Item fit 
According to Bond and Fox (2015), the Rasch item fit principle is a test quality-control 
measure which determines how well the test items fit the Rasch model. Sufficient data 
must fit the Rasch mathematical model as designated by the Rasch fit statistics. The Rasch 
item fit also helps in identifying the misfit items that diverge from the Rasch expectations, 
enabling the evaluators to conduct the necessary modifications. Therefore, this principle 
ascertains whether the performance estimates reflect the underlying measured construct, 
in which the theoretical underpinnings embedded in the test-items can be inferred to be 
the cause of the reported performances (Bond & Fox 2015). The fit statistics assist in 
confirming whether the measurement scale fulfils the requirement of unidimensionality. 
Therefore, the Rasch analysis generates valid quality data, which provides reliable 
probabilistic inferences (Ghulman & Mas'odi 2009). Bond and Fox (2015 p. 8) contend 
that analysing data using the Rasch model enables researchers to accurately estimate the 
constructs as “if we were to create a ruler to measure it.”  
3. Reliability 
The Rasch measurement model provides reliability estimates that can be used to inform 
critical decisions during the development of assessment instruments. A test is reliable 
when a better item-person separation exists. This means that reliability indicators found 
using the Rasch model inform whether the testing instruments have sufficient item 
dispersion along the measuring continuum and sufficient spread of abilities among the 
participants’ performance outcomes. The item reliability index refers to the replicability 
of items’ locations on the measurement scale when the same set of items is given to 
another, similar sample of participants who are expected to behave in the same way (Bond 
& Fox 2015). Thus, high item reliability estimates indicate that the instruments had 
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sufficient items possessing different levels of difficulty (easy to difficult items), meaning 
that their hierarchal location on the scale is expected to be consistent when it is given to 
another sample of comparable ability. 
The person reliability index refers to the replicability in the order of respondents 
we could expect if this particular sample were given another, similar set of items that 
measure the same intended construct (Wright & Masters 1982). High person reliability 
indices mean that the testing instruments have challenged a wide spread of abilities, and 
their performance on a similar set of items is inferred to be consistent. To put it another 
way, participants’ and items’ performance can be described as being consistent if the 
participants take another similar test with different test items that measure the same 
construct, and it is expected that they will get very similar results, with only small 
statistical variations. Similarly, if the same test items are given under the same conditions 
to different participants with the same knowledge boundaries as the first group, it is 
expected that the results will be comparable to those of the first group. 
4. Invariance  
The property of invariance in scientific measurement is crucial. As stated by Bond and 
Fox (2015 p. 83): “you can’t measure the change with a measure that changes”. The Rasch 
model offers the key feature of invariance of item difficulty or person ability. It refers to 
the stability of the item or person properties within a test. The measurement requirement 
for meaningful comparisons requires the item estimates to remain stable for different 
groups across the analysis conducted (Bond & Fox 2015). This property allows for direct 
and independent comparisons to be made between both items’ difficulties and persons’ 
abilities on the interval scale. An anchored item estimate means that its properties are not 
affected by the ability of the test-taker. This distinctive feature of the Rasch model allows 
further practical applications beyond the validation of testing instruments. The Rasch 
calibrated estimates can be used to anchor the measurement scale to allow direct 
comparisons with other studies in other contexts and to bring their items’ difficulties and 
persons’ abilities estimates into the same scale (Bond & Fox 2015; Kenneth D. 2012). 
This is useful for research projects, such as this thesis, which are conducted on a national 
level and aim to advance a particular field in a speedier manner.   
2.12.2 Rasch scoring models  
The development of test items in this research context followed the two Rasch models to 
observe participants’ responses on either dichotomous or polytomous item scores (partial 
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credit model PCM). In both models, the probability of the responses was modelled 
logistically representing the latent performance trait (𝜃). Participants were graded for 
their dichotomous responses based on their failure (0), or success (1) when endorsing a 
test item.  
The Rasch mathematical equation for the dichotomous responses can be 
represented as described by Wu and Adams (2007 p:28): 
 
𝑃 = P (X = 1) =
exp(θ−δ)
1+exp(θ−δ)
                                      (2.2) 
 
This model yielded the probability estimates through the difference between a 
participant’s ability (𝜃) and the test-item’s difficulty (𝛿), where ‘X’ denotes a random 
variable (success, 1 or failure, 0, on a test item). The probability of success is 0.5 when 
the person’s ability estimate is equivalent to the difficulty estimate of an item.  
The three levels of responses used for the PCM were: failure (0), partially correct 
(1), or success (2). According to Wu and Adams (2007 p.40), the mathematical equations 
for specifying probabilities of the three response categories are: 
 
𝑝0 = Pr(X = 0) =
1 
1+exp  (𝜃−𝛿1)+exp(2 𝜃−(𝛿1+𝛿2))
                          (2.3) 
𝑝1 = Pr(X = 1) =
exp(θ−δ1) 
1+exp(θ−δ1)+exp(2𝜃−(𝛿1+𝛿2))
                            (2.4) 
𝑝2 = Pr(X = 2) =
exp (2θ−(δ1+δ2)) 
1+exp( θ−δ1)+exp(2𝜃−(𝛿1+𝛿2))
                            (2.5) 
 
In these equations, 𝑝0 denotes the probability for scoring 0, 𝑝1 is the probability 
for scoring 1, and 𝑝2 is the probability for scoring 2. The variable X represents the random 
variable for an item score by an individual. Thus, Pr(X=0) is the probability of failure on 
the item, Pr(X=1) is the probability of partial success on the item (score=1), and Pr(X=2) 
is the probability of full success (score=2). 
2.12.3 Item characteristic curve  
Figure 2.6 below represents an ideal example of a standard Rasch model probability 
function known as the item characteristic curve (ICC). An ideal ICC usually has an ‘S’ 
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shape, modelling the participant’s probability of success or failure on a particular test 
item at a set value of (0.50). It denotes that a participant with an average ability level has 
a 50 percent chance of successfully achieving that item. However, the probability of 
success for a high-performer on the same item has a value close to (1), and thus values 
close to zero indicate the performance probability of a low-performer.      
 
Figure 2.6: Ideal Item Characteristic Curve (ICC)  
(adapted from Wu & Adams, 2007) 
 
As for the PCM items, Figure 2.7 shows the ICC for a three-category PCM item, with the 
modelling of plots of probabilities for the participant’s abilities (𝜃) in each score category, 
as explained by Wu and Adams (2007).  
 
Figure 2.7: An example of ICC for a three-category PCM item 
(adapted from Wu & Adams, 2007) 
 
As shown in the figure, when the participant’s ability increases, the probability of 
obtaining the higher score (Category 2 on the figure) also increases, whereas there’s a 
high probability of missing the item if the ability does not increase (Category 0 on the 
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figure). The test items in this thesis were constructed and interpreted based on these 
scoring models.  
2.13 The Rasch measurement theory (RMT) and classical test theory (CTT)  
Typically, the measurement practice employed in most educational assessment research 
is the classical test theory (CTT) approach, which involves the use of raw scores as 
measurement estimates (Wang 2010). The CTT, which is based on the assumption that 
the test score is the summation of all true scores, has been dominating the analysis of tests 
in many fields, including education (Andrich & Marais 2018). However, as explained by 
Wang (2010), Bernstein and Nunnally (1994), Wright and Linacre (1989), and Crocker 
and Algina (1986), this approach does not fulfil the requirements of fundamental 
measurement.  
The CTT approach distinguishes between the ability of participants based on high 
and low scores, whereas the latent trait models, such as the Rasch model, focuses on the 
interaction between the person and an item, thus dividing a group of participants into 
cohorts based on their cognitive abilities and not their total scores (Wright & Masters, 
1982). There have been calls in the literature to develop quality educational 
measurements. In his extensive analysis of developing measurement instruments in 
science education, Liu (2010) argues for the need for more reliable quantitative 
measurement instruments in the educational field. A review of the literature reveals that 
the common practice during the development of a quantitative measurement instrument 
is the employment of classical test theory (CTT) techniques (Liu 2010). While CTT 
methods remain firmly rooted in the field, there are other less frequently used methods, 
such as the Rasch (1960) models, that provide better foundations for instrument 
development in the educational context (Sondergeld & Johnson 2014).  
Although the Rasch measurement approach has not been fully utilised by the 
educational technology researchers, there have been attempts to employ its methods 
(Sondergeld & Johnson 2014). An investigation of the literature shows that studies from 
various disciplines including medicine, education, and industry have applied the Rasch 
approach. International medical examination boards such as the American Dental 
Association, American Board of Pediatric Dentistry, American Society of Clinical 
Pathologists, and American Board of Medical Examiners adopt the Rasch model to 
analyse test data for certification accreditation (Boone & Scantlebury 2006). Industrial 
studies like that of Rehfeldt (1990) also applied the Rasch model to evaluate a range of 
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paint products. Furthermore, the Australian Council of Educational Research has widely 
used the Rasch approach for learners’ performance evaluation (Adams, Wu & Wilson 
2012; Care & Griffin 2017), and the Chicago Public Schools (Bryk et al. 1998) group 
used the Rasch models in their long-term evaluation of reform (Boone & Scantlebury 
2006).   
Thus, the application of the Rasch measurement approach is sought to overcome 
some of the limitations of the CTT approach. One of the key limitations pertains to the 
issue of the testing sample. As explained by Sondergeld and Johnson (2014), statistical 
reliability indicators from CTT such as standard error, means, and standard deviations 
can be described as sample-dependent. This means that reliable results obtained from an 
assessment analysed through CTT are confined to that particular group of test-takers and 
cannot be used to measure the same construct when given to another group (Hambleton 
2000). Further, it is problematic to conduct any scale improvements to a CTT assessment. 
This is because the addition or removal of items will produce a psychometrically different 
scale from the original (Sondergeld & Johnson 2014). Therefore, sample dependency 
disallows not only the replication of the results when the same instrument is used on 
another sample, but also direct and meaningful performance comparisons across different 
groups or studies.  
However, due to the assumptions underpinning the Rasch measurement approach 
such as unidimensionality and invariance (see section 2.13.1 in this chapter), results from 
Rasch-based analysis are considered comparable across other samples and various 
assessment instruments if items are measuring the same construct, and are within standard 
error estimation or confidence bands (Bond & Fox 2015; Sondergeld & Johnson 2014). 
The Rasch indices are item and sample independent, allowing comparable and replicable 
results across different samples and contexts (Bond & Fox 2015; Thorpe & Favia 2012).  
Another limitation of the CTT approach is that it uses aggregate test scores to 
measure the intended construct. This means participants’ abilities are measured based on 
high or low scores achieved in a context where each test item is considered to possess the 
same level of difficulty in terms of measuring the latent trait, thus making the same 
contribution to the total test score (Sondergeld & Johnson 2014). In contrast, the Rasch 
model requirement of unidimensionality allows for independent statistical evaluation of 
items’ difficulty and person abilities. It distinguishes between the difficulty estimates for 
a set of items and their correlation within a test. Well-correlated response patterns for a 
group of items can be identified, and the difficulty for each item can be compared. 
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Moreover, participants’ abilities under the Rasch model are discriminated on the interval 
logit scale, thus showing the extent of differences of abilities among the targeted 
participants (Thorpe & Favia 2012). 
2.14 The Rasch measurement approach for ICT-based instruction  
The Rasch model allows the examination of various types of data, including dichotomous, 
partial credit, ordinal rating (Likert) scaled data and observational data, that have been 
collected from either quantitative, qualitative, or mixed-method techniques. An example 
of applying the Rasch dichotomous model is the work of Boone and Scantlebury (2006), 
which utilised a state-level Rasch analysis to examine multiple-choice tests in science 
education. The work of Eggert and Bögeholz (2010) is an example of the application of 
the Rasch partial credit model, which they used to develop an instrument to measure the 
students’ use of decision-making strategies in socio-scientific issues, and Stewart-Brown 
et al. (2009) developed a mental well-being scale which consists of 14 Likert-style items. 
They utilised Rasch analysis to assess the level of mental well-being and to report on the 
internal construct validity. 
 Linacre (1994) argues that the Rasch model can assist qualitative researchers in 
three ways: (1) in conceptualising and constructing unidimensional variables, (2) in 
determining good rating-scale classifications, and (3) in reducing the amount of 
qualitative data to be plotted in simple linear metric forms for further analysis. The 
investigation of Miles, Huberman and Saldana (2013) is an illustration of the use of Rasch 
on qualitative data. They construct a Rasch scale by which to rate four types of subjects 
(early administrators, early users, later users, and later administrators) in order to identify 
conditions supporting preparedness.  
Cognitive performance is the key variable under investigation in this thesis. It is 
measured through learners’ abilities to acquire the intended knowledge and skills required 
for knowledge application. The mastery of the IS technique involves the acquisition of 
different knowledge domains (learning capabilities); hence, a variety of tasks by which 
to collect dichotomous and partial credit data are required to examine the knowledge 
change. Thus, the Rasch model aligns with the aim of allowing the examination of both 
data types to assess participants’ knowledge acquisition. During the instrument 
development it serves as a diagnostic measure to identify effective item-formats relative 
to knowledge types, and allows timely, necessary modifications. Moreover, because the 
participation in this thesis was on a voluntary bases, the item-sample independence 
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assessment approach, like the Rasch model, is a suitable option to report on valid and 
comparable results of the cohorts.  
 So far, the chapter reflects on the human and technological dimensions of the 
eLearning environment. The investigation focused on two key factors identified as 
influencing the learning experience and representing each dimension. Although much 
work has been conducted on the identified factors, the interaction between them, and its 
nature and effects on learners’ performance, are far less understood. Further, the currently 
applied performance measurement approach seems a problematic way to draw 
performance inferences on which to evaluate the design of the ePedagogical practices, as 
the adoption of such a measurement approach disallows comparing performances for 
design improvements. Building on this background, the thesis adopts the Rasch model, 
under which the data is transformed into ‘logits’, enabling a comparable performance 
measurement for improved design practices.  
2.15 Chapter Summary  
This chapter reviewed the existing literature and identified research gaps in major areas 
involved in this investigation. It examined some of the influencing factors on the learning 
outcomes and focused on the external factor of instructional delivery mode, and the 
internal factor of learners’ cognitive preferences. The review showed how each factor is 
important in facilitating knowledge acquisition. The chapter continued to draw out the 
specifications of these key variables. Cognitive performance is used as an indicator of the 
effectiveness of the design practices, and is therefore central to this thesis in reviewing 
the educational measurement literature. The next chapter describes the research design. 
 
 
 
 
 
 
 
 
 
 
 
 65 
 
 
 
 
 
 
Research Design 
Introduction   
The previous chapter reviewed and synthesised the existing literature on the main 
knowledge domains underpinning the e-learning environment. The review facilitated the 
construction of knowledge-development specifications for the variables under 
investigation. The theoretically derived specifications form the foundation for the 
cognitive performance measurement. This chapter discusses the research design of the 
thesis. It commences with a description of the philosophical paradigm, and the selection 
process of an appropriate design that best aligns with the research questions. The chapter 
continues to identify the threats to internal and external validity and presents the 
techniques that were used to reduce their effects on the findings. It concludes with a 
description of the limitations of the selected design approach followed by a summary.  
The chapter is divided into the following sections: 
• Research paradigm,  
• Quantitative design,  
• Selected design approach,  
• Major threats to validity, 
• Limitations of the experimental design 
• Summary.  
 
 
 
 
 
3 
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3.1 Research paradigm  
The overarching aim of this thesis was to investigate the nature of the interaction between 
the human and technological dimensions of the eLearning environment and measure its 
effects on the performance. To achive this objective, the thesis adopts a post-positivism 
paradigm. The underpinning assumptions carry rationalistic and empirical views to study 
the social world and provide justifiable explanations of the subsequent causal 
relationships. Creswell (2014 p. 7) refers to 'post-positivism' as “a deterministic 
philosophy in which causes (probably) determine effects or outcomes.” Following the 
post-positivism approach, systematic scientific methods are applied to conduct 
experiments and measure what is being investigated, describing causal relationships 
between research variables (Creswell 2014).   
Thus, quantitative research can be defined as “an approach for testing objective 
theories by examining the relationship among variables” Creswell (2014 p. 4). In a 
quantitative methodology, the relationship between dependent and independent variables 
is usually represented through a mathematical model. Since quantitative methods are 
usually employed to examine the relationship between measurable variables, this design 
is in line with the aim of this thesis, and thus was adopted as a suitable design. The 
following section discusses the various types of quantitative designs and concludes with 
more information on the design that was chosen to support the methodology used for this 
thesis.  
3.2 Quantitative design  
According to Cavana, Sekaran and Delahaye (2001), quantitative designs include non-
experimental (descriptive and correlational); experimental; and casual or comparative 
quasi-experimental. The descriptive and correlational quantitative designs are not suitable 
for this thesis as they describe the status of a phenomenon and examine the extent of a 
relationship between variables. However, following Cavana, Sekaran and Delahaye’s 
(2001) decision model (depicted in Figure 3.1), the experimental design is the most 
appropriate design since it attempts to establish a cause-and-effect relationship aligning 
with the aim of this thesis.  
Experimental designs, also called randomised or true experiments, “utilise random 
assignment and purposely introduce a manipulation to observe an effect” (Picardi & 
Masick 2014 p. 98). This design is considered by Campbell and Stanley (1966) as the 
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gold standard because all participants have an equal opportunity to be randomly assigned 
to a particular intervention or control group. 
 
 
 
 
 
 
Figure 3.1: Decision points for embarking on an experimental design 
(reproduced from Sekaran and Bougie (2016 p. 187) 
Three conditions are required for an experimental research design: (1) the co-
variation between cause and effect; (2) cause must precede effect; and (3) no other 
contributing factors should cause a change in the effect (Picardi & Masick 2014 p. 98). 
Thus, the experimental design has four key elements: random assignment; control; 
manipulation; and measurement. However, in an educational setting, it is impossible to 
conduct a true experiment due to legal and ethical constraints (Mohamad 2012), and thus 
cannot be applied to this thesis. 
On the other hand, quasi-experiments were developed to facilitate the application 
of experimental designs when humans are involved (Campbell & Stanley 1966; Mertens 
2015). Quasi-experimental designs share the three conditions and four key elements of 
the experimental design (explained in the previous section). Lack of random assignment 
is the only difference between the two experimental designs. Accordingly, the quasi-
experimental approach maintains the cause-and-effect integrity necessary to underpin this 
work.  
Designing such an experimental study involves decisions regarding the number 
of groups and times required to observe the dependent variable while maintaining a level 
of control over the extraneous variables threatening the validity. It is imperative though 
that this thesis applies a feasible design, which aligns with the required ethical guidelines 
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and is practically achievable. To apply an approperiate design, several experimental 
designs were considered carefully before deciding on the quasi-experiment design. To 
further develop the discussion on the selection of the preferred quasi-experiment design, 
the following sections provide a description of the three commonly used designs in 
educational research, and debate their application in this research context. The three 
designs discussed are: 
• single-group;  
• experimental; and  
• quasi-experimental designs 
The coding system developed by Campbell and Stanley (1966) and depicted in Table 3.1, 
will be used to differentiate between the various aspects among the three research design 
types. 
Table 3.1: Coding system to represent aspects of research design  
 (reproduced from Mohamad, 2012 p.81)  
 
 
 
 
 
 
 
 
 
3.3 Single-group designs 
The three most commonly used single-group designs include; one-shot case study, one-
group pre-test-post-test design and time-series design. Each one will be described below. 
3.3.1 One-shot case study  
In this research design, the investigator observes a treatment and a post-test to measure 
the effect of the treatment as represented in Figure 3.2. Due to the absence of a control 
group and pre-test measure, it is subject to threats to internal validity. According to 
Mertens (2015), a one-shot case study is a weak design and does not account for valid 
inferences related to the experimental treatment, and thus, it is deemed unsuitable to be 
employed in this thesis.  
X O 
Figure 3.2: One-shot case study 
Symbols Representation 
R Random assignment of subjects to treatments 
X Experimental treatment 
O Observation of the dependent variable, it can 
be numbered independently to indicate the 
serial occurrences of observations, i.e. O1, 
O2, O3). 
C Cut-off-score 
………… Lack of randomisation. 
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3.3.2 One-group pre-test-post-test design  
Although this design is a simple one-group pre-test-post-test by which subjects are 
measured before and after the treatment (Figure 3.3), it involves various threats to internal  
validity such as history, maturation, Hawthorne effect, participant mortality, instrument 
reactivity, instrumentation, and statistical regression (Mertens 2015). Despite its 
weaknesses, this design can be used in certain situations where it is impossible to have a 
control group. It is not a suitable design for this thesis because participants will be 
assigned into three different groups to test the variables, based on the instructional 
delivery modes.   
O1  X  O2 
Figure 3.3: One-group pre-test-post-test design 
3.3.3 Time-series design 
This design attempts to observe changes in performance at different times in order to 
detect how significant the effect of an intervention compared to an underlying trend 
(Figure 3.4). Data collection takes place at multiple times before and after the 
intervention. This design is useful when “it is difficult to randomise or identify an 
appropriate control group” (Grimshaw et al. 2000 p.12). Although one of the key 
strengths of this design is the periodic measurements, it is difficult to collect adequate 
data at multiple time points for this research project.  
O O O O X O O O O 
Figure 3.4: Time-series design 
Further, Grimshaw et al. (2000) describe interpretations of many published time-
series studies as inappropriate and overestimating the effect of the intervention. This is in 
part because of the lack of control over history as a major threat to internal validity. 
Although time-series design is a potential design for this study, it is not suitable because 
the obtained permissions for the experiments allows them to be conducted only during 
the ascribed tutorial time (two hours) at the participating HE institutions.  
Therefore, it is not feasible to employ any of the single-group designs for this thesis, since 
the aim is to investigate the interactional effects on learners’ performance under three 
instructional delivery modes.  
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3.4 Experimental designs 
This section outlines and debates the potential application of five experimental designs 
that involve control groups and random assignment of participants. The designs include: 
pre-test-post-test control group, the post-test-only control group, single-factor multiple 
treatment, Solomon 4-group and factorial design. 
3.4.1 Pre-test-post-test control group design  
The pre-test-post-test control group design is the classical type of experimental design 
(Figure 3.5). It permits an equal opportunity for random assignment either in an 
experimental group or control group. All groups are assumed to be identical in every 
aspect, and therefore it allows comparable results.   
R  O  X  O 
R  O       O 
Figure 3.5: Pre-test-post-test control group design 
Participants will be tested, and change will be measured for the experimental group after 
receiving treatment. The design features of pre- and post-testing allow the learning 
progress to be measured. Due to randomisation, this type of experimental design controls 
threats to internal validity, while generalisability is limited due to the potential effect of 
the pre-test. This design is not suitable for this thesis because randomisation is infeasible 
in an educational setting. 
3.4.2 Post-test-only control group design  
This type of design (depicted in Figure 3.6) allows the comparison between experimental 
and control groups. One of the advantages of this design is the randomisation element. It 
presumes the equivalence of participants and therefore concludes equal comparisons. 
Despite the lack of pre-test in this design, groups are still eligible for comparison due to 
the random assignment. Accordingly, any differences found in the dependent variable can 
be concluded to be caused by the treatment. Another advantage of this design is it allows 
the comparison to be extended to more than two groups if necessary (Mertens 2015). In 
terms of the validity threats, this design controls the main effects of threats to internal 
validity, including maturation, history, and pre-testing, but it fails to control the 
experimental mortality (Mertens 2015). 
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  R  X  O 
R        O 
Figure 3.6: Post-test-only control group design 
Due to the lack of pre-testing, which aims to measure participants’ prior 
knowledge, it is difficult to refer to the experimental treatments as the only cause of 
differences found in the dependent variables. Hence, this type of design does not line up 
with the aim of this thesis, not only because randomisation is infeasible in an educational 
setting, but also it is impossible to measure improvements of cognitive performance 
without prior observations (Guskey 2000).  
3.4.3 Single-factor multiple treatment designs 
This design involves the random allocation of the study sample into one of several 
conditions that intended to be investiagted by the researcher (Figure 3.7). Although this 
would be an appropriate design for this thesis, it cannot be employed because 
randomisation is infeasible in an educational setting. 
 R  O  X1  O 
R  O  X2  O 
R  O         O 
Figure 3.7: Single-factor multiple treatment designs 
3.4.4 Solomon 4-group design 
This design involves a random selection and assignment of participants into four groups 
as shown in Figure 3.8. It combines elements from the post-test-only control group and 
pre-test-post-test control group designs. According to Helmstadter (1970 p. 110), the 
Solomon four-group design is “the most desirable of all the basic experimental designs.” 
Compared to other experimental designs, it has a higher degree of external validity in 
addition to its internal validity. This is one of the strengths of this design as it is the only 
design to assess the existence of pre-test sensitisation (Braver & Braver 1988). 
 R   O   X   O 
R   O         O 
R         X   O 
R               O 
Figure 3.8: Solomon 4-group design 
Despite its advantages, this design is not widely applied for several reasons. It 
requires a larger number of participants, considerably more time and has higher costs than 
other designs (Campbell & Stanley 1966). It is not possible to employ this design for this 
investigation because as Braver and Braver (1988) describe, the Solomon four-group 
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design presents complicated conclusions due to the large number of comparisons it 
allows. Consequently, a lack of certainty exists in regard to the appropriate statistical 
treatment of such complicated design. 
3.4.5 Factorial design   
A factorial design (also called multivariate design) is suitable for studies that aim to 
investigate multiple independent variables. In a factorial design, an independent variable 
can be referred to as a ‘factor,’ and a ‘level’ is considered as a subclass of a factor. A 
factorial design is widely applied in the educational and psychological research, as it 
enables researchers to examine the presence of an interaction that could not be observed 
in a single-variable study (Weathington, Cunningham & Pittenger 2012). For instance, it 
enables researchers to test the effects of many independent variables simultaneously 
(Mitchell & Jolley 2013; Trochim & Donnelly 2006). Besides testing the effects of the 
main variables, the factorial design allows the investigation of possible interaction 
(interactive effects) between main variables (Mertens 2015). The interactive effects are 
described by Abdi et al. (2009 p.282) as “the effects of one independent variable are 
different, depending on the levels of the other independent variable.”  
A factorial design is in line with the aim of this thesis which was to investigate 
the interactive effects between independent variables A and B as represented in Figure 
3.9.  
A x B 
Figure 3.9: Factorial design 
In this research context, A represents learners’ cognitive preference and has two levels as 
follows: 
A = learners’ cognitive preference (two dimensions): 
    A 1 = wholist-Analytic 
    A 2 = verbal-Imagery  
B represents the instructional delivery mode, which has three levels as follows: 
     B 1 = conventional instructor-led (F-2-F);  
     B 2 = computerised; and   
     B 3 = blended  
Therefore, the factorial design was deemed as suitable and was adopted to investigate the 
interactional effects of instructional delivery mode and learners’ cognitive preference on 
learners’ performance.  
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3.5 Quasi-experimental  
The quasi-experimental or causal-comparative design is the third type of experimental 
research, which involves three commonly used types; static-group comparison design, 
regression discontinuity design and pre-test-post-test non-equivalent comparison/control 
group design. Below is a description of each design.  
3.5.1 Static-group comparison design  
In this design, an experimental group and a control group receive the treatment, as 
represented in Figure 3.10, and the the investigator compares their performance with a 
post-test. The two main threats to internal validity associated with the application of this 
design include differential selection and experimental mortality (Mertens 2015). 
X O 
………… 
    O 
Figure 3.10: Static-group comparison design 
Although there is a lack of random assignment, this design is not suitable because 
learners’ cognitive performance cannot be measured without a pre-test to measure their 
knowledge-level prior to the treatment. The comparison between control and 
experimental groups relies on collecting enough background information about the two 
groups to examine the difference in participants’ knowledge  (Mertens 2015).    
3.5.2 Regression discontinuity design  
This design has a unique method of participant allocation which allows investigators to 
give the treatment to participants who most need it. Participants receive the treatment 
based on a cut-off score obtained from a prior measure called the quantitative assignment 
variable (QAV). Participants who score above a specific cut-off value on the QAV are 
assigned to the treatment, while those who score below the cut-off are assigned to the 
control or other treatment groups (Campbell & Stanley 1966). Figure 3.11 illustrates the 
regression discontinuity design.  
O C X O 
O C     O 
Figure 3.11: Regression discontinuity design 
Although this non-randomised design offers more control to validity threats, it is 
not possible to be implemented in this thesis. The application of a cut-off score for a study 
employing the CSA will result in an unbalanced comparison group (Mohamad 2012).   
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3.5.3 Pre-test-post-test non-equivalent comparison/control group design 
This design is similar to the static-group comparison design with the addition of a pre-
test as represented in Figure 3.12. The groups involved in this design are usually selected 
from existing collectives like classrooms and tutorial groups. 
O X O 
……… 
O     O 
Figure 3.12: Pre-test-post-test non-equivalent comparison group design 
Because this design allows the comparison between multiple treatments as depicted in 
Figure 3.13, it is considered a suitable design and was implemented in this thesis.  
O  X1 O 
…………. 
O  X2 O 
Figure 3.13: Comparison in pre-and-post-test non-equivalent group design 
So far, the section covers the different types of experimental design and debates its 
suitability to this thesis. Table 3.2 summarises the main experimental designs and 
highlights the implemented design. 
3.6 Comparison strategies between participants 
Due to the lack of random assignment of participants into three groups, the research 
design can be improved either employing matching techniques or statistical controls. 
According to Engel and Schutt (2014), there are two matching strategies when comparing 
between multiple groups: individual matching or community (aggregate) matching. For 
an effective matching strategy, the matching variables should be determined in order to 
equate the groups and eliminate the effects of the potential confounders.  
 For this thesis, individual matching was employed in which the matching variable 
was cognitive preference as each participant in the experimental group had a comparable 
participant in the comparison group. For instance, the performance of a verbaliser 
participant who received the treatment through the F-2-F mode could be compared to her 
matching verbaliser participant who received the treatment under the computerised or 
blended modes. 
 Furthermore, for group comparison, the intact groups were selected from the same 
population (classroom cohort). For instance, all participants were officially enrolled in 
the course of Information Systems Analysis and Design for the first time and had little or 
no knowledge of the topic being tested. Based on the results of the cognitive style analysis 
test (CSA) (Riding & Cheema 1991), participants were randomly assigned to their 
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different treatment groups. Thus, all three groups were assumed to be identical prior to 
the experiment. This criterion allows comparisons among groups and therefore eliminates 
the involvement of a control group.   
 
Table 3.2: Summary of the main experimental designs and the implemented design 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Types of Experimental Designs  
Design Code   Applicability to the thesis  
Single-group designs  
One-shot case study X O  
 
 
Not applicable 
One-group pre-test-
post-test O1  X  O2 
Time-series OOOOXOOOO 
Experimental designs 
Pre-test-post-test 
control group 
      R O X O 
      R O     O 
 
 
 
Not applicable Post-test-only control 
group 
      R X  O 
      R      O 
Single-factor multiple 
treatment 
R O X1 O 
R O X2 O 
R O       O 
 
 
 
 
Suitable but not 
applicable 
Solomon 4-group 
R O X  O 
R O      O 
R     X  O 
R          O 
Factorial design          AxB  
Suitable and applicable 
Quasi-experimental designs 
Static-group 
comparison 
X  O 
………… 
     O 
 
 
 
 
Not suitable 
Regression 
discontinuity 
O C X O 
………… 
O C     O 
Pre-test-post-test non-
equivalent comparison 
or control group 
O X O 
……… 
O     O 
 
Suitable and applicable 
R: Random assignment; X: Experimental treatment; O: Observation of dependent variable 
C: Cut-off-score; …: Lack of randomisation 
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3.7 Selected design approach 
A series of quasi-experimental 2x3 factorial design experiments were conducted to 
observe the interaction between instructional delivery mode and learners’ cognitive 
preference, and measure its effects on learners’ performance. The main research question 
drives this thesis is:  
What are the interactive effects of instructional delivery modes and 
individuals’ cognitive preferences on their learning performance?  
The rationalistic and empirical nature of the information desired to provide answers for 
the question suggests that post-positivism is the most suitable paradigm to investigate the 
causal relationship between the independent variables and to measure its impact on the 
dependent variable. Such an approach usually lies more comfortably within the aim of 
this thesis. As stated in the introduction chapter, the two sub-questions involved in this 
investigation are:  
Under which validated instructional delivery mode does the instruction 
result in efficient learning, and which cognitive style group did better with 
which delivery mode?   
To what extent do changes occur in learners’ cognitive instructional 
performance? 
Answers to these questions require a systematic probabilistic approach, which offers 
various statistical inferences by which to evaluate the performance of the diverse cohorts, 
under different instructional environments. Therefore, the quasi-experimental 
quantitative design was deemed as a good option to serve this purpose. Because the 
investigation involves two main factors (independent variables), and each factor has sub-
levels, the possible interaction between them can best be examined through the factorial 
design ( Trochim & Donnelly 2006). Thus, a factorial design was deemed as a suitable 
research design for this thesis to evaluate the performance variations that arise from its 
instructional treatments.  
However, the adoption of this approach requires the quasi-experiments to be 
carefully designed in order to control the associated confounding variables that may 
threaten the validity of the results. As depicted in Figure 3.14, which was developed by 
Cooksey (2013), the quasi-experiment is positioned in the middle allowing more control 
of threats compared to other experimental designs. Accordingly, the following section 
identifies the major threats associated with the quasi-experimental designs, and outlines 
the several measures that were taken to control or reduce their effects on the validity and 
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reliability of the findings. Threats to the internal validity will be presented first followed 
by the threats to the external validity. 
 
Figure 3.14: Extent of the validity for experimental designs 
(reproduced from Cooksey, 2013)     
3.8 Major threats to internal validity  
Many scholars consider threats to internal validity as the most challenging threats 
associated with experimental designs. Picardi and Masick (2014 p. 117) state that “there 
is no way to remove 100% of threats to any research design.” It is possible though, to 
reduce the influence of possible extraneous variables by identifying them, measuring 
them, and statistically extracting their effects (Punch 2014). Campbell and Stanley (1966) 
identify eight extraneous sources which can effect internal validity including: history, 
maturation, testing, instrumentation, statistical regression, experimental mortality, 
differential selection, and selection-maturation interaction. Table 3.3 summarises these 
threats and describes the controlling strategies used to minimise their plausibility. 
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Table 3.3: Main threats to internal validity 
Threats to internal 
validity 
Description  Controlling strategies 
History It refers to unanticipated events that 
occur during the experiment and can 
potentially influence the results.  
The staged experimental procedure was designed as to ensure 
that participants in all groups were as similar as possible, 
except they received different instructional treatments. The 
study had three different experimental groups: T1 (F-2-F), T2 
(computerised), and T3 (blended). All of the participants 
were taking the same course for the first time,and undergoing 
the experiment with the same instructional content. 
Participants’ performance was measured based on the same 
expected learning outcomes and form of assessment within 
the same timeframe. Also, a research schedule was carefully 
planned to avoid unanticipated logistical or technical events 
that may have occurred and altered the results of the study 
(see Appendix F). By following the research schedule, 
unnecessary events did not occur between the pre- and post 
tests.   
Maturation Refers to psychological and biological 
changes for the involved participants 
during the experiment, including 
becoming stronger, tired, and growing 
older as the experiment progresses. 
Participants’ maturational status can be described as 
approximately the same. They were aged between 23 and 27 
years, and all participants completed their participation 
within the allocated timeframe (two-hour instructional 
session). Also, participants were allowed to eat or drink 
during the experiment.    
Testing “The effects of taking a test upon the 
scores of second testing.” (Winch & 
Campbell 1969 P. 141). 
A systematic approach suggested by Izard (2005b) was 
followed during test-items construction. There are different 
techniques used to reduce the effects of this confounding 
variable to the internal validity. For example, while test-items 
in the pre-test were arranged from easy-to-difficult, it was 
ordered randomly in the post-test in order to reduce memory 
effects. The thesis employed the anchoring technique to 
compare scores from pre- and post-tests. Thus, test-items 
were not identical in both tests.  
Instrumentation “Changes in the calibration of a 
measuring instrument or changes in the 
observers or scorers used may produce 
changes in the obtained 
measurements.” (Winch & Campbell 
1969 P. 141). 
The calibration of test instruments was conducted according 
to the Rasch model. The Rasch principle of 
unidimensionality implies that the instruments measure a 
single intended variable. The anchoring strategy is used to 
ensure that the scale scores on the pre-test will be comparable 
with the scale scores on the post-test. Thus, both tests are 
assumed to be at the same difficulty level. Besides, the 
proposed research model suggests rigorous validation 
procedures. Instruments were iteratively validated through 
trial-testing study, three validation studies, and the main 
study (see Figure 4.19 in Chapter 4)  
Statistical regression This threat exists when the selection 
of groups is based on their extreme 
scores.    
The assessment measures of this thesis were deemed valid 
and reliable according to the Rasch requirements. It met the 
Rasch principle of specific objectivity which implies that the 
data showed a good fit to the model, indicating invariant 
measurements across the participants and test-items.  
Selection  
 “Biases resulting from differential 
recruitment of comparison groups, 
producing different mean levels on the 
measure of effects.” (Winch & 
Campbell 1969 P. 141)  
The study adopts simple random sampling which is the only 
approach for controlling bias in the selection of respondents. 
See Ross (2005) for a full explanations of legitimate 
representative samples of populations. Also, to avoid 
personal bias when comparing among groups, individual 
matching was employed in which the cognitive preference 
was the matching variable (see section 3.6 from this chapter).   
Experimental 
mortality 
“Differential loss of respondents from 
the comparison groups.” (Winch & 
Campbell 1969 P. 141)  
Prior to the experimental procedure, participants were given 
a verbal explanation of the importance of this research project 
and its schedule (see Figure 4.18 in Chapter 4). They were 
also given written instructions (through the invitation letter) 
to make sure they understood how to complete the 
experiment. Therefore, participants were able to predict the 
hours required and decide accordingly whether to continue or 
withdraw. Only the responses of participants who completed 
the whole experimental procedure were included in the 
analysis. 
Selection-maturation 
interaction 
In some quasi-experimental designs, 
like the non-equivalent control group 
design, can confound with the effect of 
the experimental variable (Campbell & 
Stanley (1966).  
The groups for this thesis were considered equivalent for 
three reasons. First, they were within the same age range, 
between 23 to 27 years. Second, because they were not 
previously enrolled in the course, they were assumed to have 
either limited or no knowledge of the basic concepts of the 
course. Third, they all participated on a voluntary base. 
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3.9 Major threats to external validity 
Campbell and Stanley (1966) identify four key threats to external validity that restrict the 
generalisation of empirical findings. Table 3.4 summarises each threat and describes the 
actions taken to reduce its effects.  
Table 3.4: Main threats to external validity 
Threat to external validity Description  Controlling strategies 
Interaction of testing and 
treatment 
The increased or decreased 
sensitivity of respondents to 
the experimental variable 
caused by the pre-test.  
During the verbal 
explanation of the 
experimental procedure, 
participants were informed of 
the importance of answering 
the questions of the pre-and 
post-tests fully and not to 
leave unanswered questions. 
Further, it was unlikely that 
participants could predict the 
independent variables as they 
were in different locations 
according to their treatments.  
Interaction of selection and 
treatment 
This threat exist when there 
are differences in participants’ 
characteristics, which lead to 
the effects of treatment to be 
observed in one experimental 
group only.  
Because random assignment 
was not feasible, participants 
were assumed to share 
similar characteristics, such 
as being enrolled in the 
course for their first time or 
having the same cognitive 
preference. 
Reactive arrangement “Conditions making the 
experimental setting atypical 
of conditions of regular 
application of the treatment.” 
(Campbell & Stanley 1966 P. 
411)   
Experiments were conducted 
in typical HE educational 
contexts. 
Multiple-treatment 
interference 
This threat occurs when 
multiple treatments are given 
to the same respondents, as the 
effect of prior treatments 
cannot be erased.  
Each participant was exposed 
to one treatment only 
throughout the experiments. 
 
3.10 Limitations of the experimental research design 
There are key limitations associated with the experimental research design. One of the 
major criticisms of the experimental design pertains to its emphasis on measuring the 
impact of a certain educational program or curriculum and discounting the fidelity of 
implementation (Schanzenbach 2012). It is critical for HE policy-makers, especially with 
the involvement of complex interventions, to fully understand the practical 
implementations associated with such research experiments, and how they are ideally 
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implemented (Schanzenbach 2012). To avoid such unfortunate drawbacks, data for this 
project planned to be gathered in five sequential studies that followed a systematic 
validation procedure aimed to establish the validity of the testing instruments. The 
proposed validation procedure, along with the staged experiment detailed the key steps 
conducted during the implementation of experiments to provide insights in regard to the 
fidelity of implementation (see Figure 2.5 in Chapter 2 and Figure 4.18 in Chapter 4).  
Another criticism of the experimental design relates to the time limitations under 
which the instructional interventions are conducted (Schanzenbach 2012). According to 
Schanzenbach (2012), the small changes observed by experimental studies over a short 
duration provide inadequate evidence to measure the effctivenss of the instructional 
program. Acknowledging this limitation, the allocated time for the instructional 
interventions in this thesis sought to be appropriately aligned with its design. If the 
experiment had been extended, the validity of the empirical results would have been 
threatened by maturation which Campbell and Stanley (1966) considered as one of the 
major threats for internal validity. Maturation includes any psychological or biological 
changes in participants that would affect their cognition. During long-period experiments, 
participants grow older, which may influence the evaluation of the effectiveness of the 
instructional program as they process information more maturely.  
Furthermore, extending the instructional intervention was not possible due to the 
ethical commitments with the participating institutions. Permissions gained from the HE 
institutions were conditional upon conducting the experiments within the usual tutorial 
time ascribed to the course, in order to avoid any disruptions that may affect the running 
of the scheduled classroom curriculum. Therefore, the experiments conducted for this 
thesis were not limited to a single instructional session, but were multiple sessions with 
an adequate number of participants spread across four HE institutions in authentic 
learning settings. 
A key limitation concerns participants’ familiarity with the visualising tool or the 
program used to evaluate their performance during the experiment. It has been claimed 
in the literature that if participants are familiar with the designed instructional system 
(IS), their performance will improve as their focus will be on the content and not on 
discovering the features of eTutorial or the instructional system being used (Laakso et al. 
2008). While this claim is valid for novice learners, all participants in this thesis were 
third-year Management Information Systems (MIS) learners who were enrolled in a four-
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year program. During their studies they had been exposed to courses such as 
programming, which involved the use of a more complex information technology (IT) 
skills than were required during the experiments. In addition, the eTutorial module was 
designed as a simple and user-friendly interface in order to decrease participants’ 
cognitive load (see section 4.6.3 in Chapter 4). Accordingly, it only required basic-to-
moderate IT skills, which it was assumed participants already possessed, enabling them 
to focus on the instructional content.  
3.11 Chapter summary  
This chapter outlined the rationale for selecting the research design. It described how the 
selected design aligns with the aim of this thesis and compared it with alternative 
experimental designs. Major threats to validity were identified and the key strategies used 
to control their effects were presented. The chapter also acknowledged some major 
limitations associated with the implemented experimental design and defended the 
stances taken to rectify them. The next chapter describes the research methodology in 
light of this experimental design.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 82 
 
 
 
 
Research Methodology 
 
Introduction 
This chapter describes the methodological approach that underpins the data collection 
used to conduct this empirical research. It commences with a description of the research 
setting and the participants. The chapter then highlights some ethical considerations 
before explaining the construction of the research instruments. It continues to outline the 
experimental procedure and describes the research phases, concluding with a summary.  
The chapter outlines the following sections:  
• Research setting 
• Participants   
• Ethical considerations  
• Research instruments  
• The experimental procedure 
• Research phases  
• A summary 
 
 
 
 
 
 
 
4 
 
Chapter 
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4.1 Research setting 
The context of this experimental research was the Kingdom of Saudi Arabia. According 
to the world population review (2018), Saudi Arabia has a population of 33,688,971 
million who speak Arabic as their first language. There are 24 public universities that are 
geographically distributed across the Kingdom. As described in Chapter 1, the Saudi 
Arabian government funds and supports the universities to improve the learning 
experience for their learners. However, the Kingdom’s developing HE sector faces key 
challenges preventing the improvement of its ePedagogical practices. The investigation 
was conducted within the ePedagogical environment of the Higher Education (HE) 
context of Saudi Arabia, on a national level involving four HE institutions across the 
Kingdom.  
This cross-national experimental investigation aimed to obtain statistical data 
across the realm in terms of the functionality of the eLearning design practices and its 
effects on learners’ performance. Four universities representing three regions from the 
Kingdom participated in this investigation including King Faisal University; Princess 
Nourah bint Abdulrahman University; Taif University; and the University of Dammam. 
Figure 4.1 below shows the geographical locations of the participating universities. The 
crosswise data gathering strategy aimed to provide inferences for a feasible decision-
making model for policy makers and HE providers in their offerings when designing their 
instructional programmes. Due to time constraints, it was not possible to include 
universities from other regions (lengthwise data in Figure 4.1).  
 
 
  
 
 
 
 
 
 
 
Figure 4.1: Geographical locations of the participating universities 
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4.1.1 Selection criteria for the participating universities 
A systematic approach, depicted in Figure 4.2, was followed in selecting the participating 
HE providers. To enable fair performance comparisons, the experiments were conducted 
at public universities only. It was intended to include HE institutions that have a similar 
level of technical resources and pedagogical facilities.  
 
Figure 4.2: Selection criteria for universities 
For eligibility, the program of management of information systems (MIS) must be offered 
by the public HE provider to undergraduates. Furthermore, the course of information 
systems analysis and design (ISA&D) had to be part of the four-year curriculum design 
and to be offered during the third year of the programme. English had to be the medium 
of instruction, and the teaching lesson of the systems process modelling using the 
technique of data flow diagrams (DFDs) had to be integrated into the course syllabus. 
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The universities were selected from different geographical locations in order to obtain a 
variation of performance inferences enabling a better evaluation and extent of 
generalisability of the findings.  
4.2 Participants  
The targeted participants in this thesis can be described as a homogenous group sharing 
the same cultural background and ethnic affiliation of being Saudi female Arab-Muslims. 
These undergraduates, aged between 23-27 years old, were officially enrolled in the 
'Information System Analysis and Design' course. Table 4.1 shows the total number of 
participants from each institution.  
Table 4.1: Number of participants and location of universities 
Name of university Research phase The actual 
number in classes 
Participants 
King Faisal University Pilot-1 19 15 
Princess Nourah 
University 
Pilot-2 96 52 
Taif University Pilot-3 91 54 
University of Dammam Main experiment 51 41 
Total                                              257         162 
 
The testing-sample of this thesis is defined as Izard (2005a p. 22) which describes “the 
total number of participants in a defined group”. Accordingly, the population in this 
research context is defined as the Management of Information Systems female 
undergraduates who are enrolled on the ISA&D course at HE institutions in Saudi Arabia. 
Rasch-driven investigations provide empirical evidence regardless of the sample size 
involved (Sondergeld & Johnson 2014). As described in Chapter 2, the results from the 
Rasch measurement approach are sample-independent therefore “negating the need for 
representative samples” as long as the measured latent construct can be detected (Kenneth 
D. (2012).  
According to Morizot, Ainsworth and Reise (2009 p. 411), “there is no gold 
standard or a magic number that can be proposed” for the Rasch model analyses. What is 
important for studies employing the Rasch analysis is an 'adequate' number of participants 
and items to obtain usefully stable item calibrations and person measure estimates 
(Linacre 1994). ‘Adequate’ implies that the sample is neither to be too small (1-3 
participants) as this provides unstable results, nor too large (up to 3000 participants) as 
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this produces identical results. According to Linacre (1994 p. 328), “a sample of 50 well-
targeted examinees is conservative for obtaining useful, stable estimates.” Simple random 
sampling was used to assign the participants randomly into the three experimental 
treatments (T1: F-2-F, T2: computerised only, and T3: blended). All participants had an 
equal opportunity to be assigned into one of the treatments. For example, all of the wholist 
learners had the same chance to be assigned into either T1 (F-2-F), T2 (computerised) or 
T3 (blended). The experiments were designed to ensure that all aspects of the learning 
experience were kept identical or as similar as possible to avoid bias selection. All 
participants were taking the same course for the first time, undergoing the experiment 
exposed to the same instructional content within the same time frame and their 
performance was measured based on the same learning outcomes and form of assessment.  
4.3 Ethical approval  
Experiments were conducted after granting ethical approval according to the 
requirements of RMIT University’s Business College Human Ethics Advisory Network 
(BCHEAN), which was obtained prior to the commencement of data collection. Consent 
forms were signed by each participant upon registration (see Appendix A-1). These 
consent forms outlined the research objectives and highlighted that all information 
relating to the participants’ responses would remain confidential. The 'plain language 
statement' indicated that participation was voluntary and that participants were allowed 
to withdraw at any stage of the experiment. Participants were informed that the results 
from this thesis were to be disseminated in scholarly publications. As their participation 
involved the use of research codes, participants were reassured that they would not be 
identified in these published results. They were also informed that the hard-copy data 
storage would be in a secured lockable cabinet and digital data was to be saved on a 
password protected computer.  
4.4 Research instruments 
There were four key instruments utilised during the experimental studies. With reference 
to the proposed prescriptive ISD model (Figure 2.4 in Chapter 2), some of the instruments, 
such as the cognitive style analysis test (CSA), were utilised during the analysis stage 
(prior to the experiments). Other instruments, such as the development of the instructional 
materials, eTutorial module and the performance assessment instruments, were 
constructed during the design and development stage of the model and utilised during the 
implementation and evaluation stage.  
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Further details for each instrument are provided as follows: 
• The cognitive style analysis test (CSA) 
• Instructional materials 
• eTutorial module 
• Cognitive performance assessments  
4.5 The cognitive style analysis test (CSA)  
The cognitive preferences of the participants were identified using the cognitive style 
analysis (CSA) screening test (Riding & Cheema 1991). This is a computerised 
assessment tool, developed by Riding and Cheema (1991), to assess an individual’s 
cognitive preference along the two fundamental cognitive dimensions (wholist-analytic 
and verbaliser-imagery). It allows the analysis of single cognitive style groups (wholist, 
analytic, verbaliser and imagery) and the integrated cognitive style groups (wholist-
verbaliser, wholist-imager, analytic-verbaliser and analytic-imager). Only the 
performance of the single cognitive style groups was analysed in this thesis as the small 
number of participants disallowed the analysis of bimodal or integrated cognitive style 
groups.    
As recommended by Riding (2005), when the CSA was administered, participants 
were told that it was a simple test aiming to identify their cognitive style and that “there 
will be no wrong or right answer.” (Riding 2005 p.7). Participants were also advised to 
take their time and relax when doing the test. The CSA test is comprised of three sub-
tests. The first sub-test measures participant’s verbal-imagery ratio by deciding whether 
the two words presented in a sentence belong to the same category or not, for example, 
are CAR and VAN the same TYPE? The second sub-test aimed to measure a participant’s 
wholist dimension (how they process information) by introducing sets of two geometric 
shapes and asking users whether they were the same. An example is depicted in Figure 
4.3.  
       
Figure 4.3: CSA (second sub-test) 
(adapted from Riding 2001) 
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The third CSA sub-test determined the analytic dimension of the test taker who 
needed to decide whether the geometric shape on the left side of the screen was contained 
in the geometric shape on the right side of the screen as depicted in (Figure 4.4). To 
respond to the test, participants were required to press only two computer keyboard 
buttons, either the blue-labelled key for a ‘wrong/no’ answer or a red-labelled key for a 
‘right/yes’ answer. The position of the participants on these dimensions was determined 
by their response time on the CSA software (Riding 2001).  
                       
Figure 4.4: CSA (third sub-test) 
                                               (adapted from (Riding 2001)  
The CSA test was conducted a month prior to the planned experiments. It was 
administered in a supervised computer laboratory. These CSA results were then recorded 
in an Excel spreadsheet for the researcher to randomly split the population to the 
experimental treatment groups. Figure 4.5 depicts the spread and the random allocation 
of participants into the three instructional treatments represented on Riding’s multi-
dimensions of cognitive style. The blue triangles represent the participants from the 
conventional F-2-F treatment (T1) while participants labelled with the green diamonds 
received the computerised treatment (T2) and the red squares represent participants who 
had the blended treatment (T3).     
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Figure 4.5: Scatter map for the CSA results 
 
4.6 Instructional materials 
The design of the course of Information Systems Analysis and Design (ISA&D) adopts  
a two-level design view on macro (course design) and micro (tutorial design) levels. The 
subsequent sections provide details about each design level.   
4.6.1 The design of the eCourse  
As mentioned earlier in the literature review in Chapter 2, there are some major challenges 
facing instructors in teaching the theoretical nature that exists in the course of ISA&D. 
With the help of ICT tools, instructional designers can propose developments towards 
improving the instructional strategies adopted for teaching such courses that have similar 
theoretical nature. More specifically, the employment of technology is sought to facilitate 
the acquisition of the necessary adaptable life-long-learning skills which support 
graduates with practical business functions. 
On a macro level, the course was designed based on the Reigeluth Elaboration 
Theory (Reigeluth 1983) to cover the intended knowledge. Figure 4.6 shows the 
sequential structure of the course design. Reigeluth’s Elaboration Theory posits that the 
organisation of the concepts, or parts of a course, must be designed as it sequentially 
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elaborates from general-to-specific. It proposes that, for efficient learning, the design of 
the instruction should allow learners to link the new instructional materials to the 
previously learned concepts.  
 
               
Figure 4.6: Application of Reigeluth elaboration structure 
 
Therefore, the content of the eCourse was divided into eModules which represent major 
IS concepts such as the phases of an information system’s life cycle. The course structure 
continued to narrow down the eModules into eLessons. These lessons explained the major 
themes or principles for each concept covered in the eModules. The eTutorials were the 
final part of the structure which involved the key processes or techniques required to 
master the skills enhanced by the acquired knowledge (see Appendix E). 
4.6.2 The design of the DFD eTutorial    
On a micro level, the tutorial included the design of the learning materials encountered 
by the learners during their knowledge acquisition. The selection of particular content 
was initiated by conducting course content analysis. Constructing data flow diagrams 
(DFDs) was selected to measure learners’ performance regarding that particular 
knowledge acquisition as it involves a variety of knowledge types required to master this 
skill. The DFDs are one of the process modelling techniques used during the analysis 
phase of an IS. Graduates are expected to master this system’s analysis skill before 
advancing to other higher-level skills (Topi et al. 2010). Thus, the design of the instruction 
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aimed to help learners to acquire the skills and key concepts associated with the topic. 
The development of the tutorial instruction was in accordance with the prescribed text 
book, Systems Analysis and Design Methods (Bentley, Dittman & Whitten 2000), and 
lesson plans at the participating universities.  
4.6.2.1 Lesson plans 
The instructional objective was to develop a set of DFDs. Task analysis was then 
conducted using Gagné’s hierarchal task analysis technique to identify the required tasks 
to achieve the lesson’s instructional objectives (Figure 4.7). This activity defines the 
lesson’s parameters by which to judge whether learners have acquired the intended 
knowledge or not. It also assists designers to employ instructional links during the 
instruction. As shown in Figure 4.7, this technique identified the entry level and the 
gradual progress of the tasks expected to be achieved by participants receiving this 
instruction.  
 
Figure 4.7: The lesson’s hierarchal task analysis 
The lesson was planned to provide learners with the necessary information 
avoiding cognitive overload. The sequencing strategy was adopted utilising Gagné (1985) 
nine events of instruction and Reigeluth’s elaboration theory (Reigeluth 1983) (see Tables 
2.6 and 2.7 in Chapter 2). This strategy is important in order to simplify the abstract 
concepts involved in acquiring DFD knowledge (Ertmer & Newby 2013). Sequential 
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structure of the content supports the effective mental connections required for optimal 
information processing (Clark & Mayer 2016; Mohamad & McKay 2011; Thompson, 
Simonson & Hargrave 1992). Thus, the instruction was initiated with a general view 
moving to more detailed concepts, principles and tasks. Learners built their knowledge 
when the lesson commenced with a general overview and sequences in increasing order 
of difficulty (Reigeluth 1983).  
Gagné’s (1985) proposed sequence of instruction should be based on the level of 
the expected learning outcome. Accordingly, instruction commences with simple skills 
proceeding hierarchically to the most difficult skills. Five levels of learning were 
identified for this lesson, based on Gagné’s specifications, being: (1) understanding of 
DFD symbols or notations (verbal information), (2) understanding of levels constituting 
a set of DFDs (concrete concepts), (3) set classification (defined concepts), (4) DFD 
validation check (rules) and (5) DFD set development (higher order rules and cognitive 
strategy).  
To situate the learning materials within the contextual setting, the content was 
created with reference to the learners’ culture. For instance, the scenario-based 
instruction, which is one of the fundamental instructional strategies used to teach ISA&D 
(Rob 2006), involved cultural elements. It was designed to include everyday life 
situations and personas and was oriented around the shared interests of the targeted 
learners. This strategy aimed to meet Tennyson’s (2001) design principle of uniqueness 
in which the design fits the specific instructional context for which it is developed. The 
instructional content was then reviewed and proved by two subject matter experts.  
4.6.2.2 Knowledge specification  
A skill development matrix, depicted in Table 4.2 and adapted from McKay (2000), was 
devised to measure the development of the learners’ knowledge based on five bands of 
knowledge. The vertical axis in Table 4.2 shows the learning domains required for the 
acquisition of DFD knowledge. The column at the end of the matrix describes the degree 
of the tasks’ difficulty ranging gradually from easy to difficult. The horizontal axis 
describes the instructional objectives which were classified based on Gagne’s (1985) 
three levels of learning; verbal information skill (basic), intellectual skill (intermediate) 
and cognitive strategy skill (advanced). The knowledge bands included two types of 
knowledge which increased in complexity gradually.  
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Firstly, with regard to declarative knowledge which comprises verbal information 
(Band A) and intellectual skill (Band B), learners acquire the verbal information skill if 
their performance shows that they know the basic concepts. However, the acquisition of 
the intellectual skill (Band B) is evidenced if the learners are able to discriminate between 
concepts and principles. The complexity of knowledge progresses to the second type of 
knowledge which is the procedural knowledge that has three categories of skills: 
intellectual skill (Band C) and cognitive strategy (Bands D and E). The learners are shown 
to have mastered the intellectual skill (Band C) if they demonstrate the ability to solve 
problems and apply concepts to new situations. The acquisition of the cognitive strategy 
(Band D) requires the learner to recognise unstated assumptions. Mastering the cognitive 
strategy (Band E) requires the ability to recall simple prerequisite rules and concepts and 
integrate learning from different areas into a plan for solving problems.  
Table 4.2: Specification skill development matrix 
(adapted from McKay, 2000) 
 
DICH refers to dichotomous test-items 
PC refers to partial credit test-items  
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The skills development matrix guided the development and construction of the 
test-items required to test the DFD knowledge of the participants. The test-items involved 
in the pre- and post-tests were designed according to the six learning domains identified 
for the acquisition of DFD knowledge. The two main scoring models involved 
dichotomous (DICH) and partial credit (PC) models as shown in Table 4.2. The next 
section describes the design of the eTutorial module used to deliver the instruction for 
those participants who received the computerised and blended treatments. 
4.6.3 The design of the eTutorial module 
The design of the eTutorial module was developed to evaluate the effectiveness of the 
ICT-based instruction in facilitating the DFD-knowledge acquisition involved in 
mastering this IS technique. The eTutorial module was presented to the experimental 
groups of T2 and T3. The learning content and lesson plan used to develop the 
instructional structure were the same in all of the three educational environments. The 
only difference was that learners received their instruction via different modes. The 
section below describes the key design strategies conducted for developing the eTutorial 
module. 
4.6.3.1 The eTutorial module storyboard 
Storyboarding of the eTutorial was conducted by sketching the visualised series of 
prescriptive illustrations and textual descriptions. Based on Gagné’s nine events of 
instruction, the illustrations were displayed in a sequenced manner to depict the 
organisation of the instructional content. This technique was used to articulate the IS-
artefacts that were required to produce the digital content. A selection of digital tools 
including audio, textual and graphical diagrams was used to draft the eTutorial module 
storyboard. This design activity offers the opportunity to test the changes in the 
pedagogical sequence prior to the implementation stage. Upon completion of the 
storyboard, a proof of concept evaluation was conducted for the prototype design and the 
implementation commenced.  
4.6.3.2 Instructional design strategies 
Mayer (2002) recommends that the design of the external instructional events (delivery 
modes) should be intuitive to enhance the internal factors (the learners’ cognitive 
 95 
 
preferences) during the learning process. Thus, the utilisation of the ICTs during the 
design of the module was primarily to conceptualise the abstract concepts involved in the 
learning content. For example, the eTutorial commenced with a 'welcoming page' aimed 
to introduce learners to the topic and to how the structure of the overall module plays out 
(Clark & Mayer 2016). Furthermore, the metaphor design strategy was used to 
conceptualise the abstract notion of the DFD levels (Merrill & Tennyson 1977), picturing 
a multi-levelled business building with the 'context diagram' depicted as the ground-level 
of the building leading to other levels (Figure 4.8). Designing with ICT tools by using 
metaphor design strategy, especially to transfer complex theoretical content, reduces the 
mental effort required by learners to understand the different levels constituting a DFD 
set (Spiro 2012).  
          
Figure 4.8: The welcoming page of the eTutorial Module 
The simple, user-friendly interface design of the module directs the learners to the 
relevant knowledge required for achieving the instructional objectives (Chen 2014). Two 
navigational options were available in two locations on the screen to accommodate the 
different cognitive preferences for learners. As can be seen from Figure 4.8, participants 
were instructed to commence their instruction by pressing the ‘Start’ screen-based button 
or the play bar controls at the bottom of the interface. Navigation bars were designed to 
allow smooth movement among the module parts, enabling users to skip, repeat or select 
certain parts of the lesson. 
The module was divided into four main parts: context diagram, level-0 diagram, 
level-1 diagram and concluded with a series of activities including a quiz with feedback. 
As explained earlier, in section 4.6.2.1 of this chapter, the instruction was sequenced from 
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simple to difficult. Thus, the design revolved around the assumption that, as the 
knowledge progressed in complexity, the module revealed greater details for each DFD-
level. 
When users clicked the start option, an instruction page was displayed in a 
separate browser window (Figure 4.9). This was designed to inform learners how the 
eTutorial module worked and the interactivity features they could use when starting the 
eTutorial (Knowlton & Simms 2010). This was important in order to provide participants 
with the opportunity to familiarise themselves around the digital environment. As 
suggested by (Laakso et al. 2008), it is critical to consider participants’ familiarity with 
the visualising tool or the program used to evaluate their performance. If participants are 
familiar with the designed instructional IS-system, their performance would improve as 
their focus will be on the instructional content and not on discovering the features of the 
module (Laakso et al. 2008).   
 
Figure 4.9: Instructions page of the eTutorial module 
Several interactive features were included in the module to keep the learners 
engaged with the instructional content. The table of contents appeared on the left side of 
the screen allowing users to move from one level of a DFD to another with an active level 
indicator to remind the learners not only of the different rules and concepts associated 
with each level but also of the current location and the remaining topics of their learning. 
This strategy aimed to enhance the knowledge-recall which enables learners to make 
useful connections between newly acquired and previous knowledge. It functions as 
signals or cues to link the different parts of the instruction (Ertmer & Newby 2013).   
Furthermore, participants who received their instruction through the computerised 
mode were given the opportunity to self-pace and control their learning session. To avoid 
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cognitive load during learning, three content-control features were made available to 
users. Participants had the choice of gaining additional knowledge of certain topics within 
parts of the module by browsing the mouse over the signs of ‘click button’, ‘content box’ 
or ‘objective buttons’ as shown in Figure 4.9, allowing the learners to obtain only the 
information they needed. Also, the ‘next’ or ‘previous’ buttons (Figure 4.10) allowed the 
learners to browse the module based on their instructional needs and preferences and to 
direct their learning at their own pace (Shurygin & Krasnova 2016).  
The instructional materials were positioned on the centre of the screen avoiding 
the scrolling option for further information by learners which may increase their cognitive 
load and they were placed on a plain light coloured background area (mostly white or 
light blue) with dark text to ensure it was readable by the learners (Tomei 2012).   
   
Figure 4.10: Self-pace learning features  
Relying on the specifications obtained from the literature (see Table 2.5 in 
Chapter 2), the instructional content was presented in different forms to accommodate the 
needs of the various cognitive preferences (Figure 4.11). Textual blocks aimed to 
facilitate the knowledge acquisition for the verbaliser learners who preferred to receive 
their instruction in heavy texts or verbal associations (Riding & Cheema 1991). Because 
the focus of their attention is external, verbalisers tend to build the connections within 
texts. In contrast, as the attention for imagers is internally-focused, they build fluent and 
frequent pictorial representations. Therefore, pictures and diagrams were also embedded 
in the instructional content to suite the imagers who need some support in structuring the 
content (Sadler-Smith & Smith 2004). 
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Figure 4.11: Presentation of instructional content  
Furthermore, colours were used to highlight critical parts and elements of the 
content in order to assist the wholist learners who prefer to perceive the instruction as an 
overall view and have difficulty in distinguishing different parts of the content into its 
sub-components (Figure 4.12).  
 
Figure 4.12: The use of colours for wholist learners  
By contrast, the analytic learners prefer to perceive the instructional materials in 
parts as they organise and build the information in groupings (Riding & Cheema 1991). 
Thus, the features of expanding the different concepts by clicking on the ‘click button’, 
or ‘content box’ icons located in each page of the module, aimed to provide analytics with 
an overview of the content and allow them to combine the different sections into a 
complete view. Pictures were also utilised to visualise the scenario-based instruction 
involved in transferring the concepts of this technique which were composed based on 
real-life situations (Figure 4.13).   
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Figure 4.13: Design of scenario-based strategy 
Learners were able to check their knowledge and apply what they had learnt into 
new situations by taking the quiz at the end of the eTutorial module (Figure 4.14). The 
quiz was designed to take the users back to the particular section of the module if they 
had failed to provide the correct answers to the testing concepts. This ‘cue’ or ‘linker’ 
strategy aimed to enhance knowledge-transfer for the disadvantaged learners who did not 
acquire the intended knowledge during their learning session. Another purpose of the quiz 
was to stimulate recall of the prior learning when they move to the next tutorial session 
(Ertmer & Newby 2013).  
 
Figure 4.14: The quiz page of the eTutorial module  
To inform the learners of the completion of the eTutorial module, the final page 
was designed with the options to return to the home page if the learners felt the need to 
enhance their knowledge or finish the eTutorial session (Figure 4.15).    
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Figure 4.15: the final page of the eTutorial module  
The design of the module was consistent in terms of its functionality, visualised 
elements and the instructional sequence. For instance, learners were able to navigate, 
repeat or re-visit different parts of the module in a consistent manner without encountering 
any technical difficulty. The layout setting, text font and style, the resolution of graphics 
and the structure of the screen remained the same throughout the module. The application 
of the consistency principle was to enable the learners to build a representable mental 
pattern of the instruction by predicting the content of the next screen and avoid the 
additional mental efforts involved when encountering different interfaces (Chen 2014).  
4.6.4 Learning measures and cognitive performance assessment instrumentation  
The participants’ level of knowledge (cognitive performance) of the subject domain was 
assessed by pre-and-post-test instruments. Each participant was compared on the basis of 
knowledge at two points in time. Instructional performance, in this context, was defined 
in terms of prior status on the continuum of knowledge and skills and post-intervention 
status on the same continuum of knowledge and skills (Izard 2005a). The prior knowledge 
status had some items unique to the pre-test and other items unique to the post-test. Status 
was deemed as not simply a test score, but also included the success or not on all of the 
test-items in each test and the content and skills represented in those items (Izard 2005a). 
The section below describes the construction of test-items used in the pre-and post-tests.   
4.6.4.1 Test-items construction  
In the educational measurement, the task or test-item functions to provide examiners with 
valid inferences and meaningful evidence of the examinee’s psychological or cognitive 
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attributes (Izard 2005a; Osterlind 1990). The measurement of abstract concepts or 
psychological attributes is challenging compared to the concrete concepts that have 
physical attributes and can be directly observed and easily measured (Merrill & Tennyson 
1977). Hence, cognitive attributes can be assessed through specially designed cognitive 
performance instruments. The reliability of such a test requires a systematic item 
construction approach to ensure items would assess the intended constructs (Osterlind 
1990).  
As the pre- and post-tests formed the main assessment instrumentation for this 
thesis, test-items were constructed following Izard’s (2005a) approach depicted in (Figure 
4.16). The systematic development of test-items included several stages to obtain valid 
test items for performance measurement. It began with an analysis of the theoretical 
content for the instrument’s development in order to produce the test blueprint followed 
by an item writing, review and scoring plan. Trial tests were then suggested in order to 
conduct the necessary amendments including revising, replacing or discarding items 
before assembling the final test.  
The test-items used to measure the acquisition of DFD knowledge were 
constructed according to the test specifications in the skills development matrix (see 
Table 4.2 in this chapter). Some of the items which were commonly used during the 
teaching of an ISA&D course were also selected from the text book prescribed for the 
learners upon their enrolment on the course. The set of items was reviewed by two subject 
matter experts before utilising it in the experiments and assessing its statistical validity 
through the participants’ responses. The expert review aimed to check that the items were 
theoretically constructed to cover the expected learning domains necessary for the 
acquisition of the DFD knowledge. Items allocated for the pre and post-tests shared a 
similarity in content and statistical attributes but differed in the wording. To reduce 
participants’ stress during the pre-tests, the items were structured commencing with the 
easy items proceeding gradually to the more difficult items. The items were structured in 
a different order during the post-test in order to decrease memory effects (see Table 3.3 
in Chapter 3).  
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Figure 4.16: Stages in test construction 
(reproduced from (Izard 2005b)  
In terms of the number of test items, the assessment instruments were initially 
designed to include at least three items to test each of the knowledge bands described in 
Table 4.3. This technique aimed to investigate the extent of the effectiveness of the 
instructional treatments in facilitating all types of knowledge involved in mastering the 
DFD technique. The number of items between the different research phases was increased 
consistently relying on the items’ statistical properties and theoretical content. For 
instance, anticipating the elimination of items with statistical anomalies, additional items 
were included with reference to the theoretical content defined in the skills development 
matrix to ensure a sufficient number of items measuring the intended construct.    
Items were formatted mainly in two forms depending on the type of skill to be 
measured. Dichotomous (DICH) or selected response items, such as multiple-choice 
items, alternate choice items (true/false) and matching items, are usually used to measure 
the acquisition of verbal information and some intellectual skills to denote whether the 
learners have acquired the basic knowledge (knowledge and comprehension). The partial 
credit (PC) or constructed response items which require the learner to generate responses, 
such as short answers and scenario-based tasks, were used to test the acquisition of higher 
levels of knowledge or higher-cognitive abilities which require an application, synthesis, 
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evaluation, or analysis. DICH items were scored based on two marking keys: 0-value for 
incorrect responses and 1-value for correct responses. However, three levels of marking 
keys were used to score PC items. This included 0-value for incorrect responses, 1-value 
for partially correct responses and 2-value for correct responses. Table 4.3 shows the two 
main item formats and the keys that were used for marking the pre-and-post-tests.   
Table 4.3: Items formats and marking keys 
Item formats Marking keys 
Dichotomous 1 
0 
Correct response  
Incorrect response 
Partial credit 2 
1 
0 
Correct response  
Partially correct response  
Incorrect response 
 
4.6.4.2 Anchoring strategy 
Although the two tests (the pre and post) were developed to be as similar as possible in 
many aspects, they may reveal differences in difficulty levels when administering the 
tests at different points in time (Mohamad 2012; Popp 2005). Therefore, the anchoring 
strategy was used to equate the tests’ difficulty levels in order to allow for comparable 
results. Common items which existed in both tests were used to adjust the items’ 
differential difficulty levels. Figure 4.17 illustrates the equating strategy.   
According to Bond and Fox (2015), failure to establish common items to compare 
participants’ cognitive performance on two tests measuring the same underlying construct 
and taken at different points in time may conclude in confounded results. Test equating 
was used to determine that the improvements in participants’ abilities from both tests 
resulted from the experimental treatments they received and not from other potential 
causes such as variation in the difficulty levels of the pre- and pot-tests (Draugalis & 
Jackson 2004). Locating the items’ difficulty estimates on a common metric allowed 
comparison between the participants’ abilities from the pre-to the post-tests.  
 
Figure 4.17: Test equating strategy  
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In this thesis, the Rasch’s model of the invariance principle of item difficulty, 
which refers to the stability of a test-item within a test, was utilised to anchor the difficulty 
estimates of the common items existing in both tests. The properties of an anchored item 
are not affected by the ability of the test-taker which allowed comparable results among 
the experimental groups. The anchoring procedure commenced with the Rasch calibration 
of the pre-test in order to establish the items’ difficulty estimates. The post-test calibration 
then involved anchoring the common items at the same calibrated estimates obtained from 
the pre-test. 
4.6.4.3 Test administration  
Tests were administered by the researcher and two research assistants in all experiments 
conducted for this thesis. During the experiments, the research assistants administered the 
tests to keep participants at ease and avoid any mix up of responses since the participants’ 
identity remained anonymous and they were identified simply through their research 
codes. Arrangements for the technical resources which involved the computing facilities 
were made with the participating universities prior to conducting the experiments. A 
research schedule was developed to confirm the availability of the room requirements and 
time allocations during the experiments (Appendix F). 
4.7 Experimental procedure  
The experiments were systematically planned to ensure minimal interruption to the 
learners’ normal prescribed learning sessions. The section below describes the quasi-
experiment schedule. 
4.7.1 The quasi-experiment schedule  
A staged experimental procedure was conducted during the normal two-hour tutorial 
classes. The utilisation of the pre- and post-tests aimed to assess the prior domain 
knowledge of the participants on the concept of the Levels Constituting a Set of Data 
Flow Diagrams (DFDs). 
There were four main procedural steps as depicted in Figure 4.18. The first step 
consisted of three separate activities. The (a) registration process aimed to confirm the 
number of participants involved and their four digits identification research codes 
assigned to them earlier during the CSA test. Next was (b) the briefing session in which 
participants received a short verbal explanation of the research schedule and were 
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informed that this experiment would not affect their actual course grade. This was aimed 
to relieve participants of potential stress. Then (c) participants commenced the pre-test 
which was the first assessment instrument. The purpose of this test was to assess 
participants’ DFD entry skill level (or basic DFD knowledge) prior to undergoing the 
instructional intervention.  
 
Figure 4.18: Experimental procedure 
The second key procedural step was the allocation of the participants to the 
instructional interventions. Based on the CSA results, participants were randomly 
assigned into one of the instructional treatment groups involved: F-2-F (T1), 
computerised (T2), and blended (T3) (see Figure 4.5). The random allocation of 
participants to different groups aimed to investigate how each cognitive preference group 
performed under the three instructional environments.  
The instructional intervention sessions were the third procedural step. As in their 
usual class planning, the F-2-F group (T1) were assigned to receive the instruction with 
a facilitator-led tutorial in a Lecture Theatre without the involvement of any form of ICT 
tools. The same instructor gave the F-2-F tutorial instruction in all of the experiments 
conducted for this thesis. The second group, computerised (T2), were given access to 
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receive the eTutorial module at the computer lab, without any involvement of their 
instructor. While the third group, blended (T3), received the first part of the facilitator-
led tutorial in the F-2-F mode and were then given access to the second part in a 
computerised mode at a computer laboratory.   
The final procedural step of the experiment was the post-test, which was designed 
to assess participants’ ability in terms of knowledge-change after the instructional 
interventions. Both the pre-and-post tests were paper-based. All original copies remain 
with the researcher as per the RMIT University’s BCHEAN requirements. Participants 
completed the tests within the same timeframe. 
4.8 Research phases 
In the psychometric measurement, latent traits such as academic achievement, skill 
development and cognitive performance, are demonstrated through the responses to test-
items which reveal the level of the participant’s ability. Therefore, measuring the 
cognitive performance requires calibration of the testing instruments. For this thesis, the 
validity and reliability of the assessment instruments were established through a sequence 
of a trial study, three experimental validation studies (pilot 1, 2 and 3) and the main 
experiment (Figure 4.19). Assessment instruments were calibrated and validated using 
the QUEST Interactive Test-Item Analysis System (Adams & Khoo 1996).  
               
Figure 4.19: Research phases 
The research phases can be described as the refinement stages of the 
developmental items in which test-items after each phase were modified and trialled on a 
larger sample during the subsequent phase. All of the respondents participated only once 
during the data collection. The trial study was conducted to initiate the validity of the 
constructed test-items on a small number of participants. Results were analysed in which 
participants’ responses were examined and necessary adjustments were made. All of the 
valid test-items were then used for the subsequent study along with the required additional 
items.   
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The first validation study (pilot 1) was held to validate the previously used and 
additional test-items after participants received the instructional treatments. The Rasch 
analysis identified anomalies which required the modification or deletion of items as 
necessary. The validation of the revised items continued during the subsequent validation 
studies (pilots 2 and 3) and the main experiment to improve the precision of the 
measurement scale. The data analysis was conducted in two stages. The first stage was to 
calibrate and validate the tests instruments, while the second stage was to measure 
participants’ performance using the validated testing instruments. 
4.9 Chapter summary  
This chapter has described the use of the quasi-experimental method to investigate the 
interactive effects of delivery modes and the cognitive preference on performance 
outcomes. It commenced with a description of the research setting and participants. It 
then outlined the construction of instruments by which the empirical data was collected. 
The experimental procedure was then explained followed by the research phases designed 
to establish the validity and reliability of the findings. The next chapter presents the results 
of the data analysis. 
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The Calibration and Validation of Test Instruments 
Introduction  
The previous chapter outlined the experimental procedure followed in collecting the 
empirical data that was analysed in two stages. This chapter reports on the preliminary 
calibration and validation stages of the analysis, aiming to establish the validity of the 
measurement scale and the reliability of the instruments and the quasi-experiments. It is 
an integral concept of the Rasch model to check how well the test-items perform in 
relation to the Rasch expectation. According to the standards for educational and 
psychological testing by the American Educational Research Association (AERA), 
validity is “the most fundamental consideration in developing and evaluating tests.” 
(Goodwin & Leech 2003 P.183). Therefore, the implementation of the planned quasi-
experiments required a systematic validation procedure. It was imperative to establish the 
internal consistency and validity of the cognitive measurement instruments, in a staged 
approach that included a trial study, three validation pilot studies and the main 
experiment. Data analysis was conducted under the auspices of the Rasch model using 
the QUEST interactive test analysis system (Adams & Khoo 1996) software.  
This chapter is constructed as follows: 
• QUEST interactive test analysis system software  
• Test instruments validation process 
• Item fit assessment 
• Results of tests validation  
• Summary 
 
 
5 
 
Chapter 
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5.1 QUEST Interactive Test Analysis System  
The QUEST interactive test analysis system software, which was developed by Adams 
and Khoo (1996), offers a comprehensive statistical test analysis derived from the Rasch 
measurement theory. The main research question in this thesis investigated the interaction 
between the two key variables (course delivery mode and individual cognitive 
preferences), including their sub-levels and the effects on learners’ cognitive 
performance. It was then expected that participants would be differentially vulnerable to 
the effects of different treatments impacting upon their knowledge acquisition. A Rasch 
model software analysis tool such as QUEST, which aligns with the expected differential 
estimates, assists in defining the performance estimates for such subgroups and subclasses 
and thus affords analysis for any combination of the subgroup and the associated subscale 
(Adams & Khoo 1996).  
 One of the main features of QUEST is its flexible and informative generated 
outputs. The item analysis ‘itanal’ command that is available in QUEST produces 
statistical indices for each item enabling the identification of reliable and consistently-
functioning test-items that can equally discriminate between cohorts of participants with 
different abilities (Adams & Khoo 1996). The statistical information obtained from the 
‘itanal’ output file enabled the examination of the effectiveness of each test-item and its 
ability to discriminate between high and low performing participants, reflecting 
eventually on its validity and reliability.  
5.2 Instruments validation process     
The quasi-experiments involved two type of instruments (pre- and post-tests). The data 
validation process went through different stages before it was ready for analysis and 
interpretation. The following section explains the process of validating the test-items used 
in each instrument.  
5.2.1 Pre- and post-test papers examination  
The process of examining the data commenced with an inspection of the test-papers to 
confirm that the collected data included pre- and post-test responses from participants 
who had taken part in the full experiment. Each participant’s pre-test paper was matched 
with her post-test paper using the research codes assigned to each participant at the 
beginning of the experiment. Two participants were found to have a pre-test measure only 
and therefore their responses were discarded from further analysis. Test papers were then 
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scrutinised for complete responses and scored based on the Rasch model’s main scoring 
formats: dichotomous (DICH) and partial credits models (PCM). The tests were doubled-
checked by the research team for stray marks using the eyeballing technique. All of the 
test papers with complete scores were then saved to the QUEST data file.  
5.2.2 Sufficient number of test-items  
As explained in the previous chapter (section 4.2), Rasch based investigations require an 
adequate number of items to obtain usefully stable item calibrations. Thus, in order to 
maintain a sufficient number of pre-and-post-test items, key steps were followed as 
shown in the flow chart in Figure 5.1. This figure describes the addition of test-items and 
the removal of the misfit items where necessary to ensure the existence of sufficiently 
valid items during the pre-test analysis. The pre-test analysis was started by checking the 
QUEST log file to ensure that the control file was correct. A check for item fit was then 
conducted to eliminate the misfitting items.  
 
Figure 5.1: Analysis steps to obtain sufficient pre-test items   
(adapted from (Izard 2014) 
The post-test analysis shown in Figure 5.2 was similar to the pre-test with the 
addition of a final step of checking misfitting common items in order to maintain a 
sufficient number of valid common items.  
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Figure 5.2: Analysis steps to obtain sufficient post-test items   
(adapted from Izard (2014)  
After each run, several QUEST outputs files were utilised to evaluate the 
performance of the participants and the test-items including item fit maps, variable maps 
item analysis tables (itanal hereafter) and summary statistics tables. 
5.3 Item fit assessment 
The item fit assessment was conducted utilising the QUEST item fit map which provided 
a visual representation of how well each test-item fitted the Rasch model. When the data 
does fit the Rasch model, it is an indication that all test-items measured a single construct 
which satisfied the principle of unidimensionality (Bond & Fox 2015). Ideally, the 
acceptable range for the Rasch item fit value lies between 0.77 and 1.30 logit (Adams & 
Khoo 1996). The QUEST item analysis table (itanal), which provides detailed statistical 
information about each item used in a test, was examined during the iterative deletions 
and re-assessment runs (see an example in Table 5.4). It is useful in providing the number 
and percentage of correct and incorrect responses of an item from a particular sample 
along with other statistical information such as point-biserial, p-value and mean ability. 
The table also shows the item’s logit estimate (thresholds) which indicates its location on 
the Rasch scale.  
Most importantly, three key indices from the item analysis table were referred to 
during the item fit assessment. Firstly, the infit mean square (MNSQ hereafter) value for 
each item refers to the degree of misfit of an item to the expectation of the Rasch model 
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(Bond & Fox 2015). Secondly, the discrimination index for each item was used to infer 
the ability of each item in distinguishing between participants with varied ability. The 
value for the acceptable discrimination index of an item is recommended to be not below 
0.2 and preferably above 0.4 (Wu & Adams 2007). Thirdly, the reliability indicator of the 
internal consistency of the whole test is used to evaluate the overall reliability of the tests. 
It is referred to as the extent of correlation between test-items within a test in which the 
acceptable range is defined to be between 0.70-0.95 (Tavakol & Dennick 2011).  
QUEST item estimates tables were used to evaluate the reliability of item 
estimates, using the item separation index, which refers to the extent of the replication of 
the location of items on the measurement scale when the same items are given to other 
similar samples, and its recommended value is between 0 and 1 (Bond & Fox 2015). 
QUEST variable maps were also utilised as a diagnostic measure during the refinement 
stages of test-items to evaluate the distribution of test-items relevant to participants on 
the Rasch measurement scale in order to identify the lack of proper items (gaps between 
tests-items on the map) that required improvement for the stable item calibrations. The 
next section describes the items’ elimination approach followed during the item fit 
assessment. 
5.3.1 The elimination of misfit items 
A systematic sequence of deletions was followed during the elimination of misfit items. 
The infit mean square (MNSQ) value for a misfitting item was first checked. Then the 
attribute of the mifit item was classified in two ways. Firstly, items that showed MNSQ 
values greater than 1.30 were considered ‘underfit’ items indicating a variation of more 
than 30% between Rasch’s predicted and observed responses (Mohamad 2012). 
According to Bond and Fox (2015), underfit items degrade the measurement scale and 
are usually located outside the dashed vertical line (the Rasch thresholds) on the right-
side of the QUEST item fit map (see example in Figure 5.3).  
Secondly, items that showed MNSQ values of less than 0.77 were considered 
‘overfit’ items indicating a variation of less than 23% between Rasch’s predicted and 
observed responses (Mohamad 2012). Overfit items lie outside the dashed vertical line 
(the Rasch thresholds) on the left-side of the QUEST item fit map as shown in Figure 5.4.  
Although overfit items have no contribution to the measurement, they do not 
degrade the scale (Bond & Fox 2015). Both underfit and overfit items which show more 
or less variation between Rasch’s predicted and observed responses are deemed to violate 
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the Rasch model principle of ‘unidimensionality’ and thus need to be removed. Because 
the removal of misfit items influences the statistical performance of other items 
(Mohamad 2012), only one misfit item was deleted during each deletion run (starting with 
the item that had the worst misfit value).  
 
Figure 5.3: Example of underfit items 
As recommended by Bond and Fox (2015), underfit test-items were to be deleted 
first, as their removal would shift the fit frame and could allow the overfit test-items to 
fall within the Rasch thresholds. 
 
Figure 5.4: Example of overfit items 
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During the iterative deletions and re-assessment runs, some misfit items had the 
same MNSQ values, i.e. the same degree of a misfit. Thus, the decision to eliminate them 
was based on their discrimination index provided by the QUEST itanal. The 
discrimination index is an indicator used to infer the ability of an item in distinguishing 
between the more and less able participants. As stated earlier, the recommended value for 
the acceptable discrimination index of an item is to be not below 0.2 and preferably above 
0.4 (Wu & Adams 2007). In other terms, the higher the discrimination index of an item, 
the more reliable the item is in discriminating between participants with varied abilities. 
Accordingly, in the case of the items that had the same misfit values, the item with the 
lower discrimination level was the first to be removed.  
The adjustments made to the testing instruments during the iterative deletions and 
re-assessment runs involved the removal and addition or substitution of particular test-
items. This process of the removal and/or addition of items did not rely only on the items’ 
statistical behaviour but was also driven by its theoretical relevance. The skill 
development matrix, constructed during the design and development stage of the ISD 
model, guided the adjustment of instruments to obtain valid items that covered the 
intended theoretical content (see Table 4.2 in Chapter 4). Such measures enabled 
meaningful analysis for the participants’ performance.   
5.4 Results of tests validation  
As discussed in Chapter 4, the refinement stages for the assessment instruments were 
conducted through a trial study and a series of quasi-experimental studies including three 
validation studies and the main experiment. The following section presents the analysis 
of each study.   
5.5 Trial study analysis 
The trial testing was conducted with one test instrument only, which involved 33 test-
items designed to test the acquisition of data flow diagrams (DFD) knowledge. It was 
given to five participants who were enrolled on the course of Information Systems 
Analysis and Design (ISA&D) at Princess Nourah University in Riyadh. The test was 
administered by a research assistant during the normal prescribed tutorial class which 
started immediately after their usual one-hour theory lecture. The purpose of conducting 
the trial testing study was to gain insights into the participants’ interpretations of the 
wording and format of each test-item prior to conducting the experimental studies. The 
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number of items was also checked to ensure enough performance evidence could be 
obtained from the assessment instrument.  
Another purpose of the trial-testing study was to confirm that the range of test-
items’ difficulty matched the range of the required knowledge expectations (knowledge 
domains). For instance, the trial testing not only identified the easiest and most difficult 
test-items, but also the learning (knowledge) domains which required more or fewer 
questions to evaluate participants’ knowledge gain, thereby enabling the necessary 
modifications to the test-items. Basically, this trial testing study provided the opportunity 
to ratify the reliability of the overall test and its ability to discriminate between the 
different levels of performances. Responses from the trial-testing study were analysed 
according to the Rasch model and refinements were made to the assessment instrument 
before trialling it on a larger sample size of the experimental studies. 
Owing to the small number of participants, high validity and reliability indicators 
were not expected from this trial study. However, the obtained results provided insights 
aligning with the purpose of this study. For instance, with reference to the itanal table, it 
was possible to evaluate the performance of participants on each of the test-items and 
make inferences in terms of the wording of the questions if anomalies or low indices were 
shown. Also, by examining the item difficulty estimates, decisions were made with regard 
to the number and degree of difficulty of items required for the experimental study. For 
example, the item estimates shown in Table 5.1 showed two test-items with perfect scores 
(items 13 and 16) which allowed the opportunity to discard those two items and replace 
them with more difficult items to measure the intended knowledge.   
Table 5.1: Items estimates table  
 
Summary tables for the trial study showed that the item reliability estimates were 
0.00 and the case reliability estimates were 0.94 (see Appendix C-1-1 and C-1-2). The 
internal consistency of the test was considered to be high, reported at 0.96 (see Appendix 
C-1-3). Prior to conducting the first experimental validation study (pilot-1), several 
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adjustments were made based on the trial study results. Additional test-items with a wide 
range of difficulty were included to test the different abilities of more participants in order 
to obtain better reliability indices. Improvements to the wording of some test-items were 
also made to obtain a better interpretation of participants’ responses for each item from 
the subsequent study.    
5.6 Pilot Study 1 Analysis  
The first refinement stage was the validation study (pilot-1) which was held at King Faisal 
University in Al-Ahsaa, the eastern province of the Kingdom of Saudi Arabia. The 
experiment was designed to be trialled on a small group of participants to allow 
modifications to the instruments before testing on a larger number of participants. The 
sample consisted of 15 undergraduates who were enrolled on the ISA&D course at the 
Department of Computer Sciences and Information Technology. This study was used to 
validate the revised instruments from the trial study and test the timing of the experiment. 
The total number of test-items was 50 with 15 items allocated to the pre-test and another 
15 to the post-test. There were ten common test-items arranged in a different order in both 
the pre- and post-tests (Table 5.2). 
 
 Table 5.2: Allocation of test items (pilot study 1)  
 
Number of test items 
pre-test common-items post-test 
15 10 15 
 
To further clarify the results from pilot-1, the following sections include: 
• Pre-test analysis  
• Post-test analysis 
• Summary of fit statistics  
• Pilot 1 variable maps analysis   
5.6.1 Pre-test analysis 
The item fit map obtained from the first QUEST run for the pre-test, shown in Figure 5.5, 
was examined to evaluate the fitting of the test-items to the Rasch model. Figure 5.5 
shows the fit of all test-items to the item fit map, except for three test-items - the underfit 
item 1 and the overfit items 12 and 13. 
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Figure 5.5: Item fit map (pilot 1, pre-test) 
The elimination of misfit items commenced with the deletion sequence explained 
previously in section 5.3.1. Table 5.3 below provides a summary of the misfit items 
(including both under- and over-fit items) and their MNSQ values from the first iteration. 
The deletion commenced with the removal of the underfit item 1 which had an MNSQ 
value of 1.38 shown in the shaded cell in Table 5.3 (each deletion run removed an item 
which will be highlighted on the tables in shaded cells hereafter).  
Table 5.3: Summary of misfit items (pilot-1, pre-test, run-1) 
 
 
Deletion run 
Mis-fitting items 
Under-fit items Over-fit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-1  1 1.38 12 .68 
 13 0.72 
 
The DICH item was designed to test participants’ declarative knowledge (Band 
B) on the skill development matrix which was intended to enforce an intellectual skill of 
knowing the basic rules and discriminating between concepts. However, the observed 
responses of the item (Table 5.4) showed that ten participants had provided incorrect 
responses leaving five correct responses from the remaining participants. The variation 
of responses confirms the very low discrimination index of the item (-0.13). This indicates 
that the item performed inconsistently when discriminating between the best and worst 
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participants’ performance. It was therefore eliminated and substituted with another item 
measuring the same construct during pilot study 2. 
Table 5.4: Itanal table for the observed responses of item 1 
 
 
As shown in Figure 5.6, another set of misfitting items resulted from the deletion of 
item 1 which included the underfit item 2 and the overfit items 12, 13 and 24.  
 
Figure 5.6: Item fit map second deletion run (pilot-1, pre-test)  
 
The test-items deletion runs continued to eliminate items 2, 12, 13 and 24 
respectively as summarised in Table 5.5. Two of the eliminated items (items 13 and 24) 
were common items that existed in both the pre-and post-tests. Item 13 was intended to 
measure a procedural knowledge (Band C) by which to acquire the intellectual skill of 
applying the concepts into new situations. Item 24 aimed to test a higher level of skill 
(Band D) which required the participants to identify sub-tasks and recognise unstated 
assumptions. Both deleted items were replaced by new items during pilot-2.  
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Table 5.5: Summary of misfit items (pilot-1, pre-test, runs 2-5) 
 
 
Deletion runs 
Mis-fitting items 
Under-fit items Over-fit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-2  2 1.35 12 0.66 
 13 0.71 
24 0.76 
Run-3   12 0.61 
13 0.64 
Run-4           13 (CI) 0.69 
24 0.76 
Run-5          24 (CI) 0.74 
(CI) Refers to common items 
End of deletion runs for the pre-test 
 
The elimination of misfit items stopped when all of the remaining 20 test-items 
conformed to the Rasch model as shown in Figure 5.7. The anchor files were then 
generated from the pre-test in order to anchor the values of the common items at the same 
difficulty levels in both tests (see Appendix C-2-3).  
 
Figure 5.7: Acceptable item fit for the pre-test items (Pilot-1) 
 
5.6.2 Post-test analysis 
The item fit map for the post-test obtained from the initial QUEST run (Figure5.8) shows 
the fit of all test-items to the Rasch specification with the exception of the underfit test-
item 24. 
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Figure 5.8: Item fit map (pilot-1, post-test) 
 
As shown in Table 5.6, the underfit PCM item had a misfit value of 1.35 and was 
originally designed to evaluate the performance of participants on procedural knowledge 
that requires the participants to use their higher order skills and demonstrate knowing the 
‘how’ (Band E). 
Table 5.6: Summary of misfit items (pilot-1, post-test, run-1) 
 
 
Deletion run 
Mis-fitting items 
Under-fit items Over-fit items 
post-test item Infit MNSQ post-test item Infit MNSQ 
Run-1 24  1.35  
 
An examination of the observed responses for item 24 (Table 5.7) shows varied 
responses among the participants. Three participants scored 0, two had a degree of 
correctness (score of 1) and the majority (10 responses) were able to answer the item 
correctly (score 2). The very low discrimination index (-0.18) indicates that the item was 
not successful in discriminating between high and low performing participants and it was 
therefore removed.  
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Table 5.7: Itanal table for the observed responses of item 24 
 
The result of the deletion of the test-item 24 unearthed another underfit, item 5, shown in 
Figure 5.9. Accordingly, the second deletion run eliminated item 5 which had a value of 
1.32 (Table 5.8).  
 
Figure 5.9: Item fit map deletion of item 24 (pilot-1, post-test)  
  
Based on the statistical indices for item 5 (Table 5.9), the DICH item which measured 
procedural knowledge (Band E), was difficult for the majority of respondents (73% of the 
sample) who were not able to successfully address it.  
Table 5.8: Summary of misfit items (pilot-1, post-test run-2) 
 
 
Deletion run 
Mis-fitting items 
Under-fit items Over-fit items 
post-test item Infit MNSQ post-test item Infit MNSQ 
Run-2 5 1.32  
 
Only four correct responses were obtained for item 5. The unacceptable discrimination 
index (-0.16) confirmed that the item did not consistently discriminate between the most 
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and least able participants and therefore was removed from the set of items in the post-
test. 
Table 5.9: Itanal table for the observed responses of item 5 
 
Only two deletion runs were required until all of the remaining 23 post-test-items adhered 
sufficiently to the Rasch model (Figure 5.10). 
 
Figure 5.10: Acceptable item fit for the post-test items (Pilot-1) 
Up to this stage, all of the post-test items fitted the Rasch model well. However, 
an examination of the item estimate table revealed that two test-items had a perfect score 
- items 15 and 16 (Table 5.10). All of the 15 participants were able to provide correct 
responses for both items which were designated as common items. Therefore, QUEST 
has automatically eliminated those two common items from the analysis as they were not 
able to provide useful evidence regarding the performance of those particular items or 
respondents. Thus, four of the designated common items were removed from the analysis 
- the common misfit items 13 and 24 were eliminated during the deletion runs of the pre-
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test and items 15 and 16, which had the perfect score during the post-test, leaving a total 
number of six common items (see Appendix C-2-3).  
Table 5.10: An excerpt of the item estimates table (pilot-1, post-test) 
 
 
So far, the validation of the test-items included in the pre- and post-tests for the 
pilot-1 has shown a satisfactory fit to the Rasch model. The calibration of post-test items 
was then conducted using the anchor file generated from the pre-test analysis. The values 
of the six remaining common test-items were anchored at the same difficulty estimates in 
both tests. The next QUEST run was conducted with the anchor command in operation 
in order to observe the changes in performance from the pre- to the post-test (performance 
analysis will be presented in Chapter 6). The next section presents a summary for the fit 
statistics obtained from the pilot-1. 
5.6.3 Summary of fit statistics (pilot study 1) 
The fit statistics indices obtained from the item estimate tables for the pre- and post-tests 
were within the acceptable range (see Appendix C-2-1-5 and C-2-2-5). The overall fit for 
the pre-test items was infit mean square = 0.99, s.d = 0.09 and infit t= 0.11. The overall 
fit for the post-test items was infit mean square = 0.97, s.d = 0.18 and infit t= 0.05 which 
were all considered to be acceptable. The item separation index was satisfactory for the 
pre-test (0.60) and high for the post-test (1.00), suggesting that the test-items had 
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adequately measured the intended underlying construct. Therefore, the valid test-items 
from pilot-1 reflected its reliability to be used in the subsequent experimental validation 
study (pilot-2). As for the tests’ reliability, the internal consistency index obtained from 
the QUEST itanal tables showed that both tests yielded a very low consistency level 
reported at 0.31 and 0.34 for the pre-and post-test respectively (see Appendix C-2-1-3 
and C-2-2-3).      
Overall, results for the validity of the first validation study showed that the test-
items satisfied the Rasch unidimensionality. However, the reliability of the tests needed 
to be improved for a better performance measurement. Some timing adjustments were 
also required to the research schedule to ensure the smooth running of the experiment 
when conducting the next experimental validation study (pilot-2). To improve the 
reliability of the tests, the variable maps provided fine-grained details that were used to 
diagnose the problematic issues within the tests and to evaluate the performance of test- 
items in relation to the participants. The next section presents the variable map analysis 
for the pilot-1 study. 
5.6.4 Pilot 1 variable map analysis 
Figure 5.11 shows the QUEST variable map for the pre-test of pilot-1 study. Each ‘X’ on 
the left-hand side of the map represents a participant. The hierarchal distribution of 
participants along the Rasch logit measurement scale is based on their abilities, with the 
least able participants located at the lower part of the map and the most able participants 
at the higher end of the map. Each number on the right-hand side of the map depicts a 
test-item. The distribution of the test-items on the QUEST variable map is based on their 
difficulty levels. Test-items at the lower end of the map are the easiest items, while the 
most difficult items are positioned at the higher end of the map. The performance of items 
is not affected by the participants as their positions on the variable map are independent 
of each other.   
The QUEST variable maps provide a visual representation of the performance of 
test-items in relation to other test-items, participants in relation to other participants and 
participants in relation to test-items. The variable maps were used as a diagnostic measure 
to assess the overall difficulty of the test by observing the distribution of an items’ 
difficultly relative to a person’s ability and to identify the areas of knowledge domains 
that lacked sufficient test-items in order to revise the testing instruments and improve 
their precision during the developmental refinement stages.  
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Figure 5.11 shows the distribution of the participants’ abilities against the 20 test-
items’ difficulty along the unidimensional logit scale. Regardless of the small number of 
participants, the test matched most of the abilities of the sample. The thresholds of the 
pre-test items were between -1.50 and 2.20 logits. The map showed a high degree of 
variation in terms of the items’ difficulty on the measurement scale covering the full range 
of individuals’ abilities. None of the participants were able to provide correct responses 
for items 5 and 6, which were the most difficult items in the test. Only the best performer 
had a high probability to achieve this successfully while items 10, 11, 14, 15, 16, 20 and 
21 were the easiest items for all of the respondents.   
 
Figure 5.11: Variable map (pilot-1, pre-test) 
In terms of the performance of the 15 participants, their abilities were above the 
Rasch average ability 0.0 logit in both the pre-and-post-tests (Figures 5.11 and 5.12). The 
lowest ability estimate during the pre-test was roughly around 0.20 logit at which the least 
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able participant had successfully achieved most of the test-items. The map also showed 
that the pre-test lacked good test-items to challenge the ability of the best performer of 
the cohort who was located approximately above 2.0 logit on the measurement scale.  
Therefore, additional difficult test-items intended to test participants’ higher skills 
in developing a set of DFD were included in the pre-test for pilot-2 to improve the 
reliability of the testing instrument and to measure the ability of high-performing 
respondents. Overall, it was anticipated that, after the instructional intervention, all of the 
participants in the pilot-1 study would most likely be able to provide correct responses 
for items with difficulty levels that were higher than Rasch’s average difficulty level of 
0.0.  
The gaps identified on the pre-test variable map suggest the need for more 
participants with varied abilities and additional test-items with varied difficulty to 
improve the reliability of the test when conducting pilot-2. As for the post-test, the 
variable map in Figure 5.12 shows that this test was easier for participants than the pre-
test since their distribution was higher than for the test-items. The test-items’ thresholds 
were between approximately -1.50 and 2.40 logits. It can be noticed that, unlike that 
which was observed in the pre-test, the ability levels for the most able participants during 
the post-test were higher than the difficulty level of the most difficult item in the test. This 
indicates that increased participants’ abilities enabled them to achieve many of the 
difficult items.  
While it is usually difficult to observe a significant ability shift on the variable 
map for a small number of participants, such as the number of test-takers involved in this 
study, the variable map for the post-test shows a relatively significant ability shift by 
almost one logit value on the Rasch scale compared to the performance analysis in the 
pre-test. This shift is indicated by the location of the best and worst performing 
participants in both tests. The best performer from the post-test was located at 3.0 logit, 
which is in a higher location than the best performer in the pre-test, who was positioned 
at roughly above 2.0 logit. The ability estimate of the worst performer during the pre-test 
was 0.20 which shifted to 0.50 logit for the post-test’s worst performer. 
The QUEST variable map also indicated some areas that perhaps might not be 
considered to reliably measure the targeted items or participants. Perhaps owing to the 
small number of participants, there were not enough respondents to measure the reliability 
of some test-items. 
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Figure 5.12: Variable map (pilot-1, post-test) 
Therefore, results from the post-test variable map suggested the need for 
additional trial test-items on a larger scale of respondents. It was assumed that, when such 
an adjustment was made and given to larger sample size, a stronger instrument would 
obtain affordance of a better performance evaluation. Therefore, the necessary changes 
were made based on the analysis of the pilot study 1 and the second validation study 
(pilot-2) was conducted. The next section presents the analysis of pilot-2. 
5.7 Pilot Study 2 Analysis  
The second validation study (pilot-2) was conducted at Princess Nourah University which 
is located in Riyadh, the capital city of the Kingdom. The pilot study 2 aimed to continue 
the refinement of the test-items in order to improve the precision of the instruments. Thus, 
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the quasi-experiment was conducted on a larger sample size (52 participants) than pilot 
study 1. With reference to the specifications of the skill development matrix (see Table 
4.2 in Chapter 4), an additional 12 test-items were used during this study along with the 
earlier validated set of test-items from the previous study. The pre-test included 20 items 
while a total of 22 items were allocated for the post-test. Ten items were common in both 
tests (Table 5.11).   
Table 5.11: Allocation of test items (pilot-2)  
 
Number of test items 
pre-test common-items post-test 
20 10 22 
The analysis for pilot-2 proceeds as follows: 
• Pre-test analysis  
• Post-test analysis 
• Summary of fit statistics 
• Pilot 2 variable maps analysis   
5.7.1 Pre-test analysis 
The item fit map for the first QUEST iteration shown in Figure 5.13 revealed all test-
items adhered sufficiently to the Rasch model except for five misfitting items. There were 
three underfit items (items 24, 5 and 25), and two overfit items (items 12 and 30). 
 
Figure 5.13: Item fit map (pilot-2, pre-test) 
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The removal of misfit items commenced with the worst underfit item 24 which had an 
infit MNSQ value of 1.51 as can be seen in Table 5.12.   
Table 5.12: Summary of misfit items (pilot-2, pre-test, run-1) 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-1  24 1.51 12 0.69 
5 1.43 30 0.73 
25 1.42  
The item was designed to test the participants’ procedural knowledge and required them 
to use their higher skills to recall simple prerequisite rules and concepts. Dwelling on the 
itanal table for item 24 (Table 5.13), the threshold for this DICH item was 1.71, indicating 
that the location of the item was well above the average difficulty on the logit scale. The 
discrimination index for the underfit item was reported at -.14 which is much below the 
acceptable range. It confirmed that the item could not discriminate between the most and 
least able participants and it was therefore eliminated. 
Table 5.13: Itanal table for the observed responses of item 24 
 
Following the same item-elimination approach described in section 5.3.1, 
subsequent iterative deletion runs eliminated the underfit items 5, 25, 6 and 7 respectively 
as shown in Table 5.14.   
Table 5.14: Summary of misfit items (pilot-2, pre-test, run-2-5) 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-2  5 1.53 12 0.70 
25 1.51 30 0.75 
6 1.36  
7 1.35 
Run-3  25 1.58 12 0.69 
7 1.42 30 0.75 
6 1.41  
23 1.40 
Run-4  6 1.53 12 0.71 
7 1.48  
23 1.46 
Run-5 7 1.55 12 0.71 
23 1.52  
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The deletion run 6 was conducted to eliminate the test-item 23 which was designated as 
a common item (Table 5.15).  
Table 5.15: Summary of misfit items (pilot-2, pre-test, run-6) 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-6         23 (CI) 1.50 12 0.72 
20 1.34  
(CI)  Refers to a common item 
 
The infit MNSQ value of the item was 1.50 suggesting that it showed more of a 
variation than predicted by the Rasch model. The observed nine correct responses from 
the itanal table (Table 5.16) clarified that 17.3% of the participants scored 1 for the DICH 
item, while the majority of the sample, 82.7%, failed to answer this item (43 incorrect 
responses). Due to the item not fitting to the Rasch model and the very low discrimination 
index (.12) it was decided it would be excluded. Since it was identified as a common item, 
its equivalent item in the post-test was not considered as a common item.  
Table 5.16: Itanal table for the observed responses of item 23 
 
 
The subsequent set of deletions of the underfit items continued as summarised in 
Table 5.17 which shows the deletion of another common item 20 during run 8.   
Table 5.17: Summary of misfit items (pilot-2, pre-test, runs-7-9) 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-7  1 1.38 12 0.72 
20 1.37  
Run-8         20 (CI) 1.42 12 0.72 
8 1.33  
Run-9  2 1.38 12 0.74 
8 1.32  
(CI)  Refers to a common item 
 
The final deletion run for the pre-test was to remove the overfit common item 12 
which had an MNSQ value of 0.74 (Table 5.18). 
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Table 5.18: Summary of misfit items (pilot-2, pre-test, run-10) 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item Infit MNSQ pre-test item Infit MNSQ 
Run-10        12 (CI) 0.74 
(CI)  Refers to a common item 
End of deletion runs for the pre-test 
 
Thus far, the validation for the pre-test resulted in the elimination of a total of ten 
misfit items, including three common items. The validated set of the remaining 20 items 
showed a good fit to the Rasch model since all items were within the acceptable Rasch fit 
bounds (Figure 5.14). Consequently, the anchor file was created from the pre-test to use 
the invariant values for common items during the post-test analysis.  
 
 
Figure 5.14: Acceptable item fit for the pre-test items (Pilot-2) 
Up to this point, all of the pre-test-items were assessed to fit the Rasch model. 
Interestingly, a check for the pre-test case estimate table shows four participants who 
achieved the perfect score (Table 5.19). Accordingly, those particular participants were 
excluded from the analysis because it was not possible to examine how much learning 
had occurred when detecting the changes in their abilities (Izard 2005b).  
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Table 5.19: Excerpt of case estimates table (pilot-2, pre-test) 
 
5.7.2 Post-test analysis       
The item fit map shows the majority of the test-items from the post-test fit the Rasch 
model sufficiently (Figure 5.15). The only misfit test-items were identified as the underfit 
items 9 and 31 and an overfit item 17.  
 
Figure 5.15: Item fit map (pilot-2, post-test) 
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The item removal commenced with the underfit item 9 which had the worst 
MNSQ value of 1.47 among other misfitting items showing a high degree of a misfit from 
the expectation of the Rasch model (Table 5.20).  
Table 5.20: Summary of misfit items (pilot-2, post-test, runs-1-2) 
 
 
 
 
 
The itanal table of item 9 below (Table 5.21) shows 19 participants who were able 
to provide correct responses for the DICH item which was designed to test their abilities 
of procedural knowledge requiring the recognition of unstated assumptions. In contrast, 
33 participants provided incorrect responses when addressing the item. The observed 
difference in participants’ responses accords with the very low discrimination level of the 
item -.13, indicating that the item did not adequately distinguish between the varied 
abilities of the test takers and therefore it was eliminated.   
Table 5.21: Itanal table for the observed responses of item 9 
 
The second run of deletion was to remove the underfit item 31 which showed 
more variation than expected by the Rasch model with an infit MNSQ value of 1.41 as 
shown in Table 5.20. The final deletion run eliminated the overfit common item 17 which 
had a degree of misfit reported at 0.74 (Table 5.22). Note its equivalent common item 12 
in the pre-test was also a removed overfit common item shown in Table 5.18. 
Table 5.22: Summary of misfit items (pilot-2, post-test, run-3) 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
post-test item Infit MNSQ post-test item Infit MNSQ 
Run-3  17 (CI) 0.74 
(CI) Refers to a common item 
End of deletion runs for the post-test 
 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
post-test item Infit MNSQ post-test item Infit MNSQ 
Run-1  9 1.47 17 0.75 
31 1.35  
Run-2  31 1.41 17 0.75 
 134 
 
Observation of responses from the itanal table for item 17 (Table 5.23) reveals the 
close variation between the correct responses (25) and incorrect responses (27) which 
supports the high discrimination index (.68) of the item. The item was successful in 
consistently discriminating between the most and least able participants. However, it was 
eliminated because it showed less variation than predicted by the Rasch model and thus 
failed to measure the intended construct by possibly providing redundant information. 
Table 5.23: Itanal table for the observed responses of item 17 
 
The deletion runs for the post-test stopped when all of the remaining 29 items 
obtained sufficient fit to the Rasch model as depicted in Figure 5.16 below.  
 
 
Figure 5.16: Acceptable item fit for the post-test items (Pilot-2) 
Up to this stage, the validation of the pre- and post- test-items for pilot-2 satisfied 
the Rasch’s unidimensionality property. The post-test was then calibrated using the 
anchored values from the pre-test. The values of the seven remaining common test-items 
were anchored at the same difficulty estimates in both tests and the next QUEST run was 
 135 
 
conducted with the anchor command on in order to observe the performance changes 
from the pre- to the post-test (see Appendix C-2-3). The next section presents a summary 
of fit statistics for pilot-2.    
5.7.3 Summary of fit statistics (pilot-2) 
Fit statistics indices obtained from the item estimate tables (see Appendix C-3-1-5 and C-
3-2-5) show the overall fit statistic for the test-item in the pre-test as infit mean square = 
1.01, s.d=0.13, infit t= 0.07 and a very good overall fit statistic reported for the test-items 
in the post-test as infit mean square = 1.19, s.d=0.69, infit t= 0.56.   
The item separation index for test-items in the pre-test was considered 
satisfactory, estimated at 0.68 while it was shown to have an improved estimate of 1.00 
to be considered as ‘high’ for the post-test. This indicates that there was an adequate 
number of test-items that sufficiently measured the latent construct. Therefore, it can be 
concluded that the order of item estimates on the measurement scale obtained from pilot-
2 is reliable to be replicated if we give the tests to other similar samples. Consequently, 
it was decided that the validated set of test-items from pilot-2 was to be used in the 
subsequent experimental validation study (pilot-3).     
Furthermore, a high internal consistency index was reported for both the pre and 
post-tests, estimated at 0.83 and 0.82 respectively, demonstrating that items within the 
tests were highly correlated to each other resulting in reliable tests (see Appendix C-3-1-
3 and C-3-2-3).     
Results obtained from the second validation study (pilot-2) proved the 
unidimensionality of the measurement scale and confirmed the reliability of the 
instruments. Furthermore, the experimental procedure went as planned and no further 
adjustments were needed with regard to the research schedule. An analysis of the variable 
maps for pilot-2 will be presented in the following section.  
5.7.4 Pilot 2 variable map analysis 
A visual check of QUEST variable maps for the pre-test (Figure 5.17) showed the test 
was better targeted at the intended items and persons than the pre-test in the previous 
study (pilot-1). The increase in the number of participants and test-items reflected a better 
person-item dispersion on the variable maps. The items’ thresholds bounded 
approximately between -2.70 and 2.60 logits on the Rasch measurement scale. The DICH 
item 8 identified as the hardest item in the test. While the majority of participants had 
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answered most of the items in the test successfully, they had difficulty in addressing the 
most difficult test-item 8. Only 13 out of 52 participants were able to answer this item 
correctly. The item is classified as a medium-to-difficult item on the skill development 
matrix and was designed to measure the participants’ abilities in acquiring a cognitive 
strategy skill of the DFD validation check.  
 
Figure 5.17: Variable map (pilot-2, pre-test) 
On the other hand, the difficulty levels of the easiest items at the lower right-side 
of the map were well below the average difficulty estimate. As was the case in pilot-1, 
the identified gaps at both ends and some areas in the middle of the variable map 
suggested the need for additional items to improve the reliability of the test on a larger 
population. 
The analysis of the 52 participants’ abilities showed better performance results 
than the previous study (pilot-1). Based on the interpretations from pilot-1, the pre-test of 
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pilot-2 included more test-items to challenge participants’ abilities. The pre-test variable 
map (Figure 5.17) indicates that this addition worked well in testing the varied abilities 
of participants who successfully achieved many of the test-items. 
The map in Figure 5.17 shows three participants with an average ability who had 
a 50% chance of successfully achieving the test-items 11 and 17 which had an average 
difficulty level compared to other test-items. The DICH item 11 was intended to measure 
participants’ ability in understanding the different levels constituting a set of DFD (easy-
to medium item on the matrix) while item 17 is a DICH item designed to check their 
abilities in the knowledge domain of DFD validation check (medium-to-difficult item on 
the matrix). In terms of the high-performing participants, and based on the evaluation 
from pilot-1, the results showed that the additional difficult items which were included to 
challenge high-ability performers were not enough to test the ability of best performers 
who were positioned at the top of the map. Accordingly, an additional number of 
participants and test-items were required to obtain a better performance index. 
An improved person-item distribution along the scale can be observed for the 
post-test compared to the pre-test (Figure 5.18). Overall, the test matched the majority of 
the participants’ abilities except for the best performing participants who did not have a 
sufficient number of items to challenge their abilities. The thresholds of test-items were 
roughly between -2.00 and 2.60 logits. The most difficult item was item 10 which was 
designed to measure the ability of the participants in acquiring procedural knowledge. In 
fact, this item was a common item in which its difficulty estimate was anchored with the 
same value of the common item 8, which was also the most difficult item in the pre-test 
(see Figure 5.17 and Appendix C-2-3).  
An investigation of the participants’ abilities in relation to this particular item 
showed that during the post-test there was a lower number of respondents who made 
successful attempts addressing this item than during the pre-test. The majority of 
respondents (48 participants) were still unable to answer the same item correctly 
indicating that the difficulty level of this item was well above the abilities of most of the 
participants. Therefore, changes were made to the wording of this question to improve 
the interpretation of participants’ responses before including it in the set of test-items 
designed for the subsequent experimental study (pilot-3). 
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Figure 5.18: Variable map (pilot-2, post-test) 
There was a slightly better number of test-items to challenge the abilities of the 
best performers. Only around four of the high-performing participants, compared to the 
13 participants from the pre-test, did not have sufficient number of items to test their 
abilities. Furthermore, the map shows two participants with the average ability estimate 
0.0 logit located in parallel with the test-item 29 which has the average difficulty estimate 
0.0 logit. This condition conforms to the Rasch theoretical assumption when the location 
of a person’s ability is equal to the location of an item’s difficulty on the Rasch scale 
meaning that participants had a 50% probability of providing correct responses. The 
difficulty levels of the three test-items at the bottom of the map were well below the 
ability of the least able participant.  
Although there were some gaps at certain locations on the measurement 
continuum indicating the lack of sufficient items/persons, the density of the participants’ 
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abilities and the items’ difficulty is located around the centre of the variable map. This 
indicates that the test had a sufficient number of items to differentiate between 
participants with varied abilities in this study. Furthermore, the analyses of the test’s 
reliability indicators reported a high person reliability estimate (see section 5.7.3). This 
means that consistency of performance inferences is expected from this test which was 
able to discriminate between high and low performers. 
However, the decision to include further test-items that had a high degree of 
difficulty and to test them on a larger population was made so that persons’ abilities could 
be more precisely estimated. It was also decided that the revised tests were to be given to 
a similar or a slightly larger sample size in order to maintain the reliability estimates for 
the valid set of test-items obtained from previous experimental studies. The next section 
presents the analysis for the third validation study. 
5.8 Pilot Study 3 Analysis  
The third instrument’s refinement stage was the validation study (pilot-3) which was 
conducted at Taif University, in the Western region of the Kingdom of Saudi Arabia. This 
study aimed to continue the improvement of the precision of the instruments on a sample 
consisting of 54 participants. In light of the results from pilot-2, and with reference to the 
skill specifications matrix, an additional 11 difficult test-items were used along with the 
previously calibrated test-items during pilot-3. There were 24 test-items allocated for the 
pre-test, 25 items for the post-test and 12 common items (Table5.24). 
Table 5.24: Allocation of test items (pilot-3) 
Number of test items 
pre-test common-items post-test 
24 12 25 
 
The analysis presentation of the pilot-3 study will proceed as follows: 
• Pre-test analysis  
• Post-test analysis  
• Summary of fit statistics  
• Pilot-3 variable maps analysis     
5.8.1 Pre-test analysis 
Due to previous calibrations, the item fit map for the pre-test showed sufficient adherence 
of all test-items to the Rasch model from the first QUEST iteration (Figure 5.19). The 
map shows a very good fit and spread of all the 36 items along the Rasch logit scale. 
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Therefore, all of the pre- test-items were considered valid for further analyses and the 
anchor file was generated to anchor the values of the common items during the post 
analysis (see Appendix-C-4-3).  
 
Figure 5.19: Item fit map (pilot-3, pre-test) 
5.8.2 Post-test analysis 
As with the pre-test, the item fit map for the post-test shows the sufficient fit of the items 
to the Rasch requirements for the first QUEST run (Figure 5.20). The values of the ten 
common test-items were anchored at the same difficulty estimates in both tests, and the 
next QUEST run was conducted with the anchor command on in order to observe the 
changes from the pre to the post-test. The next section presents a summary of the fit 
statistics for pilot-3.    
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Figure 5.20: Item fit map (pilot-3, post-test) 
  
5.8.3 Summary of fit statistics (pilot-3) 
The reliability estimate for the pre- and post- test-items reported high values of 0.83 and 
1.00 respectively (Appendix-C-4-1-5 and C-4-2-5). This suggests that there was a 
sufficient spread of test-items which adequately measured the different abilities of the 
participants in a consistent manner. The results imply that the same estimation of item-
spread on the scale is expected when the same set of items are given to another similar 
sample. The overall fit for test-items in the pre-test was infit mean square = 1.00, 
s.d=0.06, infit t= 0.06 and for the post-test it was reported at infit mean square = 0.97, 
s.d=0.16 and infit t= - 0.16.  
In fact, a very high level of reliability and separation is not to be expected with 
such a homogenous group having been selected by the educational system and who thus 
shared similarities on different levels. However, results of the item reliability index from 
pilot-3 suggest similar replicability and consistency of test-items is expected when given 
to other participants who share similarities with the tested sample. Hence, the items were 
reliable to be used during the main experiment. 
In terms of internal consistency, results show that the pre-test had an internal 
consistency index of 0.29 (Appendix-C-4-1-3). This indicates that the test appeared to be 
internally inconsistent since the items within the test did not show a high correlation 
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between each other while the post-test had a higher internal consistency index, 0.74, than 
the pre-test, this implies that items did not correlate highly between each other (Appendix-
C-4-2-3). Thus, it was concluded that tests with a higher level of reliability were required 
for a precise measurement of performance.     
Results from pilot-3 suggested that test-items fitted the Rasch model sufficiently 
confirming the unidimensionality of the measuring scale. The calibrated test-items had 
consistent statistical performance and this same consistency was expected when the same 
set of items was given to similar participants. However, the tests’ overall reliability 
indicators were very low suggesting the need to develop more appropriate items in order 
to improve the precision of items estimates for the main experiment. The next section 
provides an analysis of the variable maps obtained from pilot-3.   
 5.8.4 Pilot 3 variable map analysis 
As explained earlier in sections 5.7.1 and 5.7.2, the previous calibrations made to the 
testing instruments from previous studies resulted in better performance estimates for 
pilot-3 in which the data conformed to the Rasch requirements from the first iteration. An 
inspection of pilot-3’s variable maps reveals that both the pre- and post-test were well 
targeted tests (Figures 5.21 and 5.22). The good person-item distribution indicates that 
the tests well matched the abilities of the study’s sample. There were sufficient test-items 
to test the varied abilities of the 54 participants.   
Figure 5.21 represents the variable map of the pre-test showing the best person-
item distribution so far compared to the previous validation studies (pilot-1, pilot-2). The 
items’ thresholds were roughly between -3.50 and 1.40 logit on the measurement scale. 
Although the item distribution is top heavy, with the most difficult test-items lacking 
sufficiently able participants to address them, the cluster of participants’ abilities was 
located at the centre of the map with sufficient parallel items distinguishing among them. 
It can also be noted that no major gaps between items and/or persons were identified.  
The map shows 21 out of the total 36 test-items located above the average 
difficulty estimate (high difficulty level) with the nine most able participants (high ability 
level) responding correctly to only eight out of the difficult 21 test-items. Four 
participants identified with an average alibility estimate had an equal chance (50% 
probability) of answering the average difficulty estimates items (item 13, 29 and 31) 
compared to the nine best performers who had a greater chance of addressing the same 
items. The worst performer, who had the least level of ability positioned at (-1.50 logits), 
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attempted to answer only four test-items whose difficulty levels were well below her 
ability and were answered by the rest of the sample. Overall, it is anticipated that 
participants’ responses would improve after the instructional interventions in terms of 
individuals’ abilities relative to items’ difficulty. 
 
Figure 5.21: Variable map (pilot-3, pre-test) 
The QUEST variable map for the post-test depicted in Figure 5.22 shows a well-
developed scale with even item and person distribution. The thresholds for the test-items 
were between -3.40 and 3.70 logits. The substantial change in participants’ ability and 
items’ difficulty can be observed through the shift in the ability and difficulty bands from 
the pre- to the post-tests. The ability band of participants changed from -1.50 and 0.50 
logit in the pre-test to -1.80 and 1.90 logit in the post-test while the difficulty band for 
test items shifted significantly by 2.30 on the logit scale, from approximately -4.50-1.40 
logit in the pre-test to -4.40-3.70 logit in the post test.  
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As expected from the analysis of the pre-test’s variable map, the number of 
participants located at the average ability estimate and above has increased from 13 in the 
pre-test to 17 participants in the post-test. It seems possible that this increase can be 
interpreted as a result of improved participants’ abilities after they received the 
instructional treatments.  
Similar to the pre-test, the most difficult item at the top of the variable map did 
not have a sufficient number of participants to provide enough information about this 
item. So, the decision was made to include more difficult items to measure participants’ 
higher skills of developing a set of DFD before conducting the main experiment. The 
main experiment was then conducted based on the analysis of pilot-3. The subsequent 
section presents the results of the main experiment.  
 
Figure 5.22: Variable map (pilot-3, post-test) 
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5.9 Main experiment analysis      
The main experiment was conducted at the University of Dammam which is located in 
the eastern province of Saudi Arabia. The experiment had a sample of 41 participants. 
Although the analysis from the pilot-3 study proved the unidimensionality of the 
measurement scale, i.e. the fit of all test-items to the Rash model, it also suggested 
improvements to be made to increase the internal consistency of the tests. Thus, 16 
additional test-items were included for the main experiment which was developed with 
reference to the skill specification matrix (see Table 4.2 in Chapter 4). There were a total 
of 30 items allocated for the pre-test, 27 items for the post-test and 16 common items in 
both tests (Table 5.25).  
Table 5.25: Allocation of test items (main experiment) 
Number of test items 
pre-test common-items post-test 
30 16 27 
The analysis of the main experiment will be presented as follows: 
• Pre-test analysis 
• Post-test analysis 
• Summary of fit statistics  
• Main experiment variable maps analysis   
5.9.1 Pre-test analysis  
The test-items used in the pre-test included 41 DICH model items and five PC model 
items. Figure 2.27 shows the item fit map from the first run of the pre-test. It revealed an 
acceptable fit for all test-items except for five misfitting items. The reported items-misfit 
was a result of the addition of more appropriate items required to improve the reliability 
of the tests as explained during the analysis of the pilot-3 study.  
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Figure 5.23: Item fit map (main experiment, pre-test) 
  
Table 5.26 summarises the misfit items which included the underfit items 13 and 16 and 
the overfit items 8, 43 and 46 associated with their MNSQ values (none of the misfitting 
items was a common item).  
 
 
Table 5.26: Summary of misfit items (main experiment, pre-test, run-1) 
 
 
 
 
 
Following the approach explained earlier in section 5.3.1 for the removal of misfit 
items, the deletion process started with the underfit items. Item 13 was the first underfit 
item to be removed. Further examination of the statistical properties obtained from the 
QUEST itanal table for item 13 showed the DICH item had an MNSQ value of 1.47 and 
a discrimination index of -.19 (Table 5.27).  
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item  Infit MNSQ pre-test item  Infit MNSQ 
Run-1  13 1.47 8 0.69 
16 1.46 43 0.69 
 46 0.75 
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Table 5.27: Itanal table for the observed responses of item 13 
 
It can be seen from Table 5.27 that item 13 had an unacceptable discrimination 
index, indicating that the item was not reliable in distinguishing between the various 
abilities of participants and therefore it was eliminated. The deletion of item 13 unearthed 
other misfitting items summarised in Table 5.28 in which run-2 was used to eliminate the 
underfit item 16. 
Table 5.28: Summary of misfit items (main experiment, pre-test, run-2) 
 
 
 
 
 
 
 
The DICH item 16 was designed to test participants’ acquisition of a procedural 
knowledge intended to enforce a cognitive strategy skill to ‘develop a balanced set of 
DFDs’ on the skill development matrix. However, the itanal table for this item (Table 
5.29) shows the infit MNSQ value at 1.46, indicating that the item did not conform to the 
Rasch model fitting specifications. It showed more of a variation than predicted by the 
Rasch model. It also had an unacceptable discrimination index of -.23, implying that the 
item could not discriminate between the different abilities for participants in acquiring 
this particular skill and, therefore, it was removed.   
Table 5.29: Itanal table for the observed responses of item 16 
 
The results from the previous deletion run are summarised in Table 5.30. 
Accordingly, the next deletion run-3 was conducted to eliminate the misfit item 35 which 
had the MNSQ value of 1.31. 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item  Infit MNSQ pre-test item  Infit MNSQ 
Run-2 16 1.50 43 0.68 
 8 0.69 
46 0.71 
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Table 5.30: Summary of misfit items (main experiment, pre-test, run-3) 
 
 
 
 
Further investigation of item 35 on the itanal table (Table 5.31) revealed that 68.3 
% of the sample answered this DICH item correctly and 31.7 % failed to address this 
item. Also, the item had an unacceptable discrimination index of .09 indicating that it was 
not successful in discriminating between participants with a range of abilities. Because 
the statistical behaviour of item 35 showed that it undermined the test assumptions, the 
item was removed.    
Table 5.31: Itanal table for the observed responses of item 35 
 
The iterative deletion runs continued with the fourth run, revealing two underfit 
items (2 and 25) and three overfit items (8, 43 and 46) summarised in Table 5.32. It can 
be seen from Table 5.32 that the two underfit items had the same degree of misfit, an 
MNSQ value of 1.33. This means that both items had more erratic behaviour than 
expected by the Rasch model. 
Table 5.32: Summary of misfit items (main experiment, pre-test, run-3) 
 
 
 
 
Item 2 was a DICH model item constructed to test a declarative knowledge on the 
skill development matrix. The observed responses for item 2 (Table 5.33) show that 
58.5% of the sample did not respond correctly to this item while only 41.5% of 
participants were able to address this item successfully.    
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item  Infit MNSQ pre-test item  Infit MNSQ 
Run-3     35 (CI) 1.31 8 0.68 
 43 0.68 
46 0.71 
(CI)  Refers to a common item  
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item Infit MNSQ pre-test item  Infit MNSQ 
Run-4  2 1.33 8 0.67 
25 1.33 43 0.69 
 46 0.69 
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Table 5.33: Itanal table for the observed responses of item 2 
 
 
In contrast, item 25 was also a DICH item designed to measure a higher level of 
knowledge on the skill matrix, i.e. assumed to be more difficult item than item 2. 
However, the itanal table (Table 5.34) shows that this item was easier for participants 
than item 2. For instance, out of the 41 respondents, 19 participants, compared to 17 for 
item 2, achieved it successfully while 22 incorrect responses were observed for item 25 
compared to 24 for item 2. 
Table 5.34: Itanal table for the observed responses of item 25 
 
In this case, the discrimination index for those two underfit items was used to 
decide on the order of the deletion. The discrimination index value for item 2 was .11 
while item 25 had a higher value of .13. This indicated that both items did not successfully 
discriminate between the able and not able participants. Thus, item 2 was eliminated first 
since it had the lowest discrimination index value. The elimination of underfit items 
continued following the same sequenced approach. Table 5.35 summarises the deletion 
runs 5, 6 and 7.  
Table 5.35: Summary of misfit items (main experiment, pre-test, runs-5-7) 
 
 
 
 
 
 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
pre-test item  Infit MNSQ pre-test item  Infit MNSQ 
Run-5 25 1.37 8 0.68 
 43 0.70 
46 0.70 
Run-6         20 (CI) 1.34 46 0.68 
26 1.33 8 0.69 
 43 0.71 
Run-7  26 1.36 8 0.69 
 46 0.71 
43 0.73 
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The deletion run 7 for item 26 resulted in three overfitting items 8, 43 and 46 
(Tables 5.36 and 5.38). Item 8 was eliminated first as it had the lowest MNSQ value 
among the other overfit items.  
Table 5.36: Summary of misfit items (main experiment, pre-test, run-8) 
 
 
 
 
The itanal table for the DICH item 8 (Table 5.37) shows 33 correct responses and 
only 8 incorrect responses obtained for this item confirming that the item showed a more 
persistent performance than the predicted Rasch estimate. Another confirmation is the 
high discrimination index reported for the item which was .69. Although this is a good 
indication in terms of the item successfully distinguishing between the different 
participants’ abilities, its discrimination value is considered very high suggesting that the 
item repeated information provided by other items in the test.  
Perhaps these results are due to the fact that the item was intended to measure the 
acquisition of concrete or basic concept of a verbal information skill (declarative 
knowledge) on the skill matrix. In other terms, it was classified within the easy items on 
the skill development matrix. However, it was decided to eliminate this item as the MNSQ 
value suggests its misfit to the Rasch model.   
Table 5.37: Itanal table for the observed responses of item 8 
 
 
 
 
 
Table 5.38 shows the last two deletion runs which were conducted to eliminate the overfit 
items 46 and 43 which both had a discrimination index of .67 and .66 respectively. 
 
 
 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
pre-test item  Infit MNSQ pre-test item  Infit MNSQ 
Run-8  8 0.69 
43 0.73 
46 0.74 
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Table 5.38: Summary of misfit items (main experiment, pre-test, runs-9-10) 
 
  
 
 
The QUEST deletion runs for the pre-test stopped when all of the remaining 36 
items adhered sufficiently to the Rasch specification, as shown in the item fit map in 
Figure 5.24.  
 
Figure 5.24: Acceptable item fit for the pre-test items (main experiment) 
5.9.1.1 Pre-test fit statistics 
The QUEST item estimates table produced from the last run shows that the overall fit 
statistics for the pre-test were considered to be good (Table 5.39). The item separation 
index was 0.81 indicating that there was enough dissemination of items along the 
measuring scale. The overall fit measures for test-items were infit mean square = 1.00, 
s.d=0.10, infit t= 0.07.  
The item reliability estimate suggests the replicability of items’ placement on the 
logit scale if the same set of items is given to a similar sample of participants. In fact, the 
high internal consistency index reported from the itanal table for the pre-test, which was 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
pre-test item  Infit MNSQ pre-test item  Infit MNSQ 
Run-9          46 (CI) 0.73 
43 0.74 
Run-10 43 0.73 
(CI)  Refers to a common item 
End of deletion runs for the pre-test  
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given as .86, confirmed its reliability in terms of the high correlation level between the 
items within the test.  
Table 5.39: Fit statistics item estimates (main experiment, pre-test) 
 
 
So far, the validation conducted for the pre-test confirmed that the test-items 
conformed to the Rasch model’s principle of unidimensionality, indicating that sufficient 
test-items were measuring the single construct.  
5.9.2 Post-test analysis 
The post-test included a total of 43 test-items. There were 35 DICH model and eight PCM 
items. The initial QUEST run revealed the fit for all test-items with the exception of six 
misfit test-items as shown in Figure 5.25.   
 
Figure 5.25: Item fit map (main experiment, post-test) 
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Table 5.40 summarises the misfit items which included the underfit items 41 and 
39 and the overfit items 38, 2, 6 and 27 and their MNSQ values. 
Table 5.40: Summary of misfit items (main experiment, post-test, run-1) 
 
 
 
 
 
 
Following the same elimination approach explained in section 5.3.1, the deletion 
process started with the underfit items. Item 41 was the first underfit item to be removed. 
Further examination of the statistical properties obtained from QUEST itanal showed the 
PCM had an MNSQ value of 1.40 and a discrimination index of .37 (Table 5.41).  
Table 5.41: Itanal table for the observed responses of item 41 
 
 
Referring to the itanal table for the PCM item 41 (Table 5.41), 13 participants 
were able to answer this item well. However, only two respondents scored ‘1’ for this 
item, and the majority of the sample (26 participants) were not successful in addressing 
this item. Although the item had an acceptable discrimination index (.37), it was 
eliminated since its MNSQ value (1.40) was not within the acceptable range. The results 
from the previous deletion are summarised in Table 5.42 which shows the next deletion 
run was conducted to eliminate the misfit item 39 which had the MNSQ value of 1.49.  
Table 5.42: Summary of misfit items (main experiment, post-test, run-2) 
 
 
 
 
 
 
 
Further investigation of the itanal table for the PCM item revealed that there were 
22 correct responses, three partially correct responses and 16 incorrect responses (Table 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
post-test item  Infit MNSQ post-test item  Infit MNSQ 
Run-1  41 1.40 38 0.72 
39 1.40 2 0.75 
 6 0.75 
27 0.76 
 
 
Deletion run 
Misfitting items 
Underfit items Overfit items 
post-test item  Infit MNSQ post-test item  Infit MNSQ 
Run-2  39 1.49 38 0.72 
10 1.32 2 0.75 
 27 0.75 
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5.43). This item was designed to test participants’ acquisition of procedural knowledge 
intended to enforce a cognitive strategy skill that required the participants to identify sub-
tasks and to recognise unstated assumptions. An examination of the discrimination index 
(“Disc” in Table 5.43) shows that the item yielded a high level of discrimination .48 
supporting its allocated position on the skill development matrix (Band D). However, the 
MNSQ value suggested that the item did not conform to the Rasch model fitting 
specifications by showing more of a variation than expected by the Rasch model. Thus, 
it was decided to be eliminated.   
Table 5.43: Itanal table for the observed responses of item 39 
 
The elimination of underfit items continued as shown in Table 5.44 which summarises 
the deletion runs 3, 4, 5, 6 and 7. 
 
Table 5.44: Summary of misfit items (main experiment, post-test, runs-3-7) 
 
 
 
 
 
 
 
 
 
 
 
 
The deletion run 7 for item 8 resulted in three overfitting items 6, 2 and 27 (Table 
5.45). Item 6 was eliminated first as it had the lowest MNSQ value among the other 
overfit items. 
 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
post-test item  Infit MNSQ post-test item  Infit MNSQ 
Run-3  43 1.38 38 0.72 
10 1.33 2 0.74 
12 1.32  
Run-4  12 1.35 6 0.72 
10 1.33 2 0.75 
40 1.32 38 0.76 
Run-5 40 1.34 6 0.73 
10 1.32 2 0.75 
Run-6         10 (CI) 1.34 6 0.73 
 2 0.74 
Run-7  8 1.32 6 0.72 
  2 0.74 
(CI)  Refers to a common item 
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Table 5.45: Summary of misfit items (main experiment, post-test, runs-8-10) 
 
 
 
 
 
 
The itanal table for the DICH item 6 shows 87.8 % of participants scored correct 
responses and 12.2% of the participants scored incorrect responses (Table 5.46). This 
confirms that the item showed a more persistent performance than predicted by the Rasch 
estimate. Another confirmation is the high discrimination index reported for the item 
which was .6 indicating that it distinguished between the different participants’ abilities 
successfully. Although the position of this item is high on the skill development matrix 
(Band D) expecting a high degree of difficulty, the Rasch item analysis results for the 
observed responses suggested that most participants found it easy to achieve. 
Furthermore, the MNSQ value for this item suggested a misfit to the Rasch model as it 
probably provided redundant information measured by other test-items. Therefore, it was 
decided to remove this item from the test. 
Table 5.46: Itanal table for the observed responses of item 6 
 
The last two deletion runs were conducted to eliminate the overfit items 2 and 27 
which both had a discrimination index of .63 and .67 respectively. Although both items 
had a good discrimination index, they were removed because the MNSQ values indicated 
a misfit to the Rasch model in which the items provided redundant information in 
measuring the underlying construct.  
The QUEST deletion runs for the post-test stopped when all of the remaining 33 
items adhered sufficiently to the Rasch specification as shown in the item fit map in 
Figure 5.26. The post-test was then calibrated using the anchored values from the pre-
test. The values of the ten remaining common test-items were anchored at the same 
 
 
Deletion runs 
Misfitting items 
Underfit items Overfit items 
post-test item  Infit MNSQ post-test item  Infit MNSQ 
Run-8  6 0.74 
2 0.75 
Run-9          2 (CI) 0.75 
Run-10        27 (CI) 0.76 
(CI)  Refers to a common item 
End of deletion runs for the post-test  
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difficulty estimates in both tests and the next QUEST run was conducted with the anchor 
command on in order to observe the performance changes from the pre- to the post-test 
(see Appendix C-5-3). The next section provides a summary of the fit statistics for the 
post-test.  
 
Figure 5.26: Acceptable item fit for the post-test items (main experiment) 
5.9.2.1 Post-test fit statistics 
The QUEST item estimates table produced from the last run shows a high test-item 
separation reliability value of 1.00 obtained for the post-test (Table 5.47). This result is 
an indication that the test instrument had an adequate number of test-items that were able 
to equally discriminate between respondents with different abilities along the measuring 
scale (Bond & Fox, 2015). There was a very good overall test-item fit estimate of infit 
mean square = 1.00, s.d=0.23, infit t= -0.01.  
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Table 5.47: Fit statistics item estimates (main experiment, post-test) 
 
 
The item reliability estimate suggested the replicability of the items’ location on 
the logit scale if the same set of items is given to a similar sample of participants. In fact, 
the high internal consistency index reported from the itanal table for the post-test, which 
was given as 0.87, confirmed its reliability in terms of the high correlation level between 
the items within the test (Appendix C-5-2-3). The validation conducted for the post-test 
confirmed the unidimensionality of the test items satisfying the specifications of the 
Rasch model. Only items that fit the Rasch model were used to measure the participants’ 
knowledge-change during the performance analysis conducted in Chapter 6.    
While the original 46 items in the pre-test and 43 items in the post-test have been 
validated and reduced to become 36 items and 33 items respectively, all of the remaining 
fit items covered the knowledge domains and associated skills that were intended to be 
measured according to the skill development matrix (see Table 4.2 in Chapter 4). Taking 
into account the relatively small and homogeneous sample size, it could not satisfy the 
detection of differential item functioning (DIF). According to Le (2009), detection of DIF 
will require a well-targeted sample of at least 250-500 participants, which is not the case 
in this thesis.  
The next section presents further performance details derived from the variable 
map analysis for the main experiment.  
5.9.3 Main experiment variable maps analyses 
The pre-test variable map shown in Figure 5.27 indicates that the test was relatively easy 
for the study sample. The distribution of the items’ difficulty is bottom heavy in relation 
to the distribution of persons’ abilities. The thresholds for test-items were sitting roughly 
between -2.80 and 3.30 logits, and the ability thresholds was bounded by -0.30 and 4.30 
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logits on the measurement scale. Although the items were reasonably distributed around 
the centre of the map, there were not sufficient items to measure the ability of the top 
performers as reliably as the majority of the participants. 
 
Figure 5.27: Variable map (main experiment, pre-test) 
The most difficult item was item 1 which lacked a sufficient number of 
participants to achieve it. Only the best performer was able to respond correctly, and two 
of the top performers had a high probability to achieve it successfully. The 16 test-items 
located at the lower right-side of the map were the easiest items in the test. In fact, the 
difficulty levels for seven of the easiest items (28, 19, 31, 12, 14, 40 and 29) were well 
below the ability estimate of the least able participant who was located at nearly -1.30 
logit. Apart from the extreme higher end of the map, no major gaps between items were 
identified to be revised. Overall, the test had sufficient test-items to test the majority of 
the participants’ abilities.  
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As can be seen from the map, the best performer was located at 4.30 logit. 
Although difficult items were added to the test based on the results obtained from pilot 
study 3, the analysis of the variable map shows high-ability performers lacked proper test-
items to measure their abilities. There was only the most difficult item (item 1) positioned 
at (3.40 logit) which is below the ability estimate of the best performer. The six 
participants at the lower left-side of the map were identified as the least able respondents 
as their abilities were under the average ability of the group (0.0 logit). The cluster of 
participants’ abilities on the measurement scale reveals that many respondents had a high 
probability to achieve a range of test-items correctly with various difficulty levels.  
It is hypothesised that, after receiving the instructional intervention, more 
participants will most likely be able to answer a higher number of difficult items (above 
the average difficulty estimate, 0.0). Overall, analysis conducted for the pre-test in section 
5.9.1.1., confirmed that the test has a high reliability estimate. Accordingly, 
interpretations obtained from the pre-test are assumed to provide valid performance 
estimates. 
The variable map for the post-test shows a better person-item distribution than the 
pre-test (Figure 5.28). Compared to the pre-test, there was a slight upward shift in the 
test-items’ thresholds which was between -2.10 and 3.30 logits. Only the items at the 
lower end of the map have shifted up by approximately 0.7 logits from the pre- to the 
post-test. While the items at the extreme higher end remained almost at the same difficulty 
level. The most difficult item, item 32, was located at nearly 3.30 logits, which is the 
same difficulty estimate of the most difficult item in the pre-test. However, the easiest 
item in the pre-test (item 28) was positioned at -2.80 logit well below the easiest item 
(item 21) in the post-test.        
The shift in the items’ difficulty level enabled a well targeting of participants who 
provided responses for a better range of items than the pre-test, allowing for a precise 
estimation of the difficulty for those particular items. As anticipated, participants were 
able to provide correct responses after the instructional treatments to a higher number of 
items that had an average difficulty level and above, i.e. a high degree of difficulty. The 
increased participants’ abilities may cause the shift in the location of items to appear as 
less difficult items on the logit scale.   
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Figure 5.28: Variable map (main experiment, post-test)  
Similar to the analysis from the pre-test, the participants with the highest ability 
in the post-test lacked sufficient test-items to challenge their abilities. Only four of the 
best performers were able to achieve the most difficult item in the test, item 32. This 
indicates that there is less than a 50% probability that the top performers would provide 
correct responses for items that have higher difficulty levels than the most difficult item 
in the test.  
The ability thresholds during the post-test were between -1.10 and 4.50 logits. 
Compared to the pre-test, a slight increase by approximately 0.1 logit in the ability of the 
best performers was observed during the post-test. The five worst performers in the post 
test had a very low probability of successfully achieving almost half of the test-items. 
While the difficulty estimates for the four easiest items (21, 1, 9 and 20) were below the 
ability of the worst performer (-1.10 logit).  
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The distribution density for individuals’ abilities and items’ difficulty indicated 
that the test had measured a sufficiently wide spread of persons (with varied abilities) and 
items (with different difficulty). Furthermore, the high reliability estimates obtained for 
the post-test (see section 5.9.2.1) confirmed that the test was reliable to provide valid 
performance indices.   
So far, an analysis of participants’ abilities and items’ difficulty was conducted 
through the examination of variable maps. Although performance analysis obtained from 
variable maps provided useful indices, the shift in participant abilities and item difficulty 
would provide more stable estimates and would be clearly identified from a larger number 
of participants. The following section presents an items’ performance analysis based on 
the Rasch scoring models.    
5.10 Rasch scoring models  
The section below presents the analysis for the two Rasch scoring models (dichotomous 
and partial credit) for some test-items used in the post-test for the main experiment.   
5.10.1 Analysis of the dichotomous model  
Figure 5.29 shows the item characteristic curves (ICCs) of the four dichotomous items 
used during the post-test of the main experiment. The ICC for the selected test-items was 
modelled to be compared with what Bond and Fox (2015 p. 269) described as a well-
targeted Rasch test-item (represented as the red curve in Figure 5.29).  
 
Figure 5.29: Item characteristic curve for dichotomous items 
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It can be seen that items 6 and 2, which had the difficulty thresholds of -1.03, -
0.81 respectively, were the closest to the well-targeted Rasch representation while items 
16 and 5 had difficulty thresholds of 1.6 and 0.83 respectively and showed a deviation 
from the Rasch ideal ‘S’ shape expected for a good item.  
The dichotomous items 16 and 5 
Although the graph in Figure 5.29 shows that the characteristic curves for items 16 and 5 
were not identical to the Rasch well-targeted curve, further investigation of the itanal 
table for item16 reveals that the item is reliable (Table 5.48). The item yielded an MNSQ 
value of 1.02 indicating a good fit to the Rasch model. Furthermore, the high 
discrimination index of .42 supported by the 22 incorrect responses and the 19 correct 
responses indicated that the item consistently discriminated between the more and less 
able participants. Therefore, the item was considered as reliable when conducting 
performance inferences. 
Table 5.48: Itanal table for the observed responses of item 16 
 
 
 
 
 
 
Similarly, results obtained for item 5 (Table 5.49), showed the fit of the item to 
the Rasch model with the same MNSQ value for item 16 (1.02) and a slightly higher 
discrimination value than item 16 (.46) supporting its closer location (than item 16) to the 
well-targeted Rasch curve in Figure 5.29. Accordingly, both items were used to infer the 
participants’ performance analysis. 
Table 5.49: Itanal table for the observed responses of item 5 
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The dichotomous items 6 and 2 
As noted above, the graph in Figure 5.29 shows the characteristic curves for both items 6 
and 2 having the closest representation of the well-targeted Rasch curve among other 
items. However, both were misfitting items identified during the deletion runs conducted 
for the post-test. In fact, both items had the worst overfit values during the deletion run 8 
(see Table 5.44). As previously explained, during the deletion runs conducted for the post-
test, item 6 was not reliable since it had a misfit value showing its overfitting to the Rasch 
model indicating its inconsistency to measure the intended construct (see Table 5.45). 
Similarly, results obtained for item 2 showed that the misfit value of the item (infit 
MNSQ) was .75 and the high discrimination index of .63 (Table 5.50). While both of the 
misfit items discriminated well between the different abilities of participants, item 2 had 
a slightly higher discrimination value than item 16 which justified its closer location to 
the well-targeted Rasch curve in Figure 5.29. However, both items showed unreliable 
indices and were eliminated.  
Table 5.50: Itanal table for the observed responses of item 2 
 
 
 
 
5.10.2 Analysis of the partial credit model  
The test-item 34 was one of the Rasch PCM items that were used during the post-test. 
The three category response item (0, 1 and 2) was intended to measure procedural 
knowledge that required the mastery of a cognitive strategy skill (Band D). Participants 
who were not able to provide any correct responses were scored 0 on this item while those 
participants who provided responses that had a degree of correctness were scored 1. Score 
2 was granted for participants who provided fully correct responses.  
Based on the itanal table for item 34 (Table 5.51), the item showed a good fit to 
the Rasch model (MNSQ= 0.87) and had an acceptable discrimination value of 0.68. The 
observed variation of responses included five incorrect responses (0), 12 partially correct 
responses (1) and 24 correct responses (2). Accordingly, the probability of test-item 34 
was modelled as depicted in Figure 5.30.  
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Table 5.51: Itanal table for the observed responses of item 34 
 
 
 
 
Figure 5.30 shows how well participants approached test-item 34. It can be seen 
that the probability of obtaining such a high-score category (score 2) increased when the 
participant’s ability increased. Therefore, it can be concluded that the majority of 
participants had partially or completely mastered such higher-level skills (DFD validation 
check) required for the acquisition of DFD knowledge acquisition. Only the minority of 
the sample (12 %) were not able to provide correct responses (score 0).  
 
 
Figure 5.30: Item characteristic curve for the PCM item 34 
5.11 Summary of test-item analysis  
The primary aim of conducting the test-item analysis was to obtain valid test-items that 
fit Rasch’s unidimensional measurement scale in order to reliably measure the cognitive 
performance of DFD knowledge acquisition for the participants with various cognitive 
preferences. Table 5.52 summarises test-items estimates, item infit mean square and the 
internal consistency index for the pre- and post-tests of the main experiment. 
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Table 5.52: Key reliability and fit statistics indices (main experiment) 
 
It can be seen from Table 5.52 that both tests for the main experiment showed 
high item reliability estimates indicating a sufficient number of items that reliably 
measured the intended construct, and that we have high confidence about the replication 
of the items’ location from this experiment on the Rasch’s model scale if it is given to 
other similar samples.  
Furthermore, the tests were internally consistent based on the reported internal 
consistency index, which indicates highly correlated test-items within the tests. In fact, 
the main experiment’s pre- and post-tests had the highest internal consistency among 
other tests used during the validation studies pilot 1, 2, and 3 as shown in Table 5.53.  
Table 5.53: The development of tests internal consistency levels  
                                                        Pre-test Post-test 
Experimental 
studies 
Number of 
participants 
Number 
of items 
Internal 
consistency 
Number 
of items 
Internal 
consistency 
Pilot-1 15 25 0.31 25 0.34 
Pilot-2 52 30 0.83 32 0.82 
Pilot-3 54 36 0.29 37 0.74 
Main experiment  41 61 0.86 58 0.87 
 
As stated by Tavakol and Dennick (2011), high quality tests have high levels of 
internal consistency indicating reliable data by which to make statistical inferences. 
Typically, an accepted correlation value is bounded by 0.70-0.95 (Tavakol & Dennick 
2011), and influenced by many factors including the number of test-items. Field (2009) 
also proposed the dependency of Cronbach’s alpha on the number of test-items in which 
the Alpha value increases when the number of items increases. Examining the internal 
consistency levels, during the instrument refinement stages, confirmed the gradual 
increase in the consistency index. As expected, the internal consistency estimates 
increased when the number of test-items and participants gradually increased.  
The lowest reliability tests were from pilot 1 which had the lowest number of test-
items and participants. As the experimental studies progressed, the internal consistency 
estimate had gradually increased when the precision of the test instrument improved 
during the calibration and validation processes. The only exception was with the low 
Statistical indices Pre-test Post-test Acceptable range 
Reliability of item estimate 0.81 1.00 0-1 
Item Infit Mean Square 1.00 (SD. 0.10)  1.00 (SD. 0.23) 0.77-1.30 
Internal consistency 
(Cronbach’s alpha) 
0.86 0.87 0.70-0.95 
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internal consistency reported from tests used during pilot-3. Overall, the main 
experiment’s pre-and post-test instruments yield a high internal consistency index 
reported at 0.86 and 0.87 respectively confirming the reliability of the tests for further 
performance analysis.   
Another reliability indicator for the main experiment was the correlation between 
error estimates and participants performance. Table 5.54 shows the performance of cases 
(participants) arranged in estimate order (i.e. from the best to worst performers) during 
the post-test of the main experiment. It can be noticed that error estimates decreased when 
the participants’ ability is close to the default mean ability estimate (0.0). This is an 
indication that test-items conformed well to Rasch’s principle of ‘unidimensionality’ and 
that they measured the single construct.  
Table 5.54: Degree of error and case estimate (main experiment) 
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5.12 Chapter summary 
This chapter described the calibration and validation of the testing instruments. The 
refinement stages for the assessment instruments included a trial study, three 
experimental validation studies and the main experiment. The data from each stage was 
susceptible to the Rasch analyses in which misfitting items were identified, removed or 
modified. Results from the main experiment showed the unidimensionality of the 
measurement scale and confirmed the reliability of instruments to measure participants’ 
performance. The data analysis continues in the next chapter to evaluate participants’ 
performance on the validated set of test-items. 
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Cognitive Performance Analysis 
Introduction  
The first stage of the data analyses presented in the previous chapter aimed to calibrate 
and validate the test instruments in order to construct a reliable performance-
measurement scale for the acquisition of (DFD) knowledge. This chapter turns the focus 
on the second analysis stage which concerns the measurement of the cognitive 
performance for the cohorts of participants who have different learning preferences and 
received their instruction through three different course delivery modes. 
The chapter commences with an overview analysis of the ability change for 
participants from the three experimental validation studies (pilot-1, 2, 3) and the main 
experiment. Next, it expands on the results of the cognitive performance measurement 
for the participants in the main experiment. Performance comparisons were then made 
based on the mean ability, effect size (ES) and kid map analysis of the different 
experimental treatments and cognitive preference groups. The chapter concludes with the 
results of the interactive effects of course delivery mode and the participants’ cognitive 
preference on the performance followed by a summary.    
Thus, this chapter can be outlined as: 
• Cognitive performance analysis  
• Analysis of participants’ abilities 
• Measurement of cognitive performance  
• The interactive effects  
• Summary 
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Chapter 
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6.1 Cognitive performance analysis process 
The participants’ cognitive performance was first observed from the analysis of QUEST 
variable maps which provided a visual representation of the performance of the 
participants’ abilities in relation to the items’ difficulty. As explained in Chapter 5 
(section 5.5.4), the location of both the participants the items on the variable map is 
independent of each other. Therefore, it was possible to monitor the performance of 
participants and to examine the variation in the change in the participants’ ability among 
the experimental studies.  
The measurement of cognitive performance was conducted by calculating the 
difference in learners’ ability estimates in logit values (dlv). The change in participants’ 
abilities during the main experiment was obtained from subtracting their post-test logit 
estimates from the pre-test logit estimates.  
Furthermore, the effect size (ES) was calculated to examine the magnitude of 
knowledge-change resulting from each of the experimental treatments. The use of the ES 
was to investigate the extent of effectiveness of each of the experimental treatments to 
provide fair comparable results between the different groups.   
QUEST kid maps were used to evaluate the performance of an individual 
participant relative to the test-items. It was useful in providing finer-grained analysis for 
the performance of each individual from the different experimental groups allowing 
detailed comparisons between the varied participants’ performance. Mean ability of the 
QUEST logit estimates was examined to investigate the interactive effects of the course 
delivery mode and individual cognitive preference on cognitive performance. The 
following section presents the analysis for the change in participants’ abilities before and 
after the instructional interventions from the three experimental validation studies and the 
main experiment.        
6.2 Analysis of participants’ abilities 
The analysis of variable maps was intended to observe the change in participants’ abilities 
before and after the experimental treatments. It is not possible at this point to draw 
definitive conclusions of whether the learning occurred, which it may have, from the 
analysis of variable maps. However, it provided informative performance analysis in 
terms of examining the shift in participants’ abilities and comparing the overall 
performance of the participants.   
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 An examination of the QUEST anchored pre- and post-tests variable maps for all 
of the 158 participants revealed a clear shift in the level of their abilities. Figure 6.1 shows 
the level of ability change on the logit scale integrated from the experimental studies. An 
increased level of abilities in participants’ performance is observed from the pre-tests to 
the post-tests. The ability band during the pre-tests ranged between -1.50 and 4.30 logits, 
while it was bounded between -1.60 and 4.50 logits during the post-tests.   
 
Figure 6.1: Variation in participants’ ability change on the Rasch logit scale  
(all experiments) 
Further examination of the participants’ abilities from each experiment, as depicted in 
Figure 6.2, revealed that the most obvious increase in the ability band (knowledge shifts) 
was from pilot study 1 and pilot 3. As for pilot study 1, the ability thresholds during the 
pre-test were between 0.20 and 2.10 logits. After the instructional intervention, the 
participants’ performance had improved by one logit on the measurement scale as their 
abilities were bounded between 2.10 and 3 logits in the post-test. 
Similarly, during pilot study 3, participants’ abilities substantially increased by 
1.20 logits. During the pre-test, the majority of the participants were located below the 
Rasch average ability (0.0 logit) in which the ability band was between -1.50 and 0.50 
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logits. However, their ability level increased to be between -1.80 and 1.70 logits during 
the post-test. 
On the other hand, a slight increase was observed in the abilities of respondents 
participating in pilot-2 and the main experiment. The participants’ performance from 
pilot-2 had improved by 0.30 logits on the measurement scale. The ability band for the 
pre-test was reported between -1.00 and 3.70 logits and for the post-test -1.70 and 4 logits. 
Although the ability shift for the main experiment, by 0.20 logits, was not substantial, it 
was an indication of improved performance. The participants’ ability thresholds for the 
pre-test bounded between -.30 and 4.30 logits and for the post-test between 1.10 and 4.50 
logits.  
 
Figure 6.2: Variation in participants’ ability change on the Rasch logit scale 
(individual experiments) 
Overall, the change in participants’ abilities and the varied ability thresholds 
observed from the experimental studies suggest that the tests challenged a wide spread of 
abilities. Participants’ performance improved after the instructional interventions. 
Confirming the change in abilities, the following section focuses on measuring the 
performance for the 41 participants of the main experiment.     
6.3 Measurement of cognitive performance 
In the context of this thesis, cognitive performance is defined regarding the learner’s 
ability to acquire the intended knowledge and the associated skills required for 
knowledge-application. Thus, knowledge acquisition can be referred to as a positive 
change observed in the participant’s ability. According to Guskey (2006), performance 
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evaluation requires evidence that ‘learning’ has occurred, which can be inferred from a 
change in the participants’ ability observed from well-designed instructional 
interventions. 
Rather than simply relying on the post-test results, the performance for all 
participants in the main experiment was measured by the difference of QUEST ability 
estimates logit value (dlv). This was calculated by subtracting the participants’ anchored 
post-test logit values from their pre-test logit values in order to observe the change in their 
abilities before and after the instructional treatment and to determine the effects of each 
treatment on their cognitive performance outcomes. The graph in Figure 6.3 shows the 
change in abilities for the 41 participants during the main experiment represented in a 
descending order (see Appendix D for table of values).  
   
Figure 6.3: The change in participants’ ability estimates 
Figure 6.3 shows that more than half of the participants (25 participants out of 41) 
obtained a positive change in their abilities from the pre- to the post-tests. This result 
explains the shift in the thresholds of participants’ abilities from the pre- to the post-tests 
observed earlier from the variable map analysis (see section 6.2). With respect to the 
course delivery mode, the positive ability estimates obtained from the experimental 
groups include ten participants from the F-2-F delivery mode, nine from the computerised 
group and six from the blended group. In terms of the positive ability estimates for the 
cognitive preference groups, 14 participants who were classified as wholists, 11 analytics, 
16 verbalisers and nine imagers showed improved ability estimates after the instructional 
intervention.   
The negative ability estimates reported from the remaining 16 participants were 
expected to occur as part of the nature of the educational assessments practice 
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(Mohammed, 2012). However, these results indicated that learning did not occur for those 
particular participants. Further investigation into their delivery modes revealed that six 
participants were from the F-2-F group and five participants from each the computerised 
and blended groups. As for their cognitive preference, results showed that 12 participants 
were wholists, four were analytics, ten were verbalisers and six were imagers. Potential 
causes that hampered the learning for those participants can be further explored in the 
subsequent analysis.   
So far, the results have confirmed the change in participants’ abilities before and 
after the instructional treatments and measured the improvement in their performance 
which indicates that learning has occurred. The next section investigates the extent of 
treatment effects through the effect size in order to evaluate and compare learners’ 
performances.  
6.4 Effect size (ES) 
The effect size was calculated to demonstrate the extent of the treatments’ effect on 
participants’ abilities in each of the experimental groups. As Izard (2005a, p. 11) 
describes, the ES provides insights into the enquiry of “How big the difference was”. The 
use of the ES aimed to provide fair performance comparisons between the participating 
groups. Interpretations of ES in this thesis intended to conclude how significant the effect 
of each treatment was in increasing participants’ abilities, a conclusion which could not 
be obtained by relying only on the mean ability analyses. Thus, it refers to the 
measurement of the relative magnitude for the effects of the F-2-F, computerised or the 
blended treatments on participants’ knowledge before and after the experimental 
treatments. 
Given that the effect size is independent of the sample size, the magnitude of 
effects for each treatment on the experimental groups was reported and the relative 
performance comparisons were made accordingly. Cohen’s formula (6.1) was used to 
calculate the effect size relying on the mean and standard deviations of the pre and post-
tests ability estimates.  
                                                                                  
                                                                                                                         (6.1) 
Cohen (1977), and more recently Izard and Jeffery (2003), classified the 
magnitude of the ES as being very small, small, medium or large (Table 6.1). Their 
Cohen′s 𝑑 =  
𝑀 𝑝𝑜𝑠𝑡𝑡𝑒𝑠𝑡 − 𝑀 𝑝𝑟𝑒𝑡𝑒𝑠𝑡
√(𝑆𝐷 𝑝𝑜𝑠𝑡𝑡𝑒𝑠𝑡2 + 𝑆𝐷 𝑝𝑟𝑒𝑡𝑒𝑠𝑡2)/2 
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classification of the ES was used as a performance benchmark to facilitate the 
interpretation of results between the experimental groups. 
Table 6.1: Magnitude of effect size 
Izard and Jeffery (2003) 
Effect size Range Descriptor 
< 0.2 0.0 – 0.14 Very Small 
0.2 0.15 – 0.44 Small 
0.5 0.45 – 0.74 Medium 
0.8 0.75 – more Large 
6.4.1 Effect sizes for different course delivery modes  
The overall effect size was calculated from the anchored estimates for the mean and 
standard deviations of the main experiments’ pre- and post-tests. Table 6.2 shows the 
mean ability values for all participants in the pre-test as m= 1.24 and the post-test as m= 
1.49. Based on the classification in Table 6.1, the overall ES of the instructional 
treatments was ES= 0.21 indicating small effects on the participants’ performance. The 
slight increase in the mean ability estimates from the pre- to the post-tests by 0.25 logits 
corroborates with that which was previously observed from the variable maps analysis in 
section 6.2.  
Table 6.2: Participants’ mean ability estimates 
All Pre-test  Post-test  
Number of participants 41 
Mean  1.24 1.49 
SD 1.13 1.26 
ES 0.21 
Descriptor Small  
For further validation, a two dependent sample t-test was performed on the pre- 
and post-test logit ability estimates. The result of performing this test produced a p-value 
of 3.7% which indicates that learning had occurred in the form of improved abilities. The 
use of the t-test is validated by the fact that the Rasch method produces interval rather 
than simply ordinal measures. This result is further confirmation of that which was 
observed from the performance analysis in sections 6.2, 6.3 and 6.4.   
The next section presents the ES of the instructional treatments calculated for the 
groups from each of the delivery modes.   
The ES calculated for the participants who received instruction under the F-2-F 
delivery mode is shown in Table 6.3. Participants’ mean ability in the pre-test was m= 
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1.15, which was increased, by 0.23 logits, to m=1.38 in the post-test. The ES of 0.18 
indicates that the F-2-F mode had small effects on the performance of the participants. 
Table 6.3: Participants’ mean ability estimates (F-2-F) 
 
 
 
Similarly, the ES for the computerised group was categorised as small ES= 0.29 
(Table 6.4). Although there was an increase in the participants’ mean abilities from the 
pre- to the post-test by 0.33 logits, the computerised mode had small effects on their 
performance. However, the computerised mode had a larger ES value than the F-2-F, 
indicating a stronger effect on participants’ performance.  
Table 6.4: Participants’ mean ability estimates (computerised) 
 
 
 
 
As for the blended group, Table 6.5 shows that the blended mode had a very small 
effect on the participants’ cognitive performance, ES= 0.13. Although the pre-test mean 
ability m= 1.25 had increased by 0.15 logits to m= 1.40 in the post-test, the very small 
effect size indicates that the blended mode was not as effective as other delivery modes 
in improving participants abilities.  
Table 6.5: Participants’ mean ability estimates (blended) 
 
 
 
 
Although the overall ES for the effectiveness of delivery modes in improving 
participants’ performance is found to be small, the analysis shows the variation in the 
F-2-F Pre-test  Post-test  
Number of participants  16 
Mean  1.15 1.38 
SD 1.26 1.37 
ES 0.18 
Descriptor Small  
Computerised  Pre-test  Post-test  
Number of participants  14 
Mean  1.33 1.66 
SD 1.09 1.17 
ES 0.29 
Descriptor Small  
Blended   Pre-test  Post-test  
Number of participants  11 
Mean  1.25 1.40 
SD 1.09 1.27 
ES 0.13 
Descriptor Very small  
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degree of effects of the delivery modes. Figure 6.4 shows the mean ability estimates and 
effect size for each of the delivery modes.  
 
Figure 6.4: Mean ability and effect size estimates for course delivery modes 
The computerised mode had the highest mean and ES estimates among other 
delivery modes, even higher than the overall value, while the blended mode had a slightly 
higher mean value than the F-2-F mode, the latter reported a higher ES value proving its 
effectiveness over the blended mode. Therefore, the blended mode is the least effective 
delivery mode in improving participants’ performance when acquiring DFD concepts. 
6.4.2 Effect size for individual cognitive preference  
The analysis for participants’ performance of the cognitive preference groups was 
conducted based on the two dimensions of Riding and Cheema (1991), wholist-analytic 
and verbaliser-imager. The ES was calculated to determine the effects of treatments on 
each of the cognitive preference group. Table 6.6 shows the results for the wholist learners 
which had a very small effect (ES= 0.12) from the instructional interventions. This is 
evidenced by the difference in the mean ability estimates by 0.15 logits from the pre- to 
the post-test.       
Table 6.6: Mean ability estimates and ES for wholist learners 
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Wholist  Pre-test  Post-test  
Number of participants  26 
Mean  1.30 1.45 
SD 1.25 1.34 
ES 0.12 
Descriptor Very small  
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However, the instructional interventions had a stronger effect on the analytic 
learners than the wholist (Table 6.7). The small ES of 0.40 is supported by the increase 
in participants’ mean ability, by 0.41 logits, from the pre- to the post-tests.  
Table 6.7: Mean ability estimates and ES for analytic learners 
 
 
 
Similar to the wholist learners, verbalisers had a very small effect from the 
experimental interventions ES= 0.14 (Table 6.8).  
Table 6.8: Mean ability estimates and ES for verbaliser learners 
 
 
 
 
On the other hand, a small ES 0.35 is observed for the imager group (Table 6.9). 
There was an increase in the mean ability estimates by roughly 0.41 between the pre- and 
post-tests, the same difference observed with the analytic group.  
Table 6.9: Mean ability estimates and ES for imager learners 
 
 
 
Overall, the ES for the cognitive preference groups ranged between very small 
and small indicating no significant effects found among the different groups. The graph 
in Figure 6.5 depicts the variation in the mean and effect size between the cognitive 
preference learners. While the verbalisers had the highest mean value, m= 1.58, the 
analytics reported the highest ES= 0.40. However, the imagers had the lowest mean 
estimate m= 1.34 and the wholist had the lowest ES= 0.12.      
Analytic   Pre-test  Post-test  
Number of participants  15 
Mean  1.14 1.55 
SD 0.93 1.15 
ES 0.40 
Descriptor Small  
Verbalisers    Pre-test  Post-test  
Number of participants  26 
Mean  1.42 1.58 
SD 1.13 1.29 
ES 0.14 
Descriptor Very small  
Imagers     Pre-test  Post-test  
Number of participants  15 
Mean  0.93 1.34 
SD 1.11 1.23 
ES 0.35 
Descriptor Small  
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Figure 6.5: Mean ability and effect size for cognitive preference learners 
The next section presents the effects of the instructional treatments within the 
cognitive preference groups. The comparison was based on the mean ability and ES in 
order to determine if any of the groups performed better under a delivery mode compared 
to the other modes, i.e. wholist: F-2-F versus wholist: computerised versus wholist: 
blended. 
6.4.2.1 The wholist group  
The effects of the instructional treatments on the wholist learners ranged from very small 
to small as shown in Table 6.10. The wholist learners who received the computerised 
treatment performed better than their counterparts in other modes ES= 0.39.      
Table 6.10: Mean ability estimates and ES within the wholist learners 
 
 
 
 
In fact, the graph in Figure 6.6 shows the wholists in the computerised group to 
be the best performers in both the pre- and post-tests. The wholist participants in the 
blended treatment were the second-best performers followed by the worst performing 
group from the F-2-F group, reporting a negligible ES of 0.05 and 0.01 respectively. Thus, 
the computerised mode was the most effective modality for the wholist learners.  
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Figure 6.6: The changes in mean ability estimates (wholists) 
6.4.2.2. The analytic group  
The ES for the instructional treatments on the analytic learners ranged from small to large 
(Table 6.11). Interestingly, the F-2-F mode had greater effects on the analytic group ES= 
0.91 who had a higher average in their post-test, m= 2.11, than the pre-test, m= 1.46, 
shifting their location on the logit scale by 0.65 logits.      
Table 6.11: Mean ability estimates and ES within the analytic learners 
 
 
 
 
As shown in Figure 6.7, although the analytic-blended learners were the worst 
performing group in both the pre- and post-tests, the treatments had stronger effects on 
their performance (ES= 0.38) than their counterparts in the computerised group (ES= 
0.17). There was 0.3 logits difference in the mean ability for the analytic-blended learners 
from the pre- to the post-test (m= 0.59 to m= 0.89). However, the mean ability for the 
analytic-computerised group increased from m= 1.18 in the pre-test to m= 1.42 in the 
post-test, a difference of almost 0.24 logits  on the measurement scale. Overall, the F-2-
F mode had substantial effects on the analytic participants compared to the other delivery 
modes. 
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Number of participants  6 5 4 
Mean  2.11 1.42 0.89 
SD 0.72 1.61 0.81 
ES 0.91 0.17 0.38 
Descriptor Large Small  Small 
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Figure 6.7: The changes in mean ability estimates (analytics) 
6.4.2.3 The verbaliser group  
As for the verbalisers, the ES of the treatments was between very small and medium 
(Table 6.12). The largest ES was for the verbalisers who were given the computerised 
treatment ES= 0.45. Figure 6.8 further supports the improved performance of this group 
who did their best in both tests. The mean ability estimates for the verbalisers-
computerised learners increased by 0.34 logits from m= 1.62 in the pre-test to m= 1.96 in 
the post-test.     
Table 6.12: Mean ability estimates and ES within the verbaliser learners 
 
 
 
 
The graph also shows the poor performance of the verbalisers under the blended 
mode compared to their counterparts in the F-2-F mode. In fact, the trivial ES= -0.05 for 
the verbaliser participants who received the blended treatment is the worst ES among all 
other cognitive preference groups. Generally, the computerised treatment was the most 
effective mode for the verbaliser participants, whose performance was remarkably better 
than their counterparts in other delivery modes. Although the F-2-F and blended modes 
had very small effects, the performance of the F-2-F-verbaliser was better than the 
blended-verbaliser group.      
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Number of participants  11 8 7 
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Figure 6.8: The changes in mean ability estimates (verbalisers) 
6.4.2.4 The imager group  
The ES of the treatments on the imager learners was categorised as small and large (Table 
6.13). Interestingly, the most effective delivery mode for this group was blended, which 
had a substantial ES of (ES= 0.76). This is evidenced by the huge improvement observed 
in their performance during the post-test compared to the pre-test as shown in Figure 6.9. 
The difference in their mean abilities estimates by 0.54 logits from the pre- to the post-
tests (m= 1.09 and m= 1.63 respectively) indicates the effectiveness of the blended 
treatment on their improved performance.        
Table 6.13: Mean ability estimates and ES within the imager learners 
 
 
 
 
It was expected that the computerised mode would be the most effective for the 
imager learners who prefer to learn from visual representations. Surprisingly, the 
difference in the mean ability estimates, by 0.38 logits, for the imagers who received the 
F-2-F treatment (pre-test m= 0.78 and post-test m= 1.16) is slightly higher than that of 
their counterparts in the computerised treatment by 0.35 logits (pre-test m= 0.94 and post-
test m= 1.29).  
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Figure 6.9: The changes in mean ability estimates (imagers) 
This implies stronger effects of the F-2-F mode ES= 0.31 than the computerised 
mode ES= 0.23. This indicates that the F-2-F mode was more effective for imagers than 
the computerised mode which was expected to facilitate their knowledge-acquisition in 
the sense that it would, with the help of ICT tools, provide the required visual aids for 
their learning. Overall, the blended mode had immensely improved the performance of 
the imager learners compared to the F-2-F and computerised modes.   
In general, the comparisons between and within the participating groups showed 
the variation in participants’ performance under the three instructional environments. It 
also confirmed the reliability of the tests in challenging a wide range of abilities as 
previously discussed in section 6.2. The next section reveals further details regarding the 
extent of each delivery modes in facilitating DFD knowledge acquisition. 
 6.5 Analysis of Kid Maps  
The QUEST kid map was used to evaluate the performance of individual participants in 
relation to the tests-items. It provided a finer-grained analysis regarding the level of 
effectiveness for each delivery mode in facilitating knowledge acquisition by the 
participants who had varied cognitive preferences. Figure 6.10 is an example of a QUEST 
kid map which visualises the performance of an individual participant in relation to the 
test-items. The top right corner of the map provides indices of the participant’s ability 
estimate, fit statistic and the percentage of the achieved scores. The horizontal dashed 
lines determine the participant’s ability band as expected by the Rasch model, and the 
three XXX between these denotes the location of the participant on the logit scale.  
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Figure 6.10: An example of QUEST kid map 
The test-items that have been successfully achieved by the participant are plotted 
on the left side of the map. The distribution of the items is presented hierarchically with 
the easier items, which were expected by the Rasch model to be achieved, at the bottom 
end and the most difficult items, which were not expected to be achieved, at the top end 
of the map. The right side of the map shows the distribution of the items that were not 
achieved by the participant plotted as the easiest items, that were not expected by the 
Rasch model to be missed at the lower end and the hardest items that were expected to be 
missed at the upper end of the map.  
The spread and number of the valid post-test items from the main experiment 
across the skill development matrix are shown in Table 6.14. Based on the change of 
ability estimates conducted in section 6.3, the best and worst performers from each 
delivery mode were selected to evaluate and compare their performances using the 
QUEST kid maps. This is intended to investigate how well each of the delivery modes 
facilitates DFD knowledge for participants with different abilities.    
 
 
 184 
 
Table 6.14: Allocation of valid test-items on the skill development matrix 
(main experiment-post-test) 
 
DICH refers to dichotomous test-items 
PC refers to partial credit test-items  
To facilitate the performance comparison, three test items were selected based on 
their location on the skills development matrix - items 33, 28 and 36. Each item was 
intended to measure different DFD knowledge and skills. The difficulty levels of the 
selected items were easy, medium and difficult. Furthermore, based on the participants’ 
responses, the QUEST software identified the most difficult and the easiest items in the 
test. With reference to the variable map analysis presented in section 5.8.3 in Chapter 5, 
item 32 was identified as the most difficult item for participants during the post-test. 
Therefore, it was decided to include this item in the performance comparison in order to 
observe how participants performed in these particular items. Table 6.15 shows the 
selected items, their format, the types of knowledge and skills that were intended to be 
measured by the items and their difficulty levels.  
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Table 6.15: Selected items for performance comparisons 
Selection 
criteria 
Test-
item 
Item 
format 
Type of 
knowledge 
Type of 
skill 
Knowledge 
band 
Difficulty 
level 
Skills 
development 
matrix 
33 PC Declarative Verbal 
information  
Band A Easy 
28 DICH  
Procedural 
Intellectual Band C Medium 
36 PC  
Cognitive 
strategy  
Band E Difficult 
QUEST 
software 
32 DICH Band D Medium- 
difficult 
 
With reference to the delivery modes, the analysis of kid maps will be presented as 
follows:   
• F-2-F, 
• Computerised  
• Blended  
6.5.1 Analysis of kid maps for the F-2-F delivery mode 
The kid map for one of the most able participants, identified as 4412, who received the 
F-2-F treatment, is shown in Figure 6.11. The participant was from the analytic group and 
had a statistical fit of 1.21, indicating a good fit to the Rasch model. The estimated ability 
for the F-2-F analytic learner was 2.60.  
The participant was able to achieve most of the test-items successfully including 
the most difficult item in the test as identified by QUEST, item 32. However, as expected 
by the Rasch model, the participant was not successful in answering item 36, which was 
the most difficult item on the matrix. Unexpectedly, the participant failed to provide 
correct responses for four items, 23, 30, 24 and 16, which were predicted by QUEST to 
be achieved by the respondent. Possibly a lack of time or tiredness may have caused the 
participant to provide incorrect responses for those particular items. Overall, the F-2-F 
mode facilitated the acquisition of the DFD concepts which involved a variety of simple 
and complex knowledge and skills for participant 4412. This result supports that which 
was previously found from the mean ability and ES analyses for the F-2-F mode being 
the most effective delivery mode for the analytic learners (see section 6.4.2.2).  
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Figure 6.11: Predicted performance for participant 4412 
 
On the other hand, the performance of one of the least able participants from the 
F-2-F group is shown in Figure 6.12. Participant 4419 was identified as a wholist learner. 
While the statistical fit indicates a good fit to the Rasch model 1.28, the very low ability 
estimate -0.57 indicates that this participant performed poorly under this mode. Unlike 
participant 4412, it appeared that participant 4419 was not able to succeed in achieving 
most of the items in the test. Only a few easy items and four difficult items were answered 
by the participant. It was possible, though, for the participant to provide a correct response 
for item 28 which had a medium degree of difficulty. As expected by the Rasch model, 
the participant had difficulty in addressing the easiest item 33, and the most difficult items 
36 and 32. Thus, the F-2-F mode did not improve the performance of the wholist learner 
as effective as it did with her counterpart analytic learner. This confirms the very small 
ES found earlier for the F-2-F mode on the wholist learners (see section 6.4.2.1).       
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Figure 6.12: Predicted performance for participant 4419 
6.5.2 Analysis of kid maps for the computerised delivery mode  
As presented earlier in section 6.4.1 in this chapter, the computerised mode was found to 
be the most effective delivery mode among other modes. The kid map for the best 
performer who was given the computerised treatment is depicted in Figure 6.13. The 
ability of the verbaliser learner who is identified as 4410, was estimated at 2.87 logits. 
The participant performed remarkably well on almost all of the test-items, 
including the most difficult item predicted by QUEST, item 32, which was not achieved 
successfully by the majority of the respondents. The spread of test-items along the 
measurement scale on the left side of the kid map showed the high ability of the 
participant in providing correct responses for the items with the different difficulty levels. 
The participant was successful in responding to all of the items selected for the 
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performance comparisons. Interestingly, the high performing participant was not able to 
answer items 4 and 16. As predicted by the Rasch model, both items were expected to be 
achieved by the participant based on her ability. A further investigation into those items 
revealed that they were both dichotomous items intended to measure the same concept 
‘the DFD decomposition concept’. 
 
Figure 6.13: Predicted performance for participant 4410 
 
This result indicates that the participant was not able to acquire the procedural 
knowledge that was intended to enable her to master this particular skill. Perhaps some 
of the design specifications used to present this concept in the eTutorial module needed 
to be improved so as to align with her cognitive preference. Alternatively, a change in the 
format of the item into a PCM format would possibly provide a better evaluation through 
the responses given by the participant in terms of her understanding of this particular 
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concept. Generally, the computerised mode was very effective in delivering DFD 
knowledge for the verbaliser learner. This result confirmed the large ES estimates found 
earlier in sections 6.4.1 and 6.4.2.3 of this chapter.  
In contrast, the poor performance shown in Figure 6.14 is for the least able 
participant (4425), who received the same treatment. The participant is identified as an 
imager learner who had an ability estimate of -1.05 and a statistical fit of 1.06. The 
participant was able to provide correct responses for only eleven items.  
 
Figure 6.14: Predicted performance for participant 4425 
This indicates that the computerised mode had facilitated the acquisition of 
declarative knowledge only for the imager learner. Unexpectedly, some of the medium 
difficulty items, including item 28, were successfully achieved by the participant. As the 
difficulty of items increased, the probability of the participant providing correct responses 
decreased. Therefore, the computerised mode did not improve the performance of the 
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imager learner as effectively as it did for other learners. This result confirmed the lowest 
ES reported earlier for the computerised mode on participants’ performance compared to 
other delivery modes (see section 6.4.2.2).       
6.5.3 Analysis of kid maps for the blended delivery mode  
Participant 4420 was identified as a wholist learner and one of the best performers who 
was given the blended treatment. The kid map in Figure 6.15 shows the participant’s 
ability estimate at 4.35 indicating the remarkable performance of the participant.     
 
Figure 6.15: Predicted performance for participant 4420 
The wholist learner was able to achieve all test-items successfully except for item 
22 which was deemed by the Rasch’s expectation as an easy item for the participant. Item 
22 was designed to test the ability of participants on procedural knowledge intended for 
a cognitive strategy skill that required participants to identify sub-tasks and recognise 
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unstated assumptions (Band D). Given that the participant was successful in achieving 
more of the harder test-items than this item, perhaps a language barrier such as unfamilier  
terms caused the participant to be confused and therefore missed the opportunity to 
answer this item. In general, the blended treatment had substantially improved the 
performance of the wholist learner.   
However, the blended mode was not effective for the least able participant (4405). 
The ability of the analytic learner was estimated at -0.28 as depicted in Figure 6.16. It 
appeared that the participant was able to provide correct responses for most of the easy 
items, including item 33, and a few of the medium difficulty items.  
 
Figure 6.16: Predicted performance for participant 4405  
 
However, the participant had difficulty in addressing medium and difficult items, 
including items 28, 36 and 32. This result further confirmed the previous results found 
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regarding the ineffectiveness of the blended mode compared to other delivery modes (see 
section 6.4.1). 
So far, the kid map analysis revealed the extent of effectiveness for each of the 
delivery modes on the performance of the participants. The analysis obtained from the 
kid maps confirmed what was found from the mean ability and ES analyses conducted 
earlier for the participating groups. The following section presents the result of the 
interactive effects between the variables under investigation.       
6.6 The interactive effects  
As explained in Chapter 4, the pre-test aimed to assess participants’ prior domain 
knowledge of DFD concepts. Their cognitive performance was then measured through 
the difference between the pre- and post-tests logit estimates in order to examine the 
change in their abilities. Table 6.16 shows the pre-test mean ability estimates for the 
cognitive groups.   
Table 6.16: Average of the pre-test estimates for the cognitive groups 
 
Cognitive preference groups  
Pre-test 
N Mean SD 
All  41 1.24 1.13 
Wholist  26 1.30 1.25 
Analytic  15 1.14 0.93 
Verbaliser  26 1.42 1.13 
Imager  15 0.93 1.11 
 
The levels of prior domain knowledge observed from Table 6.16 showed that the 
verbalisers outperformed other groups with an average performance of m=1.42 followed 
by the wholist group m= 1.30 while the least performing groups in the pre-test were the 
imagers m=0.93 and analytics m= 1.14. These effects have been observed in detail in 
section 6.4.2. However, as participants’ abilities increased during the post-test, there was 
an interaction observed between the course delivery mode and cognitive preference 
influencing their performance. Figure 6.17 shows the interaction of the cognitive 
preference groups under the three delivery modes based on their mean ability estimates.  
The analytic group performed their best under the F-2-F mode, m= 2.11, 
compared to their counterparts in the computerised mode, m= 1.42. The analytic learners 
were the worst performers under the blended mode, m= 0.89. The verbaliser group was 
the top performer when given the computerised treatment, m= 1.96 yet their counterparts 
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were the second-best performers under the F-2-F mode, m= 1.50 and the second worst 
performers under the blended mode, m= 1.27. 
 
Figure 6.17: Interactive effects of course delivery mode and cognitive preference 
 
The best performing group under the blended mode was the wholists, m= 1.69, 
who performed slightly better than the imagers, m= 1.63. The imagers also had their best 
performance under the blended mode while the wholists who received the computerised 
treatment were the second best performers, m= 1.81, and the imagers who received the 
same treatment were the worst performers, m= 1.29, among other participants. The worst 
performance for the wholist group was under the F-2-F mode, m= 0.97, followed by the 
imagers, m= 1.16. 
6.7 Chapter summary   
This chapter presented the results of the cognitive performance of the cohorts who had 
different learning preferences and received their instruction through different delivery 
modes. The analysis of the participants’ abilities showed the variation of performances 
among the experimental studies. The measurement of the cognitive performance of the 
participants in the main experiment showed consistent positive changes in their abilities. 
The mean ability and ES analyses provided results regarding the magnitude of the 
treatments’ effects on the performance of the groups. Results obtained from performance 
comparisons between and within the groups confirmed the interaction between the course 
delivery modes and the participants’ cognitive preferences. It also showed the extent of 
its impacts on performance. The next chapter presents the findings and provides a 
discussion.  
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Findings and Discussion 
Introduction  
Chapters 5 and 6 presented the results based on the empirical data obtained from the series 
of quasi-experimental studies which were conducted in the HE context of Saudi Arabia. 
The interaction between course delivery mode and individual cognitive preference has 
shown to impact participants’ cognitive performance in their acquisition of DFD 
knowledge. This chapter presents the answers to the research questions and provides a 
discussion on the findings.  
The chapter is outlined as follows: 
• Answers to the research questions,  
• Discussion 
• Summary. 
 
  
7.1 Answers to the research questions 
To answer the research questions, a prescriptive ISD model was developed based on 
Branson et al. (1975) ISD framework. The empirical data was collected through a series 
of quasi-experimental studies in an authentic learning setting at four HE institutions. The 
Rasch measurement approach was adopted for the data analysis during the 
implementation and evaluation phase of the ISD model. The calibration and validation of 
the test instruments were established through the developmental refinement stages of the 
assessment measures. Performance analysis was conducted through a combination of the 
Rasch model, mean ability and Cohen’s ES analyses.  
Accordingly, the proposed prescriptive ISD model had been externally validated 
through the ratification of its elements during the repeated experimental trials. The model 
robustly captured the effects on learners’ performance under the three instructional 
delivery modes. This holistic approach enabled the examination of the likely interactional 
effects of the variables under investigation. Interpretations obtained from this 
7 
 
Chapter 
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experimental research are based on two key assumptions. Firstly, authentic learning 
occurs under the three instructional modes since all aspects of the learning experiences 
are considered identical or as similar as possible. The only difference was in the 
instruction being delivered through different modes. Secondly, no cheating deducted 
during the pre-and-post-tests. Consequently, answers for the research questions are 
presented below.  
The key question guiding this thesis was:  
What are the interactive effects of instructional delivery modes and 
individuals’ cognitive preferences on their learning performance?  
The results confirmed the interactional effects between the delivery modes and cognitive 
preference on the acquisition of DFD concepts. The interactivity of the variables was 
initially observed from the QUEST variable maps analysis. The level of the items’ 
difficulty and the participants’ abilities changed from the pre- to the post-test. The results 
proved the decrease in the difficulty levels for the post-test-items and the increase in the 
participants’ abilities after receiving the instructional interventions (see Figures 6.1 and 
6.2 in Chapter 6). The increase in ability enabled the participants to provide correct 
responses for the items that were difficult for them to achieve during the pre-test. While 
the observed changes in the items’ difficulty and the participants’ ability estimates did 
not provide definitive conclusions that learning has occurred, it was an indication that the 
course delivery modes interacted with the participants’ cognitive preference resulting in 
an improved performance for many participants.  
The interaction between the variables was confirmed through the measurement of 
participants’ cognitive performance which revealed the changes in ability estimates from 
the pre- to the post-tests. It was found that the majority of participants gained positive 
values when their post-test mean ability estimates were subtracted from their pre-test 
estimates (see Figure 6.3 in Chapter 6). The negative values reported for some participants 
is another indicator of the interactional effects, however, in this case, it negatively 
impacted their performance. This indicates that the interaction between the variables has 
mostly positive effects on learners’ performance. 
It is evident that learners’ performance was influenced by the interaction between 
the delivery mode and their propensity towards their preferred style during the instruction. 
Performance comparisons between and within the participating groups based on the 
analysis of mean ability, ES and QUEST kid maps confirmed the interactive effects of 
the interaction (see Figure 6.17 in Chapter 6). The variation in the performances under 
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the different experimental treatments and between the participants who had various 
preferences proved the differential impacts that had been caused by the interaction.  
Moreover, the results suggest that the effects on performance are related to the 
nature of the interaction. It was observed that the higher the level of interactivity between 
the delivery modes and preference, the better the performance of the individual on the 
test on average. The substantial improvement in participants’ post- test means ability 
estimates, such as the case with the analytic learners who were given the F-2-F treatment, 
the imagers who received the blended treatment and the verbalisers who received the 
computerised treatment, suggested a high-level of interaction between the variables 
which positively impacted the participants’ performance. However, the negligible ES 
estimates found for some groups, such as the verbaliser and wholist learners who received 
the blended and F-2-F treatments respectively, suggested a low-level of interactivity 
which possibly adversely influenced their performance. Overall, the varied pattern of 
performances confirmed the dynamic interplay between the variables and the extent of its 
effects on the performance.  
7.1.1 Answers for the first sub-question  
 The first sub-question for this thesis was: 
Under which validated instructional delivery modes does the instruction 
result in efficient learning, and which cognitive preference group did better 
with which delivery mode?  
The first part of the question sought to find answers regarding the level of effectiveness 
for the instructional delivery modes in facilitating the acquisition of different types of 
knowledge. Efficient learning is defined in the context of this thesis as the ability of the 
learner to acquire the intended knowledge and the associated skills required to improve 
her overall cognitive performance outcomes. Thus, answers to this question rely on the 
performance evaluation from the QUEST kid maps, the mean ability and ES analyses.  
The kid maps analysis shows that all of the instructional delivery modes had the 
same level of effectiveness for facilitating declarative knowledge (Band A and B on the 
skills development matrix). This finding implies that verbal information and intellectual 
skills can be enforced if the instruction is delivered by any of the delivery modes. When 
comparing between the groups, all of the best performers were able to answer the easy 
item (see Figures-6.11, 13 and 15 in Chapter 6). The same observation was for the least 
able participants except for the participant from the F-2-F mode who was not successful 
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in addressing the easy item (see Figures 6.12, 14 and 16 in Chapter 6). Therefore, the 
ICT-based delivery modes (computerised and blended) were more effective than the F-2-
F mode when delivering declarative knowledge.    
As the complexity of knowledge and the difficulty of test-items increased, 
variations in the effectiveness between the delivery modes was observed. All of the best 
performers from the three delivery modes were able to provide correct responses for the 
medium and difficult items (see Figures 6.13 and 15 in Chapter 6). However, the best 
performer from the F-2-F mode was not successful in providing a correct response for the 
difficult item on the matrix (see Figure 6.11). Therefore, the F-2-F mode was not as 
effective as other delivery modes in facilitating complex procedural knowledge (Band E) 
for the high-performing participants.    
In the case of the least able participants, it was found that, unlike the blended 
mode, the F-2-F and computerised modes had facilitated the required procedural 
knowledge (Band C) for addressing a medium difficulty item for this group. Accordingly, 
the blended mode is not effective in delivering procedural knowledge that was intended 
to promote an intellectual skill for the low-performing participants.   
Interestingly, none of the worst performers from all of the three delivery modes 
provided correct responses to the difficult items. Therefore, it was not possible to draw 
definitive conclusions regarding the extent of effectiveness for the delivery modes in 
facilitating complex procedural knowledge (Band E) for participants with poor 
performance.   
However, the comparison between the ES estimates for the performances of 
participants among the delivery modes confirmed the effectiveness of the computerised 
mode over other modalities. The computerised mode was highly effective in facilitating 
the acquisition of DFD concepts which involved simple and complex knowledge that 
required the participants to employ their higher order skills. 
 The second part of the question aimed to provide answers regarding the best 
performance for each of the cognitive preference group under the three delivery modes. 
The ES estimates ranged between very small and small for the performance of the 
cognitive preference groups. Overall, the analytic learners performed the best among 
other groups followed by the imagers. The verbaliser and wholist learners were the worst 
performing groups.     
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The performance comparison within the cognitive preference groups showed that 
the computerised mode was the most effective for the wholist learners while the blended 
and F-2-F modes had a very low level of effectiveness on their performance.  
The performance of the analytic learners was remarkably impacted by the F-2-F 
mode indicating its high-level of effectiveness for this group. Both the computerised and 
blended modes had small effects on the performance of the analytics. However, the 
blended mode was more effective in facilitating their knowledge acquisition. 
The computerised mode was highly effective with the verbaliser learners 
compared to the low level of effectiveness observed for the blended and F-2-F modes.  
The blended mode had immensely impacted the performance of the imager 
learners proving its efficiency for this group compared to the F-2-F and computerised 
modes.  
7.1.2 Answers for the second sub-question  
 The second sub-question was: 
 To what extent do changes occur in learners’ cognitive instructional 
performance? 
The question sought answers to the level of the effectiveness for the proposed ISD model 
in terms of its impacts on learners’ performance. Results showed the model had 
influenced a wide spread of abilities. It was found that the model’s effect on the 
participants’ performance ranged between very small, small, medium and large. The 
imagers who received the blended treatment and the analytics who received the F-2-F 
treatment had the largest effects among all other groups. The ISD model had a medium 
ES on the verbalisers who were given the computerised mode. The majority of the 
performance changes resulting from the instruction was described to be between small 
and very small. The small ES was found for the wholists who had the computerised 
instruction, the analytics who received the computerised and blended modes and the 
imagers who had the F-2-F and computerised treatments. The model had minimal effects 
on the wholists and verbalisers who received the F-2-F and blended instruction.  
7.2 Discussion 
The discussion will be presented based on the knowledge domains that underpin this 
investigation. It can be outlined as follows: 
• Instructional systems design (ISD) 
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• Community culture (CC) 
• Cognitive psychology 
• Human-computer interaction (HCI) 
• Cognitive performance measurement  
7.2.1 Instructional systems design (ISD) 
It is recommended, when designing the ICT-based instruction for HE, to take into account 
the confirmed interactional effects found from this thesis. The investigation was 
conducted in light of what Gagné (1985) considers as an external factor (instructional 
delivery mode) and an internal factor (learners’ cognitive preference) and their effects on 
the cognitive performance outcomes. Thus, as the results suggested, the effectiveness of 
the ePedagogical practices within the HE context is best improved through such a holistic 
approach. The adoption of the prescriptive ISD model, which extended Branson’s 
framework through the specifications of its components, has shown to improve the design 
practices for this thesis. For an optimised application of ICT tools, this thesis adopts an 
integrative design approach of various elements from different theoretical views. The 
optimal performance of learners was achieved when the design combined elements from 
various theoretical views. Table 7.1 summarises the effective ePedagogical practices from 
this thesis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
The effectiveness of the ePedagogical practices within the HE context is 
best improved through the adoption of a prescriptive holistic approach 
which optimises the use of ICT tools by integrating various components 
from different theoretical views. 
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Table 7.1: Effective ePedagogical practices 
Key issues in ISD  Theoretical views Proposed effective ePedagogical practices 
ISD model Branson’s et al. 
(1975) framework 
The prescriptive ISD model which extended Branson’s et 
al. general framework facilitates the design of the ICT-
based instruction by following the prescriptive steps 
during the key ISD stages.   
Design of 
instructional 
content 
Gagné’s conditions 
of learning theory 
*Gagné’s nine events of instruction structured the 
learning materials to be aligned with other strategies to 
optimise the use of ICT tools.    
*The lesson plan and tasks’ analysis align effectively 
with the instructional outcomes when they are designed 
in a hierarchal structure in which the complexity of 
knowledge is introduced to the learners sequentially.     
*The application of the skill development matrix is 
highly effective during the design and evaluation stages 
of the ISD model.  
Design of 
instructional 
strategies 
Reigeluth’s 
Elaboration Theory 
 
The adoption of a sequential approach is efficient for a 
better alignment of the design and assessment practices. 
It structures the instructional content, which involves 
different types of knowledge ranging in nature from 
simple to complex, for participants with various abilities.     
Design of the 
presentation of 
instructional 
content 
Riding and 
Chemma’s cognitive 
style construct 
*For an effective design, it is recommended to take into 
account the various cognitive preferences embedded in 
learners when they approach learning particular 
knowledge or skill. 
*Intuitive user-friendly design is highly effective in terms 
of employing suitable colours to highlight important 
concepts or structures.  
*The use of two navigational bars on different locations 
is effective in accommodating the different instructional 
needs for learners. 
*Textual blocks and pictures are recommended to 
employ moderately to avoid the cognitive load during the 
instruction.   
 
This view is supported by the work of McKay (2018) in which the appraisal review 
conducted for the existing ISD models found the majority of the studies relied on a single 
ISD model or learning theory. The approach in this thesis adopted theoretical components 
collectively. To elaborate on the implications, the discussion delves a little further into 
the following issues: 
• Sequential design approach  
• ISD model-specification 
• Course delivery modes  
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7.2.1.1 Sequential design approach 
The prescriptive ISD model is integrative in terms of the two-level design view. It 
considers the macro (course design) and micro (tutorial design) levels simultaneously. 
The integrative design approach is an effective strategy that allows a well thought out 
alignment between the elements of design and performance evaluation allowing for agile 
design improvements. On a macro level, the application of Reigeluth’s sequential 
approach when designing the eCourse guided the design and structure of the course 
content. Figure 4.6 in Chapter 4 shows how the design of the eCourse was narrowed down 
into eTutorials which allowed measurable performance outcomes.  
On a micro level (tutorial design), the sequencing strategy was applied in parallel 
with the macro level utilising three key techniques. Firstly, the use of Gagné’s nine events 
of instruction to design the instructional content; secondly, the application of Gagné’s 
task analysis to identify the required skills by which to achieve the expected learning 
outcomes in a hierarchical structure; thirdly, the sequencing technique was the skills 
development matrix which intended to design the tasks across the different learning levels 
proceeding from simple to complex knowledge. The analysis of the QUEST variable and 
kid maps proved this approach to be a highly effective strategy. As diagnostic measures, 
these strategies showed the changes in the participants’ performance as the complexity of 
instruction and the difficulty of tasks gradually progressed.  
 
It was possible to evaluate the functionality of the eTutorial module and identify potential 
areas of deficiency. The sequencing strategy, along with the Rasch measurement 
approach, allowed for agile design improvements. For example, the performance analysis 
of the high-performing participant from the computerised mode showed the instructional 
areas of difficulty for the participant. Unlike the Rasch expectations, the kid map analysis 
showed that the participant failed to provide correct responses for two of the post-test-
items (see section 6.5.2 in Chapter 6). Both items were designed to measure the 
acquisition of the same concept (balanced DFDs) with different item formats. In this case, 
Sequencing of instructional materials is an effective strategy which allows, 
if it is accompanied with an accurate diagnostic measurement approach 
such as the Rasch model, for rapid design modifications corresponding to 
learners’ pedagogical needs.     
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the analyses pointed towards the need to re-design that particular part of the module so as 
to improve its presentation in line with the learner’s preference. Such an approach enables 
instructional designers to evaluate the effectiveness of their design practices reliably and 
make the necessary improvements. Hence, it is concluded that the integrative design 
approach corresponds with Jones’s (2013) recommendation for the adoption of a three-
level approach, micro, meso and macro levels, to guide the efforts of the educational 
technology design. Furthermore, Gruba and Hinkelman (2012) confirmed the 
functionality of this multi-level design for blended learning. The same approach has also 
been introduced when designing for flipped learning (Lee, Lim & Kim 2017). Thus, when 
adopting this integrative design approach, courseware designers will be able to conduct 
an integral evaluation of the design and identify not only effective design practices but 
also the problematic areas that require improvements.   
7.2.1.2 ISD model-specification 
While the proposed prescriptive ISD model is intended for a general application in the 
Saudi Arabian HE context, it reflects a certain degree of specificity. The specifications of 
the major components and the precise description of the key processes and procedures is 
a feature that is lacking from current ISD models (Branch & Kopcha 2014). The step-by-
step description is intended to provide a practical guide for courseware designers to make 
efficient decisions during their design of digital learning experiences for HE. This is 
supported by the call of Branch and Kopcha (2014) for ISD models that reflect a certain 
extent of specificity. Hence, it is suggested 
 
 
The specifications of the model-components are not sufficient to draw a definitive 
conclusion regarding its optimal effectiveness. This is because models that are too 
specific are hard to be reconcilable with their reusability (Downes 2003). However, the 
data revealed compelling evidence for further future investigation of the model 
components and their application in different contexts and samples. Overall, the empirical 
evidence revealed that the prescriptive ISD model has generally functioned well in Saudi 
Arabia’s HE context.  
When developing ISD models to provide a specified guide and precise 
description of the model components acknowledging the targeted learners, 
their contextual environment and the instructional purpose of which it is 
used for. 
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7.2.1.3 Course delivery modes 
With respect to course delivery modes, results suggested that the instruction of the HE 
course of ISA&D, for learners who share a similar base of knowledge with the 
participants in this investigation, is best delivered through the computerised mode. 
Participants’ optimal performance on the acquisition of DFD concepts and skills was 
achieved when they received the instruction through the computerised mode compared to 
other modalities. While most of the existing studies in the literature of HE advocate the 
adoption of the blended mode, (Anderson, Boyles & Rainie 2012; Kiviniemi 2014; 
Tayebinik & Puteh 2013), the computerised mode, as specified in this thesis, proved its 
efficiency in delivering the instructional content that involved a knowledge varied in 
complexity for participants who had different cognitive preferences.  
  
 
 
The widely acknowledged potential of digital technologies to improve learning 
support this finding (Becker et al. 2017; Kirkwood & Price 2014; Lai 2011). The 
integration of ICTs under this delivery mode was effective as it resulted in efficient 
learning. This was reflected, not only in the ability of the participants to acquire the 
intended knowledge and skills, but also in applying their knowledge successfully to new 
situations. The performance analysis confirmed the efficiency of the computerised mode, 
which indicates the effectiveness of the design specifications in facilitating the acquisition 
of complex abstract concepts such as the concepts which existed in the ISA&D course 
and the associated skills required for the practical application of the acquired knowledge.   
With a specific emphasis on IS-courses, the utilisation of digital technologies in a 
computerised mode to conceptualise abstract notions during learning is found to be 
effective. The use of the ICTs to convey the knowledge enhanced the acquisition of the 
practical skills that are expected to be applied in workplace reality. This finding is 
supported by the works of Connolly and Stansfield (2007) and Alexandre Peixoto de 
Queirós and Pinto (2016) in which their findings support the functionality of the 
computerised game-based approach in enhancing programming knowledge and skills.  
The effectiveness of the computerised mode found from this thesis is important in 
two respects. Firstly, the Rasch interpretations revealed the details about the variation of 
The computerised instruction is effective in delivering procedural 
knowledge that involved complex abstract concepts.    
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participants’ performances who had different instructional preferences under this 
particular mode. Participants’ performance was evaluated with reference to the type of 
knowledge, test-items formats and the degree of the tasks’ difficulty achieved for each 
individual participant (see section 6.5 in Chapter 6). Such details allow courseware 
designers to harness and customise the capability of digital technologies around learners’ 
needs.  
Secondly, this finding has an institutional implication in terms of informing key 
administrative and instructional decisions. As explained in Chapter 2, the current 
literature informs us of the growing commercially-driven adoption of eLearning. These 
imperatives impose challenges when deciding on an effective delivery mode that 
accommodates learners’ preferences and best aligns with the intended learning outcomes. 
Findings from this thesis contribute to the area of course delivery decision models 
(CDDM) by providing empirical evidence of the extent of effectiveness for each of the 
delivery modes.   
Previous studies revealed that most of the decisions regarding course delivery 
modes in HE had a strategic focus and were usually made with minimal considerations to 
the learners’ pedagogical needs (Brinthaupt et al. 2014; Edmundson 2012; Jenkins 2013). 
Some studies evaluated the effectiveness of the CDM based on the subject areas (Xu & 
Jaggars 2013b), course disciplines (Atchley, Wingenbach & Akers 2013) or assessment 
strategies and items formats (Bryant, Campbell & Kerr 2003). The evaluation in this 
thesis considers the pedagogical needs based on the cognitive preferences of the learners. 
This evaluation approach allows HE providers to take feasible decisions responding to 
the learners’ instructional needs without influencing the potential financial gains.  
Furthermore, limited studies were conducted to facilitate the decision regarding 
the best delivery modes for IS education. Many of the existing CDDMs were developed 
to facilitate the decision-making process for other disciplines including marketing 
(Sautter 2007), managerial accounting (Zabriskie & McNabb 2007) and business 
management education (Arbaugh 2013). However, the findings emerging from this thesis 
provide future investigations with an initial glimpse towards developing decision delivery 
models for IS instruction. Future research, especially in the context of Saudi Arabia, may 
investigate this area to customise the decision-making process regarding delivery modes.   
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7.2.2 Community culture (CC)  
The contextual environment for this experimental investigation was analysed during the 
analysis stage of the prescriptive ISD model (see Figure 2.4 in Chapter 2). The 
instructional materials were then designed to be situated within the learners' cultural 
context. The variations in performance found from the comparisons between the pre- and 
post-test confirmed the improved performance for participants when they were presented 
with culturally-situated instructional materials.  
 
  
 Tennyson (2001) emphasises ‘uniqueness’ as a critical feature of ISD models. 
Models that are unique imply that the design must fit the specific instructional context for 
which it was developed. Thus, the similarities and differences observed in the 
participants’ performance, who were located in different regions of the Kingdom, imply 
unique interpretations in terms of the subtle cultural effects of the Saudi Arabian 
collective society. For example, the analysis of the participants’ ability showed an 
increased ability for all of the participants during the post-tests (see section 6.2 in Chapter 
6). However, the highest ability increase was reported from participants who were located 
in the eastern province and the western region of the Kingdom. By contrast, participants 
from the capital city of the Kingdom (pilot study 2), shared similarities in the ability 
change estimates with participants from the main experiment who were located at the 
eastern province of the Kingdom. These observations may have emerged due to 
contextual cultural impacts on performance.  
Such performance variations can be interpreted as working towards a specified 
design for culture-specific ISD models, an area that has received minimal attention from 
previous research (Figueroa & Kinuthia 2014). To delineate the design of eLearning 
strategies, future studies can rely on these findings to identify the performance patterns 
based on the geographical location of the learners within the Kingdom to customise their 
instruction. Alternatively, investigations on the cultural effects on learners’ attitudinal 
inclinations towards ICT-based instruction, or regional barriers for ICT adoption, can 
improve culturally responsive design practices. 
For a purposeful learning, it is best to design the ePedagogical practices 
within the learners’ cultural context. 
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7.2.3 Cognitive psychology 
The confirmed interactional effects from this thesis concur with the literature regarding 
the individual differences in instructional preferences. The finding supports the claim that 
not all learners learn in the same way (Graham, Berman & Bellert 2015; Westwood 2017). 
For improved performance, learners prefer to receive their instruction through delivery 
modes that interact effectively with their cognitive preference. This finding is important 
for HE institutions when personalising their instructional environments to optimise the 
learning experiences for their learners. 
 
 
The varied pattern of performances emerging from this thesis provide insights into 
the long existing claim of matching or mismatching instruction to learners’ preferences. 
Some of the findings support the preference matched instruction for improving 
performance. For example, the wholist learners performed their best under the 
computerised mode (see section 6.4.2.1 in Chapter 6). This indicates that some of the 
design features that were developed specifically to accommodate their needs interacted 
positively with their preferences resulting in their improved performance. Perhaps the 
navigational bars which were designed to provide the wholist learners with an overview 
of the eTutorial module assisted them to have a better understanding of the whole picture 
(see Figure 4.8 in Chapter 4).  
Consistent with previous claims (Riding & Cheema 1991), the wholists learners 
appeared to have difficulty with dis-embedding the content. Thus, the use of colours to 
highlight the critical structures or sections of the instructional materials helped them to 
break down the general view into sub-components. Also, the use of diagrams with some 
text as an instructional strategy facilitated their acquisition of the intended knowledge 
when receiving the instruction through the computerised delivery mode.  
Similarly, the best performance for the imager learners was when the instruction 
was delivered according to their preference. As expected, the blended mode in which the 
content was delivered in a combination of pictures and text improved their performance 
(see section 6.4.2.4 in Chapter 6). This finding corresponds with the previous results that 
reported maximised performance of imagers with ICT-based instruction (Chen & Sun 
The design, presentation and delivery of the instructional materials must 
accommodate learners’ various modes of preferences when processing 
information.     
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2012; Chen & Wu 2015; McKay 2000; Riding 2005). Possibly the improved performance 
was because imagers learn best from pictorial representations, which were provided to 
them through the computerised mode. This may also be because the F-2-F mode provided 
them with the support they needed with its structure. Therefore, imagers preferred 
instruction through the blended mode which allowed them to use their intuitive 
information processing approach resulting in their best performance.    
However, other findings did not support matching instruction to learners’ 
preferences. For the verbaliser learners, who were expected to perform well under the 
blended mode since it presented the instructional materials according to their preference, 
their best performance was under the computerised mode (see section 6.4.2.3 in Chapter 
6). This finding is contrary to that of Mohamad (2012) who found a maximised 
performance for verbalisers when instruction matched their preferences. Thi is possibly 
because verbalisers tend to use an elaborated information processing approach that allows 
them to learn best from either heavy text or verbal presentations (Riding & Cheema 1991).   
Another case of mismatching instruction to preferences was found with the 
analytic learners whose best performance was with the F-2-F mode (see section 6.4.2.2. 
in Chapter 6). The design specifications of the computerised instruction were expected to 
be effective for the analytics who prefer to receive instructional content divided into 
sections. Analytics have difficulty in viewing the whole picture and they need additional 
support with instructional content (Chen & Chang 2016). Therefore, the design of the 
eTutorial module intended to facilitate their knowledge acquisition by enabling them to 
integrate the different sections of the overall view. The navigational bars were included 
to allow users to pace their learning, especially for analytic learners who tend to self-pace 
their learning (Mohamad 2012). However, the F-2-F mode had the highest effects on the 
performance of this group indicating its effectiveness for delivering their instruction 
regardless of their preferences. 
These findings are significant with respect to personalising the HE learning 
environment. Understanding the dynamic nature of the interaction of the cognitive 
preference groups under the three delivery modes is instrumental. It provides instructors 
and courseware designers with insights to best target the digital technologies and 
ameliorates the ePedagogical design practices that suit individual learners.  
Although the conventional F-2-F mode has been replaced by the technology-
dependent delivery modes, the results showed that F-2-F mode was an effective medium 
for some learners. This finding can be utilised to further investigate the F-2-F pedagogy 
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to identify certain characteristics that either facilitate or hamper the learning process. 
Results from such investigations could inform the design of the blended mode for a better  
integration of ICTs.  
7.2.4 Human-computer interaction (HCI)   
The confirmed interactional effects from this thesis renewed the need to focus on the 
human dimension involved in the learning process. Therefore, it is recommended to:  
 
 
 
 
The variations of the ES estimates found between and within each of the cognitive 
preference groups provide a better understanding of the dynamic nature of the interaction 
under three instructional environments (see section 6.4.2 in Chapter 6). This finding is in 
line with the calls of Czaja and Sharit (2016), Dillon and Zhu (1997) and McKay (2008) 
for the need to place greater emphasis on the human-machine interaction when designing 
with digital technologies.  
Observing the pattern of interaction implies that ICT tools do have some benefits 
in enhancing performance outcomes. However, these benefits do not equally fall on all 
learners. Therefore, an implication arises from this finding pertaining to the opportunity 
for courseware designers to improve the design of digital learning experiences for some 
disadvantaged learners. For example, the computerised mode was found to be less 
effective for the analytic ES= 0.17 and imager ES= 0.23 learners from this thesis. So, 
when tailoring the instructional programmes to their target learners, courseware designers 
can articulate appropriate instructional strategies by, for example, including more linkers 
or integrators for the analytics and enriching the content with graphics to foster the 
interaction with the ICTs artefacts for those particular learners.     
7.2.5 Cognitive performance measurement  
The effectiveness of the ePedagogical design practices was evaluated in light of the 
participants' performance. The performance measurement was conducted utilising the 
Rasch model. The results obtained from the Rasch analysis provided interpretations 
beyond the learners’ performance.  
Adopt a learner-centred design approach that considers the human-
dimension and the effects of its interaction with the machine dimension 
when designing ICT-based instruction for HE.   
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This is evident in relation to three aspects from this thesis, each of which will be discussed 
below:  
• The ISD model validation  
• Validation of ICT-based assessment 
• Effects of prior domain knowledge 
7.2.5.1 ISD model-validation 
The Rasch analyses provided empirical evidence for the ISD model-validation and the 
inextricably linked performance evaluation. As described in Chapter 2, most of the 
model-validation procedures are conducted mainly in the form of practitioners’ 
testimonies (Branch & Kopcha 2014; Richey 2006; Richey & Klein 2014). The 
empirically validated model from thesis accords with the earlier calls of Branch and 
Kopcha (2014), for more empirical investigation to substantiate ISD model validity under 
different instructional environments. The performance analysis conducted to answer the 
second sub-question for this thesis (see section 7.1.2 in this chapter), showed the various 
model impacts on the resulting instruction. The variation in performance provides 
courseware designers with empirical evidence regarding the practicality of the model in 
relation to the purpose (Barlas 1996; Richey 2006). Such validation showed the 
instructional instances in which the model was most effective thus allowing rapid 
diagnosis for the required modifications to the ePedagogical design practices during the 
major ISD stages.   
7.2.5.2 Validation of ICT-based assessment  
The Rasch-driven validation resulted in valid assessment instruments, which enabled 
measurable performance outcomes. The testing instruments were calibrated and validated 
during the developmental refinement stages to develop a reliable performance 
measurement scale (see section 5.9 in Chapter 5).  
The iterative validation and calibration processes revealed the need for revamping 
the current standardised nature of assessment for ICT-based instruction in HE. This is 
The improvements in the ePedagogical design practices in HE can be best 
driven by the adoption of a performance measurement approach, such as 
the Rasch model, that provides interpretations beyond learners’ abilities.   
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supported by the call from Henderson, Finger and Selwyn (2016) for content reorientation 
and reconceptualisation of ICT-based assessment. As described earlier in Chapter 2 (see 
section 2.13), the dominating assessment approach in educational technology relies 
mainly on interpretations from the classical test theory (CTT). Following the CTT 
approach, learners’ performance is measured with reference to their aggregated raw test 
scores, confining the performance interpretation to their overall achievement (Sondergeld 
& Johnson 2014). 
However, the Rasch model measurement approach provides fine-grained details 
that can be interpreted beyond participants’ performance (Andrich & Marais 2018). In 
the context of this thesis, the Rasch inferences provided insights into the effectiveness of 
the design practices and the construction of test-items that required improvements to 
accommodate learners’ needs and improve their learning experience. For example, the 
Rasch inferences helped with targeting the selection of the appropriate item format that 
would best measure the acquisition of a particular type of knowledge. It was found during 
the developmental item assessment process that the partial credit model (PCM) items 
were more reliable than the dichotomous items (DICH) in measuring the acquisition of 
procedural knowledge. This is because participants had to use their higher order skills to 
demonstrate their ability to acquire this particular knowledge. Thus, with the participants 
who did not acquire the intended knowledge, the PCM items were useful in revealing the 
degree of their responses thereby enabling a better judgment of the possible causes 
affecting their performance.  
Table 7.2 shows the change made to the format of a test-item which was used to 
measure the acquisition of procedural knowledge throughout the experimental studies. 
The intended knowledge aimed to enforce a cognitive strategy skill; the concepts of a 
balanced and complete DFDs (Band E on the skill development matrix). The item was 
initially designed as a DICH item during the trial and pilot study 1. However, during the 
assessment analysis, the item showed statistical anomalies in which the majority of the 
participants were not able to achieve it successfully. The item was then reworded and 
reformatted as a PCM item. The analysis of the PCM item in the subsequent phases 
provided further important details of the degree of participants’ responses on the 
acquisition of this abstract concept, allowing a better articulation of item construction and 
design practices.  
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Table 7.2: The developmental format-change of a test-item  
Research 
phase 
Trial-study Pilot-1 Pilot-2 Pilot-3 
Main 
experiment  
Item format DICH item PCM item 
Test-item 
Match each of the key terms 
listed in column (A) with a 
definition that best fits it 
from column (B) 
Below is an unbalanced set of a 
context diagram and level 0 diagram:  
1. Why is it unbalanced? 
2. Is the set complete? Why?  
Re-draw the diagrams to appear as a 
balanced set. 
 
Some of the issues emerging from this finding relate to the contemporary 
discussions of the best ePedagogical practices in the field of educational technology. It 
appears that far less attention has been given to the iterative assessment and its active role 
as ‘best’ practice to improve the design of ICT-based instruction. Findings from this thesis 
imply that assessment for improvement requires consideration of a measurement 
approach such as the Rasch model. It reveals details by which to develop well-designed 
assessment. The adoption of such an approach appears to turn the focus in the field into 
investigating novel assessment methodologies that align with the more complex 
interactions between the learners and the advanced technologies adopted for the current 
learning environments. It is therefore recommended to place more emphasis on the 
development and validation of ICT-based assessment. 
Overall, future research, especially in the context of Saudi Arabia, can use the 
validated testing measures from this thesis to measure the effectiveness of their 
ePedagogical design practices. Alternatively, future findings can be linked to the same 
unidimensional measurement scale for direct and meaningful comparisons. As suggested 
by Kenneth D. (2012), the Rasch validated instruments can be extended beyond their 
validation. Owning to the Rasch anchoring principle, future studies can draw direct 
comparisons between their results and the anchored estimates of the calibrated items from 
this thesis relying on the same measurement scale. Such comparisons do not only allow 
quicker improvements of the ePedagogical design practices across the kingdom of Saudi 
Arabia but also identify some of the theoretical similarities or differences that may denote 
the significance of cultural effects. It is believed that this thesis is one of the first attempts 
to evaluate the effectiveness of ePedagogical practices using the Rasch model on a 
nationally representative cohort of female learners paving the way for future 
investigations in that particular context.  
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7.2.5.3 Effects of prior domain knowledge 
The sequenced instruction introduced to the learners along with the specific Rasch 
analyses revealed the important effects of prior domain knowledge in facilitating the 
acquisition of new knowledge. Thus, it is suggested for courseware designers to 
 
This is supported by several previous research work including Gagné (1985), 
Reigeluth (1983), Mohamad (2012) and Westwood (2017). Learners’ prior knowledge is 
a key influencing factor that facilitates their acquisition of new learning (Westwood 
2017). According to Gagné (1985), efficient learning occurs when the recall of prior 
learning is stimulated for learners during the instruction. Reigeluth (1983) also proposed 
that the acquisition of new learning will be maximised if it is linked to learners’ prior 
knowledge.   
The analysis of QUEST variable and kid maps and the various effect size found 
for the participating groups confirmed the individual differences in learners’ prior 
knowledge and its impact on their performance (see sections 6.2, 6.4 and 6.5 in Chapter 
6). The analyses reveal the active role of prior knowledge, particularly during the 
acquisition of procedural knowledge, which involves complex and abstract concepts. This 
finding corroborates the previous findings of Hailikari, Katajavuori and Lindblom-
Ylanne (2008) who found an improved performance on an advanced pharmaceutical 
chemistry course for learners who had a deeper level of prior knowledge. Other previous 
studies have also linked optimised learning with learners’ level of prior knowledge 
(Hwang et al. 2017; Mohamad 2012).   
A practical implication arising pertains to the use of learners’ prior knowledge as 
an effective design tool. The kid maps analysis showed the boundaries of the learners’ 
abilities and identified the instructional areas that learners encountered with difficulty 
during their knowledge-acquisition (see section 6.5 in Chapter 6). This served as a 
diagnostic measure allowing for the customisation of learning to support knowledge 
integration based on their level of prior knowledge. Such interpretations can be utilised 
to improve the practical side of the application of eLearning.  
Consider the differences in the level of learners’ prior domain knowledge 
and its effects when designing ICT-based instruction.  
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7.3 Chapter summary 
This chapter presented the answers to the research questions. It discussed the findings in 
light of the knowledge domains that underpin this experimental investigation, and 
highlighted key implications and contextual recommendations. The next chapter 
concludes this thesis.   
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Conclusion 
 
Introduction   
 
The previous chapter addressed the questions driving this research and discussed the 
findings and relevant implications. This chapter commences by highlighting the 
contribution of this thesis to both theory and practice. The limitations are then outlined 
followed by some suggestions for possible future directions.  
The chapter involves the following sections: 
• Contributions 
• Research limitations 
• Suggestions for future directions  
• Concluding remarks 
 
8.1 Contributions 
Continued efforts are required to improve the effectiveness of eLearning application in 
higher education (HE). Findings from this thesis provide insights to practitioners, HE 
providers and policy makers by which to improve the implementation of eLearning. 
Throughout this investigation, theoretical limitations were addressed, in a holistic 
approach, to alleviate the practical impediments. Thus, the identified effective eLearning 
strategies are hoped to help practitioners in the educational technology field, and in Saudi 
Arabia specifically, to better leverage the potential of ICTs. The contributions arising 
from this thesis can be justified on three grounds: theoretical, practical and institutional 
levels. 
 
8 
 
Chapter 
 215 
 
8.1.1 Theoretical contributions 
This research contributed to the body of knowledge of eLearning by confirming the 
interactional effects between the instructional delivery mode and cognitive preference on 
performance outcomes. Unlike previous studies, the interactivity between the variables 
was confirmed through the lens of the conditions of learning theory and its impacts on 
the performance were measured under the auspices of the Rasch measurement theory. In 
light of these key theories, the research evidenced that the manipulation of the external 
factors influencing the learning process, in line with the internal factors, enhances their 
interaction which eventually promotes the learning outcomes. Thus, contributions to 
research can be outlined in at least two major respects. 
Firstly, the thesis enhances our understanding of the nature and level of the 
interaction between the human and technological dimensions which is an instrumental 
aspect in designing effective instructional environments. As outlined in the introductory 
chapter, the HE sector has rarely witnessed high impact effective eLearning applications. 
This is partially because learning in a digital environment is complex in which learners 
deal with a vast range of technologies and information. The interplay between learners 
and the technical components, and its effects on their performance, in this networked 
environment is unclear. Thus, the observed differential impacts from this thesis regarding 
the performance outcomes proved the changing dynamic nature of the interaction under 
different manipulated instructional environments.  
The importance of this interaction assists in improving the effective application 
of eLearning. The results showed the instructional instances that promote purposeful 
learning for many learners. More significantly, it showed how this interactivity between 
the variables hampered the learning process for other learners. Such interaction allows 
courseware designers and HE providers to structure delivery modes around the effective 
strategies that are directly linked to their learners’ needs. This wold therefore leverage the 
ICTs to personalise HE digital learning and thereby improve the effectiveness of their 
eLearning application.   
Secondly, the application of the Rasch Measurement Theory in this thesis showed 
the extent of the effects of ICTs in improving cognitive performance and allowed for 
meaningful performance comparisons. Due to the previous inconsistent conclusions, 
there seemed to be speculation around how well ICTs promote the learning and prepare 
work-ready graduates. Because of the firmly rooted practice of the contemporary 
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assessment methods in the field of educational technology, performance results from 
previous studies are hard to be compared or aggregated for design improvements. Most 
of the existing research relied on indicators from the Classical Test Theory (CTT) to 
evaluate the effects of ICTs on learners’ performance. Beside the fact that the exact 
difference between an ordinal value and another is not clear, performance inferences are 
sample dependent (Sondergeld & Johnson, 2014). Therefore, interpretations drawn from 
this type of data are problematic, since comparing the changes in performance across 
various samples, with a changing measure, is unreliable (Bond & Fox, 2015). 
Using the Rasch model did not only calibrate and validate the assessment 
instruments but also enabled the calculation of effect size based on logit values. This is 
important because measuring cognitive performance through raw scores underestimates 
the effect size owning to the varied units of measurement (Mohamad 2012). The 
transformation of ordinal raw scores into interval values under the Rasch analysis allowed 
for measurable learning outcomes. The equidistant values provided by the Rasch afford 
for uniformity of units of measurement permitting comparable performance evaluations. 
Furthermore, the Rasch calibrated estimates are regarded as sample-free (Kenneth D. 
2012) allowing for meaningful performance comparisons across samples. Performance 
evaluation under the Rasch approach showed the exact differences in the items’ difficulty 
and the participants’ abilities. This is integral in terms of constructing reliable measures 
and conducting agile design improvements. Therefore, the application of the Rasch linear 
measurement approach contributes in limiting the speculation regarding the likely effects 
of ICT tools in improving learners’ performances.    
8.1.2 Practical contributions 
Given the accelerating growth rates of the e-Learning market in HE, it has become 
necessary to design customised and effective instructional environments with culturally 
responsive ePedagogies. The empirically validated instructional systems design (ISD) 
model and the employed design specifications in this thesis were effective in improving 
learners’ performance within its contextual application. The ISD model underwent a 
systematic validation process revealing the instructional conditions under which the 
model was most effective. The precise description of the model components and the 
associated procedures during the major phases of an ISD process provides a useful, 
practical guide for courseware designers to make efficient decisions during the design of 
digital learning experiences. While the practical recommendations from this research are 
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culturally specific to the Saudi Arabian context, it should be sufficiently applicable in 
other nations that have similar challenging conditions in designing eLearning applications 
such as cultural acceptance and organisational readiness. The prevailing view in the 
literature reflects the design implications for Western or European nations (Kinuthia, 
2012). The findings from this thesis provide insights relevant to an alternative view in the 
realm of HE.  
Furthermore, the Rasch validated assessment instruments drawn from this thesis 
are of value to the field of information systems (IS). It can be used by courseware 
designers and instructors to measure the effectiveness of their practices. Owing to the 
Rasch anchoring principle, practitioners can benefit from the anchored estimates in this 
thesis by comparing their measures, or the performance of their specific sample of 
respondents, onto the same measurement scale allowing for rapid design modifications. 
Alternatively, instrument developers and evaluators of the IS course of Information 
Systems Analysis and Design (ISA&D) can use these validated instruments to include 
more items to measure the same construct on a wider range of performances.  
In addition, the eTutorial module developed for collecting the data during this 
investigation can also be used to offer the course of ISA&D in a computerised mode. The 
empirical evidence obtained from this thesis confirmed the functionality of the eTutorial 
module within its contextual application, to deliver procedural knowledge that involved 
complex abstract concepts for participants with varied abilities. Testing the functionality 
in other contexts contributes towards the efforts of utilising digital technologies in 
bridging the gaps which exist between the theoretical world and workplace realities. 
8.1.3 Institutional contributions 
On an institutional level, the empirical findings provide insights into the area of 
developing course delivery decision models for the IS field. The institutional imperatives 
resulting from the highly competitive HE market prompt providers to adopt various 
digital delivery modes without consideration to learners’ pedagogical needs. However, 
HE decision makers can make informed administrative and instructional delivery mode 
decisions to allocate their resources better in light of the interpretations from this thesis. 
The findings proved the effectiveness of the computerised mode in delivering instruction 
of IS complex knowledge. This encourages HE institutions to invest in customising their 
IS digital learning programmes to reach a wider learner base. The effect size and the kid 
maps analysis revealed the level of effectiveness for each of the delivery modes in 
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facilitating knowledge acquisition for learners who had different cognitive preferences. 
Such a high level of detail assists the process of the course delivery model (CDM) 
decision-making with consideration given to learners’ pedagogical needs, contextual 
determinants and institutional financial gains thereby personalising the learning 
environments brimming with the cohorts of their learners who encountere extensive use 
of technologies during their learning. 
8.2 Research limitations 
Some of the limitations identified in this thesis include: 
• The empirical investigation was conducted within the information systems higher 
education context of Saudi Arabia. Thus, findings may apply to this educational 
context only. No causality can be assumed from the findings since the 
investigation was within certain cultural, societal and economical determinants 
which may have affected the learning process. Further, while the significance of 
the findings pertains to the less investigated female learners, it restricts the ability 
of the findings to be generalised to the gender base and other fields other than the 
field of information systems.  
• There were some time limitations since the experimental investigation was 
conducted during the prescribed class schedules at the participating HE 
universities limiting the time duration of the treatment sessions. However, 
conducting the experiments on multiple occasions provided rich data about the 
variation of performances that may help future research to optimise the integration 
of ICT tools in HE.   
• Some constraints of the resources required for conducting the experiments, such 
as the availability of the computer labs, imposed restrictions on the total number 
of participants and the planned timeframe for the experiments.  
8.3 Future directions  
The findings from this thesis suggest a number of future research directions. Researchers 
may expand the application of the model by measuring its effects on a different 
knowledge domain or subject area. The prescriptive ISD model was tested to facilitate 
the subject area of Information System Analysis and Design, hence the findings are 
confined to this particular IS course and may not be applicable to other courses in different 
disciplines which may require different ISD articulation.  
 219 
 
Furthermore, future studies have the opportunity to expand this investigation into 
broader instructional contexts. The effects of the investigated variables can be examined 
in light of the design specifications from this thesis to test the effects of different forms 
of technologies such as simulation-based technologies. Such investigations may reflect 
different patterns of performance variation which is healthy in advancing the design of 
personalised learning environments in HE. 
Further experimental investigations are required to be conducted on perhaps a 
larger population. Future research may target other female Muslim learners who live in 
different cultures and who are less effectively demanding; or other female learners who 
are generally from an individualistic culture to investigate whether the confirmed 
interaction found from this thesis would have similar effects on different samples. 
Furthermore, other demographic sample determinants, such as including male 
respondents or post-graduates learners who are rarely considered in the educational 
technology research (Henderson, Finger & Selwyn 2016; Masterman & Shuyska 2012), 
might also be considered by future studies.  
A similar approach applied in this thesis may be effectively employed in the 
evaluations of latent variables in other fields. For example, research areas such as the 
business or banking industries have not yet fully utilised the application of the Rasch 
measurement theory (RMT). Thus, in future investigations, it might be possible for 
service providers to apply the RMT to investigate the perceived improvement of service 
quality or access to financial asset. 
8.4 Concluding remarks 
The quest for effective application of eLearning is central to educational technology 
literature. Learners interact with different technical components during their knowledge 
acquisition under digital environments. The nature of this interactivity and its effects on 
performance is not yet fully understood. This imposes challenges on the employment of 
effective strategies and ePedagogical practices when designing for HE. This situation, 
particularly for Saudi Arabia, is among other practical challenges faced by HE providers 
in their efforts to elevate the effectiveness of their eLearning application. Thus, the thesis 
investigated the nature of interaction between instructional delivery modes and individual 
cognitive preference, and measured its effects on performance. It was conducted with the 
underpinning notion that understanding the nature of the interaction between the human 
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and technological dimensions in a holistic approach optimises the effectiveness of 
eLearning.   
The empirical results confirmed learners’ interaction with the technological 
dimension and showed the extent of its effects on their performance. Given the 
complexity surrounding the digital learning environment, eCourseware designers can 
utilise the effects of this interplay to design targetted interventions aimed at improving 
the effectiveness of eLearning strategies. Throughout the experimental studies conducted 
for this research, knowledge was acquired in various ways under different instructional 
environments. The instructional materials which, when delivered through particular 
modes, interacted differently with the propensity of learners towards their preferred style 
during their thinking process. The observed variations in performances reflected the 
patterns of interaction stressing the need to consider both dimensions (human and 
technology) when designing to personalise the HE learning environments.   
However, the significance of this interaction can best be utilised within the 
learners’ cultural contexts. Effective design practice has to consider the influencing role 
of culture in facilitating knowledge acquisition. The empirical experiments which were 
conducted iteratively in various locations within the Kingdom of Saudi Arabia have 
shown varied performances from each setting. Such variation can be ascribed to some 
enabling or restricting cultural factors to the design implications in that particular context. 
Some of these factors include cultural acceptance of technology, social structure, 
learners’ and instructors’ attitudinal inclinations towards ICT-based instruction, or 
regional barriers for ICT adoption. The thesis provided rich data relating specifically to 
the Saudi female undergraduates who live in a society in which gender segregation is 
embedded within its Islamic theological beliefs. Therefore, key implications surrounding 
their performance inform the literature of this cultural-specific population when designing 
digital learning experiences. 
Nevertheless, within the increasing complexity of the advanced eLearning 
technologies, performance measurement becomes ever more challenging. There is a 
greater need for, and reliance upon, a shift in the educational measurement practice 
towards an approach that optimises the effectiveness of design practices in HE. On that 
premise, the nature of assessment is in constant change, requiring a measurement 
approach that evaluates the effectiveness of the teaching and learning in the dynamic HE 
environment. The current measurement practices are interpreted in light of the CTT 
approach which, according to many scholars, does not fulfil the requirements of 
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fundamental measurement. The Rasch model, if employed diagnostically and within a 
frame of reference, reliably captures the effectiveness of the ePedagogical practices on 
the performance and provides interpretations beyond learners’ abilities. The approach 
illustrated in this thesis can be effectively applied by courseware designers, instrument 
developers and evaluators in the field of educational technology to improve the quality of 
ICT-based design and assessment.   
The application of the Rasch measurement approach in this thesis was effective 
in evaluating the performance through a learning-outcomes based model. Such 
capabilities-based models facilitate the necessary improvements against an evaluation 
criterion that specifies the type of knowledge and the intended set of skills. The Rasch 
model reveals problematic areas, pointing the focus towards instructional or 
administrative deficiencies without the need to change the criterion of measurement. 
Circumventing such challenges facilitates the integration of ICTs working towards the 
effective application of eLearning.  
The Rasch analyses emphasised the significant role of prior knowledge in 
facilitating knowledge-acquisition. The performance comparison conducted between the 
most and least able participants from this thesis showed how the level of their prior 
knowledge impacted upon their learning progress. This effective diagnostic design tool 
did not only identify learners who face instructional difficulty, but also the portion of 
instruction that needs to be modified and customised for their achievement. The 
hierarchal task analysis technique determined the entry level of knowledge and the 
sequencing strategy assisted in activating and monitoring learners’ progress. Such 
techniques allow eCourseware designers to personalise the digital learning experiences 
to their learners’ needs so as to acquire the intended learning skills.  
Digitising the HE learning is burgeoning as evidenced by the growing adoption 
of eLearning technologies. However, achieving optimal performance requires a 
systematic integration of the human and technological dimensions involved in the 
learning process. 
 As this thesis suggests, the effective learner-centred design approach that 
optimises flexible, ubiquitous and culturally responsive technologies is a key step towards 
pedagogical innovation. Distinguished HE systems are those that overcome poor design 
practices and contrive envisaged evaluation measures. 
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Appendix A-1: Consent form 
 
 
  
RMIT University – Human Research Ethics Committee  
Prescribed Consent Form for Persons Participating in Research Projects Involving 
Interviews, Questionnaires, Focus Groups or Disclosure of Personal Information 
 
COLLEGE OF Business 
SCHOOL/CENTRE 
OF 
School of Business Information Technology and Logistics 
Name of Participant:  
Project Title: 
An Empirical Investigation of the Effectiveness of eLearning 
Strategies in Higher Education: A Rasch-Model for Saudi Arabia  
Names of Investigators:                  
(1) 
Allaa Barefah  Phone: 9925 5608 
                                                         
(2)     
Dr Elspeth McKay   
    
 
1. I have received a statement explaining the Questionnaires involved in this project. 
2. I consent to participate in the above project, the particulars of which - including details 
of the Questionnaires - have been explained to me. 
3. I authorise the investigator or his or her assistant to interview me or administer a 
Questionnaire. 
4. I acknowledge that: 
 
(a) Having read the Plain Language Statement of this research study. 
(b) I have been informed that I am free to withdraw from the project 
at any time and to withdraw any unprocessed data previously 
supplied. 
(c) The project is for the purpose of research and/or teaching. It may 
not be of direct benefit to me. 
(d) The privacy of the information I provide will be safeguarded. 
However, should information of a private nature need to be 
disclosed for moral, clinical or legal reasons, I will be given 
an opportunity to negotiate the terms of this disclosure. 
 
Participant’s Consent 
 
Name:  Date  
(Participant) 
 
   
Participants should be given a photocopy of this consent form after it has been signed. 
 
 
If you have any concerns about your participation in this project, which you do not wish to discuss with the 
researchers, then you can contact the Ethics Officer, Research Integrity, Governance and Systems, RMIT University, 
GPO Box 2476V, Vic, 3001.  The telephone number is (03) 9925 2251 or email human.ethics@rmit.edu.au  
Name:  Date  
(Witness to signature) 
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Appendix A-2 Plain language statement  
 
 University                    
College of Business 
School of Business Information Technology and Logistics 
INVITATION TO PARTICIPATE IN A RESEARCH PROJECT 
PROJECT INFORMATION STATEMENT 
 
Project Title: 
o An Empirical Investigation of the Effectiveness of eLearning Strategies in Higher Education: A 
Rasch-Model for Saudi Arabia.  
Investigators: 
o Allaa Barefah (PhD Candidate, School of 
Business IT and Logistics, RMIT 
University, 
allaa.barefah@rmit.edu.au), (03) 9925 
5608. 
o Dr Elspeth McKay Fellow ACS (Project 
leader and Chief Investigator, Associate 
Professor in Information Systems, School 
of Business IT and Logistics, RMIT 
University, elspeth.mckay@rmit.edu.au), 
(03) 9925 5978. 
Dear Participant  
You are invited to participate in a research project being conducted by RMIT University, 
Melbourne, Australia. Please read this sheet carefully and be confident that you understand its 
contents before deciding whether to participate. If you have any Questions about the project, 
please ask one of the investigators. 
Who is involved in this research project? Why is it being conducted?  
The study will be conducted by Dr Elspeth McKay (Associate Professor of Information Systems) 
and Allaa Barefah (PhD candidate) at RMIT University. The aim of this research is to investigate 
the interactive effects of instructional delivery modes with individual’s learning preferences for 
higher education programmes. For example: in traditional instructor-led classrooms, computer 
laboratory settings, or with a blended approach. This research project has been approved by the 
RMIT Human Research Ethics Sub-Committee. 
Why have you been approached? 
Your systems analysis and design course’s lecturer has already invited you, to participate in this 
research project because you are enrolled in the undergraduate degree of Management of 
Information Systems at the King Faisal University, Princess Nourah University, Taif University 
or University of Dammam. 
What is the project about? What are the Questions being addressed?  
This project is investigating which type of instructional design strategies work best for teaching 
the basic concepts of system analysis and design. Your participation would help us calibrate our 
research instrument tool.   
If I agree to participate, what will I be required to do?  
 6 
 
There will be two sessions in which we invite your participation. In the first, you will be asked to 
undertake the British Cognitive Styles Analysis program. This is a simple to use computer-based 
tool that measures your cognitive preferences. All you need to do is read some Questions and 
press the 'red' or 'blue' button on the keyboard as a response. It's fun to do and it takes 
approximately 15minutes on the laptops provided by the researcher. At the end of the program, 
we will ask you to note your result on the form you will be provided by the researcher. On this 
form will also be the Research Code that is assigned to you to ensure your anonymity throughout 
this research. The researcher will use this data to allocate you to one of three instructional 
treatments. At the second research session, we will be giving you a test, please carefully read the 
Questions and ensure each Question has an answer to ensure there are no blank responses in the 
tool. Please answer each Question as best as you can.  
What are the possible risks or disadvantages?  
There are no foreseeable risks associated with your participation in this research project. Your 
participation will assist the researchers in the wider educational community of information and 
communications technology (ICT) understand how these ICT tools can improve students’ 
performance.  
What are the benefits associated with participation? 
You have the opportunity to undertake ‘An introduction to Functional Process Modeling’ lesson 
to better understand appropriate techniques and how to apply these strategies in designing a 
system. 
What will happen to the information I provide?  
Your identity (name and contact details) will not be given to the researchers when you register to 
participate. Instead your participation in this research will remain anonymous because you will 
be assigned a ‘research-code.’ Your responses to the research materials will be securely stored by 
the researchers for a period of five years in the School of Business IT and Logistics at RMIT 
University; this data can only be accessed by the researchers. After five years, the data will be 
destroyed. Results will not include information that can identify you. The research will be 
published in academic journals and at conferences. Due to the nature of the data collection 
process, we are obtaining a written consent from you. Please read this consent form carefully, and 
be confident that you understand its contents before signing the consent form.  
What are my rights as a participant? 
Your participation in this research is voluntary. As a participant, you have the right to withdraw 
your participation at any time, have any unprocessed data withdrawn and destroyed, provided that 
it can be reliably identified and provided that so doing does not increase your risk; and have any 
Questions answered at any time. Any information that you provide can be disclosed only if (1) it 
is to protect you or others from harm, (2) a court order is produced, or (3) you provide the 
researchers with written permission. 
Whom should I contact if I have any Questions? 
If you have any Questions regarding this research, please contact the researcher Allaa Barefah, 
(03) 9925 5608 allaa.barefah@rmit.edu.au or Dr Elspeth McKay, (03) 9925 5978 
elspeth.mckay@rmit.edu.au   
Thank you for your participation in this research. 
Yours sincerely 
Allaa Barefah 
If you have any concerns about your participation in this project, which you do not wish to discuss with the 
researchers, then you can contact the Ethics Officer, Research Integrity, Governance and Systems, RMIT University, 
GPO Box 2476V, Vic, 3001. The telephone number is (03) 9925 2251 or email human.ethics@rmit.edu.au  
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Appendix B-1: Trial-study 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
University name: ………………………. 
 
Research code: ………………………. 
 
Please respond to every Question, your responses are our evidence to test the effectiveness 
of the Questions for our instructional materials.  
 
Fill in the blanks with your ‘best’ word: 
1. Data Flow Diagram (DFD) is a tool that could be used to model ………………. 
2. A process model consists of a ……........... of data flow diagrams showing the process in various 
levels of details. 
3. A ……………..  is the top level of a set of DFDs. 
4. The …………….. diagram shows the system’s major processes, data flows, and data store at a 
high level of abstraction. 
5. A …………… ……………….. diagram is a tool that depicts the flow of data through a system 
and the work or processing performed by that system. 
6. ……………….. diagram is the results from decomposition of Level-0 diagram. 
7. Context diagram shows the ………………..   ……………….. that interact with the system and 
the major information flows between them and the system. 
8. Each object on a DFD has unique ……………….. and   ………………... 
9. ……………….. ……………….. is the act of breaking a system into component subsystems, 
processes and sub-processes. 
10. Data ……………….. are data in motion; data ……………….. are data at rest. 
11. From the box below; locate the drawing-symbol of each numbered element used to 
draw a DFD by writing down the number under each element in the table below:  
 
 
 
 
 
 
 
 
12. Based on your understanding as a business analyst, what are the rules for creating a 
context diagram? 
1. ……………………………………………………………………………………………
….. 
2. ……………………………………………………………………………………………
….. 
Choose the best answer from the following, there is only one correct answer:   
13. Every set of data flow diagrams (DFDs) must have:  
A) One context diagram  
B) Two context diagrams.  
C) More than three context diagrams  
D) There is no definite number of a context diagram in a set of DFDs 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
1 3 
2 4 
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14. Which of the following notations/symbols does not appear in a Context Diagram: 
A) Processes 
B) data flows 
C) data stores 
D) external entities 
15. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram   
C) Level 0 diagram 
D) Process 
16. A data flow can occur: 
A) Between a process and an entity  
B) Between a process and data store  
C) Between two processes running at the same time 
D) All of the above 
17. A diagram that shows the system broken into its component subsystems:  
A) A data flow diagram  
B) An entity relationship diagram  
C) A decomposition diagram  
D) Functional event diagram  
E) None of these 
18. A process that has only input data flows called: 
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
Match each of the key terms listed in column A with a definition that best fits from column 
B  
Q (A) Key terms Your answer (B) Definitions 
19. (A) Balancing 
 good for identifying and describing 
processes, but not good at showing 
logic inside processes 
20.   (B) Conservation Principle 
 DFD must include all components 
necessary for system.  
21.  (C) Data Flow Diagrams  
 the extent to which information 
contained on one level of a set of 
data flow diagrams is also included 
on other levels. 
22.  (D) Process modelling 
 conserve inputs and outputs to a 
process at the next level of 
decomposition 
23.  (E) Consistency 
 a technique used to organize and 
document a system’s processes. 
24.  
(F) Completeness 
 
 means the number of data stores 
and data flows must be maintained 
in different levels of a set of DFDs. 
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Scenario-based exercises  
Read the scenario carefully, and then answer the Questions below:  
As an information systems analyst, you have been asked to design an online bookstore 
that sells books via internet. Customers can browse the website, search for 
books/products, and place an order. When a customer places an order, the system checks 
the availability of books/products and provide customer with details such as price and 
quantity. Customer then needs to fill in his/her details including name, address, phone 
number, and credit card details. The system checks that application is correct and orders 
shipping of products. The shipping company receives the order and ships the products. 
The system then sends a confirmation/rejection letter to customer.   
Below is a context diagram for the above-mentioned scenario. 
25. Identify potential formal violations of rules and guidelines on drawing context diagram. 
1. …………………………………………………………………………………………… 
…………………………………………………………………………………………… 
2. …………………………………………………………………………………………… 
…………………………………………………………………………………………… 
 
 
 
 
 
 
 
 
Incorrect Context diagram for online bookstore 
 
The figure below is a set of DFDs for the online bookshop. Decide whether the set is: 
26. Balanced or not ………………………………………. 
27. Justify your answer …………………………………………………………………………… 
28. Consistent or not ………………………………………. 
29. Justify your answer 
……………………………………………………………………………. 
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                     Context diagram 
 
 
                         
                      Level 0 diagram 
 
 
 
 
 
 
 
 
 
                       Level 1 diagram  
 
 
 
 
 
 
 
 
Read the following scenario, then answer the Questions below  
 
A university course registration system 
If students want to register courses through the university course registration system, they have 
to fill in an application form containing their personal details, and their desired course. The system 
checks that the course is available and that the student has necessary academic qualifications. If 
the course is available the student is enrolled, and the university confirms the enrolment by 
sending a confirmation letter to the student. If the course is unavailable the student is sent a 
rejection letter.  
30. After carefully reading the scenario, conceptually walk through the system in its 
logical sequence and list the relevant external entities, processes, data stores, and data 
flows in the box provided below. 
 
External entities  
 
Processes   
 
 
Data stores 
 
Data flows 
 
1.  
 
 
1.  
2.  
3.  
 
 
 
1.  
2.   
 
1.  
2.  
3. 
4. 
5.  
 
31. Decompose the major processes of the scenario into sub-processes.  
 
 
 
Client 
3.1
 Select product 
3.2
Place order 
3.3 
Generate 
receipt 
Request product details 
2  Product database 
Request product details 
Product details  
Provide product details 
3   Order database 
1  User database 
Place an order 
Order details 
Product 
information
Order details 
Payment details 
Receipt and product 
Check user details 
Order info 
Seller/Admin
Shipping 
company 
Request finalised copy
Provide info 
Order details 
Provide info 
1.0
Registration 
2.0 
Searching 
product 
3.0
Purchases 
management 
Client 
1 user database 
User details 
Confirm user info 
2  product database 
Request products list
Send products details 
Check availability 
Confirm/reject 
4.0 
Order 
management 
Admin 
3 orders database 
Order details 
Shipping 
company 
Order 
Order confirmation 
Product details
Product info 
Order information
Order Enquiry 
Order information 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
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32. In the box provided below, draw a complete context diagram for the above-mentioned 
scenario.  
 
 
 
 
 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
33. Identify four formal rules violations by circling errors on diagram. Please note that DF1 
is circled as an example and cannot be considered as a right answer. You can either circle 
errors on diagram or write them out below diagram.    
 
1…………………………………………………………………………………………………… 
2…………………………………………………………………………………………………… 
3…………………………………………………………………………………………………… 
4……………………………………………………………………………………………………   
 
 
 
 
 
 
 
 
 
End of test 
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Appendix B-2: Pilot study 1 (pre-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
                                                                                University name: …………………… 
 
                                                                                  Research code: ………………………. 
 
Choose the best answer from the following, there is only one correct answer: 
1. A file folder containing orders is represented on a data flow diagram as a: 
             A) Process 
             B) External entity 
             C) Data flow 
             D) Data store 
2. A data flow can occur: 
A) Between a process and an entity  
B) Between a process and data store  
C) Between two processes running at the same time 
D) All of the above 
3. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram  
C) Level 0 diagram 
D) Process 
4. A process that has only input data flows called: 
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
5. Which of the following are the rules for creating a context diagram:  
A) The whole system is modelled by only one process.  
B) The whole system is modelled by only one process and no data store shown at this 
level.  
C) A and B 
D) None of the above 
6. Keeping the same number of inputs and outputs to a data flow diagram process when that 
process is decomposed to a lower level defines:  
A) Decomposition  
B) Balancing  
C) Completeness  
D) Data flow structuring  
7. The extent to which all necessary components of a data flow diagram have been included and 
fully described refers to: 
A) DFD consistency 
B) DFD flexibility  
C) DFD gap proofing 
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             D) DFD completeness 
 
8. A process model consists of a ……………….. of data flow diagrams showing the process in 
various levels of details.  
9. A ……………………… is a tool that depicts the flow of data through a system and the work 
or processing performed by that system.  
10. Data ……………………. are data in motion. 
11. Each object on a DFD has unique ………………….  
12. A ……………………... is the top level of a set of DFDs 
13. The …………….. diagram shows the system’s major processes, data flows, and data store at 
a high level of abstraction. 
14. …………………………. is the act of breaking a system into component subsystems, 
processes and sub-processes.   
 
State whether the following statements are True or False 
 
Match each of the key terms listed in column A with a definition that best fits it from 
column B 
 
22. From the box below; locate the drawing-symbol of each numbered element used to 
draw a DFD by writing down the number under each element in the table below:  
 
 
 
 
 
 
 
 
 
 
 
 
From the box below, fill in the blanks with your ‘best’ word 
Set; flows; data flow diagram; name and number; context diagram; level 0; functional decomposition 
15. A process must have both inputs and outputs   True False 
16. When constructing data flow diagrams, you should show the interactions that occur 
between external entities only   
True False 
17. The lowest level of DFDs is called level-0 diagrams True False 
18. If a data flow appears on the context diagram and is also represented at level-0, this 
would be referred to as balancing. 
True False 
19.  Data cannot move directly from an external entity to another external entity. 
True False 
Key terms Definitions 
20. Balancing (   ) 1. DFD includes all necessary components for the information system  
21. Completeness (   )  
2. Maintain the same number of inputs and outputs on a higher level 
DFD on the lower level DFD that decomposes it  
 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
1 3 
2 4 
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Short answer Questions: 
23. From the box below, arrange the levels constituting a set of DFDs starting from a higher-
level diagram (that gives a general view) to the lower-level diagrams (that provide more details 
of a system). 
1……………………………………………………………………………………… 
2……………………………………………………………………………………… 
3……………………………………………………………………………………… 
4……………………………………………………………………………………… 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
24. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer.    
 
Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student. If the course is unavailable the student 
is sent a rejection letter.  
25. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
 
 
 
End of Test 
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Appendix B-2: Pilot study 1(post-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
                                                                                    University name: ………………………. 
 
                                                                                    Research code: ………………………… 
 
Choose the best answer from the following, there is only one correct answer: 
1. Every set of data flow diagrams (DFDs) must have: 
A) One context diagram 
B) Two context diagrams 
C) More than three context diagrams 
D) There is no definite number of a context diagram in a set of DFDs  
2. Which of the following notations/symbols does not appear in a Context Diagram: 
A) Processes 
B) Data flows 
C) Data stores 
D) External entities 
3. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram   
C) Level 0 diagram 
D) Process 
4. A diagram that shows the system broken into its component subsystems:  
A) A data flow diagram  
B) An entity relationship diagram  
C) A decomposition diagram  
D) Functional event diagram 
5. A process that has only output data flows called: 
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
 
State whether the following statements are True or False 
 
 
 
 
6.  Data flow diagrams evolve from the more general to the more detailed as current 
and replacement systems are better understood  
True False 
7.  Data cannot move directly from an external entity to another external entity. 
True False 
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8. Data Flow Diagram (DFD) is a tool that could be used to model ……………….. 
9. The …………… diagram shows the system’s major processes, data flows, and data store at a 
high                  level of abstraction. 
10. A ……………………… is a tool that depicts the flow of data through a system and the work 
or processing performed by that system. 
11.  …………….….. diagram is the results from decomposition of level-0 diagram  
12. Context diagram shows the…………………..that interact with the system and the major 
information flows between them and the system.  
13. …………………………. is the act of breaking a system into component subsystems, 
processes and sub-processes 
14. Data …………………… are data at rest.  
 
Match each of the key terms listed in column A with a definition that best fits it from 
column B 
 
17. From the box below; locate the drawing-symbol of each numbered element used to 
draw a DFD by writing down the number under each element in the table below:  
 
 
 
 
 
 
 
 
 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
18. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer.    
 
 
From the box below, fill in the blanks with your ‘best’ word 
Level 1; external entities; data flow diagram; functional decomposition; level 0; stores; process   
Key terms Definitions 
15. Balancing (   ) 1. DFD includes all necessary components for the information system 
16. Completeness (   )  
2. Maintain the same number of inputs and outputs on a higher level 
DFD on the lower level DFD that decomposes it  
 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
1 3 
2 4 
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Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student. If the course is unavailable the student 
is sent a rejection letter.  
19. Carefully read the scenario, walk through the system in its logical sequence following 
steps you were shown earlier and list the following: 
• External entities …………………………………………………………….   
• Processes …………………………………………………………………… 
• Data flows ………………………………………………………………….. 
• Data stores …………………………………………………………………. 
 
20. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
Read the scenario carefully, and then answer the Questions below:  
As an information systems analyst, you have been asked to design an online bookstore that sells 
books via internet. Customers can browse the website, search for books/products, and place an 
order. When a customer places an order, the system checks the availability of books/products and 
provide customer with details such as price and quantity. Customer then needs to fill in his/her 
details including name, address, phone number, and credit card details. The system checks that 
application is correct and orders shipping of products. The shipping company receives the order 
and ships the products. The system then sends a confirmation/rejection letter to customer.   
Below are two context diagrams for the abovementioned scenario. 
21. Which one represents the correct context diagram for the online bookstore? 
- Diagram A                                                    -Diagram B 
22. Identify a potential formal violation of rules and guidelines on drawing context 
diagram from the incorrect diagram. 
………………………………………………………………………………………………………………………………………………….. 
Diagram A 
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 Diagram B                               
 
 
 
 
 
 
 
 
                                                                 
 
 
Below is a set of a context diagram and level 0 diagram: 
23. Is the set balanced?  - Yes            - No  
Why?   ……….…………………………………………………………….. 
24. Is the set complete? - Yes            - No 
Why? ………………………………………………………………………. 
 
Context diagram  
 
 
 
 
 
 
 
 
Level 0 diagram 
                    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0
Online 
Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
1.0
Registration 
2.0 
Searching 
product 
Client 
1 user database 
User details 
Confirm user info 
Admin 
Shipping 
company 
User information 
Product details User details 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
 19 
 
 
25. Below is a set of DFDs, name each diagram with its correct level name 
 
 
     
 
     
           ………………………………………………….. 
 
 
 
         ……………………………………………………. 
 
 
 
       
        ……………………………………………………… 
 
 
 
           
End of test 
 
 
 
 
 
 
 
 
 
 
 
Level-0 diagram; Level-1 diagram; context diagram 
Client 
3.1
 Select product 
3.2
Place order 
3.3 
Generate 
receipt 
Request product details 
2  Product database 
Request product details 
Product details  
Provide product details 
3   Order database 
1  User database 
Place an order 
Order details 
Product 
information
Order details 
Payment details 
Receipt and product 
Check user details 
Order info 
Seller/Admin
Shipping 
company 
Request finalised copy
Provide info 
Order details 
Provide info 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
1.0
Registration 
2.0 
Searching 
product 
3.0
Purchases 
management 
Client 
1 user database 
User details 
Confirm user info 
2  product database 
Request products list
Send products details 
Check availability 
Confirm/reject 
4.0 
Order 
management 
Admin 
3 orders database 
Order details 
Shipping 
company 
Order 
Order confirmation 
Product details
Product info 
Order information
Order Enquiry 
Order information 
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Appendix B-3: Pilot study 2 (pre-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
                                                                                  University name: ……………… 
  
                                                                                   Research code: ………………… 
 
Choose the best answer from the following, there is only one correct answer: 
1. Which of the following are the rules for creating a context diagram:  
A) The whole system is modelled by only one process.  
B) The whole system is modelled by only one process and no data store shown at this 
level.  
C) A and B 
D) None of the above 
2. A file folder containing orders is represented on a data flow diagram as a: 
             A) Process 
             B) External entity 
             C) Data flow 
             D) Data store 
3. A data flow can occur: 
A) Between a process and an entity  
B) Between a process and data store  
C) Between two processes running at the same time 
D) All of the above 
4. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram  
C) Level 0 diagram 
D) Process 
5. Which of the following is not a true statement regarding data flows? 
A) A fork in a data flow means that exactly the same data go from a common location 
to two       or more different processes, data stores, or external entities 
B) A data flow can go directly back to the same process it leaves 
C) A data flow has a noun phrase label 
D) A data flow has only one direction of flow between symbols 
6. A process that has only input data flows called: 
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
7. Which of the following is considered when diagramming? 
A) The interactions occurring between external entities 
B) How to provide external entities direct access to stored data 
C) How to control or redesign an external entity 
D) None of the above  
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8. If your DFD contains data flows that do not lead anywhere, then your DFD violates the 
guideline of:        A) DFD consistency 
B) DFD completeness 
C) DFD gap proofing 
D) DFD flexibility 
9. Which of the following is (are) common errors on DFDs: 
A) A process with no inputs  
B) A data flow from an external agent to a process 
C) A data flow from an external agent to a data store  
D) Both (A) and (C)  
10. If an input from an external entity appears at level-0, it must: 
A) Appear on the context diagram 
B) Be connected to a data flow 
C) Be connected to an external entity  
D) Be connect to a data store 
 
 
 
11. A process model consists of a ……………….. of data flow diagrams showing the process in 
various levels of details.  
12.  A ……………………… is a tool that depicts the flow of data through a system and the work 
or processing performed by that system.  
13. A ……………………. is the top level of a set of DFDs. 
14. The …………………. diagram shows the system’s major processes, data flows, and data store 
at a high level of abstraction. 
15. …………………….. is a repetitive process of breaking the description or perspective of a 
system down into finer and finer detail. 
 
State whether the following statements are True or False 
26. Form the box below; locate the symbol of each element used to draw a DFD by writing 
down the number under each element in the table: 
 
From the box below, fill in the blanks with your ‘best’ word 
Set; data flow diagram; context diagram; level 0; functional decomposition 
16. The inputs to a process are different from the outputs of that process  True False 
17. Data can move directly from one data store to another data store. True False 
18. The lowest level of DFDs is called level-0 diagrams True False 
19. If a data flow appears on the context diagram and is also represented at level-0, this 
would be referred to as balancing. 
True False 
20. On the data flow diagram, process names must start with a verb and describe an 
action. 
True False 
21. One example of an external entity on a data flow diagram is another system that 
provides inputs to or receives outputs from the systems being studied   
True False 
22. A data flow from a data store means retrieve or use. True False 
23. The decomposition of Process 1.1 is shown on a level-1 diagram. True False 
24. As a rule of thumb, no data flow diagram should have more than about seven 
processes on it, because the diagram would be too crowded and difficult to understand.    
True False 
25. On a data flow diagram, an arrow represents an action.  True False 
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27. Match each of the data flow diagramming labels in the box below with corresponding 
examples. 
 
 
 
 
28. From the box below, arrange the levels constituting a set of DFDs starting from a higher-
level diagram (that gives a general view) to the lower-level diagrams (that provide more details 
of a system). 
1…………………………………………………………………………………………………… 
2…………………………………………………………………………………………………… 
3…………………………………………………………………………………………………… 
4…………………………………………………………………………………………………… 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
29. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer.    
 
 
 
Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
Data flow diagramming labels: A. Process   B. Data flow   C. External entity   D. Data store 
Examples Data flow diagramming labels 
Customer order form  
Customer  
Student enrolment file  
Preparing a purchase order  
Level-0 diagram; Level-1 diagram; context diagram; Level-2 diagram 
1 3 
2 4 
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Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student. If the course is unavailable the student 
is sent a rejection letter.  
30. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
 
End of Test 
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Appendix B-3: Pilot study 2 (post-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
                                                                                                      University name: ………………  
 
                                                                                                   Research code: ………………… 
Choose the best answer from the following, there is only one correct answer: 
1. Which of the following notations/symbols does not appear in a Context Diagram: 
A) Processes 
B) Data flows 
C) Data stores 
D) External entities 
2. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram   
C) Level 0 diagram 
D) Process 
3. The diagram that shows the scope of the system, indicating what elements are inside and 
which are outside the system, is called a: 
A) Context diagram 
B) Level-2 diagram 
C) Referencing diagram 
D) Representative diagram 
4. A diagram that shows the system broken into its component subsystems:  
A) A data flow diagram  
B) An entity relationship diagram  
C) A decomposition diagram  
D) Functional event diagram 
5. Keeping the same number of inputs and outputs to a data flow diagram process when that 
process is decomposed to a lower level defines:  
A) Decomposition  
B) Balancing  
C) Completeness  
D) Data flow structuring  
6. The extent to which all necessary components of a data flow diagram have been included and 
fully described refers to: 
A) DFD consistency 
B) DFD flexibility  
C) DFD gap proofing 
             D) DFD completeness 
7. ……………… diagram focuses mainly on the functions performed by a system. 
A) Use Case  
B) Flow chart 
C) Data flow  
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D) An entity relationship  
8. On a data flow diagram, you may: 
A) Repeat data stores 
B) Repeat sources/sinks 
C) Repeat processes 
D) Both a and b  
9. A process that has only output data flows called:   
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
10. If your DFD contains data flows that do not lead anywhere, it is not: 
A) Gap proof 
B) A primitive diagram 
C) Complete 
D) Consistent 
State whether the following statements are True or False: 
11. On the data flow diagram, process must start with a verb and describe an 
action. 
 True      False 
12. Each upper level must match its lower level expansions.  True      False 
13. System analysts use decomposition diagrams to depict a top-down flow of 
data through a system and the processing performed by the system. 
 True      False 
 
14. The decomposition of Process 1.1 is shown on a level-1 diagram.  True      False 
 
 
 
15. Data Flow Diagram (DFD) is a tool that could be used to model ……………….. 
16. The …………… diagram shows the system’s major processes, data flows, and data store at a 
high                  level of abstraction. 
17. A ……………………… is a tool that depicts the flow of data through a system and the work 
or processing performed by that system. 
18. Context diagram shows the…………………..that interact with the system and the major 
information flows between them and the system.  
19. ……………………is a repetitive process of breaking the description or perspective of a 
system down into finer and finer detail. 
20. Data …………………… are data at rest.  
21. Systems analysts organise the overall DFD in a ………………..  to avoid drawing the whole 
system in only one diagram.  
22. Form the box below; locate the symbol of each element used to draw a DFD by writing 
down the number under each element in the table: 
From the box below, fill in the blanks with your ‘best’ word 
Level 1; External entities; Series of levels; Data flow diagram; Functional decomposition; Level 0 
Stores; Process 
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The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
23. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer.    
 
Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student. If the course is unavailable the student 
is sent a rejection letter.  
24. Carefully read the scenario, walk through the system in its logical sequence following 
steps you were shown earlier and list the following: 
• External entities …………………………………………………………….   
• Processes …………………………………………………………………… 
• Data flows ………………………………………………………………….. 
• Data stores …………………………………………………………………. 
 
25. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
 
 
1 3 
2 4 
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Read the scenario carefully, and then answer the Questions below:  
As an information systems analyst, you have been asked to design an online bookstore that sells 
books via internet. Customers can browse the website, search for books/products, and place an 
order. When a customer places an order, the system checks the availability of books/products and 
provide customer with details such as price and quantity. Customer then needs to fill in his/her 
details including name, address, phone number, and credit card details. The system checks that 
application is correct and orders shipping of products. The shipping company receives the order 
and ships the products. The system then sends a confirmation/rejection letter to customer.   
Below are two context diagrams for the abovementioned scenario, 
26. Which one represents the correct context diagram for the online bookstore? 
- Diagram A                                                    -Diagram B 
27. Identify a potential formal violation of rules and guidelines on drawing context 
diagram from the incorrect diagram. 
……………………………………………………………………………………………………………………… 
Diagram A 
 
 
 
 
              
        
              
            Diagram B                               
 
 
 
 
 
 
 
 
                       
 
                       
Below is an unbalanced set of a context diagram and level 0 diagram: 
28. Why is it unbalanced? …………………………………………………………….. 
29. Is the set complete and Why? ……………………………………………………… 
………………………………………………………………………………………….. 
30. Re-draw the diagrams to appear as balanced set 
 
 
 
 
 
 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
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Context diagram  
 
 
 
Level 0 diagram 
                    
 
 
 
 
 
 
 
 
31. Below is a set of DFDs, name each diagram with its correct level name 
 
 
        …………………………………………………..      
 
 
 
 
      ……………………………………………………. 
 
 
 
       
     ……………………………………………………… 
 
 
 
 
End of test 
Level-0 diagram; Level-1 diagram; context diagram 
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Seller/Admin
Shipping 
company 
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3.0
Purchases 
management 
Client 
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Appendix B-4: Pilot study 3 (pre-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
                                                                                          University name: …………………… 
 
                                                                                            Research code: ………………………. 
 
Choose the best answer from the following, there is only one correct answer: 
1. Which of the following are the rules for creating a context diagram:  
A) The whole system is modelled by only one process.  
B) The whole system is modelled by only one process and no data store shown at this 
level.  
C) A and B 
D) None of the above 
2. A file folder containing orders is represented on a data flow diagram as a: 
             A) Process 
             B) External entity 
             C) Data flow 
             D) Data store 
3. A data flow can occur: 
A) Between a process and an entity  
B) Between a process and data store  
C) Between two processes running at the same time 
D) All of the above 
4. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram  
C) Level 0 diagram 
D) Process 
5. ………… model is a nontechnical pictorial representation that depicts what a system is or 
does.  
A) Process  
B) Logical 
C) Implementation  
D) Physical  
6. A process that has only input data flows called: 
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
7. Which of the following is considered when diagramming? 
A) The interactions occurring between external entities 
B) How to provide external entities direct access to stored data 
C) How to control or redesign an external entity 
D) None of the above  
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8. If your DFD contains data flows that do not lead anywhere, then your DFD violates the 
guideline of:        A) DFD consistency 
B) DFD completeness 
C) DFD gap proofing 
D) DFD flexibility 
9. Which of the following is (are) common errors on DFDs: 
A) A process with no inputs  
B) A data flow from an external agent to a process 
C) A data flow from an external agent to a data store  
D) Both (A) and (C)  
10. If an input from an external entity appears at level-0, it must: 
A) Appear on the context diagram 
B) Be connected to a data flow 
C) Be connected to an external entity  
D) Be connect to a data store 
11. In data flow diagrams:  
A) Processes are represented by open-ended boxes  
B) Data flows are represented by arrows  
C) Data stores are represented by squares  
D) External agents are represented by rounded rectangles 
 
From the box below, fill in the blanks with your ‘best’ word 
Set; data flow diagram; context diagram; level 0; functional decomposition; conservation; compound data flow 
 
12. A process model consists of a ……………….. of data flow diagrams showing the process in 
various levels of details.  
13. A ……………………….. is a data flow that consists of other data flows.  
14. A system ……………………… is constructed to establish initial project scope.  
15. The …………………. diagram shows the system’s major processes, data flows, and data store 
at a high level of abstraction. 
16. …………………….. is a repetitive process of breaking the description or perspective of a 
system down into finer and finer detail. 
17. A …………………. represents an input of data to a process or the output of data from a 
process. 
18. Data ……………………… requires that a data flow contain only the data that is truly needed 
by the receiving process.  
State whether the following statements are True or False 
19. Data and process models represent different views of the same system.  True False 
20. Data can move directly from one data store to another data store. True False 
21. The lowest level of DFDs is called level-0 diagrams True False 
22. If a data flow appears on the context diagram and is also represented at level-0, 
this would be referred to as balancing. 
True False 
23. On the data flow diagram, process names must start with a verb and describe an 
action. 
True False 
24. Data flow diagrams are a kind of flowchart.  True False 
25. A data flow from a data store means retrieve or use. True False 
26. The decomposition of Process 1.1 is shown on a level-1 diagram. True False 
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32. Explain the DFD components and how are they represented. 
 
33. Match each of the data flow diagramming labels in the box below with corresponding 
examples. 
 
Data flow diagramming labels: A. Process   B. Data flow   C. External entity   D. Data store 
 
 
 
 
 
 
 
34. From the box below, match each of the DFDs level with its best description.  
 
 
 
 
 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
35. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer.    
27. Logical model is a technical pictorial representation that depicts what a system is 
or does and how the system is implemented. 
True False 
28. A decision table is a tabular form of presentation that specifies a set of conditions 
and their corresponding actions.  
True False 
29. Balancing is a quality assurance technique used on entity relationship diagrams.  True False 
30. Data flows should always begin or end at a process. True False 
31. One of the primary purposes of a DFD is to represent time, giving a good 
indication of whether data flows occur constantly in real time, once a day, or once a 
year. 
True False 
DFD component 
  
 
 
 
 
 
 
How they are 
represented (symbol) 
 
 
 
   
Examples Data flow diagramming labels 
Customer order form  
Customer  
Student enrolment file  
Preparing a purchase order  
Levels of DFDs Description 
A) Level-0 diagram           It is the top level of DFDs.  
B) level-1 diagram           
It is the result of the decomposition of level-1 
diagram 
C) level-2 diagram 
Shows the system's major processes, data flows, 
and data stores.  
D) context diagram           
It shows the sub-processes of one of the 
processes in the level-0 diagram.  
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Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student. If the course is unavailable the student 
is sent a rejection letter.  
36. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
 
 
 
 
 
 
 
End of Test 
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Appendix B-4: Pilot study 3 (post-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
                                                                                                  University name: ……………… 
 
                                                                                                  Research code: ………………... 
 
Choose the best answer from the following, there is only one correct answer: 
1. Which of the following notations/symbols does not appear in a Context Diagram: 
A) Processes 
B) Data flows 
C) Data stores 
D) External entities 
2. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram   
C) Level 0 diagram 
D) Process 
3. The diagram that shows the scope of the system, indicating what elements are inside and 
which are outside the system, is called a: 
A) Context diagram 
B) Level-2 diagram 
C) Referencing diagram 
D) Representative diagram 
4. A diagram that shows the system broken into its component subsystems:  
A) A data flow diagram  
B) An entity relationship diagram  
C) A decomposition diagram  
D) Functional event diagram 
5. A DFD that is a result of three nested decompositions of a series of sub-processes from a 
process on a level-0 diagram defines a: 
A) Level-3 diagram 
B) Level-1 diagram 
C) Level-2 diagram 
D) Primitive diagram 
6. The extent to which all necessary components of a data flow diagram have been included and 
fully described refers to: 
A) DFD consistency 
B) DFD flexibility  
C) DFD gap proofing 
             D) DFD completeness 
7. ……………… diagram focuses mainly on the functions performed by a system. 
A) Use Case  
B) Flow chart 
C) Data flow  
D) An entity relationship  
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8. On a data flow diagram, you may: 
A) Repeat data stores 
B) Repeat sources/sinks 
C) Repeat processes 
D) Both a and b  
9. In a data flow diagram, squares are used to represent 
A) Processes  
B) Data flows 
C) External entities  
D) Data stores 
10. If your DFD contains data flows that do not lead anywhere, it is not: 
A) Gap proof 
B) A primitive diagram 
C) Complete 
D) Consistent 
11. A set of rules that governs some process in business is known as:  
 A) An event  
 B) A policy  
 C) A function  
 D) A process 
State whether the following statements are True or False: 
12. On the data flow diagram, process names must start with a verb and describe 
an action. 
 True      False 
13. Each upper level must match its lower level expansions.  True      False 
14. System analysts use decomposition diagrams to depict a top-down flow of 
data through a system and the processing performed by the system. 
 True      False 
 
15. The decomposition of Process 1.1 is shown on a level-1 diagram.  True      False 
16. Balancing is a quality assurance technique used on entity relationship 
diagrams.  
 True      False 
17. Decision tables are useful for specifying complex policies and decision-
making rules. 
 True      False 
18. DFD shows timing of when data flow is produced and how frequently it is 
produced.  
 True      False 
 
19. Data Flow Diagram (DFD) is a tool that could be used to model ……………….. 
20. The …………… diagram shows the system’s major processes, data flows, and data store at a 
high                  level of abstraction. 
21. A ………………… represents an input of data to a process or the output of data from a 
process. 
22. Context diagram shows the…………………..that interact with the system and the major 
information flows between them and the system.  
23. ……………………is a repetitive process of breaking the description or perspective of a 
system down into finer and finer detail. 
24. Data …………………… requires that a data flow contain only the data that is truly needed 
by the receiving process 
From the box below, fill in the blanks with your ‘best’ word 
Level 1; External entities; Abstraction; Series of levels; Data flow diagram; Functional 
decomposition; Level 0; Conservation; Process 
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25. Systems analysts organise the overall DFD in a ………………..  to avoid drawing the whole 
system in only one diagram.  
26. During decomposition, each level of …………………. reveals more or less detail as desired, 
about the overall system or a subset of that system. 
27. Form the box below; locate the symbol of each element used to draw a DFD by writing 
down the number under each element in the table: 
 
 
 
 
 
 
 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
28. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer. 
 
Scenario-based exercises  
Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student.  If the course is unavailable the student 
is sent a rejection letter.  
29. Carefully read the scenario, walk through the system in its logical sequence following 
steps you were shown earlier and list the following: 
• External entities …………………………………………………………….   
 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
1 3 
2 4 
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• Processes …………………………………………………………………… 
• Data flows ………………………………………………………………….. 
• Data stores …………………………………………………………………. 
30. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
 
 
Read the scenario carefully, and then answer the Questions below:  
As an information systems analyst, you have been asked to design an online bookstore that sells 
books via internet. Customers can browse the website, search for books/products, and place an 
order. When a customer places an order, the system checks the availability of books/products and 
provide customer with details such as price and quantity. Customer then needs to fill in his/her 
details including name, address, phone number, and credit card details. The system checks that 
application is correct and orders shipping of products. The shipping company receives the order 
and ships the products. The system then sends a confirmation/rejection letter to customer.   
Below are two context diagrams for the abovementioned scenario. 
31. Which one represents the correct context diagram for the online bookstore? 
- Diagram A                                                    -Diagram B 
32. Identify a potential formal violation of rules and guidelines on drawing context 
diagram from the incorrect diagram. 
……………………………………………………………………………………………………………………… 
Diagram A 
 
 
 
 
 
 Diagram B                               
 
 
 
 
 
 
 
 
                                                                     
Below is an unbalanced set of a context diagram and level 0 diagram: 
 
 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
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33. Why is it unbalanced? …………………………………………………………….. 
34. Is the set complete? ……………………………………………………………….. 
35. Why? ………………………………………………………………………………. 
36. Re-draw the diagrams to appear as balanced set  
Context diagram  
 
 
 
Level 0 diagram 
                    
 
 
 
 
                 
 
                                     
37. Below is a set of DFDs, name each diagram with its correct level name 
 
 
                
        ………………………………………………….. 
 
 
 
 
      ……………………………………………………. 
 
 
 
       
     ……………………………………………………… 
 
End of test 
Level-0 diagram; Level-1 diagram; context diagram 
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Appendix B-5: Main Experiment (pre-test) 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
University name: ………………………. 
 
Research code: ………………………. 
Choose the best answer from the following, there is only one correct answer: 
1. A technique for organising and documenting the structure and flow of data through a system 
is known as:  
A) Data modelling   
B) Process modelling  
C) Context Modeling  
D) Operational modelling 
2. Which of the following are the rules for creating a context diagram:  
A) The whole system is mode led by only one process 
B) No data store shown at this level 
C) A and B 
D) None of the above  
3. A file folder containing orders is represented on a data flow diagram as a: 
             A) Process 
             B) External entity 
             C) Data flow 
             D) Data store 
4. A data flow can occur: 
A) Between a process and an entity  
B) Between a process and data store  
C) Between two processes running at the same time 
D) All of the above 
5. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram  
C) Level 0 diagram 
D) Process 
6. Logical model is: 
A) A nontechnical pictorial representation that depicts what a system is or does   
B) A technical pictorial representation that depicts what a system is or does and how the 
system is implemented    
C) A and B 
D) None of the above 
7. A process that has inputs but no outputs is known as: 
A) Gray Holes 
B) Black Holes 
C) Miracles 
D) White Holes   
8. On a data flow diagram, external entities must be: 
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A) People or systems that supply information to or use information from the system   
B) The work or actions performed on data so that they are transformed, stored or 
distributed   
C) Data in motion, moving from one place in a system to another  
D) Data at rest, which may take the form of many different physical representations  
9. If your DFD contains data flows that do not lead anywhere, then your DFD violates the 
guideline of:         
A) DFD consistency 
B) DFD completeness 
C) DFD gap proofing 
D) DFD flexibility  
10. Which of the following are rules for stopping the decomposition: 
A) When each process has been reduced to a single decision   
B) When each data store represents data about a single entity 
C) When the system user does not care to see any more detail 
D) All of the above 
11. If an input from an external entity appears at context diagram, it must: 
A) Appear on all subsequent diagrams  
B) Be connected to a data flow 
C) Be connected to an external entity  
D) Be connect to a data store 
12. In data flow diagrams:  
A) Processes are represented by open-ended boxes  
B) Data flows are represented by arrows  
C) Data stores are represented by squares  
D) External agents are represented by rounded rectangles 
State whether the following statements are True or False 
 
13. Data and process models represent different views of the same system.  True False 
14. Data can move directly from one data store to another data store. True False 
15. The lowest level of decomposition for a data flow diagram is called a primitive DFD True False 
16. If a data flow appears on the context diagram and is also represented at level-0, this 
would be referred to as balancing. 
True False 
17. On the data flow diagram, process names must start with a verb and describe an action. True False 
18. Data flow diagrams portray a business process activities, stores of data, and flows of 
data among those elements.  
True False 
19. A data flow from a data store means retrieve or use. True False 
20. The decomposition of Process 1.1 is shown on a level-1 diagram. True False 
21. A decomposition diagram is a planning tool for more detailed process models  True False 
22.  Logical models reduced the risk of missing business requirements.     
23. A decision table is a tabular form of presentation that specifies a set of conditions and 
their corresponding actions.  
True False 
24. Balancing is a quality assurance technique used on entity relationship diagrams.  True False 
25. Data flows should always begin or end at a process. True False 
26. Data flows are unidirectional   True  False 
27. One of the primary purposes of a DFD is to represent time, giving a good indication of 
whether data flows occur constantly in real time, once a day, or once a year. 
True
  
False 
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28. …………………………….                                                29. ……………………………… 
 
 
 
 
 
 
 
 
 
 
30. ………………………………                                            31. ………………………………. 
 
32. Systems analysts organise the overall DFD in a …………….. to avoid drawing the whole 
system in only one diagram 
33. A ……………………….. is a data flow that consists of other data flows. 
34. ……………………… defines the scope and boundary for the system and project.  
35.The …………………. diagram shows the system’s major processes, data flows, and data store 
at a high level of abstraction. 
36. …………………….. is a repetitive process of breaking the description or perspective of a 
system down into finer and finer detail. 
37. …………………. represents an input of data to a process or the output of data from a process. 
38. Data ……………………… requires that a data flow contain only the data that is truly needed 
by the receiving process.   
From the box below, choose the correct name for each diagram:  
Data flow diagram Functional decomposition Flow chart diagram Entity relationship diagram 
From the box below, fill in the blanks with your ‘best’ word 
Series of levels; Data flow; Context diagram; Level 0; Functional decomposition; Conservation; 
Level 1; Compound data flow 
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Which of the following representations apply correct rules and guidelines in drawing data 
flow diagrams:  
39.  
 
 
 
 
 
 
 
 
 
 
 
    
(A)                                                                                                  (B) 
 
40.  
 
 
 
 
 
 
 
  
 
 
    
(A)                                                                                          (B) 
                                                                                                                             
41.  
 
 
 
 
 
 
 
 
 
 
 
(A)                                                                                          (B) 
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42. Explain the DFD components and how are they represented. 
 
43. Match each of the data flow diagramming labels in the box below with corresponding 
examples. 
 
Data flow diagramming labels: A. Process   B. Data flow   C. External entity   D. Data store 
 
 
 
44. From the box below, match each of the DFDs level with its best description.  
 
 
 
 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
45. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer.    
 
Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
DFD component 
  
 
 
 
 
 
 
How they are 
represented (symbol) 
 
 
 
   
Examples Data flow diagramming labels 
Customer order form  
Customer  
Student enrolment file  
Preparing a purchase order  
Levels of DFDs Description 
A) level-0 diagram           It is the top level of DFDs.  
B) level-1 diagram           
It is the result of the decomposition of level-1 
diagram 
C) level-2 diagram 
Shows the system's major processes, data flows, 
and data stores.  
D) context diagram           
It shows the sub-processes of one of the 
processes in the level-0 diagram.  
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enrolment by sending a confirmation letter to the student. If the course is unavailable the student 
is sent a rejection letter.  
46. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
 
 
 
 
 
 
 
End of Test 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 44 
 
 
Appendix B-5: Main experiment (post-test) 
 
The purpose of this instrument is to assess basic knowledge in process modelling techniques for 
Saudi Arabian undergraduates. We are keen to gather information on ways to improve 
instructional programmes. To help us do this we ask that you kindly fill in your best answer to 
the following Questions. There are no completely right or wrong answers.  
University name: ………………………. 
 
Research code: ………………………. 
 
Choose the best answer from the following, there is only one correct answer: 
1. Which of the following notations/symbols does not appear in a Context Diagram: 
A) Processes 
B) Data flows 
C) Data stores 
D) External entities 
2. Data can flow from an external entity to data store through a:  
A) System  
B) Context diagram   
C) Level 0 diagram 
D) Process 
3. The diagram that shows the scope of the system, indicating what elements are inside and 
which are outside the system, is called a: 
A) Context diagram 
B) Level-2 diagram 
C) Referencing diagram 
D) Representative diagram 
4. A diagram that shows the system broken into its component subsystems:  
A) A data flow diagram  
B) An entity relationship diagram  
C) A decomposition diagram  
D) Flow chart diagram 
5. A DFD that is a result of 3 nested decompositions of a series of sub-processes from a process 
on a level-0 diagram defines a: 
A) Level-3 diagram 
B) Level-1 diagram 
C) Level-2 diagram 
D) Primitive diagram 
6. The extent to which all necessary components of a data flow diagram have been included and 
fully described refers to: 
A) DFD consistency 
B) DFD flexibility  
C) DFD gap proofing 
             D) DFD completeness 
7. ………………. diagram focuses mainly on the functions performed by a system. 
A) Use Case  
B) Flow chart 
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C) Data flow  
D) An entity relationship  
8. On a data flow diagram, you may: 
A) Repeat data stores and external entities  
B) Repeat processes 
C) Repetition is not allowed  
D) None of the above  
9. In a data flow diagram, squares are used to represent 
A) Processes  
B) Data flows 
C) External entities  
D) Data stores 
10. If your DFD contains data flows that do not lead anywhere, then your DFD violates the 
guideline of:        A) DFD consistency 
B) DFD completeness 
C) DFD gap proofing 
D) DFD flexibility 
11. A tabular form of presentation that specifies a set of conditions and their corresponding 
actions is a:         A) Decomposition table  
B) Condition table 
C) Presentation table 
D) Decision table   
 
State whether the following statements are True or False 
 
 
 
 
 
 
 
 
12. One of the deliverables of process modelling is a set of coherent, interrelated data-
flow diagrams.   
True False 
13.  On the data flow diagram, process names must start with a verb and describe an 
action.  
True False 
14. Each upper level must match its lower level expansions.   True False 
15. System analysts use decomposition diagrams to depict a top-down flow of data 
through a system and the processing performed by the system.  
True False 
16. The decomposition of Process 1.1 is shown on a level-1 diagram. True False 
17. A decomposition diagram is a planning tool for more detailed process models.  True False 
18. Balancing is a quality assurance technique used on entity relationship diagrams.  True False 
19. Decision tables are useful for specifying complex policies and decision-making 
rules.   
True False 
20. Time is not represented well on DFDs   True False 
21. Analysts should expect to redraw diagram several times before reaching the closest 
approximation to the system being mode led.  
True False 
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Which of the following representations apply correct rules and guidelines in drawing data 
flow diagrams:  
22.  
  
 
 
 
 
 
 
 
  
 
 
    
(A)                                                                                                  (B) 
                                                                                                                    
23.  
 
 
 
 
 
 
 
 
 
 
 
(A)                                                                                                  (B) 
 
 
 
24.  
 
 
 
 
 
 
 
  
 
(A)                                                                                                  (B) 
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25. Data Flow Diagram (DFD) is a tool that could be used to model ……………….. 
26. The …………… diagram shows the system’s major processes, data flows, and data store at a 
high                  level of abstraction. 
27. A ………………… represents an input of data to a process or the output of data from a 
process. 
28. Context diagram shows the…………………..that interact with the system and the major 
information flows between them and the system.  
29. ……………………is a repetitive process of breaking the description or perspective of a 
system down into finer and finer detail. 
30. Data …………………… requires that a data flow contain only the data that is truly needed 
by the receiving process 
31. Systems analysts organise the overall DFD in a ………………..  to avoid drawing the whole 
system in only one diagram.  
32. During decomposition, each level of …………………. reveals more or less detail as desired, 
about the overall system or a subset of that system. 
33. Form the box below; locate the symbol of each element used to draw a DFD by writing 
down the number under each element in the table: 
 
 
 
 
 
 
 
The following diagram represents a flawed DFD, it contains several formal rules violations 
(errors). One rule violation is red-circled (DF1) on the diagram. It is incorrect as data cannot flow 
between two external entities. It is done for you as an example.   
34. Identify three formal rules violations by circling errors on diagram. Please note that 
DF1 is circled as an example and cannot be considered as a right answer. 
 
 
 
From the box below, fill in the blanks with your ‘best’ word 
Level 1; External entities; Abstraction; Series of levels; Data flow; Functional 
decomposition; Level 0; Conservation; Process  
 
                
 
Elements 
 
Processes 
 
Data flows 
 
 
Data stores 
 
External entities 
Symbol 
 
 
   
1 3 
2 4 
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Scenario-based exercises  
Read the following scenario, then answer the Questions below  
A university course registration system 
A university registration system works as follows: 
Students fill in an application form containing their personal details, and their desired course.  
The system checks that the course is available and that the student has necessary academic 
qualifications. If the course is available the student is enrolled, and the university confirms the 
enrolment by sending a confirmation letter to the student.  If the course is unavailable the student 
is sent a rejection letter.  
35. Carefully read the scenario, walk through the system in its logical sequence following 
steps you were shown earlier and list the following: 
• External entities …………………………………………………………….   
• Processes …………………………………………………………………… 
• Data flows ………………………………………………………………….. 
• Data stores …………………………………………………………………. 
36. In the box provided below, draw a complete context diagram for the abovementioned 
scenario 
 
 
 
 
 
 
Read the scenario carefully, and then answer the Questions below:  
As an information systems analyst, you have been asked to design an online bookstore that sells 
books via internet. Customers can browse the website, search for books/products, and place an 
order. When a customer places an order, the system checks the availability of books/products and 
provide customer with details such as price and quantity. Customer then needs to fill in his/her 
details including name, address, phone number, and credit card details. The system checks that 
application is correct and orders shipping of products. The shipping company receives the order 
and ships the products. The system then sends a confirmation/rejection letter to customer.   
Below are two context diagrams for the abovementioned scenario. 
37. Which one represents the correct context diagram for the online bookstore? 
- Diagram A                                                    -Diagram B 
38. Identify a potential formal violation of rules and guidelines on drawing context 
diagram from the incorrect diagram. 
……………………………………………………………………………………………………………………… 
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Diagram A 
 
 
 
 
 
 
 
 Diagram B                               
 
 
 
 
 
 
 
 
Below is an unbalanced set of a context diagram and level 0 diagram: 
39. Why is it unbalanced? …………………………………………………………….. 
40. Is the set complete? ……………………………………………………………….. 
41. Why? ………………………………………………………………………………. 
42. Re-draw the diagrams to appear as balanced set  
Context diagram  
 
 
 
 
Level 0 diagram 
                    
 
 
 
 
 
 
                                     
 
 
 
 
 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
0
Online 
Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
1.0
Registration 
2.0 
Searching 
product 
Client 
1 user database 
User details 
Confirm user info 
Admin 
Shipping 
company 
User information 
Product details User details 
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43. Below is a set of DFDs, name each diagram with its correct level name 
 
 
 
                     
        ………………………………………………….. 
 
 
 
 
      ……………………………………………………. 
 
 
 
       
     ……………………………………………………… 
 
 
 
End of test 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Level-0 diagram; Level-1 diagram; context diagram 
Client 
3.1
 Select product 
3.2
Place order 
3.3 
Generate 
receipt 
Request product details 
2  Product database 
Request product details 
Product details  
Provide product details 
3   Order database 
1  User database 
Place an order 
Order details 
Product 
information
Order details 
Payment details 
Receipt and product 
Check user details 
Order info 
Seller/Admin
Shipping 
company 
Request finalised copy
Provide info 
Order details 
Provide info 
0
Online Bookstore 
Admin Client 
Product details 
Product info 
Order 
confirmation 
Order 
Shipping 
company 
Order infoOrder enquiry 
1.0
Registration 
2.0 
Searching 
product 
3.0
Purchases 
management 
Client 
1 user database 
User details 
Confirm user info 
2  product database 
Request products list
Send products details 
Check availability 
Confirm/reject 
4.0 
Order 
management 
Admin 
3 orders database 
Order details 
Shipping 
company 
Order 
Order confirmation 
Product details
Product info 
Order information
Order Enquiry 
Order information 
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Appendix C: QUEST output files  
 
Appendix C-1: Trial study  
 
C-1-1 Summary of item estimates   
 
 
 
C-1-2 Summary of case estimates 
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C-1-3 Item analysis table for the observed responses    
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 54 
 
 
 55 
 
 56 
 
 
 
 
 57 
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Appendix C-2-1: Pilot study 1 (pre-test) 
 
 
C-2-1-1 Data file  
 
 
 
 
C-2-1-2 Control file 
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C-2-1-3 Item analysis table for the observed responses  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 60 
 
 
 61 
 
 
 62 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 63 
 
C-2-1-4 Test-items estimates 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 64 
 
C-2-1-5 Summary of item estimates   
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Appendix C-2-2: Pilot study 1 (post-test) 
 
C-2-2-1 Data file 
 
 
 
C-2-2-2 Control file 
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C-2-2-3 Item analysis table for the observed responses  
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 68 
 
 
 69 
 
 
 70 
 
C-2-2-4 Test-items estimates 
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C-2-2-5 Summary of item estimates   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C-2-3 Common items  
 
Common item 
 (pre-test) 
Correspondent common 
item (post-test) 
14 13 
19 7 
9 10 
22 17 
3 3 
25 20 
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Appendix C-3-1: Pilot study 2 (pre-test) 
 
C-3-1-1 Data file 
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C-3-1-2 Control file  
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C-3-1-3 Item analysis table for the observed responses  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 75 
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 77 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 78 
 
C-3-1-4 Test-items estimates 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 79 
 
C-3-1-5 Summary of item estimates   
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Appendix C-3-2: Pilot study 2 (post-test) 
 
C-3-2-1 Data file 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 81 
 
C-3-2-2 Control file  
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C-3-2-3 Item analysis table for the observed responses  
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 84 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 85 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 86 
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C-3-2-4 Test-items estimates 
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C-3-2-5 Summary of item estimates   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C-3-3 Common Items  
 
Common item 
 (pre-test) 
Correspondent common 
item (post-test) 
14 16 
15 19 
4 2 
26 22 
30 25 
29 23 
8 10 
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Appendix C-4-1: Pilot study 3 (pre-test) 
 
C-4-1-1 Data file 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 90 
 
C-4-1-2 Control file  
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C-4-1-3 Item analysis table for the observed responses  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 92 
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 94 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 95 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 96 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 97 
 
C-4-1-4 Test-items estimates 
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C-4-1-5 Summary of item estimates   
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Appendix C-4-2: Pilot study 3 (post-test) 
 
C-4-2-1 Data file 
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C-4-2-2 Control file  
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C-4-2-3 Item analysis table for the observed responses  
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 103 
 
 
 104 
 
 
 105 
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 107 
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C-4-2-4 Test-items estimates 
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C-4-2-5 Summary of item estimates   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C-4-3 Common Items  
 
 
Common item 
 (pre-test) 
Correspondent common 
item (post-test) 
15 20 
32 27 
16 23 
4 2 
23 12 
29 16 
8 10 
35 28 
36 30 
26 15 
18 24 
17 21 
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Appendix C-5-1: Main experiment (pre-test) 
 
C-5-1-1 Data file    
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C-5-1-2 Control file 
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C-5-1-3 Item analysis table for the observed responses  
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 115 
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C-5-1-4 Test-items estimates 
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C-5-1-5 Anchor file  
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C-5-1-6 Case estimates  
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Appendix C-5-2: Main experiment (post-test) 
 
C-5-2-1 Data file 
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C-5-2-2 Control file  
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C-5-2-3 Item analysis table for the observed responses  
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 125 
 
 
 126 
 
 
 127 
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C-5-2-4 Test-items estimates 
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C-5-2-5 Case estimates  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
C-5-3 Common items  
 
 
 
 
 
 
 
 
 
Common item 
 (pre-test) 
Correspondent common 
item (post-test) 
36 29 
21 17 
17 13 
24 18 
42 33 
45 34 
38 30 
39 22 
40 23 
41 24 
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Appendix D: Ability change estimates 
 
 
serial 
# 
Research 
code 
Case estimates 
(post-test) 
Case estimates 
(pre-test) 
Ability 
change 
Instructional 
delivery 
mode 
CSA Results 
1 4400 2.87 2.95 -0.08 Computerised Analytic Imager 
2 4401 1.38 0.42 0.96 Blended Wholist Imager 
3 4402 1.94 1.82 0.12 F-2-F Analytic Imager 
4 4403 2.6 1.63 0.97 Computerised Wholist Verbaliser 
5 4404 0.01 -0.58 0.59 Computerised Wholist Imager 
6 4405 -0.28 -0.33 0.05 Blended Analytic Verbaliser 
7 4406 1.94 1.82 0.12 F-2-F Analytic Verbaliser 
8 4407 3.19 1.44 1.75 Computerised Wholist Verbaliser 
9 4408 2.6 1.28 1.32 Computerised Analytic Imager 
10 4409 1.94 0.04 1.90 F-2-F Analytic Imager 
11 4410 2.87 1.28 1.59 Computerised Wholist Verbaliser 
12 4411 0.45 0.42 0.03 F-2-F Wholist Verbaliser 
13 4412 2.6 1.82 0.78 F-2-F Analytic Imager 
14 4413 1.94 1.44 0.50 Computerised Analytic Verbaliser 
15 4414 1.22 1.28 -0.06 Blended Analytic Verbaliser 
16 4415 2.14 1.82 0.32 F-2-F Wholist Verbaliser 
17 4416 1.74 1.82 -0.08 Blended Wholist Imager 
18 4417 1.56 1.12 0.44 Blended Analytic Verbaliser 
19 4418 1.05 1.44 -0.39 F-2-F Analytic Verbaliser 
20 4419 -0.57 -0.33 -0.24 F-2-F Wholist Imager 
21 4420 4.35 2.95 1.40 Blended Wholist Verbaliser 
22 4421 -0.42 -0.20 -0.22 Blended Wholist Verbaliser 
23 4422 0.59 0.29 0.30 F-2-F Wholist Verbaliser 
24 4423 1.05 0.29 0.76 Blended Analytic Imager 
25 4424 0.16 0.42 -0.26 F-2-F Wholist Verbaliser 
26 4425 -1.05 -0.45 -0.60 Computerised Analytic Imager 
27 4426 1.94 2.29 -0.35 Computerised Wholist Imager 
28 4427 4.35 2.59 1.76 F-2-F Wholist Verbaliser 
29 4428 1.38 2.29 -0.91 Blended Wholist Verbaliser 
30 4429 3.19 1.82 1.37 F-2-F Analytic Verbaliser 
31 4430 2.36 4.25 -1.89 F-2-F Wholist Verbaliser 
32 4431 0.16 0.29 -0.13 F-2-F Wholist Verbaliser 
33 4432 2.36 1.82 0.54 Blended Wholist Imager 
34 4433 1.38 0.17 1.21 Computerised Wholist Imager 
35 4434 -0.13 0.55 -0.68 F-2-F Wholist Imager 
36 4435 1.05 2.29 -1.24 Blended Wholist Verbaliser 
37 4436 1.56 2.59 -1.03 Computerised Wholist Verbaliser 
38 4437 1.38 2.59 -1.21 Computerised Wholist Verbaliser 
39 4438 1.38 1.28 0.10 Computerised Wholist Verbaliser 
40 4439 0.74 0.69 0.05 Computerised Analytic Verbaliser 
41 4440 0.16 -0.71 0.87 F-2-F Wholist Verbaliser 
 
 
Mean 1.49 1.24 0.25  
 SD 1.26 1.13 0.13 
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Appendix E The design of the eCourse  
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Appendix F: Research Schedule (timing and room requirements)  
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End of thesis  
 
 
 
 
 
 
 
 
