Abstract -This paper proposes a method for automatic extraction of the form of a single neuron from image series which are captured with Confocal Laser Scanning Microscopic (CLSM). Deficiency parts appear in binary images through extraction process because of noises in CLSM images. It is needed manual operation to compensate it. Our method connects some discrete points picked up from the presumable area which exist neuron with smooth curves. Using this method, the form of a single neuron is represented by smooth curves, and it is reduced that the burden of manual extraction processes. We applied our method the task of extraction of the form of a pre motor neuron in order to verify availability of the method.
I. INTRODUCTION
It is known that the number of neurons of the insect brain is about 10 [5] [6] . It is far fewer than the mammalian brain which have about 10 10-11 neurons [1] . Therefore the structure of the insect brain is comparatively simpler than the mammal ¶s one, although they have the ability of learning and memory and behave intricately in adapting to circumstances. In other words, they have a good adaptability and they can control their behavior. Silkworm moths draw attention as a model animal, which is to understand a data processing from simulation to behavior. This is because it is relatively-easy that we analyze structure and mechanism of neural circuit in a brain of silkworm moths among a variety of insects. In addition, it is apparent that their behavior is formulaic against pheromone stimulation. For example, male silkworm moths exhibit a characteristic zigzagging behavior consisting of straight-line walking, zigzagging turns, and looping in response to sexattractant pheromones released by their females [2] [5] . The timing for shifting of the turning direction is synchronized to the sideways head movements. The flip-flop type responses synchronized with zigzagging behavior is recorded in pre motor neurons [5] .
As above, one or small group of neurons in insect brain tends to be dominated the specific behavior or the function.
Thus it is necessary to analyze circumstantially what neurons are related to the neuronal function and how generate them. Neuronal functions are strongly related to their form. Therefore it is very important to extract the form of a single neuron and construct a three-dimensional model of it in order to elucidate the structure and the mechanism of neural circuit. The model is constructed from cross-sectional image series of a single fluorescently-stained neuron. Those images are obtained by extracting of the fluorescently-stained region from the image series which are captured with Confocal Laser Scanning Microscope. Binarization is applied to extract them. Though, some deficiency parts may be observed through this process. It is a fatal issue in elucidation of structure. However this issue is difficult to avoid because it is brought by dyeing condition and autogenous fluorescence. Currently, the process is performed manually. Thus we need a large amount of labor and it is hard to process vast quantities of data. In addition, the result depends on each person ¶s ability. We propose a method for automatic compensation of deficiency parts of the binary images through binarization process in order to extract the form of a single neuron.
II. THREE-DIMENSIONAL MODEL OF A SINGLE NEURON

A. Capture of the cross-sectional image series
A cross-sectional image series of a single neuron is needed in order to construct a three-dimensional model of a single neuron. This image series is captured through the following steps [3] . 1.
Impale an intended single neuron with a glass microelectrode filled with a fluorescence dye. 2. Apply the 1-10nA electrical current to a glass electrode for injection the dye into the neuron. 3. Fix the brain in formaldehyde, dehydrate it with an ethanol series, and cleared it with methyl salicylate for get high S/N samples. 4. Capture the cross-sectional image series of a single neuron with Confocal Laser Scanning Microscope (CLSM).
In those steps, a central axis is not out of alignment, and we enable to capture high quality images. Fig. 1 is the silkworm moth brain. Fig. 2 shows appearance of injection of a single neuron in the silkworm brain. Fig. 3 is a projection image of the image series of pre motor neurons which are captured with CLSM.
B. Extraction of the form of a single neuron
Extracting of the fluorescently-stained region, we enable to construct a three-dimensional model of a single neuron. It is necessary to determine edge parts, branching parts and thickness of a neuron in order to elucidate structure of a neuron with the three-dimensional model.
1) Extraction of the form of a neuron with Single-Seed
Distance Transform method In previous works [4] , firstly, they transform the image seriesʳ into binary images, and they gain an image series of major dendrites of neurons.
Next, they transform the binary images into single-seed distance transform images with Single-Seed Distance Transform (SSDT) method. Fig. 4 and Fig. 5 show the schematic procedure of SSDT in the case that voxel A is a start voxel. This process operates in region which voxel value is not zero. Either automatically or manually, operation of SSDT is started by determining a start voxel, and setting its distance value to zero. SSDT operates by propagating distance values from a neighborhood voxel. For example, in Fig. 4 , in the case of the voxel A has a distance value d, a distance value of a neighborhood voxel is d + 1. A distance value is increased by repeated application of SSDT, and propagation of distance value from start to end voxels as shown in Lastly, the three-dimensional structure of the neuron is constructed with sequentially connecting clusters using their distance values.
Then a simulation of propagation of action potentials with this three-dimensional model is achieved [4] .
2) Issue in extraction of form of a neuron from images capturing with CLSM
Using SSDT, it is possible to extract the form of a neuron, branching and edge clusters, when there are no deficiency parts in the image series. At the same time, the CLSM image series have a different of lightness caused by dyeing unevenness or optical noises. Some other tissues also may be stained. Although it is possible to clear away those noises using binarization process, deficiency parts appear in the image series as shown Fig. 6 .
In those cases, it is difficult to determine whether a voxel is deficiency part or edge cluster, and we need to set a start voxel every time when the deficiency part is produced. Therefore theʳ SSDT method is applied to an image series have no deficiency parts through binarization process. Though there are about 10 3 data in our database of CLSM images, most of them do not satisfy this condition which is necessary for SSDT. Thus it is often the case that we need to retouch the deficiency parts manually with a photo retouching software.
In previous works, methods for extraction of the form of a neuron are approached. However those methods are for images have no noises [6] . In addition, although method for compensation of deficiency parts, which is due to difference ofʳ image lightness, is approached, still it depends on manual procedure in some process [7] . Anyhow, those methods are just for extraction of a topological characteristic of neuron, and a thickness of neuron is not extracted. Generation parts and a transfer rate of action potential depend on the thickness of neuron [8] . Therefore the thickness of neuron is important information in order to elucidate structure of neurons.
For this reason we propose the method which enables to automatically compensate the deficiency parts and extract the form of a neuron with involvement thickness of a neuron.
III. PROPOSED METHOD
A. Summary of proposed method
SSDT method is based on the premise that the image series have no deficiency parts; this means all voxel is coupled. In other words, if there were deficiency parts, voxels are not coupled. Then we consider the image series as not contiguous voxels but sets of discrete points, and connect those points with smooth curves. We explain this idea in Fig.  7 . The binary images include no noises after binarization process as a prerequisite for proposed method.
Firstly, several points are selected from areas which are not background. The images are expressed in just with discrete points. This obtains similar sets of points regardless of with or without deficiency parts, when the gaps between selected points are larger than the size of deficiency parts.
Secondly, those points are grouped every branch, and they are connected with smooth curves. As the result of this operation, the deficiency parts are compensated.
Finally, thicknesses are interpolated each group. With this processes, the form of a single neuron is extracted from the CLSM image series. We describe detail of each procedure in the following sections. B. A detail of proposed method 1) Selection of discrete points from a distance transform image The procedure described in this section is to select discrete points from the binary images. We describe it using a two-dimensional model for the sake of simplicity, though actual extraction of the form of a neuron is performed with a three dimensional one.
Firstly, the binary images are transformed with distance transform. It is process to transform a pixel value of binary images into a Euclidean shortest distance from background pixels. Fig. 8 shows an example of a distance transform image.
Next, skeletons are extracted from the distance transform image. A skeleton is a central pixel of sphere when covering an image with sphere of necessary minimum. It is possible to reconstruct image perfectly using skeletons and the distance value of them. We consider distance values of skeletons as a thickness of neuron because it denotes inscribed diameter. Finally, several points are selected discretely from skeletons. In this paper, those points are selected in such a way that every gap should be uniformly. The gap is based on a maximum size of deficiency parts...
2) Connection of points with smooth curves
The procedure in this section is to connect the discrete points which are selected from skeleton with smooth curves.
Firstly, as shown Fig. 11 , those points are grouped every branch because a neuron has many branch and a branch is a smooth curve. In first grouping, a start point set in an edge point. After first grouping, a start point set in a branching point. This makes it possible to connect between groups. A branching point is replaced a skeleton is proximity to a branching point which is extracted through thinning process. The points belong in the same group appear proximity each other, and the angle between a certain point and the neighbor one should be about ʌ. For this reason, we employ a distance of two points and an angle made with three points as shown Fig. 12 as evaluation index of grouping. The angle is calculated as follows:
n is the number of points, and i j and j k and k i. We consider that the distance of points in same group is smallest and the angle of it is bigger than threshold. In addition, if the distance was longer than d, the point does not belong in same group because distance of two points which belong in same group is not so long.
Secondly, the points are connected every group with Bezier curves. Bezier curve is draw based on following equations:
The reason which we use the connection method not passing by the points strictly is as follows. The points are not always being on center line because the points are selected from skeletons in proposed method. In the case of a neuron, this predisposition is remarkable because surface of a neuron is convexo-concave. Bezier curve is passing only a start point and an end point, and connects points with influence of other points to some extent.
This grouping and connection of points are processed sequentially.
3) Interpolating of distance value on Bezier curve Deficiency parts are connected with above procedures. However it is nothing more than the extraction of a topological characteristic of a neuron. In this section, we describe a procedure for deciding of thickness of the curve.
The distance values of control points of Bezier curve are defined definitely because those points are picked up from skeletons. In the other hand, the values of other points on Bezier curve are not necessarily defined. Then distance values on Bezier curve should be interpolated with the distance 
values of control points and surrounding skeletons of them as shown Fig. 13. In Fig. 13, p Finally, the images are reconstructed using connected points and the distance values of them.
The procedure described above, deficiency parts are compensated automatically, and the form of a single neuron is extracted.
IV. EXPERIMENTAL RESULT
In this section, proposed method is applied to image series of one part of a pre motor neuron. All figures in this section are visualized a three-dimensional using RV-Editor [9] .
Fig. 14 is magnified images of a part of Fig. 3 . There are many noises in those images. Fig. 15 is as the result of binarization of the images shown in Fig. 14 . As shown Fig. 15 , there are many deficiency parts appear although noises are cleared away. In this experiment proposed method is applied to the images of Fig. 15 . TABLE I shows parameters in this experiment. Those parameters are determined empirically. Fig. 16 shows a result of selection points from the skeletons which are extracted from the distance transform images of Fig. 15 . Fig. 17 shows branching points. Fig. 18 is the result of connection of points each group with proposed method. In this experiment, the grouping is executed eight times because there are seven branching points as like Fig. 17. Fig. 19 is result of interpolation of the distance values for all group of Fig. 18 . Those results show that it is possible to compensate automatically between deficiency parts with smooth curve like the form of a neuron using proposed method. This enables to extract the form of a neuron, and construct a three-dimensional model. Those processing times are about 10 seconds. It is far speedier than manual operation which several hours taken.
In Fig. 18(e) , the angle variation of a curve is widely in large area although it is narrowly in small area. In cases like this, points may be not selected as accurately group, and some groups are not connected at a branching point. Selection of proper points in grouping each branch is very important. In proposed method, angles and distances are employed as indices for grouping. They are weighted, and distances are treated more preferentially. For this reason, the order of selection of points has influence on the result of grouping. Fig.  18(e) shows examples of this problem. In addition, the thicknesses of a neuron vary smoothly in each branch. Therefore, such a grouping mistake extracts improper a form Image size x = 237, y = 403, z = 106
Distance of minimum each slate points 10
Number of control points of Bezier curve 5
Step size of Bezier curve 0.0001
Threshold of (1) 0.4
Threshold of d in grouping 5 10 of neuron because the distance values which is thickness of a neuron are interpolated each group in proposed method. This mistake tends to arise near branching points. It is need to consider several combinations of points in small area around a branching point, and select it with validity of those combinations in order to avoid this problem.
V. CONCLUSION
We presented a method for compensation of deficiency parts through binarization process in order to extract the form of a single neuron. To verify availability of presented method, it was applied to the image series which are captured with CLSM. As the result, it was found that proposed method is effective for compensation of the deficiency parts. Further improvement of our method will achieve an automatic extraction process, and it enables us to reduce the burden of manual processes and save time.
In future works, we will implement index for grouping to connect smoothly with a curve every branch, and devise a method for connection of each curves in the case of branching point has a deficit. In addition it is necessary to estimate quantitatively a connected result. 
