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ABSTRACT 
 
 
 Artificial photosynthesis, where one uses electricity from the sun, or wind, to 
convert water and carbon dioxide into a hydrocarbon fuel could provide a viable route to 
renewable fuels but so far the results have been stymied because of the lack of a CO2 
conversion catalyst that operates at low overpotentials.  In this study we report a catalyst 
system that shows CO2 conversion at low overpotentials.  The system uses two different 
catalysts to achieve the conversion.  First an ionic liquid or ionic salt is used to catalyze 
the formation of a “(CO2)−” intermediate.  Then a transition metal is used to catalyze the 
conversion of the “(CO2)−” intermediate into useful products.  CO formation is first 
observed at -450mV with respect to a standard hydrogen electrode (SHE), compared to 
-800mV in the absence of the ionic liquid. Thus, CO2 conversion to CO can occur 
without the large energy loss associated with a high overpotential, raising the possibility 
of practical artificial photosynthesis. The reduction of CO2 in 1-ethyl-3-
methylimidazolium tetrafluoroborate (EMIM BF4) was studied in an H-type 
electrochemical cell, an in-situ SFG cell, in and in an EXAFS cell. This diagnostic data 
enabled the design of a continuous flow CO2 electrolysis cell. Results from these 
experiments suggest that the EMIM BF4 is able to catalyze the reaction in such a way 
that opens the door for the practical low potential and temperature conversion of CO2.  
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CHAPTER 1 
INTRODUCTION 
 
Several reports [1] issued by the U.S Department of Energy (DOE) and other 
governments worldwide have identified the recycling of carbon dioxide (CO2) to useful 
products as one of the key challenges towards minimizing the effect of global warming and 
stabilizing our atmospheric CO2 levels. Research in CO2 conversion over the last 20 years has 
consistently shown low conversion efficiencies due to the large excess voltage (overpotential) 
required to drive CO2 conversion. Overpotential (or overvoltage) is defined as the deviation 
between the observed potential and the thermodynamically predicted potential required to drive 
an electrochemical reaction. This inefficiency is the dominant reason why CO2 capture and 
conversion technologies have not already been integrated into our infrastructure 
 Presently, there is no commercially viable process for converting carbon dioxide into 
fuels. According to the DOE Bell Report [1]: 
"The major obstacle preventing efficient conversion of carbon dioxide into energy-bearing 
products is the lack of catalysts  … Only intermittent research has been conducted into the 
electrochemical reduction of carbon dioxide over the last 20 years, despite the fact that 
electrochemical generation of chemical products is a mature technology and already practiced 
on enormous scales … Electron conversion efficiencies of greater than 50 percent can be 
obtained, but at the  expense of very high overpotentials (ca. 1.5 V)." 
Accordingly, the DOE has called for research that investigates systems that can reduce the 
overpotential of CO2 conversion while maintaining high current efficiencies.  
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 It is a highly desirable goal to convert CO2 into fuel precursors such as carbon 
monoxide, ethylene, methanol, or formic acid using solar generated electricity, thereby 
presenting a convenient way to recycle CO2 into fuels. In order for this goal to be achieved, we 
must focus on designing a system that facilitates the reduction of CO2 to one of the above 
mentioned precursors at low overpotentials.  
 Many previous investigations have identified that the large overpotential is due to the 
fact that the first step in CO2 reduction is the formation of a high energy intermediate, (CO2)-, 
with a standard redox potential of -1.95V vs. the standard hydrogen electrode (SHE). The 
purpose of this study will be to evaluate the effect of a Room Temperature Ionic Liquids 
(RTILs) electrolyte on the electrochemical reduction of CO2, with particular emphasis on 
lowering the overpotential required to drive the reaction.  Conducting the CO2 reduction 
reaction in these aprotic liquids will also allow better control of the hydrogen evolution reaction 
(HER) , which has been shown to compete and overthrow the reduction of CO2 as the HER is 
thermodynamically favored. 
RTILs are conceptually similar to strong acids (such as HCl) in that they are completely 
dissociated into ions and not diluted by any bulk solvent. They differentiate themselves from 
strong acids by having negligible vapor pressure at room temperature, resulting in a thermally 
and electrically stable liquid phase composed completely of ions.  
 
Figure 1.1: Chemical structure of the ionic liquid EMIM BF4.  
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 In this work, we largely use the ionic liquid 1-ethyl-3-methylimidazolium 
tetrafluoroborate (EMIM BF4) shown above in Figure 1.1.  
We hypothesize that the ionic characteristics of some RTILs can form a chemical 
intermediate lower in energy compared to (CO2)-  through columbic complexation (e.g. the 
complexation of CO2 with the imidazolium cation on the electrode surface). This stabilization 
may dramatically lower the electrode potential required to convert CO2. This is because the 
activation energy (overpotential) required to form the EMIM (CO2)---BF4- intermediate is lower 
than the energy required to form (CO2)- without stabilization through the cation.  
 
Figure 1.2: Hypothesis for how and ionic liquid or amine could lower the overpotential 
for the CO2 reduction. 
 
This stabilization can have a significant impact on the energy required to convert CO2 
because it is largely agreed upon in the literature [2-7] that the formation of the (CO2)-  
intermediate is the rate determining step. This concept is visualized by Figure 1.2. It is for 
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convenience of explanation that Figure 1.2 is made to resemble transition state theory, and not 
to suggest that transition state theory calculations would be valid in this application. 
This work will show that in the ionic liquid 1-ethyl-3-methylimidazolium 
tetrafluoroborate (EMIM+ BF4-), CO2 reduction can begin as low as -450mV vs. SHE, and often 
seen even earlier under very clean and controlled conditions. Using the formal redox potential 
of carbon dioxide reduction in aqueous systems as a benchmark (because the formal potential in 
ionic liquids is not yet defined), the overpotential drops by 80% compared to a bulk of the 
previous literature when the conversion takes place in a RTIL.   
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CHAPTER 2 
BACKGROUND OF CO2 REDUCTION AND IONIC LIQUIDS 
2.1 Reduction of Carbon Dioxide 
 Over the past two centuries, atmospheric CO2 concentrations have taken a rapid 
increase, posing many environmental threats. Carbon dioxide is among the most abundant 
resources on earth, and also among the most stable carbon based compounds under 
environmental conditions [8].  CO2 can be converted into useful products using several 
techniques including (but not limited to): thermal dissociation, coupling reactions, thermal 
heterogeneous reactions, photochemical reduction, photoelectrochemical reduction, 
heterogeneous photo-assisted reduction, bioconversion, and electrochemical reduction [9]. This 
review will focus on the electrochemical reduction of CO2 in both aqueous and non-aqueous 
environments.  
 
2.1.1 Electrochemical Reduction of CO2 in Aqueous Systems 
 Although CO2 is not a very reactive compound, the equilibrium potential of CO2 
reduction in aqueous systems is very similar to that of the hydrogen evolution reaction (HER, 
Eq. 2.1) at neutral pH.  
)()()( 2 gHaqHaqH →+ ++  -0.414V vs. SHE @pH7 (2.1) 
)()(2)()( 22 aqOHaqHCOOelOHgCO −−− +→++  -0.430V vs. SHE @pH7 (2.2) 
The reduction of CO2 in aqueous systems often must take place at large overpotentials, 
in part due to competition with HER. The HER can take place easily in aqueous electrolytes by 
cathodic polarization, and is dominant in acidic media.  On the other hand, CO2 does not exist in 
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basic solution; consequently, a vast majority of the literature describes CO2 reduction taking 
place in neutral to slightly acidic media.  
The HER is strongly dependent on the pH of the system; as the pH increases, the 
equilibrium potential becomes more negative. Although the reduction of carbon dioxide 
generates the hydroxide anion in aqueous media, the equilibrium potential is less dependent on 
pH compared to HER. As a result, under slightly acidic conditions, the HER is 
thermodynamically favored over the reduction of CO2.  
 There are many other pathways for the reduction of carbon dioxide to various products 
in aqueous environments. The following is a brief list of the more prevalent reactions that have 
been reported along with their equilibrium potentials vs. SHE at neutral pH.  
−− +↔++ OHCOeOHCO 2222  -0.52V (2.3) 
−− +↔++ OHCHeOHCO 886 422  -0.25V (2.4) 
−− +↔++ OHHCeOHCO 121282 4222  -0.34V (2.5) 
−− +↔++ OHOHHCeOHCO 121292 5222  -0.33V (2.6) 
−− +↔++ OHOHHCeOHCO 1818133 7322  -0.32V (2.7) 
            It is apparent by looking at equations 2.3-2.7 that the hydroxide anion is generated as a 
product of CO2 reduction in water. Consequently, the pH near the surface of the electrode is not 
necessarily the same as the equilibrium value. It is well known that the rate of neutralization 
between the hydroxide anion and CO2 is slow in aqueous solution under ambient 
conditions[10]; as a result, the pH adjacent to the electrode surface is higher than the pH of the 
bulk solution.  CO2 cannot exist in high pH regions, and the conversion of CO2 is adversely 
impacted by the formation of this basic solution layer (similar to self-inhibition schemes).  
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 A large portion of the literature has studied CO2 reduction in electrolytes such as 
KHCO3 or K2HPO4. These electrolytes provide anions with buffing capability, and can serve to 
mitigate the pH effects at the electrode surface. Surface neutralization of the hydroxide anion 
through these buffers can take place via reactions 2.8 and 2.9 below. 
−−− +↔+ 2323 COOHHCOOH  (2.8) 
−−− +↔+ 342
2
4 POOHHPOOH  (2.9) 
If however, the electrolyte does not have the ability to release protons, (such as KCl, NaClO4, or 
K2SO4) the pH effect is enhanced as there are no ions available for neutralization.  
 
2.1.2 Products of Aqueous CO2 Reduction on Metal Electrodes 
The products of the electrochemical reduction of CO2 are highly dependent both on the 
electrolyte used, the metal surface chosen, and the cathode polarization. Many electrochemical 
studies have tried to focus on using metals such as Hg and Pb with high hydrogen overpotentials 
in an effort to suppress the HER and favor CO2 reduction.  
 In a vast majority of the literature, metal electrodes that facilitate the reduction of carbon 
dioxide are broken down into groups based off of the major products of the reduction. Table 2.1 
below is a representation of how many metal electrodes are subdivided based on the reduction 
products. 
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Table 2.1: Metals (cathodes) sorted based on CO2 reduction products in 0.1M KHCO3 
(taken and modified from [8]). 
 
 
 A majority of the 5B-7 group metals have low hydrogen overvoltage and produce most 
only hydrogen gas with very small amounts of CO2 reduction product. Groups 1B, 2B and some 
of Group 7 metals produce various carbon based reduction products such as CO and HCOOH. 
More complex hydrocarbons have been reported on copper electrodes.  
 It is important to note from Table 2.1 that not all metals were held at the same potential; 
however, a general understanding as to the overpotential required to reduce CO2 can still be 
seen. The data is displayed in terms of current efficiency, which can be defined by: 
                
%100x
measuredcurrenttotal
XproductofformationtoduecurrentEfficiencyCurrent =
 (2.10) 
 
 Metals that are generally thought of as having very high catalytic activity (e.g. platinum, 
titanium, ruthenium) cannot facilitate the reduction of carbon dioxide reduction in aqueous 
systems due to their low hydrogen overvoltage resulting in hydrogen formation at near 100% 
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current efficiency. In aqueous systems, only metals with low hydrogen overvoltage such as Au, 
Ag, and Zn can produce CO2 reduction products at modest efficiencies.  
Despite the high current efficiency of these metals to produce carbon monoxide, it is at 
the expense of overpotentials nearing 1V in most aqueous systems [8]. For example, a Zn 
electrode produces mostly CO at an 80% current efficiency; however, the potential required to 
achieve this efficiency is -1.54V, 1V higher than thermodynamics would predict (see Equations 
2.2-2.3).  
An alternative way to present this information is to group metals based on the metal 
electronic group (i.e. sp or d) and the electrolyte type (aqueous or nonaqueous) [11]. This 
classification system is advantageous because it allows researchers to identify products based on 
the physical nature of the metal, electronic environment, and electrolyte properties [12]. 
    
2.1.3 Overpotential of CO2 reduction in aqueous systems: Formation of *CO2-. 
 Overpotential (or overvoltage) is defined as the deviation between the observed potential 
and the thermodynamically predicted potential required to drive an electrochemical reaction. 
The high overpotential associated with the reduction of CO2 is the primary barrier preventing 
large scale CO2 conversion processes from entering our infrastructure. Eliminating the sources 
of overpotential would therefore open the door to engineer CO2 capture and recycle systems that 
would present an alternative to disposing of waste CO2 in the atmosphere.  
As previously shown, the overpotential associated with the reduction of CO2 in aqueous 
environments is partly due to the competition of CO2 reduction reactions with hydrogen 
evolution or water reduction reactions. However, even when metals are chosen that have high 
hydrogen overvoltages (thus favoring alternative reactions such as CO2 reduction), there is still 
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a significant overpotential that remains.  This overpotential is associated with the formation of 
reaction intermediates. It is largely agreed upon in the literature that the rate limiting step for the 
CO2 reduction process is the formation of a high energy *CO2- radical anion intermediate [8, 9, 
11, 12] .   
−− →+ 2
*
2 COeCO aq      (E°=-2.21V vs. SCE[9] in DMF, ~1.3V vs. SHE) (2.11) 
 Even in the absence of the HER, this high energy intermediate presents a large barrier 
that must be overcome in order to produce reduction products and is a key obstacle towards 
reaching the U.S DOE’s goal for conversion at low overpotentials. The formation of this high 
energy intermediate in aqueous solvents has been reported in some systems to require potentials 
as negative as -1.85V [13] and -1.90V [14] vs. SHE.  
Figure 2.1 below, adapted from Chaplin and Wragg [15], illustrates just how pivotal a 
role the *CO2- anion radical plays in the reduction of CO2.  In the context of Figure 2.1, this 
thesis will focus on the reactions: 
(1) Adsorption of CO2 onto metal electrode 
(2) Single electron transfer to form *CO2- anion radical 
(3) Recombination with CO2 and electron to form CO (g)  
(4) Recombination with proton to form adsorbed CO 
(5) Desorption of *CO2- anion radical into solutio 
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Figure 2.1: Simplified summary of pathways for CO2 reduction in aqueous media with 
emphasis on production of the *CO2- anion radical, CO and formate.  
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2.1.4 Carbon Dioxide Reduction in Non-Aqueous Systems 
 Replacing conventional aqueous systems with non-aqueous systems is advantageous for 
three reasons: (1)  the hydrogen evolution reaction can be suppressed (2) the amount of water in 
the system can be controlled (3) the solubility of CO2 in non-aqueous systems tends to be higher 
than that in aqueous systems (ca. 33mM) [8].  Among the more popular non-aqueous solvents 
that have been used in previous studies include propylene carbonate (PrC), acetonitrile (AcN), 
dimethylformamide (DMF), dimethyl sulfoxide (DMSO) and methanol (MeOH). Among this 
list, MeOH is an attractive solvent because it is inexpensive, produced as a (by)product on a 
large scale, and only slightly toxic.   
 In addition to the physical and engineering differences mentioned above, switching the 
electrolysis of CO2 to a non-aqueous solvent has also been shown to change the product 
distribution using similar metal electrodes.  Table 2.2 below is the methanol analog to Table 2.1 
shown earlier for aqueous systems. 
 
Table 2.2: Reduction of CO2 at various metal electrodes in methanol. 
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 One of the first things to notice is that for all metals shown, the faradaic efficiency of 
hydrogen went down at the expense of larger efficiencies of other more desirable products.  
Consequently, the number of metals available to perform CO2 catalysis at industrially relevant 
rates increases. By comparison, in aqueous systems, Ag, Au, Cu, Zn and Sn were the only 
reasonable contenders.  In the absence of water, the mechanism for CO formation on the metal 
surface can be:  
−− +→+ 22 2 OCOeCO  (2.12) 
−− +→+ 232 22 COCOeCO  (2.13) 
 Using a categorization scheme based on product selectivity, the metals used in non-aqueous 
systems can be broken down into three major categories: 
(1) C2O42- producing metals: Pb, Hg, and Tl. 
(2) CO production metals: Cu, Ag, Au, Sn, In, Sn, Ni and Pt. 
(3) CO and C2O42- producing metals: Fe, Cr, Mo, Pd, and Cd.  
The emphasis on the production of C2O42- is due to its potential to form several C2 (or higher) 
compounds depending on the proton availability of the solvent. For example the mechanism for 
the formation of glyoxylic acid (2.15) and glycolic acid (2.16), in non-aqueous systems with 
small amounts of water as described by Hori et al. [8] is shown by: 
( ) −− →+ 222 22 COOeCO  (2.14) 
( ) −−−− +→++ OHHCOCOOeOHCOO 322 222  (2.15) 
−−−− +→++ OHCOHCOOHeOHHCOCOO 222 22  (2.16) 
In addition to the importance of the solvent and metal surface, the electron mediator 
(supporting electrolyte) is also of critical importance for product formation and selectivity [4, 
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16-18]. For instance, Tomita et al. [17, 18] showed that CO2 reduction at a Pt electrode in 
acetonitrile requires tetraalkylammonium salts such as TBAP or TEAP. A partial list of non-
aqueous CO2 reduction pathways (as cited by Hori et al.) is shown below in Equations 2.17-
2.23. 
 
−− ↔+ 22 *COeCO  (2.17) 
 (2.18) 
 (2.19) 
 (2.20) 
 (2.21) 
 
With small amounts of water the following pathway also becomes available: 
−− +↔+ OHHCOOHCO 222 **  (2.22) 
−− →+ 22* HCOeHCO  (2.23) 
−− →+ 222 ** HCOCOHCO  (2.24) 
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 Equations 2.17-2.24, similar to Figure 2.2, shows the central importance of the initial 
formation of the *CO2- anion radical in non-aqueous solvents as well.  In this mechanism 
proposed by Gennaro and Amatore [2, 4, 16], a single electron transfer to adsorbed CO2 initiates 
the sequence forming the anion radical. Similar to the aqueous pathways found in Figure 2.2, 
the non-aqueous pathways also involve the recombination of the anion radical with other 
radicals, CO2, and earlier reduction intermediates to produce more complex products.  
 It has also been proposed [19] that the *CO2- anion radical exists in solution and not 
simply and intermediate on the surface. Aylmer-Kelly et al. [20] used ultra-violet spectroscopic 
measurements to show the *CO2- anion radical free in solution in both aqueous and non-aqueous 
electrolyte solutions. It was also proposed on the basis of an observed red-shift that there is 
stabilization of the *CO2- via hydrogen bonding in aqueous electrolytes. In this study, another 
stabilization mechanism is proposed via the interaction of the CO2*- with the imidazole cation 
present in EMIM BF4.  
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2.2 General Physical Properties of Ionic Liquids 
2.2.1 Conductivity and Diffusivity 
 Room Temperature Ionic Liquids (RTILs) are conceptually similar to strong acids (such 
as HCl) in that they are fully dissociated liquids composed completely of ions and not diluted by 
any bulk solvent. RTILs differentiate themselves from strong acids by having negligible vapor 
pressure at room temperature, resulting in a thermally stable liquid phase composed completely 
of ions. The composition of RTILs are largely a bulky organic cation (e.g. imidazole) and an 
organic/inorganic anion (e.g. tratrafluoroborate, hexafluorophosphate). These ions are generally 
poorly coordinating, giving them the ability to be highly polar solvents without coordinating 
strongly to solutes. The low volatility of RTILs make these compounds more environmentally 
friendly compared to other organic solvents with significant vapor pressures. These liquids are 
also electrochemically stable having windows anywhere from 3-6 volts, making them very 
desirable solvents for electrochemical applications. Due to the ubiquitous nature of charge 
carrying ions in RTILs, there is no need for a supporting electrolyte (e.g. tetrabutylammonium 
phosphate) to provide sufficient solution conductivity[21].  
 Other physical properties of ionic liquids such as resistivity, viscosity, solubility and 
purity depend on the combination of ions that comprise the ionic liquid as well as the procedure 
used to synthesize the ionic liquid.  
 The conductivity of any particular ionic liquid is related to the charge density and 
mobility of the ions. Both of these properties are further related to the temperature and the 
selected cation or anion. Table 2.3 below shows the conductivity of several ionic liquids as a 
function of temperature. The ionic liquids listed at the top of Table 2.3 are all CXMIM BF4 ionic 
liquids. 
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Table 2.3: RTIL Conductivity as a function of cation and temperature; Anion is BF4. Taken 
from [22]. 
 
 
κ [S/m] EMIM BMIM HMIM OMIM 
t/°C         
-25 0.106 0.008 0.002 0.001 
5 0.703 0.113 0.033 0.014 
25 1.546 0.352 0.123 0.058 
55 3.510 1.150 0.483 0.252 
75 5.230 2.000 0.926 0.512 
105 8.290 3.370 1.920 1.134 
 
 Note from Table 2.3 that as the temperature increases, the conductivity of all of the ionic 
liquids increases as well. This is due to the decreased viscosity and hence the increase in 
mobility of the ions. The mobility of the ions are also dictated by alkyl chain length (for 
imidazole cations); note also that as the alkyl chain length increases from 2 to 8 (ethy/E to 
octo/O) the conductivity of the ionic liquid decreases. This decrease in conductivity with 
increasing alkyl chain length is also due to the decrease in mobility of the ions as the cation 
becomes bulkier.  
 Related to conductivity and mobility is the diffusion coefficient of both neutral and 
charged species in ionic liquids. Similar to conductivity, the diffusion coefficient is strongly 
dependent on the ionic liquid of interest and the charged carried by the dissolved molecule[23]. 
Table 2.4 below is data collected by Zigah et al. [23, 24] which shows the diffusion coefficient 
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of the neutral species O2 and the charged anion radical *O2- in a dilution series of 
(triethylbutylammonium bis(trifluoromethylsulfonyl)imide) ([Et3BuN][NTf2]) and 
dimethylformamide (DMF). DMF was chosen because it can be used as a nonionic organic 
dilution solvent.  
 Table 2.4 shows that the diffusion coefficient is dependent both on the charge of the 
molecule and the composition of the liquid. Note that at all compositions, the diffusion 
coefficient of the oxygen anion radical is lower than that of the neutral oxygen molecule. This is 
due to the interaction between the negatively charged anion and the ions in the liquid. As the 
ionic strength of the liquid decreases, (increasing %DMF) this interaction parameter decreases 
and the diffusion coefficient of the charged molecule goes up. 
 
 
Table 2.4: Diffusion Coefficient of Oxygen and Oxygen Anion Radical in 
([Et3BuN][NTf2])/DMF Mixture. Taken from [23]. 
 
%DMF D (O2) D(O2.-) D(O2)/D(O2.-) 
[v/v] [cm2/s] [1] 
0 0.6 0.01 59 
10 0.71 0.022 33 
40 1.1 0.065 17 
60 1.7 0.15 11 
80 2.3 0.32 7.1 
100 4.5 1.4 3.3 
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 This trend is also observed with the neutral species, however the interaction parameter 
between the neutral oxygen molecule and the liquid is lower compared to that of the radical. 
This is made clear by the decreasing diffusion coefficient ratio.  
 RTILs are also desirable because of their high solubility and selectivity to several 
gasses. For example, the solubility of CO2 in water is approximately 30 mM, whereas the 
solubility of CO2 in imidazolium based ionic liquids can be as high as 2000 mM.  Ionic liquids 
additionally show selectivity to different gasses and are often used in separation processes with 
hydrogen, nitrogen, and methane [25-29].  These separations are often facilitated by differences 
in solubility at either a constant temperature or at variable temperatures. For example, Finotello 
et al.[25] shows that the solubility of CO2 in [HMIM][TF2N] decreases with increasing 
temperature, while the solubility of CH4 remains relatively constant and the solubility of H2 and 
N2 increases. Table 2.5 below is data taken from Finotello that shows the Henry’s Law constant 
(H) of several gasses in [EMIM][BF4]. 
The Henry’s Law coefficient is related to the concentration of dissolved gas by: 
 Hcp =   (2.25) 
Where H is henrys law constant, c is concentration, and p is the partial pressure of the gas phase 
above the liquid 
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Table 2.5: Henry’s law constants for several gasses in [EMIM][BF4]. 
 
 It was further shown by Finotello that the solubility of various gasses in imidazolium 
based ionic liquids could be moderately well predicted using Regular Solution Theory (RST), 
which takes into account the molar volume of the solvent and solute as the primary parameter 
towards modeling solubility.  
With all of these unique physical properties, ionic liquids are the subject of investigation 
for applications such as electrolytes in batteries, fuel cells, super capacitors, solar cells, 
electrochemical reactions, separation units, carbon capture and sequestration, and in this study, 
electrolyzers. 
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2.2.2 Structure of Ionic Liquids at the Electrified Interface 
 Although the structure of the ionic liquid in the double layer and at the interface is not 
the direct aim of this study, the behavior of ionic liquids varies significantly from conventional 
electrolytes at an electrified interface.  These differences could have mechanistic implications 
and a brief overview is given here. The interested reader can learn about this topic in greater 
detail by referring to Bard and Faulkner [30].  
 There are several models that attempt to describe the organization of ions near the 
electrical interface; these models vary in complexity and are often only appropriate under 
certain conditions. Among the most well known models is the Gouy-Chapman Theory. The 
Gouy-Chapman model proposes that the excess charge at the electrode is neutralized by a 
diffuse layer of ions. This diffuse layer can be modeled by being broken down into laminae, 
each of a certain charge density. The thickness of this diffuse layer depends on many factors 
including ionic concentration, symmetry of electrolyte and potential at the electrode surface. 
Using a 1:1 electrolyte, the characteristic surface thickness can be modeled using GC theory by: 
                                                   
2
1
222
1
−






=
ezn
kT
o
oεε
κ  (2.26) 
Where 1/κ is a characteristic thickness, z is the ionic charge, n is the number concentration of 
ions in a particular lamina (0 being the bulk), T it temperature, k is the boltzman constant, ε is 
the dielectric constant and εo is the permittivity of free space. Note from equation 2.25 that as 
the number concentration of ions gets larger, the characteristic diffuse layer thickness gets 
smaller.  
 In the case of ionic liquids, where the number concentration of ions is very large, the 
diffuse layer is in fact so compact that it begins to resemble an earlier model for the electrified 
interface, the Helmholtz model[31]. Figure 2.3 below is a simplified schematic as to the 
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organization of ions between the two models as well as a comparison of the potential drop 
profile across the layer.  
 
Figure 2.3: The Gouy-Chapman and Helmholtz models for ions at the electrified interface. 
 
 
 These two models differ both qualitatively in structure and quantitatively in the way that 
they describe the capacitance of the electrified interface. One need only look at the Helmholtz 
model of electrical organization in order to see the resemblance of the electrified interface with 
a conventional capacitor.  
 It has been proposed [32] that molten salts, such as these ionic liquids form organized 
layer structures at the electrified interface. This approximation “seems reasonable given the 
large Coulombic forces and since the layering resembles the lattice from which the liquid is 
derived”[31]. The capacitance for such a model is given by: 
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Where ξ is the charge density on the metal, δ and β are functions of the concentration variance, 
z is the coordination number, q is the charge of vacancy, and α is the polarizability. Using this 
model, the interfacial capacitance of [EMIM][BF4] was found to be 0.12 F/m2. Using: 
                                                       
OD
d
C εε
=
1
 (2.29) 
The diffuse layer was found to be 5 angstroms, which is on the scale of one molecule. This 
result shows that even is the Gouy-Chapman model is applied, the results still lead to the 
limiting Helmholtz model scenario of a very tightly packed layered structure at the electrical 
interface where the potential drop between the surface and the bulk solution takes place over the 
thickness of one molecule.  
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2.3 CO2 Reduction in Ionic Liquids 
 The reduction of CO2 in ionic liquids is an extension of the reduction of CO2 in non-
aqueous solvents. Some of the major physical differences between ionic liquids and other non-
aqueous solvents were mentioned earlier. The study of electrochemical reactions supported by 
ionic liquids is a new fields in electrochemistry, even more so the study of CO2 reduction in 
ionic liquids. Richard Compton, one of few known experts in ionic liquid chemistry, suggests 
two mechanisms in separate papers of interest to this study of CO2 reduction in ionic liquids.  
First, Compton reported the ability of 1-butyl-3-methylimidazolium acetate 
[BMIM][Ac] to reduce carbon dioxide[33]; this paper served only as a very preliminary proof 
of concept as none of the products or efficiencies were reported. The main drive behind this first 
study was to evaluate the effect of [BMIM][Ac]’s very large solubility of CO2 (ca. 2.5M) and 
attempt to maintain reducing current on a polarized platinum cathode. The large solubility, and 
ability to maintain current is credited to [BMIM][Ac]’s ability to complex to neutral CO2; this 
claim came from the very small diffusion coefficient (2.6*10-12 m2/s) measured in this study. 
Compton concluded that the slow diffusion coefficient of CO2 in [BMIM][Ac] was due to its 
strong interaction with the ionic liquid. 
The second chemistry, which has helped developed the hypothesis for this study, was 
Compton’s study of the electroreduction of molecular oxygen to its anion radical form O2*-.  
                                                         
−− ↔+ *22 OeO  (2.30) 
 
This radical is unstable in aqueous solvents as it readily reacts with water by: 
                                                  
−−− ++→+ HOHOOOOHO 22
*
22  (2.31) 
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 and was reported to be unstable in other non-aqueous solvents. When imidazolium based ionic 
liquids are used, Compton proposes strong ion pairing interactions between the oxygen anion 
radical and the imidazolium cation, leading to a stabilized complex. It is this strong ion pairing 
that we wish to observe between the imidazolium cation and the *CO2- anion radical which is 
very crucial in the various CO2 reduction pathways. 
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2.4 A Reference Electrode System  
 Because of the diversity of electrolytes, there is no truly reliable reference electrode 
suitable for use across the board in ionic liquid and nonaqueous systems [34]. There are, 
however, several techniques and reference electrodes that can be used in order to allow for 
mutual comparisons within the electrochemistry literature. The IUPAC Commission on 
electrochemistry has suggested that the most reliable method for reporting potentials in 
nonaqueous electrolytes (which would appear to include ionic liquids) is to use a 
ferrocene/ferrocinium (Fc/Fc+) internal standard.  The ferrocene couple is a 1-electron reaction 
that has been observed to exhibit the same redox characteristics regardless of the electrolyte 
(assuming sufficient solubility). This internal standard potential is often used to convert to more 
common scales like SHE, RHE, and SCE. In some situations, where stability is weak or junction 
potentials are large, it is desirable to report the potential scale directly against the measured 
Fc/Fc+ couple.  
There are three different referenced electrodes used experimentally throughout this work.  
(1) Ag/0.01M Ag+ in Acetonitrile 
(2) Ag wire (or Ag-Quasi-reference electrode) 
(3) Ag/ 3M Saturated AgCl 
 
 Depending on the system under study, the reference scale is either kept against the one 
used during the experiment, or, converted into a more convenient scale such as SHE or RHE. 
The reference scale chosen used the following decision criteria: 
(1) Pure ionic liquids used an Ag/0.01M Ag+ reference electrode in acetonitrile. This was 
converted to SHE using an Fc/Fc+ internal standard. Details found below. 
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(2) Ionic liquid – water mixtures used an Ag/ 0.01M Ag+ electrode and were converted to 
RHE using the process below, accounting for the pH of the solution 
(3) Other non-aqueous (e.g. DMSO, or DMF) electrolytes contained a Ag/AgCl reference 
electrode 
(4) Photochemistry in EMIM-BF4 mixtures used the Ag/AgCl reference electrode after 
validating the stability of the reference electrode in the various electrolytes.  
(5) Experiments inspired by procedures found in the literature employed the same reference 
electrode described in the literature so a basis for comparison could be made.  
(6) Spectro-electrochemistry experiments (SFG, EXAFS) employed a silver wire reference 
electrode to enable simple adaptation to the cell.  
 
 Our reference electrode was either a silver/silver ion electrode in acetonitrile (ANE), a 
silver quasi-reference electrode (silver wire, or silver QRE), or a 3M KCl saturated Ag/AgCl 
electrode. The reference electrode selected for a particular experiment was then connected to the 
ionic liquid with a Luggin capillary. This was done in order to minimize the distance between 
the reference electrode and the working electrode, while at the same time, minimizing the effect 
of any contaminant (e.g. K+, Cl-, ANE, NO3-, Ag+) that may have leaked through the Vycor frit.  
Although the literature reports some ionic liquid based Ag/Ag+ reference electrodes, they have 
been reported to have slow kinetics that are not as stable as that electrode mentioned above. Our 
calibration was based off the previous calibration of  Pavlishchuk et al. [35] for an the ANE 
electrode in acetonitrile.  We reproduced their data, and then adjusted for the differences 
between acetonitrile and EMIM-BF4 by measuring the potential of the ferrocene/ferrocenium 
couple in both systems as is described in many previous papers. 
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 Figure 2.4 shows the ferrocene/ferrocenium (2.5mM) redox couple measured in 
acetonitrile and EMIM BF4 using the ANE reference electrode. We measure Eo of the 
ferrocene/ferrocenium couple of platinum in acetonitrile as being +88mV vs. ANE, compared to 
the +87mV reported by Pavlishchuk using the similar procedures. (Eo is taken as the average of 
the peak potential of the anodic and cathodic wave). When 2.5mM ferrocene is placed in the 
EMIM-BF4 instead of acetonitrile, the measured Eo shifts to -5.5mV vs. ANE i.e. there is a 94 
mV difference between the potential of the ferrocene/ferrocenium standard in acetonitrile and in 
EMIM-BF4. 
 We have also done the same calibration using a silver-silver ion electrode directly in 
BMIM-BF4 as a reference electrode.   In that case we measure a 96 mV difference between the 
same electrode in acetonitrile compared to EMIMBF4 i.e. the shift is largely independent of 
differences in junction potentials.  
 Pavlishchuk et al. reported that there is a 537 mV difference between SHE and ANE in 
acetonitrile using a ferrocene standard.   Figure 2.4 shows that there is an extra 94 mV when the 
electrode is immersed in EMIM-BF4.   Therefore we conclude that there is a 537+94=631 mV 
difference between the potential of the ANE electrode in EMIM-BF4 and SHE at 25 C. 
 
29 
 
 
Figure 2.4: Anodic and cathodic wave for Fc/Fc+ couple at a platinum disc surface in 
Acetonitrile and EMIM-BF4 using the ANE reference electrode (ν=10mV/s). 
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CHAPTER 3 
STATEMENT OF PURPOSE  
 The last 30 years of carbon dioxide conversion research have been relatively stagnant in 
terms of major discoveries.  While there have been advancements in carbon capture technology, 
few advances have been made in reducing the energy required to convert waste carbon dioxide 
into a fuels or useful consumer products. An electrochemical process for conversion of carbon 
dioxide (CO2) into useful products would become commercially viable if issues of high 
overpotentials and limited reaction rates could be overcome.  
 In many aqueous systems such as potassium bicarbonate, over-voltages upward of 800 
mV are often needed in order to initiate CO2 reduction on metal surfaces. Many of these 
energetic losses are due to the competing hydrogen evolution reaction (HER) and the large 
energy required to form key reaction intermediates.  The goal of this work is to investigate the 
use of room temperature ionic liquids (RTIL’s) as electrolytes for CO2 reduction. Room 
temperature ionic liquids show a great deal of promise for this application as they are thermally 
and electrochemically stable, non-aqueous, highly conductive, environmentally benign, and 
show high selectivity towards CO2 absorption compared to oxygen and nitrogen.  
This research will be broken up into several stages, starting with early diagnostic testing 
and ending with product oriented research aimed at designing electrolyzers and sensors meant 
for consumer purchase. This thesis will begin with diagnostic electrochemistry aimed to show 
the reader the advantages of using ionic liquids over traditional solvents. Then, spectroscopic 
techniques will be used to corroborate the electrochemistry, and give insight to the unique 
mechanisms observed on surfaces in contact with ionic liquids.  
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This report will then move from diagnostic electrochemistry to the design of a flow cell 
electrolyzer, where gas phase carbon dioxide will be fed, and the reaction products will be 
quantified. We will then investigate the sensitivity of the flow cell system to parameters such as 
pH, particle size, and temperature in order to find optimal operating conditions prior to scale up. 
Finally, we will investigate alternative end-user products such as photochemical devices, and 
CO2 sensors.  This thesis is meant to lay the groundwork and basis of comparison for future ionic 
liquid research as applied of CO2 electroreduction.  
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CHAPTER 4 
CO2 REDUCTION IN A 3-ELECTRODE CELL 
 
4.1 Fundamental CO2 Reduction 
 I would like to thank Dr. John Haan, Dr. Wei Zhu, Dr. Amin Salehi-Khojin and 
Dr. Rich Masel for their contributions to the work that appears in this chapter. Figures and 
sections of text from Section 4.8 were taken with permission from [1] . 
When trying to study novel electrochemical systems, cyclic voltammetry and linear 
sweep voltammetry is an excellent diagnostic technique used to obtain a broad knowledge about 
the electrochemical activity of the system.  Separate from linear sweep voltammetry, cyclic 
voltammetry sweeps the potential between two vertices for a pre-determined number of cycles 
and a given scan rate. Prior to the experiment, it is often it is necessary to remove bulk oxides 
and impurities from the catalyst surface by continuously cycling the working electrode between 
two potentials below the oxidation potential of the metal. All voltammograms shown in this 
chapter are the final cycle, representative of the repeatable and steady reaction topology of the 
system.  
 Previous reports [2-12] have discussed the advantages of performing CO2 reduction in 
non-aqueous solvents such as acetonitrile [13-21] and methanol [22-24]. Advantages to these 
solvents include the mitigation of hydrogen evolution [25, 26], a significant source of 
overpotential in aqueous systems [27-29].  Accordingly, the literature has shown [30] that CO2 
reduction can begin at slightly less negative potentials in these systems compared to the 
reduction taking place in water. Like aqueous systems, electrochemistry performed in 
acetonitrile and methanol requires a supporting electrolyte, generally 100mM 
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tetrabutylammonium perchlorate (TBAP) [31].  The following study represents the 
electrochemistry of CO2 reduction in several ionic liquids, including 1-ethyl-3-
methylimidazolium tetrafluoroborate (EMIM BF4).  EMIM BF4, as described previously, is 
completely ionic, obviating the need to introduce a supporting electrolyte into the solution to 
maintain sufficient conductivity. The ionic liquid was purified using the techniques described 
earlier [8, 32, 33] and placed into the working compartment of an H-type electrochemical cell. 
The working electrode was HiSpec platinum black supported on a 0.5mm dia. platinum plug. 
The catalyst ink was made by sonicating 5.6mg of platinum black in 1 ml of water, and 
subsequently depositing 50µl of this ink onto the platinum plug. The droplet, supported by the 
plug, was then placed under a UV heating lamp for 30 minutes and allowed to air dry for at least 
an additional 30 minutes. The counter electrode was a 25x25mm piece of platinum gauze, 52 
mesh, woven from 0.1mm dia wire, connected to a 5” 0.5mm dia platinum wire. The wire 
pierced through a nylon septum and Teflon bushing to maintain airlock. The reference electrode, 
separated from the working compartment by a 1mm I.D. luggin capillary, was a Ag/Ag+ 
electrode made by adding 0.01M silver nitrate and 0.1M TBAP to acetonitrile and inserting a 
silver wire.  It was determined that there is a +631 shift between this reference system in contact 
with EMIM BF4 and the SHE electrode (see end of Chapter 2). [34-36]. In all the following data, 
the potential scale will be against the SHE system. It is important to note that we used ferrocene 
as the standard in order to calibrate the magnitude of the shift. This procedure is widely cited in 
the literate as the ferrocene couple is a stable, reproducible, one electron redox couple [17, 34, 
36-39]. 
Figure 4.1 shows the reduction of CO2 in EMIM BF4. Figure 4.1 describes how electrons 
begin to flow into solution in order to facilitate the reduction of CO2 at ca. -0.45V, which is 
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200mV earlier compared to the already advantageous system of acetonitrile system and 400 mV 
earlier compared to aqueous 0.1M KHCO3 electrolytes reported in the literature [40-50].  
 
 
  
 
                       
 
 
 
 
 
Figure 4.1: Reduction of CO2 in EMIM BF4 on Pt black. Scan rate 50 mV/s. 
 
 
 
 
 
 
 
 
Figure 4.2: Effect of EMIM BF4 on H2 UPD on Pt black in 0.5M H2SO4. Scan rate 50 mV/s. 
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It is important to note that CO2 reduction appears to begin at -450mV vs. SHE on Pt black 
nanoparticles in EMIM BF4, compared to -850mV (and down to -1.4V) vs. SHE experimentally 
observed in traditional aqueous electrolytes. 
 The point at which electrons begin to flow into solution is taken as the onset potential for 
CO2 reduction.  Ordinarily one should be cautious about designating a reduction reaction onset 
purely by a difference current as electrochemistry alone cannot validate the progress of a specific 
reaction (i.e. the difference current may not be CO2).   Through analytical techniques such as 
sum frequency generation spectroscopy and GC analysis, it was found that the difference current 
is a valid method for determining the onset potential due to the high faradaic efficiency of CO. 
The specifics of the effect of electrode potential on the Faradaic efficiency of CO are found later 
in Chapter 6.  
 We propose that this reduction in overpotential required to drive the overpotential is due 
to 2 major contributing factors: 
(1) Limiting the H2 evolution reaction which ordinarily competes with CO2 reduction in 
slightly acidic media for active surface sites.  
(2) The high overpotential required to form key CO2 reduction intermediates.  
 As discussed in Chapter 2 (and will be shown experimentally in Chapter 5), EMIM BF4 
organizes itself into tight layers near the electrified electrode interface. Furthermore, ternary 
amines (EMIM BF4 is a ternary amine) have been shown to inhibit hydrogen evolution in 
slightly acidic media [25, 26, 41]. Figure 4.2 shows hydrogen evolution on a Pt black in 0.5M 
sulfuric acid. Notice that in the sulfuric acid electrolyte, the traditional pair of hydrogen 
adsorption peaks can be seen around 0.2V vs. SHE. When 1% v/v EMIM BF4 was added to the 
electrolyte, we see that the hydrogen peaks disappear. This result confirms from the literature 
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that ternary amines play a role in inhibiting hydrogen adsorption/evolution, a characteristic 
which can be exploited in our application. 
 
Figure 4.3:  Reduction of CO2 in acetonitrile (w/ 100mM TBAP) on Pt black. Scan rate 50mV/s. 
 
Figure 4.3 shows the onset potential for CO2 reduction in an acetonitrile electrolyte doped 
with 100 mM TBAP for electrical conductivity. Acetonitrile was chosen as a control electrolyte 
because it is also a non-aqueous solvent where the water content can be controlled, but it is not a 
ternary amine. Notice that the onset potential for CO2 reduction is ~ 200 mV more negative in 
acetonitrile compared to EMIM BF4, suggesting that EMIM BF4 acts in one or multiple fashions 
as a co-catalyst, promoting the low energy reduction of CO2. The potential scale was converted 
between ANE (Ag/0.01Ag+ in AcN) and SHE using the conversion table found in [16]. 
In addition to the inhibition of hydrogen (discussed above) we propose that the reduction 
in overpotential observed for CO2 in EMIM BF4 compared to acetonitrile (and water) is rooted in 
the stabilization of a CO2- intermediate on the surface by the EMIM+ cation. In this context the 
term “CO2−” is not necessarily a bare CO2− anion.  Instead it is whatever species forms when the 
first electron is transferred during the reaction. The stabilizing complex, denoted as CO2-
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EMIM+---BF4- forms at potentials just under +0.1 V and is readily stabilized by the ubiquitous 
EMIM+ cations. This compares to potentials near -1.3 V vs. SHE required to form the *CO2- 
anion intermediate in aqueous systems. As will be discussed later in Chapter 5, only the presence 
of an electrified interface [51, 52] in conjunction with a liquid co-catalyst (EMIM BF4) will 
facilitate the early formation of CO2-EMIM+---BF4- . This result was confirmed by the absence 
of any Raman-active CO2 bands in CO2 saturated EMIM BF4, and the presence of those 
asymmetric transitions with an electrified surface (using SFG).  
The ability of EMIM BF4 to co-catalyze CO2 reduction was assessed using catalyst 
blends.  Figure 4.4 below shows a comparison of CO2 reduction in EMIM BF4 on Pt black 
compared to the same area of Pt-Ru black.  Figure 4.4 shows that CO2 reduction initiates  
140mV more negative using Pt-Rh compared to Pt in EMIM BF4. Despite this difference, the Pt-
Ru catalyst outperforms the Pt catalyst at larger overpotentials. 
 
 
Figure 4.4: Reduction of CO2 on Pt black and Pt-Ru black in EMIM BF4. Scan rate 50 mV/s. 
 
 
 
42 
 
 
This means that the bi-functionality of the catalyst is more helpful in maintaining and 
facilitating the production of products at moderate overpotentials, but less efficient at the initial 
electron transfer to CO2 at the interface.  This suggests that the platinum atoms are 
predominantly responsible for catalyzing the initial electron transfer and that ruthenium is able to 
catalyze the latter electrochemical steps (for instance the conversion of CO2-EMIM+---BF4- to 
CO via: 
 
[EMIM –CO2] (ad)- - - BF4- + 2 H+ + e−   CO + H2O (4.1) 
 
 We next wanted to asses this mechanism electrochemically by making small variations to 
the anion and cation of the ionic liquid to assess whether the same effect is observed.  
  
 
 
 
 
 
 
 
 
 
Figure 4.5: CO2 reduction on Pt black in an BMIM BF4 electrolyte. Scan rate 50 mV/s. 
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Figure 4.5 shows the reduction of CO2 in the ionic liquid 1-butyl-3-methylimidazolium 
tetrafluoroborate (BMIM BF4). The only difference in the electrolyte between this electrolyte 
and EMIM BF4 is the addition of a methyl group to the ethyl (E) group on the imidazolum cation. 
Among the more notable differences between EMIM BF4 and BMIM BF4 is the larger viscosity 
of BMIM BF4 due to the added chain length. Notice also, just as in Figure 4.6, there is an 
oxidation peak at -550 mV vs. SHE (similar to Figure 4.5), likely the oxidation of CO back to the 
CO2-EMIM complex.  
 
 
 
 
 
 
 
 
 
 
 
Figure 4.6: CO2 reduction on a Pt black in a BMIM NTf2 electrolyte. Scan rate 50 mV/s. 
 
   Figure 4.6 is the analogous voltammogram for CO2 reduction in 1-ethyl-3-
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overpotential has decreased by 50% when the BF4 anion was replaced with the NTF2 anion.  It is 
clear from looking at Figures 4.5 and 4.6 that EMIM BF4 outperforms both of these alternatives, 
for differing reasons though. The onset potential for CO2 reduction in BMIM BF4 is ca. -750 mV 
compared to -450 mV in EMIM BF4. We believe that this difference is largely caused by slow 
transport within the electrolyte due to the longer alkyl chain. It is a result of these experiments, 
as well as the overwhelming amount of physical data on 1-ethyl-3-methylimidazolium 
tetrafluoroborate that EMIM BF4 will be the predominant ionic liquid of focus in this work.  
 
We next wished to assess the ability of EMIM BF4 to co-catalyze CO2 reduction on a 
non-platinum metals known to have a high Faradaic efficiency of CO2 conversion in aqueous 
systems. From Table 2.1, we see that gold and silver are among a small group of polycrystalline 
metals known to be very active in CO2 reduction in aqueous systems.  Figure 7 below is a cyclic 
voltammogram (ν = 50mV/s) of CO2 reduction in EMIM BF4 on a flat gold (dia 5mm) 
Note how the reduction is characteristically different in this scan compared to the scans 
shown in Figures 4.5 and 4.6 above. The most obvious is the dramatic decrease in current 
compared to platinum.  A full Faradaic wave (ca. -1.1V) is seen in the reduction of gold; this is 
most likely due to the significantly smaller surface area of our gold cathode compared to the high 
surface area Pt and Pt/Ru cathodes. In the case of Au, we reach a mass transfer limitation and see 
the faradaic wave.  It is then perhaps a morphological effect that led to the result using the Au 
electrode where CO2 gets reduced at more negative potentials.  As seen in Figure 4.3, the current 
is much lower using the polished gold electrode compared to the high-surface-area Pt inks (as 
would be expected). While the platinum/blended catalyst was high surface area nanoparticles, the 
gold electrode was a highly polished plug. In order to ensure the differing results between the 
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platinum/blend catalysts and the gold catalyst was not a morphological effect, the reduction of 
CO2 on gold was repeated using an electrochemically roughened gold electrode. The procedures 
for electrochemically roughening the gold plug involve placing the gold plug in 0.2 M KCl and 
sweeping the potential at a speed of 75 mV/s between -0.26 and 1.24 V vs. Ag/AgCl reference 
electrode. 
 
 
Figure 4.7: LSV of CO2 reduction on an Au slug (5mm dia) in EMIM BF4. Scan rate 50 mV/s. 
 
 
This is the same roughening process used in Surface Enhance Raman Spectroscopy 
(SERS) experiments, creating a gold electrode with nano-size roughness properties, comparable 
to the deposition of depositing nanoparticles on a metal support. Figure 4.8 shows CO2 reduction 
in EMIM BF4 on the roughened gold electrode. Note from Figure 4.8 that even under the 
roughened morphological conditions, the reduction of CO2 still begins at -500mV, and there is 
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still a full cathodic wave just under -1.1V representing a different redox chemistry compared to 
the platinum/blend catalysts.  
 
 
 
Figure 4.8: LSV of reduction of CO2 on a roughened gold electrode in EMIM BF4. Scan rate 50 
mV/s. 
 
On a roughened surface, however, the current goes up by a factor of 300% confirming our 
observation that a low surface area and low index exposed planes (most of the bulk gold slugs 
are [111]) led to the low current in Figure 4.7. Nevertheless, the current observed on gold in 
EMIM BF4 is significantly lower than the CO2 reduction current found on platinum. Despite the 
increase in Au surface area through roughening, the surface area of the HiSpec Pt black 
electrodes are still much larger.   
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4.2 CO2 reduction in EMIM BF4 + 400 mM H2O 
 In order to describe the effect of adding small amounts of water (~400mM) to the EMIM 
BF4 electrolyte, it is first important characterize the voltammogram of platinum in “dried” EMIM 
BF4 such that we can make accurate comparisons.  
 Owing to the desired CO2 reduction pathway (Equation 4.1 above), we expect that there 
will be a positive effect from adding small amounts of water to the EMIM BF4 electrolyte on the 
CO2 reduction characteristics.  Note that we do not yet want to add large amounts of water to the 
electrolyte because EMIM BF4 may then lose the ability to inhibit hydrogen evolution; 
furthermore we will change the pH of the EMIM BF4 electrolyte (~5.2) to a lower value making 
the voltammograms more difficult to compare.  
To begin, Figure 4.9 below is a cyclic voltammogram of argon saturated EMIM BF4 
(control) and CO2 saturated EMIM BF4 on a Pt black surface.  The experimental setup for Figure 
4.9 is the same as that described in Figure 4.1 above; with the exception that lower potential 
vertex is 250 mV lower in this presentation. In order to make the reduction and oxidation peaks 
less ambiguous, they can be paired by varying the more negative vertex in an effort to link novel 
reduction and oxidation peaks. From Figure 4.10, it can be seen that there is one novel reduction 
wave beginning at ca. -450mV and two novel oxidation waves peaking at ca. -400mV and 
+600mV.  
 This figure suggests that CO2 is reduced on platinum, and then oxidizes either to two 
different species or to the same species via two different routes (as suggested by the two 
oxidation peaks).  
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Figure 4.9: Cyclic voltammogram of Platinum black in argon (control) and CO2 saturated EMIM 
BF4. Scan rate 50 mV/s. 
 
 
Figure 4.10: Variable-vertex voltammograms of CO2 in EMIM BF4. Scan rate 50 mV/s. 
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We propose that the oxidation peak at -400mV is the oxidation CO back to the low energy CO2-
EMIM intermediate.  
 
CO + H2O  [EMIM –CO2] (ad)- - - BF4- + 2 H+ + e−   (4.2) 
 
 The more positive peak occurring at +600mV is most likely the alternative oxidation 
route from CO to uncompleted CO2. This value is in agreement with the literature for CO 
oxidation of Pt in aqueous systems. Karl Fischer titration studies have shown that EMIM BF4, 
prior to being charged into the cell, has approximately 80mM of water in it. As a result, CO2 
could be able to be oxidized via two different pathways; the pathway described above in 
Equation 4.2, and direct oxidation of CO to CO2 such as observed in traditional aqueous systems. 
The effect of adding water on the stripping of CO will be studied later in this chapter. 
The reduction occurring at ca. -1.1V and subsequent oxidation at -1.0V is a background 
wave due to the solvent, more specifically the water in the solvent reducing via the equation: 
 
 H2O + 2e-  H2 + 2 OH- (4.3)  
 
 As described in Chapter 2, the CO2 reduction reaction and the water reduction reaction 
are not independent entities. As shown by Figure 4.11, a controlled amount of hydrogen on the 
surface of the cathode can promote alternative routes (e.g. provide an aqueous pathway in a non-
aqueous electrolyte) for conversion and subsequent oxidation off of the surface. Furthermore, 
during CO2 reduction, the surface is covered in CO (whether or not CO be the final desired 
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product or not). For platinum, CO acts as a poison which inhibits further CO2 conversion as the 
surface sites disappear; if however a small (i.e. 10-500mM) controlled amount of water is in 
solution, the surface turnover rate could increase (because H2O can help to liberate the bound 
CO) leading to higher conversion rates.  
 
Figure 4.11: CO2 Reduction on platinum black in EMIM BF4 and EMIM BF4-H2O mixtures. 
Scan rate 50 mV/s. 
 
 The reduction of CO2 in pure EMIM BF4 shown above is very similar to the previously 
shown data. When 400mM of water is added to the working electrode compartment, we see an 
increased current in the region of CO2 reduction, -200mV to -800 mV. As described earlier, an 
increase in current for CO2 reduction in the presence of water is not necessarily due to the 
increased conversion of CO2.  In order to help discriminate between the competing reactions 
(CO2 reduction and the HER), the same experiment was run using only EMIM BF4 and 400mM 
water (green line). Note that no faradaic peak is observed in the CO2 conversion region in the 
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EMIM BF4-H2O system, and that the cathodic shoulder that begins to form at about -0.9V in this 
system is identical to the shoulder that forms in the EMIM BF4-H2O-CO2 system. These 
voltammograms suggest that any current due to the conversion of water is largely seen in the 
region below -0.95V vs. SHE, and that the additional current observed in the CO2 conversion 
region is largely due to the increased rate of CO2 reduction. This is a very interesting result, 
because it shows that we have lowered the overpotential for the desired CO2 reaction while at the 
same time we raised the overpotential for the water reduction reaction by about 60 mV to  
-0.95V. (Note that dried EMIM BF4 is at a pH just below 6) 
 
−− +→+ OHHeOH 22 22  (E° -0.89V vs. SHE at pH 6) (4.3) 
 
In the context of the broader goals of this project, this experiment represents the concept 
that this system can be optimized with respect to the role water plays in the reduction on CO2 
reduction. On the one hand, too little a water concentration will lead to a low turnover rate on 
platinum as the adsorbed CO will have limited pathways of oxidation off of the surface. In such a 
case, we would require a large anodic overpotential to clean the surface of CO. On the other 
hand, as described in the introduction, too much water will lead to a surface covered in hydrogen 
leaving no room for CO2 conversion unless a large overpotential (1.0-1.5V of overpotential) is 
applied. Under these experimental conditions, this experiment shows the amine-regulated 
suppression of hydrogen evolution and the amine-regulated stabilization of CO2 conversion. In 
other words, this system shows it is possible to raise the overpotential of undesired reactions 
(HER) while simultaneously lowering the overpotential of desired reactions (CO2 conversion).  
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In an experiment similar to the one described in Figure 4.10, the variable vertex 
technique was utilized in order to probe the EMIM BF4-H2O system. Below in Figure 4.12, the 
cyclic voltammogram (υ=50mV/s) of this system is shown. When comparing Figure 4.12 with 
the analogous “dry” version of this experiment (Figure 4.10 above), we see that there is an extra 
set of redox peaks in the presence of water. The additional reduction wave begins at around -800 
mV and reaches a mass transport limitation around -1.0V vs. SHE, and its correlated oxidation 
wave is found to peak at ca. -800mV vs. same. This is likely the reduction of the added water. To 
validate the relationship between the three redox couples (CO2, water, solvent redox 
chemistries), Figure 4.13 shows the result of the variable vertex experiment.  
 
Figure 4.12: Voltammogram of CO2 reduction on a platinum black electrode in the EMIM BF4-
H2O (400mM) system. Scan rate 50 mV/s. 
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Figure 4.13: Voltammograms of varying vertex for CO2 reduction on a platinum black electrode 
in the EMIM BF4-H2O (400mM) -CO2 System. Scan rate 50 mV/s. 
 
We observe that both the CO2 reduction current and the water reduction current density increase 
upon the addition of 400 mM H2O.  This emphasizes the point that the water concentration must 
be carefully controlled in order to balance the utilization of active catalytic surface sites.  
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4.3 CO2 Reduction in 18mol% EMIM BF4 in Water 
 From section 4.2, we found that water addition, even a small amount, can be beneficial 
for CO2 reduction.  In Chapter 6 we will describe the reduction of CO2 on a silver and gold 
electrodes in 18 mol% EMIM BF4 in the operation of a flow cell electrolyzer. In this section, we 
focus only on the general electrochemistry observed on silver and gold in 3-electrode systems. 
   Unlike section 4.2 above dealing with platinum, gold and silver are known to be good 
catalysts selective to CO formation in aqueous systems. Therefore, a significantly larger amount 
of water may be added to the system without fear of large CO2 conversion overpotentials. This as 
opposed to the previous section where platinum was the working catalyst and we expect a large 
amount of hydrogen to be produced if the pH of the electrolyte is driven too low.  
 It is also important to note that no supporting electrolyte was added to the water phase of 
this mixture as the ionic liquid provides the mixture with sufficient conductivity to perform the 
electrochemistry. Berrose [22] et al. shows that there is a peak in the conductivity in EMIM BF4-
H2O mixtures at 18mol% EMIM BF4, which is the concentration used in the following Figures 
4.14 - 4.16.   
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Figure 4.14: Cyclic voltammograms of CO2 reduction on roughened gold in 18mol% 
EMIM BF4 in water. Scan rate 50 mV/s. 
 
 
 
Figure 4.15: Cyclic voltammograms of CO2 reduction on silver nanopowder in 18mol% 
EMIM BF4 in water. Scan rate 50 mV/s. 
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Figure 4.16: Cyclic voltammograms of CO2 reduction on platinum black in 18mol% 
EMIM BF4 in water. Scan rate 50 mV/s. 
 
 
The first clear point to be made between Figures 4.14, 4.15, and 4.16 is that the current 
using the gold electrode is the lowest, owing to the difficulty to make high surface area gold 
catalyst inks. (In this case, in place of an ink, 2 nm gold colloid was used). We see a full faradic 
wave with amplitude of -600 µA at -700mV vs. RHE (note the change from SHE to RHE to 
account for significant pH changes upon adding so much water).  On silver, there appears to be 
two regions to the CO2 reduction regime.  The shallower region of CO2 reduction is extended to 
approximately -900mV vs. RHE before the slope of the I-V curve increases (presumably due to a 
greater accessibility of hydrogen on the surface). As would be expected, this region occurs at less 
negative potentials when platinum is used as the cathode. Figure 4.16 shows that when platinum 
is used as the cathode, hydrogen is the predominant product at high overpotentials. This is seen 
by the similar current densities when comparing the argon and CO2 saturated solutions on the Pt 
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electrode.  This is shown experimentally in Chapter 7. Despite the low hydrogen overpotential, 
platinum is still able to produce a larger current compared to the silver CO2 current. Since CO is 
a poison to platinum at room temperature, the use of cathodic platinum could only be facilitated 
at temperatures over 100 °C where CO desorbs from the surface. Furthermore, it would be 
economically infeasible to construct a CO2 electrolyzer out of all platinum catalyst. Silver 
appears to be a more viable candidate for a cathodic material due to its large CO selectivity, high 
H2 overpotential (when used in conjunction with the ionic liquid) and affordable cost. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
58 
 
4.4 CO Oxidation from Platinum Surface 
 Hori et al. explain the importance of verifying the species formed in CO2 reduction 
reactions and not simply assuming the formation of a product based on a difference current.  In 
conjunction with using optical techniques and gas chromatography, this study wishes to probe 
the species bound to the catalyst surface by performing a series of oxidation experiments. 
Additionally, by varying the amount of time that the cathode is held at a reducing polarization, 
more kinetic information can be derived from the experiment. Figure 4.17 below is an example 
of this study. It is important to note that this experiment is only possible with CO on platinum. 
 
 A solution of EMIM BF4 and water (400 mM) had both CO2 and CO bubbled through 
while the platinum black cathode was held at -600mV vs. SHE for 10 minutes. In the case of 
CO2 saturation, this has shown to be a potential sufficient for CO2 reduction; in the case of a CO 
saturated solution, this polarization should encourage the adsorption of CO onto the platinum 
surface. After ten minutes, the potential was swept from -600mV to +2000mV at a scan rate of 
5mV/s. Similarities in the oxidation profiles between CO2 and CO saturated solutions can 
provide evidence that the reduced species is in fact CO.  
Figure 4.17 shows the result of this experiment, and also provides the same experiment 
done in pure EMIM BF4 and EMIM BF4 with 400mM water as a control experiment. In CO2 
saturated solution we see two predominant peaks, first a broad peak starting near the reducing 
potential; because of its position, it is presumed that this is a simple one electron transfer from an 
reduced CO2 species to a less reduced form, for example, the oxidation of CO back to the CO2+-
EMIM --- BF4- complex: 
CO + H2O  [EMIM –CO2] (ad)- - - BF4- + 2 H+ + e−                                             (4.4) 
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Figure 4.17: Minute-long potential hold at -600mV on platinum black in EMIM BF4; release at 
10 min. Scan rate 5 mV/s.   
 
In the region of 0 to +600mV vs. SHE, there appears to be small amounts of solvent 
related oxidation processes occuring. These oxidation steps appear to be associated the oxidation 
of hydrogen gas on the surface (i.e. H22e- + 2H+) because the peak occurs slightly positive of 0 
vs. SHE. Finally, the most dominant feature of this scan is the large oxidation peak beginning at 
ca. 0.9 V vs. SHE. This peak likely represents the oxidation of CO back to CO2 via: 
CO(ads) + OH(ads)  CO2 + + H+ + e- (4.5) 
 This process occurs around 700mV in aqueous systems, but appears to require a much 
stronger oxidizing potential in order to occur in the ionic liquid system. It is not entirely clear 
why there is a 200mV overvoltage difference when this reaction occurs in ionic liquid, but it is 
likely do to the lower OH- availiblity compared to traditional aqueous electrolytes.  In summary, 
it is believed that the agreement between the CO2 saturated and CO saturated scans represents 
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supporting evidence that CO is on the surface of the platinum electrode in using this EMIM BF4-
H2O system (This is also corroborated by SFG and gas chromatorgraphy).   
A similar experiment was conducted in “dried” ionic liquid in order to determine the 
response of the system at low water concentrations (around 80 mM). The potential was held at 
the value indicated in the figure key for 10 min, and swept forward to 2V at a rate of 5mV/s 
without breaking the electrical connection between the potentiostatic step and the linear sweep 
step. Figure 4.18 below shows the potential dependence of the oxidation products in CO2 
saturated solution.   
In CO2 saturated EMIM BF4 with a water concentration of 80 mM, CO begins to appear 
near -665 mV. The intermediate species, however, are still formed at -465mV. At -465 mV 
(blue), only a small amount of intermediate species is observed and the more dominant oxidation 
peak is the splitting of adsorbed H2 to 2 H at ~ 200 mV. As more reduced species are produced 
(at more negative potentials) the surface becomes covered with EMIM+-CO2-- BF4- and the 
hydrogen oxidation peak lowers due to inadequate surface sites. This figure represents the nature 
of the competition between different surface reactions. With water concentrations between 80 
and 1M, and at potentials between -500mV and -900mV, on platinum, it appears that hydrogen 
generation exists at an optimal amount on the surface; not so much as to suppress CO2 reduction 
and overwhelming the surface with hydrogen, and not so little as to make the removal of CO 
from the surface difficult. 
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Figure 4.18: Reduced-CO2 oxidation on platinum black at variable hold potentials for 10 min in 
EMIM BF4. Scan rate 5 mV/s. 
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4.5 Time Dependence of Oxidation Processes on a Pt Cathode 
 It is also interest to investigate the dependence of the oxidation profile on the time that 
the cathode was held at the reducing potential. The setup of this experiment was identical to the 
experiment summarized by Figures 4.19 and 4.20 with the holding time and potential variant. 
Figure 4.16 below shows the oxidation profile of a Pt cathode held at -565mV vs. SHE for 1, 5, 
and 10 minutes.  
` 
Figure 4.19: Oxidation profile of CO2 saturated system on a platinum black electrode held at  
-565mV for 1, 5, and 10 minutes in EMIM BF4. Scan rate 5 mV/s. 
 
 
 What appears to be occurring at -565mV is the reduction of CO2 in small amounts as 
evident by the oxidation peaks at -450mV and +1300mV. As discussed earlier, the oxidation 
peak at -450mV is likely due to the oxidation of CO
 
 to the EMIM-CO2—BF4 intermediate by 
Equation 4.4. The peak size of this initial oxidation appears to be only slightly time dependent, 
whereas the hydrogen oxidation peak and CO oxidation peak appear to be time independent.  
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 Next, the potential of the cathode was held at -665mV vs. SHE for 1, 5, and 10 minutes. 
The major difference between this oxidation profile and the previous profile shown in Figure 
4.19  is the apparent time dependence of both the intermediate oxidation peak (ca. -4500mV) and 
the hydrogen desorption peak (+250 mV). Like other experiments involving the competition 
between water and CO2 on the platinum surface, this figure is very characteristic of this 
competitive process. Figure 4.20 shows that as the potentiostatic time is increased from 1 to 10 
minutes, more and more CO2 appears to be reduced on the surface at the expense of less 
hydrogen. This is shown by the positive correlation between peak size and time for the CO2 
intermediate process and the inverse correlation between peak size and time for the hydrogen 
peak.  
 
Figure 4.20: Oxidation profile of CO2 saturated system at a platinum black electrode held at -
665mV for 1, 5, and 10 minutes in EMIM BF4. Scan rate 5 mV/s. 
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Figure 4.21: Oxidation profile of CO2 saturated system held at -865mV for 1, 5, and 10 minutes. 
Scan rate 5 mV/s. 
 
 
 Finally, we look at the time-dependent oxidation profile under CO2 reducing conditions 
at -865mV vs. SHE. At this potential, it appears that the traditional oxidation of CO by OH 
occurs now that sufficient OH has been produced during reduction (i.e. at -865mV for 10 
minutes).  At this negative, we see little to no time dependence on the height of the initial 
oxidation peak. As the time is increased from 1 to 5 to 10 minutes, we see a broadening of this 
initial peak into the hydrogen region, perhaps indicating a significant increase in the amount of 
reduced intermediate on the surface compared to the other two potentials.  
 In summary, we see the potential and time dependence of CO2 reduction in EMIM BF4 on 
the nature of the species found electrochemically on the surface. It will be shown in later sections 
that these results are also consistent in experiments that are not transport limited, and that the CO 
and H2 on the surface suggested by these oxidation experiments are found to be continuously 
produced in a CO2 electrolyzer.  
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4.6 CO2 Interaction Suggested by CO2 Diffusion Measurements 
 The Stokes-Einstein equation (Equation 4.5) describes the relationship between a 
molecule of hydrodynamic radius, R, in a liquid of viscosity, η, at temperature, T, to the 
molecules’ diffusion coefficient, D.  
 
nR
kTD
pi6
=  (4.5) 
Using the model parameters found below in Table 4.1 and Equation 4.5, it would be expected 
that CO2 has a diffusion coefficient of 1.3x10-11 m2/s in EMIM BF4 at 25C. 
 One may also infer the diffusivity of an electrochemically reacting species (in this case, 
CO2 and/or its intermediates) by fitting to a model that determines the diffusivity at a disc 
electrode held at a constant potential [53]. While this model is not an exact analytical solution, it 
has been used by Richard Compton, a known leader in Ionic Liquid chemistry, as well as other 
well known electrochemists. The steady state current is related to the diffusivity of the reacting 
species via equation 4.6 below. 
( )2/12/12/1 3911.0exp2732.0|)(| AtBABtAtI pi−++= −
 (4.6) 
The steady state diffusivity comes from the fitted “A” parameter by: 
A=piFancD (4.7) 
 Electrochemically, the diffusivity of CO2 was measured to be at most 3.02x10-12 m2/s. 
This is an order of magnitude difference between the expected diffusivity based on viscosity 
effects. The electrochemically inferred diffusivity suggests that there is an additional interaction 
parameter between CO2 and EMIM BF4.This conclusion is consistent with both this study and 
many other studies owing to the strong intra- and inter- molecular interactions (coulombic and 
hydrogen bonding) observed in ionic liquids.  
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Table 4.1: Potentiostatic diffusivity model parameters. 
 
 
Figure 4.22: Model vs. fit for potentiostatic reduction of CO2 in EMIM BF4. 
 
  Constants     
    Value Unit 
  C 1.00E+03 [mol/m3] 
(electrode rad.) a 1.56E-03 [m] 
  n 2 [1] 
  F 96485 [As/mol] 
  π 3.14E+00 [1] 
  π ^ (1/2) 1.772484 [1] 
        
  k 1.38E-23 [J/K] 
  T 298.15 [K] 
 (CO2 rad.) r 5.50E-10 [m] 
 (EMIM BF4) @ 25C η 0.0306 [Pa S] 
 
67 
 
 
Figure 4.23: Nonlinear model fit to terms 1 and 2 in Equation 4.6. 
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4.7 CO2 Reduction in 30% TEA and DMSO 
 I would like to thank Alexander Senese for his experimental contributions to the data 
taken in this section.   
 There are many advantages to using ionic liquids as electrolytes for CO2 reduction. 
Among them include high conductivity (without supporting electrolyte), temperature and 
potential stability, high CO2 solubility, and a reduction in CO2 overpotential as discussed 
previously.  However, the current density observed in an EMIM BF4 electrolyte (turnover 
number ~ 1/sec) must be improved to industrially relevant rates (~10/sec) if our process is ever 
to be brought to a large scale. 
 One of the proposed methods to achieve this is to use an electrolyte with either (a) a 
higher CO2 solubility compared to EMIM BF4 and/or (b) select an electrolyte with a comparable 
solubility of CO2 at a lower viscosity compared to EMIM BF4 (thus improving reactant transport 
at the electrode).  We chose to investigate the use of two traditional non-aqueous electrolytes and 
establish their ability to reduce carbon dioxide with and without the addition of an EMIM ionic 
liquid.  
(1) 30% volume triethanol amine (TEA) in water 
(2) dimethyl sulfoxide (DMSO) 
 Both of these electrolytes have a CO2 solubility near EMIM BF4 (80-130mM at 30°C 
[54]) but have significantly lower viscosities.  The control (without EMIM) electrolyte contained 
tetraethylammonium perchlorate (TEAP) at the same concentration (0.1M) to establish a control 
experiment. This experimental design also allows for us to observe the effect of ionic liquid 
small volume fractions (~1%) as opposed to the EMIM BF4 study above.   
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Figure 4.24 shows the characteristic voltammograms taken in 30% TEA. The argon saturated 
control scan contained 100 mM TEAP as a supporting electrolyte. We found that this electrolyte 
has a window of about 1.5 V, which is 0.5-1 V smaller than that of the ionic liquids earlier in this 
chapter. When the electrolyte was saturated with CO2, we find reduction occurring near 1.0 V vs. 
Ag/AgCl (approximately -0.83V vs. SHE). While CO2 reduction appears to occur at higher 
overpotentials in this electrolyte, the current reaches a level 4 times larger in the CO2 reduction 
region compared to the ionic liquid. This current is increased further when CO2 reduction occurs 
with 100 mM EMIM Cl, corroborating our hypothesis of EMIM as a co-catalyst.   
 
 
 
 
 
 
 
 
 
 
Figure 4.24: Voltammograms of CO2 reduction on a silver nanoparticle cathode in triethanol 
amine. Notice the enhancement of CO2 reduction in 30% TEA upon the addition of EMIM Cl. 
Scan rate 50 mV/s. 
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 A similar procedure was used to evaluate DMSO as an electrolyte. Figures 4.25 shows 
CO2 reduction in DMSO with (a) 100 mM TEAP support and (b) 100 mM EMIM Cl. Previous 
reports by the Compton group [54] show studies in DMSO against a silver quasi-reference 
electrode. They do not report any reliable information about converting this system to other 
reference scales, so the data below has been plotted against the Ag qusi-reference electrode for 
direct comparison with the study from the Compton group.  
 
 
Figure 4.25: Voltammogram of CO2 reduction on a flat Sn electrode in DMSO with 0.1M 
TEAP. Scan rate 50 mV/s. 
 
 Compton found that CO2 reduction occurs at -1.5 V vs. an Ag wire, lining up nicely with 
the reduction wave at ca. -1.5 V in Figure 25. The reduction appears to follow an irreversible 
multi-step pathway as evident by the reduction wave at -1 V (and the absence of a corresponding 
oxidation peak).   
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Figure 4.26: Voltammogram of CO2 reduction on a flat Sn electrode in DMSO with 0.1M 
EMIM Cl. Scan rate 50 mV/s. 
 
 Upon addition of EMIM Cl to DMSO, we find the same reducing faradaic wave at -1 V 
as in Figure 4.26, but the subsequent reduction step appears to begin much earlier in the EMIM 
electrolyte compared to the TEAP supported electrolyte. This also supports the idea that EMIM 
is assisting in the formation of stable CO2 reduction intermediates as the EMIM appears to have 
lowered the overpotential by 400 mV (estimated using the horizontal line test).  
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4.8 CO2 Reduction in Choline Chloride  
 This work was coordinated and led by Dr. Wei Zhu. Experimental and conceptual 
contributions from this section were made by me and Dr. Amin Salehi-Khojin. Text and figures 
from this section are reproduced with permission from Electrochemica Acta.  
The objective of this work was to determine whether a simple quaternary amine, choline 
chloride, [(CH3)3NCH2CH2OH]+--Cl- could be used as a helper catalyst. Choline chloride is a 
common food additive for livestock. It is also sold as a dietary supplement for humans. It is 
inexpensive since it is a waste product of soybean oil production. Thus, it is an attractive “helper 
catalyst” candidate. Importantly, quaternary amines do not bind strongly on platinum[55] and 
dissociate completely in water under all of the conditions reported here. Therefore there was the 
possibility that choline chloride could be an effective helper catalyst.   
In this work we examine the effect of choline chloride on three different reactions: The 
hydrogen evolution reaction (HER), formic acid electrooxidation and carbon dioxide reduction. 
The HER can occur via cationic intermediates, so if the arguments in Masel[56] are correct, HER 
should be inhibited.  Formic acid electrooxidation can occur by two pathways: a direct pathway 
which has been theorized to occur via a formate intermediate or related species[57-62], and an 
indirect pathway leading to an adsorbed CO.  The direct pathway should be enhanced by choline 
chloride.  In addition, we would like to see whether overpotential of carbon dioxide reduction 
will be reduced. 
Fortunately, all the predictions above are desirable results. The HER is undesirable 
during CO2 conversion in aqueous media, because HER competes with the main reaction, CO2 
conversion [63-66].  It is also a side reaction in formic acid fuel cells. Therefore inhibition of the 
HER would be desirable. Moreover, formic acid electrooxidation is the main reaction in formic 
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acid fuel cells [67-73].   Enhancements could improve the stability of the fuel cell and lower the 
needed catalyst loading.  Finally, the energy barrier of carbon dioxide conversion can be reduced 
to improve the efficiency of carbon dioxide conversion. 
The objective of the work here was to determine whether choline chloride changes the 
rate of the hydrogen evolution reaction, formic acid electrooxidation and carbon dioxide 
conversion. In detail, we examined the effect of 0.5M choline chloride (pH 8.3) on the rate of all 
reactions on platinum using mainly cyclic voltammetry (CV).  We also compared three standard 
solutions: 0.5M sodium bicarbonate (pH 8.5), 0.5M sulfuric acid (pH 1.2) and a borax buffer 
solution (pH 8.3).  Sulfuric acid was an internal standard.  Sodium bicarbonate and the borax 
buffer have a similar pH, ion-strengths and conductivities to our choline chloride solutions, so 
they were good comparison cases. In addition, we investigated the HER effect in choline 
chloride with different concentration of sulfuric acid. For formic acid electrooxidation, we 
utilized CV and chronoamperometry to analyze 5M formic acid with small amount of choline 
chloride. Finally, we took bicarbonate solution as carbon dioxide source and obtained the 
overpotential of carbon dioxide by CV. Our results show a significant suppression of the HER, 
enhancement of formic acid electrooxidation and reduction of overpotential of carbon dioxide 
conversion in the presence of the choline chloride.  
Our first experiments were to determine whether choline chloride would inhibit the HER.  
The first experiment was to do cyclic voltammetry in each of the solutions and see how the 
hydrogen evolution reaction changed.   
Figure 4.27 presents the cyclic voltammogram of the hydrogen evolution reaction (HER) on 
platinum catalyst in 0.5M solutions containing sulfuric acid, bicarbonate, borax buffer and 
choline chloride.  In each case we plot the potential versus the measured value of RHE to avoid 
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the issues with the drift in the Ag/AgCl reference electrode due to the high chlorine 
concentration in the choline chloride.  
 
Figure 4.27: Cyclic voltammetry of platinum in 0.5 M choline chloride (pH 8.3), 0.5M sodium 
bicarbonate (pH 8.5), 0.5M sulfuric acid (pH 1.2) and a borax buffer solution (pH 8.3).  The data 
were taken at a scan rate of 10 mV/sec and at room temperature.   The data is plotted against 
RHE.  Data taken by W.Z. 
 
 The sulfuric acid data looks similar to those from the previous literature with hydrogen 
adsorption peaks at 0.11V and 0.27V, and hydrogen desorption peaks at 0.14V, 0.21V and 
0.28V. The hydrogen evolution starts at around 0V.  In sodium bicarbonate electrolyte, the peaks 
related to hydrogen reactions are at almost the same potentials as in sulfuric acid. There are 
hydrogen adsorption peaks at 0.16V and 0.30V, and hydrogen desorption peak at 0.20V and 
0.30V. The hydrogen evolution reaction begins at 0V as well. The same situation happened in 
buffer solution, which shows the hydrogen adsorption peaks at 0.17V and 0.27V, and hydrogen 
desorption peak at 0.14V and 0.31V. In this case, the hydrogen evolution reaction starts at 0V, 
but proceeds to bulk reaction slower than in sulfuric acid and sodium bicarbonate due to slow 
removal of hydrogen bubbles from the electrode surface.  
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Everything changes in the choline chloride electrolyte. We do not observe the characteristic 
hydrogen adsorption and desorption peaks. There is a peak at 0.33V (RHE) that we attribute to 
the interaction between choline ion and catalyst surface and a hydrogen reduction peak at about 
-0.4V vs RHE.  Clearly, hydrogen production has been suppressed. 
In the second experiment, we started with a platinum catalyst in a 0.5 M choline chloride 
solution in water, and slowly added sulfuric acid and measured the behavior of the system with 
CV. In this case, we used Ag/AgCl in 3.5 M KCl as the reference electrode. Notice that when the 
concentration of sulfuric acid is less than or equal to 0.01M (pH=1.8), we observe almost no for 
hydrogen formation near RHE.  After the concentration of sulfuric acid is increased to 0.02M 
(pH = 1.8), the HER is not stable between -0.2V to -0.8V. When concentration is increased again 
to 0.1M, hydrogen evolution reaction starts immediately around -0.25V vs Ag/AgCl (Figure 
4.28)  
 
Figure 4.28: The effect of sulfuric acid concentration on hydrogen evolution from a choline 
chloride coated platinum catalyst as measured by cyclic voltametry.   The data were taken at a 
scan rate of 10 mV/sec and at room temperature.  The potentials are referenced to a Ag/AgCl 
electrode.  Notice that hydrogen evolution reaction is suppressed at sulfuric acid concentrations 
up to 0.02 M (pH 1.8). Data taken by W.Z. 
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Therefore, with sulfuric acid in choline chloride solution, HER is also suppressed even the 
pH demonstrates strong acid environment. Later, the increased concentration of sulfate will 
result in the beginning of HER. Overall, choline chloride demonstrates strong HER suppression 
even in the presence of 0.02 M of sulfuric acid. 
    The results earlier indicated that hydrogen formation is strongly suppressed in the 
presence of choline chloride. The next question we wanted to address is whether we have 
completely poisoned the catalyst, or whether we have instead had a positive effect of formic acid 
electrooxidation.   In addition, we would like to know whether formic acid electrooxidation 
would be enhanced in the presence of choline chloride.  
 
Figure 4.29: Chronoamperometric measurements of formic acid electrooxidation on a choline 
coated platinum catalyst at 0.1 V relative to a Ag/AgCl reference electrode.  Notice that 
additions of choline chloride enhance the rate without changing the pH of the solution. Data 
taken by W.Z. 
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Figure 4.29 shows chronoamperometric scans for Pt held at 0.1V vs Ag/AgCl in 5M formic 
acid with different concentration of choline chloride. We chose 0.1V because this potential is 
similar to that used in formic acid fuel cells [61, 67-73].  
 For all chronoamperometric curves, the current density starts out high on the Pt surface 
but the current rapidly drops as the surface charges. Then the curves diverge. In the presence of 
choline chloride, the current density for formic acid electrooxidation is largest when choline 
chloride concentration is 0.1M. Later, the current density decreases when more choline chloride 
is added in the electrolyte, but still stays relatively higher than pure formic acid after 2-hours of 
operation. These results demonstrate that formic acid oxidation can be enhanced by small 
amount of choline chloride.  
 
Figure 4.30: The effect of sodium bicarbonate concentration on the CV of bicarbonate on a 
choline coated platinum catalyst.  Notice that the conversion of bicarbonate starts at about -0.8 V 
with respect to a Ag/AgCl electrode. Data taken by W.Z. 
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 Figure 4.30 illustrates the effect of choline chloride on the conversion of bicarbonate. In 
this case, we regard bicarbonate as a carbon dioxide source. Notice that at bicarbonate 
concentrations between 0.03 M and 0.2 M there is a peak at about -0.83 V with respect to 
Ag/AgCl. That peak is associated with bicarbonate conversion to yield CO and/or H2. There is 
also an oxidation peak near 0 V with respect to Ag/AgCl.   
Figure 4.31 shows the result of an experiment where we held the potential at -0.83 V with 
respect to a Ag/AgCl reference electrode, and then did a CV at 5 mV/sec. Notice the CO peak at 
0.68 V (Ag/AgCl).   This result shows that bicarbonate can be converted to CO, and perhaps 
other products at -0.83 V with respect to Ag/AgCl 
 
Figure 4.31: CO stripping with 0.5M choline chloride and 0.3M sodium bicarbonate.   These 
measurements were taken by holding the potential of the platinum electrode at -0.83 V with 
respect to Ag/Ag+ for 20 mins, and then scanning at 5 mV/sec.   Notice the CO reduction peak at 
0.68 V (Ag/AgCl).    CO2 is being converted to CO under the conditions of our experiment. Data 
taken by W.Z. 
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To put these results in perspective, Hori [27] reports that at pH 7, the equilibrium potential for 
the reaction is -0.52 V with respect to SHE at pH 7.   
CO2 + H2O + 2e-  CO + 2OH-                                                            (4.8) 
This is equivalent to -0.81 V with respect to Ag/AgCl at a pH of 8.3.  We observe CO2 
conversion starting at about -0.83 V with respect to Ag/AgCl. Thus the results in Figure 4 show 
that CO2 conversion is occurring with a low overpotential in the choline chloride solution.    
This work clearly demonstrates that choline chloride can act as a helper catalyst. Previous 
workers had shown that a different quaternary amine could suppress the HER in batteries [25, 
26] and poison ethanol decomposition[55], but what is special about our work is that we have 
observed suppression of an undesirable reaction and enhancement of desirable ones.   From the 
data here we do not know whether it is the choline or the chloride that is enhancing the reaction, 
but in related work we found that other choline compounds (Choline-BF4, Choline-acetate) give 
similar effects.  Therefore we assert that the choline ion is enhancing the reaction. 
Figure 4.32 shows a schematic of our proposed mechanism of the process.  Figure 4.32(a) 
shows the effect of choline ions on the electrooxidation of formic acid, while Figure 4.32(b) 
shows the suppression of the hydrogen evolution reaction by choline.  Without a suppression 
agent such as choline ion, when the electrode potential is more negative than the potential of zero 
charge (PZC), the surface will be negatively charged and the protons interact with the surface 
easily. However, when choline cations are added in the solution, a thin layer of choline ion forms 
on the catalyst surface, as seen in SERS.  
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Figure 4.32: A possible mechanism of; (a) formic acid reduction, and (b) hydrogen evolution 
reaction at some negative potential level on catalyst surface with choline chloride. Figure made 
by W.Z. 
 
(a) 
(b) 
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The thin layer of choline causes the surface to be positive charged, which will decrease the 
concentration of protons on or near the surface.  The adsorbed layer also acts to sterically hinder 
the adsorption of protons. This decreases the rate of reaction until the potential is negative 
enough that protons can finally reach the catalyst surface, and go through the reduction process 
to release hydrogen. As a result there is an increased overpotential for proton reduction.  
 By adding more sulfuric acid in the solution, the increased concentration of sulfate will 
replace the choline ions adsorbed on the catalyst. There is a transition state where sulfate is 
competing with choline ions to be adsorbed on the surface. 
Formic acid electrooxidation shows the opposite effect. This is harder to explain. Formic acid 
goes by two pathways on platinum: a direct and indirect pathway leading to buildup of CO on 
the surface [57, 58, 60, 61, 71, 74].  The CO poisons the reaction.  We observe two effects in our 
data, a decrease in CO poisoning and an increase in the absolute rate of formic acid conversion 
even before there is significant CO poisoning.   
It is hard to explain how both processes could occur.  A simple steric hindrance would 
decrease CO buildup, but could not explain the increase in rate.   
We can explain the data if we assume that the mechanism of formic acid electrooxidation 
follows a direct pathway such as 
HCOOH → HCOO─(ad)  + H+ (4.9)                             
  
HCOO─(ad) → CO2 + H+ + 2 e─ (4.10)  
                                                  
And an indirect pathway such as: 
HCOOH + H+→ HCO+(ad) + H2O (4.11)                                                 
HCO+
 (ad) → CO(ad) + H+  (4.12)                             
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CO(ad) + H2O → CO2 + 2H+ + 2 e─                        (4.13)                               
The indirect pathway would be suppressed since the amine lowers the concentration of H+ 
near the surface, while the direct pathway would be enhanced due to stabilization of the formate 
either by complexation with the positive charges in the choline, [(CH3)3NCH2CH2OH]+  or 
hydrogen bonding to the hydroxyl proton in the choline. Admittedly, while we have observed the 
formate and formyl species in ultra high vacuum (UHV) [62, 75-77] in the presence of adsorbed 
water,  we have not observed these species during formic acid electrooxidation on our most 
active electrocatalysts. Thus, this mechanism is speculative. Still, it is a reasonable hypothesis 
given our observations.   
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CHAPTER 5 
SFG OF CO2 REDUCTION ON A PLATINUM CATHODE IN EMIM BF4 
5.1 Introduction 
 I would like to thank Dr. John Haan, Dr. Prabuddha Mukherjee, Dr. Bjorn Braunschweig, 
Dr. Wei Zhu, Dr. Amin Salehi-Khojin Dr. Dana Dlott and Dr. Richard Masel for their 
contributions to the work that appears in this chapter. Some figures and text from this chapter 
were reproduced with permission from the Journal of Physical Chemistry [1]. 
Lowering the overpotential for the electrochemical conversion of CO2 to useful products 
is one of the grand challenges in a Department Of Energy Report, Catalysis for Energy.  In a 
previous paper we showed that CO2 conversion occurs at low overpotential on a 1-ethyl-3-
methylimidazolium tetrafluoroborate (EMIM-BF4) coated silver or platinum catalyst.  In this 
paper we use sum frequency generation (SFG) to explore the mechanism of the reaction on 
platinum.    We find that there is a layer of EMIM on the platinum surface during the reaction.  
CO2 reacts with that layer to form a complex such as CO2-EMIM  at potentials more negative 
than -0.1 V with respect to a standard hydrogen electrode (SHE).  CO production is first 
observed at cathodic potentials of -0.25 V with respect to SHE compared to -0.8 V in the absence 
of the EMIM-BF4.  These results demonstrate that adsorbed monolayers can substantially lower 
the barrier for CO2 conversion opening the possibility of a new series of metal/organic catalysts 
for this reaction.     
In artificial photosynthesis there has been considerable progress on water splitting [2-14] 
using solar energy or solar derived electricity, but CO2 activation has proven to be more difficult 
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[15-17].  According to a recent DOE report [2] "electron conversion efficiencies of greater than 
50 percent can be obtained, but at the expense of very high overpotentials (~1.5 V)".  This 
corresponds to a cell potential of 2.7-3.4 V.    
   In another paper from our group [18] (much of which found in Chapter 6 to follow) we 
examined CO2 conversion to CO in a dual compartment cell, with silver and 18mol% 1-ethyl-3-
methylimidazolium tetrafluoroborate (EMIM-BF4) in water in the cathode compartment and 
platinum with 0.5M sulfuric acid in the anode compartment.  We found that CO2 was converted 
to CO at applied cell voltages as small as 1.5 V.   This compares to a thermodynamic potential 
for the gas phase reaction CO2 CO + 1/2 O2  of 1.33V.  Note that the reactants and products are 
in the gas phase so the equilibrium potential is independent of the solution.  We propose that the 
overall reaction was as shown in reactions 5.1 and 5.2 below, with protons diffusing from the 
anode to the cathode to complete the electrochemical reaction. 
CO2 + 2 H+ +2 e−   CO + H2O (on the cathode) (5.1) 
H2O  2H+ + 2 e- + ½ O2 (on the anode) (5.2) 
The rate limiting step in the reduction of CO2 is the one electron transfer to CO2 to form a 
high energy intermediate. The object of this work is to determine why the low overpotential 
occurs and determine what happens on the cathode catalyst that leads to conversion at low 
overpotential.  In particular, we wished to combine electrochemical measurements with a 
recently developed compact broadband multiplex Sum Frequency Generation Spectroscopy  
(SFG)  apparatus[19] to understand the mechanism of the reaction.   
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5.2 Materials and Methods 
 
5.2.1 Electrochemistry 
Electrochemistry was performed using a Solatron SI 1287 attached to a PC using 
CorrWare software. All of the experiments were conducted in a custom made glass 
electrochemical cell shown schematically in Figure S1 of the Supporting Material. The working 
electrode was a 5mm diameter platinum plug and the counter electrode was made of a 25x25mm 
piece of size 52 platinum gauze.  Reference electrodes were made using 0.01M silver nitrate in 
acetonitrile. The reference electrode was contained by a 0.6mm OD 7.5cm long glass tube with a 
1/8” long porous Vycor tip.  The Vycor® tip was held to the glass capillary by heat shrink. The 
reference electrode was made placing the silver wire (99.9%) into the capillary filled with silver 
nitrate in acetonitrile. All water used in either experimentation, preparation, or cleaning, came 
from a DirectQ Millipore water purifier with an R-O filter (0.22 micron, SN: 0328). The water 
from this system measures a resistance of 18.2MΩ. Prior to using any of the ionic liquids, they 
were placed in a 250ml flask and heated to 105°C under a -23”Hg vacuum for at least 24 hours. 
After this water removal, the water content was accessed qualitatively by comparing cyclic 
voltammetry, and qualitatively through a Karl-Fischer (KF) titration. 
In order to monitor the reduction of carbon dioxide dissolved in the electrolyte solution, 
linear sweep voltammograms were taken both before and after the addition of carbon dioxide to 
the electrolyte solution. In order to establish a ‘blank’, the electrolyte was sparged (150 sccm) 
with UHP argon for 2 hours to remove any residual moisture and oxygen. During the blank 
measurement, the ionic liquid was under an argon atmosphere (ca. 1 atm). In order to 
electrochemically condition the surface of the working electrode, 40 cyclic voltommogram (CV) 
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cycles were applied at 50mV/s between -2.0V and +0.5 mV vs. Ag/Ag+ reference electrode 
described above.  Linear sweep measurements were taken at a scan rate of 10mV/s in a stepped 
sweep mode with a 2Hz low pass filter and IR compensation.   
After a stable ‘blank’ was established, carbon dioxide was then sparged (50 sccm) into 
the ionic liquid for 45 minutes. The linear sweep voltammetry experiments for the carbon 
dioxide saturated experiments followed the same specifications as the blank, except for the head 
atmosphere which was carbon dioxide rather than UHP argon. Figure S3 in the Supporting 
Material show this work for CO2 reduction on a Pt cathode.  
5.2.2 Sum Frequency Generation (SFG) Spectroscopy  
The electrochemical cell for synchronized SFG and electrochemical experiments is 
composed of a Kel-F base with a glass cylinder attached to the top part of the Kel-F base. A glass 
plunger that holds the polycrystalline Pt working electrodes of 6 mm diameter, is introduced 
through the glass cylinder and the Kel-F base. A CaF2 optical window forms the bottom of the 
Kel-F base while a 50 µm Teflon spacer provides a well-defined gap between the CaF2 window 
and the working electrode.  
This geometry allows for voltammetric scans at sweep rates of ≤ 5 mV/s without the 
detriment of strong ohmic drop effects that are associated with thin-layer electrochemistry. 
Cyclic voltammograms synchronized with SFG scans were recorded with a Princeton Applied 
Research (PAR 263A) potentiostat using a polycrystalline Pt wire as counter electrode and a 
Ag/Ag+ reference electrode which was calibrated to the ferrocene redox couple.  
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Figure 5.1: Schematic of SFG Cell: (Provided by P.M.). 
Figure 5.1 is a basic schematic drawing of the cell used for the SFG experiments reported 
in this chapter. A CaF2 optical window that is separated from the working electrode by a 50 µm 
Teflon spacer allows the laser beams to probe the electrode-electrolyte interface. This enables us 
to synchronize the acquisition of the SFG spectra of the interface with the voltammetric scans. 
For the SFG experiments, tunable broadband infrared (BBIR) pulses were generated in an optical 
parametric amplifier (Light Conversion; Topas) pumped by a femtosecond Ti:Sapphire laser 
system (Quantronix; Integra C series) at a repetition rate of 1 kHz. The BBIR pulses had pulse 
durations of ~120 fs, typical bandwidths ∆ >150 cm-1 and pulse energies of approximately 10 
and 13 µJ at frequencies Ω of 2083 and 2350 cm-1, respectively. Narrowband visible pulses with 
5 µJ pulse energy and a fixed wavelength of 800 nm were generated by narrowing the fs pulses 
to a bandwidth of <10 cm-1 with a Fabry-Pérot etalon. The visible pulse energy was reduced to 
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2.5 µJ while probing the CO vibrational bands (at an IR wavelength of 2083cm-1) in order to 
prevent laser-induced desorption of the CO from the electrode surface. The narrow-band visible 
and BBIR pulses were overlapped in time and space on the electrode-electrolyte interface at an 
incident angle of ~60º to the normal. Sum-frequency photons were collected with a spectrograph 
and a charge-coupled device (CCD) with the SFG, visible, and IR photons all being p-polarized.  
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5.3 Results and Discussion 
Figure 5.2 shows an SFG spectrum of the polycrystalline Pt surface in an argon saturated 
solution of EMIM BF4. The region of interest (ROI) of this figure is shown to cover both the CO 
peak (far right ~2100cm-1)  and CO2 (2350 cm-1). This figure shows that there are no ionic liquid 
transitions that would interfere with the signal from either of these compounds during the in-situ 
experiments.  
 
Figure 5.2: SFG spectra of polycrystalline platinum in Ar saturated EMIM BF4. Data taken by 
B.B. P.M. J.H and B.A.R. 
 
The potential was scanned in 100 mV increments from +0.5 down to -1.2V vs. SHE, well 
below the CO2 reduction potential of -0.45V in this system. 
The EMIM BF4 solution was next sparged with carbon monoxide and the electrode was 
held at +0.5V vs. SHE for 30 minutes. After the first 10 minutes of the experiment, argon was 
sparged into the electrolyte for an additional 20 minutes while maintaining the polarization of the 
cathode at 0.5V. Now, CO is only present as an absorbed species on the electrode surface and is 
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absent from the bulk electrolyte. Figure 5.3 shows the SFG intensity of the CO behaving 
predictably for a CO stripping experiment.  
 
Figure 5.3: SFG spectra of polycrystalline platinum with a CO adlayer in Ar saturated EMIM 
BF4. Data taken by B.B. P.M. J.H and B.A.R. 
 
 
At +0.5V, a clear CO peak is seen at 2080 cm-1. As the potential is scanned forward in 100 mV 
increments, CO oxidizes on the surface and the CO peak steadily decreases until -1.5 V where 
the peak disappears. Due to the absence of CO in the bulk, the peak does not re-appear when the 
potential is brought back down to 0.5V.  
Figure 5.4 shows an SFG spectrum of adsorbed EMIM taken in the presence and absence 
of CO2.  Two SFG peaks are observed; a CH3 bending mode at ~1430 and a ring stretching mode 
at ~1570 cm-1.  These peaks are present whether the liquid is saturated with argon or carbon 
dioxide and the peak positions do not vary over the potential range of interest (-2 to +0.6 V with 
respect to RHE).  Interestingly, the peaks are more intense when less than 2/3 of a monolayer of 
100 
 
CO is adsorbed on the surface.   The selection rules for SFG are such that one could only observe 
EMIM if it was on or near the surface, and the observation that the intensity of the peaks changes 
when a small quantity of CO adsorbs, would only occur if the EMIM was adsorbed on the 
surface.   Therefore we conclude that the platinum is partially or completely covered by EMIM 
under all conditions considered here.    
 
Figure 5.4: SFG spectra of a platinum catalyst in EMIM-BF4 at -0.8 V (SHE). In argon, in CO2 
and in the presence of 2/3 of a monolayer of CO. The spectrum was taken for 50 s with a 4.0 uJ 
visible beam (800 nm) and an IR beam of 6300 nm.  The spectra are offset on the y-axis to 
emphasize the differences. Data taken by B.B. P.M. J.H and B.A.R. 
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Figure 5.5:  The CO signal in EMIM BF4  on polycrystalline platinum increases with each 
potential cycle from 0.5 V to -1.4 V vs. SHE.  This is the CO signal at -0.2 V following each 
cycle. (Figure produced by J.H.) 
 
Figure 5.5 shows the accumulation of CO on the polycrystalline platinum surface as the 
electrode is cycled between +0.25V and -1.25V vs. SHE. Notice that as the system is cycled 
beneath the CO2 reduction potential, carbon monoxide builds up on the platinum surface. After 
approximately 15 cycles, the signal levels out as all of the active sites appear to be full.  
 
Next we wished to ask whether the monolayer of EMIM could change the reaction.  
Figure 5.6 shows a linear sweep voltammetry of CO2 conversion.   There are two curves.   One 
with an argon background and one where CO2 is bubbled through the EMIM to create a solution 
that contains 100 mM
 
CO2 and 90 mM water.  We observe some current in the absence of CO2 
due to water electrolysis, but the current increases substantially when CO2 is added to the 
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mixture.  Notice that CO2 conversion starts at about -0.25 V with respect to a standard hydrogen 
electrode (SHE).  By comparison no CO conversion is observed at potentials more negative than 
-1 V in the absence of the EMIM.  Clearly the adsorbed EMIM has lowered the overpotential for 
the reaction. 
 
 
Figure 5.6 A series of SFG spectra taken on polycrystalline platinum during CO2 electrolysis in 
EMIM-BF4 containing 90 mM of water (left). Linear Sweep Voltammogram of three electrode 
cell taken simultaneously with SFG spectra (right).  The current in the “argon” spectrum is 
attributed to reduction residual water in our EMIM-BF4, since pure EMIM-BF4 has been 
reported to be stable between +2 and -2 V vs SHE, and the residual current varies with the water 
concentration. Data taken by B.B. P.M. J.H and B.A.R. 
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Figure 5.6 also shows a series of SFG spectra taken during CO2 electrolysis in EMIM-
BF4.    At cathode potentials more positive than +0.04V with respect to a standard hydrogen 
electrode (SHE) we observe only a broad peak due to non-resonant contribution from the 
platinum surface.[20, 21]  However, as the cathode potential moves negative, a new narrow peak 
appears at 2340 cm-1. Simultaneously, linear sweep voltammetry (LSV) in Figure 5.6 shows that 
current is flowing into the solution.  Due to the presence of 90mM water in the electrolyte, the 
source of current is partly to the reduction of water. We find that at most 15% of the difference 
current (between the argon saturated curve and CO2 saturated curve) is due to the acceleration of 
water reduction in the presence of carbon dioxide; thus a majority of the current flowing into 
solution can be attributed to CO2 reduction processes.   
We attribute the peak at 2348cm-1 to the formation of an EMIM –CO2 ---BF4 complex via: 
EMIM+(ad) +BF4- + CO2 + e−   → [EMIM –CO2](ad)- - - BF4- (5.1) 
Note that we do not know the electronic structure of the complex in the reaction above, but one 
possibility is the formation of a neutral [EMIM-CO2] or fluorinated EMIM-CO2 complex  (i.e. 
EMIM+ has been converted to a neutral species when it combines with CO2).  The subscript (ad) 
refers to adsorbed species.  
Figure 5.6 shows that the new species has a stretching frequency of 2348 cm-1.   By 
comparison,  gas phase CO2 shows a stretching frequency of 2396 cm-1 [22].   Thus, it appears 
that new species contains CO2.  The species cannot simply be an adsorbed CO2 molecule (if the 
CO2 were directly bound to the platinum in a bidentate configuration, the frequency of the CO2 
would shift to considerably lower frequencies while linear CO2 is not SFG active).  For CO2 to 
be SFG-active, it must be present in an environment that imbues both IR and Raman activity to 
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its vibrational transitions and the environment must exhibit noncentrosymmetric order on scales 
comparable to a visible wavelength (the signal is therefore not CO2 in the bulk due to inversion 
symmetry).  If CO2 were attached or complexed with an imidazole ring, CO2 vibrations would be 
both IR and Raman-active[23] but the CO2 stretching frequency would only be slightly 
perturbed.   
It is also interesting to notice that the size of the EMIM-CO2 peak grows linearly as the 
potential is swept from -0.2 to -0.6 V, levels off, and then starts to grow again below -0.8 V.  The 
current due to CO2 conversion follows the same trend.   This suggests that EMIM-CO2 is a key 
intermediate in the conversion of CO2 to CO. 
The next question is whether the complex is reactive or whether it has been stabilized so 
much that it became unreactive.   SFG was also used to examine that possibility.  Figure 5.7 
shows the CO region of the spectrum during experiments similar to those in Figure 5.6.  In this 
experiment we cycled the potential.  This allowed us to overcome some of the mass transfer 
limitations in our cell.  
There is a broad peak due to the non-resonant susceptibility and a narrower vibrational 
band due to adsorbed CO. The CO transition starts at 2050 cm-1, shifts down to 2040 cm-1 due to 
the Stark effect [24, 25]. In data not shown, it shifts up again due to dipole interactions as the CO 
coverage increases [26-29]. All of these behaviors are as expected for CO formation on platinum. 
 Figure 5.7 demonstrates CO buildup is observed whenever the electrode was repetitively 
cycled down to a potential of -0.25 V with respect to SHE.  After 40 cycles, the peak intensity is 
similar to that for a monolayer of CO. By comparison, CO buildup on platinum is not normally 
observed until the potential is below -1.1 V[17].  Thus, it appears that the conversion of CO2 to 
CO can occur at much less negative potentials in our system than has been observed previously.   
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Figure 5.7: A series of SFG spectra taken on polycrystalline platinum in EMIM BF4 by cycling 
the potential from open cell to the potential shown and repeating 40 times to allow for CO 
buildup. The spectra have been inverted. Data taken by B.B. P.M. J.H. 
 
 
We have also observed continuous gas phase CO production and oxygen formation in the 
gas phase by heating the platinum catalyst to 110 °C.  We continued the reaction for 7900 
turnovers over 4 hours.   Further, the reaction still occurs when we separate the anode and 
cathode with a proton conducting Nafion membrane. We observe that CO2 is reduced to CO at a 
cell potential of 2.5V. We also see the reduction of water (absorbed in the ionic liquid) to 
hydrogen gas under these conditions. The faradaic efficiency for CO was 17% while the faradaic 
efficiency for H2 was 80%. 
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It is useful to consider the implication of the results here.  Years ago Bockris and 
coworkers [30, 31] proposed that high overpotentials are needed to convert CO2 because the 
equilibrium potential for the formation of the intermediate that forms when the first electron is 
very negative in water and in most common solvents.  Bockris called this intermediate “CO2−”. 
In this context the term “CO2−” is not necessarily a bare CO2− anion.  Instead it is whatever 
species forms when the first electron is transferred during the reaction.  In fact Lamy et al[32] 
found that the equilibrium potential for CO2− formation is –2.2V vs. SCE in Dimethylformamide 
(DMF) so it is unlikely that the species is CO2−.    Because of the negative equilibrium potential, 
one needs to run the cathode very negative (i.e. at a high overpotential) for the reaction to occur.  
This is very energy inefficient.  See Figure 1.2.   Metals lower the needed potential, but still, 
Chandrasekaran and Bockris suggested that in acetonitrile doped with tetraammonium  the first 
species does not start to form on platinum until the potential is below -0.8 V with respect to SHE.    
Notice that we observe what we interpret as being a CO2 intermediate complex at -0.14 V 
with respect to SHE.   The peak grows as the potential is lowered to -0.8V.   We also observe 
significant current between -0.2 and -0.8 V.  This compares to a negligible difference between 
the current in CO2 and in argon in the absence of the ionic liquid.  Evidently, the ionic liquid is 
stabilizing the (CO2)-intermediate as indicated in Figure 1.2.   This can lead to a lower energy 
pathway as indicated in Figure 1.2.  While there would still be a barrier to form the final products 
of the reaction, the overall barrier to reaction would be reduced [33].    
Our overall conclusion is that the adsorbed EMIM-BF4 acts as a co-catalyst for CO2 
conversion via the mechanism:  
EMIM+(ad) +BF4- + CO2 + e−   → [EMIM –CO2](ad)- - - BF4- (5.2) 
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[EMIM –CO2] (ad)- - - BF4- + 2 H+ + e−   CO + H2O + EMIM BF4 (5.3) 
H2O  2H+ + 2 e- + ½ O2 (5.4) 
It is useful to compare the mechanism above to the mechanism for CO2 conversion in 
pyridine proposed previously by Barton et al.[34] and Morris et al[35].   Barton et al.[34] and 
Morris et al[35]proposed that CO2 conversion is a homogeneous reaction.  First pyridenium 
radicals accumulate in solution when pyridine is held at negative potentials.  CO2 then reacts 
homogeneously with the pyridinium radicals to yield products.  .    
This differs from our proposal, in that we propose that the reaction is heterogeneous not 
homogeneous, and that the catalyst is a combination of EMIM and metal.   EMIM first adsorbs.  
Then the EMIM-metal complex catalyzes the formation of CO via a [EMIM-CO2](ad) 
intermediate
.   
 Note that we have found that the rate of reaction is quite different on platinum 
than on silver, which is strong evidence that the reaction is homogeneous not heterogeneous.   
We have no evidence for formation of a EMIM radical in solution over the conditions of 
our experiment.   Previous workers[36, 37] have reported that pure EMIM-BF4  is 
electrochemically stable over all of the conditions used here. No radicals form at potentials 
between -0.2 and -2 V [36, 37].    We observe modest currents in Figure 5.4 even in the absence 
of CO2, but those currents are due to the small amounts of water (~80mM) that remain in EMIM 
BF4 even after  the EMIM BF4 is  dried.  Therefore, it is unlikely that an EMIM radical could 
form in solution during experiments. 
Further in unpublished data, we have found that the reaction rate varies significantly with 
the metal.  One would not expect such an effect unless the metal was playing an active role in the 
reaction. 
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In summary then, in this paper we showed that a bi-functional catalyst consisting of a 
metal, platinum, and an adsorbed  cation, EMIM+(ad), is active for CO2 conversion to CO at low 
overpotentials.  The reaction seems to occur via formation of an adsorbed CO2-EMIM complex 
leading to a low energy pathway.   This result demonstrates the potential of functional catalysts 
consisting of bulk metals and adsorbed cationic species for CO2 conversion.    
 Our observations in this chapter have shown us that EMIM BF4 can effectively stabilize 
CO2 on the platinum surface. While the reduction of CO2 does not begin until -250 mV vs. SHE, 
the complex is observed to form this stabilization occurs at +0.04 mV vs. SHE, suggesting that 
the adsorbed CO2 complex may be more stable than free CO2 in solution. Figure 5.8 shows this 
effect by showing the activation barriers required to convert CO2 to CO in EMIM BF4 and in 
aqueous systems.  
 
Figure 5.8: Free energy diagram describing the reaction progress and activation barrier for CO2 
conversion to CO in an ionic liquid (dashed) and aqueous (solid) electrolyte. Figure made by 
R.I.M. 
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In a traditional aqueous electrolyte (e.g. 0.1M KHCO3), there is a significant activation barrier 
that must be overcome in order to form the CO2- species. In EMIM BF4, however, CO2 is 
stabilized on the surface by EMIM BF4, and then must overcome a much smaller activation 
barrier to produce CO. 
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5.4 Excess SFG Figures 
 
 
Figure 5.9: Linear sweep voltammogram of platinum electrode during CO stripping experiment 
in EMIM BF4. Data taken by B.B. P.M. J.H and B.A.R. 
 
 
 
Figure 5.10: LSV of CO stripping on polycrystalline platinum in EMIM BF4 lined up with SFG 
spectra showing peaks assigned to be bridge bonded and a-top bound CO. Figure made by J.H. 
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Figure 5.11:  Amplitude of the CO2 band (2350cm-1) for 8 consecutive cycles between 0 and -
1.7 V. This shows the buildup of intermediate CO2 species on the surface as the potential is 
cycled. Data taken by J.H. P.M. and B.B. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.12: Amplitude and Stark tuning of CO2 and CO stretching vibrations on polycrystalline 
platinum after 15 cycles in EMIM BF4.  
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Figure 5.13: Infrared and Rama Spectrum of “dry” EMIM BF4. Data taken by J.H and B.A.R. 
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CHAPTER 6 
 
FLOW CELL ELECTROLYSIS OF CO2 TO CO 
 
6.1 Introduction  
 
 I would like to thank Dr. Amin Salehi-Khojin, Dr. Michael Thorson, Dr. Wei Zhu, Dr. 
Devin Whipple, Dr. Paul J.A. Kenis and Dr. Richard Masel for their contributions to the work 
that appears in this chapter. Some figures and text were copied with permission from AAAS [1].  
 Electroreduction of carbon dioxide (CO2) – a key component of artificial 
photosynthesis – has largely been stymied by the impractically high overpotentials 
necessary to drive the process. Here we report an electrocatalytic system that reduces 
CO2 to carbon monoxide (CO) at overpotentials below 0.2 Volts (V). The system relies 
on an ionic liquid electrolyte to lower the energy of the (CO2)- intermediate, most likely 
by complexation, and thereby lower the initial reduction barrier. Then the silver cathode 
catalyzes formation of the final products. Formation of gaseous CO is first observed at an 
applied voltage of 1.5V, just slightly above the minimum (i.e. equilibrium) voltage of 
1.33V. The system continued producing CO for at least 7 hours at Faradaic efficiencies 
over 96%.  
 In the context of artificial photosynthesis [2-5], considerable progress has been made on 
water splitting using solar energy or solar derived electricity but CO2 activation has proven to be 
more difficult [2, 6-8].  Although a few homogeneous catalysts show initial activity at 
overpotentials of 600mV [7, 8], most quickly lose their activity under reaction conditions.  
Pyridine catalyzed conversion may be an exception [9-11], although performance over an 
extended time has not been reported.  A promising catalyst for efficient CO2 conversion would 
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need to exhibit both high energy efficiency (i.e., high Faradaic efficiency for CO production at 
low overpotential) as well as high current density (i.e., high rate or turnover number) [12]. 
 Twenty years ago, Bockris and coworkers proposed that high overpotentials are needed 
to convert CO2 [13, 14] because the first step in CO2 conversion is the formation of a “CO2−” 
intermediate.  In this context the term “CO2−” is not necessarily a bare CO2− anion.  Instead it is 
whatever species forms when an electron is added to CO2.   The equilibrium potential for 
“(CO2)−” formation is very negative in water and in most common solvents [13, 14]. 
Consequently, it is necessary to run the cathode very negative (i.e., at a high overpotential) for 
the reaction to occur.  This is very energy inefficient (Fig. 1).  The objective of the work 
described here was to develop a co-catalyst that would lower the potential for formation of the 
“CO2−” intermediate, which then subsequently reacts with H+ on the silver cathode to produce 
CO [6].   
 If Bockris’ proposal is correct, the overpotential for CO2 conversion into useful products 
should decrease upon lowering the free energy of formation of the “CO2−”.  For example, if a 
substance formed a complex with the “CO2−” on the metal surface then the reaction could follow 
the dashed line in Fig. 6.1.  In that case, a complex between the solvent and the “CO2−”, labeled 
“EMIM-(CO2)” in the figure, could form quickly.  Although there would still be a barrier to form 
the final products of the reaction, the overall barrier to reaction would be reduced [15].  
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Figure 6.1: Schematic diagram proposing the free energy pathway from CO2 to CO in aqueous 
systems and in the ionic liquid system. Figure made by R.I.M. 
 
 
 We chose 1-ethyl-3-methylimidazolium tetrafluoroborate (EMIM-BF4) to test whether 
such a route was feasible.  We first characterized the reduction of CO2 in an 18mol% EMIM-BF4 
solution using cyclic voltammetry (CV). See the Chapter 4 to see the CV diagrams of this 
process on various working electrode configurations.   
 Barnes et al. [16] and Islam and Ohsaka [17] find that (O2)− forms a complex with the 
cation in 1-butyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (BMIM-NTf2) moving 
the potential for (O2)− formation in the positive direction by 0.65 V.  CO2 is also known to form 
weak complexes with BF4 anions [18-22].  We reasoned that if CO2 and (O2)− form complexes 
with EMIM-BF4 and BMIM-BF4, then (CO2)− could too, thereby shifting CO2 conversion to less 
negative potentials, as is suggested by Fig. 1.  Also the binding of CO2 in EMIM-BF4 is weaker 
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than in many other ionic liquids.  Ideally the “CO2−” complex should be bound strongly enough 
to facilitate CO2 reduction, but not so strongly that the “CO2−” is unreactive [15]. 
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6.2 Materials and Methods  
 
 We tested whether the overpotential for CO2 would be reduced as predicted.  The 
experiments used a flow cell inspired by several previous designs [23, 24].  Figures 6.2 – 6.5 
below show various representations of the flow cell and its arrangement during the experiments 
to be described in this chapter.  
 
 
 
Figure 6.2: Schematic layout for the cross sectioned liquid channel and gas channels. 
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Figure 6.3: Perspective expanded schematic of the sandwich style CO2 electrolyzer. Figure 
provided by the Kenis group, UIUC.  
 
 
Figure 6.4: Perspective compressed view of the sandwich style reactor with the inlet and outlet 
streams labeled. Figure made by R.I.M and B.A.R. 
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Figure 6.5: Photograph of the UIUC/DM CO2 electrolyzer flow cell with gas and liquid 
hookups.  
 
 
 The cell was constructed with a platinum nanoparticle anode and a silver cathode, and 
liquid in between. CO2 flows into the cell, and the products present in the gaseous stream 
flowing out are analyzed by gas chromatography (GC).  When we originally ran the experiment, 
we found that the platinum anode was quickly poisoned by CO created on the cathode so we 
placed a Nafion 117 membrane between the anode and the cathode to isolate the anode from the 
ionic liquid [24].   
 The anode compartment contained 100 mM aqueous sulfuric acid flowing at 0.5ml/min.  
The cathode compartment contained 18mol% EMIM-BF4 in water at the same flow rate.  
Measurements indicated that the platinum anode had an electrochemical surface area of 500 cm2 
and the silver cathode had an electrochemical surface area of 6 cm2.  
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 The procedures for the surface area measurements of both the anode (CO stripping) and 
cathode (underpotential deposition of lead) can be found in the supporting online material.  
During the experiments we held the voltage on the cell constant, and measured the products of 
the reaction by GC.  We observed only three products: hydrogen and CO on the cathode and 
oxygen on the anode.  Other products may be present, but all at concentrations below 3ppm, the 
GC detection limit. 
 In order to calculate the surface turnover rate (and cumulative surface turnovers), the 
electrochemical area of the silver electrode is required. The electrochemical surface area was 
measured by lead stripping without removal of oxygen in a 15 mL flask containing 5.00 mM 
Pb(NO3)2, 10 mM HNO3 and 10 mM KCl. A cyclic voltammogram was recorded at 10mV/s 
between -0.10 and -0.55V vs. a Ag/AgCl electrode. The counter electrode was a 25x25 platinum 
mesh (size 52). An example of the UPD lead stripping peak is shown in Figure S2. According to 
Brand et al. [25] the area under this peak at Pb2+ concentrations of 5 mM or higher corresponds 
to a charge of 1.67 x 10-3 cm2/µC silver.  
 
Figure 6.6: Lead stripping on silver surface in 5 mM Pb(NO3)2, 10 mM HNO3 and 10 mM KCl. 
Bulk and UPD lead waves can help determine the electrochemically active surface area of silver. 
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6.3 Flow Cell Proof of Concept at Low Overpotential 
 Fig. 2 shows the how the CO peak in the GC trace varies with the applied voltage, in 
experiments where we held the voltage constant and waited until we found steady performance.  
We start to see CO at an applied potential of 1.5 V.  By comparison, when we run the cell under 
identical conditions but in absence of the ionic liquid, CO is not detected until a cell potential of 
2.1 V is applied. This control experiment was carried out using 500 mM KCl electrolyte.  The 
CO peak grows slightly as we increase the potential, but the increases are small.  This occurs 
because the membrane resistance to mass transfer is large so the current is mass transfer limited.   
 
 
Figure 6.7: Gas chromatograph trace of CO peak varying with increasing cell potential. The cell 
was run with 5 sccm of CO2 in the gas channel, 0.5 ml/min of 18mol% EMIM BF4 catholyte and 
0.5 ml/min of 0.5M H2SO4 anolyte.  The cathode was nanoparticle silver and the anode was 
platinum black.  
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Data in Fig. 6.6 shows that most of the increased potential goes toward polarizing the membrane 
or anode, and not polarizing the cathode.  To put the data in perspective, the equilibrium 
potential for the reaction 
CO2
 
CO + ½ O2 (6.1) 
is 1.33 volts, so the fact that we can observe gas phase CO formation at an applied potential of 
1.5 V implies that we can form CO with only a 0.17 V cell overpotential.   Normally an anode 
overpotential would also have to be accounted for, but in our cell the electrochemical surface 
area on the anode is about 80 times larger than on the cathode. 
We also used GC to measure the Faradaic efficiency of CO formation (i.e. the fraction of the 
electrons going to the CO product, as opposed to the hydrogen byproduct) and the results are 
shown in Fig. 6.7. 
 
Figure 6.8: Faradaic and energy efficiency for CO2 flow cell electrolyzer with silver cathode, 
platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid anolyte and a pure 
CO2 stream at the gas inlet.  
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Table 6.1: Rate of production (in mass) for flow cell electrolyzer described above.  
 
 
 
 
 
Figure 6.9: Catalytic cycle representing 1 turnover. Figure designed by B.A.R and R.I.M. 
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 Figure 6.9 is a graphical representation of what a “surface” turnover means in the context 
of Figure 6.8 (where the turnover # is turnovers per second).  
 We find that the Faradaic efficiency is always over 96%.  We do observe a little 
hydrogen formation from electrolysis of water, but the hydrogen formation is always less than 
3% of the Faradaic efficiency. Figure 6.8 also shows the energy efficiency of the process, 
calculated from the equation: 
 
(Energy efficiency) = (Faradaic efficiency) * (1.33V) / (applied voltage) (6.2) 
 
The energy efficiency is 87% at low voltage (1.5V), and drops as we increase the voltage, since 
we lose energy due to resistive losses in the membrane and solutions.   
 To ascertain the catalytic rate and robustness, we ran the cell for 7 hours and obtained 
about 26,000 turnovers, where the turnovers were calculated based on the electrochemical 
surface area of our cathode catalysts.  The plot of the data in Fig. 6.10 exhibits some curvature 
because the membrane resistance is increasing over time, but clearly the setup is capable of many 
turnovers.   
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Figure 6.10: Raw data for 7 hour operation of CO2 flow cell electrolyzer with silver cathode, 
platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid anolyte and a pure 
CO2 stream at the gas inlet.  
.  
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Figure 6.11: Cumulative turnover for 7 hour CO2 electrolyzer operation with silver cathode, 
platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid anolyte and a pure 
CO2 stream at the gas inlet. Insets show air (early) and CO (late) GC traces as the turnover rate 
decreases.  
 
 
 The one weakness of the system at present is that our system is small.  The 
electrochemical surface area of our catalyst is only 6 cm2 compared to the order of 109 cm2 for a 
commercial electrochemical process (e.g. chlor-alkalai).  At a turnover rate of 1 per second, we 
are producing about a micromole a minute of CO, while much more is needed for a 
commercially viable process.  Also the observed rates are lower than what is needed for a 
commercial process.  Typically, commercial electrochemical processes run at a turnover rate of 
about 1-10 per second, in contrast with the rate of 1 per second or less we observe here.  Further 
development of the reactor configuration and exact operating conditions, e.g., to overcome some 
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mass transport issues, is expected to increase the turnover number.  Indeed a rate of 60 turnovers 
per second is observed with a rotating disk electrode at a cathode potential equivalent to that 
observed when the cell potential is about 2 V. This result is shown in Figure 6.12. 
 
Figure 6.12: Turnover rate as a function of RDE speed at a 5mm dia silver disc electrode in 18 
mol% EMIM BF4 (data taken by J.H). 
 
6.4 Flow Cell Improvements 
 In another experimental setup, the efficacy of the flow cell was analyzed in a 
potentiostatic mode. In other words, the cell was held at -2.5V under either a nitrogen or carbon 
dioxide flow, and the steady state current differential (CO2-N2) was evaluated as the reduction of 
carbon dioxide. Due to non-faradaic contributions to the overall current, this technique, while 
simpler, did not consistently yield the desired result. For example, corrosion was found on the 
aluminum current collector pieces after an experiment, contacts were found to be corroded after 
use, and transient charging effects all lead to the overall current observed using this setup. 
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   Since many of these effects are transient, the potentiostatic procedure described above 
was modified in several ways. (1) nitrogen, 50/50% EMIM BF4- H2O, and 0.5M H2SO4 were 
allowed to flow through the cell for 5 min at open circuit. (2) the cell was energized to 2.5V 
under nitrogen flow and allowed to come to steady state for 30 minutes. It was found that after 
approximately 30 minutes, the contributions of the transient non-faradaic processes had 
diminished.  
 
Figure 6.13: UIUC/DM Flow cell electrolyzer with silver cathode, platinum anode, 18 mol% 
EMIM BF4 in water catholyte, 0.5M sulfuric acid anolyte. Gas stream switched from N2 to CO2 
at 1850 seconds. Electrolyzer was charged to -2.5 V. 
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Table 6.2: Polarization of the working electrode with time for the UIUC/DM Electrolyzer with 
silver cathode, platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid 
anolyte. Electrolyzer was energized to -2.5 V.  
 
 
 
 After 30 minutes, the gas flow to the flow cell was switched from 5 sccm of nitrogen to 5 
sccm of carbon dioxide. Using this technique, it is more apparent that the difference current is 
due to the reduction of carbon dioxide. Figure 6.13 above shows the result of this potentiostatic 
experiment. After switching to carbon dioxide, the current of the cell increased by 300%, 
indicating that the cell was effectively converting carbon dioxide.  
 Table 6.2 shows the polarization of the working electrode through the duration of the 
experiment. We have found that the success of the flow cell assembly can be determined largely 
by the polarization of the cathode. We observed that when the cathode is polarized more negative 
than approximately -1.1V vs. a silver wire, carbon monoxide produced (confirmed by GC).  
Depending on many physical parameters of the cell including but not limited to (1) cathode 
activity (2) electrode separation (3) corrosion (4) cell orientation (5) bubble formation and (6) 
MEA wetting, we have observed the cathode polarization as poor as -0.7 to as good as -1.4 V vs. 
a silver wire when the cell potential was held at 2.5 V. Through this, it appears clear that the 
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physical design of the cell, as well as the cleanliness of the ionic liquid and the activity of the 
catalyst play a major role in the successful operation of the cell. 
 
 
Figure 6.14: Current response of flow cell electrolyzer to gas flow switching at -2.5V with silver 
cathode, platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid anolyte.  
.  
 In order to measure the efficacy of the cell over an hour of operation, we monitored the 
current of the cell as the gas feel was switched using mass flow controllers between 5 sccm of 
nitrogen and 5 sccm of carbon dioxide. Under these conditions, the cell consistently shows a 
response to the introduction of carbon dioxide, and returns to the baseline when the carbon 
dioxide flow is switched back to nitrogen. After approximately 30 minutes of operation, the 
response the gas switching appeared to steady.  
 In an effort to further improve and scale up the flow cell design, we performed a series of 
collaborative experiments with our counterparts at 3M. The cell designed by 3M to carry out 
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CO2 reduction in ionic liquids was in many ways similar to the UIUC/DM design, with the 
following major differences: 
(1) Current collectors were made out of graphite rather than aluminum. The advantage to this 
design is that graphite is much more inert; however, graphite is also much more brittle. 
(2) The gas flow channel was cut out into a serpentine shape rather than the straight channel 
employed by dioxide materials. Consequently, the gas had a larger residence time in the 
3M cell design.  
(3) The geometric surface area was approximately 5 cm2, compared to 1.5 cm2 in the 
UIUC/DM cell.  
(4) The cell was operated in a vertical orientation where the liquids were flown co-current to 
each other in the “UP” direction, while the gas was flown in the “DOWN” direction. This 
aided in the stability of the cell as it gave any bubbles formed during electrolysis easy 
access out of the cell. As a consequence, the current was not interrupted as frequently 
using the 3M cell design.  
(5) The reference electrode, a silver wire, was inserted directly into the flow stream of the 
ionic liquid within the cell, rather than in a collection vial outside the cell. This design 
gave a steady reading of the cell polarization.  
(6) Current collectors were fastened by bolts as opposed to the UIUC/DM cell where the 
current collectors were merely in contact with a low-gauge wire connecting the cell to the 
potentiostatic.  
Figure 6.15 shows the data from an experimental setup similar to that described in 6.14, except 
the cell design improvements mentioned above were utilized. It is clear that the stability of this 
cell configuration is superior to the UIUC/DM design. This is evident by the fact that bubbles do 
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not appear to impact the current, meaning the catalyst surface is in constant contact with the 
electrolyte allowing for continuous CO2 reduction.  
 
 
Figure 6.15: Current response of flow cell electrolyzer to gas flow switching at -2.5V. with 
silver cathode, platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid.  
 
 Figure 6.16 presents flow cell operation at variable gas composition and total flow rates. 
This experiment was carried out to show that the flow cell was not responsive to changes in flow 
rate of nitrogen. In this experiment, the cell was allowed to equilibrate for 30 minutes (as 
described above) under nitrogen flow at 2.5 V. The flow rate through the gas channel was then 
switched to 5 sccm of CO2, effectively repeating previous experiments. The flow of CO2 was 
then increased to 10 sccm, causing a 50% increase in current. This tells us that to some degree, 
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the cell is operating in a transport limited regime. From a broader perspective, however, the cell 
is reaction limited because of the slow speed of CO2 reduction of the catalyst surface.  
 
 
 
Figure 6.16: UIUC/DM flow cell response to total flow rate and flow composition at 2.5  with 
silver cathode, platinum anode, 18 mol% EMIM BF4 in water catholyte, 0.5M sulfuric acid 
anolyte.  
 
 Finally, the flow over the catalyst was switched to 5 sccm of CO2 in addition to 5 sccm of 
nitrogen; effectively keeping the total flow rate constant and only changing the composition. 
After this switch, current of the cell returned to the level of 100% CO2 at 5 sccm.  Although flow 
rate should not affect the current of the cell, it appears that increasing the flow rate of CO2 
through the cell also increases the current due to CO2 reduction.  This phenomenon requires 
further study as it is not immediately obvious why we would observe this effect.  
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6.5 Flow Cell Operation with Zinc and Gold Cathodes 
 From Table 2.1 earlier in this thesis, we see that there are a handful of transition metals, 
including silver, that yield modest faradaic efficiencies for CO production. Included in this list 
are Au, Ag, Zn, Pd, and Ga.  From a practical standpoint, gold (Au) and zinc (Zn) were the 
catalysts that we were most interested in. Figure 6.17 shows a diagnostic voltammogram of a 
zinc nanoparticle cathode immersed in 18 mol% EMIM BF4-H2O. Zinc produces a significant 
current differential in the CO2 reduction regime, but it is worthy to note that the onset of CO2 
reduction appears to be 50-100 mV more negative compared to silver.  
 
 
 
 
Figure 6.17:  Cyclic voltammogram of a zinc nanoparticle cathode in 18 mol% EMIM BF4. 
Scan rate 50 mV/s. 
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Figure 6.18: Faradaic efficiency of carbon monoxide and hydrogen in the UIUC/DM flow cell 
as a function of cathode polarization with a zinc cathode, platinum anode, 18 mol% EMIM BF4 
in water catholyte, 0.5M sulfuric acid anolyte and a pure CO2 stream at the gas inlet.  
 
 
Figure 6.18 shows the faradaic efficiency for carbon monoxide and for hydrogen in the 
UIUC/DM flow cell with a zinc cathode. Note that like the voltammogram would suggest, no 
reaction is seen until -500 mV vs. RHE. At this point, the competition beteween the HER and 
carbon monoxide reduction reactions is obvious. As the CO2 reduction reaction increases, the 
HER reaction decreases. Once the electrode reaches between -800 and -1000 mV vs. RHE, the 
evolution of hydrogen overwhelms the surface and the faradaic efficiency of carbon monoxide is 
driven to zero.   
  A similar completion is seen on gold electrodes as shown below in Figures 6.19 and 6.20. 
The major difference, however, between the zinc electrodes and the gold electrodes is that the 
gold electrodes were made using a 5 nm gold colloid (provided by Ted Pella). This is due to the 
fact that gold nanoparticles were not readily dissolved into a catalyst ink using the preparation 
procedures discussed in Chapter 4. Instead, approximately 8 mL of gold colloid was deposited by 
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evaporation onto a gold support to produce the voltammogram in Figure 6.19. The same mass of 
colloid was directly painted onto the carbon paper cathode for the flow cell experiment in Figure 
6.20. As a consequence of this slightly altered procedure, the surface area of gold was much 
lower in comparison to the surface area of the zinc, silver, or platinum/ruthenium electrodes. 
Nevertheless, we are able to observe the same characteristics we looked for on the other metals, 
simply at lower currents. We find that the onset potential on gold, as well as the competition for 
surface activity after onset, were similar those found on the zinc electrode.   
 
 
Figure 6.19:  Cyclic voltammogram of a gold colloid cathode in 18 mol% EMIM BF4. Scan rate 
50 mV/s 
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Figure 6.20: Faradaic efficiency of carbon monoxide and hydrogen in the UIUC/DM flow cell 
as a function of cathode polarization with a gold cathode, platinum anode, 18 mol% EMIM BF4 
in water catholyte, 0.5M sulfuric acid anolyte and a pure CO2 stream at the gas inlet.  
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CHAPTER 7 
EFFECT OF PH, PARTICLE SIZE, AND TEMPERATURE 
7.1 INTRODUCTION 
I would like to thank Dr. Wei Zhu, Gaurav Kaul, Dr. Amin Salehi-Khojin, Huei-Ru 
Molly Jhong, Sichao Ma, Dr. Paul Kenis and Dr. Richard Masel for their contributions to the 
work that appears in this chapter. Some figures and text from this chapter were reproduced with 
permission from the Journal of Physical Chemistry [1] and the Journal of the Electrochemical 
Society [2].  
Electrochemical recycling of carbon dioxide back to fuels and chemicals could be a 
viable method for CO2 remediation if the efficiency of the process could be improved.  One of 
the key challenges, though, is that the Faradaic efficiency is low in the presence of water because 
water electrolysis is much easier than CO2 electrolysis on most transition metal catalysts. We 
observe that the addition of water to 1-ethyl-3-methyl imidazolium tetrafluoroborate (EMIM-
BF4) actually increased the efficiency of CO2 conversion to CO.  Previous investigators have 
found that one can eliminate water conversion, by eliminating water from the system, but this 
has not proven to be practical.  Here we present an alternate route, where EMIM-BF4 is used to 
suppress water electrolysis.  Indeed we find that little hydrogen is produced on silver in EMIM-
Water solutions, provided the water concentration is no more than about 90% by mole.  We 
observe an increase in rate of carbon monoxide (CO) production on silver and platinum as water 
is added to the electrolyte.   We attribute this increase to the hydrolysis of tetrafluoroborate, 
which releases protons when mixed with water. Protons are shown to accelerate the reduction of 
CO2 until a critical mole fraction of water is reached.     
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Electrochemical recycling of carbon dioxide back to fuels and chemicals could be a 
viable method for CO2 remediation, provided issues of catalyst activity, selectivity and energy 
efficiency could be overcome [3-11].   In this paper we consider a solution to one of the key 
problems in electrochemical CO2 recycling: the low Faradaic efficiency of CO2 conversion in the 
presence of water.   By way of background, carbon dioxide is among the most stable carbon 
based compounds under environmental conditions. While the equilibrium potential of CO2 
reduction in aqueous systems is similar to the hydrogen evolution reaction (HER), as shown in 
equations 1 and 2, additional energy is required to drive the electrochemical conversion of CO2. 
2H+ + 2e- <-> H2 -0.177 V @ pH 3 (7.1) 
CO2 + 2H+ + 2e- <-> CO + H2O -0.283 V @ pH 3 (7.2) 
The added energy due to thermodynamic barriers is known as overpotential. The 
overpotential is much larger for CO2 reduction (Equation 2) compared to hydrogen evolution 
(Equation 1). We have shown in a previous paper [12]  that EMIM BF4 can lower the 
overpotential of CO2 reduction by forming low energy reduction intermediates.  In the presence 
of protons one often finds that that the Faradaic efficiency for CO2 conversion (i.e. the fraction of 
the electrons that react to yield the CO product) is low.  Instead most of the electrons are wasted 
via reaction 1 or other undesired side reactions.   
Previous investigators have tried to eliminate water electrolysis by eliminating water 
from the system but that has not proven to be practical.  In dried 1-Butyl-3-Methylimidazolium 
Acetate, Barosse-Antle and Compton [13-18] showed the onset of CO2 reduction at -1.4V vs. a 
silver quasireference electrode (AgQRE).  In this study, we report a novel solution to the water 
problem, where EMIM BF4 is used to inhibit water hydrolysis so that CO2 can be converted at 
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high efficiency even in the presence of water.  We find, in fact, that adding water to EMIM BF4 
increases the CO2 reduction rate compared to dried EMIM BF4. 
 
7.2 Effect of pH Materials and Methods 
Electrochemistry was performed using a Solatron SI 1287 attached to a PC using 
CorrWare software. All of the experiments described were conducted in a custom made glass 
electrochemical cell shown schematically in Fig. S4. Prior to sparging any gases into an 
electrochemical cell, the gases were sent through a tube of Drierite, anhydrous calcium sulfate, in 
order to remove any residual moisture present in the gas streams. Working electrodes were silver 
or platinum nanoparticles supported by a 5 mm dia. silver or platinum slugs respectively. The 
particles were deposited onto the metal slugs by depositing a solution then evaporating the 
solvent using an infrared lamp. The counter electrode was made of a 25x25 mm piece of 
platinum gauze purchased through Alfa Aesar. The gauze was connected to a 5” 0.5 mm dia 
platinum wire. The reference electrode was an Ag/0.01 M Ag+ non aqueous reference electrode 
(BASi). The reference electrode was calibrated using ferrocene as an internal standard.  
The flow cell used is described in detail in Chapter 6; a brief overview is found here. The 
flow cell was a sandwich style reactor in which there were two liquid channels containing the 
catholyte and anolyte, and one CO2 gas channel. The gas channel was made of aluminum and 
was also the cathodic current collector. Just below the cathodic current collector was a piece of 
Sigracet® graphite gas diffusion layer in which 10mg of silver nanoparticles were made into an 
ink and painted onto an area of 1.5cm2. The ink was made by mixing 10mg of silver nanopowder 
(40nm diameter) with 600 µl of 18.2MΩ ultra-pure water, 600µl of isopropyl alcohol, and 10µl 
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of 1100EW 5% Nafion solution (DuPont). This mixture was then sonicated for 2 min. The 
platinum anode ink was made the exact same way except using 5nm platinum black 
nanoparticles (Alfa Aesar) in lieu of silver. Below the cathode was a Teflon© liquid channel in 
which the ionic liquid mixtures could come in contact with the cathode. Below the top liquid 
channel was a 2 cm2 piece of Nafion-117 membrane. Below the membrane is the lower liquid 
channel where 0.1 M H2SO4 passed over the anode. All liquids flowed through the cell at 0.5 
ml/min, and CO2 passed through the cell at 5 sccm. The gas channel exit was connected to a SRI 
Gas Chromatograph equipped with a 6-foot Molecular Sieve 5A column and a thermal 
conductivity detector (TCD). The column was kept at 100°C while the detector was at 110°C. 
The GC utilized a helium carrier gas with a flow rate of 25 sccm when analyzing the CO output. 
The carrier gas was switched to nitrogen for H2 analysis.   
In order to establish a control, water was removed from the ionic liquid by heating the 
liquid in vacuo for 24 hours, followed by argon sparging at 150 sccm for an additional 24 hours. 
The water content was assessed quantitatively through a Karl-Fischer (KF) titration. The KF 
titrator was an Aquatest CMA made by Photovolt. The water content of the “dry” ionic liquid 
was measured to be 50mM. The reagent kit was Photovolt’s pyridine free reagent kit. A KF 
titration is a coulometric titration used in analytical chemistry in order to detect trace amounts of 
water in dry solvents. The following is a brief description of the titration. The anode 
compartment is filled with both an alcohol (ROH) and a base (B) containing both sulfur dioxide 
and iodine. The overall reaction (Equations 3 and 4) is the oxidation of sulfur dioxide by iodine. 
One mole of iodine is consumed for each mole of water present. This can be converted back to 
current because there are 2 moles of electrons for every mole of water present.   
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B·I2 + B·SO2 + B + H2O → 2BH+I− + BSO3 (7.3) 
BSO3 + ROH → BH+ROSO3− (7.4) 
 The carbon monoxide coverage on platinum was determined by integrating the area under 
the carbon monoxide stripping peak. The baseline for the carbon monoxide stripping peak was 
set by the profile of the second scan where the peak was no longer present due to the absence of 
carbon monoxide on the surface. Carbon monoxide stripping can help determine the coverage of 
carbon monoxide on platinum black using the conversion constant of 420µC/cm2 [8].    
 In order to monitor the reduction of carbon dioxide dissolved in the electrolyte solution, 
cyclic voltammograms were taken both before and after the addition of carbon dioxide to the 
electrolyte solution. In order to establish a control, the electrolyte was sparged (150 sccm) with 
UHP argon for 2 hours. During the control measurement, the ionic liquid was under an argon 
atmosphere (ca. 1 atm). Cyclic voltammetry measurements were taken at a scan rate of 10 mV/s 
in a stepped sweep mode with a 2Hz low pass filter and ohmic loss compensation. The 
voltammetry experiments for the carbon dioxide saturated experiments followed the same 
specifications as the blank, except the electrolyte was saturated with CO2, and the held 
atmosphere which was also CO2 rather than UHP argon.  
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7.3 Effect of Paticle Size Materials and Methods  
The 5 nm catalyst was a custom made sample from a local supplier. The 1 nm sample 
was prepared from Mesosilver manufactured by Colloids For Life. The 200, 70, and 40 nm 
samples were purchased from Sigma Aldrich. (Sigma-Aldrich labels its samples <500, <100, and 
40 nm.) The nomenclature of 200, 70, 40, 5 and 1 nm represents the actual average particle size 
of the samples as measured by dynamic light scattering and confirmed by TEM.  
In the electrochemical experiments each catalyst sample was deposited onto a clean silver 
substrate, baked to remove organic impurities, and then soaked in acid or ionic liquid solution to 
remove metallic impurities. X-ray photoelectron spectroscopy (XPS) of similar samples on a 
silicon substrate showed the samples to be clean, except for small amounts of carbon and oxygen 
from the vacuum system. The samples were loaded into a standard 3 electrode cell for the 
measurements. In each plot the current was normalized by the electrochemical surface area of 
each electrode, measured by underpotential deposition lead stripping. Details of all procedures 
are given in the supplemental material.  
The Ultraviolet photoelectron spectroscopy (UPS) data was taken after depositing the 
catalyst materials onto silicon substrates heating and soaking in acid, using a Physical 
Electronics PHI 5400 photoelectron spectrometer that uses He I (21.2 eV) ultraviolet radiation 
and a pass energy of 8.95 eV. To separate the signal arising from secondary electron emission 
from the detector from the secondary electron emission from the sample, a -9 V bias was applied 
to the sample using a battery. The reported binding energies are the measured binding energy 
plus the 9 V.  
In the flow apparatus described previously3, catalysts were painted onto carbon paper, 
and mounted in a 2 compartment cell. Dried ionic liquid flowed through the cathode 
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compartment while 0.5 M sulfuric acid flowed into the anode. Voltage was applied to the cell, 
and the CO and hydrogen production were measured with a gas chromatograph. 
 
7.4 Effect of pH Results and Discussion 
Figure 7.1 shows the Faradaic efficiency of CO and H2 from the gas exit stream of the 
flow cell measured using a flow cell CO2 electrolyzer.   The cell potential was held at 2.5V for 
all of the data points in this figure.    
 
Figure 7.1: Effect of adding H2O to EMIM BF4 on the faradaic efficiency of CO2 reduction to 
CO and H2 at a cell potential of 2.5V with a silver cathode, platinum anode, EMIM BF4 in water 
catholyte, 0.5M sulfuric acid anolyte and a pure CO2 stream at the gas inlet.  
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Figure 7.2: Effect of adding H2O to EMIM BF4 on the flow cell current density (left) at a cell 
potential of 2.5V with a silver cathode, platinum anode, EMIM BF4 in water catholyte, 0.5M 
sulfuric acid anolyte and a pure CO2 stream at the gas inlet.  
. 
 
We find that in nearly dry ionic liquid electrolytes, the Faradaic efficiency is low, 
because of leakage currents and other current losses in the cell. We have found evidence of 
corrosion on some of our flow cell components, and while this effect is small, its contribution to 
the calculation of faradaic efficiency was larger when the overall current was also small.  The 
Faradaic efficiency to CO increased when water was added to the dry EMIM BF4 electrolyte 
reaching nearly 100% at 89.5 mol% water.  The 89.5% water mixture contains 49.7 moles/liter 
of water.    At higher water concentrations, evolution began; consequently the Faradaic 
efficiency of CO dropped.    
Figure 7.3 shows the steady state performance of the flow cell. The steady state current 
was measured at the two proton concentrations showing the highest performance from Figure 
7.1.  Table 7.1 shows the pH of various EMIM BF4-H2O mixtures, as well as an EMIM BF4-0.1 
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M H2SO4 mixture.  Notice how the hydrolysis of the BF4 anion causes the pH of EMIM BF4-
H2O mixtures to form a global minimum.  From Figure 7.1, we see that an EMIM BF4-water 
mixture with a pH of 3.2 showed the highest performance. We made an electrolyte mixture of 
10.3 mol% 0.1M H2SO4 in EMIM BF4, which is also at pH 3.2.  
 
 
Table 7.1: Effect of EMIM-BF4-water solution composition on the resultant pH.  
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Figure 7.3: Steady state performance of the flow cell with silver cathode and platinum anode at  
-0.7V vs. SHE. See key for water content in EMIM BF4.Note that the steady state current for 
CO2 reduction depends on the proton concentration.  
 
Figure 7.3 shows that the steady state currents for both the 89.5mol% water mixture and 
the 10.3 mol% 0.1M H2SO4 mixture overlapped. This demonstrates the dependence on proton 
availability of the CO2 reduction rate.   
 Figure 7.4 shows the cyclic voltammetry for the reduction of carbon dioxide on silver 
nanoparticles in EMIM BF4. In dry EMIM BF4, CO2 reduction began at -0.7 V vs. RHE.  As 
water was added, we measured an increase in the CO2 reduction current relative to the dry ionic 
liquid, consistent with Figures 1 and 2. We also observe the onset potential of CO2 reduction 
moving to more positive potentials. The onset potential for CO2 reduction increased from -0.6 V 
to about -0.45 V vs. SHE, as the pH dropped from 5.54 to 3.2, consistent with the Nernst 
equation.  
156 
 
 
Figure 7.4: Effect of adding water to EMIM BF4 on carbon dioxide reduction on a silver 
nanoparticle cathode in EMIM BF4 water mixtures. Scan rate 50 mV/s. 
 
The earliest onset potential, as well as the largest reduction current, was observed at a pH 
of 3.2, 89.5 mol% water and 10.5mol% EMIM BF4. In addition to pH effects mentioned above, 
the mass transport resistance to the electrode is considerably lowered as water is added due to the 
lower viscosity.  
 The effect of water enhanced CO2 reduction is also seen on metals with very low 
hydrogen overpotentials such as platinum. This effect is particularly interesting because it would 
be expected that metals like platinum would produce only hydrogen upon the addition of 
protons. Figure 7.5 shows CO striping from a platinum surface after it was held at -0.7 V vs. 
RHE for 5 min.  
157 
 
 
Figure 7.5: Effect of addition water on the CO stripping peak area in various EMIM BF4-water 
mixtures after the platinum electrode is held at a reducing potential of -0.7V vs. Ag-QRE for 5 
min. The platinum electrode was then swept forward at 5 mV/s and the area of the CO stripping 
peak is shown above.  
 
Because CO irreversibly absorbs on platinum at room temperature, the area under the 
striping peak is a measure of how much CO was produced during the electrolysis step. The 
striping peaks can be found in Figure S3 in the supplemental section. We observe a similar trend 
on platinum and silver in that there is a peak in CO production at an intermediate mole fraction 
of water.  This critical mole fraction, where the CO production reaches a maximum, occurs at a 
smaller water concentration on platinum compared to silver. This is because the overpotential of 
hydrogen on platinum is lower compared to silver.  The result is that the surface is covered by H2 
at a lower water fraction on platinum compared to silver.  
It is useful to compare the results here to those from the previous literature.  Tomita et al. 
[19-21] examined the effects of water additions on CO2 electrolysis in acetonitrile-water 
mixtures, and found that they could observe significant hydrogen formation when as little as 0.01 
moles/liter of water is added to a dry acetonitrile solution.  Hydrogen formation dominates at 
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water concentrations of 1 moles/liter or more.   Here we find little hydrogen formation when the 
water concentration is about 25 moles/liter and only start to observe significant hydrogen 
formation at water concentrations above 30 moles/liter.    Interestingly, we produce about the 
same amount of hydrogen at a water concentration of 37 moles/liter as Tomita et al. report at a 
water concentration of 0.03 moles/liter.  Clearly, the EMIM-BF4 can inhibit hydrogen formation.   
We can speculate how this occurs.  Previous workers [22, 23] have found that amines can 
inhibit hydrogen formation, although the effects were smaller than those observed here.   While 
the mechanism is not clear, we previously showed [24] that on platinum, EMIM covers the 
surface.   We speculate that the EMIM layer blocks hydrogen adsorption.   For example Figure 
S6 shows that 1mol% EMIM BF4 in 0.1M H2SO4 completely inhibited the UPD hydrogen peaks 
on a platinum cathode.   Clearly, there is a significant effect. 
Our other key observation is that water lowers the overpotential for CO2 conversion.   
This is also a surprising result.  Of course, water additions also lower the pH of the EMIM-BF4 
solution.   This is due to the hydrolysis of BF4- to form HF and anions such as [BF3OH]-, 
[BF2(OH2)]-, [BF(OH)3]-, and [B(OH4)]-  [25, 26].  At room temperature, Wamser et al. [27] 
found that approximately 13% of the BF4 anions in HBF4 hydrolyze.  
The overall reaction on the cathode is 
CO2 + 2H+ + 2e-  CO + H2O  (7.5) 
Therefore, we propose that the decrease in the pH of the system as water is added to the mixture 
leads to a greater proton availability, which according to the Marcus equation should lower the 
barrier to the reaction and enhance the rate. 
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This result shows that the addition of water to EMIM BF4 can in fact accelerate the 
desired CO2 reaction, while the EMIM cation could inhibit the H2 evolution expected upon water 
addition, even at high water concentrations.  
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7.5 Effect of Silver Particle Size Results and Discussion  
In this study, we used different silver nanoparticle sizes ranging from 1 nm to 200 nm. 
Figure 7.6 (A-H) shows the scanning electron microscopy (SEM) and transmission electron 
microscopy (TEM) images of the nanoparticles.  Figure 7.6 (N-K) shows the results of dynamic 
light scattering (DLS) analysis which are in a good agreement with TEM results.  
To investigate the electronic properties of silver nanoparticles, X-ray photoelectron 
spectroscopy (XPS) was carried out (Figure 7.6 (P-R)).  Prior to measurements, the samples were 
immersed in 0.1 M sulfuric acid overnight and rinsed with DI water to remove impurities.  
 
 
Figure 7.6:  (A-D) show SEM images of 1 nm, 5 nm, 70 nm and 200 nm silver nanoparticles, 
respectively. (E-H) TEM images of 5 nm, 40 nm, 70 nm and 200 nm silver nanoparticles, 
respectively. (K-N) show DLS results for 1 nm, 40 nm, 70 nm and 200 nm particles, 
respectively. Data taken by Huei-Ru Molly Jhong 
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 XPS spectra were collected using a Kratos Axis ULTRA X-ray photoelectron 
spectrometer with monochromatic Al K excitation, 120 W (120 kV, 10 mA).  Survey spectra 
were collected at a pass energy of 160 eV and high resolution spectra were collected using a pass 
energy of 40 eV. XPS results show that samples are clean, except for small amounts of carbon 
and oxygen from the vacuum system.  
Figure 7.7 shows the result of a cyclic voltammetry (CV) experiment where nanoparticle 
silver was coated onto a silver rotating disk electrode, the electrode was loaded into an EMIM-
BF4 solution containing about 75 ppm of water, the sample was rotated at 1000 rpm, and the 
potential was cycled from -1.14 V to 0.77 V with respect to SHE (see Supporting Information for 
experimental details).   Figure 2a shows how the CV of water varies with particle size under the 
conditions of the experiment. The plot shows how the current per unit surface area (i.e., the 
measured current divided by the measured surface area) varies with the particle size.  Notice that 
all of the curves lie on top of each other, demonstrating that the rate per unit surface area of 
water electrolysis to produce hydrogen1 is independent of particle size, as would be expected 
from previous literature[28]. 
Figure 7.7 also shows similar experiments except that we bubbled CO2 through the solution. In 
this case we observe a peak centered at about -0.75 V vs. SHE that is not seen in the absence of 
                                                           
1 The rate in an electrochemical reaction is proportional to the current in the reaction.   For example, two 
electrons are needed for the reaction  
CO2 (g)+ 2H+ (l)+ 2 e-  CO(g) + H2O (l)                                         (7.6)              
Thus the rate of reaction in moles per second is ½ the current divided by a constant F, called Faraday’s 
constant.   
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CO2.  This peak is associated with CO2 conversion.  Notice that the peak grows as the particle 
size decreases from 200 to 5 nm, and then shrinks again as the particle size decreases to 1 nm.  In 
other words, the results in Figures 2(B-G) show that the rate of CO2 electrolysis depends strongly 
on the particle size.      
 
 
 
 
 
 
 
 
 
 
 
Figure 7.7. (A) cyclic voltammetry with argon in EMIM-BF4 on bulk, 200 nm, and 5 nm silver 
nanoparticle catalysts (see Figure S3 for the expanded results).  (B-G) cyclic voltammetry with 
CO2 in EMIM-BF4 on bulk, 200 nm, 70 nm, 40 nm,5 nm and 1 nm silver nanoparticle catalysts, 
respectively.  (H) Current density for CO and H2 formation as a function of particle size (The 
differences in the current density of cyclic voltammetry with argon and CO2 in EMIM-BF4 at -
0.75 V vs. SHE for CO formation and -1.14 V vs. SHE for H2 formation, respectively).The 
maximum current density for CO peak occurs at 5 nm. Data taken by A.S.K. 
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Figure 7.7h illustrates the effect more clearly. The Figure shows how the current at -0.75 V vs. 
SHE varies with particle size.  Notice that the rate of CO2 electrolysis is about a factor of 10 
higher on 5 nm silver particles than on bulk silver surfaces or on catalysts comprised of 1 nm 
particles.  Clearly this is a significant effect. 
Figure 7.8 (A and B) show steady state data taken using the flow apparatus described 
previously[29, 30].  Briefly, the dual-electrolyte electrochemical reactor (Figure 7.8C) used in this 
study consists of two 1.5 mm thick poly(methyl methacrylate) (PMMA) sheets with 0.5-cm wide 
by 2.0-cm long channels to provide the electrolyte flow channels for the catholyte (liquid stream 
in contact with the cathode; pure EMIM BF4) and analyte (liquid stream in contact with the 
anode; 0.5 M sulfuric acid).  Between the two electrolyte channels was a 0.8-cm wide and 2.5-
cm long piece of Nafion 212 membrane (DuPont) used to separate the catholyte and anolyte 
while maintaining ionic conductivity. The cathode and anode that were made of gas diffusion 
electrodes (GDEs) were put on each PMMA sheet. Each electrode was backed by aluminum 
current collectors. The aluminum current collector that backed the cathode also served as a gas 
flow chamber to supply CO2, while the anode was open to the atmosphere for oxygen to escape. 
At cell voltages of 3 V or less the CO current increases by a factor of 3 in changing from 200 to 
40 nm particles. This is very similar to the change seen in Figure 2h. The particle size 
dependence disappears at higher applied voltages, however.   
It is interesting to compare the results in Figures 7.7 and 7.8 to previous results for CO2 
conversion on single crystal catalysts.  Hoshi et al.[31] previously examined CO2 conversion on 
Ag(111), Ag(100) and Ag(110) and found that the rate of CO2 reduction was about a factor of 2 
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higher on Ag(110) than on Ag(111) or Ag(100).   If one assumes that the flat surface was mainly 
(111) or (100) orientated, while (110) facets and related steps cover that 20% of the surface of 5 
nm particle, then based on the single crystal results, would only expect the rate to go up by about 
20%  i.e. 20%*(2-1).  By comparison Figure 7.7 shows an order of magnitude change in rate.  
Further the 1 nm particles are the most irregular , yet they show a decreased activity compared to 
the single crystal results.5  Thus, the nanoparticle catalysts used here clearly exhibit much 
different variations in rate as a function of structure than what would be expected from the single 
crystal results reported previously.    
The explanation for these different effects is not obvious. Variations in rate with particle 
size can be caused by (i) variation in the number of step sites, kink sites, and other special 
geometries with particle size, (ii) variation in the electronic structure or work function of the 
particles with particle size, or (iii) variations in the binding energy of key intermediates with 
particle size[32].  Experimentally, we observe much larger variations in rate with particle size 
than was expected from work on single crystals[31, 33] so variations in the concentration of steps, 
kinks and other structures, do not seem to explain our data.  
We have considered changes in rate due to variations in the bulk electronic properties of 
the particles such as the work function or d-band position, but our UPS data  shown in Figure 7.9 
indicate that the variations in the work function and the position of the center of the d-bands is 
insufficient to explain the observed variations in rate.   
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Figure 7.8 (A) Current density of CO as a function of silver particle size at different cell voltage 
(-2.75, 3.00, 3.25 V) measured in a flow cell.  (B) -2.75 V data on an expanded scale. These data 
were taken with EMIM solutions containing about 75 µM water.  Previous work[30] used 88% 
water on the cathode, resulting in much higher currents. Data taken by A.S.K.  
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Figure 7.9:  UPS spectra of 1 nm, 5 nm, and 70 nm of clean silver nanoparticles as well as of 
bulk silver.  To allow for easy comparison of curve shape, the data has been re-scaled on the Y-
axis so that the maximum intensities of all of the UPS peaks are the same. Data taken by Huei-
Ru Molly Jhong. 
 
Notice that the general shape of UPS spectrum of the particles does not vary significantly 
with particle size at particle sizes down to 5 nm. Importantly, the center of the d-band is not 
shifting significantly with particle size. We do observe variations in the work function of the 
particles with particle size as indicated in Table 1.  Still, the work function is almost the same in 
bulk samples and in 40 nm particles, even though the rate varies significantly.  Similarly, the 
measured work function is almost the same on 5 nm and 1 nm particles, even though the rate 
changes significantly.  In each of these two cases, the variations in work function with particle 
size are smaller than the variations in work function with crystal face reported previously[34, 
35]. Thus, the variations in the work function and the electronic structure of our particles does 
not explain why we observe variations in rate with particle size that are larger than those seen on 
single crystal catalysts.   
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That leaves variations in the binding energy of intermediates as the explanation for the 
observed variation in rate.  To see if the binding energy of intermediates would vary with particle 
size we performed cyclic voltammetry (CV) to determine the binding energy of hydoxyls and 
sulfates (or bisulfates) as a function of particle size.  Figure 7.10a and b shows voltommograms 
of the sulfate and hydroxyl adsorption and desorption peaks on different diameter silver particles 
in 0.1 M sulfuric acid or 0.1 M NaOH.  
In this experiment, hydroxide adsorption scans swept between -0.1 and 0.6 V and sulfate 
scans between -0.1 and 0.9 V vs. Ag/AgCl. All scans were taken at 10 mV/s. The current was 
normalized by the electrochemical surface area of each electrode, measured by underpotential 
deposition lead stripping. 
For the hydroxide peaks, we observe a shift in the overpotential required to drive the 
adsorption and desorption.  
 
 
 
 
 
 
Figure 7.10a: Adsorption and desorption of sulfate in 0.1M H2SO4 on 1, 5, and 70nm dia silver 
nanoparticles. Scan rate 50 mV/s. 
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Figure 7.10b: Adsorption and desorption of hydroxide in 0.1M KOH on 1, 5, and 70nm dia 
silver nanoparticles. Scan rate 50 mV/s.  
At a current density of +2.5 mA/cm2, the overpotential required to drive the adsorption at 
this rate is lowest on the 1 nm silver particles, and increases by about 100 mV with increasing 
particle size. Desorption of the hydroxide anion at the same rate (-2.5 mA/cm2) follows the same 
trend. The overpotential is lowest using the 1 nm silver particles and increases with increasing 
particle size. This was also observed for the adsorption and desorption of the sulfate anion. This 
implies that the binding energy of sulfates and hydroxyls varies significantly with particle size, 
with the smallest particles showing higher binding than bulk samples.   Importantly, this effect is 
larger than that observed in single crystals[36-39].  In summary, these data suggest that 
differences in the binding energy of intermediates with particles of different size is large enough 
to explain why we observe larger increases in rate than has been observed in single crystals. 
It is interesting to ask how the variations in binding energy could cause changes in rate.  Assume 
for the moment that the conversion of CO2 to CO under acidic conditions in the presence of 
EMIM+ (EMIM-BF4 is acidic) followed the mechanism proposed by Rosen et al.[30, 40]:  
 EMIM+ (l)+ CO2 (g)+ e-  → Complex-(ad) (l) (7.7) 
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 H+ (l)+ Complex-(ad) (l) → CO(g) + OH-(ad) + EMIM+(l) (7.8) 
 OH-(ad) + H+ (l)+ e-  → H2O(l) (7.9) 
If the binding energy of the intermediates increased with shrinking particle size, the 
thermodynamic driving force for reaction 2 and 3 should increase, while the thermodynamic 
driving force for reaction 4 should decrease.  Therefore, one would expect the rate of reactions 2 
and 3 to increase, and the rate of reaction 4 to decrease.  In our previous papers[30, 40] we 
suggested that during CO2 conversion on 100-200 nm silver particles, reactions 2 and 3 are rate 
determining.  In that case one could increase the rate by increasing the binding energy of 
intermediates by for example, making the particle sizes smaller.  On the other hand, if we 
increased the binding energy of the intermediates enough, reaction 4 would become rate 
determining.  In that case the rate of reaction would decrease, since the OH cannot be rapidly 
removed from the surface.  Consequently, one would expect classic “volcano” behavior as seen 
in Figure 2h.   
This model would also explain why the variations in rate with particle size are larger than 
those seen with single crystals.  Previous data with single crystal catalysts show that sulfate[36, 
37] and hydroxyl binding[38, 39] is only weakly affected by crystal face.  Sulfate binds more 
strongly on Ag(111) than on Ag(100) or Ag(110)[36, 37], while the literature disagrees whether the 
(111) or (100) face of silver binds oxygen most strongly. In all cases the effects are 50 mV or 
less.  By comparison, we observe almost 100 mV variations in binding energy.  Thus, we 
observe larger variations in rate with nanoparticles than with single crystals because the binding 
energy of intermediates varies more strongly with geometry on nanoparticles than on single 
crystals.    
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Of course, we still have to explain why the variations in binding energy occur.  One 
needs calculations to do so, and we have not done them yet.  Still, recent calculations of Pozen et 
al.[41] show that the binding energy of ethylene varies more strongly on silver nanoparticles than 
expected from data on single crystal samples.   Thus, there is precedent in the literature. 
 
7.6 Effect of Temperature  
 In this section, we observed the effect of electrolyte temperature on the stead state current 
density on flat metal gold and platinum cathodes. The setup for these experiments was the same 
as the three electrode experiments described in Chapter 4. Figure 7.11 below shows the effect of 
temperature on the current density at various potentials on a flat gold electrode.  
 
Figure 7.11: Effect of temperature on the steady state CO2 reduction current density on a flat 
gold electrode at various potentials in EMIM BF4. 
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The most apparent result from Figure 7.11 is the volcano shape. We attribute this to the 
opposing forces that contribute to the overall reaction rate. One the one hand the reaction kinetics 
is accelerated as the temperature is raised. On the other hand, as the temperature is raised, the 
CO2 solubility in EMIM BF4 goes down. As the concentration of reactant (CO2) at the electrode 
surface goes down, the observed rate of reaction will decrease even if the kinetics are faster.  In 
Figure 7.11, the CO2 reduction rate is accelerated up until a temperature between 80-100°C. 
After this temperature, the low solubility of CO2 in EMIM BF4 becomes the dominant force and 
the current density decreases.   
 
Figure 7.12: Effect of temperature on the steady state CO2 reduction current density on a flat 
platinum electrode at various potentials in EMIM BF4. 
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 Figure 7.12 shows the same experiment as Figure 7.11, except that the electrode used is 
platinum and not gold. Because platinum has a lower overpotential for hydrogen evolution, the 
profile of Figure 7.12 is not exactly the same as Figure 7.11. Because hydrogen evolution is the 
predominant reaction on the platinum surface, the current density does not begin to decrease in 
the same manner as on gold. On gold, low CO2 solubility at high temperatures caused the 
decrease in current density; here however, the predominant reaction is hydrogen evolution. Since 
water (and therefore protons) can remain in solution at higher temperatures compared to 
dissolved CO2, the derivative of the current density begins to decrease (due to CO2 solubility 
issues) but the overall current density increases with temperature within the range of our 
experiment. From a practical standpoint, this show the benefits of heating CO2 electrolyzers 
charged with ionic liquid, because heating to 80°C is generally not an expensive process.   
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CHAPTER 8 
PHOTO-ASSISTED CO2 REDUCTION IN EMIM BF4 MIXTURES  
 
8.1 Introduction to Photo-Assisted Electrochemistry 
 
I would like to thank my collaborators Chris Roske, James McKone, Dr. Nathan Lewis 
and Dr. Harry Gray of the California Institute of Technology, as well as my adviser Dr. Richard 
Masel, for their contributions to this chapter.  
 Chapters 4 through 7 laid the groundwork for understanding how ionic liquids, 
specifically EMIM BF4, are able to lower the overpotential required to reduce CO2 in an 
electrochemical cell. To review, these mechanisms include the suppression of the hydrogen 
evolution reaction (HER) as well as providing an alternative low energy pathway to avoid the 
formation of high energy intermediates.  In this chapter, we wish to investigate the possibility of 
photo-assisted CO2 conversion while continuing to use ionic liquid electrolytes. This design 
allows for the possibility to further lower the energy required by exploiting the photovoltage 
generated at the electrode-electrolyte interface. In this chapter, we report the preliminary data 
describing the selective photo-assisted conversion of CO2 to CO in EMIM BF4.  
 Electrolytic photochemical cells generally consist of a metallic anode and a 
semiconducting cathode. As opposed to electrochemical setups, photo-assisted electrochemistry 
relies on the transfer of photogenerated charges within a semiconductor to the liquid interface. It 
is at this interface where the photogenerated charge carriers can participate in the desired 
reactions. 
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The semiconducting cathode (from here on “photocathode”) is made of a material 
capable of absorbing sunlight, and creating delocalized charges. These charges are then re-
channeled to participate in electrochemical reactions. Key to this process is separating charges 
sufficiently to keep them from recombining, only to generate heat.  In natural photosynthesis, the 
electron and hole are separated by means of an electron transport chain made up of various 
proteins capable of receiving and donating the electron. While energy is lost in each transfer and 
the recombination are still thermodynamically favorable, the recombination probability is now 
low due to kinetic barriers. In the artificial photosynthesis schemes discussed here, charges are 
kept separate by means of a free energy gradient due to the electric field gradient at the solid-
liquid interface. This is critical in the proper selection of electrolytes, as an electrolyte that does 
not generate a large electric field at the interface will be incapable of supporting the electrons 
required for reaction. The use of ionic liquids can be advantageous in that they support strong 
voltage drops across the interface [1]. Furthermore, the electric field induced band bending at the 
interface plays a critical role in the ability of the photocathode to generate photogenerated 
charges [2, 3] (the more band bending, the more generation).   
In this study, we chose to use p-type silicon as the semiconducting substrate on which we 
would deposit silver. When a semiconductor is placed in contact with an electrolyte (even at 
equilibrium), an electric field is generated at the interface, extending some microns into the 
space-charge region of the semiconductor. The charges in this region are balanced by ions of the 
opposite charge in the solution, creating a net neutral interface [4].  In an n-type semiconductor, 
this space charge region is electron-rich and hence called a “fill region”. In a p-type 
semiconductor, this region is called the “depletion region” as there is a higher concentration of 
holes near the interface. If we were to use an n-type semiconductor for this application, there 
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would be an effective voltage penalty [5, 6], the energy required to move electrons from the 
conduction band into solution against the gradient of the electric field. This can be seen below in 
Figure 8.1 where there space charge region is hole-rich, meaning the electric field is facing into 
the semiconductor.  
 
Figure 8.1: Schematic of the space charge region for an n-type semiconductor in contact with an 
electrolyte with the A/A- couple. Notice the voltage penalty that would incur for trying to get an 
electron through the space-charge region (W) to the solution interface.  
 
In a p-type semiconductor, the electric field within the space-charge region of the 
semiconductor is oriented in the opposite direction, and no such voltage penalty exists.  In other 
words, the space charge region preferentially filters the minority carriers allowing them to reach 
the interface under illumination.    
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 Similar to standard electrochemical cells, there are practical problems that must be 
accounted for if the device is to be successful. Electrode processes such as passivation and 
corrosion and unwanted side reactions can all limit the efficiency of the photocathode. The 
semiconductor used in this process will be silicon, Si, with an indirect band gap of 1.12 eV. Due 
to the relatively small [indirect] bandgap of Si, it is frequently subjected to passivation and 
corrosion. However, these processes should be minimal in our experiments due to the negative 
polarization of the cathode. These problems are of greater concern when silicon is used as a 
photoanode and experiences oxidizing potentials.   
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8.2 Brief Overview of Previous work in Photo-Assisted CO2 Reduction 
 
 Scientists have been interested in photo-assisted CO2 chemistry for the better part of the 
last 30 years.  Successful implementation of such a scheme would mark a tremendous step 
forward towards a closed-loop carbon cycle where much of the energy required to convert CO2 
into useful end-products would be provided by the sun [2, 7, 8]. One of the first papers 
describing the photoreduction of CO2 came in 1978 using a single crystal GaP cathode, a carbon 
anode, and a buffered aqueous electrolyte through which CO2 was bubbled [9]. Even after 30 
years, the experimental setup described in this chapter is not all that different from the one 
described in this early paper; however, we have come a long way in our understanding of 
semiconductor cathodes, as well as how to manipulate their properties in order to tune for 
desirable properties.  
Since this initial report, there have been many research groups dedicated to this work. 
Many of them have investigated how to greater utilize the solar spectrum, while others have 
focused on tuning the specific catalytic activity in order to yield the desirable results. In addition 
to p-GaP, p-GaAs [6, 7, 10-12], p-InP[10], p-SiC, p-CdS, TiO2, ZnO[6], CdS[8], and WO3 [5] 
have been the semiconductor materials most studied for this applications. Figure 8.2 shows the 
bandgap of many of these materials relative to many important CO2 reduction reactions. Despite 
its popularity, one can see from this figure the TiO2 does not provide a very large driving force 
for the reduction reaction based on the position of its bandgap. This in comparison to the position 
of SiC, which has been shown to have large rates of product formation. The use of these 
materials has been split into 2-categories. 
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1) Flat photo-cathodes (as will be utilized in this work) 
2) Suspended nanoparticles  
In either case, the semiconductor is placed in contact (or in the case of the nanoparticles, they are 
suspended) in a CO2 saturated aqueous NaSO4 or KHCO3. After illumination with a Xe lamp, 
small amount of formic acid, formaldehyde, methyl alcohol carbon monoxide, and methane were 
produced 
 
 
Figure 8.2: Bandgap of semiconductors relative to important CO2 reduction reactions and the 
O2/H2O couple (Taken from [8] with permission).  
 
In recent papers by Ikeue et al, Ulagappam et al., Tan et al., and Lo et al., the selectivity of CO 
formation was investigated in these systems. Titanium is the photo-catalyst used in a majority of 
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these studies, the charge efficiency of these systems appears to still be quite low (28%) due to 
recombination.  As a result, this poor utilization leads to slow product formation rates. By 
comparison, we wish to accelerate the reduction of CO2 compared to other photocatalytic 
systems by employing ionic liquid electrolytes on simple photo-cathodes that are easy to 
construct.  
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8.3 Materials and Methods  
 
P-type and n+-type silicon wafers were cut into square sections with surface areas 
between 0.25 and 0.5 cm2. P-type silicon were delivered by doping boron at a density of 
1016/cm3. n+-type silicon was doped with phosphorus at 1019/cm3.  Electrode areas were 
determined by scanning images of the sectioned pieces with a ruler and then using Image-J to 
compute the surface area by differential color interpretation. The silicon was then placed inside 
an e-beam deposition chamber with aluminum evaporation slugs. This step was meant to deposit 
500 nm aluminum on the backside of each silicon section in order to help with conductivity. The 
pieces were then put into a tube furnace at 400°C for 10 minutes in order to promote diffusion of 
the aluminum into the silicon samples. Insulated wires were used to connect the silicon 
electrodes to the potentiostat. The insulation on each end of the wire was stripped and one end 
was coiled. The coiled end was painted to the aluminum side of the silicon electrode by using a 
75/25% Ga-In eutectic and silver adhesive ink. The ink was allowed to dry for 30 min. The wires 
were then threaded through 5” glass tubes and the electrode and tube were sealed off using 
expoxy. Figure 8.3 below is a schematic diagram of the p-type photocathode’s used in these 
experiments.  
Prior to the silver electrodeposition step, the silicon electrodes were cleaning with 35% 
HF solution. This is done to remove silicon oxides from the surface leaving only silicon hydride. 
The time between the HF cleaning step and immersion in the electrolyte solution was about 30 
seconds. This time allows for only a small amount of oxides to reform on the surface. Silver 
deposition was accomplished by submersing the photocathode in a 10mM solution of silver 
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nitrate. The electrode was held at 0 V vs. Ag/AgCl for the amount of time required to deposit 
28µC/cm2 onto the silicon surface (usually 3-6 seconds).  
 A schematic and photograph for the photo-assisted setup are shown in Figures 8.4 
and 8.5. The experimental cell was made from a 50 mL three neck flask. The front of the flask 
was replaced with a flat piece of glass (i.e.a flat lens) in order to prevent the bending of the 
incident light. The counter electrode was a sacrificial graphite rod placed inside a glass tube with 
a small frit affixed to the end in contact with solution. This counter electrode design was to used 
in order to ensure that the bulk solution did not get contaminated by the sacrificial graphite 
(while still being able to maintain electrical contact). The tip of the graphite rod was shaven to a 
point in order to allow space for the bubbles formed during electrolysis (O2) to escape without 
pushing ionic liquid out of the cell.  
 
 
Figure 8.3: Schematic diagram of photocathode assembly.  
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Figure 8.4: Schematic diagram of the photo-electrolysis setup (batch reactor mode).  
 
 
 
Figure 8.5: Photograph of the photo-electrolysis setup (batch reactor mode). 
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 The reference electrode used for all experiments in this chapter was the saturated (3M) 
KCl Ag/AgCl electrode.  
The irradiance from the lamp was calibrated by a photodiode. The distance between the 
lamp and the working electrode was set to be the distance that generated 12 mA/cm2.  This 
process was used in order to mimic the irradiance of the cell under direct sunlight. The 
calibration used was the Air Mass 1.5 standard, designed to take into account different 
atmospheric conditions. Figure 8.6 below is an approximate distribution of energy representing 
the AM 1.5 standard.   
 
Figure 8.6: Air Mass 1.5 Spectrum between 600 and 1800 nm. Taken from [13] with 
permission. 
 
The distance used in these experiments was the distance required to match the irradiance to 0.99 
suns (i.e 99% of Figure 8.6). This was chosen in order that our results slightly underestimate 
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performance (as opposed to overestimating).  The lamp was cooled by a fan mounted to its side 
and was always operating while the lamp was on.  
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8.4 Results and Discussion 
 In order to establish a control, we first tested the ability of our photocathode to convert 
CO2 in traditional electrolytes such as H2SO4 and KHCO3. This allowed us to assess the ability 
of these solvents to promote photo-assisted CO2 reduction and help us to measure the 
contribution of the ionic liquid.  Figure 8.7 below shows the cyclic voltammogram of the 
illuminated photocathode immersed in 10mM sulfuric acid saturated both with argon and CO2.  
The current observed in this experiment is likely H2 evolution, as H-terminated Si that is exposed 
has the ability to reduce protons to hydrogen gas. This appears to be the only process observed in 
this experiment as the difference current between CO2 and argon is minimal, even at higher 
overpotentials.  
 
 
 
 
 
 
 
 
 
Figure 8.7: Photo-assisted cyclic voltammetry at a p-Si/Ag photocathode in argon and CO2 
saturated 10 mM H2SO4. 
 
 
Figure 8.8 shows the analogous experiment in 100mM KHCO3, a very commonly used 
electrolyte in CO2 electroreduction. We observe the same type of voltammogram in this 
electrolyte in the sense that only hydrogen evolution is observed in both the argon and CO2 
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saturated electrolytes. From here, we find that the photo-assisted pathway for conversion of CO2 
faces some of the same challenges as the traditional electrochemical pathway; the HER reaction 
dominates the surface and requires one to move to much larger overpotentials in order to initiate 
CO2 reduction.   
 
 
 
 
 
 
 
 
 
Figure 8.8: Photo-assisted cyclic voltammetry at a p-Si/Ag photocathode in argon and CO2 
saturated 100 mM KHCO3. 
 
 Next, we began to assess the ability of 1-ethyl-3-methylimidazolium tetrafluoroborate 
(EMIMBF4) mixtures to promote CO2 reduction on our Ag/p-Si-H photocathode. In the 
following experiments, EMIM BF4 was mixed with either H2SO4 or H2O in order to control the 
proton concentration in the various experiments. The effect of adding H2O and H2SO4 in 
electrochemical CO2 reduction is discussed in Chapter 7.   
 In EMIM BF4 + 1mM H2SO4, we observe a significant CO2 reduction current. Figure 8.9 
shows the voltammogram of our illuminated photocathode in this electrolyte. There are two 
aspects of this plot that are of interest to us.  First, it appears that EMIM BF4 has significantly 
suppressed the hydrogen evolution reaction, as faradaic wave does not appear to initiate until ca -
-2.0 -1.6 -1.2 -0.8 -0.4 0.0
-4.0
-3.2
-2.4
-1.6
-0.8
0.0
Cu
rr
en
t D
en
si
ty
 
(m
A
/c
m
2 )
Potential (V vs. Ag/AgCl)
 Argon
 CO2
192 
 
1.4 V vs. Ag/AgCl.  This is compared to the hydrogen evolution current that is observed to 
initiate near -0.7 V vs. Ag/AgCl in the bicarbonate electrolyte. We propose the same mechanism 
for hydrogen inhibition in the photochemical setup as we did in electrochemical setup; the 
adsorption of ternary amines to the surface (creating a tight monolayer) increases the 
overpotential required for the recombination of protons on the surface.  
 
 
 
 
 
 
 
 
 
 
 
Figure 8.9: Photo-assisted cyclic voltammetry at a p-Si/Ag photocathode in argon and CO2 
saturated EMIM BF4 + 1 mM H2SO4. 
 
When the electrolyte is saturated with CO2, we see the initiation of CO2 reduction near -
1.1V vs. Ag/AgCl and nearly 5 mA/cm2 of CO2 reduction current is generated at -1.6 V.  When 
compared to Figures 8.7 and 8.8 above, it is clear that the use of EMIM BF4 is one of the 
enabling factors allowing CO2 to reduce on the silver photocathode surface.   
Next we measured the ability of EMIM BF4 water mixtures to reduce CO2 at the 
photocathode surface. We chose 50/50%v and 90/10 mixtures of EMIM BF4/H2O because these 
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are analogous to the solutions prepared in Chapter 7. Recall from Table 7.1 that a 50/50%v 
mixture of EMIM BF4 and H2O had a pH of 3.2 and a 90/10 mixture had a pH of 4.87. 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.10: Photo-assisted cyclic voltammetry at a p-Si/Ag photocathode in argon and CO2 
saturated 50/50% v/v EMIM BF4 + H2O. 
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Figure 8.11: Photo-assisted cyclic voltammetry at a p-Si/Ag photocathode in argon and CO2 
saturated 90/10% v/v EMIM BF4 + H2O 
 
 
Figures 8.10 and 8.11 above show the photo-assisted CO2 reduction voltammograms in 
50/50%v and 90/10%v EMIM BF4/H2O mixtures respectively.  First it is important to note the 
differences in the argon voltammograms. Note that the hydrogen evolution wave is larger in the 
50/50% solution. This is expected because this is the solution with the larger pH. Both solutions, 
however, produce approximately the same amount of difference current (~4mA/cm2) when 
immersed in CO2 saturated solutions. Note also the voltammograms in Figures 8.9 – 8.11 look 
similar to what one would expect in a traditional electrochemistry setup at low overpotential, 
suggesting that the mechanism is likely very similar to the one described earlier in this work.  
 What makes the photocathode different is its ability to produce photo-generated electrons 
and a photovoltage.  This is in comparison to the traditional Ag nanoparticle cathode where all of 
the surface potential is applied from an external source (i.e. a potentiostat). In these experiments, 
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some of the potential generated at the surface is created by the creation of photo-electrons and an 
electric field gradient at the surface near the depletion region in the semiconductor.  One way to 
assess the contribution of the photo-generated carriers (in this case, electrons) is to run the 
analogous experiment, but rather use n+ type Si instead of p-type Si described above. While p-
type silicon will react to photons with energy larger than the band gap, the majority carrier 
concentration in n+ type silicon does not change in a significant manner when illuminated. This 
is because the dopant density (in our case 1019/cm3) is so high that the material is effectively a 
metal. Furthermoe, the space charge region in the material is extremely small, meaning that there 
is no photo-induced electric field across the interface. In other words, no photovoltage is 
generated by n+ silicon when it is illuminated. However, CO2 reduction will still occur on the n+ 
silicon, likely in the same manner that it occurred on the when is the p-Si substrate. The 
difference between the n+ and the p type cathodes should be a shift on the potential axis.  
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Figure 8.12: Comparison of CO2 saturated 50/50%v EMIM BF4/H2O photo-reduction on p-Si 
and on n+ -Si. Note that the process occurring on both electrodes appears to be identical, except 
for the potential axis. This is a first order method of describing the magnitude of the 
photovoltage. The CO peak from the GC trace at -1.6 V on p-Si is shown to the right.  
 
 
All of the voltage on the n+ sample is supplied by the potentiostat, whereas the potential 
of the p-type cathode is both from the potentiostat and the generation of photovoltage.  
Figure 8.12 demonstrates the effect described above. We prepared n+ Si cathodes in the 
exact manner as the p-type cathodes (e.g. same fabrication and silver deposition procedure).  It is 
clear that the chemistries occurring on both p and n+ silicon appear to be the same, and the only 
difference a shift on the potential axis. This is a major result in the sense that it demonstrates 
CO2 reduction is occurring photo-chemically in the ionic liquid and that the p-Si can generate up 
to 600 mV of photovoltage. There are two important notes to consider. First, if the 
voltammograms not appeared as the same shape, this method for determining the photovoltage 
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would not have been valid. This is because the processes occurring on the two electrodes would 
have been different.  
 
 
 
 
 
 
 
 
 
 
 
Figure 8.13: Photo-assisted cyclic voltammetry at a p-Si/Ag photocathode in argon and CO2 
saturated 50/50%v EMIM BF4/H2O. Note the plateau that forms at large overpotential, showing 
the primary limitation is the generation of photocarriers.  
 
Second, metals nanoparticles such as Ag, Cu, and Au generate a significant amount of 
surface plasmons; these plasmons may be contributing to the large photovoltage observed in 
Figure 8.12. While the contribution of surface plasmons to the observed photovoltage has not 
been characterized in this system, it is likely that our estimate of 600 mV is a slight 
overestimation. 
 Now that we have graphically shown the existence of the photocurrent, our last goal is to 
show the existence of a photo-current (i.e. a current as a direct result of the photo-voltage 
demonstrated in Figure 8.12). One [indirect] way to evaluate the photocurrent is to move to high 
overpotentials. In traditional electrochemical setups, moving to high overpotentials will create a 
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faradic wave due to a depletion of reactant at the surface. In a photo-chemical setup, the limiting 
factor is often the rate of generation of electrons, and not the depletion reactant. Figure 
8.13shows a voltammogram of CO2 reduction brought out to high overpotentials. Notice that the 
current does not decay due to depletion; rather, it reaches a plateau. This is due to the fact that 
the production of photo-generated electrons has reached its maximum rate.  
Finally, we directly assessed the photocurrent by blocking the light source in 2s intervals. 
Figure 8.14 below shows the result form the “chopper” experiments.  Until a potential of -1.2 V, 
the cell produces no current in the dark. The dark current can be determined by tracing the top 
edge of the plot, and the photo-current can be determined by tracing the bottom edge. It appears 
also that the photo-current profile agrees moderately well with the photo-limiting experiment 
described in Figure 8.12 above. 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.14: Chopper experiment on p-Si in 50/50% EMIM BF4-water when fan blades block 
the light at 2s intervals.  
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CHAPTER 9 
LOW POWER CO2 SENSOR UTILIZING EMIM BF4 
 
9.1 Introduction  
 I would like to thank Dr. Kevin Lin, Dr. Amin Salehi-Khojin and Dr. Richard Masel for 
their contributions to the work that appears in this chapter. Some figures and text from this 
chapter were reproduced with permission from the IEEE [1]. 
The reliable detection of carbon dioxide (CO2) emissions is a key step towards the ability 
to mitigate CO2 levels in the atmosphere. At present, many CO2 sensors exist, but they all require 
on the order of watts of power, therefore, they are not suitable for long term unattended 
operation. In this paper, we present a new design for a microfabricated CO2 sensor that operates 
at room temperature with very low power input. The device uses the selective adsorption of CO2 
in a room temperature ionic liquid (RTIL) followed by an electrochemical reaction at a gold 
electrode to detect the presence of CO2. We find that the device is able to measure normal 
atmospheric levels of CO2 with high reliability using less than 10 µW of power. This advance 
will enable a new class of portable CO2 sensors to be constructed.  
The reliable detection of atmospheric carbon dioxide (CO2) levels is a key step towards 
the ability to mitigate our CO2 emissions. Additionally, a sensor that is easily fabricated, 
reversible, and operates using very low power is ideal. This work utilizes the electrochemical 
properties of room temperature ionic liquids (RTILs) to meet these requirements. Many CO2 
sensor designs either require very high temperatures or require 10’s of milliwatts to operate. This 
sensor design is operated at room temperature and has power requirements on the order of 10’s of 
microwatts. The liquid phase junction makes reversibility more feasible (via diffusion) compared 
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to solid state sensors that rely on covalent bonding. The liquid droplet also serves as a layer 
protecting the electrochemical cleanliness and integrity of the gold electrodes.  
Among the types of CO2 sensors currently used are mixed oxide sensors [2], NASICON-
based sensors [3], carbon nanotube sensors [4], gas chromatographs, and spectroscopic sensors 
(nondispersive infrared).  These sensors have the disadvantage of requiring high power inputs, 
having high operating temperatures, lack of mobility, and require complicated synthesis 
procedures.  For example, the infrared based sensors require a power input on the order of 
milliwatts and can cost between $100 and $1000. Solid state sensors such as potetiometric mixed 
oxide sensors and NASICON based sensors suffer from long term measurement instability[5], a 
dependence on oxygen concentration, and operation at temperatures over 350°C. In this work, by 
protecting the source - drain electrodes with a drop of 1-ethyl-3-methylimidazolium 
tetrafluroborate (EMIM BF4), the low selectivity of EMIM BF4 to oxygen compared to CO2 and 
nitrogen [5, 6] should mitigate the effect of atmospheric oxygen on the sensor performance.  
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9.2 Materials and Methods 
Room Temperature Ionic Liquids (RTIL’s) are conceptually unique in that they are 
completely dissociated into ions [6]. Unlike strong acids however, they have negligible vapor 
pressure at room temperature. Ionic liquids are generally made up of an organic bulky cation (e.g. 
imidazole) and an organic/inorganic anion (e.g. tetrafluoroborate or hexafluorophosphate).  
Physical advantages of ionic liquids include large electrochemical windows (3-6V) [7], high 
thermal stability, selective adsorption properties, and a high solubility of CO2 (ca. 3M). The ionic 
liquid used in this study was EMIM BF4. EMIM BF4, as with many other RTILs, is hygroscopic, 
and will readily absorb moisture from the atmosphere. Although small amounts of water can 
promote electrochemical activity, the presence of water in RTILs often cuts the electrochemical 
window in half. In order to remove a bulk of the water from EMIM BF4, an aliquot was heated to 
100°C and placed under a -23”Hg vacuum for 12 hours to remove any residual water or dissolved 
oxygen. Karl-Fischer analysis showed that the water content within the ionic liquid was <90mM 
after this procedure.  
One of the many advantages of this sensor design is its simplicity in fabrication. The 
sensor substrate was made from a 100 mm Silicon wafer (Silicon Quest, 500 µm thick, <100> 
oriented, 1-5 Ω·cm nominal resistivity), on which a 500 nm thermal oxide layer was grown. On 
the wafer, 170 Å chromium and 1000 Å gold layers were deposited by DC magnetron sputtering 
(~ 10-2 torr of argon background pressure) and patterned via standard lift-off photolithography 
process. To prepare the sensor, the open circuit device was washed with acetone, isopropyl 
alcohol, and de-ionized water. Then, a 2-3µl droplet of EMIM BF4 was painted between the 
source and drain electrodes. In order to protect the electro-active portion of the sensor, the droplet 
was painted over the entire lateral surface of the junction. Figure 9.1 shows a cross section of the 
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microfabricated sensor and painted EMIM BF4. Notice how both lateral surfaces of the junction 
are completely protected by EMIM BF4. Figure 9.2 shows a zoomed in top-down view of the 
sensor source-drain junction. The electrodes are separated by 6 microns and the length of the 
electrodes at the junction is 100 microns. Figure 9.3 is a photograph of the microfabricated sensor 
(without the droplet).  
 
Figure 9.1: Cross section of microfabricated sensor with droplet. 
 
 
Figure 9.2: Perspective view of microfabricated sensor junction without droplet. 
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Figure 9.3:  Photograph of micro fabricated sensor with leads.  
 
In order to test the performance of the microfabricated sensors, a Derlin acetal chamber was 
constructed. The cross sectional design of the top and bottom portions of this chamber are found 
below in Figures 9.4a & 9.4b. The chamber was made of two “top hat” halves sealed together by 
an O-ring. Access holes for electrochemical leads were drilled into the top of the chamber and 
sealed with a silicone septum and bushing. Access holes for gas flow were drilled through the 
sides of the reactor and sealed with O-rings. A pressure gauge was inserted into the exit gas 
stream to assess the total pressure within the chamber. Downstream of the pressure gauge was a 
flowmeter (rotameter) used to control the flowrate of gas out of the chamber.  
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Figure 9.4a: Schematic drawing of the “top half” of the acetal chamber used to test the CO2 
sensor. Notice the 4 ports on the top used for electrical connections within the chamber, as well as 
the 1/8” ports for gas flow and vacuum. The exit to the chamber was also fitted with a pressure 
gauge.  
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Figure 9.4b: Schematic drawing of the “top half” of the acetal chamber used to test the CO2 
sensor. 
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Once the sensor was cleaned, a drop of EMIM BF4 was painted onto the junction. The 
leads to the sensor were connected to the leads of the reactor and the two halves were sealed 
together using the built in Derlin flange.  The chamber was then checked for leaks by closing the 
gas valves to the pressurized chamber and watching for pressure drops.  Prior to any experiments, 
the chamber was evacuated to -23” Hg for 20 min using a GAST high capacity vacuum. After 
evacuation, the chamber was then filled to the appropriate experimental condition.  
Potential scan experiments were performed using a Solatron SI 1287 attached to a PC 
using CorrWare software. During potential scan experiments, the potential between the source 
and the drain electrode was scanned from 0 to 5.5V at 100mV/s using a “stepped” sweep type and 
a 2Hz low pass filter. For each condition, the sensor was swept 16 times, with 10 second 0V 
potentiostatic steps in between measurements. All curves shown display the last scan of this 
sequence unless otherwise indicated. 
Galvanostatic experiments were performed using a Keithley DC current source and 
nanovoltmeter (2182A). The current was held at a various levels and the cell resistance was 
measured for 2 seconds after exposure for 60 seconds.  
 
 The sensing mechanism for this sensor is the reduction of CO2 at the cathode, and the 
subsequent oxidation of that species at the anode. The low power requirements for this sensor 
partially stems from the low potential required to convert CO2 to a more reduced form (e.g. CO, 
COOH-). Due to the fact that we have not conclusively determined the reduction product, we will 
refer to the reduction products of CO2 conversion collectively as r-CO2. Fig. 4 illustrates the 
transport of CO2 throughout different stages of the sensing mechanism. CO2 from the atmosphere 
must first be absorbed into the EMIM BF4 droplet (reaction “A”). The non-equilibrium 
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concentration of CO2 in the EMIM BF4 droplet is dependent on the partial pressure of CO2 in the 
atmosphere and the exposure time. For longer exposure times, the equilibrium concentration of 
CO2 in droplet is determined by a partition coefficient (i.e. Henry’s Law constant). CO2 must 
then diffuse towards the gold surface (reaction “B”) and come into contact with the outer-
Helmholtz plane (OHP) such that it can be reduced. Finally, CO2 is converted to a reduced form, 
r-CO2 resulting in a Faradaic wave (reaction “C”).  
 
 
 
Figure 9.5: Schematic of CO2 sensing mechanism. First CO2 must absorb into the ionic liquid 
phase, then it must diffuse to the electrode surface, and finally, it must react on the electrode 
surface to give a signal.  
 
 An alternative method to detecting CO2 via a Faradaic wave is to probe the presence of 
the reaction by measuring the resistance under constant current (galvanostatic) conditions. 
During the conversion of CO2 at the Au surface, the resistance (and therefore the potential) will 
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be lower compared to when CO2 conversion is not taking place. This method is advantageous 
because it has a higher signal/noise ratio compared to the potential sweep method. 
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9.3 Results and Discussion 
 The sensor was calibrated to the partial pressure of CO2 in the chamber. Figs. 5 and 6 
summarize the sensor response for CO2 pressures between +25 and -10 psig. Notice that the 
sensing mechanism is a Faradaic reaction (and not changes in bulk electrical properties) as 
evident by the wave at ca. 3.5V. This peak was not present under nitrogen atmospheres at the 
same pressure. The concentration of CO2 was calibrated to the current at Ep, the peak potential. 
The peak current, ip, is related to the bulk concentration of CO2 in the droplet by Equation 9.1: 
 
ip=0.495[FAC*D0.5v0.5(aF/RT)0.5]  (9.1) 
 
 
 
 
Figure 9.6. Scanning bias between source and drain at various P(CO2). Droplet was EMIM BF4. 
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Figure 9.7. Calibration curve for CO2 sensor. Droplet was EMIM BF4. 
 
In Equation 9.1,  F is Faraday’s constant, A is electrode area, C is concentration of CO2, D is 
the diffusion coefficient of CO2 in the ionic liquid, v is the scan rate, a describes the barrier 
symmetry (near 0.5), R is the gas constant, and T is the temperature. The concentration can be 
linked to the partial pressure using Henry’s Law. Fig. 6 shows the relationship between ip and the 
partial pressure of CO2.  
Under both positive and negative CO2 (gauge) pressures, there is a small dependence of CO2 
pressure on the peak potential. This dependence is not described electrochemically, and likely is 
related to small differences in kinetic parameters at different CO2 pressures.  
Fig. 7 shows the ability of the micro fabricated sensor to detect the CO2 levels in air. Notice the 
small Faradaic peak just before 4V compared to the very large Faradaic wave produced when the 
sensor is exposed to a pure CO2 atmosphere. Fig. 7 also shows the insensitivity (in the region of 
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interest) of both nitrogen and oxygen. Insensitivity to oxygen makes this sensor design 
advantageous over sodium ion [7, 8], NASICON, and litium ion, and other mixed oxide 
conductors that show drift and dependence due to changes in oxygen activity.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9.8: Detection of CO2 at nominal air levels. Droplet was EMIM BF4. 
 
Fig. 9.9 shows the sensor operating in galvanostatic mode. The current was held at 3 µA for 2 
seconds and the resistance was measured. Due to the presence of an electrochemical reaction (as 
described in Fig. 4) the sensor resistance is ca. 40% lower when P(CO2) is 20psig and 10% lower 
when P(CO2) is 2psig.  
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Although the signal to noise ratio is higher when measuring potential compared to measuring 
current (Figs. 5 & 7), the application of a constant current complicates the analysis. The 
application of 3 µA, after only a few seconds, will begin to deplete the droplet of CO2, making 
the concentration of CO2 in the droplet unrepresentative of the atmospheric concentration of 
CO2. In the potential scan mode, much less CO2 is converted, making equilibration between the 
droplet and the atmosphere occur over much shorter timescales. The advantage, however, to 
converting larger amounts of CO2 within the droplet is the increase in sensitivity. Future work 
will focus on optimizing the operating conditions for the galvanostatic mode of this sensor in the 
hopes of utilizing the simplicity of holding a fixed current with the accuracy of the potential 
scanning 
 
.  
 
 
 
 
 
 
 
Figure 9.9: Galvanostatic operation of CO2 sensor. Droplet was EMIM BF4. 
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9.4 Long Term Performance of Low Power CO2 Sensor 
 
 The data presented in this section was collected by Dr. Richard Ni. I contributed details 
about the experimental setup, operating conditions, and analysis.  
 In the previous section, we describe the response to a microfabricated sensor with a 
droplet of ionic liquid placed in the junction of two gold electrodes placed 6 microns apart. While 
the EMIM BF4 droplet displayed electrochemical and thermal stability, the sensor design calling 
for a liquid droplet on a chip is not practical.  In order to overcome this challenge, we created an 
porous ionic liquid gel. While many physical characteristics of the gel are still unknown, placing 
the gelated ionic liquid on the junction has shown to give repeated electrochemical responses, and 
is a more suitable design for mechanical stability.  
 The gel was made by mixing EMIM BF4 and Polyvinyl fluoride (PVdF) and a 1:1 ratio by 
mass. This mixture was then placed on a spin coated and drawn out, resulting in a gelated ionic 
liquid film 45-75 micrometers thick. This was confirmed by SEM analysis. Finally, a small 
section (1-2mm diameter) of the gel was place over the electrode junction in a similar fashion to 
the droplet shown in Figure 9.1.   
 The purpose of using this design is to test the ability of the ionic liquid to catalyze the 
reduction of CO2 at the gold surface over many hours.  Figure 9.10 below shows the sensor 
operation over a period of 30 hours. The sensor operated by switching between an open circuit 
potential (OFF-mode) and -1V vs. Ag-QRE (ON-mode). This was to simulate a sensor taking 
periodic samples of the CO2 content in the environment. The CO2 concentration profile was 
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switched between 0ppm and 400ppm every 50 minutes. This was done to simulate the fluctuation 
of CO2 levels in a room between its empty and occupied states. 
 
 
Figure 9.10: CO2 sensor operation (EMIM BF4-PVDF). Sensor is activated for 200s and 
deactivated for 200s in cycles for 30 hours. The CO2 concentration is switched between 0ppm and 
400ppm every 50 minutes for the same amount of time. Data taken by R.N.  
 
 It appears that the sensor responds with a high fidelity and a large ∆R/R (enough for our 
application). The baseline for the sensor appeared to stabilize after its initial 8-9 hours of 
operation.  
 Figure 9.11 shows a small variation on the experiment described above. Rather than 
switching the sensor between open circuit (OFF-mode) and -1V vs. Ag-QRE (ON-mode) every 
200s, the sensor was activated at -1V for the duration of the experiment. From Figure 9.11 below, 
we find several key differences between the experiments.  
(1) The ∆R/R for both experiments is approximately the same at t < 15 hours. 
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(2) Given the similarity in the ∆R/R, the power consumption appears to be lower in the 
“constant sensing” (Figure 9.11) mode.  
(3) The lifetime of the “switching” mode (Figure 9.10) appears to be longer. This is likely 
because the sensor is only “active” for half of the time.  
 
 
 
Figure 9.11: CO2 sensor operation (EMIM BF4-PVDF). Sensor is activated for the entire time. 
The CO2 concentration is switched between 0ppm and 400ppm every 50 minutes for the same 
amount of time. Data taken by R.N. 
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CHAPTER 10 
 
EXAFS TO DETERMINE EFFECT OF PARTICLE SIZE ON CATALYST ACTIVITY 
 
10.1 Motivation  
 
 
 I would like to thank Mali Balasubramanian, Steve Heald, Mike Pape, and the rest of the 
staff at Sector 20 of Argonne National Laboratory’s Advanced Photon Source for their help with 
the data collection and analysis that appears in this chapter. I would also like to thank Gaurav 
Kaul and Alexander Senese for their help in preparing the experiments.  I would also like to 
thank my adviser Dr. Richard Masel for help conceptually developing this work.  
 Extended X-Ray Adsorption Fine Structure (EXAFS) is a spectroscopic method where 
we utilize the photoelectric effect to aid in determining the physical properties of solid samples. 
These properties can include include oxidation state, coordination number, bond length, as well 
as atomic identification.  One of the many advantages to this technique is the diversity of 
samples that can be analyzed. The highly penetrating nature of x-rays allows for experiments to 
be run in-situ at high temperature or pressure. Furthermore, EXAFS samples need not be 
crystalline, making this technique a very powerful tool in the analysis of modern catalyst 
structures.  
 In Chapter 7, we noted that the rate of CO2 reduction on silver in EMIM BF4 increased as 
particle size decreased, particularly below 10 nm. Furthermore, we noted in Chapter 4 that UPD 
electrodes also display advantageous properties in the CO2 reduction regime. In this chapter, we 
look to determine if there are major structural differences in these catalysts that would explain 
their behaviors under CO2 reduction conditions. Particularly, we are interested in looking for 
differences in metallic content (presence of oxides), as well as coordination number.  
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10.2 Fundamentals of XAFS  
 X-ray Adsorption Fine Structure (XAFS) is an x-ray probe technique that exploits the 
photoelectric effect as well as functional models that describe the scattered photon and how that 
photon may be re-adsorbeded by the central atom.  The introduction in this thesis is designed in 
so far as to give the reader enough background to put the data in the next section into context. As 
the technique and the data reduction are complex beyond the span of this chapter, the interested 
reader should look at sources such as [1] for a more detailed description on the explanations 
found here.  
 An individual atom absorbs an x-ray if the incident x-ray energy exceeds the binding 
energy of one of the atoms core level electrons (e.g. K, L, M). If the incident beam is below this 
binding energy, no significant adsorption occurs. The bulk of x-ray techniques, including XAFS, 
are primarily concerned with determining the adsorption coefficient of a sample, µ. Equation 
10.1 below is Beer’s law, describing the probability (with respect to penetration depth) that x-
rays will be absorbed.   
 
t
oeII
µ−
=  (10.1) 
 
 where I is the transmission intensity, Io is the incident intensity, and t is the thickness of 
the sample. Figure 10.1 below is a graphical representation of Beer’s law for an adsorption 
experiment set up in transmission mode (generally used for thin samples with a high 
concentration of the atom of interest).  
 If one were measuring the adsorption of a sample, a sharp rise in adsorption would be 
observed when the incident beam energy corresponded to the core level binding energy. In this 
instance, the core level electron is ejected into the continuum.  In general, XAFS measurements 
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are interested in how the adsorption coefficient, µ, varies with the beam energy, E, from just 
before to just after the adsorption edge. Since every atom has a tabulated value for its allowed K, 
L, and M binding energies, the beam energy can be tuned to probe an atom of interest within a 
sample. In general, these energies scale as the atomic number squared, Z2.  
 
 
 
 
 
 
Figure 10.1: Graphical representation of Beer’s law for transmission through a sample.  
 
 
 After the adsorption of the x-ray, the atom is in an excited state (i.e. one of its core 
electrons has been ejected). This state only lasts for several femtoseconds. This decay can take 
place through one of two predominant mechanisms.  The first is fluorescence, where an electron 
from a higher energy (core) electron fills the lower hole, thereby ejecting an x-ray photon with 
an energy equal to the difference in energy levels. The second is the Auger effect in which an 
electron comes down from a higher level and a second (Auger electron) is emitted into the 
continuum.  In the hard x-ray regime (> 2keV), the predominant mode of decay is fluorescence.  
The adsoption coefficient can also be scaled by the ratio of the fluorescence intensity to the 
incident beam energy via equation 10.2.  
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 XAFS experiments and generally broken up into 2 regimes, the near-edge region and the 
post edge region. XAFS experiments concerned with the details within 30eV of the adsorption 
edge are called x-ray adsorption near edge structure (XANES) whereas this section will describe 
the details of the post-edge region known as the extended x-ray adsorption fine structure 
(EXAFS) region.  Figure 10.2 is an XAFS scan of FeO, with the XANES and EXAFS regions 
marked. Note also the sharp jump in adsorption at the Fe K-edge.  
 
Figure 10.2: XAFS spectra of FeO. Taken from [1].  
The oscillation in the EXAFS region (whose source is the topic of the remainder of this section) 
is the region of interest (ROI) for this analysis. The EXAFS signal, a normalized signal of the 
background-subtracted oscillations, is described by the function χ in equation 10.3.  
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Figure 10.3: XAFS spectra of FeO with the edge step and background labeled. Taken from [1]. 
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where µ(E) is the measured adsorption coefficient,µo(E) is the smooth background function (red 
line in Figure 10.3) representing adsorption as if the central atom were in a vacuum, and ∆µo(E) 
is the measured jump in adsorption at the edge. To simplify the remainder of the equations, it is 
useful to define the EXAFS function in wavenumber, k, rather than in energy. Note the units of 
wavenumber are in inverse space. This largely stems from the fact that the processes leading to 
the oscillations in the EXAFS regime are best understood as waves. The wavenumber is related 
to departure from the edge and the mass of an electron, m, by equation 10.4. 
 
2
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oEEmk −=
 (10.4) 
 The various frequencies found in the χ-k (or µ-E in Figure 10.2 above) correspond to 
near-neighbor coordination shells relative to the central atom. This convolution of frequencies 
allows us to extract information about the first two or three shells from the forward and 
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backward Fourier transform treatment.  Recasting equation 10.3 in terms of k, we get “the 
EXAFS equation: 
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where  σ is a disorder parameter, N is the number of neighboring atoms, R is the distance to the 
neighboring atom, and f(k) and δ(k) are scattering functions dependent on the atoms neighboring 
the central atom. Note that due to the strong decay of χ at high k (above k=14, for example) it is 
difficult to get information about shells much farther than 5 angstroms of the central atom.  This 
is also apparent form the R-2 relationship found in equation 10.5.  
 An isolated atom, Fe for example, would exhibit an absorption curve that resembled the 
background of µo(E) of Figure 10.2, with no oscillations in the EXAFS region (but rather a 
monotonic decay until the next adsorption edge was reached). In order for there to be oscillations 
in the EXAFS signal, the photo-electron much scatter to a neighboring atom (in the 1st or 2nd 
shell) and return elastically to the core atom before the hole (in the core atom) is filled. Taking 
into account this damping and the mean free path of the photo-electron, λ, we arrive at a more 
useful version of the EXAFS equation:  
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In order for equation 10.6 to be useful in any practical experiment, accurate description of δ(k) 
and f(k) are required. Descriptions of these functions have become more accurate over the last 
few years, but still contribute to error in raw EXAFS analysis.  
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10.3 EXAFS Data Reduction 
 The following reduction procedure was used for the analysis of all EXAFS data collected 
and shown in this chapter. Any deviation from this procedure is mentioned explicitly in the text. 
All of the data reduction was done using IFEFFIT software (Athena). NOTE: The definitions of 
mu-space, k-space, and R-space are shown here and used later in this chapter.  
 
(1) Convert the intensity, I(E) to an adsorption coefficient µ(E). “mu-space” 
(2) Merge all similar scans in µ-space. (10-15 scans were taken for each sample). 
(3) Subtract the pre-edge background to remove any adsorption due to earlier edges. 
(4) Determine the adsorption edge of each scan by determining the inflection point. Then 
aligning the edge to to 25.515 keV, the Ag-Kα edge probed in these experiments. 
(5) Normalize µ(E) by the signal by diving by the dead time corrector signal. 
(6) Remove the post edge background in the EXAFS regime (i.e. the signal that would be 
found by a single silver atom in a vacuum). Removing ONLY the low frequency 
components of the signal is key to this step as not to interfere with the EXAFS signal. 
 
Figure 10.4: Identifying µo(E) from low frequencies prior to subtraction. Taken from [1]. 
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(7) Cast data in k-space. “k-space” 
(8) Determine the value of k where the signal to noise ratio becomes too low to process 
(generally 13 or 14k). 
(9) k-weight the remaining EXAFS signal (kw = 1.3) and use a FFT to transform the data 
from k-space to R-space. “R-space” 
(10)Take the log of the ratio of the EXAFS sample and the EXAFS standard (pure silver foil) 
to gain information about % difference in coordination number.  
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10.4 EXAFS Experimental Setup 
 
 
 All EXAFS experiments were performed at Sector 20 of the Advanced Photon Source at 
Arogonne National Laboratory. The beamline used was 20-BM-B, indicating that the mode of 
electrode “excitement” causing x-ray flux was a bending magnet (as opposed to an insertion 
device).  Over 90% of the experiments were conducted while the storage ring stored 10-10.5 mA 
of current in “top-off mode”.  Figure 10.5 below shows a schematic setup of our electrochemical 
cell in the beamline interface. Note that the electrochemical cell used here is the same as the one 
depicted in Chapter 5 for use in SFG, with the exception that the window in this experiment is 
0.5mm Kapton. 
 
 
 
Figure 10.5: Experimental layout of EXAFS experiment.  
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 The Incident beam, I(o), originates from the synchrotron storage ring and passes through 
the focusing lenses and monochrometer. The fluorescence signal I(f) is reflected into the 13-
element Ge-detector. Aluminum foil was used as a filter, allowing the silver fluorescence 
through and blocking much of the signal due to the support metal.  
 A challenging aspect of this experiment is how to make EXAFS as surface selective as 
possible. Two different techniques are used and are discussed in this chapter. The first technique 
is to run the experiment at a 45° angle relative to the incident beam (as opposed to 90° where 
many experiments are done in order to avoid the scatter signal). At an incident angle of 45°, the 
penetration depth of the beam is reduced to only a few hundred nanometers. In the instance 
where nanoparticles were used, a large fraction of the atoms in the beam are from particle 
surface atoms. In the instance where UPD was performed, the nature of the deposition allows 
that most all of the Ag signal comes from surface silver since bulk silver does not exist in large 
quantities in this system. 
 Silver was placed onto the support slug either by evaporation deposition (Cu support) or 
by underpotential deposition (Au support). UPD of silver on gold was performed in a solution of 
100 mM H2SO4, 10 mM silver nitrate and DDI water. The gold plug was held at a meniscus with 
the electrolyte and charged to 15 mV vs. Ag/Ag+ for 3 min. Evaporation deposition was 
perfomed on copper supports by making a 500µl of a 5 g/ml ink of the appropriately size Ag 
nanoparticles with a 50/50%v mixture of IPA and DDI water. The ink was allowed to dry on the 
evaporation slug by resting under an IR lamp for approximately 30 minutes. Figure 10.6 shows 
the front of the electrochemical cell. 
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Figure 10.6: Experimental layout of EXAFS experiment.  
 
 
Figure 10.6 shows the front view of the cell with the incident beam originating in the lower left 
corner of the figure.  
 Once the setup in Figures 10.5 and 10.6 were complete, the beam was turned on at an 
energy level of 25.215 keV, approximately 100eV above the Ag-K edge. The profile of the 
electrode was scanned in the vertical (+/- 3mm in 0.25 mm steps) and horizontal directions. The 
unfocused beam (1 mm dia) was placed on the spot which gave a uniform Ag signal with respect 
to position (generally towards the middle of the electrode). As a note, if a focused beam were to 
have been used, it would be necessary to constantly move the beam position on the sample to get 
the best statistics.  
 The EXAFS experiment involved scanning the energy level of the incident beam and 
measuring the adsorption. The beam parameters were: 
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(1) Pre Ag-K edge: From -300eV to -50eV vs. Ag-K edge 
(2) XANES region: From -50eV to +50 eV vs. Ag-K edge 
(3) EXAFS region: From +50eV to +14 k  vs. Ag-K edge (approx 26,500 eV) 
 In order to improve statistics at high values of k (where the signal is weakest), the scans 
at each energy level took progressively longer amounts of time. This is accomplished by setting 
the so-called “k-weight” to 1.3.  
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10.5 EXAFS Experimental Results and Discussion 
 
 
 Each of the conditions descirbed in these experiments is the merging of 10-15 scans 
under the same conditions. It is important to remember that all of these scans were taken on 
electordes held at -1.6 V vs. Ag wire. As a reference material, we first took EXAFS scans of 
99.999% silver foil. This is used to calibrate the energy level of the monochrometer, as well as to 
give us a standard for our calcualation of coordination number. The “white line” or adsorption 
edge is said to be the inflection point of the adsorption jump (highest derivative). In the case 
where the adsorption edge was slightly different (within 5 eV), the edges were automatically 
aligned before the merge. Figure 10.7 shows the mu-space EXAFS for the silve foil. In general, 
the silver foil gives a reliable adsorption edge since the sample is pure.  
 
 
Figure 10.7: mu-space EXAFS signal from 3 merged scans on silver foil. The electrode was 
held at -1.6 V vs. AgQRE in EMIM BF4. 
 
 
Furthermore, due to the purity and “high concentration” of the sample, only 3 scans were 
necessary in order to get good statistics up to 14-k. From the oscillations in Figure 10.8, we see 
that after 3 scans, the structure of the k-space oscillations is maintained out to 14-k, indicating 
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that we did not need to take the remaining 12 samples. This signal was reduced into k-space and 
R-space using the formula prescribed in the previous section. The FFT was calculated between 
1.3 and 14k.  Figure 10.8 shows the silver reference in k-space.  
 
Figure 10.8: k-space EXAFS signal from 3 merged scans on silver foil. The electrode was held 
at -1.6 V vs. AgQRE in EMIM BF4. 
 
 
 
Using a reverse Fourier transform, the data is converted into R-space. Figure 10.9 shows the R-
space EXAFS for the silver reference.  Notice the first two shells at 2.2 and 2.8 angstroms are 
clearly visible, with higher shells at lower resolution due to decaying signal at high values of k, 
as mentioned previously.  
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Figure 10.9: R-space EXAFS signal from 3 merged scans on silver foil in EMIM BF4. The 
electrode was held at -1.6 V vs. AgQRE . 
 
 
 
 
This R-space EXAFS plot is standard for the silver foil, which has a lattice structure of CCP and 
a coordination number of 12.   Since the intensity has already been normalized, the height of the 
EXAFS signals for any particular shell (particularly the first 2 shells) is indicative of metallic 
content and nearest neighbors.  
 The next task is to compare this signal to silver electrodes in-situ during CO2 reduction. 
During all of the experiments to follow, the working electrode was held at -1.6 V vs. Ag-QRE, a 
potential found to be more than sufficient for CO2 reduction. Figures 10.10 - 10.12 show mu, k, 
and R-space for 5nm Ag particles participating in CO2 reduction while supported on a copper 
slug. Figures 10.13 – 10.15 show the same sequence for 1 nm Ag particles.  
 
234 
 
 
 
Figure 10.10: mu-space EXAFS signal from 15 merged scans on 5 nm Ag particles supported on 
a Cu support in EMIM BF4. The electrode was held at -1.6 V vs. AgQRE.  
 
 
 
Figure 10.11: k-space EXAFS signal from 15 merged scans on 5 nm Ag particles supported on a 
Cu support in EMIM BF4. The electrode was held at -1.6 V vs. AgQRE. 
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Figure 10.12: R-space EXAFS signal from 15 merged scans on 5 nm Ag particles supported on 
a Cu support in EMIM BF4. The electrode was held at -1.6 V vs. AgQRE. 
 
 
 
 
 
 
Figure 10.13: mu-space EXAFS signal from 15 merged scans on 1 nm Ag particles supported on 
a Cu support in EMIM BF4. The electrode was held at -1.6 V vs. AgQRE. 
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Figure 10.14: k-space EXAFS signal from 15 merged scans on 1 nm Ag particles supported on a 
Cu support in EMIM BF4. The electrode was held at -1.6 V vs. AgQRE. 
 
 
Figure 10.15: R-space EXAFS signal from 15 merged scans on 1 nm Ag particles supported on 
a Cu support in EMIM BF4. The electrode was held at -1.6 V vs. AgQRE. 
 
 
 
 Before reducing the data further, it is instructive to overlay the samples in k-space as 
shown below in Figure 10.16. This is necessary to aid in determining up until which value of “k” 
we should perform our Fourier transform. In samples with poor statistics and/or low 
concentration of the species of interest, the data after k=10 or k=11 becomes too noisy to 
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incorporate into further reduction.  Typically this can be overcome by taking many scans and 
averaging them together. In our experiment, each scan collected approximately 150,000 counts 
(# photons within the region of interest, summed over the 13-element detector) and 15 scans 
were performed on each sample. Typically 1,000,000 total counts is sufficient to give good 
statistics over 11-k. All of the data shown here is compiled with samples having more than 
2,000,000 total counts. 
 
 
 
 
 
 
Figure 10.16: k-space overlay of bulk silver (foil), 5nm particles, and 1nm particles in EMIM 
BF4 at -1.6V vs. AgQRE.  
 
 
 Figure 10.16 shows two major points. (1) The statistics for these samples is very good, 
having high signal-to-noise out to 13.5k (2) There are only small differences between the 
standard foil sample and the 1 and 5 nanometer samples. From this, we can conclude either that 
the nanoparticles are not as monodisperse as we thought, or that the surface area to volume ratio 
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of the particles is not as high as we though (due to particle agglomeration during the deposition 
process). These issues would cause the nanoparticles to be perceived more like bulk silver 
compared to a well dispersed ink. This argument does not help our primary investigation, as the 
same effect would be observed on the nanoparticles used for catalysis experiments.  Figure 10.17 
shows the comparison of these samples in R-space. This representation of the data is often 
easiest to interpret as the first few shells are easy to decipher.  
 
 
Figure 10.17: R-space overlay of bulk silver (foil), 5nm particles, and 1nm particles in EMIM 
BF4 at -1.6V vs. AgQRE.  
 
 
 Since the data shown in all of these figures is already normalized (by the dead-time 
corrector, see Section 10.3), the major changes we are looking for are differences in height and 
differences in peak position. From Figure 10.17, we can see the first two Ag shells at 2.2 and 2.8 
angstroms clearly. The third shell (which is weaker due to the decrease in signal at high-k) at 4.9 
angstroms is also visible from this data set. This arrangement is typical of silver, which 
coordinates itself in a cubic close-packed (CCP) configuration.  We find that the silver foil has 
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the largest metallic content and/or coordination number as its shell peaks are the highest of the 
set. As the particles decrease in size, we find that the average coordination number for the silver 
atoms exposed to the beam goes down, as expected.  
 Figure 10.18 shows the same comparison, except this experiment monitors changes in 
coordination number with solvent, rather than particle size. It appears that there is a small 
dependence between silver coordination number and solvent. This could be due to small 
reconstruction differences on the Ag surface upon adsorption of the ionic liquid (which as we 
discussed earlier, forms tight adsorption layers on the surface). It appears that the coordination 
goes down by a few percent when the 1nm particles were exposed to the ionic liquid (red scan) 
compared to 0.5M sulfuric acid (blue scan).  There was not enough beam time to run this 
experiment on the silver foil and 5nm particles; however, we expected that the differences in 
solvent would be most apparent using the 1 nm silver particles.  
 
Figure 10.18: R-space overlay of 1nm particles in ionic liquid (red) compared to sulfuric acid 
(blue) in EMIM BF4 at -1.6V vs. AgQRE.  
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Figure 10.19: Difference spectra comparing the mu-space of the 5 nm silver particles with the 
silver foil reference in EMIM BF4 at -1.6V vs. AgQRE.  
 
 
 
 
 
Figure 10.20: Difference spectra comparing the mu-space of the 5 nm silver particles with the 
silver foil reference in EMIM BF4 at -1.6V vs. AgQRE.  
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Figures 10.19 and 10.20 show the difference spectra (in mu-space) of the 5 nm and 1 nm samples 
compared to the Ag foil reference. From these plots we can see 2 things (1) The large differences 
are predominantly in the first two shells and (2) the 1 nm deviations from the foil are twice as 
large as the 5 nm sample from the foil.  
 
 The goal at this stage in the data processing is to extract a quantitative value for the 
coordination number of these samples. In many cases, this is done by fitting crystallographic 
models to the EXAFS data until a best-fit is found. These types of analyses are complex, and 
often have up to 10% error due to uncertainty in the δ(k) and f(k) functions from equation 10.6 
above.  
 Because we have a standard sample (the silver foil) we are able to use the log-ratio phase 
method to determine the coordination number to a higher degree of certainty. The error is 
decreased using this method because we are calculating a relative coordination number rather 
than an absolute coordination number. This process involves taking the natural log of the 
“unknown” EXAFS signal (e.g the nanoparticle data) and normalizing this with the natural of the 
silver foil EXAFS signal. Equation 10.7 shows the equation used for the data, while equations 
10.8 and 10.9 show the fitting equations with variables a-d.  
 
)ln(/)ln()( stdunkkRatioLog χχ=−  (10.7)  
 
                                                        (10.8) 4222 )3/2(2)( kdkcakRatioLog ++++=−
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The zero order fit term, a, is the y-intercept of the k-log-ratio plot, and is the % difference in 
coordination number between the unknown sample and the standard.  We found that the 1nm 
particles have a coordination number 6.4% lower than the silver foil while the 5 nm particles 
have a coordination number 4.2% lower than the silver foil.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10.21: Example plot of log-ratio analysis comparing the 1nm Ag particle electrode to the 
silver foil reference in EMIM BF4 at -1.6V vs. AgQRE.  
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Table 10.1: Fitting constants for the log-ratio analysis comparing 1 nm and 5 nm silver 
nanoparticles to a silver foil reference in EMIM BF4 at -1.6V vs. AgQRE.  
 
 
 
 
Since silver foil is CCP structured with a coordination number of 12, the 1 nm nanoparticles are 
estimated to be coordinated to 11.3 atoms while the 5 nm particles are estimated to be 
coordinated to 11.5 atoms. If these numbers were the result of curve fitting, many EXAFS 
experts would say this falls within the 10% error of the analysis; however, since we worked the 
data up relative to silver foil, these differences are considered statistaically significant. It is 
interesting to note that although there are small structural differences between these samples, the 
structural differences are not as large as the catalytic differences between the “bulk” silver 
samples (>40 nm) and the  5 nm particles discussed in Chapter 7.  
  
 Finally, we wished to see the EXAFS signal from a silver electrode where the silver was 
deposited by underpotential deposition. Using this method, we are more confident that the silver 
EXAFS signal we collect comes from surface silver rather than bulk silver. However, the number 
of counts per scan is significantly lower due to the lower concentration of silver in the sample. 
Figure 10.22 below shows the EXAFS for UPD Ag on Au. We see that the coordination of this 
silver is significantly lower than the data earlier in this chapter.  
 
1nm 5nm
0 order 0.93681 +/-
0.00624
0.95863 +/-
0.00193
1st order 0.00328 +/-
0.00029
-0.00597 +/-
0.00020
2nd order 0.00041 +/-
0.00011
-0.00026 +/-
0.00004
3rd order 0.00011902 +/-
0.00000451
-0.00003415 +/-
0.00000312
4th order 0.00001493 +/-
0.00000233
-0.00000322 +/-
0.00000072
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 The nature of UPD allows that the majority of the silver atoms in the sample are on the 
surface. Since the surface coordination number is lower than the bulk, the signal in Figure 10.22 
above is expected.  
 
 
 
 
Figure 10.22: R-space EXAFS of the silver foil reference, 1nm silver nanoparticles, and 
electrodeposited (UPD) silver in EMIM BF4 at -1.6V vs. AgQRE.  
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CHAPTER 11 
CONCLUSIONS AND FUTURE WORK 
 
We have laid the groundwork to show the efficacy of some imidazolium based ionic 
liquids and ternary amines as electrolytes in the low energy and low temperature electrocatalytic 
reduction of carbon dioxide.  The onset reduction potential for CO2 saturated in various 
electrolytes was demonstrated through cyclic voltammetry. These voltammograms suggested that 
ionic liquid electrolytes behaved as a co-catalyst for CO2 reduction.  This was also shown to be 
effective in several other electrolytes such as choline chloride (another ternary amine), or DMF 
mixed with EMIM Cl. We observed the adsorption of EMIM BF4 and the formation of low 
energy CO2 complexes at low overpotentials using sum frequency generation spectroscopy. 
(SFG).  
Using SFG we showed that a bi-functional catalyst consisting of a metal (platinum), and 
an adsorbed cation, EMIM+(ad), is active for CO2 conversion to CO at low overpotentials.  The 
reaction seems to occur via formation of an adsorbed CO2-EMIM complex leading to a low 
energy pathway.   This result demonstrates the potential of bifunctional catalysts consisting of 
bulk metals and adsorbed cationic species for CO2 conversion.   
We then built a flow cell electrolyzer in order to assess the reduction in overpotential in 
terms of operating a complete (cathode + anode) cell. We demonstrated the onset of CO2 
reduction at 1.5V cell potential, which represents conversion at only 200 mV of overpotential. 
This is compared to the 2.1V required to convert CO2 when aqueous electrolytes were used. The 
weakness of our flow cell design is that the turnover number is about 1/10th of the value needed 
to form an industrially relevant device. Future investigations will focus on how to improve the 
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turnover number by increasing the solubility of CO2 in the electrolyte, and by accelerating the 
kinetics of CO2 conversion at the surface.  Furthermore, we plan to continue our collaboration 
with industrial partners in order to assist in the scaling of the reactor design.  
Our other key observation is that water lowers the overpotential for CO2 conversion.   
This is also a surprising result.  Of course, water additions also lower the pH of the EMIM-BF4 
solution.   This is due to the hydrolysis of BF4- to form HF and anions such as [BF3OH]-, 
[BF2(OH2)]-, [BF(OH)3]-, and [B(OH4)]- .  Therefore, we propose that the decrease in the pH of 
the system as water is added to the mixture leads to a greater proton availability, which 
according to the Marcus equation should lower the barrier to the reaction and enhance the rate. 
We show that the addition of water to EMIM BF4 can in fact accelerate the desired CO2 reaction, 
while the EMIM cation could inhibit the H2 evolution expected upon water addition, even at high 
water concentrations.  
We also observed an enhancement in CO2 reduction when the silver particle size was 
brought down from 200 nm dia to 5 nm. The original hypothesis was that differences in the 
crystallographic and/or electronic properties of the partices are what lead to the difference in 
reaction rate. However, the differences observed in UPS (work function) and EXAFS 
(coordination number) indicate that these differences are insufficient to explain our results. We 
then proposed that differences in the binding energy lead to the changes in reaction rate. This 
was measured by and by observing the adsorption and desorption overpotentials of the sulfate 
and hydroxide anion.  The overpotential required to drive the adsorption of both anions went 
down with particle size.  
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We then wished to assess whether our mechanism was transferable to photo catalysis on  
the semiconductor/metal surface. We electroplated silver onto a p-Si substrate and observed the 
selective reduction of CO2 to CO in EMIM BF4. Furthermore, when H2SO4 and KHCO3 were 
used as electrolytes, no appreciable CO2 conversion was observed. In future work, we wish to 
confirm the catalytic effect of the silver by depositing 1000x less silver on the p-Si surface. This 
will also creating enhance the band bending at the semiconductor electrolyte interface (SEI).    
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APPENDIX A 
 
DETAILED EXPERIMENTAL PROCEDURES 
 
A1. Making the Catalyst Ink For Electrochemical Cells 
 
1. Weigh out 5.6mg of Pt black or Pt-Ru black into a scintillation vial. 
2. Take a metered pipette and measure out 1ml of Millipore water 
3. Make an ice bath  
4. Sonicate the catalyst ink at the lowest frequency setting in the ice bath for 2 min 
5. Take a metered pipette and deposit 2 aliquots of 25µl of the catalyst ink and deposit it on 
the gold support. 
6. While the droplet is not flat, keep the electrode under a IR lamp connected to 
approximately 80V. 
7. Once droplet begins to flatten, allow the ink to air dry for at least an hour. 
8. Note that insufficient drying time, or leaving the droplet under the IR lamp for too long 
can cause catalyst to fall off during experiment 
9. If catalyst continuously falls off, it may be necessary to reduce the catalyst ink under 
400C Hydrogen gas (using BET) to reduce the oxides causing the poor adhesion.  
 
A2. Making the Electrodes for the Flow Cell  
1. Weigh out 10mg of Pt black or Ag nanopowder for cathode. 
2. Weigh out 4mg of Pt black for anode.  
3. For anode, cut out Ion Power carbon paper to size of reactor cross section 
4. For cathode, cut out Ion Power carbon paper to a size just larger that gas channel cross 
section (approx 1.2cm x 2.2cm). 
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5. For either electrode, add 100µl of Millipore water 
6. For either electrode, add 100µl of IPA. (Be sure to add water first!) 
7. Add approximately 5.6µl of 5% Nafion.  
8. Make ice bath 
9. Sonicate catalyst ink at the lowest frequency setting in the ice bath for 2 min 
10. Under an IR lamp (hooked up to approx 100V), with a detail brush, paint the entirety of 
the catalyst ink onto the carbon paper. 
a. For cathode, paint entirety of carbon paper 
b. For anode, paint in center approx 1cm x 2cm 
 
A3. Cleaning Glassware 
1. Take glassware and clean with Millipore water 
2. Place glassware in a Nochromix Bath 
a. Norchromix bath is made by mixing ½ pkg. of Nochromix crystals and mixing 
with pure sulfuric acid in a glass container approx 100x190.  
3. Allow to sit for at least 4 hours, overnight O.K.  
4. Remove glass from Nochromix bath into a container with Millipore water to dilute excess 
sulfuric acid. 
5. Diligently clean glassware in flowing Millipore water to remove all excess sulfuric acid. 
6. Place glassware in an acid bath containing 50%/50% Nitric Acid and Millipore water. 
7. Keep in nitric acid bath overnight 
8. Remove glass from nitric acid bath into a container of Millipore water 
9. Repeat step 5 (except to remove nitric acid) 
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10. Place glassware in boiling Millipore water for 1 hr 
11. Remove glassware from boiling bath and place in oven (s.p. 125C) overnight. 
12. Allow glass to cool. 
 
A4. Electrode Polishing, Cleaning and Storage 
1. All metal electrodes may be stored in 0.5-1M Sulfuric Acid in Millipore water. 
2. Prior to depositing catalyst ink, polish electrodes using 1000/1500 grit paper with 
diamond colloid suspension (blue). 
3. Make figure-8 motion both CW and CCW to keep uniformity in crystal exposure. 
4. Wash with Millipore water 
5. Place a few drops of Millipore water on the same paper and re-polish to remove excess 
organic solvent from diamond colloid.  
 
A5. Working Electrode Assembly 
1. Take a piece of wire (white insulation) and strip it approx 2” on both ends 
2. Take one end of wire and thread it through the hole in the gold/platinum electrode. 
3. Thread the other end of the wire through the bottom of the glass working electrode 
capillary to the top of male lure lock joint exposing the other end of the stripped wire. 
4. Para-film the lure-lock end of the capillary as to prevent gas from escaping. 
5. Slide the lure-lock end of the capillary through the teflon joint (with o-ring) appropriately 
as to fit the glass mouth the 3-electrode cell.  
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A6. Auxiliary (Counter) Electrode Assembly  
1. Attach 25x25 platinum mesh to a piece of 0.25mm dia platinum wire 
2. Pass the wire through the counter electrode glass joint with the #7 threads at the top. 
3. Slide a red silicone septum over the platinum wire. 
4. Slide Teflon bushing with #7 threads through the platinum wire 
5. Secure the bushing to the glass joint. 
 
A7. Reference Electrode Assembly 
1. Take 1 pc. of heat shrink and place it over the tapered end of the reference electrode 
capillary. 
2. Place 1 Vycor frit into the heat shrink package so it sits on the end of the capillary. 
3. Take a heat gun so the plastic wrap shrinks and secures the frit to the capillary. 
4. Cut off the excess heat shrink with a clean blade. 
5. Prepare a solution of 0.1M TBAP and 0.01M silver nitrate in acetonitrile.  
6. Place a small amount of this solution in the capillary and cover with parafilm. 
7. Place a small amount of this solution in a scintillation vial and place the Vycor tip end of 
the electrode in the vial. This is to allow the silver/acetonitrile solution to diffuse into the 
frit to allow electrical connection between this RE and the cell.  
8. Allow at least 2 hours. 
9. Polish (with 1000/1500 grit paper) the silver wire attached to the teflon cap. 
10. Wash silver wire with Millipore water 
11. Place the teflon cap with the silver wire over the top end of the electrode making sure the 
silver wire is in contact with the silver/acetonitrile solution.  
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A8. Ferrocene Calibration and RHE Calibration  
1. Measure out approximately 10-15ml of solvent into the electrochemical cell. 
2. Depending on the volume of electrolyte added, add 2.5mM of Ferrocene into the 
electrochemical cell. 
3. Prepare the platinum working, and counter electrode as well as the reference electrode as 
described above.  
4. Scan the potential of the working electrode between -500mV and +500mV at 10mV/s. 
5. If the full faradaic wave is not observed in this window, adjust the vertices accordingly 
until the full reversible faradaic wave is seen.  
6. The formal potential can be taken as the midpoint between the peak oxidation and peak 
reduction potential.  
7. For RHE Calibration, assemble the same electrodes, less the ferrocene, and bubble 
hydrogen over the counter electrode. 
8. For RHE Calibration, measure the open circuit potential between the reference and the 
counter electrode.  
 
A9. General CO2 Reduction 
1. Assemble the electrochemical cell by placing the counter electrode into the leftmost 
mouth of the customized electrochemical cell. 
2. Place the working electrode assembly in the middle mouth of the customized 
electrochemical cell. 
a. Do not make contact with solution. Keep as high up as possible.  
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3. Cap off the rightmost mouth of the cell.  
4. Place the lure-lock adapter for the sparger on the left sparging arm of the cell. 
5. Attach an argon line (controlled through a rotameter) to the adapter. 
6. Fill the electrochemical cell with approx 10ml of electrolyte so that the electrolyte lever 
rises above the luggin capillary sticking through into the main chamber.  
7. Parafilm all junctions to reactor to prevent leaks.  
8. Place reference electrode in the right arm of the cell and make sure the adapter is closed. 
9. Attach lure lock adapter to overhead gas inlet. 
10. Attach lure adapter to cell gas outlet.  
11. Turn on argon at 200sccm and fix the 3-way valve so that gas only goes to over the 
electrolyte. 
12. Slowly open the reference electrode adapter so that the head pressure pushes the 
electrolyte through the luggin capillary into the reference chamber. As soon as electrolyte 
is in contact with the frit, close the reference adapter.  
13. Turn the 3-way valve so that inlet gas is now sparged through solution 
14. Begin to bubble argon through the electrolyte at 150sccm for 2 hours.  
15. Turn the 3-way valve so that 150sccm argon flows overhead. 
16. Lower the working electrode so it forms a meniscus with the electrolyte.  
17. Confirm OCP with the solatron.  
18. Scan between 0V-2V0.5V0V at 50mV/s as an inital test for 40 scans 
a. This serves to clean the electrode. 
b. Adjust verticies if necessary (i.e. smaller window due to solvent or electrode.) 
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19. If after 40 scans there is a clean double layer region and the CV’s are reproducible, save 
the last scan as the blank (or do an additional scan) 
20. If scans are not reproducible, continue to condition the electrode.  
21. Sparge CO2 into the cell for 30 minutes. 
22. Repeat step 18 but for less scans.  
23. Evidence of CO2 conversion is found by regions of increased current and/or faradaic 
waves when overlaying the argon and CO2 scans.  
 
A10. General Reduced CO2 Oxidation 
1. Prepare electrochemical cell similarly to A8.  
2. Sparge CO2 into cell at 150sccm for 30 min.  
3. Hold the potential of the working electrode at a reducing potential for the desired amount 
of time.  
4. Do not loose electrical connection 
5. Sweep potential forward from reduction potential to +1.5-2V at 5mV/s 
A11. General CO Stripping  
1. Prepare electrochemical cell similarly to A8.  
2. Sparge Argon through cell and condition electrode similar to A8. 
3. Condition electrode with 40 scans as described in A8. 
4. After conditioning, bubble CO through solution for 10 minutes while holding potential of 
working electrode at -100 to -200 vs Ag/Ag+.  
5. Switch sparging gas to Argon WHILE STILL MAINTAINING ELECTRICAL 
CONNECTION! 
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6. Perform a CV between the holding potential and +1.5V at a scan rate of 5mV/s. 
7. The first scan should show CO stripping, while the second scan will not show a CO peak. 
8. Integrate this peak and use the factor of 420uC/cm2 to calculate surface area.  
A12. Ionic liquid preparation 
1. Place sufficient ionic liquid in a clean vacuum flask and seal 
2. Place flask on heat/stir plate and turn on ~2 for heat and high value for stir 
3. Leave ionic liquid under these conditions at least overnight 
4. After preparation, close valve outside flask to be sure it is sealed from the atmosphere 
5. If liquid sits more than a few days following preparation, repeat procedure beginning at 
step 1 to ensure well-prepared ionic liquid for experiments. 
 
A13. SFG Protocol 
1. Assemble the clean electrochemical cell 
a. All Kel-F and glass parts are cleaned in acid bath overnight and then dried 
thoroughly 
b. Care must be taken to keep all components clean during storage and also during 
assembly procedure 
2. Clean platinum counter electrode by hydrogen flame 
3. Assure that platinum electrode is clean and free of defect by visual inspection 
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Electrochemical methods 
1. Prior to placing electrochemical cell in the BB-SFG chamber, run a few full scan 
potential cycles at 200 mV s-1 from -1.5 V to +1.5 V followed by 40-100 potential cycles 
at 200 mV s-1 from 0.5 V to -1 V in an argon-saturated ionic liquid 
a. When cycles stabilize, check for evidence of water and surface impurities 
b. If neither is present, it is safe to move on to next step 
c. If water is present in the ionic liquid, it must be removed from the electrochemical 
cell and replaced with dry, freshly prepared ionic liquid (therefore, it is always 
good to have some backup liquid already prepared before beginning spectroscopy 
experiments) 
d. If surface impurities are evident on the platinum crystal, it must be removed and 
polished and/or flame annealed. 
2. Place electrochemical cell in BB-SFG chamber and begin bubbling carbon dioxide in the 
ionic liquid for 30 minutes 
3. Scan fifteen potential cycles at 200 mV s-1 from ~0.5 to -1 V vs SHE to adsorb enough 
CO to observe a strong BB-SFG peak 
4. Once the laser is aligned a variety of experiments can be performed 
a. CO can be stripped from the electrode surface by scanning the potential out to 
+1.5 V vs SHE (or by setting that potential for a few seconds) 
b. TLE can be performed at slow scan rates, such as 5 mV s-1 in order to combine 
spectroscopy with electrochemistry 
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Preventing laser-assisted desorption 
1. The adsorbed CO exhibits strong laser assisted desorption, so the visible beam should be 
reduced to 2.5 µJ when probing CO to prevent this 
2. The IR beam intensity can also be lowered if necessary 
3. To determine the amount of laser-assisted desorption, align the laser and hold the 
electrode at open circuit potential 
a. If the signal decreases while held in one spot, the CO is probably desorbing 
b. If the signal regains intensity when the laser beam is moved and then decreases 
again, the CO is certainly desorbing 
4. When probing other peaks, such as ionic liquid peaks, the visible power can be increased 
to 4.0 µJ without any laser assisted desorption 
 
A14. Flow Cell Experimental Protocol  
1. Prepare Electrodes as described in A2.  
2. Make sure epoxy for gas and liquid channels are unclogged.  
3. Place the gas channel upside down on the table. 
4. Place a small amount of vacuum grease by the screw holes around the entire perimeter 
(inside the ‘radius of the screw holes’) 
a. Placing grease too close to channel will prevent electrical connection with the 
cathode. 
5. Place a teflon layer (with screw holes and central holes slightly larger than gas channel) 
onto the aluminum gas channel and seal to the grease.  
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6. Place cathode (with catalyst facing upwards) onto the opening in the teflon layer. (This 
should form 1 layer, using the teflon to prevent to lateral escape of gas)  
a. Note grease should not interrupt the connection between the cathode and the 
aluminum layer. 
7. Take the Teflon liquid channel and place vacuum grease on both sides on the equivalent 
cross sectional position as described in step 4. 
8. Place the liquid channel on top of the cathode layer.  
9. Place the anode (catalyst facing downwards) over the teflon layer, again ensuring a good 
seal with the vacuum grease.  
10. Place a gas channel (w/o tubing) onto the assembly with gas channel opening facing you. 
(this will make detecting leaks hard if liquid can fill up the chamber, so we assemble with 
the opening facing outwards.  
11. Place 2 layers of Teflon liquid channel on top of the aluminum gas channel you just 
placed on.  
12. Insert screws through the 10 holes making sure the cell is aligned and has not lost 
compression.  
a. Wrap a piece of stripped wire around the top of one screw making sure the wire 
touches the bolt threads and not the teflon, this will act as the cathodic current 
collector.  
13. Make sure screws have teflon tubing on them to prevent short circuit.  
14. Use the multimeter to check resistance between each screw you place in and the anode 
side aluminum layer to ensure no screws are short circuiting the cell.  
a. If the resistance is in the MΩ, it is probably ok.  
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b. Possible short in kΩ, definite short in Ω.  
15. Use appropriately sized hypodermic needles to connect to liquid and gas channels.  
a. Use epoxy to connect tubing to the inlet end of the needle making sure not to form 
clogs.  
16. Flow CO2 through an MFC at 2.5sccm.  
17. Flow Electrolyte through syringe pump at 500µl/min 
a. With IL, may need 1ml/min to provide sufficient pressure. 
18. Wrap cell with heating tape if necessary.  
a. You can get to 120C with approx 40V.  
19. Insert another piece of wire in the hole of the bottom aluminum plate, this will act as the 
anodic current collector.  
20. Once liquid and gas flow are confirmed, place the outlet liquid stream into a scintillation 
vial with a reference electrode. 
21. Connect WE on the solatron to the WE, CE to CE, and cross RE1 and RE2 to be 
connected to the RE.  
22. Measure OCP to ensure there is no short with liquid and gas flow.  
23. Control potential between anode and cathode with potentiostat 
24. Measure cathodic and anodic polarization WRT RE with 2 mulitmeters.  
25. Run potentiostatically at ~2.25, 2.5, 3V (or desired level) for as long as needed.  
26. Feed exit gas steam into GC 
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A15. Gas Chromatograph  
 
1. Start flow of He to GC, set outlet pressure to 40psi 
2. Turn on GC 
3. Turn on Current to TCD to 125mA. 
a. Do not turn on current until you have confirmed carrier gas flow! 
b. If not confirmed flow, make sure injection port on front is sealed. 
c. Use Point Source TCD Leak Detective to find leaks within the oven 
column.  
4. Set oven temp to 100C 
5. Set TCD temp to 110C 
6. Make sure TCD measures sufficient voltage. 
a. Make sure red, blue, green, black leads to wheatstone bridge of TCD are 
properly connected to their junctions 
b. This was jimmy-rigged outside of the GC on the right side. 
7. Allow GC to warm up for at least an hour. 
8. Rotate valve (G) at 0.1 min to allow aliquot of gas into column 
a. Moly Sieve 5A, 6’.  
9. Watch for peaks, keeping in mind baseline drift with this particular column.  
10. In the case where there is crossover in the cell, BE VERY CAREFUL NOT TO 
ALLOW LIQUID INTO THE INJECTION VALVE! 
 
 
 
261 
 
A.16 Photo-assisted electrochemistry 
 
1. Place the silicon wafers upside down in a vacuum chamber charge with a crucible of 
aluminum slugs. 
2. Pull vacuum (10-7 torr) and heat the crucible such that 500 nm of aluminum deposits 
on the backside of the silicon wafers. 
3. Remove the wafers from the deposition chamber and slice them vertically into 
segments that can fit inside a the glass tube furnace using a diamond tip scribe. 
4. Place the segments of silicon into a glass tube furnace and heat at 400°C for 15 
minutes to allow some of the aluminum to diffuse into the silicon (for conduction) 
5. Remove the sections of silicon from the tube furnace and further cut them into 
segments with an area of approximately 5 cm2 
6. Take a glass capillary with an outer diameter of approximately 4mm and cut it into a 
segment approximately 5cm long.  
7. On the back of the silicon wafer (on the aluminum side) paint a section a few mm 
wide of a Galium/Indium (50/50at) eutectic  
8. Place a one end of a wire (with the insulation on either end stripped) on the eutectic 
and use a silver paint adhesive to bind the wire to the back of the silicon wafer.  
9. Using a 3:1 epoxy, paint around the edges and backside of the wafer so that the only 
exposed part of the silicon is the front surface. Use the epoxy to bind the wafer to the 
bottom of the capillary. Make sure to use epoxy to close off the top and bottom of the 
capillary as well so that no electrolyte gets in. 
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10. Place the electrode in a  photo-electrochemical cell. This cell can be similar to the 
electrochemical cell described in this work (CHAPTER 4) with the exception that one 
of the faces of the cell, where the light will enter) should be flattened. This is so that 
the light does not bend through the cell during the experiment 
11. Fill this cell with 100 mM of AgNO3 
12. Insert a 3M Ag/AgCl reference electrode into the cell 
13. Insert a graphite rod into the cell 
14. No need to seal the cell from air during this deposition step 
15. Wash the electrode with 30% HF for 15 seconds 
16. Wash off residual HF with DI water  
17. Under illumination, hold the photo-cathode (silicon) at 0V vs. Ag/AgCl until 
24µC/cm2 has been deposited onto the surface.  
i. Measure the surface area of each segment separately by scanning and using an 
image analysis software (i.e. ImageJ) to determine the surface area 
18. There should be a visibly thin silver film on the silicon electrode  
19. Measure the distance the lamp should be from the photocell by using a photodiode.  
20. Adjust the distance between the lamp and the photochemical cell until the photodiode 
generates 12mA of current. This will simulate 1 SUN.  
21. Prepare the photo-chemical cell with the appropriate ionic liquid mixture 
22. Bubble argon through the electrolyte for 30 min 
23. Insert a graphite rod into a glass capillary with a glass frit at the end. Make sure the 
graphite rod is longer than the glass capillary and make sure that the electrolyte can 
pass through the pores of the frit.  
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24. Insert the reference electrode (e.g. Ag/AgCl) into the photo-cell. 
25. Clean the p-Si/Ag electrode with 30% HF for 15 seconds.  
26. Insert the p-Si/Ag working electrode into the photocell.  
i. Be sure that the photo-cathode is normal to the incident light! 
27. Be sure that the headspace of the reactor is only argon (or another inert gas)  
28. Take a CV at 10mV/s between -0.35 and -1.8V vs. Ag/AgCl under illumination 
29. Charge the cell with CO2 for 30 min 
30. Take a CV at 10mV/s between -0.35 and -1.8V vs. Ag/AgCl under illumination 
 
A.17 EXAFS Procedures 
1. Follow cell assembly steps in A.13 “SFG Protocol” to assemble the cell. 
2. Utilize a silver wire reference electrode and a platinum wire counter electrode. Make 
sure that neither of these wires are in the beam path through the cell or touching the 
working electrode surface.  
3. Prepare samples for EXAFS using evaporation deposition, or UPD 
4. Attach the working electrode to the insertion glass via a wire.  
5. Use teflon to secure the electrode to the insertion glass. Be sure that there are no gaps 
to allow ionic liquid into the insertion glass. Furthermore, be sure that none of the 
sides (except for the front face of the working electrode) are exposed to the 
electrolyte.  
6. Slide the insertion glass into the glass cell and attach to the window fixture 
7. The window fixture should be secured with 0.2mm Kapton or similar  
8. Assure that the window is clean of scratches or impurities  
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9. Place a piece of fluorescence paper  just above the window of the cell on the outside. 
This will be used to align the beam.  
10. Secure the cell to a ring-stand and place the cell into the beam path at a 45 degree 
angle.  
11. Charge the cell with ionic liquid using a syringe pump and one of the entry ports on 
the window fixture. It is best to make this liquid entry port the “top” of the cell, but 
any orientation should work as well. 
12. Secure the hutch and open the shutter to the beam. The beam should be set to 
sufficient energy as to appear on the fluorescence paper.  
13. Adjust the position of the cell using an x-y motor until the beam appears on the paper.  
14. Adjust the shutter settings (unfocused) until the beam is approximately 3mm in 
diameter.  
15. From the computer outside the hutch, mark on the screen the position of the beam 
relative to the image. IT IS IMPORTANT NOT TO MOVE THE CAMERA FOR 
THE REMAINDER OF THE EXPERIMENT. IF THE CAMERA IS MOVED, 
REUTRN TO STEP 13.  
16. Bring the beam to the Ag-K edge  
17. Move the x-y stage to put the beam on the sample  
18. DO NOT FORGE TO ACCOUNT FOR PARALAX!  
19. Adjust the distance between the detector and the cell until the counts from the 13-
element Ge detector are approximately 40,000 total. If the counts are too low, move 
the cell closer to the detector. If the counts are too high, move the cell away from the 
detector. In order to selectively raise the counts of the Ag-K edge (as opposed to 
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scattered radiation or other adsorption edges) place layers of aluminum foil between 
the cell and the detector. This will allow Ag-K edge radiation to pass through and will 
block much of the unwanted radiation. 
20. When the total counts have been adjusted, down-regulate Io by 10%.  
21. With the beam energy just above the Ag-K edge, perform a topographical scan of the 
electrode in both the X and Y direction 
22. The detector response will be indicative of the silver concentration with respect to 
position on the electrode.  
23. Set the position of the beam to a spot on the electrode where the silver concentration 
is “flat”. 
24. Change the settings of the beam to EXAFS mode. 
25. PRE-EDGE SETTINGS: ALL SETTINGS WITH RESPECT TO Ag-K EDGE 
i. -300 eV to -50 eV in 10 eV steps and 2s acquisition time 
26. XANES SETTINGS 
i. -50 eV to + 50eV in 1.6 eV steps and 2s acquisition time 
27. EXAFS SETTINGS 
i. +50 eV to +14k in 0.05k steps and 2s acquisition time 
28. Take as many scans as necessary to get approximately 2,000,000 total silver counts.  
29. Data can be analyzed by methodology explained in detail in Chapter 10 
 
 
 
 
