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Abstract

A new class of wireless sensor networks has recently appeared due to the pervasiness of cellular phones with embedded sensors, mobile Internet connectivity, and location technologies.
This mobile wireless sensor network has the potential to address large-scale societal problems
and improve the people’s quality of life in a better, faster and less expensive fashion than current solutions based on static wireless sensor networks. Ubiquitous Sensing is the umbrella
term used in this dissertation that encompasses location-based services, human-centric, and
participatory sensing applications. At the same time, ubiquitous sensing applications are
bringing a new series of challenging problems.
This dissertation proposes and evaluates G-Sense, for Global-Sense, an architecture that integrates mobile and static wireless sensor networks, and addresses several new problems related
to location-based services, participatory sensing, and human-centric sensing applications.
G-Sense features the critical point algorithms, which are specific mechanisms to reduce the
power consumption by continous sensing applications in cellular phones, and reduce the
amount of data generated by these applications. As ubiquitous sensing applications have the
potential to gather data from many users around the globe, G-Sense introduces a peer-to-peer
system to interconnect sensing servers based on the locality of the data. Finally, this dissertation proposes and evaluates a multiobjective model and a hybrid evolutionary algorithm
to address the efficient deployment of static wireless sensor nodes when monitoring critical
areas of interest.

viii

Chapter 1: Introduction

Since its beginnings, the human perception of the world has been shaped by the instruments
that are available to gather data from the environment. Nature has provided humanity with
a set of basic sensors (eyes, ears, nose, tongue, and skin), which we have utilized over thousands of years to explore the world. Advances in computers, micro-electro-mechanical systems (MEMS), and the Internet have provided new classes of devices and technologies that
have expanded our ability to sense the world and capture data of interest with the final goal of
extracting information. Wireless Sensor Networks (WSNs) are electronic artifacts developed
for that purpose. There are many practical examples of WSNs, from tracking turtles [1] to
better understand their behavior, to the monitoring of bridge structures and highways [2].
Wireless sensor networks provide a flexible approach to capture data from the surroundings,
using small, relatively cheap devices that can be placed everywhere. However, several issues
have avoided the widespread deployment of WSNs, especially in large scales. It has been observed that the static placement, maintenance and deployment costs, communication limitations and programming difficulties, have delayed and even canceled many WSN deployments.
On the other hand, the development of cellular technology over the past years has given humankind a device that is found everywhere. Combining sensor technology with cellular phones
and Internet connectivity, in a blink of an eye, humankind has a mobile, pervasive and potentially enormous wireless sensor network, which not only overcomes most of the limitations
of static WSNs, but also opens up the possibility to address large-scale societal problems, not
possible before.

1

This chapter begins with a brief overview of the technology of static and mobile WSNs. Then,
an introduction to ubiquitous sensing with current applications and challenges is discussed.
Next, the problem statement is introduced. Finally, the chapter ends with the contributions
and the structure of the dissertation.

1.1

Wireless Sensor Networks

Wireless sensor networks are computer networks composed of small, battery-powered devices that are deployed in areas of interest for sensing, monitoring, and reporting data about
events. Initially, WSNs were utilized to report data about environmental variables, but other
applications have emerged, and now, WSNs are being used in security, military, health, construction, and many other domains.
The development of wireless sensor networks can be tracked back to the late 70’s with DARPA’s
Distributed Sensor Networks program [3]. However, it was not until the late 90’s when advancements in the technology of Micro-Electro-Mechanical Systems (MEMS), microcontrollers and communications, that the concept of WSNs started to emerge as a research area in
computer networks and pervasive systems, and initial applications were developed. Currently
two types of WSNs exist: static WSNs and mobile WSNs.

1.2

Static Wireless Sensor Networks

A static WSN is a sensor network that is deployed on a particular site to monitor the area of
interest. Once the wireless sensor devices have been deployed, they do not move; instead they
remain at the same place for the lifetime of the application. WSNs consist of wireless nodes
(usually called motes), sensors, actuators, and basestations. These components are briefly
described next.
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Figure 1.1: Hardware components of a wireless sensor device
1.2.1

Wireless Nodes

Wireless nodes or motes are small, battery-powered computers with communication capabilities. In a static WSN, motes are the devices that are deployed throughout the monitored area
and their main objective is to sense and report the variables or the events of interest.
A mote is composed by the following hardware building blocks (figure 1.1 [4]):
• Memory: Usually the memory of a mote varies between 4KB and 32MB, being the
devices with less memory the most popular due to their price.
• Processor: Usually the motes’ processing units are not general purpose microprocessors but microcontrollers, since they are more energy-efficient to perform the tasks
at hand. The most popular microcontrollers are the ones built by ATMEL and Texas
Instruments; however, there are a few motes that utilize ARM-based general purpose
microprocessors.
• Radio: Due to their energy constraints, motes use radios with short range connectivity.
Usually such radios follow the IEEE 802.15.4 [5] standard that specifies the physical
and MAC layers for low-rate wireless personal area networks. Radios for WSNs have
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a maximum transmission range that varies between 20-30 meters (indoors), and 75-100
meters (outdoors).
• Battery: Provides the energy to the mote. This is one of the most critical components
of a WSN node since most applications expect the WSN to be operative for long periods of time, sometime years. To power continuously motes, in the last years energy
harvesting methods have become one important area of research in WSNs.
• Sensors: Devices that measure the variables of interest. Due to the development of
MEMS technology over the last years, there are several sensors that can be integrated
either in the same board of the mote or in specialized sensor boards that can be connected by using digital and/or analog ports.
Depending on the vendor and hardware characteristics of the motes, they can be programmed
using different programming languages and tools. The most popular programing languages
are the following:
• NesC: The Network Embedded System C (NesC) is a component-based, event-driven
programming language that has the syntax of the C programming language. A program
in NesC has two components: modules and configurations. Modules provide and utilize
interfaces developed using a C-like syntax. Configurations connect or "wire" the modules. Applications developed using NesC are executed in an operating system called
TinyOS executed with only 4KB of RAM memory. Due to the small memory, TinyOS
does not perform the traditional memory management functions found in modern operating systems. Currently, TinyOS/NesC is open source software maintained by the
TinyOS community. The website of the community is http://www.tinyos.net.
• C: Its first version was released in 1972 at Bell Labs by Dennis Ritchie, one of the first
developers of the Unix Operating system. In 1989 the C programming language was
standardized by ANSI/ISO. Current standard is the ISO-IEC-9899-1999. The standard
and variations of this programming language have been utilized to program motes.
4

Table 1.1: Commercially available motes
Mote Name
TMote

Company
Sentilla

Mica2

Memsic

MicaZ

Memsic

Imote2

Memsic

TelosB

Memsic

IRIS

Memsic

SUN SPOT

Sun Microsystems

Perk

Sentilla

Remarks
TI 8MHz CPU, radio is a 250kbps 2.4GHz IEEE 802.15.4
compatible, NesC programmable
ATMEGA128L CPU, with 4K RAM. Radio is 315/433/916 MHz
frequency. NesC programmable
ATMEGA128L CPU, with 4K RAM. Radio is 2.4GHz
IEEE 802.15.4 compatible, NesC programmable
Intel PXA271 416MHz processor with MMX capabilities, 32MB
RAM, radio is a 250kbps 2.4GHz IEEE 802.15.4. The standard is
programmable in NesC, but there is a Microsoft .NET version
TI 8 MHz CPU, radio is a 250kbps 2.4GHz IEEE 802.15.4
compatible, NesC programmable
ATMEGA1281 CPU, with 4K RAM. Radio is 2.4GHz
IEEE 802.15.4 compatible, NesC programmable
180MHz 32 bit ARM920T core - 512K RAM/4M Flash CPU.
Radio is 2.4 GHz IEEE 802.15.4 compatible. J2ME Programmable
TI MSP430 microcontroller with TI/Chipcon CC2420
low power wireless radio, J2ME Programmable

• Java: Java is an object-oriented programming language developed by Sun Microsystems and first released in 1995. The Java programming language is composed by a
series of specifications, being the J2ME specification (used for portable and embedded
devices) the one utilized to program Java-based motes.
Some of the currently available motes are summarized in table 1.1. Most of them are programmed using NesC/TinyOS and only a few are programmed in languages such as Java or
C. However, there is a tendency to build new hardware that can be programmed using Java or
C since they avoid the steep learning curve of NesC.

1.2.2

Basestations

Basestations (or sink nodes) are special nodes in the WSN that collect the information sent
by the motes. They can work alone or be connected to other type of networks. When used
in the latter case, basestations are gateways that send the sensed information through other
networks, such as the Internet. Usually, basestations are computers that have more powerful
characteristics and resources than the motes. Figure 1.2 shows the Memsic Stargate Netbridge

5

Figure 1.2: Stargate Netbridge basestation
basestation node, with a webcam connected to it. This basestation is a computer running the
Linux operating system and it is equipped with a 450Mhz ARM CPU and 64MB RAM.
Basestations come equipped with several communication interfaces. One interface must be
of the same type of the motes so the basestation receives and collects the data sent by the
motes, while other interfaces may be Ethernet, WiFi, cellular, or any other type that allows
the communication with other networks. Basestations can also provide other functionalities
such as the organization of the nodes, sending commands back and forth, and respond to
external queries. In a typical WSN deployment, there is at least one basestation node, but
depending on the size of the deployed network or the sensing task, there might be more than
one sink node in the network. In figure 1.2 the basestation has one 802.15.4 interface and an
Ethernet interface, connecting the basestation to a local area network.
A possible scenario for static wireless sensor networks is shown in figure 1.3 [4]. This example shows the integration of WSNs with other types of networks, such as wired networks,
cellular networks and wireless ad-hoc networks. Also, this figure depicts the network topol-
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Figure 1.3: A possible scenario of a WSN deployment
ogy of a WSN. Usually static WSNs are deployed in a tree topology, rooted at the basestation
node. This fact is because not all the nodes need to be in direct communication range with the
basestation as they can multihop through other motes, relaying data upwards until reaching
the basestation. A complete survey on the evolution and state-of-the art of static WSNs can
be found in [6].

1.3

Mobile Sensor Networks

Recently, a new kind of wireless sensor network has started to emerge as a result of the widespread use of cellular technology over the last decade. Powerful mobile devices with fast
processors, Internet connectivity and storage are manufactured today with characteristics that
outperform the ones of the motes in static WSNs. Combining the available sensors in today’s
phones (microphone, camera, GPS, and accelerometers) and the widespread adoption of
cellular technology, cellular phones have become an interesting platform for WSNs research
with many practical applications. Mobile WSNs are possible thanks to the availability of
location technologies, cellular networks and mobile devices. These three technologies are
briefly described next.
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1.3.1

Location Technologies

Location technologies provide the coordinates of the geographical site where sensing is taking place. Without location technologies to reference where sensing information is captured
it makes no sense to collect data, since these data are always reflecting something of the real
world.
The Global Positioning System (GPS) is by far the most utilized method for obtaining the coordinates of a device. Most of the currently available cellular devices have GPS chip embedded, obtaining GPS fixes with good accuracy. The GPS system works by having certain number of satellites surrounding the Earth that periodically send beacon packets to the ground. By
receiving these packets from at least four satellites, a GPS chip is able to calculate the current
coordinate of the device. The major limitation of the GPS system is that this system is unable
work properly inside buildings, due to signal attenuation. In order to address this problem,
indoor location technologies such as the one developed by Skyhook [7] are available.
The accuracy of the location plays an important role in a sensing application. Sometimes a
coarse-grained location is enough since the variables that are being sensed do not change
drastically from one zone to another, which is the case, for example, with the temperature;
however, fine-grained location is needed, for example, in health-related and tracking applications.

1.3.2

Cellular Networks

Cellular networks are radio-based communication networks that are built upon cells, where
each cell is served by one or more basestations fixed at a certain location. These basestations
are interconnected among themselves via fiberoptic or microwave links, providing communication coverage over a geographical area. Small devices such as mobile phones are connected

8

Table 1.2: Evolution of cellular networks technology
Technology
Start/Deployment
Data Bandwidth

1G
1970/1984
2Kbps

Standards

AMPS

Comm. Technology
Multiplexing

Analog
FDMA

2G
1980/1999
14.4 Kbps64 Kbps
TDMA,CDMA,
GSM-GPRS,
EDGE,1xRTT
Digital
TDMA,CDMA

3G
1990/2002
2Mbps

5G
2010/2015?
+1Gbps

WCDMA
CDMA2000

4G
2000/2010
200Mbps1Gbps
WiMAX,
LTE,WiFi

CDMA and IP
CDMA

Unified IP
CDMA

Unified IP
CDMA

Unified
Standard?

to one of these cells at a time, allowing them to place calls and/or send and receive data packets.
The first cellular network was developed by Motorola during the 70’s, supporting voice traffic
only. This first network utilized analog communication, and was known as the Advanced
Mobile Phone System (AMPS). It utilized frequency division multiplexing to divide the bandwidth in small channels, each of these used by a different device. Since then, several technologies have been developed, each of them grouped together into generations of cellular
communication systems. The current generations of cellular networks are based on the Global
System for Mobile Communications (GSM) and Code Division Multiple Access (CDMA)
technologies, supporting data traffic as well as voice traffic. Table 1.2 shows a summary of
technologies for each generation of cellular networks [8].

1.3.3

Mobile Devices

The sensing task in a mobile sensor network is performed by the mobile devices. Usually,
these are pocket-size portable computers with more powerful capabilities than their static
WSN counterparts. The most popular mobile devices in a mobile WSN are cellular phones;
however, these are not the only mobile devices that can be utilized for mobile sensing, since
a netbook, or any other embedded computer with a cellular antenna and/or ad-hoc network
connectivity can serve as a sensing device.
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Figure 1.4: Hardware components of a cellular phone device
The internal architecture of a cellular phone device is similar to the architecture of a mote;
however, as cellular phones were designed to handle voice calls, they have specialized circuits
(digital signal processors) that perform certain tasks. The general hardware architecture of a
cellular phone is depicted in figure 1.4 [9].
From the software perspective, the most common language to program cellular phones is the
Java programing language, used in J2ME and Google Android platforms. Current operating
systems for mobile devices support multitasking which allows applications to run in the background, important in applications developed for continuous sensing. Similar as their static
WSN counterpart, cellular phones are also battery powered, which calls for applications to
manage this resource carefully. Table 1.3 [10–14] shows the characteristics of five state-of-the
art cellular phones.
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Table 1.3: State of the art cellular phones and characteristics
Device
Manufacturer
Processor Clock
RAM Memory
Storage
Communication
GPS
Acceloremeter
Operating System
Prog. Interface

1.4

Nexus One
Google/HTC
1Ghz
512MB
32GB
(MicroSD)
3G/WiFi
yes
yes
Android
Java

IPhone 4
Apple
1Ghz
512MB
32GB
3G/WiFi
yes
yes
iOS
Object C

N900
Nokia
600Mhz
256MB
32GB
(MicroSD)
3G/WiFi
yes
yes
Maemo
C/C++

Cliq
Motorola
528Mhz
256MB
32GB
(MicroSD)
3G/WiFi
yes
yes
Android
Java

BlackBerry 8900
RIM
512Mhz
128MB
32GB
(MicroSD)
3G/WiFi
yes
no
BlackBerry OS
Java

Ubiquitous Sensing

Ubiquitous sensing (US) encompasses the integration of different sensor data sources (static
and mobile WSNs), and it is the next step in the evolution of wireless sensor networks research. US can be divided in three major areas [15]:
• Location-Based Services (LBS): Systems and applications that utilize only the location of the device to obtain information. Usually these systems are request-response
systems. LBS systems are described in [9, 16–22].
• Human-Centric Sensing (HCS): Systems developed to monitor the physiological variables (e.g. pulse, temperature, heart electrical activity, breath rate and depth) of a person. The goal of these systems is to monitor these variables and identify the context,
activities and possible health threatening situations of a person or a group of people.
Examples of these systems are described in [23–29] provide examples of this class of
systems.
• Participatory Sensing systems (PS): in participatory sensing, communities collect and
share sensor data using mobile phones and static WSNs. This concept can be extended
to a variety of variables, for example, air quality and noise. The goal of these systems
is to extract useful information to improve the quality of life of the people and their
communities. Examples of theses systems are described in [30–34].
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Table 1.4: Classification of applications in ubiquitous sensing
Data Delivery/Data Collection

Continuous

Event-based

Real-time
Delay-tolerant

LBS/HCS/PS tracking
HCS/PS data study

PS/HCS emergencies
HCS/PS Data study

Whereas US applications can be grouped in the three major groups mentioned before, a better
characterization of the classes of applications in US is by grouping them by their data collection approach (continuous or event-based), and data delivery (real-time or delay-tolerant).
The data collection category specifies how the data is captured from the sensors. As such,
the device may collect data continuously, or the data can be captured based on events that
indicate the moment or the context to perform the data collection. Once the data are captured,
the uploading to the servers can happen as soon as possible with feedback from the server
immediately (real-time), or it can be delivered to the servers later (delay-tolerant).
With these categories, US applications can be classified as shown in table 1.4. In continuous
real-time applications, the device is always collecting data and it sends such data to the server
as soon as possible. Tracking applications in LBS, HCS, and PS fall into this category. On the
other hand, PS/HCS related to emergency management fall into the event-based real-time
category since they do not need to collect the data all the time but only when certain conditions that define the emergency are met. Finally, HCS/PS applications that do not require
immediate feedback/action from the servers fall into the delay-tolerant data delivery category.
LBS systems were the first class of systems developed in US, with applications ranging from
the tracking of persons and objects, up to finding the best routes to travel by a vehicle from
one place to another. However, in the last years PS applications are becoming popular, through
websites such as Panoramio and Google maps that give people a place to share pictures, videos
and comments by placing them over a map that shows the geographical place where the content was generated. In the near future, new applications combining collected sensor data of
any kind and social networks will become popular.
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1.5

Problem Statement

Ubiquitous Sensing applications have the potential to gather data from static and/or mobile
sensors located anywhere in the world. This brings interesting challenges to overcome in
order to successfully deploy these networks. As such, the challenges that this dissertation
addresses are:
• Current architectures for US mostly support one class of applications. The design of
a general architecture for US is important because it will allow the reutilization of
elements, instead of designing and developing whole systems from scratch, accelerating
the deployment of US-related projects. Moreover, in some context, such as military or
emergency management, the applications are a combination of more than one of the
categories shown in table 1.4. These applications require a general purpose architecture, instead of having separate systems.
• Utilization of cellular phones for continuous sensing and reporting. As cellular phones
are battery powered, mechanisms are needed to make US applications power efficient,
while being able to perform their sensing tasks and reporting in a reliable and timely
manner.
• Integration of static and mobile WSNs and the efficient deployment of static sensor
nodes. Although static WSNs were designed as networks with potentially thousands
of cheap devices, currently deployed WSNs remain rather small networks. As static
WSNs are an important component of ubiquitous sensing, as they can be deployed in
areas where a mobile WSNs is not suitable (e.g, rivers, factories, forests, volcanoes),
the careful placement of the WSN nodes is an important problem. Given the locations
that are desired to sense, how many nodes are needed and where these nodes have to be
placed so the least amount of energy is dissipated?
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• Scalability. Ubiquitous sensing applications have the potential to gather information
from many users around the world simultaneously. Consider an application deployed
worldwide that collects location information from every single cellular phone and each
of these devices sends about 40 bytes of data per second. As there are around 5 billion
of mobile cellular subscriptions [35] around the world, the application would generate
20 billion bytes (around 18GB) of traffic per second in the Internet. How can ubiquitous sensing systems be scalable for global sensing?
Other important issues, not addressed in this dissertation, are related to privacy and security,
incentive for participation, and data validity and visualization, among the most important
ones.

1.6

Contributions

This dissertation addresses the main problems described before and includes the following
contributions:
• G-Sense, a new architecture for global sensing. This dissertation presents G-Sense [15],
for Global-Sense, an architecture that integrates mobile and static wireless sensor networks in support of large-scale location-based services, participatory sensing, and
human-centric sensing applications. G-Sense includes specific mechanisms to control
the amount of data generated by these applications while meeting the application requirements. In comparison with previous US architectures which relied in client-server
systems, G-Sense utilizes a hybrid client-server and peer-to-peer architecture to manage
the scalability while enabling data collection from different sources, including static
WSNs and other servers. In this dissertation the design of the architecture is described,
along with an example of a system that implements G-Sense.
• Critical point algorithms. The main goal of these algorithms is to reduce the power
consumption of the cellular device when utilized for continuous sensing. The critical
14

point algorithms decide when to update the location data to the server, therefore the
battery power of the device is extended, and less data is sent over the cellular network.
The utilization of the critical points algorithms accomplishes a secondary objective,
which is the minimization of data stored in databases.
• Geotella, a geographic-aware peer-to-peer system. In order to make G-Sense scalable,
a peer-to-peer architecture is introduced based on the locality of the data. The peer-topeer system that implements the architecture is called Geotella. Geotella interconnects
individual servers and creates a sensing overlay over the Internet in which each of the
servers becomes a place for sensor data aggregation, provides the functionality to distribute tasks among several places, and collects data from such tasks.
• A multiobjective approach to the relay placement problem in static WSNs. In this dissertation, a multiobjective (Pareto) optimization model has been developed to explore
the tradeoff in the minimization of two goals when deploying a static WSN: the number
of sensors and the energy dissipated by the WSN. To solve the optimization model, a
hybrid evolutionary algorithm is proposed and implemented. The resulting optimization
algorithm provides a framework to solve a multiobjective version of the Steiner Tree
Problem (a NP-C problem) finding an approximation to the Pareto front. The proposed
approach serves as a tool for the WSN designer/engineer to explore the tradeoff between the two objectives.
• A new book on Location-Based Systems. Part of the development experience obtained
during the study of location-based systems and mobile sensing has been published
in 2010 by Taylor and Francis, Chapman & Hall/CRC in the book "Location-Based
Information Systems: Developing Real-Time Tracking Applications", written by Miguel
A. Labrador, Alfredo J. Perez and Pedro M. Wightman. This book is a textbook for an
undergraduate/graduate course in location-based information systems.
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1.7

Structure of the Dissertation

The rest of the dissertation is structured as follows. Chapter 2 contains the literature review
of current architectures for ubiquitous sensing. Chapter 3 introduces the G-Sense architecture
and the critical point algorithms. Geotella is introduced in Chapter 4. Chapter 5 presents the
multiobjective approach to the relay placement problem along with the proposed algorithm to
optimize the Pareto model. Chapter 6 concludes the dissertation and presents possible ways
to extend the research in this area in the future.
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Chapter 2: Literature Review

Before the concept of mobile sensor networks became popular, LBS projects and applications
had been developed as the first class of applications that made use of the sensors included
in the cellular devices. However, LBS systems were seen only as applications designed to
request data based on the current location of the device [16, 20, 21, 36], or to keep track of
persons or objects (e.g. people tracking, fleet management) [9, 17–19]. As a consequence,
LBS architectures did not include interfaces with static WSNs. On the other hand, the US
community has developed mobile WSNs architectures focused mainly in delay-tolerant applications [34, 37, 38]. As such, current architectures for US have been designed to address
certain type of applications instead of developing a general purpose architecture. As frameworks for static WSNs have been developed over the last ten years [39], this chapter mainly
describes architectures that support LBS and mobile WSNs.

2.1

Architectures for Location-based Services

During the last decade, the improvement of location systems has pushed the development
of LBS applications. For the development of these systems, three major architectures have
been proposed. These are the network-based, mobile-based, and location provider-based
architectures [9]. The three architectures are described next.
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Figure 2.1: Network-based location provider architectures
2.1.1

Network-based Location Provider Architectures

In network-based architectures, the access of location data by third-party service providers
and the positioning techniques to locate the device are controlled by the network provider.
On these systems, the accuracy of the location depends of the technology deployed by the
network, which is based in any of the following location technologies: Cell-Id, Enhanced Observed Time Difference (E-OTD), Observed Time Difference of Arrival (OTDDoA), Uplink
Time Difference of Arrival (U-TDoA), or Assisted GPS (A-GPS).
Figure 2.1 depicts the typical architecture for a network-based LBS system. In the figure, the
location of a user is obtained through any network-centric positioning method and a thirdparty service provider obtains the location of the mobile device through the Gateway Mobile
Location Center. The LBS provider executes the service, returning the information to the
mobile user or to external users (e.g. parents tracking their kids).
Because most network operators did not make the location data affordable to third users [18]
and the high cost of deploying advanced positioning methods worldwide, network-based LBS
systems were not a success. However, there were some systems deployed, such as the NTTDoCoMo LBS system, which was the first commercial LBS system available [16].
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Figure 2.2: Location provider-based location provider architectures
2.1.2

Location Provider-based Location Provider Architectures

Under this architecture, an independent entity collects the users’ locations and serves as location provider to third-party applications. As shown in figure 2.2, location provider-based
architectures work by obtaining the device’s location either from the mobile device itself or
from the network provider’s location technology, and after caching the position data, they
provide the locations to external LBS service providers. On these systems, the privacy can be
controlled by the user, as he can set rules to whom its location will be disclosed. Examples of
these systems are Google Latitude [40], Yahoo Fire Eagle [41] and Facebook Places [42].

2.1.3

Mobile-based Location Provider Architectures

In mobile-based architectures (figure 2.3), the device utilizes self-positioning methods (e.g.
GPS) to obtain its location and the user explicitly allows external services to access the location data. In these systems, the cellular network acts only as the communication link between
the mobile device and the Internet. As LBS systems based on this architecture obtains the
location directly from the device, they need the development of LBS middleware with components for both mobile device and service provider.
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Figure 2.3: Mobile-based location provider architectures
The communication methods have improved accordingly with the evolution of cellular networks and devices. Initial mobile-based LBS relied on SMS (short-messaging system) and
MMS (multimedia messaging system) to communicate with LBS providers. Nowadays with
3G technologies and mobile Internet connectivity, LBS middleware utilize the TCP/IP protocol stack.
Figure 2.4 depicts a mobile-based architecture developed to send geotagged multimedia data
using the SMS/MMS platform [17]. A service invocation using this architecture starts when
the device sends a geotagged MMS message. The message is transformed into an e-mail
message, and it is forwarded to an e-mail server by the cellular network provider. Upon reception by the e-mail server, the service provider pulls the message and process the query.
The process finishes when the service provider executes the query and sends the response
back to the mobile device.
Whereas flexible in the type of data that it can handle, this architecture generates significant
overhead in the messages due to the MIME format required by the MMS system. This makes
the architecture not suitable for continuous updates, since the device needs extra energy to
transform multimedia data to base 64 encoding and send the message with the overhead over
the wireless network. Unexpected delays caused by the network load in the cellular provider’s
MMS system, makes this architecture not suitable for the development of real-time systems.
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Figure 2.4: A SMS/MMS-based LBS architecture
The TraX framework [18] (figure 2.5) is another example of an implementation of mobilebased architectures. Developed as a client-server middleware, this framework is composed by
four major components, these are the positioning, the position management, the service, and
the application management layers.
The positioning and position management layers implement methods to obtain the location
information and track the device. Moreover, the position management layer defines the location update mechanisms available to the application implemented by both the server and
device. The service layer of the framework, which is implemented on the server interfaces
with services offered by other providers using well-defined data exchange methods such as
Web services. Finally, the application layer corresponds to the applications that can utilize
the framework. TraX utilizes HTTP/TCP for all its data transfers and it assumes a centralized
server that receives all the location information. Clearly defined as a LBS framework, TraX
does not define interfaces to access static WSNs or other sensors available in the device.
Developed as a framework to support real-time LBS applications for J2ME-based mobile
phones, the LAYSIC framework [43] is a mobile-based architectures that utilizes the HTTP
and the UDP protocols to support intelligent LBS applications. In this architecture, the users
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Figure 2.5: TraX middleware
log in using HTTP and the location updates are sent using the UDP protocol. To send other
any other data, LAYSIC utilizes HTTP. The framework includes modules to save energy
in the mobile device, by not performing updates when the cellular signal is too weak, the
utilization of a state machine that deactivates the GPS when the user remains at the same
site (or when the user is inside buildings), and mechanisms to decide when to upload data
to the server. As LAISYC was developed as a LBS framework, there is no support for static
WSNs and the framework does not define how to access other available sensors in the cellular
device. From the server-side point of view, LAYSIC does not define other communication
interfaces with external servers. The framework also assumes that it has a unique centralized
server, which does not allow systems developed under this framework to scale when many
users are connected.

2.2

Architectures for Ubiquitous Sensing

Ubiquitous Sensing is a term for the study on the integration of data collected through static
and mobile sensor networks that are anywhere [44]. It addresses technical aspects such as
privacy, networking, and information extraction, and sociological aspects such as usage,
participation, and collaboration by communities. As it was described in section 1.4, US applications can be classified into location-based systems(LBS), human-centric systems (HCS),
and participatory sensing systems (PS).
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From the point of view of LBS systems, ubiquitous sensing expand mobile-based location
provider systems to support static WSNs and other sensors that can be connected to the mobile device. Nevertheless, they address rather different applications. Usually in LBS systems,
users request information regarding their geographical context and each user is seen as an
independent entity from each other. This is different in US applications since users may share
or collaborate with the data that they collect. Thus, one can describe LBS systems as one of
the type of systems that can be developed in US when the users are treated independently, and
the only sensor that the mobile device uses is a GPS or other system that provides its location.
On the other hand, most of the US architectures designed so far have been developed to support delay-tolerant mobile WSNs applications, which are only one type of applications that
can be developed in US. Within these applications, two methodologies to characterize the
role assumed by the people in these systems have been proposed. These are the Opportunistic
Sensing [33] and Participatory Sensing [45] methodologies.
In the first, the data are collected without human intervention, this is, the application identifies
by itself the correct context and captures the data, while in the second type, the person consciously takes the measurement. This section presents an overview of current architectures in
support of these methodologies.
The MetroSense architecture [34] proposed at Dartmouth College is a framework developed
for US using opportunistic data collection. Three major components constitute this architecture, these are the sensors, the sensor access points, and the servers. In this architecture, the
cellular devices and WSN’s basestations are part of the sensor access points which collect the
data measured by the sensors, and the servers have the responsibility to store and provide data
analysis. MetroSense utilize cellular phones mostly as data mules that collect information
for delay-tolerant sensing tasks, and they upload the information when communication with
servers is possible.
Similar to MetroSense, the CarTel project [46] proposed by the MIT is an opportunistic delaytolerant architecture that collects, analyzes and visualizes sensor data from embedded com-
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puters mounted on cars. The system consists of four components, these are the on-car management module (called ICEDB), which collects and prioritizes information on the mounted
computers, a protocol called CafNet that performs carry-and-forward data delivery to the central server and using as data transport intermittently connected networks, and the visualization
portal which serves as the control station and visualization component. This architecture does
not includes static WSNs as sensing elements, and it is not designed for real-time sensing.
Under the Urban Sensing project [37], researchers at CENS UCLA have built an architecture
to support PS applications in urban environments. Four actors compose the architecture, these
are the sensors, subscribers, registries, and mediators. Because of the focus in PS networks,
this project addresses issues such as privacy, verification and authentication of collected data,
and rules for dissemination. As such, this architecture collects data using delay-tolerant mobile WSNs and relies in HTTP to transfer data to the server.
With the concept of virtual trip lines (VTP) [47], researchers at the University of CaliforniaBerkeley developed the Mobile Millennium Project to estimate traffic on roads using cellular
phones mounted in cars. VTP were designed to address privacy and avoid continuous sensing, as the VTP were designated spaces in roads where the car reported its velocity and other
variables to the server, using the HTTP protocol.
Microsoft Research’s SenseWeb project [48] developed an architecture that integrates WSNs
around the planet through the utilization of web services. The goal in SenseWeb was to develop a data collector website where sensor information could be easily shared. Four major
components compose this architecture, these are the GeoDB (a geo-indexed database that
stores metadata about available sensor data sources), the DataHub (a web service interface
that exposes methods to store sensor data), the IconD (creates images and icons that aggregate the data collected), and the SensorMap (website for end-users to perform queries and
show results on web 2.0 maps). Whereas flexible due to the use of web services, the major
drawback of this architecture is the utilization of them for cellular phones in continuous sensing, since web services require the HTTP protocol.
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2.3

An Enabling Architecture for Ubiquitous Sensing

Whereas most of the previous architectures have focused on supporting delay-tolerant application and systems, real-time applications are very important since they can alert about the
change of the conditions in the environment and/or a person’s health state. By supporting
these real-time systems, an architecture would allow to assess dangerous situations and take
control of them before they become catastrophic. Therefore an enabling architecture for US
should support both types of traffic: real-time and delay-tolerant sensing, and both in a scalable manner.
From this point of view, LBS architectures seem the most suitable to support US, however
such architectures do not define interfaces with static WSNs, and they suffer from the scalability problem. Whereas a federated architecture would scale such systems, in rapid changing
scenarios such as battlefields or in areas with catastophes, a more flexible approach to collect
real-time data is needed.
The major contributions of G-Sense as an enabling architecture for ubiquitous sensing is to
provide a framework to support both real-time and delay-tolerant applications in a scalable
manner by means of a peer-to-peer system and also address the efficient integration of static
wireless sensor networks. In the next chapters the components will be defined and described.
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Chapter 3: G-Sense Architecture

This chapter presents the G-Sense architecture [15], a two-tier client-server and peer-to-peer
architecture that supports the development of LBS, PS, and HCS applications at a globalscale. The architecture integrates mobile sensing devices, static wireless sensors networks,
and servers to perform data collection from the environment and the individual, analyze the
data at different levels of the architecture, make estimations and inferences, and provide feedback and visualization capabilities. This chapter begins with specification of the hardware
and software components of the architecture. Next, the critical point algorithms are introduced. The chapter ends with the description of a system prototype that implements the GSense architecture.

3.1

Hardware Architecture

G-Sense’s high-level hardware architecture consists of the following components (figure 3.1):
• Sensing devices: This part of the architecture consists of all types of sensors utilized by
the applications and the interfaces available to transfer the data from the sensors to the
first level integrating device, which is either the mobile device or the base station. This
pertains to the data collection function.
• First level integrator: This is the device that collects all data sent by the sensors. In the
architecture it is represented by either a cellular phone or a laptop, or the base station
in the case of a WSN. This component may perform initial data analysis over the data
collected by the sensors for immediate feedback.
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Figure 3.1: G-Sense’s hardware architecture
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• Data transport network: The data transport network is the combination of IP-based
networking technologies that make possible the transfer of data from the first level
integrator device to the servers.
• Servers: This component stores the data collected from the mobile nodes and static
WSN nodes. In addition, it makes additional processing on the data to perform estimations and inferences that cannot be performed neither in the mobile node nor the base
station due to data availability and/or the complexity of the algorithms. This component
also supports data visualization using Web 2.0 tools for reporting purposes.
Based on this hardware architecture, G-Sense provides a software architecture that can support different US applications through a hybrid client-server and peer-to-peer architecture,
where the client-server part abstracts the base station and mobile sensing nodes as clients
that connects to a server, which is a more powerful computer system in terms of processing, energy, communication, and storage capabilities. The architecture shown in figure 3.1
is meant to have a rather local scope and be replicated in as many other sites as necessary.
Then, servers from different sites are interconnected among themselves using a peer-to-peer
system, so the sensing tasks are distributed for load balancing, traffic filtering, and scalability
purposes. This peer-to-peer system, which will be explained in the next chapter, is the one
that allows for the global deployment of LBS, PS, and HCS applications and manages the
traffic in the network. The software architecture that supports this platform is described next.

3.2

Client-side Software Architecture

G-Sense’s software architecture for the client devices is shown in figure 3.2. It consists of
four major components known as the Sensor Communication and OS layer, Location Management, Sensor Management, and Server Communication Management components. The
Sensor Communication and OS layer is the closest to the hardware and is common to all the
other components, which are more specific in terms of the function that they perform.
28

Figure 3.2: G-Sense’s client-side software architecture
3.2.1

Sensor Communication and OS Layer

The Sensor Communication and OS layer abstract the communication with the sensors that
are connected to the mobile device. Currently, cellular phones and laptops come equipped
with Wi-Fi and Bluetooth interfaces that can be used to integrate external sensors already
in the market with such communication capabilities. Examples of commercially available
devices that can be used to measure body variables are the Zephyr’s BioHarness strap, the
Nonin Pulse Oxymeter, and the Alive Heart and Activity Monitor, among others. More specialized sensors, such as those measuring gases, temperature, humidity, etc., are usually built
in special circuit boards equipped with such network interfaces. Other sensors, such as accelerometers and GPS chips are coming already integrated in the mobile device.

3.2.2

Location Management Component

The Location Management component provides the mobile sensing application with information about the position of the device. As location information is important to any mobile
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sensing application, the careful management of this information is required. For this reason
G-Sense manages location information in a special component that consists of three modules.
• Location Acquisition Module: This module obtains the position of the device. Example
implementations of this module are the Java Location API (JSR-179 or 293) for Java
ME, the Android’s Location API, any custom made GPS wrapper, or location services,
such as the one provided by Skyhook, or similar companies. Therefore, this subcomponent abstracts the positioning methods and devices (GPS) that the mobile sensing
device can use to obtain a location.
• Location Estimation Module: The main objective of this module is to combine the
location information from different sources that the device gathers using the Location
Acquisition module and provide a better estimate of the unit’s position. This module
could utilize technologies like dead reckoning, or use historical data about the travel
patterns of the user to obtain or improve the position of the unit.
• Critical Point Manager Module: The Critical Point Manager decides whether the current sensed values are worth to send to the server or not. This decision is based upon
the mobile device’s position and it is one of the most important modules in the client’s
software architecture, as it is meant to reduce the amount of traffic on the network,
reduce energy consumption in the client while satisfying the requirements of the application. This module is detailed in section 3.4.

3.2.3

Sensor Management Component

The Sensor Management Component consists of the Data Acquisition module, the Feature
Detection module, and the Event Notification Manager.
• Data Acquisition Module: The data acquisition module consists of an API to control
the sensors. For example, this API should include functionality to query the sensors and
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obtain measurements, turn on or off the sensors, change the frequency of the queries,
and so forth. The implementation of this module should return an object that represents
the measurement along with the units that are utilized to obtain such measurement. An
example implementation of this module is the JSR 256: Mobile Sensor API for Java
ME [49].
• Feature Detection Module: Using the data obtained by the Data Acquisition module,
the feature detection module provides the functionality to learn and detect behaviors
and/or features that are useful for the application and the user. This module is meant to
perform an initial analysis on the data and provide immediate feedback to the user, if
necessary. Data mining and/or artificial intelligence techniques are normally used for
these tasks.
• Event Notification Manager: Upon the detection of features of interest, this module
provides the functionality to notify the mobile application of the feature that has been
recognized. Thresholds can be set up in this module according to the user’s needs or the
application to send immediate alerts to the user, caregiver, or whoever is designated or
appropriate.

3.2.4

Server Communication Management Component

This component manages the communication with the server as well as the security and privacy policies for the mobile sensing application. It consists of the Communication Management module, Security and Privacy module, and the Session Management module.
• Communication Manager Module: This module provides standard ways to transfer data
from the clients to the server and vice versa. Standard interfaces exist to utilize reliable and unreliable transport protocols, which are chosen according to the application
requirements (see table 3.1). For example, continuous real-time data (e.g., GPS fixes
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Table 3.1: Communication protocols in G-Sense
Data Delivery/Data Capture

Continuous

Event-based

Real-time
Delay-tolerant

Unreliable
Reliable

Reliable
Reliable

every second in a tracking application) are sent using an unreliable protocol such as the
UDP protocol. On the other hand, if reliability is required, (e.g., a medical application,
transfer of logged sensing data, and session maintenance), TCP or HTTP should be
used.
• Security and Privacy Module: Security and privacy are key aspects in any LBS, PS, or
HCS system. This module includes the interfaces and mechanisms needed to provide
security and guarantee privacy. Encryption algorithms, user identity randomization
mechanisms, and security policies and their enforcing mechanisms are some examples of the mechanisms included in this module. These mechanisms are applicationdependent and should be set by the user or the system administrator.
• Session Manager Module : This consists of the methods needed to exchange session
data with the server. Session data consists of users’data, devices, session ids, and similar data plus individual session information such as the number of packets sent, the
session key, and the like.
Whereas most of the architectures in the previous chapter used the HTTP protocol to transfer
their data, the utilization of this protocol in real-time data reporting applications is not recommended since it requires more power. The reason is that unless HTTP pipelining (which
is not available in APIs in current cellular phones) is used, the cellular device needs to set
up a new TCP session with the server everytime it sends a new update, due to the stateless
nature of the HTTP protocol. The three-way handshake in the TCP connection establishment
process requires the client to send two packets before the first data packet, thus at least three
packets are required. Since the TCP header size is 128 bytes, the average HTTP header size
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is 200 bytes, and with an average energy consumption of 13J/KB in 3G data uploads [50], at
least 7.4W is needed to upload data every second if HTTP is used.

3.3

Server-side Software Architecture

G-Sense’s server-side software architecture is shown in Figure 3.3. From the bottom up, the
architecture starts with the Operating System and the Application Server components. The
application server is a runtime environment for server applications. Examples of these are the
Java Platform Enterprise Edition (J2EE) application server, Microsoft’s Internet Information
Services (IIS), and the Apache HTTP Server. At the same level, there are the spatial and
relational databases needed to store all the data.
The following layer consists of three components that manage the communication of the
server with mobile and static sensors and other servers. These are the Mobile WSN Management component, the Static WSN Management component, and the Server Sensing Management component. The following four components are the Data Collection and Analysis
components, the Data Visualization Component, and the Sensing Application. All these components are described next.

3.3.1

Mobile WSN Management Component

The Mobile WSN Management component manages the connectivity with the mobile sensing
devices. The functionality of this component matches those included in the Server Communication Management component in the client-side software architecture. In addition, it
includes the Task Management Module, which executes policies over the received data from
the mobile devices to decide whether to store the data in the database, invoke a data analysis
algorithm, or notify other devices in the system.
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Figure 3.3: G-Sense’s server-side software architecture
3.3.2

Static WSN Management Component

The Static WSN Management component integrates static wireless sensor networks in the GSense architecture. It consists of the Communication Management module, WSN Network
Services module, and Task Management module. The Communication Management module
provides the basic transport and session management functionality to connect and transfer
data to and from the base station of the WSN. The WSN Network Services module includes
algorithms that cannot be run in the base station because of the lack of data and/or processing
capacity. Examples of algorithms that could run as services for a WSN are topology control
and topology maintenance algorithms. The last module is Task Management, which also
executes policies and makes decisions based on the received data.

3.3.3

Server Sensing Management Component

This component interconnects a sensing-aware application with other sensing applications in
other servers. With this functionality, a sensing task can be distributed among several servers,
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which reduces and balances the load in a server and provides service reliability in case of
sensing in hostile environments such as a war zone. This component consists of the Task
Management module, which provides similar functionality as the one in the Mobile WSN,
and the Communication Management module that provides connectivity among servers. The
Communication Management module is responsible for the establishment and maintenance of
the peer-to-peer architecture. By interconnecting servers in a peer-to-peer fashion, a sensing
cloud is created, allowing servers to share information.

3.3.4

Data Collection and Analysis Components

These two server components use the data coming from static and mobile sensors and other
servers, and historical data stored in the database to perform inference, correlation, and data
analysis tasks. Contrary to the data analysis tasks performed at the mobile device, which are
based only on local and individual data, these components have a complete picture of the
situation and therefore are able make deeper and global analyses.

3.3.5

Data Visualization Component

The final component of the architecture is the data visualization component. This is implemented in the architecture using Web 2.0 tools such as the Google Web Toolkit and open
source mapping applications, which along with geographic markup languages such as KML
show the data in geographic browsers (e.g., Google Earth, NASA Worldwind).

3.4

The Critical Point Algorithms

Reducing the amount of unnecessary traffic and the energy consumption in the mobile device
are critical aspects in LBS, PS, and HCS applications, in particular those that perform continuous sensing. Since one of the most expensive functions in resource-constrained devices is
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Figure 3.4: Three basic criteria for critical point algorithms
communications, reducing the amount of unnecessary or redundant data has the double effect
of saving bandwidth, particularly important in bandwidth scarce networks such as public
cellular networks and wireless mobile ad hoc military networks, and saving energy.
The critical point algorithm [51] decides whether to send sensing information to the server
or not, while maintaining the accuracy of the location in the sensing application. This decision is based on a set of measurements that contain latitude and longitude values, as well
as timestamp information. The goal is to reduce the number of updates, using the following
three basic criteria:
• Change of direction: Information is marked as critical (sent to the server) if there is a
considerable change in the direction of the user. This information is measured as the
difference in azimuth values between the last critical point, the current position and the
last position of the device. This is shown in figure 3.4(left).
• Distance-based: Information is marked as critical when a distance threshold is reached
with respect to the last critical point (figure 3.4(center)).
• Time-based: Information is marked as critical when a time threshold is reached between the last critical point and the current location. (figure 3.4(right)).
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Figure 3.5: The critical point algorithm codified as a Java method
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Figure 3.5 shows the general critical point algorithm codified as a Java procedure. The thresholds and current location of the mobile device are passed as parameters and also the algorithm caches the last location of the device. As thresholds can change from application to
application, they play an important role in the algorithm. For example, if the critical point
algorithm is set in such way that the critical point will evaluate only distances, a high value
on the thresholds will send very few updates, making it less suitable to real-time tracking applications. On the other hand, a low threshold value, will make the application to send many
unnecessary location updates wasting precious resources. Listing 3.5 also depicts conditional
evaluations where combinations of the parameters and other variables can be utilized to evaluate if the current location is critical. The thresholds for the algorithm are set externally and
they based mainly on the transportation modes and/or other criteria based on the requirements
of the sensing application. The threshold play an important role in the algorithm: if the values
are set too low, many unnecessary will be performed; however if thresholds are set to high
then there is a risk of not tracking the user effectively.
Figure 3.6 shows the effect of applying the critical point algorithm in an application used
to track an individual while walking through the Tampa campus of the University of South
Florida. In this example, the distance threshold was set to 20 meters and the time threshold
to 30 seconds. This means that the device will send a location update every second only if
it is moving at a rate faster than 20 m/s (72 Km/h). Figure 3.6(a) shows all the coordinates
sent by the device to the server without the critical point algorithm; there were 386 coordinates recorded during a seven minutes walk. Figure 3.6(b) shows the same walk utilizing the
critical point algorithm. In this case, only 20 locations (roughly 5%) were marked as critical
points and sent to the server.
With these parameters, the algorithm was tested two times while driving a car. In the first
experiment the algorithm recorded 768 fixes (1 per second) and only 218 (28%) updates
were sent to the server. In the second experiment, 247 fixes (1 fix per second) were recorded,
and only 58 (23%) were sent to the server. Without the critical point, using 13J/KB in 3G
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(a) Trip without the critical point algorithm. Updates sent every
second.

(b) Critical points using distance-based and time-based CP

Figure 3.6: Example of the critical point algorithm in a tracking session

39

Table 3.2: Change of directions critical point algorithm results
Trip

Total Number of Locations

Locations Marked as Critical

Percentage

1
2
3
4
5
6
7
8

72
363
489
208
357
2330
1022
811

26
56
65
73
62
159
139
137

35.61%
15.42%
13.29%
35.09%
17.37%
6.8%
13.60%
16.89%

data transmission (as reported in [50]) , 40 bytes per location update packet (without the
overhead in the transport layer protocol), the average power to send the updates is 0.5W. With
the critical point algorithm, the average power required by the application to send the data is
0.14W.
Using a version of the algorithm with the change of direction critical point criteria only, eight
trips were conducted. In these experiments, the algorithm sent on average less than 20% of
the total number of locations. The results are shown in table 3.2. When the critical point
algorithm is implemented as a change of direction, it simplifies line segments, in a similar
approach to the perpendicular distance routine in geographic information systems [52]. As
such, the critical point algorithm based on this policy is useful for delay-tolerant applications.
With 13J/KB [50] in 3G data transmission, 40 bytes per location update packet, and taking
as example the trip at row six of the table, the cellular phone requires again 1183J to send
the updates without the utilization of the critical point. Using the critical point in this case
requires 80J.

3.5

A Prototype Application

G-Sense has been prototyped in a military application that combines LBS, PS, and HCS,
integrates static and mobile sensing clients, and implements the peer-to-peer architecture
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for data traffic management, reliability, and scalability purposes. The application supports
military deployments by providing the following main services:
• Real-time tracking of soldiers.
• Real-time health status of each soldier with temperature, pulse rate, breathing depth,
and EKG information, if necessary. These sensors are automatically activated by the
application either periodically or when necessary based on the locally sensed data, type
of activity, and other variables.
• Integration of static wireless sensor networks with intrusion detection capabilities.
Upon an intrusion detection, the system automatically generates Geo-Alerts to those
soldiers close enough to the event, and to the main control station.
• Real-time situational awareness feedback based on location. This Geo-Alert capability
is implemented in the server.
• Data visualization allows authorized users at each server location to see the users and
the variables of interest in real-time.
The services described above are services per deployment site. Since there can be many deployments worldwide at the same time, global information is needed to coordinate military
tasks appropriately. The peer-to-peer architecture and the Geotella protocol (described in the
next chapter) provide this functionality. Notice that this same distributed architecture could
be used for many other PS applications. If you consider that each individual system collects
CO2 data from a PS application in a city, the distributed system would be able to show a
worldwide pollution map.

3.5.1

System Architecture

The system prototype consists of four software components. The first component runs at the
mobile client device and implements G-Sense’s client-side software architecture. The second
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Figure 3.7: General architecture of the system prototype
component implements the architecture for the server, the third is the component running at
the basestation, and the fourth is the Web 2.0 application, which provides the visualization at
the main control station. Figure 3.7 depicts a general overview of the system’s architecture,
the networks, and the communication protocols involved in the system. The communication
protocols used for the system are HTTP and UDP. HTTP is used by the mobile clients to
login and obtain a session key, which is utilized to send data over UDP. Reliability in UDP
is provided by the implementation of acknowledgments messages, at both the server and the
mobile client. This give the advantage to send reliable/unreliable data with less overhead. The
control station connects with the application server using AJAX/HTTP to retrieve the information and show it in Google Earth and Google Maps. This architecture can be replicated in
as many places as necessary and the servers are interconnected using the Geotella system.
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3.5.2

Hardware Infrastructure

The hardware (shown in figure 3.8) for the system prototype consists of the following devices:
• Panasonic CF19/CF51 Toughbook: Ruggedized laptops equipped with internal GPS
receiver and Bluetooth radio. Used as first level integrator and visualization devices.
• Sanyo Pro 200 Cellular device: Cellular phone equipped with internal GPS receiver and
Bluetooth radio. Used as first level integrator device.
• Dell PowerEdge 860: Equipped with an Intel Quadcore Xeon processor, 4GB RAM
and 500GB HD. Used as a server tier.
• MSP410 Mote Security Package: Sensor package composed by eight Mica2 (see table 1.1) static sensor nodes. Each mote includes four separate passive infrared sensors
(PIR) arranged orthogonally for 360-degree coverage, and 2-axis magnetic field sensors. Used as static WSN motes.
• Memsic Stargate Netbridge: The Stargate serves as first level integrator device to connect the static WSN with the server. Also it integrates a Logitech Quickcam Pro 4000
camera to capture photos upon an intrusion detection. The basestation is equipped with
an Intel IXP420 XScale processor running at 266MHz, with 64MB RAM memory and
USB storage.
• Zephyr Bioharness BT: Chest strap that the soldier wears to collect heart rate, respiration rate, breath amplitude, skin temperature, posture, 3D-acceleration, and ECG
amplitude. It is connected to the first level integrator devices via Bluetooth.
• Pollution Monitoring Board: An Arduino-based sensing board developed as a prototype
in the Location-aware Information Systems Laboratory at USF [53]. The prototype
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board measures CO and CO2 levels, air quality, and temperature. Connected to the first
level integrator devices via Bluetooth.

3.5.3

Software Infrastructure

Due to the different devices in the system prototype, the following programming languages
and tools are used:
• J2SE/J2ME to develop the mobile client in the laptops/cellular phones.
• Java 2 Enterprise Edition to develop the server application.
• TinyOS/NesC to develop the software in the motes.
• C programming language for the development of the basestation software.
• Sun Glassfish Server v2 as runtime environment of the server application.
• Postgres 8.2 with PostGIS 1.3.2 as the database system in the server.
• Google Web Toolkit (GWT) 1.5.4 to develop the main control station using the AJAX
technology.
• Google Earth/Maps with Google Earth plugin to embed Google Earth in the AJAX web
client.
• Netbeans IDE version 6.5 to support the development of the Java-based software.
• Eclipse IDE 3.4 to support the development in Google Web Toolkit.
• Microsoft Windows XP as the OS for the laptops.
• Microsoft Windows Server as the OS for the server.
• Debian/Linux with kernel 2.6.24 as the OS for the stargate.
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(a) Panasonic CF19 Toughbook

(b) Sanyo Pro 200

(c) Memsic Stargate Netbridge

(d) MSP410 mote

(e) Zephyr Bioharness BT

(f) Pollution monitoring board

Figure 3.8: Hardware for system prototype
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Figure 3.9: Mobile client implementation
3.5.4

Mobile Client

The mobile client is the software component that runs at the laptops and cellular devices.
The client was developed using the Java programming language; however, the laptop’s implementation was done in J2SE, while J2ME with CLDC 1.1/MIDP 2.0 was used for the
cellular device. As shown in figure 3.9 the clients are similar but there are some differences
in the access of the location and the sensors. Since there is no implementation of the Java
Location API in J2SE, a location provider object was developed to access the GPS. This
location provider utilizes the serial port and the JavaComm API 2.0 to access the GPS. The
BlueCove Java API was utilized to connect the laptop to the Zephyr Bioharness BT and the
pollution monitoring board, using Bluetooth’s Serial Port Profile (SPP). The Java API for
Bluetooth (JSR82) was utilized to access these devices from the cellular phone.
As shown in figure 3.7, the UDP protocol is used to send sensor data to the server. When
desired, the implementation provides reliability by using acknowledgments at both endpoints.
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Figure 3.10: Structure of datagrams sent by the mobile client
The application sends one UDP datagram per second to the server without using the critical
point algorithm. Data are sampled from the GPS and sensor boards at 1Hz, and this functionality can be activated by the local application or by the main control station. Independent
of being active or not, the mobile client always sends the location data to the server, with
the other data attached as required. The shortest UDP datagram’s length is 28 bytes, and
the longest datagram length is 92 bytes which is sent when a reliable datagram with both
pollution and vital signs data are attached. Figure 3.10 depicts the structure of the messages
sent by the client. To limit the amount of updates sent to the server, a distance and timebased critical point algorithm was utilized. The thresholds for distance and time were set
to 20 meters in distance and 30 seconds in time. A conditional evaluation was added based
on the accuracy of the location. If a new fix was obtained within the distance threshold with
better accuracy than the last critical, this new fix was marked and sent. The algorithm sent
between 5% and 28% of the total fixes.
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Figure 3.11: Server application implementation
3.5.5

Server Application

The server application receives data from the static WSN, mobile clients, and other servers.
It also serves as data backend for the main control station. The server application implements G-Sense’s server architecture using the J2EE specification and the Google Web Toolkit
framework. As such, this application runs in the Sun Glassfish V2 application server and
utilizes the PostGIS database as data repository. The server implementation is shown in figure 3.11 and it is composed by the mobile WSN management, static WSN management, the
server management and visualization components.
As shown in the figure, the communication protocols used with the mobile client are the
HTTP and UDP. HTTP is used by the clients to exchange session keys and download files
from the server. UDP is used by the server with reliable delivery except for ACK responses,
and the messages that the server issues can be a push message for the client to initiate the
download of a file, the activation/deactivation of the vital signs data collection, the activa-
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Figure 3.12: Structure of datagrams sent by the server to the client
tion/deactivation of pollution information, ACKs, and situational awareness messages sent
from main the control station. The election of UDP has the advantage of using less energy
at the client since less overhead is sent by sensor data update. Also there is no need for high
degree of reliability since location packets are sent frequently.
The server’s implementation requires two threads to manage the communication with UDP:
one is the UDP listener and another is the UDP sender. Each of these components have queues
where the messages are cached when awaiting for ACKs, or awaiting to be sent. A third thread
is used by the session manager to update local objects allocated when mobile clients login,
and send updates. This thread is also used to store data in the database. Since the communication between the main control station and the mobile clients is asynchronous, when the
main control station issues a message, the servlet listeners at the visualization component
invoke the session manager to create the messages for the mobile clients. The structure of the
messages are shown in figure 3.12.
The last two components at the server-side application are the static WSN management and
the server management components. The first notifies the visualization and mobile WSN
management upon an intrusion detection by the static WSN motes, and the second manages
the connectivity between sensing servers. The Geotella protocol is used for this task.
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Figure 3.13: Web interface for the main control station
3.5.6

Control Station

The control station is the component that executes at a commander’s laptop using web 2.0
technology. This technology encompasses frameworks to develop interactive web applications that behave as desktop applications, but running within in a web browser. These applications obtain data from a web server using asynchronous HTTP requests with XML objects. To develop the main control station prototype, the Google Web Toolkit 1.5.3 framework was utilized. This framework translate Java source code to Javascript, and creates code
supported by major browsers. In conjunction with the Google Web Toolkit, the prototype
utilizes Google Earth and Google Maps embedded in the web application to show the active
soldiers’ sessions. This interface is used to activate/deactivate the data collection of vital
signs or pollution data, and also to send Geo-Alerts to the mobile clients. The control station
also receives intrusion notifications and the pictures taken by the static WSN. A screenshot of
the web interface is shown in figure 3.13.
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Figure 3.14: Geo-Alert notification sequence
The Geo-Alert capability enables the system to send messages from the main control station
to mobile clients located within a geographical area. When the commander wants to generate
a Geo-Alert, he/she clicks two times in the Google Earth globe. The first click is the center
of the area and the second click calculates the reaching distance of the Geo-Alerts. When
user writes the message and clicks a button, the Geo-Alert is sent to the server. Then, using
the Geo-Alert’s center coordinates and radius, the SessionManager subcomponent makes
a geographical query to find all the mobile devices that are inside the area and generates a
notification message per client inside the area. Subsequently, all messages are passed to the
UDP sender which sends each message using UDP and awaits for the confirmation from each
of the clients. If no confirmation is received within certain amount of time, the UDP sender
resends the message. The sequence is depicted in figure 3.14. All control station originated
messages follow this this sequence.
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Figure 3.15: Static WSN implementation
3.5.7

Static Wireless Sensor Network

The static WSN integration to the prototype system enables the monitoring, detection, storage, and notification of intrusion alerts. The network is composed by eight Memesic MSP410
motes, a Stargate Netbridge basestation that collects data from the motes, and a webcam
attached to the basestation that takes a picture when an intrusion is detected. The basestation
is connected to the application server which maintains the database of intrusions and pictures
and is responsible for the notification of intrusions to mobile clients and the control station.
Figure 3.15 shows the implementation of the static WSN component.
Two classes of messages are sent by the motes to the basestation, the first are the intrusion
detection message, and the second are notification messages of low battery when any of the
motes is nearly out of power. Periodically, the program running at the motes read values from
passive infrared sensors (PIR), and sends a message to the basestation when the PIR reading
is above some threshold. This message also includes measurements from the magnetometers.
After receiving the intrusion message, the basestation utilizes the webcam to take a picture
of the area, and then it invokes the cURL library to send via HTTP the intrusion message and
upload the picture to the server. Then, the server performs a similar process as the one for the
Geo-Alert capability, notifying all users that are within certain distance of the intrusion. Finally when the mobile clients receive the notification message, they download via HTTP the
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Figure 3.16: Intrusion as seen by the control station and mobile client
image file. The main control station also gets notified of the intrusion via AJAX. Figure 3.16
shows the notification messages as received by the control station and a mobile client.
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Chapter 4: Geotella

One of the most important aspects of building a global system like G-Sense is how to manage
the large amount of traffic generated by all the sensing devices. This challenge has been partially addressed by the algorithms presented in the previous chapter. However, if the system
is implemented in many places at the same time a centralized system would not be appropriate. In order to make G-Sense scalable, a peer-to-peer architecture is introduced based on
the locality of the data. This chapter describes Geotella, a system that utilizes a hierarchical
peer-to-peer approach to manage the scalability in an ubiquitous sensing system, and deliver
geographical-based queries and messages.

4.1

Requirements

The following are the requirements to construct a P2P system for G-Sense:
• Interconnect sensing servers: The P2P system will be implemented in the servers to
diminish network traffic, and provide scalability. The P2P system must work on a IPbased network.
• Provide means to track a server based on its geographical location: From any of the
servers, users should be able to discover which servers are available in a given geographical area.
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• Utilize the servers’ location data to dispatch sensing tasks: By using the server’s geographical data, the P2P system should provide means to distribute sensing tasks and
collect the results from such tasks.
• Utilize the servers’ location data to send geographically oriented messages: By using
the server’s geographical data, the P2P system should deliver geographically located
messages to the servers and users located in the area of the message.

4.2

System Architecture

In Geotella, the system uses a hierarchical overlay [54] where peers are organized in groups.
Between groups, the system utilizes a distributed hash table (DHT) to divide a geographical area into non-overlapping zones. For each zone, servers are connected to a peer that is
responsible for the zone, as shown in figure 4.1. These zone’s peers are responsible for the
maintenance of the DHT.
All servers and peers have a copy of the file with the geographical zone division, and within
each group, the peer that is connected to the DHT serves as a local server directory within the
zone. All servers that are associated with a zone utilize the peer to find other servers in the
zone, update their locations in the case that the servers are moving, and receive geomessages
and geoqueries from other zones.

4.3

Protocol Messages

Geotella’s messages are meant to maintain the DHT, manage the intrazone directory, and
deliver geoqueries and geomessages. Since the system utilizes the implementation of an
available DHT (e.g., OpenChord [55]) and the HTTP protocol, this section only describes
the customized UDP datagrams that the system supports.
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Figure 4.1: Geotella’s peer-to-peer architecture
4.3.1

Protocol Header

The header for the protocol’s messages has 24 bytes in size and contains the location (latitude, longitude) of the server that sends the message. The fields are explained as follows:
• messid: Each header sent by a server has a unique message id. This number is a long
integer and it is generated using the timestamp in milliseconds.
• mess_type: This field identifies the type of payload in the message.
• lat: the latitude of the peer sending the message.
• lng: the longitude of the peer sending the message.
• cov_area: the covering distance of the server that sends the message. The covering
distance of a server is defined as the distance to the farthest mobile client or static WSN
connected to the peer from the server’s location.
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Figure 4.2: Geotella messages
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4.3.2

Acknowledgements

The acknowledgments are composed by the header and a payload of 8 bytes that specifies the
messageid of the message that needs to be acknowledged. The mess_type for ACKs is 0.

4.3.3

Join

Once a server obtains the IP address of the peer that keeps the intrazone directory, it sends
this message to such peer to join the zone. A join message is defined by the header and a payload of 4 bytes that indicates a port that the server utilizes for responses. This message sets
the mess_type to 1, and the response of the message is either an accept or a reject message.
This file also has the designation of a server that should take control of the zone in case the
peer fails.

4.3.4

Accept

If a peer accepts a server, it responds with an accept message that contains the URL of a file
with IP addresses, location information and port numbers of the current servers connected to
a peer. The mess_type of the accept message is 2 and the payload is four bytes and the URL.
The four bytes indicate the length of the URL, with a max length of 1000 bytes.

4.3.5

Reject

If a peer does not accept a server it responds with a reject message. The mess_type of the
reject message is 3 and no payload is set.
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4.3.6

Ping

A ping message sent by a server has the functionality to be a keep-alive message within the
zone. The message is defined by the header and a payload of 4 bytes that indicates a port
that a server utilizes for responses. The mess_type of the ping message is 4. This message
is issued after no HTTP GET to obtain an update of the local directory is not answered by the
peer.

4.3.7

Pong

When a peer receives a ping message, it responds with a pong message that contains the URL
specified by the accept message. The mess_type of the pong message is 5 and the payload is
four bytes that indicates the length of the URL and the URL. The max length of the URL is
1000 bytes.

4.3.8

Geoquery

The functionality of the geoquery message is to deliver geographical localized queries. The
message’s structure is as follows:
• messid: This field identifies a geoquery message. The messid is the timestamp in milliseconds of when the message was generated.
• lat: Latitude of the center of the area where the geolocated query is sent.
• lng: Longitude of the center of the area where the geolocated query is sent.
• covdist: The radius of the geographical located query. The (lat,lng) and the covdist
define a circumference where all the servers and peers which are within the area are
notified.
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• ip_address: The IP of the initial server that originated the geoquery message.
• port: The port that the original peer utilizes to wait for message responses.
• size: The length of the message query sent. A query must have at least 1 character and
less than 1000 characters.
• query: The contents of the geolocalized query.
The mess_type of the geoquery is 6 and the message must be acknowledge by the servers that
accept to collect data for the geoquery.

4.3.9

Geomessage

Similar to the geoquery, the geomessage delivers localized messages. The mess_type of geomessage is 7.

4.3.10

Geoquery Response

This message is issued by a server that has collected data for a localized geoquery, and it is
meant to notify the original server that generated the geoquery of the results. The payload for
the message is defined by the message_id of the original geoquery, the size of the URL, and
the URL of the file with the results.

4.3.11

Geomessage Response

This message is issued by a server that has received a geomessage and is within the area of
the geomessage. The payload for the message is defined by the message_id of the original
message.
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Figure 4.3: Geotella protocol states
4.4

Protocol States

This section explains Geotella’s servers and peer states, as depicted in figure 4.3.

4.4.1

Initalization

In Geotella, all servers have a location and a zone directory which is identical for each one in
the system. When a server wants to join Geotella, it perform the following steps:
• Using its zone directory and own location, the server finds the identifier of the current
zone that it is contained.
• With the identifier, it contacts a peer in the DHT to search for the corresponding peer
within the zone.
• If there is no value associated with this key in the DHT, there is no peer in the zone.
The server becomes the zone’s peer and it stores its IP address, UDP port and location
information in the DHT.
• If there is a value, the peer obtains the IP address and UDP port of the current gateway
in the zone. Then, it contacts the zone’s peer and issue a Join message. If the peer accepts the server, it responds with an accept message, otherwise it responds with a reject
message.
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4.4.2

Ready

If the server becomes the zone’s peer or it is accepted by a peer, it enters the Ready state.
In this state, the server/peer can issue geoalerts and geoqueries, and if it is the zone’s peer,
it becomes the zone’s directory. In this state, the zone’s peer can receive join, accept, DHT
messages and HTTP requests. The peer also designates one of its available servers as the
replacement of the zone’s peer in case the peer fails. The servers periodically issue HTTP
GET messages to obtain an update copy of the zone’s directory with the IP addresses of other
servers in the zone. This file also has the designation of the server for replacement in case the
peer fails. At this point, a server can issue geoqueries/geomessages.

4.4.3

Geoquery/Geomessage

In this state, a server issues geolocalized queries and messages. Given the coordinates and
radius of a geoquery/geomessage, a server perform the following operations:
• Verify the area of the message. If the area is within the local zone, use the local zone
directory to find out which servers overlap with the area of the message and send the
geoqueries to such servers directly. If the area of the message overlaps other zones, use
a peer to obtain from the DHT to obtain the IP and port information of each zone the
message overlaps, and send the message to each zone’s peer.
• Wait for ACKs. Once a server sends the geoquery/geomessages, it waits for the reception of ACKs from the servers that accept to collect data or broadcast the message.
• Wait for responses. After receiving the ACKs, the server waits for each of the servers
that issued the ACKs a geoquery/geomessage response. If the geoquery responses are
received, use the provided URL to download the results of the geoqueries.
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When a peer receives a geoquery/geomessage from a server that is not in its current zone, it
uses the intrazone directory to find the servers that overlaps with the area and then it forwards
the message to such servers. Also, depending on the peer’s policies, it can drop the message.

4.4.4

Maintenance

In this state, the servers and peers maintain the peer-to-peer network. The actions in this state
are as follows:
• The peer performs the corresponding maintenance tasks for the DHT.
• The peer chooses one of the servers in its zone as its replacement in case of failure.
• In case the peer has not received any update from a peer in a while, it issues a ping
message to the server. If the server does not replies, the peer removes the server from
its local server list.
• The servers in the zone using ping messages update their location and sensing area in
case of changes, or in case a HTTP GET request cannot be complied by the peer.

4.4.5

Failure

In case of the peer fails in a zone, the designated server becomes the peer’s zone. This newly
peer joins the DHT and all the servers in the zone perform a join to the peer. If both the peer
and the designated server fails at the same time, the servers perform wait for a random number of seconds before they go to the initialization state. At this point, leaving the system is
assumed as a failure.

63

Figure 4.4: Geotella-connected servers as shown in control station
4.5

Protocol Implementation

Geotella has been incorporated to the system prototype described in section 3.5 to interconnect several G-Sense systems. With Geotella, mobile clients are assigned to a particular GSense system that represents a group of soldiers in determined geographical area. From the
control station, a commander can follow any of the servers of a geographical zone, with their
current location and their coverage area, as shown in figure 4.4.
Currently, the intrazone protocol has been developed, and it has been incorporated into the
server application running at the Sun Java Application server. For the interzone, the plan is to
utilize OpenChord [55], which is a Java implementation of the Chord DHT.
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Chapter 5: Relay Placement in WSNs using Multiobjective Optimization

This chapter addresses the placement problem in WSNs, or determining the optimal placement of wireless relay nodes to monitor areas of interest with the goal of minimizing two
objectives simultaneously: the number of sensors deployed and the energy dissipation of the
sensor network.
These two objectives have been considered because it is desirable to deploy the fewer amount
of sensors, to minimize the monetary cost of the deployment, while dissipating the least amount
of energy, to maximize the lifetime of the network. By taking into account the Minimum
Transmission Energy (MTE) approach explored by Heinzelman et al. [56], the chapter explores the tradeoff in the placement of relays, allowing the network designer to decide among
different efficient placements, under the Pareto approach. This problem is called the Multiobjective Connected Relay Node Placement Problem (M-RNPc-P). To solve the proposed
multiobjective model, this chapter presents the Memetic Relay Steiner Tree (M-REST) algorithm which is a hybrid evolutionary algorithm utilizes two heuristics to find Pareto-efficient
solutions.

5.1

Multiobjective Optimization

In a typical optimization process, it is desired to maximize or minimize some function that
represents a measured property or attribute of a system or an object. A common example is
the cost of an airline ticket. A passenger usually chooses the ticket that costs the least amount
of money, however, the low cost of the ticket does not come free: the service in the airline
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might be the worst, there might be hidden costs, or the booked flight might be not the efficient
in terms of time (change of planes instead of a direct flight).
Examples like this are common in real-life and engineering, where the minimization of monetary costs might compromise security, the environment, or customer satisfaction. As such,
real-world problems usually deal with the simultaneous optimization of more than one criteria, and most of the time such criteria are competing.
When dealing with two or more attributes to optimize, an engineer might choose one of four
options: the engineer might ignore some of the criteria, he can combine them into a single
optimization problem by multiplying them by weight factors and then adding, he can rank
them in order of preference,or he might choose to optimize all simultaneously.
Pareto or Multiobjective Optimization [57] corresponds to the last option: a framework in
which the functions to be optimized are treated as equals, so there is no preference for any of
the functions during the optimization process. The solution of a problem under this framework is a set of solutions which optimize simultaneously the objectives, and the decision on
which solution to use is taken after the optimization process has finished.
Mathematically, this process can be described as (minimization context):

Minimize Z = F(x),

x ∈ Xf

(5.1)

where X f is the feasible set, F(x) = { f1 (x), f2 (x), . . . , fk (x)} and k is the number of functions
to be optimized.
In Pareto optimization, the dominance relation determines when a solution is better than
another. Given two solutions x ,y ∈ X f , the relationship states that y is dominated by x (denoted as x ≺ y) if Zix ≤ Ziy where i=1,..k, Zix = fi (x) ∧ Z x 6= Z y . When y has at least one
objective better than x, then both solutions are said to be non-comparable, since neither x nor
y dominates each other. This is denoted as x ∼ y.
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Figure 5.1: Relationships in Pareto optimization
Finally, a solution x∗ is called Pareto optimal if there is no x ∈ X f such that x ≺ x∗ . The
goal in Pareto Optimization is to find the Pareto optimal set composed by all Pareto optimal
solutions. An approximation to this set is called a Pareto efficient set.
These relationships are shown in figure 5.1. The figure on the left represents the solution
space, where each solution in this case is composed by two variables. The image of these
variables through the two functions that are minimized is depicted in the middle figure. A
quadrant over each point represents the area of the objective space that such point is dominating. Therefore c’, e’, f’ are the points in the objective space that belongs to the optimal Pareto
front and the solutions that correspond to these points are shown in green on the left side of
the figure. Because the dominance relation imposes a partial ordering on the solution space,
the solution to the problem is a set. In this case, the Pareto optimal set would be composed by
solutions c, e, and f.

5.2

Optimization Model

In the WSN Relay Placement problem, a designer wants to monitor areas of interest using the
least amount of relays and dissipating the least amount of energy as possible. This scenario is
depicted in figure 5.2, where the a,b,c,d,e,f and g represent the places (critical points) that are
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Figure 5.2: A problem instance and WSN relay tree
desired to be monitored, the rounded blue points represent a deployment and the black point
represents the basestation. A general instance of the problem is specified by the location of
the basestation and critical points, the maximum communication and sensing range of WSN
nodes and the characteristics of the grid.
With this parameters, a geometric graph, G = (V, E, RComm , RSense ), is defined. On this graph,
V is the set of vertexes that represent the sensors, E is the set of edges, which represent the
connectivity among the sensors, RComm is the radio transmission range of the sensors, and
RSense is the sensing area of the sensors, where both are symmetric disks centered at the node’s
position with their respective radii. Each vertex has a geometric coordinate associated to it
and an open ball with radius RComm . This open ball is a set that contains all the vertexes with
distance less than RComm respect to a node, which represents the communication area of the
sensors. The nodes in the open ball are the only neighbors that the node can communicate
with directly. The formal definition of the open ball is presented in Equation 5.2, as defined
in [58].

Br (x) = {y : d (x, y) < RComm } ,
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x, y ∈ V

(5.2)

where d(·, ·) represents the Euclidean distance and the set of edges E is defined as the union
of the open balls defined for each vertex.
The area of interest is divided in grids and the set C = {c1 , c2 , . . . , cm } is defined to represent the critical points, or those points within the area of deployment that are desired to be
monitored. In the intersection of the horizontal and vertical lines, there are the grid points.
Each grid point has a list of critical points that the grid point can sense. A critical point ci
is contained in the list of sensed points of the grid point vk if d(ci , vk ) ≤ RSense , where d(.,.)
again represents the Euclidean distance.
Let the set Gcover = {v1 , v2 , . . . , vl } be a minimum subset of the nodes of G that covers the
set C. An approximation to the M-RNPc-P problem is to find a spanning tree T ⊆ G that
connects the nodes in Gcover with the base station through relay nodes. Thus, the tree must
satisfy the following two properties:
• The tree T is rooted at the base station.
• The tree T must cover all critical points.
Two functions related to any given tree T are the deployment size for the tree, S(T ), and the
dissipated energy of the tree, E(T ). These functions are defined as:

S(T ) = kT k

E(T ) =

∑

(5.3)

e(v, T )

(5.4)

v∈T ∧v∈Gcover

where k.k denotes the number of nodes in T and e(v) stands for the dissipated energy from v
to the sink node in the tree T. The dissipated energy e(v, T ) is calculated as follows [56]:

e(v, T ) =

∑

ETelec (x, y) + Eamp (x, y) + Erec

(x,y)∈Pv,sink,T
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(5.5)

where ETelec (x, y) = Eelec ∗ k is the energy dissipated by the sender’s electronics on sending a
message of k bits; Eamp (x, y) = εamp ∗ k ∗ d(x, y)2 is the energy dissipated by the sender’s radio
and Erec (x, y) = Eelec ∗ k is the energy spent by the receiver’s electronics. Pv,sink,T denotes
the path from v to the base station in the tree T . Therefore, the equation that the proposed
algorithm optimizes is

Min(Z) = {S(T ), E(T )}

(5.6)

where T is a deployment as it was stated before.

5.3

The M-REST Algorithm

In order to solve the model described by Equation 5.6, a hybrid multiobjective evolutionary algorithm is proposed and implemented. Also known as Memetic algorithms [57], they
combine traditional evolutionary techniques with heuristics. Evolutionary algorithms are
techniques for solving optimization problems based on natural evolution in which only the
characteristics of the most adapted individuals of a population in an environment are the ones
that tend to survive.
Evolutionary algorithms mimic nature by having a set of data structures that represent the
individuals and two operations called crossover and mutation. By combining and selecting
effectively the data structures, the operators of the algorithm find efficient solutions to the
problem. Therefore, in order to apply evolutionary algorithms in a particular problem, it is
necessary to define the solution’s (individuals) representation, the crossover and mutation
operators, and the fitness function. In the context of multiobjective optimization, evolutionary
algorithms have been traditionally used because they can easily explore several regions of the
feasible space simultaneously, and this is not possible with other metaheuristic techniques
such as simulated annealing or tabu search.
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Figure 5.3: A general evolutionary algorithm codified as a Java method
Figure 5.3 shows the code of an evolutionary algorithm as a Java method. Here, line 10 generates the initial population by sampling at random the feasible space. After, line 13 of the
algorithm evaluates how good is an individual within its population. Best evaluated individuals are then selected in line 14 to generate a new population using the crossover and mutation
methods (lines 15 and 16). The process is repeated until some stop criteria is reached, usually
a certain number of generations is reached or no improvement in the optimization process.
Memetic algorithms extend evolutionary algorithms by providing the individuals a way to
improve themselves. This process is performed by incorporating knowledge of the problem
through heuristics. Therefore a hybrid evolutionary (memetic) algorithm includes the traditional components of an evolutionary algorithm plus heuristics. The heuristics are part of the
procedures of local search in a memetic algorithm, which allow individuals to improve and
the algorithm to find better solutions and converge in less generations.
The proposed algorithm called the Memetic Relay Steiner Tree (or simply M-REST, Java
code shown in figure 5.4) algorithm is an evolutionary algorithm with two local searches
that utilizes an elitist population to keep the Pareto efficient solutions found during the optimization process. It utilizes a different random weighted linear function on every iteration to
evaluate the solutions and search Pareto efficient solutions in different regions of the feasible
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Figure 5.4: The M-REST algorithm codified as a Java method
space. Whereas memetic algorithms have been utilized in the past [59] to optimize maximum
coverage in an area using WSNs, this is the first time to our knowledge a hybrid evolutionary
algorithm has been utilized to minimize the number of relays to monitor points of interest. In
the following sections of this chapter, the components of M-REST are explained.

5.3.1

Representation of the Individuals

Given the set Gcover , a tree T is represented as a vector of paths from the sink node to each
of the vertexes in the set. This is depicted in Figure 5.5. In this figure, Gcover contains nodes
2, 3, 5, 7, and 10 and the individual has six paths, starting from the sink (node 0). The relay
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Figure 5.5: Representation of the individuals
tree represented by the figure has 11 sensors and a dissipated energy of 349J, assuming that
Eelec = 50nJ/bit, εamp = 100pJ/bit/m2 and k = 2000 bits (250 bytes) [56].

5.3.2

Crossover and Mutation Operators

Given two individuals, the crossover operator indicates how new solutions (offsprings) are
generated. The M-REST algorithm uses a single point crossover, which takes two individuals,
I1 and I2 , and produces two new individuals as follows:
• The operator selects a crossover point at random, which is the number of one of the
available paths.
• The operator generates a new individual by combining the paths from I1 up to the crossover
point with the rest of the paths taken from the crossover until the end from I2 .
• A second individual is created utilizing the second step but switching the individuals,
i.e., I2 becomes I1 and vice versa.
Figure 5.6(a) shows an example of the crossover operation with two individuals and path 2 as
the crossover point. (Paths are numbered from 0 to 2.)
Given an individual, the mutation operator takes a random point in the individual and generates a new path from the sink node to the corresponding covering node. Figure 5.6(b) shows
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an example of the mutation process with one individual and random point 1, which creates a
new path from the sink to covering point 15.

5.3.3

Fitness Function

The fitness function utilized in the proposed algorithm is taken from the Random DirectionsMultiobjective Genetic Local Search (RD-MOGLS) algorithm [60]. RD-MOGLS utilizes a
weighted function to assign fitness values to individuals. This function is defined as:
k

k

Sl (Z, Λ) = ∑ λi zi = ∑ λi fi (x)
i=1

(5.7)

i=1

where 0 ≤ λi ≤ 1, λi ∈ Λ , ∑ λi = 1, fi (x) is the evaluation ith function of the individual x and
k is the number of functions to be optimized. A normalized Λ vector is chosen at random on
an iteration for searching new solutions in a direction of the feasible space.
Each iteration of the algorithm tries to minimize Sl (Z, Λ) by selecting for crossover step the
individuals that have lower evaluation of Sl (Z, Λ). The algorithm keeps an elitist population
that contains the best individuals found so far and the admission to this elitist population is
given by the dominance and non-comparable relation. When the algorithm runs for a chosen
number of iterations or another stop criteria is reached, it stops and returns a Pareto front.

5.4

Local Search Heuristics

The advantage of memetic algorithms over evolutionary algorithms comes from the incorporation of local search procedures that contain knowledge of the problem being solved. In the
case of the problem at hand, two heuristics have been developed as improvement techniques
for individuals. The first local search procedure is a heuristic that takes into account the connectivity information of the paths in an individual to discover new paths. The second heuristic
is a more geometrical approach, as it considers that the graph G models an Euclidean space.
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(a) Crossover operation.

(b) Mutation operation.

Figure 5.6: Examples of crossover and mutation operations
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We call the first heuristic the Cycle Reduction Search and the second heuristic the Breadth
Farthest First Search.
When an individual enters the local search procedure, a random number is generated from
a uniform random number generator in the range [0,1]. If the random number is less than a
fixed probability, the individual is going to be improved using the Cycle Reduction Search,
else the individual will be improved using the Breadth Farthest First Search.
The two heuristics are needed because they help to create trees and find shorter paths. Since
the first heuristic is not related to the space geometry of the problem, there might be situations where the paths are better reduced using the second heuristic, moreover, the utilization
of both local search procedures combined improve the solutions in both objectives which
cannot be performed by using only one local search method.

5.4.1

Cycle Reduction Search

The initial population of individuals for the evolutionary algorithm is generated by performing a Depth First Search from the sink node to each of v ∈ Gcover . When executing this initial
search there is no preference in the order of visiting nodes when expanding the search tree,
therefore it is possible that two paths of the same individual cross each other, creating a cycle.
Although new paths can be generated by joining paths at intersection points, two questions
arise when trying to create paths in this manner:
• If the paths intersect in more than one point, what point should be chosen to generate
the new intersection path?
• How can we select an intersection point such that the new path does not contain cycles?
A solution to these two questions is called the Cycle Reduction Search and was described
in [61] where the authors solved a multiobjective problem for multicasting. The Cycle Reduction Search works as follows:
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Let w be an intersection point, and X and Y be paths in G with the sink node as the starting
node. Let D(w) be the distance of intersection function defined as:

D(w) := abs(PosX (w) − PosY (w))

(5.8)

where abs stands for the absolute value, PosX (w) is the position of the intersection point in
path X, and PosY (w) is the position of the intersection node in path Y .
By calculating this function for all intersection points between X and Y , and choosing the
position w that maximizes D(w), it is guaranteed that the new path will not have cycles. This
is because when choosing this node, the largest cycle between both paths is identified and
reduced, so no other loop will be generated when joining the paths at this point. The proof of
this can be found in [61]. By applying the method among all pairs of paths in the individual,
the longest cycles are removed and an improved individual is returned.
Figure 5.7 shows an example of the Cycle Reduction Search process using two paths from
one individual. The process takes place in five steps. In the first step the algorithm finds all
intersection points. Given the points and their positions, during step two the algorithm calculates the distance of intersection. In the example, the chosen intersection nodes are node
8 and node and node 19. Next, in the step three the subpaths from the sink node to each of
the chosen nodes in step 2 are obtained and their hop count is evaluated. In step four, the
new paths are created by choosing for each of the intersection nodes in step 3, the subpath
from the source to the intersection node with less hop count and joining it with the remaining
nodes from the intersection node to the destination in the original path of the longest hop
subpath. For example, taking node 19 in step four of figure 5.7, the subpath 0,19 has only
one hop count compared with the 14 hops of the other subpath. The new path is created by
joining 0,19 with 19,10,22,5.
The worst time complexity of this algorithm is O(N 2 ∗ n) where N is the number of paths in
the individual and n is the number of nodes in the network.
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Figure 5.7: Cycle reduction procedure
5.4.2

Breath Farthest First Search

Given an individual, the subgraph GI (V 0 , E 0 ) is defined using the nodes from the individual
and the connectivity of the nodes in it. The BFFS is a modification of the BFS algorithm
where the search tree in GI is expanded using BFS but the nodes in the expansion are ordered
in descending order by their Euclidean distance to the sink node. The search tree is rooted at
the sink node.
Once the search tree is built, backward paths are calculated for all nodes v ∈ Gcover to the
sink node in the search tree and these are compared with their corresponding path in the individual. If the backward path is better than the path for that node, the path in the individual
is replaced by the backward path. A path is considered better if it has a better (smaller) hop
count.
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Figure 5.8: A Pareto front by M-REST algorithm
The worst time complexity of this algorithm is O(V + E) where V is the number of grid
points in the deployment and E is the number of links.

5.5

Evaluation

The M-REST algorithm was implemented in Java JDK6 and an initial test case with the instance shown in figure 5.5 was executed, obtaining a Pareto front depicted in figure 5.8. This
instance had eight target points and the basestation was placed in the middle of the area. On
this instance and in all the following experiments, it has been assumed that Eelec = 50nJ/bit,
εamp = 100pJ/bit/m2 and k = 2000 bits (250 bytes) [56]. M-REST was executed with 100
iterations and the Pareto front found on this instance shows an interesting issue: the efficient
number of relays found was nine relays, however it has the greatest energy dissipation among
all the efficient deployments in the Pareto front. It is interesting to observe that with only two
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Figure 5.9: Two efficient relay placements found by M-REST algorithm
more relay nodes (11 relays) the energy dissipation reduces almost 100J. From that point,
adding more relay nodes does not significantly improves the energy dissipation.
The results obtained suggest that it would be better to choose the deployment with 11 or 12
relays as they provide a balance among relays and energy dissipation. Nevertheless, such
solutions with more relays may reflect a totally different physical placement of the relays,
as it can be seen in figure 5.9. In the figure, the relay placement on the left is the solution with
nine relays, and on the right, it is the efficient solution with 12 relays.
In order to benchmark M-REST, an approximation algorithm [62] (Algorithm A) has been
implemented in Java JDK6. This proposed algorithm finds an approximation to the optimal
number of relays given sensing points, utilizing the minimum spanning tree and shortest
path algorithms providing an approximation ratio of 2. This algorithm was implemented to
compare M-REST’s results on the number of relays, and it was chosen since its optimization
model is similar on the number of nodes to the M-RNPc-P. Four test instances were randomly
created to deploy relays over two grids: a small 11x11 grid and a greater 35x35 grid. Each
grid had a vertical and horizontal separation of 20 meters, with a sensing range of 20 meters
and a maximum communication range of 100 meters per node.
On each grid 10, 25, 40 and 200 sensing points were chosen at random, as well as the position of the basestation. M-REST was executed ten times, each time was run for 100 iterations.
Algorithm A was also run ten times on each instance and only the minimal value found is
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Figure 5.10: Deployed relays in the 11x11 grid.
shown in the graphs. The results of both grids are shown in figures 5.10 and 5.11. The best
results for Algorithm A are shown in the graphs as the rhombus and the M-REST results are
shown as the box plots.
From the graphs it can be observed that M-REST outperformed Algorithm A in all cases.
In the 11x11 grid, the min value found by Algorithm A on ten target nodes is the maximum
of all values found by M-REST; for 25 target nodes, the best found value by Algorithm A
corresponds to the .75 percentile of all the values found by M-REST. From that point on, MREST performed much better than the approximation algorithm, almost by a factor of two. In
figure 5.11, M-REST outperformed completely Algorithm A.
Using the best Pareto efficient solutions from the instances above, figures 5.12 and 5.13 shows
the normalized Pareto fronts. These fronts have been normalized to show all four in the same
figure. From figure 5.13 it is observed that there is not too much tradeoff in instances with 10
and 200 targets as the rate of decrease in energy is smooth (increasing the nodes does not significantly decreases the energy). However this is not the case for the 25 and 40 target nodes
instances, where a minimum increase in the number of relays has decreased significantly
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Figure 5.11: Deployed Relays in the 35x35 grid
the energy: in the original data for the 40 target instance, having one more available relay
decreases the energy dissipation by 300J, compared to the solution with less relays. This is
similar in the 25 target instance: an increase of one node from the efficient solution in terms
of nodes meant a decrease of 40J in the deployment.
A similar situation was observed in the 35x35 grid (figure 5.13). The greatest tradeoff was
observed in the instance with 25 targets, as there is a steep decrease in the energy dissipation.
Here having a placement with one more node, meant a decrease of almost 1kJ in the energy
compared to the solution with less relays. From that point on, there was not a signifative
decrease as the rate is smooth. In the 40 target case, having a placement with six more relays
nodes meant a steep decrease of 800J (reflected in the normalized graph in range of 0 to 0.3
in the number of relays). For the ten node case, adding one more node from the efficient one
in relays meant a saving of 80J and from that point on there was not a significant gain by
adding more relays to the deployment.
Finally for the 200 targets in the 35x35 grid, having a relay placement with one more node
compared to the efficient solution in terms of nodes meant 100J less in energy. By choosing
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Figure 5.12: Normalized Pareto fronts in the 11x11 Grid.

Figure 5.13: Normalized Pareto fronts in the 35x35 Grid.
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a relay placement with six more nodes, it was observed that the energy can be decreased in
almost 300J. From that point on there was no substantial improvement by having placements
with more nodes.

5.6

Related Work

In order to support application requirements in static WSNs deployments, the placement of
nodes plays an important role. In static WSN deployments, typically the objectives to be
optimized have been the number of nodes [63–71, 71–73], area coverage [74–79], connectivity [80–83], network lifetime [64, 67, 84–87], and fidelity [88–90], while supporting the sensing requirements. When the deployments are performed in a field, two major methodologies
in the placement of the nodes are possible: the deterministic and random node placement.
In the first approach, the position of each of the nodes is determined previous deployment,
and it is useful when the nodes are expensive or high precision is needed by the sensing application. The latter approach is useful in situations where no predefined deployments are
possible due to rapid changes at the area and/or deployments in rough environments, such as
contaminated, disaster, and combat zones [91].
Since current commercial static WSNs remain small networks due to the price of the WSNs
motes, most of the deployments utilize the deterministic approach. Here, by performing the
careful placement of relays, the WSNs administrators impose the network topology while
meeting the desired deployment goals and objectives. Based on the homogeneity/heterogeneity of the deployed motes, the relay placement problems are usually categorized in singletiered and two-tiered problems [86], with many variations as different deployment goals may
exist [91]. In the single-tiered problem, it is assumed that the relay sensors are from the same
type and have the same capabilities as the sensor nodes, therefore these deployments are flat
networks, whereas in the two-tiered problem, relay nodes serve as gateways for one or other
sensors, performing usually data aggregation.
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Multiobjective approaches for two-tiered networks have been investigated in [72, 73] where
the authors explore the relationship between coverage with other variables such as number of
sensors [72], and energy efficiency [73]. In [92] the authors explore the relationships between
several energy parameters and density of the measurements to provide full coverage of an
agricultural area using two-tier networks.
In single-tiered networks, multiobjective optimization have been utilized to explore the tradeoff between coverage, detection of events and energy [93] by placing a WSN network nodes
in a 3D space. This model assumes that there is a fixed number of nodes to be deployed and
the algorithm finds the location of the nodes. Jourdan et al. [84] proposed a biobjective model
to maximize coverage and minimize lifetime in a flat deployment to provide full coverage of
an area, using a fixed number of nodes. In [71] the authors explore the tradeoff between number of nodes, coverage, and survivability to provide full coverage of industrial installations.
Garcia et al. [94] explores the tradeoff between network lifetime and number of nodes using
a flat network to provide full coverage of a complete area. In the above research, the authors
assume complete coverage of the area, which makes these problems similar to the minimum
connected dominating set problem [4].
For the single-tiered problem in the monitoring of critical points only, Cheng et al. [63] consider a homogeneous sensor network on which all nodes have the same transmission power.
In their work, the authors attempt to place the fewer amount of relay sensors in an area interconnecting all sensing nodes. Since their model is formulated as a Steiner Minimum Tree
with Minimum Number of Steiner Nodes (SMT-MSP) problem, which is shown to be a NPComplete problem, an approximation algorithm is proposed. By making a generalization of
this model, Lloyd et al. [69] propose an optimization model where relay nodes have longer
transmission range than the sensing range of the nodes, minimizing the number of sensors.
This model is optimized using an approximation algorithm based on the Minimum Spanning
Tree (MST) algorithm.
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Misra et al. [62] propose an approximation algorithm for a constrained relay model in the
single-tiered sensor placement problem, where the relay sensors can only be placed in intersection lines in a grid. Still, this constrained version of the problem is classified as NPHard, since solving it efficiently means solving the Steiner Tree Problem. A related model
to M-RNPc-P was proposed by Himsoon et al. [64] investigating the power allocation in a
cooperative relay network to maximize the network lifetime, using a fixed number of nodes
as a constraint to find the best locations of the nodes. Since their model is a single objective
model, the evaluation of of the tradeoff between power and number of nodes is performed
by changing the number of nodes’ constraint everytime the algorithm is executed. This is an
disadvantage because some approximation to the number of nodes has to be known beforehand. Also they need to execute the algorithm several times. Since in the proposed M-RNPcP model both objectives are optimized, no guess has to be performed before the optimization
process therefore one execution is enough to get an approximation to the optimal solutions.
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Chapter 6: Conclusions and Future Work

6.1

Conclusions

Ubiquitous sensing has received a great deal of interest in the research community during the
past years due to the capacity to utilize cellular devices as motes in mobile wireless sensor
networks. The combination of static WSNs and the pervasiness of cellular devices, have
the potential to address large-scale societal problems and improve the quality of life of the
individual in a better, less expensive, and faster way than current solution based in static
WSNs only.
US systems include location-based systems, human-centric systems, and participatory sensing systems. To support all these systems, this dissertation proposes the G-Sense architecture.
G-Sense integrates static WSNs, mobile WSNs and distributed servers to provide a common
ground in the development of US applications. The major contributions of G-Sense as an
enabling architecture for ubiquitous sensing is to provide a framework to support both realtime and delay-tolerant applications in a scalable manner by means of a peer-to-peer system
and also address the efficient integration of static wireless sensor networks.
As part of G-Sense, the critical point algorithms were featured as mechanisms to reduce
the power consumption in continuous sensing applications, and reduce the amount of data
generated by these applications. By utilizing these algorithms, a mobile device sends between
5% and 30% of the total amount of data that would have to be uploaded if no critical point
algorithm had been used. As an example of an implementation of G-Sense, a system prototype has been specified and developed. To address the global deployment of US systems, this
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dissertation proposes the Geotella peer-to-peer system to interconnect sensing servers in an
scalable fashion. Geotella takes advantage of the data’s geographical context to connect peers
and send geographical-based queries and messages. Finally, this dissertation proposes a multiobjective approach to address the relay placement problem in static WSNs. The approach
minimizes simultaneously the number of nodes and the dissipated energy of the network.
The multiobjective model is optimized by a proposed hybrid evolutionary algorithm. The
algorithm showed a outstanding performance when compared to an approximation algorithm
that minimizes the number of relays. Also the proposed algorithm showed the tradeoff among
the number of relays for a placement and the dissipated energy: choosing a placement slightly
more relay nodes might significantly decrease the energy dissipation of the deployed wireless
sensor network.

6.2

Future Work

Ubiquitous sensing is a fairly new area with still many unresolved challenges. The following
list provides a brief description of the most important aspects to address as future work:
• Validity of the data. Mechanisms to guarantee the validity of the data are very important. Imagine a PS application to measure the pollution index in different countries
that will be used to either charge or provide funds to the countries according to their
indexes. These data might be manipulated to provide an unreal picture of the pollution
index in a country.
• Security and privacy. Mechanisms to ensure security and privacy are very important in
all these applications. Some applications require to protect the real position as well as
the personal information of the user. Achieving these goals in an energy-efficient and
simple manner for mobile client devices is very challenging. Location-based security is
also an interesting research topic.
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• Activity determination. Algorithms to automatically determine the type of activity that
the user is doing are important for all these applications as well. Accelerometer and positioning data have been used in different studies to determine the mode of transportation, the type of activity and position of the user (walking, jogging, sitting, sleeping,
etc.), and others. For some applications the combination of these data plus personal
data might be used to make more accurate estimations. Further, several of these data
could also be used to trigger sensing tasks at more appropriate times, reducing the
amount of data and saving more energy.
• Learning and feature extraction algorithms. HCS applications can send and store lots
of data about a particular user. The data by itself is not very useful. Mechanisms need
to be devised to translate these data into information about the users, their behaviors,
their preferences, etc., so this contextual information can be used to enhance the service
providing effective and timely feedback.
• AI algorithms for resource-constrained devices. Learning and feature extraction algorithms are fairly computationally expensive and therefore, are usually run in servers.
However, some of these applications might benefit if some of these algorithms could be
run in the client device.
• Data correlation. Global applications provide the capability to collect data worldwide.
Correlation and visualization mechanisms are needed to understand and see the effect
that the data in one place of the globe may produce on others.
• Incentive mechanisms. Some participatory sensing applications will need some sort of
incentive mechanism for the users to participate.
• Data visualization. Showing a variable of interest (e.g., pollution, temperature, etc.) in
a map will need of estimation and inference techniques to complete the map when there
is a small number or incomplete set of samples.
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