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ON GRO¨BNER BASIS DETECTION FOR ZERO-DIMENSIONAL
IDEALS
PRABHANJAN ANANTH AND AMBEDKAR DUKKIPATI
Abstract. The Gro¨bner basis detection (GBD) is defined as follows: Given
a set of polynomials, decide whether there exists -and if “yes” find- a term
order such that the set of polynomials is a Gro¨bner basis. This problem was
shown to be NP-hard by Sturmfels and Wiegelmann. We show that GBD
when studied in the context of zero dimensional ideals is also NP-hard. An
algorithm to solve GBD for zero dimensional ideals is also proposed which runs
in polynomial time if the number of indeterminates is a constant.
1. Preliminaries
Consider the polynomial ring P = K[x1, . . . , xn] where K be a field. Let the set
of all monomials be Tn = {xα11 · · ·x
αn
n | (α1, . . . , αn) ∈ N
n}. The leading term of a
polynomial f with respect to a term order is denoted by lt(f). Let F be a set of
polynomials. The set of leading terms of polynomials in F with respect to a term
order ≺ is denoted by LT≺(F). A pure power is a term which is of the form x
α
i
for some i ∈ {1, . . . , n} where α ∈ Nn. Any term order ≺ can be represented by a
positive weight vector w ∈ Rn+ i.e.,
Xα ≺ Xβ ⇔ wTα < wTβ
A polynomial f is said to be reduced to h in one step by g with respect to term
order ≺, denoted by f
g
−→ h, if lt(f) = lt(g)t and h = f − tg for some term t. A
polynomial f is said to be reduced to h by a set of polynomials F = {f1, . . . , fs} if
f
fi1−−→ h1 · · ·
fir−−→ hr = h where fi1 , . . . , fir ∈ F .
Let f1, . . . , fs ∈ P and let I = 〈f1, . . . , fs〉. Let S be the system of polynomial
equations
f1(x1, . . . , xn) = 0
...
fs(x1, . . . , xn) = 0
The following result from commutative algebra will be useful later in our reductions.
Proposition 1.1. Let σ be a term ordering on Tn. The following conditions are
equivalent.
a) The system of equations S has only finitely many solutions.
b) For every i ∈ {1, . . . , n}, there exists a number αi ≥ 0 such that we have
xαii ∈ LTσ(I).
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The proof of the above proposition can be found in [4]. In the next section we prove
the GBD result for zero-dimensional ideals and describe an algorithm to solve the
problem.
2. Gro¨bner basis detection for zero-dimensional ideals
The Gro¨bner basis detection (GBD) problem was introduced by Gritzmann and
Sturmfels in [3] as an application of the Minkowski addition of polytopes. GBD is
defined as follows:
(GBD)Given a set of polynomials F = {f1, . . . , fs}, decide whether
there exists -and if “Yes” find- a term order w ∈ Rn+ such that F
is a Gro¨bner basis with respect to w.
This problem was shown to be NP-hard by showing the NP-completeness of a
variant of GBD called ‘Structural Gro¨bner basis detection’ (SGBD). The SGBD is
described as follows:
(SGBD) Given a set of polynomials F = {f1, . . . , fs}, decide
whether there exists -and if “Yes” find- a term order w ∈ Rn+ such
that LTw(F) is a set of pairwise coprime terms.
The main aim of this paper is to show that it is NP-hard to detect whether a set
of polynomials is a Gro¨bner basis of a zero-dimensional ideal. The Gro¨bner basis
detection zero-dimensional ideals is defined as follows.
(GBD0dim) Given a set of polynomials F = {f1, . . . , fs}, decide
whether there exists- and if ”Yes” find- a term order w ∈ Rn+ such
that F is a Gro¨bner basis of a zero-dimensional ideal with respect
to w.
In order to show that GBD0dim is NP-hard, we define two problems HGBDm and
HSGBDm which are variants of GBD and SGBD and determine their complexities.
(HSGBDm)Given a set of homogenous polynomialsF = {f1, . . . , fs}
of constant degreem, decide whether there exists- and if ”Yes” find-
a term order w ∈ Rn+ such that LTw(F) is a set of pairwise coprime
monomials.
(HGBDm)Given a set of homogenous polynomialsF = {f1, . . . , fs}
of constant degreem, decide whether there exists- and if ”Yes” find-
a term order w ∈ Rn+ such that F is a Gro¨bner basis with respect
to w.
We first show that HSGBDm is NP-complete by a reduction fromm-set packing.
This reduction is obtained by a modification of the reduction from set packing to
SGBD in [5]. The m-Set packing is described as follows.
(m-Set packing) Given a family S = {S1, . . . , Sk} of subsets of
{1, . . . , ν} such that all subsets have atmostm elements, and a goal
c ∈ N. Are there c pairwise disjoint sets in S?
This problem is proved to be NP-complete (See, for example, in [2]). Without loss
of generality, we can assume that there exists atleast two sets which are mutually
disjoint.
We then show that HGBDm is NP-hard. We perform a polynomial time reduc-
tion from HGBDm to GBD0dim which will prove our result.
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2.1. Complexity.
Reduction from m-Set packing to Homogenous m-SGBD: The reduction
from Set packing to SGBD is described in [5]. We tweak their approach to show that
even homogenous SGBD i.e., HSGBDm is NP-complete. The modified reduction
is described below.
Let (ν, S, c) be an instance of (m − 1)-Set packing problem, we construct an
instance of HSGBDm as follows. Consider the polynomial ring
K[X1, . . . , Xν , Y11, . . . , Y1k, . . . , Yc1, . . . , Yck]
in ν + ck variables, and we encode Sj by the monomial Mj =
∏
i∈Sj
Xi. Then we
define c polynomials
f1 =
k∑
j=1
Y
α1j
1j Mj , . . . , fc =
k∑
j=1
Y
αcj
cj Mj,
where αij = (m − 1) + 1 − deg(Mj). Note that all the terms in the polynomials
f1, . . . , fs are of degree exactly m. Also, deg(Mj) is atmost m − 1 and hence the
exponent of Yij is nonzero.
Lemma 2.1. F = {f1, . . . , fm} is a structural Gro¨bner basis if and only if (ν, S, c)
is a “Yes”-instance of the Set packing problem.
Proof. Let F = {f1, . . . , fm} be a structural Gro¨bner basis with leading terms
Y
α1i1
1i1
Mi, . . . , Y
αmim
mim
Mmim . Then Mi1 , . . . ,Mim must have disjoint support, and
the m sets Si1 , . . . , Sim are disjoint.
Let Si1 , . . . , Sim be disjoint subsets of {1, . . . , ν} in S. A weight vector w ∈
N
ν+mk is defined to be 1 for all indeterminates except for Y1i1 , . . . , Ymim , which
get weight m + 1. Then the leading terms of f1, . . . , fm with respect to w are
Y
α1i1
1i1
Mi, . . . , Y
αmim
mim
Mmim . Since they are pairwise coprime, F is a structural
Gro¨bner basis with respect to w. The proof is complete. 
SGBD was used in [5] to show that GBD was NP-hard. The same proof also
shows that HGBDm is NP-hard. For completeness sake, we reproduce the proof
here.
Lemma 2.2. HGBD is NP-hard.
Proof. Consider F to be the set of polynomials which is the output of the reduction
from m-set packing to m-HSGBD.
Assume that there exists a term order ≺ such that all the leading terms of the
polynomials of F are mutually coprime. This implies that F is a Gro¨bner basis
with respect to ≺.
Assume that F is a Gro¨bner basis with respect to the term order ≺. Then,
it needs to be shown that lt(fi) and lt(fj) are coprime for all i and j. The S-
polynomial of any two polynomials f and g reduces to zero with respect to F . Any
polynomial fk for k 6= {i, j} involves a variable Ylk in its leading term and hence
it does not participate in the reduction of S(fi, fj). Thus S(fi, fj) reduces to zero
by {fi, fj} only. Hence from Lemma 3.3.1 in [1], lt(
f
d
) and lt( g
d
) are relatively
prime where d = gcd(f, g). But since gcd(f, g) = 1, lt(f) and lt(g) are mutually
coprime. 
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Reduction from HGBDm to GBD0dim:
Let F be the input to the homogenous m-SGBD. We will construct F ′ as follows.
Let G = {t | deg(t) = 2m+ 1}. Then,
F ′ = F ∪ G
Theorem 2.3. F is a Gro¨bner basis with respect to term order ≺ iff F ′ is a
Gro¨bner basis of a zero-dimensional ideal with respect to ≺.
Proof. Suppose F is a Gro¨bner basis then we show that F ′ is a Gro¨bner basis. For
that we show that for any two polynomials f, g ∈ F ′, S(f, g)
F
′
−→ 0.
Case (i) f, g ∈ F : Since F is a Gro¨bner basis w.r.t ≺, S(f, g)
F
−→ 0 which implies
that S(f, g)
F
′
−→ 0.
Case (ii) f ∈ G, g ∈ G: Since f, g are just monomials, we have S(f, g) = 0.
Case (iii) f ∈ F , g ∈ G: Observe that the degree of lcm of two terms is greater than
or equal to the maximum of the degrees of the two terms. Hence, lcm(lt(f), lt(g)) ≥
2m + 1. And so, the degree of lcm(lt(f),lt(g))
lt(f) is greater than or equal to m + 1.
Consequently, the degree of all the terms in lcm(lt(f),lt(g))
lt(f) f is greater than or equal
to 2m+ 1. Now, consider S(f, g):
S(f, g) =
lcm(lt(f), lt(g))
lt(f)
f +
lcm(lt(f), lt(g))
lt(f)
g
As argued earlier all the terms in the first part of the above sum have degree atleast
2m+ 1 and the second part is a term of degree atleast 2m+ 1. And hence, all the
terms in S(f, g) have degree atleast 2m + 1. It can be observed that S(f, g) can
be reduced by the polynomials in G i.e., S(f, g)
G
−→ 0. Hence, F is a Gro¨bner basis
w.r.t ≺. Since x2m+11 , . . . , x
2m+1
n ∈ G and hence in LT (F
′), F is a Gro¨bner basis
of a zero-dimensional ideal.
Suppose that F ′ is a Gro¨bner basis. If we show that for any pair of polynomials
f, g in F , S(f, g)
F
−→ 0 then it would be imply that F is a Gro¨bner basis. Let
f, g ∈ F . The lcm of two terms divides the product of those two terms. Hence,
the degree of lcm of two terms is atmost the sum of degrees of the two terms.
This implies that lcm(lt(f), lt(g)) is atmost 2m. Hence, degree of lcm(lt(f),lt(g))
lt(g) and
lcm(lt(f),lt(g))
lt(f) is atmost m. Consequently, total degree of all terms in
lcm(lt(f),lt(g))
lt(g) f
and lcm(lt(f),lt(g))
lt(f) g is atmost 2m. Hence, total degree of all the terms in S(f, g) is
atmost 2m. The following claim proves that S(f, g) can be reduced to zero only by
the polynomials in F .
Claim. S(f, g)
g1
−→ h1
h
−→2
g3
−→ · · ·
gr
−→ hr = 0 where gi ∈ F . Then, hi contains
terms of degree atmost 2m.
Proof. We prove it by induction on the number of reduction steps. The assertion
is true when S(f, g) is reduced to zero in one step. Assume that after l number
of reduction steps, all the terms in hl have degree atmost 2m. Now consider the
(l + 1)
th
reduction step which is hl
gl+1
−−−→ hl+1. hl can be reduced only by polyno-
mials in F and hence gl+1 ∈ F . If lt(hl) = t.lt(gl+1) then deg(t) = m and hence,
hl+1 = hl − t.gl+1 contains only terms of degree atmost 2m in it’s support.
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From the above claim the S-polynomials of any two polynomials in F have to be
reduced by polynomials in F since the support of all polynomials in G have degree
at least 2m+ 1. Also, we know that S(f, g)
F
′
−→ 0. This proves that F is a Gro¨ner
basis with respect to ≺.

2.2. Algorithm. Consider the polynomial ringK[x1, . . . , xn]. LetF = {f1, . . . , fs}
be the input set of polynomials to the Gro¨bner basis detection for zero dimensional
ideals. If F is a Gro¨bner basis of a zero dimensional ideal then with respect to
each i ∈ {1, . . . , n} there exists a polynomial fji where ji ∈ {1, . . . , s} such that
lt(fji) = xi
αji . Hence, we need to find a term order ≺ such that the above property
holds.
Let F = F1 ∪F2 such that F1 be the set of polynomials where each polynomial
contains at least one pure power in its support and F2 be the set of polynomials
where each polynomial does not contain any pure power in its support. Let fi ∈ F1
be written as:
fi = gi + hi
such that gi is a polynomial containing only pure powers in its support and hi is a
polynomial containing no pure power in its support such that if t ∈ Supp(gi) then
t is of the form t = xj
αji for some j ∈ {1, . . . , n} and for all j, xj
αji /∈ Supp(hi).
Let the set of all gi’s be G1 = {g1, . . . , gr} such that none of gi is nonzero. We can
safely assume that r ≥ n since if r < n then this violates the condition mentioned
in Definition 1.1 and hence, F cannot be a Gro¨bner basis of a zero dimensional ideal.
Algorithm:
Step 1: Consider a n-subset of F1. Consider the corresponding subset S in G1.
Step 2: Compute a unique term order ≺ such that the leading terms of polynomi-
als in S are mutually disjoint.
Step 3: With respect to ≺, test whether F is a Gro¨bner basis.
Step 4: If F is a Gro¨bner basis w.r.t ≺, then return (”Yes” and term order ≺)
else repeat Step 1.
Step 5: Return ”No”.
Correctness of the algorithm: Assume that the algorithm returns “Yes” then for
a particular n-subset S of G1, the leading terms of all the polynomials in S are
mutually coprime. This can happen only if the leading terms of polynomials in G1
are pure powers. Also, in Step 4 we check whether F is a Gro¨bner basis w.r.t ≺.
Hence with respect to ≺, F is a Gro¨bner basis such that for each indeterminate xi
there exists a polynomial such that the leading term of that polynomial is a pure
power in xi. In other words, there exists a term order such that F is a Gro¨bner
basis with respect to that term order.
Conversely assume F is a Gro¨bner basis of a zero dimensional ideal with respect
to a term order ≺. Then there exists a subset {fi1 , . . . , fin} of F such that fij =
x
αjij
j . For this subset S, a term order ≺
′ is detected in Step 2 such that the leading
terms of all the polynomials in S are mutually coprime. For this subset S, finding
a term order such that the leading terms of all the polynomials in S are mutually
coprime is equivalent to finding a permutation σ which can be realized by a term
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order. Now, consider the following lemmas from [5]: first, let F = {f1, . . . , fn} such
that fi = X
ai1
1 + · · ·+X
ain
n for all i ∈ {1, . . . , n}.
Lemma 2.4. A permutation σ cannot be realized by a term order if there is another
permutation ρ such that
Πni=1aiρ(i) ≥ Π
n
i=1aiσ(i)
Lemma 2.5. For any monomial Xβi 6= Xαi occuring in fi consider the difference
vector αi − βi and let Γ be the matrix whose rows are all these vectors for all i.
There exists a term order w such that LTw(fi) = X
αi for i = 1, . . . , n if and only
if the linear system of inequalities Γw > 0, w > 0 has a solution. Moreover if a
solution exists, there also exists a solution of binary size which is polynomial in the
binary size of the sparsely encoded input polynomials.
From Lemma 2.5, a term order ≺ is detected in Step 2 such that the leading
terms of all the polynomials in S are mutually coprime and it is unique from Lemma
2.4. Since S is a n-subset, all the leading terms of S are pure powers such that
no two leading terms are pure powers of the same indeterminate. Consequently in
Step 4, F is verified to be a Gro¨bner basis with respect to ≺ and hence returns
”Yes” contradicting the assumption that the algorithm returned ”No”.
Analysis of running time of the algorithm: Step 2 and 3 take f(n) time where f(n)
is a polynomial in n. But the number of iterations of the algorithm is equal to
number of all possible n-subsets of F1. Hence, the number of iterations can be
upper bounded by sn. Hence, running time of the algorithm is O(snf(n)). Note
that if the number of indeterminates was a constant then the algorithm runs in
time polynomial in the number of input polynomials.
3. Concluding remarks
In this paper, we analyze the complexity of the Gro¨bner basis detection problem
for the case of zero-dimensional ideals and show that the problem is NP-hard. We
also propose an algorithm to solve the GBD problem for the zero-dimensional case
which runs in polynomial time if the number of indeterminates is a constant.
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