ABSTRACT. Let (ξ n ) n∈N be a sequence of arbitrarily dependent random variables, and let T a n ,k n be delayed sums. By virtue of the notion of asymptotic delayed log-likelihood ratio and Laplace transformation, the almost sure limiting behavior of the generalized delayed averages 1 k n T a n ,k n is investigated, of which the results generalize and improve some work of Liu.
Introduction
Let (Ω, F , P) be a probability space, we begin with the following definition:
Ò Ø ÓÒ 1.1º Let (ξ n ) n∈N be a sequence of real random variables with its partial sums S n = n i=1 ξ i , 0 ≤ a 1 ≤ a 2 ≤ . . . be any fixed sequence of integers and (k n ) n∈N be a sequence of positive integers with k n ↑ ∞ (as n → ∞). We define random variables T a n ,k n = S a n +k n − S a n as delayed sums and 1 k n T a n ,k n = 1 k n a n +k n i=a n +1 ξ i (1.1)
T a n ,k n given above includes some classical averages. For example, if a n ≡ 0, k n = n, it is the arithematical average; if a n = n, it is the delayed average defined in [3] ; if k n = n, it is the moving average defined in [7] and [8] ; in case of a n = n−φ(n), k n = φ(n), it is the moving average defined in [8] .
Some aspects of the almost sure limiting behavior of delayed sums have been studied by several researchers. Chow [2] found necessary and sufficient conditions for the Borel summability of i.i.d. random variables and also obtained very simple proofs of a number of well-known results such as the Hsu-RobbinsSpitzer-Katz theorem. Lai [3] studied the analogues of the law of the iterated logarithim for delayed sums of independent random variables. Recently, Chen [1] presented an accurate description of the limiting behavior of delayed sums under a non-identical distribution setup and deduced Chover-type laws of the iterated logarithm for them. Gut and Stradtmüller [6] studied the strong law of large numbers for delayed sums of random fields. For more details, we refer to the attached references.
The aim of this paper is to establish some strong deviation theorems (limit theorem expressed in inequalities, cf. [4] ) of the generalized delayed average for the dependent and absolutely continuous random variables. By introducing the notion of asymptotic delayed log-likelihood ratio, we extend the analytic technique proposed by Liu [4] to the case of delayed sums. The crucial part of the proofing is to construct a delayed likelihood ratio depending on a parameter, and then to apply the Borel-Cantelli lemma to it.
Let ξ, (ξ n ) n∈N be a sequence of identically distributed and absolutely continuous random variables on the probability space {Ω, F , P} with the joint density functions g (1,n) (x 1 , . . . , x n ), x j ∈ R, 1 ≤ j ≤ n, n ∈ N and p(x) be the common density function of random variables. Let
Ò Ø ÓÒ 1.2º Let (ξ n , a n , k n ) n∈N be as above. The delayed likelihood ratio is defined as
g (a n +1,a n +k n ) (ξ a n +1 , . . . , ξ a n +k n )
, if denominator > 0 0, otherwise,
where g (a n +1,a n +k n ) (x a n +1 , . . . , x a n +k n ) denotes the joint density function of random vector (ξ a n +1 , . . . , ξ a n +k n ).
Let
is called asymptotic delayed log-likelihood ratio, ω is a sample point (log 0 is taken as = −∞).
Remark 2º
As will be shown in Lemma 1.1, L(ω) ≥ 0 a.e. in any case and it has the analogous properties of the likelihood ratio defined in [4] . Although
is not a metric: it is not symmetric and does not obey the triangle rule) among probability measures, we still consider it as a measure of "discrimination" between the dependence (their joint distribution) and independence (the product of their marginals
In view of the above discussion of the asymptotic logarithmic delayed likelihood ratio, it is natural to regard L(ω) as a measure of the degree of dependence of random deviation of (ξ n ) n∈N differing from being independent. The closer L(ω) approaches 0, the smaller the deviation is.
Let the Laplace transformation of the p(x) be
By modifying the method used in [4] , we obtain the following results on generalized delayed average as expressed in Theorem 2.1 and 2.2. For proof of the main results, we need the following lemma.
g (a n +1,a n +k n ) (x a n +1 , . . . , x a n +k n )
· g (a n +1,a n +k n ) (x a n +1 , . . . , x a n +k n ) dx a n +1 . . . dx a n +k n = . . .
(x a n +1 ,...,x a n +k n )∈B a n +k n j=a n +1
p(x j ) dx a n +1 . . . dx a n +k n ≤ . . .
(x a n +1 ,...,x a n +k n )∈R k n a n +k n j=a n +1
p(x j ) dx a n +1 . . . dx a n +k n = 1.
From Markov inequality, for every ε > 0, we have
.
The Borel-Cantelli lemma yields
Take the intersection of all such events for rational ε > 0 and we can get lim sup n 1 k n log L n (ω) ≤ 0 with probability one. (1.5) follows immediately. 
Remark 3º It is obvious that
− lim inf n log L n (ω) k n ≥ − lim sup n log L n (ω) k n ≥ 0, a.e.
Main results
We may now state our results: 
1)
where g(s, x) dx = 1, and hence g(s, x) is a density function. Let q (a n +1,a n +k n ) (s; x a n +1 , . . . , x a n +k n ) = a n +k n
and define Λ n (s, ω) = q (a n +1,a n +k n ) (s;ξ a n +1 ,...,ξ a n +k n ) g (a n +1,a n +k n ) (ξ a n +1 ,...,ξ a n +k n )
, if the denominator > 0; 0, otherwise, By the Lemma 1.1, there exists a set D(s) ∈ F, P(D(s)) = 1, such that lim sup 
When s ∈ (0, s 2 ), we get from (1.3) and (2.9),
Dividing both sides of (2.10) by −s, we obtain lim inf
Let Q * be the set of positive rational numbers in (0, s 2 ), and
Since ϕ(x, s) is continuous with respect to x = ∞, and ϕ(∞, s) = −∞ for s ∈ (0, s 2 ), it follows from (2.12) and (2.2), that for each ω ∈ D * , there exist
(2.13) and (2.14) implies that 
It is easy to see that lim 
where 
Since P(D * ) = 1, (2.25) follows from (2.34). Imitating the proof of (2.18) and (2.21), it can be shown that
It follows from (2.26) and (2.27) that Ì ÓÖ Ñ 2.3º Under the conditions of Theorems 2.1 and 2.2, we have, when
where σ 2 = var(ξ).
