In this note we consider a new variant of network of splicing processors which simplifies the general model such that filters remain associated with nodes but the input and output filters of every node coincide. This variant is called network of uniform splicing processors. Although the communication in the new variant seems less powerful, being based on simpler filters, the new variant is sufficiently powerful to be computationally complete. The main result is that nondeterministic Turing machines can be simulated by networks of uniform splicing processors. Furthermore, the simulation is time efficient.
Introduction
Computational models inspired by different biological phenomena turned out to be theoretically able to efficiently solve intractable problems. The main computational features of these models are abstracted from the way in which nature evolves. These computational models have appeared in the last two decades and have been vividly investigated from a formal point of view. For a survey of several classes of bioinspired computational models the reader is referred to [15] .
Along these lines, networks of bio-inspired processors form a class of highly parallel and distributed computing models inspired and abstracted from different biological phenomena. Networks of bioinspired processors resemble other models of computation with similar or different origins: evolutionary systems inspired by the evolution of cell populations [2] , tissue-like P systems [10] in the membrane computing area [13] , networks of parallel language processors as a formal languages generating device [3] , flow-based programming as a well-known programming paradigm [11] , distributed computing using mobile programs [5] , Connection Machine, viewed as a network of microprocessors processing one bit per unit time in the shape of a hypercube [8] , etc. Networks of bio-inspired processors may be informally described as a graph whose vertices are processors running operations on data structured as strings, pictures, multisets. Two main types of string processors have been considered so far: evolutionary processors and splicing processors.
A splicing processor [9] performs an operation called splicing that is inspired from the recombination of DNA molecules under the effect of different types of enzymes [7] . This phenomenon, called splicing, allows to genetically modify a biological entity for different purposes like: more resistant plants, organisms better adapted to weather changes, production of hormones, etc. The chemicals involved in the recombination of DNA sequences are two types of enzymes: restriction enzymes which cut the DNA at specific sites (called recognition sites) yielding two fragments with the so-called "sticky ends", and ligase which rejoin fragments with sticky ends. A computational model based on an operation abstracted from the splicing operation described above has been defined in [6] . The model viewed as a language generating device is called splicing system. Roughly speaking, the two DNA molecules are represented by strings while the restriction enzymes are represented by quadruples of strings, called splicing rules, indicating the sites where the two strings are to be cut. The compatibility for rejoining is defined by the fact that two fragments can be rejoined if they were obtained by applying the same splicing rule.
Networks of splicing processors (NSP), were introduced in [9] . The NSP model resembles some features of the test tube distributed systems based on splicing introduced in [1] and further investigated in [12] . The differences between the models considered in [1] and [9] are precisely described in [9] . In [9] one also mentions the differences between NSP and the time-varying distributed H systems, another generative model based on splicing introduced in [14] .
The computation in a network of splicing processors consists of a sequence of steps, splicing and communication, which alternate with each other until a predefined condition is satisfied. In each splicing step, all processors simultaneously apply their rules on the data existing in the nodes hosting them. Furthermore, the data in each node is organized in the form of multisets of strings (each string may appear in an arbitrarily large number of copies), and all copies are processed in parallel so that all the possible events that can take place do actually take place. In each communication step, two actions are done according to different strategies:
(i) all the nodes simultaneously send out the data they contain after a splicing step to all adjacent nodes;
(ii) all the nodes simultaneously handle all the arriving data. The communication strategies considered so far are based on filters that allow or forbid strings to enter nodes or go out from nodes. These filters are defined mainly by two types of conditions: syntactical conditions (random-context conditions, membership to regular languages, semi-conditional conditions) and semantic conditions, where polarization is just a very simple case. In the case of filters based on syntactical conditions in networks of splicing processors, there are two variants: (i) each node has an input and an output filter that could be different [9] and (ii) the filters as in the previous case of two adjacent nodes collapse on the edge between them such that each edge, which acts as a bidirectional channel between the nodes, has a unique filter [4] .
We consider here a new variant, somehow "in between" the two aforementioned variants. More precisely, the two filters associated with nodes collapse to only one such that the input and the output filters coincide.
Basic definitions
We assume the reader is familiar with the basic notions of the formal language theory. In the sequel, we summarize the main concepts and notations used in this work; for all unexplained notions the reader is referred to [16] .
An alphabet is a finite and nonempty set of symbols. The cardinality of a finite set A is written card(A). Any finite sequence of symbols from an alphabet V is called a string over V . The set of all strings over V is denoted by V * and the empty string is denoted by λ . The length of a string x is denoted by |x| while al ph(x) denotes the minimal alphabet W such that x ∈ W * . We continue with the formal definition of the splicing operation following [7] . A splicing rule over a finite alphabet V is a quadruple of strings of the form
For two disjoint and nonempty subsets P and F of an alphabet V and a string z over V , we define the predicates
The construction of these predicates is based on random-context conditions defined by the two sets P (permitting contexts/symbols) and F (forbidding contexts/symbols). Informally, the former condition requires that all permitting symbols are and no forbidding symbol is present in w, while the latter is a weaker variant such that at least one permitting symbol appears in w but still no forbidding symbol is present in w.
For every language L ⊆ V * and β ∈ {(s), (w)}, we define:
F)}. A splicing processor over V is a 6-tuple (S, A, PI, FI, PO, FO), where:
-S is a finite set of splicing rules over V . -A is a finite set of auxiliary strings over V . These auxiliary strings are to be used, together with the existing strings, in the splicing steps of the processors. Auxiliary strings are available at any moment.
-PI, FI ⊆ V are the input permitting/forbidding contexts of the processor, while PO, FO ⊆ V are the output permitting/forbidding contexts of the processor (with PI ∩ FI = / 0 and PO ∩ FO = / 0). A splicing processor as above is said to be uniform if PI = PO = P and FI = FO = F. For the rest of this note we deal with uniform splicing processors only. We denote the set of uniform splicing processors over V by U SP V .
A network of uniform splicing processors (NUSP for short) is a 9-tuple Γ = (V,U, <, >, G, N , α, In, Halt), where:
• V and U are the input and network alphabet, respectively, V ⊆ U , and, also, <, >∈ U \ V are two special symbols.
• G = (X G , E G ) is an undirected graph without loops with the set of nodes X G and the set of edges E G . Each edge is given in the form of a binary set. G is called the underlying graph of the network.
• N : X G −→ U SP U is a mapping which associates with each node x ∈ X G the splicing processor
• α : X G −→ {(s), (w)} defines the type of the filters of a node.
• In, Halt ∈ X G are the input and the halting node of Γ, respectively.
The size of Γ corresponds to the number of nodes in the graph, i.e. card(X G ). A configuration of an NUSP Γ is a mapping C : X G → 2 U * which associates a set of strings with every node of the graph. Although a configuration is a multiset of strings, each one appearing in an arbitrary number of copies, for sake of simplicity we work with the support of this multiset. A configuration can be seen as the sets of strings, except the auxiliray ones, which are present in any node at a given moment. For a string w ∈ V * the initial configuration of Γ on w is defined by C (w)
0 (x) = / 0 for all other x ∈ X G . There are two ways to change a configuration, by a splicing step or by a communication step. When changing by a splicing step, each component C(x) of the configuration C is changed according to the set of splicing rules S x , whereby the strings in the set A x are available for splicing. Formally, configuration C ′ is obtained in one splicing step from the configuration C, written as C ⇒ C ′ , iff for all x ∈ X G , the following holds:
. In a communication step, each processor x sends out all strings that can pass its filter. They are received by all the other nodes y in the graph, connected to x, provided that they pass the filter of y. Note that, according to this definition, strings that can leave a node are sent out even if they cannot pass the filter of any node. In this case we will say that they are lost. Formally, C ′ is obtained from C (we write
holds. For an NUSP Γ, the computation on an input string w is a sequence of configurations C We define two computational complexity measures using NUSP as the computing model. To this aim we consider an NUSP Γ with the input alphabet V that halts on every input. The time complexity of the finite computation C
m of Γ on x ∈ V * is denoted by Time Γ (x) and equals m. The time complexity of Γ is the partial function from N to N,
Main result
The main result of this note is a time efficient simulation of Turing machines by NUSP. Formally, Theorem.
If a language is accepted by a nondeterministic Turing machine, then it is accepted by an NUSP. 2. If a language is accepted by a nondeterministic Turing machine in
Sketch of the proof. The network contains the input and halting nodes, two nodes Sim and Res, as well as 2 further nodes for each transition of the Turing machine. We shall not give the formal descriptions of the nodes (sets of rules, axioms, permitting and forbidding symbols, respectively), but we informally describe how the network works. The input string < w > is transformed into < q 0 wB$ > ′ by two splicing steps in In, where q 0 is the initial state of the Turing machine and B is the blank symbol. Now the network performs a "rotate-and-simulate" strategy. The obtained string enters Sim, where the first symbol < q 0 (inductively, < q ) is simultaneously replaced by < q 0 ,a,s,b,R or < q 0 a,s,b,L , where (q 0 , a, s, b, R) and (q 0 , a, s, b, L) are transitions, in different copies of < q 0 wB$ > ′ . Now, the new strings enter the nodes associated with the corresponding transitions where that transition is simulated. Each transition is simulated by a constant number of splicing. Then all the strings enter node Res, where after two splicing steps, either the whole process described above starting in Sim is resumed, or a string enters Halt and the computation halts. ✷
