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Abstract
The purpose of this research is to study sequence learning in terms of sensi-
tivity to statistical structure and reward motivation using the trajectory-SRT
paradigm. This paradigm allows for continuous measurement of performance,
which will be used to conduct response time, accuracy, and trajectory analy-
ses. This was previously done in two papers (Kachergis, Berends, de Kleijn, &
Hommel, 2014b, 2014a), on which this research expands with additional ex-
periments. Furthermore, a number of models of human learning performance
were developed using the Python programming language. These models were
used to examine and compare different learning mechanisms, which allows us
to infer some of the requirements for sequence learning. By comparing how
different learning mechanisms develop certain behavior over time, I demon-
strate that prior exposure to certain material explains some of the behavior
observed in a a reinforcement learning task.
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Introduction
1.1 Sequence Learning
The ability to quickly and accurately learn sequences of actions is an essen-
tial part of human behavior. This is because most of human behavior can
be considered as a series of actions. Actions such as cycling, driving, and
speaking are made up of series of movements executed in a specific order.
For most of this behavior, the order is equally important to the goal as the
individual parts 1.
So how does someone learn to acquire and execute seemingly arbitrary
sequences of actions? Sequence learning seems difficult, and it is a feat that is
easily accomplished almost exclusively by humans. It does not appear, how-
ever, that people need to be aware of the sequence they’re learning. There is
lots of research showing that learning can be accomplished without partici-
pants being able to remember the sequence, or being aware of having learned
anything at all (Lewicki, Czyzewska, & Hoffman, 1987; Nissen & Bullemer,
1987; Boyer, Destrebecqz, & Cleeremans, 2005). But if not for awareness,
than what are the cognitive requirements for sequence learning? And without
verbal recall, how can we know that a person has learned anything?
Learning without being able to verbally confirm what has been learned
is known as implicit learning (Cleeremans, Destrebecqz, & Boyer, 1998),
because the effect of learning is implied by improved task performance. Per-
formance measures of learning have been the focus of a number of research
paradigms, such as Artificial Grammar Learning (AGL) (Reber, 1967), and
the Serial Reaction Time (SRT) task (Nissen & Bullemer, 1987). Typically,
these paradigms present participants with a series of stimuli, to which they
1The game of QWOP provides an excellent demonstration of the consequences of walk-
ing out of order.
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have to respond by pressing keys. The AGL is a classification task, and the
response consists of identifying strings as belonging to a certain grammar.
The SRT is a reaction time task, in which participants are cued for a spe-
cific response, and have to do so as quickly as possible. Both these task
rely on an underlying structure (such as a finite-state-grammar (Chomsky
& Miller, 1958)) with which to generate the strings (AGL) or sequence of
stimuli (SRT). Learning in these tasks is observed through improved reac-
tion times, or better-than-chance classification scores, compared to controls
which were not exposed to the same structure.
These paradigms have yielded some important results. Typically, par-
ticipants show improved performance in the absence of explicit knowledge
of either the grammar or sequence (Cleeremans et al., 1998). Nissen and
Bullemer (1987) have used the SRT to demonstrate that even Korsakoff’s
patients retained the ability to learn a sequence of actions. However, partici-
pants have also shown a remarkable sensitivity to the structure that was used
to generate the sequences. In a word-segmentation task, Saffran, Newport,
and Aslin (1996) demonstrated that subjects were able to correctly classify
words, taken from a pseudo-language, after listening to a unbroken stream of
syllables. There were no cues, except that certain transitions occurred more
frequently than others. This subtle difference in transitional probability2
proved sufficient for participants to learn the word segments.
It is important to study the way sequential structure influences perfor-
mance in these tasks, as it can tell us how implicit knowledge of sequential
behavior develops. Pacton, Perruchet, Fayol, and Cleeremans (2001) argued
that procedural knowledge of linguistic rules develops through prolonged ex-
posure to speech, but without the need for abstract knowledge of the these
rules. Boyer et al. (2005) demonstrated this using the SRT. They constructed
a stimulus set consisting of strings which were six elements long. Each ele-
ment in a string could only occur once, but otherwise the order was random.
The sequences were concatenated to form one long series of elements, pro-
vided no immediate repetitions occurred. Because of this generation rule, the
lag associated with a repetition of an element increases as a function of serial
position. An element positioned at the beginning of a sequence could be
2Transitional probability describes the frequency with which a transition between sylla-
bles, features, or phonemes occur in a language. Naturally, word-internal transitions occur
with higher frequency than word-external pairs. Consider the syllable bay, which is part
of the words baby and bailiff, but also obey. The transition bay#bi, as in baby, occurs with
higher frequency than bay#me, as in obey me (see Saffran et al., 1996, for more details).
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preceded by itself, but the last one was necessarily preceded by five different
elements. Participants were unaware of this, but nevertheless showed faster
responses to stimuli with a higher serial number. This pattern of response
times suggests that people acquired procedural knowledge, without abstract
knowledge.
Limitations of the SRT As such, the SRT has proven to be an effective
tool in studying sequence learning. Real-life learning, however, is not prop-
erly characterized by cued stimulus-response interactions. Instead, actions
are often spontaneously generated in a way that allows people to learn inde-
pendently. Spivey and Dale (2006) argued that ”cognition is best analyzed
as a continuously dynamic biological process, not as a staccato series of ab-
stract computer-like symbols” (p.207). In a previous study, they had adapted
a spoken-word-recognition task so that responses could be measured contin-
uously. (Spivey, Grosjean, & Knoblich, 2005). Participants used a computer
mouse to discriminate the phonetically similar words candy and candle by
moving towards corresponding figures on a screen. Researchers found that
after being presented with a word, participants spent a considerable amount
of time at the midway-point in-between the two targets, before moving to
either one. This research inspired an adaptation of the SRT-paradigm.
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Figure 1.1: Two trials from the trajectory-SRT task. This shows the recorded cursor-positions
while the participant moves from stimulus to stimulus.
The Trajectory SRT paradigm The classical Serial Reaction Time task
consists of a series of stimuli, presented sequentially on a screen, to which
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button presses serve as a response. To allow for continuous performance
measures, Kachergis et al. (2014b) developed an adaptation similar to Spivey
et al. (2005). As shown in Figure 1.1, the 4 stimulus locations would be
presented at the corners of a screen.
The trajectory-SRT paradigm was used to confirm earlier results from
Nissen and Bullemer (1987). People improved their performance over time
but could generally not identify the sequence of movements afterwards. How-
ever, results similar to those obtained by (Spivey et al., 2005) showed that
even during early training, a lot of time was spent towards the center of the
screen (see Figure 1.2). It appears uncertainty concerning the location of
the upcoming stimulus caused participants to seek out the midway-point in
between all stimuli. Because this minimizes the distance towards potential
targets, this seems like a beneficial strategy .
NB87 Early NB87 Late
Random Early Random Late
Figure 1.2: A heatmap of cursor positions during the first 500ms after reaching correct stimulus
positions. One group trained on a recurring sequence of stimulus locations (taken from Nissen and Bullemer
(1987)), the other on a purely random set. The latter group shows a strong tendency towards the center
after leaving the previous stimulus position, most evident during late training.
The trajectory-SRT paradigm has revealed people update their behavior
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in different ways when exposed to various sequences of stimuli. In the absence
of structure, people move instinctively towards the center. But when the
sequence contains a hidden structure, people seem to be sensitive to it. The
sequence that was used in Kachergis et al. (2014b) was copied from Nissen
and Bullemer (1987), and consisted of a simple recurring sequence of ten
stimuli (hereafter referred to as the NB sequence). Both studies showed a
pattern of response times (shown in figure 1.3) that was strikingly similar,
suggesting the characteristics of the sequence itself caused the pattern.
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Figure 1.3: Reaction Time for each serial position The pattern of response times over sequence
position, during early and late training. Indicating stimulus position from left-to-right, top-to-bottom as
1-2-3-4, the sequence read: 4-2-3-1-3-2-4-3-2-1.
Repetition Distance Nissen and Bullemer (1987) discussed this pattern
of response times, and originally concluded participants might process the
sequence into two chunks, separated by the fifth serial position. The anoma-
lously high response times associated with the fifth serial position led them
to conclude people chunked the sequence into two parts. There is, however,
another explanation, similar to the effect described by Boyer et al. (2005):
repetition distance. Repetition distance refers to the relative distance be-
tween two repetitions of the same stimulus. Looking at the repetition dis-
tance of stimuli in the NB sequence (4,2,3,1,3,2,4,3,2,1), sequence positions
2, 5, 8, and 9 are associated with short repetition distances. Response times
at these positions also appear to be longer than average.
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1.2 Models of Sequence Learning
Performance measures have shown that people are sensitive to the statistical
structure that is present in training material, such as repetition distance or
transitional probability. This sensitivity shows itself in the form of prepara-
tory movements, and is observable in the intermediate period between stim-
ulus and response. The question remains whether people are naturally sen-
sitive to certain kinds of statistical structure (such as repetition distance),
or whether this is the result of prolonged exposure to such sequences. In
order to explain learning behavior in terms of sensitivity to certain kinds of
statistical structure, Boyer et al. (2005) have developed computational mod-
els of different learning processes. They constructed a model that assumes a
natural sensitivity to repetition distance, and trained it on the same stimulus
set mentioned earlier (p.4). The sequence contained six unique stimuli and
for each one, a corresponding unit would fire upon activation. Firing would
distribute its activation equally over the rest of the units, causing the net
activation to remain equal. Unit activation at the time of firing revealed
to be correlated to participant’s response times: faster responses for stimuli
with a high serial number.
Such results might not be surprising after training a repetition-sensitive
model on a sequence in which repetition distance was the strongest predic-
tor. Boyer et al. (2005) did, however, develop another model: the Simple
Recurrent Network (SRN). The structure of the SRN does not assume a nat-
ural sensitivity to repetition distance, but by being exposed to such training
material it learned to behave just as if it possessed such sensitivity. Boyer
et al. (2005) emphasized the importance of repetition distance as a predictor
and argued that it is likely to affect any learning situation.
Reinforcement Learning Reinforcement Learning (RL) is a branch of
machine learning that tries to model actor-environment interaction. This is
different from learning within the SRT in that it does not rely on exemplary
supervision (Sutton & Barto, 1998). Tasks such as the SRT still depend
on the presence of cues in order to facilitate learning. Real-life behavior is
instead learned through free interaction with an environment that provides
feedback (e.g. driving a car, riding a bike). Reinforcement Learning therefore
provides an excellent framework with which to study the way people learn
without instruction.
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With RL, a learning algorithm uses the feedback it receives from the en-
vironment to update its behavior accordingly. One such algorithm is called
Q-learning (Watkins, 1989). This algorithm maintains a table of state-action
combinations, each with an associated Q-value. Given a specific environmen-
tal state, the actor is most likely to choose the action associated with the
highest Q-value. Action selection also depends on a probability the actor will
choose randomly, a probability that decays over time, ensuring the model ex-
hibits some exploratory behavior. After selecting an action, the Q-learning
algorithm updates its values proportional to the reward it receives and the
maximum reward it expects to receive in the new state. As such, the model
converges on a strategy that tries to ensure maximum reward.
Although this algorithm is developed within a branch of machine learning,
there is some reason to believe that Q-learning can make predictions on
human behavior. There are a number of studies that have related the way
Q-learning updates its values to behavioral changes observed in participants
during RL-tasks, as well as correlating the Q-value updates to striatal BOLD
signals (Doll, Jacobs, Sanfey, & Frank, 2009; Li & Daw, 2011).
1.3 Research Objectives
Previous research has shown that sequence learning is modulated by atten-
tion (Nissen & Bullemer, 1987), reward motivation (Fu, Fu, & Dienes, 2008),
and is heavily dependent on statistical structure (Cleeremans & McClelland,
1991; Cleeremans et al., 1998; Aslin, Saffran, & Newport, 1998; Boyer et al.,
2005). In this line of research, the SRT has proven to be a useful tool. It does,
however, come with a shortcoming: it requires responses in the form of dis-
crete button presses which reduces the learning process to abstract stimulus-
response interactions. The intended purpose of this research is therefore to
study sequence learning through continuous performance measures in an en-
vironment that allows for exploratory behavior. This is accomplished by
adapting the trajectory-SRT into a Reinforcement-Learning (RL) task. The
task is similar to the SRT, except there are no cues. Instead, participants
are free to move towards any of the target and receive feedback on arrival.
This allows us to compare results from the experiment with those obtained
from a Reinforcement-Learning model.
First, I will present data from the RL-experiment using the sequence from
the Nissen and Bullemer (1987) study. This will allow me to compare the
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results with those obtained in earlier research (Kachergis et al., 2014b).
Secondly, I will present data from a reinforcement learning model. The
model assumes no specific sensitivity towards any structure, except for the
reward it receives. Therefore, this model will serve as a baseline. Comparing
results from the RL-model to the experimental results will help determine if
the RL algorithm is able to develop the same behavior as human participants.
Finally, I present results from a simple condensator model (SCM) that is
naturally sensitive to repetition distance and train it on the same sequence.
Additionally, in order to replicate results from Boyer et al. (2005), I present
data from a recurrent neural network. The network was trained on material
in which repetition distance serves as predictor. Considering the distribution
of responses that was found by Nissen and Bullemer (1987) and Kachergis
et al. (2014b), results from these models will help determine whether the
distribution can be explained by a sensitivity to repetition distance.
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Methods
I first discuss the methods used to obtain the experimental data. Secondly,
I discuss the Reinforcement-Learning (RL) model, how the parameters were
chosen, and how it was trained. Finally, I discuss the method of replicat-
ing the Boyer et al. (2005) models: constructing and training the Simple
Condensator Model (SCM) and Long-Short-Term-Memory (LSTM) model.
2.1 Experimental method
Design The experiment was designed to be an adaptation of the trajectory-
SRT paradigm, with the same basic setup. Participants were however, no
longer cued with the next target position, but were instead presented with
four identical stimulus locations. This forced them to explore the response
alternatives until the correct one was found. Upon reaching the correct lo-
cation, a reward (+1) was granted; reaching for a distractor would result in
a penalty (-1), after which the cursor would be relocated to the previously
occupied position. Points were accumulated throughout the experiment and
the total score was displayed continuously. The rewards and penalties served
as implicit instruction while motivating participants to learn the correct con-
tinuation of movements. The sequence of movements was taken from the
Nissen and Bullemer (1987) study, and was adapted to fit the paradigm.
Designating the stimuli as numbers from left to right, top to bottom, the
sequence read 4-2-3-1-3-2-4-3-2-1.
Participants Participants in this experiment were 13 Leiden University
students and employees (age: M = 23.9, sd =6.4) who participated in ex-
change for 3.5 euros or for course credit.
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Procedure Participants were provided with as little instruction as possi-
ble. They were told that they were enrolled in a computer-task, with the
objective to score as many points in the shortest amount of time. Further,
they were told they would be presented with four target squares in the cor-
ners of the screen, and that they were to explore their options by moving
the mouse to either target, each time resulting in either a gain or loss of
one point. The points and penalties were aggregated into a score, which was
displayed continuously at the top of the screen.
Unbeknownst to the participants, only one of the four targets would be
valid at any given moment. All were colored blue, so the valid target could
not be visually distinguished from the distractors. Upon reaching a valid
target, its color would change to green momentarily, and the score would
increase by one. The participant would then be able to continue exploring
for the next target. Arriving at an invalid target caused it to change to red
momentarily and the score top decrease by one, while the cursor was relocated
to the previously occupied target. Thus, although there were no instructions
explicitly indicating it, participants were likely to infer that they had chosen
the incorrect stimulus. And as the cursor was relocated, they likely also
assumed they should choose one of the remaining two, as the same target
was never repeated immediately. In the absence of a previous target (i.e.,
only at the beginning of the experiment or after a rest break) the cursor was
moved back to the middle of the screen.
Each trial consisted of a series of 10 targets (labeled 1-4 left-to-right and
top-to-bottom: 4-2-3-1-3-2-4-3-2-1) that repeated continuously, with no indi-
cation where one trial stopped and the next began. Participants completed
eight blocks of 10 such trials, with a short rest break after every 2 blocks (i.e.,
200 correct movements). A participant who somehow knew the sequence be-
fore entering the experiment and never made a mistake could theoretically
receive the maximum of 800 points. At worst, a participant with no memory
of even the previous target they had tried may make an infinite number of
mistakes, and may never finish the experiment. Assuming enough memory to
not repeat the same invalid target more than once when seeking each target
(i.e., an elimination strategy), a participant using this elimination strategy
would expect on average to score 0 points, as the expected value of complet-
ing one movement successfully is 01. Note that participants were not told
1There are (excluding the possibility for repeating identical mistakes) three ways of
completing a movement succesfully: immediately choosing the valid target, making one
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that there was a single deterministic sequence, let alone details such as how
long the sequence was.
2.2 Computational Models
The Reinforcement Learning Model The model was designed using
PyBrain (Schaul et al., 2010), and consists of an environment, a task, and
an agent (see Fig. 2.1). The environment contains all the data regarding the
targets, which it passes to the task. The task passes the current state of the
environment to the agent, which selects the relevant action. The action is
evaluated by the environment, which updates itself and passes a reward to
the agent. The reward is used to update the agent’s strategy, and the model
continues with the next step. Using this design we developed a model aimed
at performing the reinforcement learning SRT task.
Experiment
Task
Environment
Agent
rewardactionobservation
Figure 2.1: The RL-model Overview of the experimental setup for the RL model. Each component is
implemented as a class, and interacts with other components as indicated by the arrows.
As in the human experiment, the data regarding the targets was only
partially-visible to the agent. The task acted as a veil through which a cer-
tain state would be observable. To a human participant, the current position
in the sequence would be obvious, as it was colored differently from the other
mistake, and making two mistakes. Given 1 point for making the correct move, and -1
point for each mistake, the expected value for completing one movement is (1/3 ·1)+(1/3 ·
(1− 1)) + (1/3 · (1− 1− 1)) = 0)
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stimuli. At a minimum, the immediately prior occupied position was prob-
ably obvious as well, readily available in memory. Positions preceding that,
however, might not be reliably accessible in memory. In the sequence we
used (4-2-3-1-3-24-3-2-1), following Nissen and Bullemer (1987), each posi-
tion’s identity is fully determined by the previous two positions. That is,
one could perfectly predict the next position given only the two prior to
it–assuming that one has determined that there is a deterministic, periodi-
cally repeating sequence. The RL models we use rely on a set of third-order
observations, assuming that the models know their current position and the
two prior positions.
The model’s core is its learning component, which is contained within
the agent and maintains a table that links input-states to action-values. For
each given input-state there are three possible actions. The associated action-
values are initially set uniformly, but upon receiving a reward, the agent’s
learning component updates the action-values using a learning algorithm.
The algorithms we tested were Q-learning (Watkins, 1989) (see 2.1)2 and
SARSA (Rummery & Niranjan, 1994).
Qt+1(st, at) = Qt(st, at) + at(st, at) ·
(
Rt+1 + γ ·maxnext−Qt(st, at)
)
(2.1)
This algorithm is used to update the action-values after receiving feed-
back from the task. Eventually, reinforced actions will become associated
with higher action-values. Action selection is therefore dependent on re-
ward expectation, but is nonetheless stochastic, which is why the agent does
not always choose the maximum action-value associated with the current
state. This exploratory behavior is managed by a decaying constant, which
is proportional to the probability of a random chance being chosen over the
maximum action-value.
Q-learning and SARSA were chosen as simple baselines that differ some-
what in exploratory behavior and learning speed, and thus may be suitable to
compare to human behavior which varied widely. As with the human partic-
ipants, the simulated SARSA and Q-learners were tasked with iterating over
the repeated sequence until the successful completion of 800 movements. For
2Here, α is the learning rate, γ is the discount factor, and R is the reward. Q-learning is
an off-policy algorithm whereas SARSA is on-policy, the difference being in the way action-
values are updated. Q-learning is greedy, in that it updates old action-values using the
maximum of all action-values for the current state (maxnext). Instead of the maximum,
SARSA takes into account the action it has selected for the current state.
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Figure 2.2: Parameter Optimization Heatmaps corresponding to the maximum scores obtained by
the models using parameter values ranging from .0 to .99 for Alpha and Gamma. The left panel shows
scores obtained with Q-Learning; the right panel shows scores for SARSA. Darker values correspond to
higher scores.
each model, a grid search over the parameters α and γ was used to find op-
timal values (see Fig. 2.2). The optimization procedure trained both models
one the task with parameter values for alpha and gamma ranging from .01
to .99 with increments of .01. For each model, we chose the parameter value
that provided the highest score (α = .38, γ = .99 for Q; α = .01, γ = .98 for
SARSA).
The Simple Condensator Model The model is a replication of the one
described in Boyer et al. (2005), but consists of four units instead of six; one
unit for each unique response (See Fig. 2.3).
Figure 2.3: The SCM-model A simple overview of the SCM, showing four interconnected units.
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The model was initiated with a net activation of 1.0, .25 for each unit.
Upon presentation of a stimulus, the corresponding unit would fire. This
would distribute all its accumulated activation equally among the remaining
three units, resetting its own activation to zero. Unit response was computed
as the inverse of unit activation. The model was trained on the same recurring
sequence mentioned above (4-2-3-1-3-2-4-3-2-1).
The Long-short-term-memory Network The network was designed in
pybrain (Schaul et al., 2010) and was modeled to replicate results from (Boyer
et al., 2005). Figure 2.4 shows an overview of the network.
Figure 2.4: The LSTM-model Overview of the LSTM model, showing the input-, hidden-, and output-
layers.
The LSTM-network (see Fig. 4) is slightly different from the Simple Re-
current Network (SRN). Wheras the SRN utilizes recurrent connections that
copy a hidden layer’s activation and feed it back into the hidden layer, the
LSTM-model uses a LSTM-layer (Hochreiter & Schmidhuber, 1997). Such a
layer is constructed so that it can maintain activity within the layer itself,
using so-called ”memory cells”. The network was constructed as shown in
figure 2.4 and initialized with random weights.
The training material was constructed so that it matched the criteria set
by (Boyer et al., 2005): 24 (4!) subsequences containing each of the four
stimulus locations were concatenated into a string of 96 stimuli. The sub-
sequences were shuﬄed randomly, with the only exception that no immediate
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repetitions could occur. The test material matched the sequence used in the
experimental setup, and was taken from Nissen and Bullemer (1987).
The network was trained for 50 epochs on the Boyer et al. (2005) dataset.
At each timestep, a stimulus from the sequence was presented by setting the
corresponding input unit to 1.0. Using standard back-propagation, the model
was trained on predicting the next stimulus in the sequence. Afterwards, all
modules (except for the weights) were reset so that the model’s memory
cells did not contain any activation. After training, the model was tested on
the Nissen and Bullemer (1987) sequence. Activity of the output units was
recorded, and subtracted from 1 to provide a response measure compatible
with the mean number of mistakes in the RL-task.
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Results
3.1 Experimental Results
Score The data from all 13 participants were analyzed. Figure 3.1 shows
a histogram of the final score achieved by each participant. Note that the
distribution is bimodal, with four participants collecting less than 300 points
and all but one of the rest accumulating more than 500 points each. Given the
bi-modality of the score distribution, a median split was performed to divide
the participants into high-performing ≥ 526; 7 people) and low-performing
< 526; 6 people) groups. The remaining analyses are carried out separately
for each group.
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Figure 3.1: Scores obtained by participants The left panel shows a histogram of the final scores;
the right panel shows performance over time.
In the high-scoring group, participants achieved almost flawless perfor-
mance after only approximately 30 trials, while the low-scoring group con-
tinued to struggle the entire experiment.
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Response Times The overall median RT for all stimulus arrivals was 1,401
ms (σ= 4,980). Of 10,400 correct target arrival times (median: 1,078 ms, σ:
2,216), 317 (3%) were trimmed for being too slow (median + 2 * σ). Of the
4,117 incorrect stimulus arrival times (median: 2,397 ms, σ: 8,401), 100 were
trimmed for being too slow (2.4%). Each subject’s median RT for correct
and incorrect movements was computed for each 10-trial block.
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Figure 3.2: Response Times Mean of median response times over time, for the high- and low-
performing groups. The left panel shows response times for correct movements, the right panel response
times for incorrect movements.
Figure 3.2 shows the mean of subjects’ median correct RTs over the exper-
iment, split into high- and low-performing group. RTs for correct movements
improve in both groups during the first few blocks, but the high-scoring group
speeds up more than the low-scoring group. Figure 3.2 also shows that the
rare incorrect RTs for the high-performing group get slower over the course
of the experiment, whereas the low-performing group’s incorrect RTs only in-
crease a bit. This might indicate that the participants in the low-performing
group were using a different strategy from those in the high performing group.
Accuracy The mean number of mistakes made over the entire experiment
was 19.84 (σ= 21.34) for the high-scoring group, and 63.5 (σ= 11.87) for the
low-scoring group. Over time, the number of mistakes decreased especially
for the high scoring group. Examining the mistakes made by each group of
participants according to where they were in the sequence revealed that for
both groups the fifth stimulus was particularly challenging. This is reflected
in the mean number of mistakes for each group, as well as in the mean RT
to the target by sequence position (see Figure 3.3).
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Figure 3.3: Performance over sequential position The left panel shows mean of median response
times for each sequence position, the right shows the mean number of mistakes mistakes.
Serial Position Target 1 2 3 4
1 4 18 143 250 972
2 2 84 1,013 329 0
3 3 212 0 1,009 99
4 1 1,013 114 0 186
5 3 0 382 991 432
6 2 110 1,019 0 180
7 4 246 0 101 1,025
8 3 325 151 1,015 0
9 2 203 1,012 0 85
10 1 1,014 0 118 249
Table 3.1: Table of Hits and Misses All collisions (i.e. hits and misses) made by participants during
the experiment, for serial positions 1 through 10, and stimulus positions 1 through 4. (note that only
serial position 1 features collisions on all positions; this is because only at the first trial all four stimulus
positions were targets)
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Table 3.1 lists all hits and misses over the course of the experiment.
Interestingly, not only are most of the mistakes made on trials were the valid
target is associated with a relatively short repetition distance, the location
were the mistakes were made corresponds with targets that are associated
with a longer repetition distance (e.g. the most frequent mistake at serial
position 5 is at location 4, which at that point is associated with a repetition
distance of 4 trials.)
Trajectories The largest difference between the high- and low-scoring groups
showed itself in the speed and accuracy measures for the fifth sequential po-
sition. We therefore analyzed movement during this trial, shown in Figure
3.4. It the top-right panel of the figure, it can clearly be seen that partici-
pants move correctly to the next target, without much delay or detour. In
contrast, participants in the bottom-left panel move with confusion, often
re-centering before choosing either target. This behavior is largely missing
from the bottom-right panel, however, suggesting even the low-scoring par-
ticipants changed strategies over the course of the experiment.
High Early High Late
Low Early Low Late
Figure 3.4: Cursor position during the 5th trial A heatmap of cursor-positions during the first
500ms after reaching the 4th serial position. Here, the correct movement is 1-3; from top-left to bottom-
left.
Interestingly, it can be seen in 3.4 that, apart from the correct movement
(i.e. 1-3), the movement towards stimulus position 4 (i.e. the bottom-right)
is a common mistake.
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3.2 Modeling Results
RL model The model did not perform well, achieving a mean final score
of 316 for SARSA (α = 0.01, γ = 0.98) and 352 for Q-learning (α = 0.38, γ =
0.98). Both algorithms accumulate negative points in the first two blocks,
but even in the first ten trials, Q-learning is outperforming SARSA (see
Figure 3.5). However, despite better-than-chance performance at the end of
the experiment, neither model does as well as the high-performing human
learners, who averaged well over 500 points. The Q-learning model achieved
scores roughly equal to those of the low-performing participants. To see
whether the models have similar error patterns to humans, we investigate
the mean number of mistakes made by each model at each position in the
sequence.
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Figure 3.5: Model performance The left panel shows scores obtained by the RL-model for both the
Q-learning and SARSA algorithms. The right panel shows the mean number of mistakes per sequential
position.
Shown in Figure 3.5, the mistakes made by the models do not vary much
by sequence position, and were not significantly correlated with the pattern
of mistakes shown by low-performing humans (SARSA: r = 0.04, t(8) =
0.11, p > .05, Q-learning: r = 0.07, t(8) = 0.19, p > .05). Despite the
models being worse than the high-performing humans, we also compared
each model’s mistakes by sequential position with those made by the high-
performing group, and once again found no significant correlations (SARSA:
r = 0.04, t(8) = 0.10, p > .05; Q-learning: r = −0.15, t(8) = −0.43, p > .05).
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Serial Position Target 1 2 3 4
1 4 0 0.217 0.331 0.452
2 2 0.153 0.367 0.480 0
3 3 0.275 0 0.603 0.122
4 1 0.476 0.201 0 0.323
5 3 0 0.360 0.159 0.482
6 2 0.053 0.412 0 0.535
7 4 0.190 0 0.137 0.672
8 3 0.414 0.224 0.362 0
9 2 0.535 0.345 0 0.121
10 1 0.650 0 0.115 0.235
Figure 3.6: SCM Response and Activation The figure shows the distribution of SCM-responses (i.e.
1 / unit activation) for each serial position. The table lists SCM-output activation for unit 1 through 4,
and serial position 1 through 10.
SCM The SCM was trained on the recurring sequence taken from (Nissen
& Bullemer, 1987). The model converged on a stable pattern of responses
after only a single iteration over the sequence. Figure ?? shows that the
pattern of responses closely matches the number of mistakes made by partic-
ipants in the RL-experiment. Although this relation is stronger for people in
the low-performing group (r = .889, t(8) = 5.52, p < 0.001) than for the high-
performing group (r = .743, t(8) = 3.14, p = 0.014), the overall similarity is
striking.
The table in fig.3.6 shows the average unit activation values for each
serial position. SCM unit output was compared to the location of mistakes
made for each serial position (see.table 3.1), revealing a strong correlation
(r = .718, t(38) = 6.35, p < 0.001)
LSTM The LSTM model was pre-trained on sequential data taken from
(Boyer et al., 2005), which was adapted to suit four digits instead of six.
Figure 3.7 shows the model performance.
The left panel shows the LSTM model was able to match the behav-
ior of the SCM after being trained on the boyer-dataset. This behavior is
already apparent during the first epoch of training. Moreover, the second
panel show the LSTM showed a similar distribution of responses to the NB
sequence used in the RL-task. This relation is stronger for people in the
low-performing group (r = .854, t(8) = 4.65, p = 0.001638) than for the
high-performing group (r = .7417, t(8) = 3.13, p = 0.014). The models also
compared relatively well to each other (r = .778, t(8) = 3.51, p = 0.008)
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Figure 3.7: The left panel shows activation of the LSTM-output layer after being presented with the
sequence 1-2-3-4. The right panel shows LSTM- model response compared with SCM response and mean
number of mistakes made by participants in the RL-task. .
Biasing the RL-model This begs the question if the RL-model would
show a better approximation to the experimental data if it was biased in a
way comparable to the pretrained LSTM-network. This can be accomplished
by setting the action-values of the model so that they are proportional to the
distance in-between repetitions. Doing this will ensure that the initial pref-
erence of the RL-model will coincide with those stimulus positions associated
with the longest lag.
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Figure 3.8: Biased Q-Learning model performance The left figure show scores over time. The right
figure shows the distribution of mistakes
As can be seen in figure 3.8, the biased model performs a lot better than
when set with uniform action-values. This suggests that an initial preference
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towards novel stimulus locations improves performance on the RL-task.
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Figure 3.9: Distribution of mistakes for Biased Q-learning and participants The figure show
the distribution of mistakes for high and low decay models, and high and low performing participants.
The distribution of mistakes made by the biased RL-model is shown in
figure 3.9. As expected, the RL-model now shows a distribution that is
similar the one obtained from the experimental data. Correlations between
these distributions were high (r = .748, t(8) = 3.19, p = 0.013) for low decay
vs. low performing, and (r = .733, t(8) = 3.05, p = 0.016) for high decay vs.
high performing.
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Discussion
Distribution of mistakes The results we obtained from the RL-experiment
indicate that the effect of repetition-distance persists under RL-conditions.
In contrast to earlier results however, repetition distance seems to affect ac-
curacy more so than it did response time. This can be explained by the
differences between the two paradigms; in the trajectory-SRT task, partic-
ipants are cued before a response is required, and uncertainty about the
upcoming stimulus translates itself into longer RT’s. In the RL-task how-
ever, participants aren’t cued, and can take an arbitrary amount of time
before a response is made. Even so, uncertainty still seems to be governed
primarily by the distance between repeated instances of the same stimulus,
and shows itself as an increase in the number of mistakes that were made.
Interestingly, the distribution of mistakes in the RL-task closely matches the
distribution of response times in the SRT-task.
Both the frequency and location of mistakes made by participants were
strongly correlated to results obtained from the SCM. This suggests that the
variation in accuracy among participants can be explained by their sensitivity
to repetition distance. This confirms expectations by Boyer et al. (2005), who
said that ”negative recency (i.e. the effect of repetition distance) is likely to
play a role in any sequence learning situation” (Boyer et al., 2005, p. 395).
The RL-learning model however, did not develop the same distribution of
responses. It showed better-than-chance performance, obtaining scores sim-
ilar to low-performing participants, but it did not seem to be influenced by
repetition distance. This can be explained by the way the model is trained:
for each unique state-action combination it maintains a value that is propor-
tional to reward expectation. As the model progresses through the sequence,
the pattern of action-values will gradually converge on one that will correctly
predict the sequence. Since the table of action-values is set with uniform val-
ues, all actions will initially have a similar chance of being executed for each
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new state, regardless of repetition distance.
Results from the LSTM-network shed some light on this; the model was
only able to emulate the SCM results after being trained on material in which
repetition distance was the primary predictor. This is also a replication of
earlier findings by Boyer et al. (2005), suggesting the effect of repetition
distance is caused by prior exposure to an environment in which it served as
a predictor.
Learning rate Setting the RL-model with action-values proportional to
the repetition distance associated with each of the targets showed some in-
teresting results. Not only did the model perform better, but also showed
a learning rate comparable to high performing participants. Interestingly,
learning rate for high and low performing participants appears to be mod-
eled best when assuming high and low decay rate of exploratory behavior for
the the model. This is consistent with the observation that SCM and LSTM
outputs showed a higher correlation with the low-performing group, as com-
pared with the high-performing group. It seems that both groups showed
an initial tendency to respond solely based on repetition distance, but that
high performing group learned to predict the sequence and thus no longer
showed the effect. The low-performing group however, struggled throughout
the experiment, continuing to make mistakes distributed proportional to rep-
etition distance. The RL-model captures this behavior by setting a low decay
parameter, which effectively causes it to act randomly for a longer period of
time. Learning rate is not perfectly captured in this way, but it does seem
that the inability to memorize the entire recurring sequence is accompanied
by a higher degree of randomized movements.
28
Conclusion
I have presented data from a Reinforcement-Learning experiment using the
sequence from the Nissen and Bullemer (1987) study. Comparing the results
with those obtained in earlier research shows that the repetition distance
effect persists under RL-conditions; although more so in the distribution of
mistakes than in the distribution of response times. This suggests that nega-
tive recency is an effect that reflects uncertainty about the upcoming stimulus
location, and that this uncertainty manifests itself as an increase in RT under
SRT-conditions, and as a decrease in accuracy under RL-conditions.
Second, I have presented a simple model that is naturally sensitive to rep-
etition distance and trained it on the same sequence. This revealed that the
pattern of responses to the sequence is indicative of the repetition-distance
effect described by (Boyer et al., 2005). I was also able to replicate results
showing that the behavior of the SCM can be emulated by a neural network
trained on material in which repetition distance is the primary predictor.
This confirms that the effect of repetition distance on RT and accuracy is
most likely an adaptation to an environment in which repetition distance
serves as a predictor.
Third, I have presented a model that utilizes a reinforcement learning al-
gorithm, which was trained in a similar fashion as participants. This showed
that the Q-learning and SARSA algorithms can learn to emulate human per-
formance to a certain degree, but fail to reproduce the same distribution
of mistakes. This further suggests that the effect of repetition distance ob-
served in the RL-experiment isn’t simply the result of participants trying to
maximize reward. Additionally, the RL-model performed significantly better
when it was biased to initially prefer stimulus locations associated with a
long repetition distance. This suggests that the tendency to move towards
novel stimulus positions might have been helpful to participants during the
RL-experiment.
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Taken together, results from these models show how exposure to a specific
environment can influence the way people learn sequences. But neither of
the SCM or LSTM models were able to capture all aspects of the results,
and the RL-model was only able to do so after artificially biasing its values.
It is probable however, that no single algorithm is able to fully model the
human learning process, and that people utilize multiple learning processes
simultaneously.
In learning simple recurring sequences it seems that repetition distance,
the lag associated with repetitions of the same stimulus, is a salient predictor.
People are affected by it, and use it in order to predict what’s coming. This
behavior is best explained by experience people have had with similar se-
quential material. Other material, which does not consist of discrete stimuli,
or simple recurring sequences, most likely contains other structuring features
as well (e.g. transitional probability, p.5). From the results presented in this
research, it seems likely that people should be sensitive to a whole range of
statistical structure underlying sequential material. It remains important to
study the ways people learn and depend on these structures, as it will teach
us about the learning process, making mistakes, and resolving uncertainty.
30
References
Aslin, R., Saffran, J., & Newport, E. (1998, June). Computation of con-
ditional probability statistics by 8-month-old infants. Psychological
Science, 1–4.
Boyer, M., Destrebecqz, A., & Cleeremans, A. (2005). Processing abstract
sequence structure: Learning without knowing, or knowing without
learning? Psychological Research, 69 , 383–398.
Chomsky, N., & Miller, G. A. (1958). Finite state languages. Information
and Control , 91–112.
Cleeremans, A., Destrebecqz, A., & Boyer, M. (1998). Implicit learning:
news from the front. Trends in Cognitive Sciences , 2 (10), 406 - 416.
Cleeremans, A., & McClelland, J. L. (1991). Learning the structure of event
sequences. Journal of Experimental Psychology: General , 120 , 235–
253.
Doll, B. B., Jacobs, W. J., Sanfey, A. G., & Frank, M. J. (2009). Instruc-
tional control of reinforcement learning: A behavioral and neurocompu-
tational investigation. Brain Research, 1299 , 74 - 94. (Computational
Cognitive Neuroscience {II})
Fu, Q., Fu, X., & Dienes, Z. (2008). Implicit sequence learning and conscious
awareness. Consciousness and Cognition, 17 , 185–202.
Hochreiter, S., & Schmidhuber, J. (1997, NOV 15). Long short-term memory.
NEURAL COMPUTATION , 9 (8), 1735-1780.
Kachergis, G., Berends, F., de Kleijn, R., & Hommel, B. (2014a). Reward
effects on sequential action learning in a trajectory serial reaction time
task. IEEE Conference on Development and Learning / EpiRob 2014 .
Kachergis, G., Berends, F., de Kleijn, R., & Hommel, B. (2014b). Trajectory
effects in a novel serial reaction time task. Proceedings of the 36th
Annual Conference of the Cognitive Science Society .
Lewicki, P., Czyzewska, M., & Hoffman, H. (1987). Unconsicous acquisition
31
of complex procedural knowledge. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 13 , 523–530.
Li, J., & Daw, N. D. (2011). Signals in human striatum are appropriate
for policy update rather than value prediction. The Journal of Neuro-
science, 31 (14), 5504-5511. doi: 10.1523/JNEUROSCI.6316-10.2011
Nissen, M. J., & Bullemer, P. (1987). Attentional requirements of learning:
evidence from performance measures. Cognitive Psychology , 19 , 1–32.
Pacton, S., Perruchet, P., Fayol, M., & Cleeremans, A. (2001). Implicit
learning out of the lab: The case of orthographic regularities. Journal
of Experimental Psychology: General , 130 (3), 401 - 426.
Reber, A. S. (1967). Implicit learning of artificial grammars. Verbal Learning
and Verbal Behavior , 5 (6), 855–863.
Rummery, G. A., & Niranjan, M. (1994). On-line q-learning using connec-
tionist systems (Tech. Rep. No. CUED/F-INFENG/TR 166). Cam-
bridge University.
Saffran, J., Newport, E., & Aslin, R. (1996). Word segmentation: The role
of distributional cues. Journal of Memory and Language.
Schaul, T., Bayer, J., Wierstra, D., Sun, Y., Felder, M., Sehnke, F., . . .
Schmidhuber, J. (2010). PyBrain. Journal of Machine Learning Re-
search, 11 , 743–746.
Spivey, M. J., & Dale, R. (2006). Continuous dynamics in real-time cognition.
Current Directions in Psychological Science, 15 (5), 207–211.
Spivey, M. J., Grosjean, M., & Knoblich, G. (2005, JUL 19). Continuous
attraction toward phonological competitors. Proceedings of the Na-
tional Academy of Sciences of the United States of America, 102 (29),
10393-10398.
Sutton, R. S., & Barto, A. G. (1998). Reinforcement learning: An introduc-
tion. Cambridge, MA: MIT Press.
Watkins, C. J. C. H. (1989). Learning from delayed rewards (Unpublished
doctoral dissertation). Cambridge University.
32
