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Abstract
Based on the theories of sliced inverse regression (SIR) and reproducing kernel Hilbert
space (RKHS), a new approach RDSIR (RKHS-based Double SIR) to nonlinear dimension
reduction for survival data is proposed and discussed. An isometrically isomorphism is
constructed based on RKHS property, then the nonlinear function in the RKHS can be
represented by the inner product of two elements which reside in the isomorphic feature
space. Due to the censorship of survival data, double slicing is used to estimate weight
function or conditional survival function to adjust for the censoring bias. The sufficient
dimension reduction (SDR) subspace is estimated by a generalized eigen-decomposition
problem. Our method is computationally efficient with fast calculation speed and small
computational burden The asymptotic property and the convergence rate of the estimator
are also discussed based on the perturbation theory. Finally, we illustrate the performance
of RDSIR on simulated and real data to confirm that RDSIR is comparable with linear
SDR method. The most important is that RDSIR can also extract nonlinearity in survival
data effectively.
1 Introduction
Sparse high-dimensional data are encountered in a wide range of areas including biology,
genomics, health sciences, astronomy, economics and machine learning. variable selection and
sufficient dimension reduction (SDR) are two commonly used methods in modeling such data.
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However, these two methods are based on different assumptions. For variable selection, re-
searchers assume that among all the covariates, only a few are truly related to the response. In
recent years, researchers have done much work on variable selection and gained notable achieve-
ments including LASSO type [40, 53, 50, 36], Elastic net [54], Dantzig selector [6], SCAD [14],
SIS [15, 16] and many others. While in the aspect of SDR, the assumption is that the re-
sponse variable may relate to all the covariates but only relates to a few linear combinations of
them. The goal of SDR is to recover the space spanned by the coefficient vectors of these linear
combinations. There are three commonly used methods in the existing literature: the inverse re-
gression methods, the non-parametric methods (e.g.[46]) and the semiparametric methods (e.g.
[33]). The inverse regression methods started with sliced inverse regression (SIR) proposed by
Li [27], which considered the following model
Y = g(βT1X, · · · ,βTqX, ), (1)
where X is the p-dimensional regressor vector, Y is the response variable, g is an arbitrary
function on Rq+1, random error  and X are independent, β1, · · · ,βq are p-dimensional non-
random vectors which are so called SDR directions which capture all we need to know about Y .
The space generated by SDR directions is SDR space. Obviously, {β1, · · · ,βq} = Ip is a trivial
case. Denote B = span{β1, · · · ,βq}, the central subspace [7] with the smallest q (q  p),
which is the intersection of all SDR subspaces. The goal of SDR under model (1) is to find B
without specifying the unknown function g. For identifying the central space, SIR uses the first
several significant eigenvectors of the matrix Cov{E(X)|Y } to recover B. However, SIR fails to
identify some symmetric patterns, sliced average variance estimation (SAVE) [9] was developed
to deal with this problem, but SAVE is less efficient than SIR [8]. Some other inverse regression
methods are directional regression (DR) [25], kernel inverse regression [52], and so on. All these
methods are based on certain conditions including linear design condition [27] and constant
variance condition [9]. As for non-parametric methods that are conceptually more intuitive
while computationally more complicated, the most original ones are the minimum average
variance estimation (MAVE) [46] and density based MAVE (dMAVE) [47]. These methods
do not require the linear design condition and constant variance condition that are critical for
inverse regression methods. Ma and Zhu [33] casted the SDR problem in a semiparametric
estimation framework, in which the common conditions of linearity and constant variance on
the covariates may be removed but at the cost of performing nonparametric regression. There
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are many other methods available in literatures. See [34] among others for more details.
Until now, we only discuss that the reduced predictors take the linear form βTX, which
may not work if the response does not relate to a function of a finite set of {βTX, β ∈ Rp}.
In contrast, the reduced predictors may take the nonlinear form u(X), where u is a function
in a Hilbert space. Thus, linear SDR methods were generalized to the nonlinear ones, e.g.,
generalized SIR (GSIR) and generalized SAVE (GSAVE) [24], kernel SIR [44], kernel dimension
reduction (KDR)[18] and [45, 49] and so on. But as far as we know, the existing such nonlinear
methods are not suitable for survival data.
Survival analysis is a branch of statistics that is used to analyze data in which the time until
the event is of interest. Survival data are often censored, and hence it is always a challenge
to model such data. Thus, the research on SDR for survival data is not very well developed.
DSIR (Double SIR) proposed by Li et al. [28] is an extension of SIR for survival data. DSIR
assumes that the survival time T and the regressor vector X can be modeled by the model (1).
Thus, when the linear design condition [27] holds, E(X|T )−E(X) ∈ span{Σβj, j = 1, · · · , q},
where Σ = Cov(X) is the covariance matrix of X. For characterizing the information of
censoring, DSIR assumes that the censoring time C can be modeled by a model like (1).
However, DSIR only finds linear SDR directions. Therefore, we need new nonlinear dimension
reduction approaches for survival data in order to extract important nonlinear components. The
literature on SDR for survival data in recent decades includes [29, 38, 42, 48, 32] among others.
However, most of them discussed only linear SDR directions. To our knowledge, nonlinear SDR
for survival data is a completely new field.
In this paper, we go one step further to propose a method for nonlinear SDR for survival
analysis. Our method is motivated by the DSIR and the kernel trick that is an ingenious
technique based on the reproducing kernel Hilbert space (RKHS) theory. See [3, 4, 37, 43] for
more details about RKHS. Specifically, we allow the nonlinear functions to reside in a RKHS,
an isometrically isomorphism is constructed based on RKHS property, then u above can be
represented by the inner product of two elements which reside in the isomorphic feature space.
The linear directions found in the isomorphic feature space are corresponding to the nonlinear
directions in the original input space. Zhong et al. [51] proposed the regularized SIR (RSIR)
method which is efficient and stable in computation for data with high dimensionality and high
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collinearity. Wu et al. [45] discussed some asymptotic properties of RSIR. As in this paper, we
also adopt this regularization method to improve the efficiency and stability of the computation
of the proposed method. Cui and Wu [10] gave an overview of the approach to a nonlinear
SDR for censored survival data and presented some preliminary theoretical and experimental
results on the method which we abbreviate as RDSIR (RKHS-based Double SIR). In this paper,
we give a systematic illustration on this approach and prove several theoretical results about
RDSIR rigorously, which include the consistency as well as the convergence rate of nonlinear
SDR directions if the regularization parameter satisfies some conditions.
The rest of the paper is organized as follows. In section 2, we introduce the nonlinear
dimension reduction model for modeling survival data and then discuss the generalized eigen
problem based on RKHS theory. In section 3, we investigate the asymptotic properties of
RSDR. In section 4 we do Monte Carlo simulations on RDSIR and compare it with DSIR. At
last, the performance of RDSIR is illustrated on real data.
Throughout this paper, Z = {1, 2, . . . , } and R = (−∞,∞). The operation “⊗” is defined
as follows: for any α, β ∈ W , α ⊗ β means for any η ∈ W such that (α ⊗ β)η = 〈β,η〉α.
Let W1 and W2 be two subspaces of W such that for any β1 ∈ W1 and any β2 ∈ W2, β1 is
orthogonal to β2, then W1 is said to be orthogonal to W2. If in addition, any β ∈ W can be
written as a sum of a β1 ∈ W1 and a β2 ∈ W2, then we write W = W1 ⊕ W2. Let S be a
subspace in a Hilbert space W . PS denotes the orthogonal projection operator on S such that
for any β ∈ W , PSβ ∈ S and is orthogonal to β − PSβ ∈ W . Let X, Y and Z be random
vectors. The notation X ⊥ Y means that X and Y are independent, while the notation
X ⊥ Y | Z means that X and Y are conditionally independent given Z. In denotes the n×n
identity matrix, and 1n stands for the n dimensional vector (1, . . . , 1)
T . Let A be an n × m
matrix with m ≤ n. Then PA = A(ATA)−1AT is an n × n projection matrix onto the linear
space spanned by columns of A. Let B be a set. I(B) denotes the indicator function of the set
B. If Ω is a set, #{ω ∈ Ω} denotes the number of elements in Ω.
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2 Nonlinear sufficient dimension reduction via reproduc-
ing kernel
2.1 The model setup
Let T , C and X = (X1, . . . , Xp)
T ∈ X ⊂ Rp which are random, denote respectively the true
(unobservable) lifetime, the censoring time and p-dimensional covariates. Put T˜ = T ∧ C and
∆ = I(T ≤ C). The commonly made assumption for the censoring mechanism is given below:
Condition 1: T ⊥ C |X.
Let HR be a RKHS with reproducing kernel R(·, ·) whose spectral decomposition is given
by
R(s, t) =
∞∑
j=1
ajφj(s)φj(t), s, t ∈ X ,
where {aj, j ∈ Z} is a sequence of nonnegative, non-increasing eigenvalues, {φj(·) j ∈ Z} is a
sequence of corresponding eigenfunctions. We assume that the functional dependence of T on
X is given by
T = g(u1(X), ..., uq(X), ε), (2)
where g is a positive function, uj(·) ∈ HR, 1 ≤ j ≤ q, are linearly independent in HR, ε is the
random error with zero mean, and ε is independent with X ∈ X .
Let l2 be the space of all sequences x = (x1, x2, · · · ) of real numbers satisfying the condition∑∞
i=1 x
2
i <∞. Define the map φ : X 7→ l2 by
φ(s) = (
√
a1φ1(s),
√
a2φ2(s), · · · )T ∈ l2, s ∈ X
and the `2 inner product between φ(s) and φ(t) is
〈φ(s),φ(t)〉 = R(s, t), s, t ∈ X , (3)
It can be shown that the space
H = span{φ(s1),φ(s2), · · · ,φ(sm), sj ∈ X , j = 1, 2, . . . ,m, m ∈ Z}
with the inner product (3) is a Hilbert space, where A denotes the closure of the set A.
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Let the map M : HR → H satisfy MR(s, ·) = φ(s). By (3), it follows that
〈MR(s, ·),MR(t, ·)〉 = 〈φ(s),φ(t)〉 = R(s, t) = 〈R(s, ·),R(t, ·)〉HR ,
which implies thatM is an isomorphic map from HR to H. Hence, for each η ∈ H, there exists
a unique u(·) ∈ HR such that Mu(·) = η. By the reproducing property of RKHS, we have
u(X) = 〈u(·),R(X, ·)〉HR = 〈η,φ(X)〉.
Therefore, for u1(·), . . . , uq(·) in (2), there exist respectively η1, . . . ,ηq such that Muj(·) = ηj,
1 ≤ j ≤ q. Then Model (2) can be written as
T = g(〈η1,φ(X)〉, · · · , 〈ηq,φ(X)〉, ε). (4)
It is easy to see that η1, . . . ,ηq are the sufficient dimension reduction (SDR) directions in H.
The linear space generated by η1, . . . ,ηq is a dimension reduction space denoted by BT ⊂ H.
Since u1(·), · · · , uq(·) are linearly independent in HR, {η1, · · · ,ηq} forms a basis for BT , and BT
is hence the central dimension reduction subspace, the smallest dimension-reduction subspace.
Let {β1, . . . ,βq} be a basis for BT . In view of (4), it follows that there exists a positive function
g1 such that
T = g(〈η1,φ(X)〉, · · · , 〈ηq,φ(X)〉, ε) = g1(〈β1,φ(X)〉, · · · , 〈βq,φ(X)〉, ε),
which implies that
X ⊥ T | 〈β1,φ(X)〉, 〈β2,φ(X)〉 · · · , 〈βq,φ(X)〉. (5)
We can see that the dimension reduction directions are not identifiable and we need only to
estimate the space spanned by {η1, . . . ,ηq}.
Let Z be a random element taking values in H. If E‖Z‖2 < ∞, the expectation of Z
denoted as E(Z) ∈ H, is defined such that 〈η, E(Z)〉 = E〈η,Z〉 for all η ∈ H, and the
covariance of Z denoted as Cov(Z), is given by E[(Z − E(Z))⊗ (Z − E(Z))].
By Lemma 1 given in Section 3, a basis {β1, . . . ,βq} of BT can be obtained by solving the
following generalized eigenvalue-eigenvector problem:
Γβ = λΣβ, (6)
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where Σ is the covariance operator of φ(X) and Γ is the covariance operator of φ(X) conditional
on T , i.e., Σ = Cov(φ(X)), Γ = Cov(E(φ(X) | T )). From [5], Σ is a compact operator and
the spectral decomposition of Σ is
Σ =
∞∑
j=1
νjψj ⊗ ψj,
where {ν1, ν2, · · · } are eigenvalues and {ψ1, ψ2, · · · } are the corresponding eigenfunctions. Under
the linear design condition about the nonlinear dimension reduction as in Lemma 1, Γ is also
a compact operator with rank dΓ ≤ q. The spectral decomposition of Γ is
Γ =
dΓ∑
j=1
ζjϕj ⊗ ϕj,
{ζ1, ζ2, · · · } and {ϕ1, ϕ2, · · · } are corresponding sequence of eigenvalues and eigenfunctions.
2.2 Estimating the central subspace
Partition [0,∞) by 0 = t1 < t2 < ... < tL < tL+1 = ∞. Denote µ = E[φ(X)], µ` =
E[φ(X)|T ∈ D`] and p` = P (T ∈ D`), where D` = [t`, t`+1), ` = 1, . . . , L. Throughout the rest
of this paper, we assume that p` > 0, for ` = 1, . . . , L.
Let {T˜i,∆i,Xi, i = 1, . . . , n} be the observed data of (T˜ ,∆,X) so that {T˜i,∆i,Xi}, i =
1, . . . , n, are independently and identically distributed (i.i.d.). In light of (6), we can obtain an
estimation of a basis of BT by solving the following generalized eigenvalue-eigenvector problem
Γ̂β = λΣ̂β, (7)
where Γ̂ and Σ̂ are respectively estimators of Γ and Σ. Thus, the remaining problem is to find
estimations of Γ and Σ.
By the invariance property coined by Cook ([7]), we can assume without loss of generality
that
∑n
i=1φ(Xi) = 0. Denote the centered mapped data by Φ = (φ(X1), . . . ,φ(Xn)). We
may estimate Γ and Σ by
Σ̂ =
1
n
n∑
i=1
φ(Xi)⊗ φ(Xi) = 1
n
ΦΦT , (8)
Γ̂ =
L∑
`=1
p̂`µ̂` ⊗ µ̂` = 1
n
ΦQΦT , (9)
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where Q = (1/n)Ŵ P̂−1Ŵ T , Ŵ = (ŵil)1≤i≤n,1≤l≤L, P̂ = diag(p̂1, · · · , p̂L) and µ̂` is the
empirical estimator of µ`. The expressions of µ̂`, ŵi` and p̂` will be given in Subsection 2.3.
Since BT is the central SDR subspace, by (8) and (9), the solution of (7) should be in the
space spanned by {φ(X1), . . . ,φ(Xn)}, more details can be found in Lemma 2 given later. If
β˜ is such a solution, there exists an n-dimensional α˜ such that β˜ = Φα˜. Denote R = ΦΦT .
Thus, the infinite dimensional equation (7) can be converted to the following finite dimensional
one
RQRα = λR2α. (10)
Note that R is singular in general. However, the relationship between the kernel matrix of
centered mapped data and that of raw mapped data is known. As discussed in [44], this
relationship is
R =
(
In − 1
n
1n1
T
n
)
R˜
(
In − 1
n
1n1
T
n
)
, (11)
where R˜ = R(Xi,Xj)1≤i,j≤n is the Gram matrix of R(·, ·) over X1, . . . ,Xn.
Similar to the methods in [30] and [51], we add a regularization term to the right hand side
of (10) to prevent over-fitting and numerically instability, which results in
RQRα = λ(R2 + n2τIn)α, (12)
where τ is a tuning parameter. We elaborate how to chose τ in section 3.
2.3 Double slicing
{T˜i} consists of two types of observations. One type of observation is the observed lifetime
while the other type of observation is only the censoring time. Since the censoring time is
dependent on the lifetime, to adjust for the censoring bias, we use the double slicing here in
light of [28].
By the definition of µ` given in Subsection 2.2, we have
µ` =
E [φ(X)I (T ∈ D`)]
P {T ∈ D`} =
E [φ(X)I (T ≥ t`)]− E [φ(X)I (T ≥ t`+1)]
E [I (T ≥ t`)]− E [I (T ≥ t`+1)] . (13)
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Since the observations of T are right truncated because of censoring, we cannot directly estimate
E[φ(X)I(T ≥ t)] and E[I(T ≥ t)] empirically. But by Lemma 3, their estimators can be
constructed as follows:
Ê[φ(X)I(T ≥ t)] = 1
n
n∑
i:T˜i≥t
φ(Xi) +
1
n
n∑
i:T˜i<t, ∆i=0
φ(Xi)ŵ(T˜i, t,φ(Xi)),
P̂{T ≥ t} = 1
n
n∑
i=1
I(T˜i ≥ t) + 1
n
n∑
i:T˜i<t,∆i=0
ŵ(T˜i, t,φ(Xi)), (14)
where ŵ(·, ·, ·) is an estimator of the weight function w(·, ·, ·) defined by
w(t′, t,φ(X)) = ST (t|T > t′,φ(X)) with t′ < t, (15)
which implies that
Ê [φ(X)I (t` ≤ T < t`+1)] = 1
n
Φŵ`, (16)
p̂` = P̂{T ≥ t`} − P̂{T ≥ t`+1} = 1
n
1Tnŵ`. (17)
By (13)∼(17), an estimator of µ` is given by
µ̂` =
Ê [φ(X)I (t` ≤ T < t`+1)]
p̂`
=
1
n
Φŵ`
p̂`
=
Φŵ`
1Tnŵ`
. (18)
In the following, we present a method for estimating w. To make full use of censoring
information, we assume that the relationship between C and X can be modeled by
C = h(v1(X), . . . , vc(X), ), (19)
where h is an arbitrary function, vj(·), 1 ≤ j ≤ c, are linearly independent in HR, and the
random error  and the covariates X are independent. Similar to (4), Model (19) is expressed
as
C = h(〈γ1,φ(X)〉, · · · , 〈γc,φ(X)〉, ), (20)
where γj ∈ H, j = 1, . . . , c. Denote BC as the central dimension reduction subspace spanned
by γj ∈ H, j = 1, . . . , c. Let BJ ⊂ H be the smallest Hilbert space containing both BT and
BC . Then the dimension of BJ is at most q + c. By (4) and (20), it follows that
(T,C) ⊥ X | PBJφ(X).
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Thus, w(t′, t,φ(X)) given in (15) can be rewritten as
w(t′, t,φ(X)) = w(t′, t,PBJφ(X)). (21)
Since E(φ(X)|T˜ ,∆) = E(E(φ(X)|T,C)|T˜ ,∆), under the condition of Lemma 1, it can be
shown in the same way as in Lemma 1 that
E(φ(X)|T˜ ,∆)− E(φ(X)) ∈ span{Σβ1, . . . ,Σβq,Σγ1, . . . ,Σγc}.
Thus a basis of BJ can be found by solving the following generalized eigenvalue-eigenvector
problem
ΓJβ = λJΣβ, (22)
where ΓJ = Cov(ψJ(T˜ ,∆)) withψJ(T˜ , 0) = E(φ(X)|T˜ ,∆ = 0) andψJ(T˜ , 1) = E(φ(X)|T˜ ,∆ =
1).
Similar to [28], to obtain the sample version of (22), we partition the interval [0, ∞) for the
censored and uncensored lifetime as follows:
0 = t
[ι]
1 < t
[ι]
2 < . . . < t
[ι]
Lι
< t
[ι]
Lι+1
=∞, ι = 0, 1,
where t
[ι]
1 < . . . < t
[ι]
Lι
are respectively partitions of the interval (0, ∞), Lι denotes the number
of partitions, and ι = 0, 1 refer to the two different partitions to be applied to the censored and
uncensored lifetime. Put D
[ι]
` = [t
[ι]
` , t
[ι]
`+1), and nι,` = #{i : ∆i = ι, T˜i ∈ D[ι]` }. The correspond-
ing ordered time in D
[ι]
` consist of T˜
[ι]
1,`, · · · , T˜ [ι]nι,`,`. Denote Φ
[ι]
` =
(
φ(X
[ι]
1,`), . . . ,φ(X
[ι]
nι,`,`
)
)
and
µ
[ι]
` = E{φ(X)|∆ = ι, T˜ ∈ D[ι]` }. The empirical version of µ[ι]` is given by
µ̂
[ι]
` =
1
np̂
[ι]
`
n∑
i=1
φ(Xi)I(∆i = ι, T˜i ∈ D[ι]` ), ι = 0, 1,
where p̂
[ι]
` = nι,`/n. Thus ΓJ can be estimated by
Γ̂J =
∑
ι∈{0,1}
Lι∑
`=1
p̂
[ι]
` µ̂
[ι]
` ⊗ µ̂[ι]` =
1
n
ΦQJΦ
T , (23)
where QJ = BAB
T and
Φ˜ =
(
Φ
[0]
1 , . . . ,Φ
[0]
L0
,Φ
[1]
1 , . . . ,Φ
[1]
L1
)
A = diag(P1n0,1 , · · · , P1n0,L0 , P1n1,1 , · · · , P1n1,L1 ),
B is an n× n permutation matrix such that Φ˜ = ΦB.
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Thus, an empirical version of (22) is
Γ̂Jβ = λJΣ̂β. (24)
Denote H1 = span {φ(X1), . . . ,φ(Xn)} and H2 to be the orthogonal complement subspace
of H1, i.e., H2 ⊥ H1 such that H = H1 ⊕ H2. In view of (8) and (23), for any β2 ∈ H2,
Γ̂Jβ2 = λΣ̂β2=0. Since we seek a basis for BJ which is the smallest Hilbert space containing
both BT and BC , so the solutions of (24) should be in H1. Denote the set of all such solutions
corresponding to the nonzero λJ by {β˘J1, · · · , β˘Jm}. Since β˘Jl ∈ H1 for any l, there exists α˘Jl
such that β˘Jl = Φα˘Jl for 1 ≤ l ≤ m. By (8), (23), and the fact that R = ΦTΦ, it follows that
RQJRα = λJR
2α. (25)
As done in Subsection 2.2, we modify (25) by using the following regularization technique
RQJRα = λJ(R
2 + n2sIn)α, (26)
where s is a tuning parameter, which can be chosen by cross-validation. Denote the first m
significant solutions of (26) by ÂJ = (α̂J1, . . . , α̂Jm). Thus we obtain {β̂J1, . . . , β̂Jm}, where
β̂Jl = Φα̂Jl for 1 ≤ l ≤ m. Define R(X≤n,X) = (R(X1,X), . . . ,R(Xn,X))T . We have
〈β̂Jl,φ(X)〉 = 〈Φα̂Jl,φ(X)〉 = (Φα̂Jl)T φ(X) = R(X≤n,X)T α̂Jl, l = 1, . . . ,m.
Define
Λ(t′, t|φ(X)) = E
{
I(t′ ≤ T˜ < t,∆ = 1)
ST˜ (T˜ |φ(X))
∣∣∣φ(X)} ,
where ST˜ (·|φ(X)) is the survival function of T˜ given φ(X). By Lemma 3 and (21), it follows
that
w(t′, t,φ(X)) = w(t′, t,PBJφ(X)) = exp{Λ(t′, t|PBJφ(X))}.
Thus, we use kernel smoothing method to estimate the conditional cumulative hazard function
Λ(t′, t|φ(X)) as
Λ̂(t′, t|PBJφ(X)) =
n−1
n∑
i: t′<T˜i<t,
∆i=1
[
ŜT˜ (T˜i|PBJφ(Xi))−1h−mn Km
(
h−1n (R(X≤n,Xi)−R(X≤n,X))T ÂJ
)]
f̂(PBJφ(X))
,(27)
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where
ŜT˜ (T˜i|PBJφ(Xi)) =
n−1
n∑
j: T˜j>T˜i
h−mn Km
(
h−1n (R(X≤n,Xj)−R(X≤n,Xi))T ÂJ
)
f̂(PBJφ(Xi))
,
f̂(PBJφ(X)) = n
−1
n∑
j=1
h−mn Km
(
h−1n (R(X≤n,Xj)−R(X≤n,X))T ÂJ
)
,
Km(·) is a multivariate kernel function defined on Rm, e.g., Km(X) =
m∏
i=1
K(X(i)) with X(i)
being the i-th element of X, and hn is a positive number depending on n, called the bandwidth
or window width. By the estimation of Λ, we have
ŵ(t′, t,PBJφ(X)) = exp{Λ̂(t′, t|PBJφ(X))}. (28)
Then we can solve the generalized eigenvalue-eigenvector problem (12) to get {α̂j, j = 1, 2, · · · , q}
and the estimator of uj(·) is
ûj(X) = 〈β̂j,φ(X)〉 = R(X≤n,X)T α̂j, j = 1, · · · , q,
where β̂j = Φα̂j.
3 Implementation of the proposed method
In the following, we present an algorithm for implementing the proposed method.
Step 1 Chose a reproducing kernel R and compute the Gram matrix R.
Step 2 First apply double slicing on (T˜ ,∆) to compute QJ . Then solve
RQJRα = λJ(R
2 + n2sIn)α
to obtain the first m significant eigenvectors α̂0J1, . . ., and α̂
0
Jm, and unitize them to
ÂJ = (α̂J1, · · · , α̂Jm) where
α̂Jj = α̂
0
Jj
/√
α̂0TJjRα̂
0
Jj
satisfying that 〈β̂Jj, β̂Jj〉 = 〈Φα̂Jj,Φα̂Jj〉 = α̂TJjRα̂Jj = 1.
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Step 3 First apply the m-dimensional kernel smoothing to obtain the weight function ŵ, and
then find Ŵ , P̂ and Q. Afterwards, solve
RQRα = λ(R2 + n2τIn)α
to obtain the first q significant eigenvectors α̂1, . . ., and α̂q and then compute
ûj(X) = R(X≤n,X)T α̂j, j = 1, · · · , q.
In our simulation study in section 5.1, we set the L = L0 = L1 = 10 that is a moderate
value for the number of slicing [27] and we show that the convergence rate is not affected by
this number in section 4. It is noted that m and q, the numbers of significant eigenvectors,
are decided in the same way as in principal component analysis (PCA). Here, we take the
eigenvectors corresponding to the first m (or q) eigenvalues that capture 90% of the total sum
of the eigenvalues.
It is important to choose a proper regularization parameter τ or s as it controls the tradeoff
between the bias and the variance of the estimator. Similar to [51], we consider the mean
squared error (MSE) of the SDR directions
L(τ) = V (τ) +B(τ) =
n∑
i=1
q∑
j=1
var
(
ûj(Xi)(τ)
)
+
n∑
i=1
q∑
j=1
(
E
(
ûj(Xi)(τ)
)− uj(Xi))2, (29)
where V (τ) is the sum of the variances of ûj(Xi)(τ), i = 1, . . . , n, j = 1, . . . , q, B(τ) is the
corresponding sum of the squared biases. Here, we use the notation ûj(Xi)(τ) instead of
ûj(Xi) to emphasize the dependence of ûj(Xi) on τ . Let τ
∗ minimize L(τ). However, L(τ) is
not directly computed since both V (τ) and B(τ) cannot be computed directly. To solve this
problem, we can turn to a bootstrap procedure. This strategy is motivated by [51]. Specifically,
we denote û
(b)
1 (X)(τ), . . . , û
(b)
q (X)(τ) obtained from the b-th bootstrap sample, b = 1, . . . , B.
The estimates of E(ûj(Xi)(τ)) and var(ûj(Xi)(τ)) are thus given by
Ê(ûj(Xi)(τ)) =
1
B
B∑
b=1
û
(b)
j (Xi)(τ) (30)
v̂ar(ûj(Xi)(τ)) =
1
B − 1
B∑
b=1
(
û
(b)
j (Xi)(τ)− Ê(ûj(Xi)(τ))
)2
. (31)
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In practice, the true direction uj(Xi) is also not unknown but it can be approximated by the
bootstrap mean of E(ûj(Xi)(τ0)), where τ0 is a suitably chosen small positive value. Similar
to [26], we recommend to choose τ0 such that n
2τ0 = 0.05λ1(R
2), where λ1(R
2) denotes the
largest eigenvalue of R2. We minimize L(τ) over a grid of τ in [τ0/20, 20τ0]. The grid consists
of 20 points, equally spaced in log scale. Although the proposed procedure for determining τ is
based on an approximation, our experience from the extensive simulation study suggests that
it works well.
4 Theoretical results
In this section, we introduce four lemmas and present two theorems.
4.1 Theoretical justifications of the proposed methodology
In this subsection, we present three lemmas that provide theoretical justifications of the
proposed methodology.
Lemma 1 If for model (2), the linear design condition on the nonlinear dimension reduc-
tion holds, that is for ∀β ∈ H and E(〈β,φ(X)〉|〈β1,φ(X)〉, · · · , 〈βq,φ(X)〉), there exits
c0, c1, · · · , cq such that
E(〈β,φ(X)〉|〈β1,φ(X)〉, · · · , 〈βq,φ(X)〉) = c0 + c1〈β1,φ(X)〉+ · · ·+ cq〈βq,φ(X)〉, (32)
then E(φ(X)|T )− E(φ(X)) ∈ span{Σβj, j = 1, · · · , q}.
The proof of Lemma 1 is given in [44].
The linear design condition above is a sufficient condition for kernel sliced inverse regression
while the performance of SIR or KSIR is not very sensitive to this condition as discussed by Li
[27]. We can see that the condition is fulfilled if the distribution of φ(X) is elliptically symmetric
such as normal distributions. In fact the low-dimensional projection of high-dimensional data
often looks like normally distributed [13]. As a result , when the condition is mildly violated,
the inverse regression procedure usually still works.
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Lemma 2 Solutions of the sample version (7) of the infinite dimensional generalized eigenvalue-
eigenvector problem (6) are as follows:
β̂j =
n∑
i=1
α̂
(i)
j φ(Xi) = Φα̂j, j = 1, · · · , q, (33)
where α̂1, · · · , α̂q are the solutions of the following dimensional generalized eigenvalue-eigenvector
problem:
RQRα = λR2α, (34)
which is equivalent to (7). Similar results hold true for using the following regularization tech-
nique:
Σ̂Γ̂β = λ(Σ̂2 + τIn)β, (35)
i.e., the solutions of (35) have the same type of expressions as (33) with α̂js being the solutions
of RQRα = λ(R2 + n2τIn)α.
The proof of Lemma 2 is given in the appendix A.
Results of Lemma 2 can be extended to the case corresponding to joint SDR. When Q is
replaced by QJ , similar results can be obtained. Proof of Lemma 2 is similar to the property
7 in [45]. In stead of considering complete data as in [45], we deal with censored survival
data and consider the information of censoring in Q in this paper. The result (33) is of great
importance since it converts an infinite dimensional problem to a finite one and hence the
proposed methodology is applicable.
Lemma 3 If the condition 1 holds, then we have
w(t′, t,φ(X)) = exp{−Λ(t′, t|φ(X))}
E
[
φ(X)I(T ≥ t)] = E[φ(X)I(T˜ ≥ t)]+ E[φ(X)I(T˜ < t,∆ = 0)w(T˜ , t,φ(X))],
E
[
I(T ≥ t)] = E[I(T˜ ≥ t)]+ E[I(T˜ < t,∆ = 0)w(T˜ , t,φ(X))],
where
Λ(t′, t|φ(X)) = E
{
I(t′ ≤ T˜ < t,∆ = 1)
ST˜ (T˜ |φ(X))
∣∣∣φ(X)} . (36)
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The proof of Lemma 3 is given in the appendix B.
We know that T is unobservable true lifetime, and hence we cannot estimate E[φ(X)I(T ≥
t)] and E[I(T ≥ t)] directly. Lemma 3 provides a way to estimate them through the conditional
survival function w(t′, t,φ(X)). Therefore, the remaining problem is to estimate w(t′, t,φ(X)),
or equivalently, to estimate the conditional cumulative hazard function Λ(t′, t|φ(X)). By (36),
Λ(t′, t|φ(X)) is a conditional expectation conditioned on φ(X). In terms of (21), φ(X) can be
replaced by PBJφ(X) in (36), i.e., Λ(t
′, t|φ(X)) = Λ(t′, t|PBJφ(X)), which can be estimated
by a double slicing procedure.
4.2 Asymptotic properties
In this subsection, we study the asymptotic properties of the sufficient dimension directions
estimated by RDSIR. We first need to show that the following two conditions hold true:
(L1) |p̂` − p`| = Op(n−κ),
(L2)
∥∥∥∥ 1nΦŵ` − E[φ(X)I(T ∈ D`)]
∥∥∥∥ = Op(n−κ),
where κ ∈ (0, 1/4). We note that
p̂l = P̂ (T ≥ tl)− P̂ (T ≥ tl+1) = 1
n
1Tnŵ`.
To prove (L1), we need only to show∣∣∣P̂ (T ≥ t)− P (T ≥ t)∣∣∣ = Op(n−κ) (37)
where
P̂ (T ≥ t) = 1
n
n∑
i=1
I(T˜i ≥ t) + 1
n
∑
i:T˜i<t,4i=0
ŵ
(
T˜i, t,φ(Xi)
)
. (38)
As (21) implies that w(t′, t,φ(Xi)) = w(t′, t,PBJφ(Xi)), we can substitute φ(Xi) in (38)
with PBJφ(Xi). We denote a basis of BJ by BJ = {βJ1, · · · ,βJm}, which is found via the
generalized eigenvalue-eigenvector problem (22), and its corresponding estimator by B̂J =
{β̂J1, · · · , β̂Jm} that is obtained via the regularization problem (26).
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To simplify notations, we denote Zi = B
T
J φ(Xi) and Ẑi = B̂
T
J φ(Xi), where Zi is an m-
dimensional vector whose k-th component is Z
(k)
i = 〈βJk,φ(Xi)〉, and Ẑi is the corresponding
estimator of Zi. To further simplify the notations, we put
eij = h
−m
n Km
(
h−1n (Zi −Zj)
)
, uij = eij − E(eij|Zj).
vkj = I(T˜k > T˜j)ekj − E
[
I(T˜k > T˜j)ekj
∣∣∣Zj, T˜j]
fj = f(Zj) , Sj = ST˜ (T˜j|Zj) , Iij = I(T˜i < T˜j < t,4j = 1)
Λi = Λ(T˜i, t|Zi) , Λ̂i = Λ̂(T˜i, t|Zi) , wi = e−Λi . (39)
We make the following assumptions:
(A1) E(eij|Zj)− f(Zj) = Op(n−1/2). (A1)
(A2)
1
n
∑
k
uki = Op(n
−1/4). (A2)
(A3) E
[
I(T˜k > T˜j)ekj|Zj, T˜j
]
− ST˜ (T˜j|Zj)f(Zj) = Op(n−1/2). (A3)
(A4)
1
n
∑
k
vki = Op(n
−1/4). (A4)
(A5) E
(
IijS
−1
j eji|Zi, T˜i
)
− Λifi = Op(n−1/2). (A5)
(A6)
∫
xiK(x)dx = 0, i = 1, · · · , d− 1 and
∫
xdK(x)dx 6= 0 where d > (m+ 1)/b
with 0 < b ≤ 1/4. (A6)
(A7) The tuning parameter s = s(n) in (26) satisfies lim
n→∞
s = 0 and lim
n→∞
s
√
n =∞.
(A7)
(A8) {βJj}mj=1 depends only on finite eigenfunctions of Σ. (A8)
It can be observed that the assumptions (A1)-(A5) are the regularity conditions that are
the parallel extensions of the assumptions made in Lemma 3.1 of [28] and are satisfied with
bandwidth hn ∝ n−1/2d provided m ≤ d. The assumption (A1) implies that the bias term
of f̂(Zi) is of root n rate which requires a bandwidth smaller than the usual optimal one.
The assumption (A2) is a mild and flexible one which only requires that the rate of the term∑
k
uki/n contributing to the variance of f̂(Zi) is Op(n
−1/4). The assumptions (A3) and (A5)
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are made so that the biases of both kernel estimates of Sjfj and Λifi have the root n rate. With
suitable smoothness conditions on conditional survival function ST˜ (t|Z) and cumulative hazard
function Λ(t′, t|Z), the bandwidth to achieve the assumption (A1) may also imply that both
assumptions (A3) and (A5) hold true. The assumption (A4) is made for the same reason as the
assumption (A2). The assumption (A6) is imposed on the kernel function, which is similar to
those made in [28], which also ensures the rationality of the results. It is noted that a relatively
large d can be chosen such that κ = b− (m+1)/d > 0. We can refer to [21] for the construction
of this kind of higher order kernel. The assumptions (A7)-(A8) that are the same assumptions
in Theorem 9 of [45], which have been used to study the convergence rates of the joint SDR
directions for both survival and censoring times there. Under the assumptions (A7)-(A8), we
can learn from the results of Wu et al. [45] that Ẑ
(k)
i −Z(k)i = Op(n−b) where 0 < b ≤ 1/4.
We can now formally introduce the following important lemma.
Lemma 4 Under the assumptions (A1)-(A8), there exits a positive number κ ∈ (0, 1/4) such
that
(L1) |p̂` − p`| = Op(n−κ)
(L2)
∥∥∥∥ 1nΦŵ` − E[φ(X)I(T ∈ D`)]
∥∥∥∥ = Op(n−κ).
The proof of Lemma 4 is given in the appendix C.
Our asymptotic results are based on the perturbation theory for linear operators. We
first introduce some properties of Hilbert-Schmidt operators. Let H be a Hilbert space and
{ψi, i ∈ I} a standard orthogonal basis of H. We say that linear operator L defined on H is a
Hilbert-Schmidt operator if
‖L‖2HS =
∞∑
i=1
‖Lψi‖2H <∞.
Hilbert-Schmidt class spans as a new Hilbert space with ‖·‖HS norm. If S is a bounded operator
in H, then SL and LS belongs to Hilbert-Schmidt class and
‖SL‖HS ≤ ‖S‖‖L‖HS, ‖LS‖HS ≤ ‖L‖‖S‖HS,
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where ‖ · ‖ is the norm of operator
‖L‖ = sup
f∈H
‖Lf‖
‖f‖ .
The next two theorems are about the convergence rates of the SDR directions corresponding
to the true survival time.
Theorem 1 Under the assumptions of Lemma 4, for any N > 0, we have∥∥∥∥(Σ̂2 + τI)−1 Σ̂Γ̂− Σ−1Γ∥∥∥∥
HS
= Op
(
1
τnκ
)
+
dΓ∑
j=1
(
τ
ν2N
∥∥∥ΨN(ϕ˜j)∥∥∥+ ∥∥∥Ψ⊥N(ϕ˜j)∥∥∥) (40)
where ϕ˜j = Σ
−1ϕj, ΨN and Ψ⊥N are respectively the projection operator and its complement,
ΨN =
N∑
j=1
ψj ⊗ ψj, Ψ⊥N =
∞∑
j=N+1
ψj ⊗ ψj.
If the smoothing parameter τ = τ(n) satisfies that lim
n→∞
τ = 0 and lim
n→∞
τnκ =∞, then∥∥∥(Σ̂2 + τI)−1Σ̂Γ̂− Σ−1Γ∥∥∥
HS
= op(1). (41)
The proof of Theorem 1 is given in the appendix D.
Theorem 2 If lim
n→∞
τ = 0, lim
n→∞
τnκ =∞, dΓ is the rank of Γ, {β̂j} is the estimation from (7),
then ∣∣ûj(X)− uj(X)∣∣ = ∣∣∣〈β̂j,φ(X)〉 − 〈βj,φ(X)〉∣∣∣ = op(1), j = 1, · · · , dΓ, (42)
further more, under assumption (A8), {βj}dΓj=1 depend only on a finite number of eigenvectors
of the covariance operator of Σ, the rate of convergence is O(n−κ/2). That is∣∣ûj(X)− uj(X)∣∣ = ∣∣∣〈β̂j,φ(X)〉 − 〈βj,φ(X)〉∣∣∣ = Op(n−κ/2), j = 1, · · · , dΓ. (43)
Theorem 2 is a corollary of Theorem 1. By a well-known result in the perturbation theory
[22], the eigenspaces of (Σ̂2 + τI)−1Σ̂Γ̂ converge to those of Σ−1Γ at the same rate. Therefore,
the proof of Theorem 2 is omitted.
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5 Simulations and real data analysis
5.1 Simulations
In this section, we carry out simulation studies of RDSIR, and we also compare RDSIR with
double sliced inverse regression (DSIR) proposed by ([28]) which is suitable for linear sufficient
dimension reduction.
Commonly used kernels are the Gaussian radial basis kernel R(s, t) = exp(−scale ·‖s− t‖2)
and the polynomial kernel R(s, t) = (scale · 〈s, t〉+offset)degree. [11, 23] proposed some criterion
about how to choose reproducing kernel and corresponding parameter. When there is no
prior information on a dataset, the Gaussian radial basis kernel is usually chosen. In the
following examples, we set training sample size ntr = 100 and test sample size nte = 200. The
regularization parameters τ and τJ can be chosen by the criterion (29) proposed in the end of
the section 2.2.
To compare the estimated and true dimension reduction directions, which may be vectors
of different dimensions, we adopt the Robust Maximum Association Estimators (RMAE) ([1])
as follows. Suppose that X is a p-dimensional random vector and Y is a q-dimensional random
vector, with p ≥ q. A measure of multivariate association between X and Y can be defined by
looking for linear combinations αTX and βTY of the original variables that has the maximal
association. That is, we seek a measure
ρr(X,Y ) = max
α,β
r(αTX,βTY ), (44)
where r is a measure of association between two univariate variables. Taking the classical
Pearson correlation for r results in the first canonical correlation coefficient ([20]). The bivariate
association measure r considered in this article is Spearman’s rank correlation which is defined
as
r(U, V ) = rP (rank(U), rank(V )), (45)
where rP (X, Y ) = cov(X, Y )/
√
var(X)var(Y ) is the Pearson correlation and rank(u) = FW (u),
with FW the cumulative distribution function of the random variable W . For practical appli-
cation, an empirical version of ρr denoted by ρˆr is needed. [1] developed the alternate grid
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Table 1: Mean and standard deviation of the RMAE under different censoring proportion
0% 20% 40% 60%
Model 1
q = 1
RDSIR 0.933(0.027) 0.883(0.044) 0.801(0.063) 0.728(0.091)
DSIR 0.936(0.024) 0.895(0.036) 0.828(0.055) 0.766(0.076)
q = 2
RDSIR 0.939(0.024) 0.896(0.036) 0.823(0.058) 0.762(0.070)
DISR 0.940(0.022) 0.903(0.032) 0.843(0.053) 0.789(0.064)
Model 2
q = 1
RDSIR 0.895(0.036) 0.886(0.035) 0.838(0.050) 0.792(0.059)
DSIR 0.903(0.028) 0.899(0.030) 0.867(0.039) 0.834(0.045)
q = 2
RDSIR 0.903(0.033) 0.897(0.031) 0.854(0.046) 0.814(0.057)
DSIR 0.910(0.027) 0.907(0.029) 0.878(0.034) 0.849(0.042)
algorithm for the computation of such maximum association estimates and studied their the-
oretical properties for various association measures such as Pearson, Spearman and Kendall’s
τ correlation. It turns out that the Spearman and Kendall’s τ correlation yield a maximum
association estimate with good robustness properties and good efficiency, which has been im-
plemented in R package ccaPP ([2]). In the following, we perform 100 Monte Carlo simulations
for each model and report the averages and standard deviations of RMAE under different
censoring proportions.
Model 1 (Linear). We generate survival time and censoring time from
T = Φ
(
 ∗ βT1X
)
C = Φ(βT2X) + U
(46)
where X ∼ N(0, I50), β1 = (1, 0,−1, 0, · · · , 1, 0,−1, 0, 0, 0, · · · , 0)T/5, the last 10 elements are
0. β2 = (0, 0, · · · , 0, 1,−1, · · · , 1,−1)T/5, the first 10 elements are 0. Φ is the cumulative
distribution function of the standard normal distribution and  follows an uniform distribution
U(0, 1). The symbol U denotes a random variable uniformly distributed on (0, c), where c
controls the censoring proportion. We set the reproducing kernel R(s, t) = 〈s, t〉 and consider
the first two directions. The results are given in Table 1.
Model 2 (Linear). In this example, we consider two linear SDR directions βT1X and β
T
2X.
We simulate the survival time by
T = − log(U)
exp(βT1X) + exp(β
T
2X)
(47)
where X ∼ N(0, I50) and U ∼ U(0, 1). The coefficient vector β1 = (1,−1, 1,−1, · · · , 0, 0)T/5
where the last 10 elements are 0 and β2 = (0, 0, · · · , 1,−1, 1,−1)T/5 where the first 10 elements
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Table 2: The RMAE mean and standard deviation under different censoring proportion
0% 20% 40% 60%
Model 3
(n = 100, p = 50)
q = 1
RDSIR 0.966(0.033) 0.928(0.107) 0.898(0.186) 0.866(0.213)
DSIR 0.065(0.051) 0.055(0.038) 0.068(0.048) 0.062(0.043)
q = 2
RDSIR 0.972(0.015) 0.948(0.075) 0.934(0.120) 0.929(0.099)
DISR 0.103(0.050) 0.086(0.041) 0.106(0.044) 0.100(0.043)
Model 3
(n = 100, p = 60)
q = 1
RDSIR 0.873(0.024) 0.837(0.115) 0.814(0.128) 0.787(0.168)
DSIR 0.055(0.042) 0.051(0.046) 0.058(0.050) 0.051(0.045)
q = 2
RDSIR 0.877(0.021) 0.859(0.057) 0.848(0.069) 0.840(0.079)
DSIR 0.097(0.044) 0.089(0.048) 0.094(0.052) 0.093(0.048)
Model 3
(n = 100, p = 70)
q = 1
RDSIR 0.783(0.092) 0.757(0.122) 0.724(0.147) 0.695(0.169)
DSIR 0.059(0.043) 0.049(0.040) 0.061(0.045) 0.062(0.046)
q = 2
RDSIR 0.799(0.042) 0.790(0.050) 0.768(0.083) 0.757(0.092)
DSIR 0.103(0.042) 0.090(0.040) 0.099(0.043) 0.093(0.044)
are 0. The censoring time is generated from U(0, c) and c controls the censoring rate. It is obvi-
ous that this is a linear dimension reduction problem and we want to recover the space spanned
by {β1,β2}. We set the reproducing kernel R(s, t) = 〈s, t〉 and the results are summarized in
Table 1.
It is noted that for both Model 1 and Model 2, the true SDR directions are in the 50-
dimensional Euclidean space. By Table 1, we can see that DSIR performs well on this type of
linear dimension reduction problem. We can also learn from Table 1 that RDSIR can achieve
similar performance compared to DSIR. In fact, the key idea of kernel trick is to obtain the dot
product in the high dimensional feature space by computing the value of the kernel function in
the original input space. When using a linear kernel, RDSIR is equivalent to DSIR. There will
be a small difference between RDSIR and DSIR due to the accumulation of calculation errors.
Model 3 (Nonlinear). To show the performance of RDSIR when there exists a nonlinear
dimension reduction subspace, we simulate the survival data by
T = U1 ∗
[
X(1)2 + · · ·+X(50)2]
C = U2 ∗
[
sin(X(1)) + · · ·+ sin(X(50))]2 (48)
where X ∼ N(0, Ip), p = 50, 60, 70, X(i) is the ith element of X. The random error U1 ∼
U(0, 1), U2 ∼ U(0, c) and c controls the censoring proportion. Let the reproducing kernel be
R(s, t) = (〈s, t〉+ 1)2, see Table 2 for the simulation results.
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Table 3: Mean and standard deviation of the RMAE under different censoring proportion
0% 20% 40% 60%
Model 4
(n = 100, p = 50)
q = 1
RDSIR 0.895(0.125) 0.884(0.176) 0.873(0.178) 0.851(0.187)
DSIR 0.101(0.040) 0.102(0.043) 0.103(0.041) 0.105(0.044)
q = 2
RDSIR 0.934(0.057) 0.932(0.092) 0.930(0.067) 0.901(0.134)
DISR 0.136(0.039) 0.147(0.043) 0.141(0.043) 0.140(0.046)
model 4
(n = 100, p = 60)
q = 1
RDSIR 0.826(0.053) 0.800(0.084) 0.760(0.142) 0.719(0.184)
DSIR 0.092(0.044) 0.106(0.060) 0.082(0.039) 0.108(0.057)
q = 2
RDSIR 0.855(0.029) 0.839(0.042) 0.809(0.105) 0.806(0.064)
DSIR 0.141(0.050) 0.138(0.045) 0.130(0.044) 0.135(0.067)
Model 4
(n = 100, p = 70)
q = 1
RDSIR 0.758(0.050) 0.721(0.078) 0.708(0.118) 0.631(0.224)
DSIR 0.089(0.031) 0.110(0.048) 0.100(0.028) 0.095(0.024)
q = 2
RDSIR 0.766(0.049) 0.748(0.049) 0.737(0.075) 0.702(0.142)
DSIR 0.144(0.035) 0.150(0.040) 0.140(0.039) 0.127(0.040)
Model 4 (Nonlinear). We consider another nonlinear dimension reduction example which
exists two directions. The survival data is simulated by
T = − log(U)
sin2(X(1)/2) + sin2(X(2)/2) + · · ·+ sin2(X(50)/2) + exp
{
−1
2
XTX
}
, (49)
where the random variable U ∼ U(0, 1) and censoring time C ∼ U(0, c) with c controling the
censoring rate, and X ∼ N(0, Ip), p = 50, 60, 70. We choose the Gaussian radial basis kernel
R(s, t) = exp(−scale · ‖s − t‖2). The results are displayed in Table 3. What we need to
pay attention to is that both nonlinear SDR directions u1(X) = sin
2(X(1)/2) + sin2(X(2)/2) +
· · · + sin2(X(50)/2) and u2(X) = XTX are artificially assumed in the model setting stage.
We can also regard these two directions as one direction since they can be absorbed in the
unknown function g. Thus, we may find that the first estimated direction contains most of
the information and there is no significant improvement in the results after adding the second
direction. On the other hand, it is also possible that the first two directions are not enough
to characterize the relationship between T and X. So the key problem is to choose a suitable
dimension q which has been discussed in Section 3.
By taking these examples into account, we can conclude that the larger the censoring rate
and the number of regressors, the harder the problem and one might expect the performance
of our method to deteriorate. From Tables 1-3, we can see that DSIR fails to extract nonlinear
dimension reduction directions, but RDSIR proposed in this paper performs well in both linear
and nonlinear situations.
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5.1.1 NCCTG Lung Cancer Data
Consider the North Central Cancer Treatment Group (NCCTG) lung cancer data in [31].
NCCTG lung cancer dataset recorded the survival days of patients with advanced lung cancer,
together with assessments of the patients performance status measured either by the physician
and by the patients themselves. There were total 228 patients that includes 63 patients whose
data were right censored. Ten variates are included in our study, specifically, survival time
in days (time: T ), censoring status 1 = censored and 2 = dead (status: δ), institution code
(inst: X1), age in years (age: X2), male=1 and female=2 (sex: X3), ECOG performance score
(0=good—5=dead) (ph.ecgo: X4), Karnofsky performance score (bad=0—good=100) rated by
physician (ph.karno: X5), Karnofsky performance score as rated by patient (pat.karno: X6),
calories consumed at meals (meal.cal: X7), weight loss in last six months (wt.loss: X8).
We fit the Cox proportional hazards (PH) model using these covariates and all the interaction
terms. The Harrell’s C-index is 0.725 which means that this model fits the data well. We also
plot the Kaplan–Meier estimate of the survival curves for the three risk groups determined by
the risk scores (divided by the 33% and 66% quantiles) estimated from the Cox PH model with
all covariates and interaction terms. The result is displayed in Figure 1. From this figure, it
can be see that the three risk curves are well separated, which also suggests that the Cox PH
model fits the data reasonably well.
For applying the proposed method to the data, we choose the Gaussian kernel, and set the
regularity parameter τ = 1. We denote ν̂1, ν̂2 as the first two directions or components found by
DSIR or RDSIR. The Cox PH model we fit is λ(t) = λ0(t) exp{θ1ν1 +θ2ν2 +θ3ν1ν2}, where λ(t)
is hazard function and λ0(t) is baseline hazard function. The results are displayed in Figure 2.
From this figure, we can see that the three risk group curves corresponding to RDSIR directions
show a better separation than the ones corresponding to DSIR directions, which indicates that
RDSIR outperforms DSIR.
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Figure 1: The Kaplan–Meier estimate of survival curves for the three risk groups determined
by the risk scores (divided by the 33% and 66% quantiles) estimated from the Cox PH model
with all covariates
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Figure 2: The Kaplan–Meier estimate of survival curves for the three risk groups determined
by the risk scores (divided by the 33% and 66% quantiles) estimated from the Cox PH model
with DSIR directions (left) and RDSIR directions (right).
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6 Conclusion
In this paper, we give a new nonlinear SDR method for survival data and demonstrate its
superiority over DSIR via numerical studies. Our method is based on DSIR [28] and RKHS
theory. We adopt the double slicing procedure to estimate weight function which is an impor-
tant step for modeling survival data. The estimation of weight function requires nonparametric
smoothing. We tackle it by using kernel smoothing in this paper for the convenience of theo-
retical development. However, other nonparametric smoothing methods such as spline [12, 43]
and wavelets [41, 35] can also be used. Another idea for handling survival data is to impute the
censored T observations first and then apply the SDR methods directly to the imputed data.
The choice of reproducing kernel is also worth taking into account. In general settings, we
are not limited to use a single kernel. Alternatively, we can learn from the idea of multiple
kernel learning [39, 19]. As an example, consider a linear combination of m kernels, that is,
K ′ =
∑m
i=1 Ki and this new function is still a kernel due to the properties of RKHS. Relevant
theories and experiments of this topic deserve further study.
Other inverse regression based methods such as SAVE [9] can also be generalized to non-
linear SDR for survival data in a similar way. Other asymptotic properties such as asymptotic
normality need also be further investigated. The case where p diverges with n at some rate will
be considered in our future research.
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7 Appendix
A. Proof of Lemma 2
Denote HΦ = span{Φ} and let β be the eigenfunction which satisfies (6). We have shown
that in (8)-(9),
Σ̂ =
1
n
ΦΦT , Γ̂ =
1
n
ΦQΦT . (A.1)
We decompose β into β = β1 + β2, where β1 ∈ HΦ and β2 ∈ H⊥Φ . Then, we can see that
Σ̂β2 = 0 , Γ̂β2 = 0.
While the SDR central subspace is the intersection of all SDR subspaces, thus, the eigenfunction
corresponding to a non-zero eigenvalue is of the following form:
β̂j =
n∑
i=1
α̂
(i)
j φ(Xi) = Φα̂j, j = 1, · · · , q.
Assume that the number of non-zero eigenvalues of reproducing kernel R is dk and dk ≤ ∞,
then
φ(s) =
(√
a1φ1(s),
√
a2φ2(s), · · · ,√adkφdk(s)
)T
.
(I) If dk < ∞, H is finite dimensional and Φ is a dk × n matrix. Write the singular value
decomposition (SVD) of Φ as
Φ = UDV
= (u1, · · · , udk)
[ sDd×d 0d×(n−d)
0(dk−d)×d 0(n−dk)×(n−d)
] v
T
1
...
vTn
 (A.2)
= sU sDsV T ,
where sU = (u1, · · · , ud), sV = (v1, · · · , vd), sD = sDd×d is a diagonal matrix and sUT sU = sV T sV =
Id.
(=⇒) If Γ̂β = λΣ̂β, we have 〈φ(Xi), Γ̂β〉 = 〈φ(Xi), λΣ̂β〉 for i = 1, · · · , n. Then
ΦT
(
1
n
ΦQΦTβ
)
=
1
n
ΦTΦQΦTΦα =
1
n
RQRα,
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ΦT
(
1
n
λΦΦTβ
)
=
1
n
λΦTΦΦTΦα = λ
1
n
R2α,
and hence RQRα = λR2α.
(⇐=) If RQRα = λR2α, β = Φα and R = ΦTΦ = sV sD2sV T , then
sV sD2sV TQΦTΦα = λsV sD2sV TΦTΦα. (A.3)
Multiply both sides of the equation (A.3) by sU sD−1sV T , we obtain that
sU sDsV TQΦTβ = λsU sDsV TΦTβ.
By (A.1) and (A.2), we can derive that Γ̂β = λΣ̂β.
(II) If dk = ∞, then H is infinite dimensional. We define Φ, ΦT and SVD of Φ as follows:
Φ is an operator from Rn to H defined by Φγ =
n∑
i=1
γiφ(Xi) for γ = (γ1, · · · , γn)T ∈ Rn and
ΦT is the self-adjoint operator of Φ. Thus, ΦT is an operator from H to Rn such that
ΦTf =
(
〈φ(X1), f〉 , · · · , 〈φ(Xn), f〉
)T
, f ∈ H.
Since the rank of compact operator Σ̂ is less than n, Σ̂ has the following representation:
Σ̂ =
dk∑
i=1
σiui ⊗ ui =
d∑
i=1
σiui ⊗ ui, (A.4)
where d ≤ n and σ1 ≥ · · · ≥ σd ≥ σd+1 = · · · = 0. Denote sU = (u1, · · · , ud). Similar to Φ, we
can formally define operators sU and sUT .
By (A.4), we know that φ(Xi) ∈ span{u1, · · · , ud}. Thus, we denote φ(Xi) = sUωi, Ω =
(ω1, · · · , ωn)T . It is easy to check that ΩTΩ = diag(nσ1, · · · , σd). Denote
sDd×d = diag(√nσ1, · · · ,√nσd) , sV = Ω sD−1.
Then we can define SVD of Φ:
Φ = sU sDsV T .
Subsequent derivation is similar to the case that dk <∞. 
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B. Proof of Lemma 3
We first prove that
ST (t|φ(X)) = exp
{
−E
[
I(t > T˜ ,∆ = 1)
ST˜ (T˜ |φ(X))
∣∣∣∣φ(X)
]}
. (B.1)
By the condition 1, T ⊥ C |X, it follows that
ST˜ (t|φ(X)) = ST (t|φ(X))SC(t|φ(X)),
where SC(t|φ(X)) = P{C > t|φ(X)}. Thus,
E
{
I(t > T˜ ,∆ = 1)
ST˜ (T˜ |φ(X))
∣∣∣∣φ(X)
}
= E
{
I(t > T )I(T < C)
ST (T |φ(X))SC(T |φ(X))
∣∣∣∣φ(X)}
= E
{
I(t > T )
ST (T |φ(X))SC(T |φ(X))E(I(T < C)|φ(X), T )
∣∣∣∣φ(X)}
= E
{
I(t > T )
ST (T |φ(X))
∣∣∣∣φ(X)} .
Let λ(s) = f(s)/ST (s), the hazard function. Since the cumulative hazard function H(t) satisfies
that
H(t) =
∫ t
0
λ(s)ds =
∫ t
0
f(s)/ST (s)ds = E
[
I(T < t)
ST (T )
]
,
by the fact that ST (t) = exp(−H(t)), (B.1) follows. By the direct calculation, we obtain that
w(t′, t,φ(X)) =
ST (t|φ(X))
ST (t′|φ(X))
= exp
{
I(t > T˜ ,∆ = 1)− I(t′ > T˜ ,∆ = 1)
ST˜ (T˜ |φ(X))
∣∣∣∣φ(X)
}
= exp
{
I(t′ ≤ T˜ < t,∆ = 1)
ST˜ (T˜ |φ(X))
∣∣∣∣φ(X)
}
= exp {−Λ(t′, t|φ(X))} .
Since T˜ = T ∧ C, it follows that {T˜ ≥ t} = {T ≥ t, C ≥ t}. Hence, we have
E{φ(X)I(T ≥ t)} = E{φ(X)I(T ≥ t, C ≥ t)}+ E{φ(X)I(T ≥ t, C < t)}
= E{φ(X)I(T˜ ≥ t)}+ E{φ(X)I(T ≥ t, C < t)}.
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Further, we obtain that
E{φ(X)I(T ≥ t, C < t)} = E{φ(X)I(T˜ < t,∆ = 0)I(T ≥ t)}
= E{φ(X)I(T ≥ t, C < t)E[I(T ≥ t)|T˜ ,∆ = 0,φ(X)]}
= E{φ(X)I(T ≥ t, C < t)E[I(T ≥ t)|C, T > C,φ(X)]}
= E{φ(X)I(T˜ < t,∆ = 0)w(C, t,φ(X))}
= E{φ(X)I(T˜ < t,∆ = 0)w(T˜ , t,φ(X))}.
The derivation for E{I(T > t)} is similar to the above. Thus, Lemma 3 is proved. 
C. Proof of Lemma 4
Before we prove Lemma 4, we first present four propositions.
Denote
P˜ (T ≥ t) = 1
n
n∑
i=1
I(T˜i ≥ t) + 1
n
∑
i:T˜i<t,4i=0
ŵ
(
T˜i, t,Zi
)
. (C.1)
Proposition C.1 Under Assumptions (A1)-(A5), we have
∣∣∣P˜ (T ≥ t)−P (T ≥ t)∣∣∣ = Op(n−1/2).
Proof. Denote Ii = I(T˜i < t,4i = 0). Thus, by (28), the second term of the right hand
side of (C.1) has the following expression:
1
n
∑
i:T˜i<t,4i=0
ŵ
(
T˜i, t,Zi
)
=
1
n
∑
i
Ii ŵ(T˜i, t,Zi) =
1
n
∑
i
Ii e
−Λ̂(T˜i,t|Zi). (C.2)
By (27), we have
Λ̂i = f̂(Zi)
−1n−1
∑
j
IijŜT˜ (T˜j|Zj)−1eji. (C.3)
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In terms of Assumptions (A2)-(A4), by using the Taylor’s expansion, we have
ŜT˜ (T˜j|Zj)−1 = f̂(Zj)
[
n−1
∑
k
I(T˜k > T˜j)ekj
]−1
= f̂(Zj)
{
1
n
∑
k
vkj +
1
n
∑
k
E
[
I(T˜k > T˜j)ekj
∣∣Zj, T˜j]}−1
= f̂(Zj)
[
ST˜ (T˜j|Zj)f(Zj) +
1
n
∑
k
vkj +Op(n
−1/2)
]−1
= f̂(Zj)
[
f(Zj)
−1ST˜ (T˜j|Zj)−1 − f(Zj)−2ST˜ (T˜j|Zj)−2
1
n
∑
k
vkj +Op(n
−1/2)
]
= ST˜ (T˜j|Zj)−1 − f(Zj)−1ST˜ (T˜j|Zj)−2
1
n
∑
k
vkj
+ f(Zj)
−1ST˜ (T˜j|Zj)−1
1
n
∑
k
ukj +Op(n
−1/2). (C.4)
By Assumption (A1), it follows that
f̂(Zi) = f(Zi) +
1
n
∑
k
uki +Op(n
−1/2), (C.5)
which implies that
f̂(Zi)
−1 = f−1i − f−2i
[
1
n
∑
k
uki +Op(n
−1/2)
]
+Op(n
−1/2)
= f−1i − f−2i
1
n
∑
k
uki +Op(n
−1/2). (C.6)
Combining (C.3), (C.4) and (C.6), we have
Λ̂i = f̂(Zi)
−1n−1
∑
j
Iijeji
[
S−1j − f−1j S−2j n−1
∑
k
vkj
+ f−1j S
−1
j n
−1∑
k
ukj +Op(n
−1/2)
]
= f̂(Zi)
−1n−1
∑
j
IijejiS
−1
j − f̂(Zi)−1n−1
∑
j
Iijejif
−1
j S
−2
j n
−1∑
k
vkj
+ f̂(Zi)
−1n−1
∑
j
Iijejif
−1
j S
−1
j n
−1∑
k
ukj
+ f̂(Zi)
−1n−1
∑
j
IijejiOp(n
−1/2)
= Q11 − Q12 + Q13 + Q14, (C.7)
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and we consider each of these four terms in the following.
By (C.6), we have
Q11 = f̂(Zi)
−1n−1
∑
j
IijejiS
−1
j
=
[
f−1i − f−2i
1
n
∑
k
uki +Op(n
−1/2)
]
n−1
∑
j
IijejiS
−1
j
= f−1i n
−1∑
j
IijejiS
−1
j − f−2i n−1
∑
j
IijejiS
−1
j
1
n
∑
k
uki + n
−1∑
j
IijejiS
−1
j Op(n
−1/2)
= Q21 − Q24 +Op(n−1/2). (C.8)
The last term Op(n
1/2) in (C.8) is obtained by the application of the law of large numbers on
n−1
∑
j IijejiS
−1
j Op(n
−1/2).
Similarly, we have
Q12 = f̂(Zi)
−1n−1
∑
j
Iijejif
−1
j S
−2
j
1
n
∑
k
vkj
=
[
f−1i − f−2i
1
n
∑
k
uki +Op(n
−1/2)
]
n−1
∑
j
Iijejif
−1
j S
−2
j
1
n
∑
k
vkj
= f−1i n
−1∑
j
Iijejif
−1
j S
−2
j
1
n
∑
k
vkj − f−2i n−1
∑
j
Iijejif
−1
j S
−2
j
( 1
n
∑
k
vkj
)( 1
n
∑
k
ukj
)
+ n−1
∑
j
Iijejif
−1
j S
−2
j
1
n
∑
k
vkjOp(n
−1/2)
= f−1i n
−1∑
j
Iijejif
−1
j S
−2
j
1
n
∑
k
vkj +Op(n
−1/2)
= Q22 +Op(n
−1/2). (C.9)
The fourth “=” is obtained as follows: The applications of Assumptions (A2) and and (A4)
yield that
(
1
n
∑
k vkj
)(
1
n
∑
k ukj
)
= Op(n
−1/2), and the application of the law of large numbers
gives the subsequent conclusion.
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We can derive Q13 and Q14 in the same way as for Q11 and Q12, and obtain that
Q13 = f̂(Zi)
−1n−1
∑
j
Iijejif
−1
j S
−1
j
1
n
∑
k
ukj
= f−1i n
−1∑
j
Iijejif
−1
j S
−1
j
1
n
∑
k
ukj +Op(n
−1/2)
= Q23 +Op(n
−1/2), (C.10)
and
Q14 = f̂(Zi)
−1n−1
∑
j
IijejiOp(n
−1/2) = Op(n−1/2). (C.11)
Combining (C.7)−(C.11), we obtain that
Λ̂i = Q21 − Q22 + Q23 − Q24 +Op(n−1/2), (C.12)
where
Q21 =
1
nfi
∑
j
IijejiS
−1
j ,
Q22 =
1
nfi
∑
j
Iijejif
−1
j S
−2
j
1
n
∑
k
vkj,
Q23 =
1
nfi
∑
j
Iijejif
−1
j S
−1
j
1
n
∑
k
ukj,
Q24 =
1
nf 2i
∑
j
IijejiS
−1
j
1
n
∑
k
uki.
Thus, by (C.2)and (C.12), we have
1
n
∑
i
Ii ŵ(T˜i, t,Zi) =
1
n
∑
i
Ii e
−Λ̂(T˜i,t|Zi)
=
1
n
∑
i
Iie
−(Q21−Q22+Q23−Q24+Op(n−1/2)) (C.13)
To examine Q21, we define
εij = IijS
−1
j eji − E
(
IijS
−1
j eji|Zi, T˜i
)
. (C.14)
By Li et al. [28], εij satisfies that
Eεij = 0, E(εij|Zi, T˜i) = 0, var(εij) = O(h−mn ), (C.15)
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In view of (C.14) and Assumption (A5), we have
Q21 =
1
fi
[
1
n
∑
j
εij +
1
n
∑
j
E
(
IijS
−1
j eji|Zi, T˜i
)]
=
1
fi
[
1
n
∑
j
εij + Λifi +Op(n
−1/2)
]
= Λi +
1
nfi
∑
j
εij +Op(n
−1/2), (C.16)
which, jointly with (C.13), yields that
1
n
∑
i
Ii ŵ(T˜i, t,Zi) =
1
n
∑
i
Iie
−Λie
−
(
f−1i n
−1∑
j
εij−Q22+Q23−Q24+Op(n−1/2)
)
=
1
n
∑
i
Iie
−Λi
[
1−
(
1
nfi
∑
j
εij − Q22 + Q23 − Q24 +Op(n−1/2)
)
(1 + op(1))
]
=
1
n
∑
i
Iiwi −
{
1
n2
∑
i,j
Iiwif
−1
i εij −
1
n
∑
i
Iiwi
[
Q22 − Q23 + Q24 +Op(n−1/2)
]}
(1 + op(1))
=Q31 − (Q32 − Q33)(1 + op(1)). (C.17)
We need to evaluate Q31. As Ii = I(T˜i < t,4i = 0), Λi = Λ(T˜i, t|PBJφ(Xi)) and wi = e−Λi , it
follows that Iiwi are i.i.d., which, jointly with the central limit theorem, yields that∑
i
Iiwi − E
(∑
i
Iiwi
)
√
nV ar(Iiwi)
d−→ N(0, 1).
Therefore,
Q31 − EQ31 = 1
n
∑
i
[
Iiwi − E(Iiwi)
]
= Op(n
−1/2). (C.18)
Since ∆i = I(Ti ≤ C) are i.i.d. and T˜i = Ti ∧C are also i.i.d., by direct calculation, we obtain
that
E(Iiwi) = E
[
I(T˜ < t,4 = 0)e−Λ(T˜ ,t|Z)
]
= E
[
I(T˜ < t,4 = 0)w(T˜ , t,Z)
]
= E
[
I(T˜ < t,4 = 0)w(C, t,Z)
]
,
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where Z = PBJφ(X) defined in (39). We can also derive that
w(C, t,Z) =
P (T ≥ t|C,Z)
P (T ≥ C|C,Z) =
P (T ≥ t, T ≥ C|C,Z)
P (T ≥ C|C,Z) +
P (T ≥ t, T < C|C,Z)
P (T ≥ C|C,Z)
= P (T ≥ t|C, T ≥ C,Z),
and hence we have
E(Iiwi) = E
[
I(T˜ < t,4 = 0)P (T ≥ t|C, T ≥ C,Z)
]
= E
[
I(T˜ < t,4 = 0)P (T ≥ t|T˜ ,4 = 0,Z)
]
= E
[
I(T˜ < t,4 = 0)E
(
I(T ≥ t)
∣∣∣T˜ ,4 = 0,Z)]
= E
{
E
[
I(T˜ < t,4 = 0)I(T ≥ t)
∣∣∣T˜ ,4 = 0,Z]}
= E
[
I(T˜ < t,4 = 0)I(T ≥ t)
]
= P
(
T˜ < t,4 = 0, T ≥ t
)
= P (T ≥ t, C < t) . (C.19)
which, combined with (C.18), yields that
Q31 = P (T ≥ t, C < t) +Op(n−1/2). (C.20)
Next we evaluate Q32. In light of (C.15), it follows that
E(Iiwif
−1
i εijIi′wi′f
−1
i′ εi′j′) =

0, j 6= j′,
O(1), j = j′, i 6= i′,
O(h−mn ), j = j
′, i = i′,
therefore
var
(
n−2
∑
i,j
Iiwif
−1
i εij
)
= n−4[n3O(1) + n2O(h−mn )] = O
(
1
n
)
, (C.21)
which implies that
Q32 = Op(n
−1/2). (C.22)
We now assess Q33. We examine each of its three terms in sequence. We have
n−1
∑
i
IiwiQ22 = n
−1∑
i
Iiwif
−1
i n
−1∑
j
Iijejif
−1
j S
−2
j n
−1∑
k
vkj
= n−2
∑
j
[∑
i
Iiwif
−1
i Iijf
−1
j S
−2
j eji
]
n−1
∑
k
vkj
4
=== n−2
∑
j,k
a˜jvkj,
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where a˜j = n
−1∑
i
Iiwif
−1
i Iijf
−1
j S
−2
j eji. In light of Li et al. [28], we have
var
(
n−2
∑
j,k
a˜jvkj
)
= O(n−1). (C.23)
We can evaluate the variance of n−1
∑
i
IiwiQ23 exactly in the same way and obtain that
var(n−1
∑
i
IiwiQ23) = O(n
−1). (C.24)
Similarly, we can show that the variance of n−1
∑
i
IiwiQ24 also has the order of n
−1, i.e.,
var
(
n−1
∑
i
IiwiQ24
)
= O(n−1). (C.25)
Combination of (C.23)-(C.25) yields that
Q33 = Op(n
−1/2). (C.26)
We conclude from (C.17), (C.20), (C.22), and (C.26) that
1
n
∑
i
Iiŵ(T˜i, t,Zi) = P (T ≥ t, C < t) +Op(n−1/2). (C.27)
The remaining task is to assess the first term of the right hand side of (C.1). By the central
limit theorem, it follows that
1
n
n∑
i=1
I(T˜i ≥ t) = EI(T˜ ≥ t) +Op(n−1/2)
= P (T˜ ≥ t) +Op(n−1/2)
= P (T ≥ t, C ≥ t) +Op(n−1/2). (C.28)
Combining (C.1), (C.27), and (C.28) yields
P˜ (T ≥ t) = 1
n
n∑
i=1
I(T˜i ≥ t) + 1
n
∑
i
Iiŵ(T˜i, t,Zi)
= P (T ≥ t, C ≥ t) + P (T ≥ t, C < t) +Op(n−1/2)
= P (T ≥ t) +Op(n−1/2), (C.29)
which completes the proof. 
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Proposition C.2 Under Assumptions (A6)-(A8), we have∣∣∣P̂ (T ≥ t)− P˜ (T ≥ t)∣∣∣ = Op (n−bh−(2m+1)n ) .
Proof. We only need to show that
1
n
n∑
i=1
Iiŵ(T˜i, t,Zi)− 1
n
n∑
i=1
Iiŵ(T˜i, t, Ẑi)
=
1
n
n∑
i=1
Ii
[
ŵ(T˜i, t,Zi)− ŵ(T˜i, t, Ẑi)
]
=Op
(
n−bh−(2m+1)n
)
.
Through direct calculation and the Taylor’s expansion, we obtain that
ŵ(t′, t, Ẑ)− ŵ(t′, t,Z)
=e−Λ̂(t
′,t|Ẑ) − e−Λ̂(t′,t|Z)
=e−Λ̂(t
′,t|Z)
{
e−[Λ̂(t
′,t|Ẑ)−Λ̂(t′,t|Z)] − 1
}
=e−Λ̂(t
′,t|Z)
{
1−
[
Λ̂(t′, t|Ẑ)− Λ̂(t′, t|Z)
]
·
(
1 + op(1)
)
− 1
}
=− e−Λ̂(t′,t|Z)
[
Λ̂(t′, t|Ẑ)− Λ̂(t′, t|Z)
]
·
(
1 + op(1)
)
. (C.30)
Then it suffices to consider the term Λ̂(t′, t|Ẑ)− Λ̂(t′, t|Z). We have
Λ̂(t′, t|Ẑ)− Λ̂(t′, t|Z)
=
n−1
∑
j
I(t′ < T˜j < t,4i = 1)ŜT˜ (T˜j|Ẑ)−1h−mn Km
(
h−1n (Ẑj − Ẑ)
)
f̂(Ẑ)
−
n−1
∑
j
I(t′ < T˜j < t,4i = 1)ŜT˜ (T˜j|Z)−1h−mn Km
(
h−1n (Zj −Z)
)
f̂(Ẑ)
4
===
II1
f̂(Ẑ)
− II2
f̂(Ẑ)
=
II1 − II2
f(Ẑ)
+ II1
(
1
f̂(Ẑ)
− 1
f̂(Z)
)
, (C.31)
where
II1 = n
−1∑
j
I(t′ < T˜j < t,4i = 1)ŜT˜ (T˜j|Ẑ)−1h−mn Km
(
h−1n (Ẑj − Ẑ)
)
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and
II1 − II2
=
1
n
∑
j
I(t′ < T˜j < t,4i = 1)
[
ŜT˜ (T˜j|Ẑ)−1h−mn Km
(
h−1n (Ẑj − Ẑ)
)
− ŜT˜ (T˜j|Z)−1h−mn Km
(
h−1n (Zj −Z)
)]
4
===
1
n
∑
j
I(t′ < T˜j < t,4i = 1)IIIj, (C.32)
with
IIIj = ŜT˜ (T˜j|Z)−1h−mn
[
Km
(
h−1n (Ẑj − Ẑ)
)
−Km
(
h−1n (Zj −Z)
)]
+
[
ŜT˜ (T˜j|Ẑ)−1 − ŜT˜ (T˜j|Z)−1
]
h−mn Km
(
h−1n (Ẑj − Ẑ)
)
. (C.33)
By (C.31)-(C.33), we need to find out the convergence rates of the following terms
f̂(Ẑ)−1 − f̂(Z)−1, ŜT˜ (T˜j|Ẑj)−1 − ŜT˜ (T˜j|Zj)−1, (C.34)
Km
(
h−1n (Ẑj − Ẑ)
)
−Km
(
h−1n (Zj −Z)
)
. (C.35)
By means of reduction of fractions to a common denominator, the problem of finding the
convergence rates of (C.34) translates into the rates of the following terms:
f̂(Ẑ)− f̂(Z) , ŜT˜ (T˜j|Ẑj)− ŜT˜ (T˜j|Zj).
Note that f̂(Ẑ) − f̂(Z) = 1
n
n∑
i=1
h−mn
[
Km
(
h−1n (Zi − Ẑ)
)
−Km
(
h−1n (Zi −Z)
)]
. By the Tay-
lor’s expansion and assumption (A7)-(A8), we have
Km
(
h−1n (Zi − Ẑ)
)
−Km
(
h−1n (Zi −Z)
)
=∇Km
(
h−1n (Zi −Z)
)T
h−1n
(
Ẑ −Z
)
+ op
(
h−1n ‖Ẑ −Z‖
)
=Op(n
−bh−1n ).
Thus,
f̂(Ẑ)− f̂(Z) = Op
(
n−bh−(m+1)n
)
. (C.36)
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We now evaluate ŜT˜
(
T˜i|Ẑi
)− ŜT˜ (T˜i|Zi). We have
ŜT˜
(
T˜i|Ẑi
)− ŜT˜ (T˜i|Zi)
=
1
n
∑
j : T˜j>T˜i
h−mn Km
(
h−1n (Zj − Ẑi)
)
f̂(Ẑi)
−
1
n
∑
j : T˜j>T˜i
h−mn Km
(
h−1n (Zj −Zi)
)
f̂(Zi)
=
f̂(Zi)n
−1 ∑
j : T˜j>T˜i
h−mn Km
(
h−1n (Zj − Ẑi)
)− f̂(Ẑi)n−1 ∑
j : T˜j>T˜i
h−mn Km
(
h−1n (Zj −Zi)
)
f̂(Ẑi)f̂(Zi)
=
f̂(Zi)n
−1 ∑
j : T˜j>T˜i
h−mn
[
Km
(
h−1n (Zj − Ẑi)
)−Km(h−1n (Zj −Zi))]+Op (n−bh−(m+1)n )
f̂(Ẑi)f̂(Zi)
=Op
(
n−bh−(m+1)n
)
. (C.37)
as (C.35) satisfies that
Km
(
h−1n (Ẑj − Ẑ)
)
−Km
(
h−1n (Zj −Z)
)
=∇Km
(
h−1n (Zj −Z)
)T
h−1n
[
Ẑj −Zj −
(
Ẑ −Z
)]
+ op
(
h−1n
∥∥∥Ẑj −Zj − (Ẑ −Z)∥∥∥)
=Op(n
−bh−1n ). (C.38)
By (C.36)-(C.37), we can obtain the convergence rates of both terms in (C.34):
f̂(Ẑ)−1 − f̂(Z)−1 = − f̂(Ẑ)− f̂(Z)
f̂(Ẑ)f̂(Z)
= Op
(
n−bh−(m+1)n
)
(C.39)
and
ŜT˜
(
T˜i|Ẑi
)−1 − ŜT˜ (T˜i|Zi)−1 = − ŜT˜ (T˜i|Ẑi)− ŜT˜ (T˜i|Zi)
ŜT˜
(
T˜i|Ẑi
)
ŜT˜
(
T˜i|Zi
) = Op (n−bh−(m+1)n ) . (C.40)
By (C.33), (C.38), and (C.40), it can be shown that
IIIj = Op
(
n−bh−(2m+1)n
)
,
which, jointly with the law of large numbers, implies that
II1 − II2 = Op
(
n−bh−(2m+1)n
)
. (C.41)
The assumption (A6) ensures the rationality of the convergence rate Op(n
−bh−(2m+1)n ).
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Combining (C.30) and (C.31), we have
1
n
n∑
i=1
Ii
[
ŵ(T˜i, t,Zi)− ŵ(T˜i, t, Ẑi)
]
=
1
n
n∑
i=1
Iie
−Λ̂(T˜i,t|Zi)
[
Λ̂(T˜i, t|Ẑi)− Λ̂(T˜i, t|Zi)
]
·
(
1 + op(1)
)
=
1
n
n∑
i=1
Iie
−Λ̂(T˜i,t|Zi)
[
II1 − II2
f(Ẑi)
+ II1
(
1
f̂(Ẑi)
− 1
f̂(Zi)
)]
·
(
1 + op(1)
)
, (C.42)

Denote
G˜1 =
1
n
n∑
i=1
φ1(Xi)I(T˜i ≥ t) + 1
n
∑
i:T˜i<t,4i=0
φ1(Xi)ŵ
(
T˜i, t,Zi
)
,
Proposition C.3 Under Assumptions (A1)-(A5), we have∣∣∣G˜1 − E[φ1(X)I(T ≥ t)]∣∣∣ = Op(n−1/2). (C.43)
Proof. In fact, under Assumptions (A1)-(A5), its proof is very similar to the proof of (L1).
By (C.12) and (C.17) we have
1
n
∑
i
Iiφ1(Xi)ŵ(T˜i, t,Zi) =
1
n
∑
i
Iiφ1(Xi)e
−Λ̂(T˜i,t|Zi)
=
1
n
∑
i
Iiφ1(Xi)
[
e−Λi + e−Λi
(
f−1i n
−1∑
j
εij − Q22 + Q23 − Q24 +Op(n−1/2)
)]
=
1
n
∑
i
Iiφ1(Xi)wi + n
−2∑
i,j
Iiφ1(Xi)wif
−1
i εij − n−1
∑
i
Iiφ1(Xi)wi
[
Q22 − Q23 + Q24 +Op(n−1/2)
]
=D31 +D32 −D33.
It is obvious that
D31 − ED31 = 1
n
∑
i
[
Iiφ1(Xi)wi − E(Iiφ1
(
Xi)wi
)]
= Op(n
−1/2).
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Similar to (C.19), we can express E(Iiφ1(Xi)wi) as
E(Iiφ1(Xi)wi) = E
[
φ1(X)I(T˜ < t,4 = 0)P (T ≥ t|C, T ≥ C,Z)
]
= E
[
φ1(X)I(T˜ < t,4 = 0)P (T ≥ t|T˜ ,4 = 0,Z)
]
= E
[
φ1(X)I(T˜ < t,4 = 0)E
(
I(T ≥ t)
∣∣∣T˜ ,4 = 0,Z)]
= E
{
φ1(X)E
[
I(T˜ < t,4 = 0)I(T ≥ t)
∣∣∣T˜ ,4 = 0,Z]}
= E
[
φ1(X)I(T˜ < t,4 = 0)I(T ≥ t)
]
= E
[
φ1(X)I(T˜ < t,4 = 0, T ≥ t)
]
= E
[
φ1(X)I(T ≥ t, C < t)
]
. (C.44)
The fifth “=” of (C.44) is due to the conditional independence
(T,C) ⊥ X | Z,
i.e., Condition 1. The convergence rates of D32 and D33 can be obtained in the same way as
that of Q32 and Q33. Similarly, we obtain that
1
n
∑
i
Iiφ1(Xi)ŵ(T˜i, t,Zi) = E
[
φ1(X)I(T ≥ t, C < t)
]
+Op(n
−1/2). (C.45)
By the central limit theorem, we can show that
1
n
n∑
i=1
φ1(Xi)I(T˜i ≥ t) = E
[
φ1(X)I(T ≥ t, C ≥ t)
]
+Op(n
−1/2),
which, jointly with (C.45), yields (C.43).

Proof of Lemma 4
Note that
p̂l = P̂ (T ≥ tl)− P̂ (T ≥ tl+1) = 1
n
1Tnŵ`.
To prove (L1), we need only to show∣∣∣P̂ (T ≥ t)− P (T ≥ t)∣∣∣ = Op(n−κ),
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where
P̂ (T ≥ t) = 1
n
n∑
i=1
I(T˜i ≥ t) + 1
n
∑
i:T˜i<t,4i=0
ŵ
(
T˜i, t, Ẑi
)
.
By Proposition C.1, it follows that
∣∣∣P˜ (T ≥ t)− P (T ≥ t)∣∣∣ = Op(n−1/2)., which implies that
|p˜l − pl| = Op(n−1/2), (C.46)
where p˜l = P˜ (T ≥ tl)− P˜ (T ≥ tl+1). In view of Proposition C.2, we have∣∣∣P̂ (T ≥ t)− P˜ (T ≥ t)∣∣∣ = Op(n−κ) , 0 < κ ≤ 1
4
,
which, jointly with (C.46), yields that
|p̂` − p`| = Op(n−κ).
Now we prove (L2). Denote
Ĝ =
1
n
Φŵl =
1
n
n∑
i=1
φ(Xi)I(T˜i ≥ t) + 1
n
∑
i:T˜i<t,4i=0
φ(Xi)ŵ
(
T˜i, t, Ẑi
)
.
Similar to the proof of (L1), it suffices to show∥∥∥Ĝ− E [φ(X)I(T ≥ t)]∥∥∥ = Op(n−κ). (C.47)
Recall that φ(X) is a infinite dimensional vector
φ(X) = (
√
a1φ1(X),
√
a2φ2(X), · · · )T ∈ l2. (C.48)
Thus we evaluate every element of Ĝ − E [φ(X)I(T ≥ t)]. Without loss of generality, we
consider the first component Ĝ1 given by
Ĝ1 =
1
n
n∑
i=1
φ1(Xi)I(T˜i ≥ t) + 1
n
∑
i:T˜i<t,4i=0
φ1(Xi)ŵ
(
T˜i, t, Ẑi
)
.
We first show that ∣∣∣Ĝ1 − E[φ1(X)I(T ≥ t)]∣∣∣ = Op(n−bh−(2m+1)n ). (C.49)
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Similar to the derivation of (C.42), we can obtain that
G˜1 − Ĝ1 = 1
n
n∑
i=1
Iiφ1(Xi)ŵ
[
ŵ(T˜i, t,Zi)− ŵ(T˜i, t, Ẑi)
]
=
1
n
n∑
i=1
Iiφ1(Xi)e
−Λ̂(T˜i,t|Zi)
[
II1 − II2
f(Ẑi)
+ II1
(
1
f̂(Ẑi)
− 1
f̂(Zi)
)]
·
(
1 + op(1)
)
= Op(n
−bh−(2m+1)n ),
which, jointly with Proposition C.3, implies (C.49), i.e.,∣∣∣Ĝ1 − E[φ1(X)I(T ≥ t)]∣∣∣ = Op(n−bh−(2m+1)n ).
We choose hn = O(n
−1/2d) and denote κ = b − (m + 1)/d. The assumption (A6) ensures that
κ > 0 and hence we have
nκ
∣∣∣Ĝ1 − E[φ1(X)I(T ≥ t)]∣∣∣ = Op(hn),
which enable us to find a uniform upper bound of nκ
∣∣∣Ĝi − E[φi(X)I(T ≥ t)]∣∣∣ in probability.
We denote this bound as C. Combined with (C.48), it follows that
nκ
∥∥∥Ĝ− E [φ(X)I(T ≥ t)]∥∥∥ ≤ ( ∞∑
i=1
ai
)1/2
C,
which, jointly with (C.48) and the fact that
∑
i ai <∞ , concludes (C.47), i.e.,∥∥∥Ĝ− E [φ(X)I(T ≥ t)]∥∥∥ = Op(n−κ),
and hence (L2) holds. 
D. Proof of Theorem 1
Without loss of generality, we assume that µ̂ = (1/n)
n∑
i=1
φ(Xi) = 0, for otherwise we can
subtract µ̂ from φ(Xi). From (9) we have
Γ̂ =
L∑
`=1
p̂`µ̂` ⊗ µ̂` =
L∑
`=1
1
p̂`
1
n
Φŵ` ⊗
( 1
n
Φŵ`
)
. (D.1)
Denote
n` = #{Ti ∈ D` : i = 1, · · · , n}, ` = 1, 2, · · · , L,
ê` =
{(
ê
(1)
` , · · · , ê(n)`
)T
: ê
(i)
` = I(n1 + · · ·+ n`−1 + 1 ≤ i ≤ n1 + · · ·+ n`), i = 1, · · · , n
}
,
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let Γ˜ be conditional covariance operator of φ(X) corresponding to the data without censoring,
that is
Γ˜ =
L∑
`=1
1
n`/n
1
n
Φê` ⊗
( 1
n
Φê`
)
. (D.2)
From [17], we have ∥∥Σ̂− Σ∥∥
HS
= Op
(
1/
√
n
)
,
∥∥Γ˜− Γ∥∥
HS
= Op
(
1/
√
n
)
. (D.3)
To simplify the notion, we denote
Ξ = Σ−1Γ , Ξ̂ = (Σ̂2 + τI)−1Σ̂Γ̂ , Ξ˜ = (Σ̂2 + τI)−1Σ̂Γ˜
Ξ1 = (Σ̂
2 + τI)−1ΣΓ , Ξ2 = (Σ2 + τI)−1ΣΓ, (D.4)
then
‖Ξ̂− Ξ‖HS ≤ ‖Π1‖HS + ‖Π2‖HS + ‖Π3‖HS + ‖Π4‖HS, (D.5)
where
Π1 = Ξ̂− Ξ˜ , Π2 = Ξ˜− Ξ1 , Π3 = Ξ1 − Ξ2 , Π4 = Ξ2 − Ξ. (D.6)
Now we evaluate each of Π1 ∼ Π4. We fiirst consider Π1, and we have
‖Π1‖HS ≤
∥∥(Σ̂2 + τI)−1∥∥ ∥∥Σ̂∥∥ ∥∥Γ̂− Γ˜∥∥
HS
. (D.7)
The rank of operator Σ̂ is no more than n− 1, so the smallest eigenvalue of Σ̂ is 0. Taking this
into account, we have ∥∥(Σ̂2 + τI)−1∥∥ = 1
τ
, (D.8)
which is the largest eigenvalue of (Σ̂2 + τI)−1, in other words, the reciprocal of the smallest
eigenvalue of (Σ̂2 + τI). Note that
Γ̂− Γ˜ =
L∑
`=1
1
p̂`
1
n
Φŵ` ⊗
( 1
n
Φŵ`
)
=
L∑
`=1
(Π`1 + Π`2 + Π`3), (D.9)
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where
Πl1 =
(
1
p̂`
− 1
n`/n
)
1
n
Φŵ` ⊗
( 1
n
Φŵ`
)
,
Πl2 =
1
n`/n
1
n
Φŵ` ⊗
(
1
n
Φŵ` − 1
n
Φê`
)
, (D.10)
Πl3 =
1
n`/n
(
1
n
Φŵ` − 1
n
Φê`
)
⊗ ( 1
n
Φê`).
By (L1) in Lemma 4, it follows that
‖Πl1‖HS =
∣∣∣∣ 1p̂` − 1n`/n
∣∣∣∣ ∥∥∥∥ 1nΦŵ` ⊗ ( 1nΦŵ`)
∥∥∥∥
HS
= Op(n
−κ). (D.11)
Note that
∥∥ 1
n
Φŵ` − E[φ(X)I(T ∈ D`)]
∥∥ = Op(n−κ). Then by (L2) in Lemma 4, we have
‖Πl2‖HS
≤
∣∣∣∣ 1n`/n
∣∣∣∣ ∥∥∥ 1nΦŵ`∥∥∥
(∥∥∥ 1
n
Φŵ` − E
[
φ(X)I(T ∈ D`)
]∥∥∥+ ∥∥∥ 1
n
Φê` − E
[
φ(X)I(T ∈ D`)
]∥∥∥)
=Op(n
−κ), (D.12)
and
‖Πl3‖HS
≤
∣∣∣∣ 1n`/n
∣∣∣∣ ∥∥∥ 1nΦê`∥∥∥
(∥∥∥ 1
n
Φŵ` − E
[
φ(X)I(T ∈ D`)
]∥∥∥+ ∥∥∥ 1
n
Φê` − E
[
φ(X)I(T ∈ D`)
]∥∥∥)
=Op(n
−κ). (D.13)
Combining (D.9)-(D.13), we obtain that
∥∥Γ̂− Γ˜∥∥
HS
≤
L∑
`=1
(‖Πl1‖HS + ‖Πl2‖HS + ‖Πl3‖HS) = Op(n−κ). (D.14)
which, jointly with (D.8), implies that
‖Π1‖HS = Op
( 1
τnκ
)
. (D.15)
Next we evaluate Π2. By (D.8), it follows that
‖Π2‖HS ≤
∥∥(Σ̂2 + τI)−1∥∥(∥∥Σ̂∥∥∥∥Γ̂− Γ∥∥
HS
+
∥∥Σ̂− Σ∥∥
HS
∥∥Γ∥∥) = Op( 1
τ
√
n
)
. (D.16)
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To evaluate Π3, we use the spectral decomposition of Γ and obtain that
Ξ1 =
dΓ∑
j=1
ζj
((
Σ̂2 + τI
)−1
Σϕj
)
⊗ ϕj , Ξ2 =
dΓ∑
j=1
ζj
((
Σ2 + τI
)−1
Σϕj
)
⊗ ϕj, (D.17)
and ((
Σ̂2 + τI
)−1 − (Σ2 + τI)−1)Σϕj = (Σ̂2 + τI)−1(Σ2 − Σ̂2)(Σ2 + τI)−1Σ2ϕ˜j, (D.18)
which yields that
‖Π3‖HS ≤
dΓ∑
j=1
ζj
∥∥(Σ̂2 + τI)−1∥∥ ∥∥Σ̂2 − Σ2∥∥
HS
∥∥(Σ2 + τI)−1Σ2∥∥ ‖ϕ˜j‖ = Op( 1
τ
√
n
)
. (D.19)
As for Π4, it can be seen that
‖Π4‖HS =
dΓ∑
j=1
ζj
∥∥∥((Σ2 + τI)−1Σ− Σ−1)ϕj∥∥∥, (D.20)
and for each j = 1, 2, · · · , dΓ,∥∥∥((Σ2 + τI)−1Σ− Σ−1)ϕj∥∥∥ ≤ ∥∥∥(Σ2 + τI)−1Σ2ϕ˜j − ϕ˜j∥∥∥
=
∥∥∥∥∥
∞∑
i=1
(
ν2i
τ + ν2i
− 1
)
〈ϕ˜j, ψi〉ψi
∥∥∥∥∥ =
( ∞∑
i=1
τ 2
(τ + ν2i )
2
〈ϕ˜j, ψi〉2
)1/2
≤ τ
ν2N
(
N∑
i=1
〈ϕ˜j, ψi〉2
)1/2
+
( ∞∑
i=N+1
〈ϕ˜j, ψi〉2
)1/2
=
τ
ν2N
∥∥ΨN(ϕ˜j)∥∥+ ∥∥Ψ⊥N(ϕ˜j)∥∥, (D.21)
which, joint with (D.15), (D.16), (D.19), and (D.20), implies that (40) holds.
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