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Abstract
We show that a very large class of quantum pure states of isolated macroscopic bodies, which are
superpositions of energy eigenstates within arbitrary finite energy intervals, have sharply peaked
energy distributions, with their width relative to the average, scaling between ∼ N−1 and ∼ N−1/2,
with N ≫ 1, the number of atoms conforming the body. The implication of this statement is that
closed systems in those states are microcanonical in the sense that, in their evolution and relaxation
to equilibrium, visit only energy eigenstates very near to the mean energy. Since thermodynamics
accurately describes processes of macroscopic bodies and requires that closed systems have constant
energy, we argue that these pure states are typical of those systems. The main assumption beneath
the energy sharpness is that the isolated body can reach thermal equilibrium if left unaltered.
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I. INTRODUCTION
An isolated quantum macroscopic body, whose atoms or molecules interact via short
range interatomic potentials, reaches thermal equilibrium if left unperturbed for a suffi-
ciently long time. [1] We face this situation, for instance, every single time that the lid of
a (very good) thermos bottle is closed or a gas of alkali atoms is confined by a magneto-
optical trap in ultra-high vacuum. Since this occurs every single time that the experiment
is “repeated”, we may consider the situation in which the isolated system is in a pure state
|Ψ(t)〉, even if we do not know which state it actually is, and possibly being different in each
realization. For definiteness, we do not consider entanglement of macroscopic systems here.
On the other hand, thermodynamics provides a very precise description of properties and
transformations of macroscopic systems in and between states in thermal equilibrium. In
particular, the First Law, that establishes that the change of energy of a system during a
process equals the change of energy of its surroundings in terms of work and heat, demands
that the total energy of the system plus environment, a composite isolated system, remains
constant. If we appeal to classical mechanics, we can invoke the conservation of energy
of closed systems and establish the microcanonical ensemble as the representation of the
equilibrium state, in which all points in phase space with energy equal to the initial and
constant energy are equally probable. But, in real life, systems obey quantum mechanics.
And, in general, energy is undetermined since quantum states are superpositions of energy
eigenstates. To cope with this complication, it is usually argued that the energy of a closed
system can be determined within a very small “microcanonical” shell δE around a value
E and, then, in equilibrium, the quantum microcanonical distribution is obtained; see e.g.
Refs. [1–4]. In particular, Ref. [2] provides a thorough discussion of the individual evolution
of these microcanonical states towards equilibrium. While we claim here that it is not
evident or obvious that when we isolate a system in real life we actually “prepare” it in a
pure state within such a shell, we show that such an assumption is unnecessary for the type
of states here considered. That is, we show that pure states of isolated macroscopic bodies,
which are dense superpositions of energy eigenstates, otherwise arbitrary, have very sharply
peaked energy distributions. And as a result, those pure states are already “microcanoni-
cal”, in the sense that all energy eigenstates that actually contribute to the superposition
have essentially the same constant energy. As we will see, the sharpness of the energy dis-
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tribution follows from the fact that the energy density of states of macroscopic bodies grows
extremely fast with energy and because the pure states considered are dense superpositions
of energy eigenstates, bounded in energy. We find it interesting to note that, while the states
here discussed can be identified as typical of macroscopic bodies, because they lead to the
conditions required by the First Law of thermodynamics, at the same time this implies that
the First Law is of statistical character, rather than being an exact or a rigorous one.
The result of this paper should be relevant for the ongoing discussion on thermal equilibra-
tion of isolated macroscopic quantum systems. While this is an old and unabated question,
see Refs. [7–20] to mention a few, there has been a recent vigorous revival of this debate
[2–4, 21–34], further motivated by recent experimental developments [31, 32] in which the
control on preparation and measurement has yielded powerful tools to test fundamental
aspects and assumptions regarding the foundations of statistical physics. In particular, the
present study should be of aid in understanding and extending the validity of the Eigenstate
Thermalization Hypothesis [17, 18, 21, 25, 31].
II. SHARP ENERGY DETERMINATION OF TYPICAL PURE STATES
The behavior of the energy density of states mentioned above is a consequence of the
fact that the systems under consideration can reach thermal equilibrium. If this is the case,
then, any macroscopic subsystem with a number N ≫ 1 of atoms or molecules, being part
of a closed system in thermal equilibrium, will have an entropy S(E, V,N) = Ns(e, v), with
E and V the mean energy and volume of the subsystem, and s, e and v, their corresponding
entropy, energy and volume per particle. [1] As a consequence, the number of states ∆Γ
of the subsystem, with energy within a very small interval δE around E, is approximately
given by,
∆Γ(E) ≃ eNs(e,v)/kB , (1)
with kB Boltzmann constant. As we review below, this indicates that the density of states
is incredibly dense for any macroscopic sample of the body. While this result is achieved
via the assumptions of statistical physics, we point out that this is actually a property of
the density of states of the isolated subsystem of N atoms; that is, it is a property of the
Hamiltonian of the isolated subsystem, regardless of the actual state in which it finds itself.
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Since the entropy is a concave, monotonously increasing function of the energy, [1, 5, 6]
one can conclude that the density of states is not only very dense, but also, that it is an
extremely fast growing function of the energy E, for a fixed number of particles N ≫ 1.
This, we will show, essentially determines the energy distribution of macroscopic bodies
that can achieve thermal equilibrium.
To be more precise, consider the following superposition of states of a closed macroscopic
system with Hamiltonian H ,
|Ψ〉 =
∑
{m}
∗
a{m}|{m}〉, (2)
with the expansion coefficients,
a{m} = 〈{m}|Ψ〉, (3)
and where |{m}〉 denote the (complete set of) energy eigenstates of the system, H|{m}〉 =
E{m}|{m}〉, and with the sum restricted to all states with energy E{m} within an arbitrary
but bounded energy interval (Emin, Emax). Suppose for the moment that we want to know
the statistical properties of an operator that involves the Hamiltonian of the system only,
f = f(H), when the system is in the state |Ψ〉 given by Eq. (2); say, we want to know its
expectation value,
〈f〉 = 〈Ψ|f(H)|Ψ〉. (4)
then,
〈f〉 =
∑
{m}
|a{m}|
2f(E{m}). (5)
Because the energy levels are dense for a macroscopic system, we can also write,
〈f〉 =
∫
dEW(E) f(E), (6)
with W(E)dE the probability of finding the system with energy between E and E + dE.
This probability distribution W(E) depends on the values of the amplitudes a{m} which, in
principle, are quite arbitrary, except that obey
∑
{m}
∗
|a{m}|
2 = 1. (7)
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The purpose of this work is to show that the ratio of the width ∆E to the average E of
W(E), given by,
E = 〈Ψ|H|Ψ〉
=
∫
dEW(E) E (8)
and
∆E2 = 〈Ψ|H2|Ψ〉 − 〈Ψ|H|Ψ〉2
=
∫
dEW(E) (E − E)2 (9)
scales as,
∆E
E
∼ N−κ (10)
with 1/2 ≤ κ ≤ 1. This is the statement of the distribution of energy being sharply peaked.
Considering the state |Ψ〉, given by Eq. (2), as the initial state of the closed system, we
now demand certain plausible and reasonable properties of the expansion coefficients a{m}.
First, we assume that the superposition is “dense”, that is, that if not all states within
the interval |Emax − Emin| are included, at least there are finite regions within such an
interval that are populated, see upper panel of Fig. 1 for a couple of examples. What we
are excluding is the possibility of a single eigenstate or superpositions of a few of them. The
reason for this is, again, that due to to the very dense density of states it is a practical im-
possibility to prepare a macroscopic body in a single eigenstate |{m}〉: Landau and Lifshitz
[1] argue that it would take a time ∆t ∼ eN , in any units, to prepare a system in such a
state. This imposes the constraint that we cannot have an energy resolution below a certain
“practical” limit δE. This can be taken arbitrarily small but with the requirement that
the number of states within such a width, so called microcanonical [1, 2, 24, 25], there are
∆Γ(E, V,N) states, as given by Eq. (1). Hence, with no loss of generality, we assume that all
states |{m}〉 with energy within the interval |Emax−Emin| are included in the superposition.
Second, perhaps the apparently most demanding but simplifying assumption, we require
that the coefficients a{m} depend on the energy only, namely
a{m} = a(E{m}). (11)
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In accord with the first assumption, we are demanding that all states within the width δE
are equally probable. This is not unreasonable, for if a single or a few states within δE were
much more probable than the others, it would amount to accept the possibility that one
can prepare single eigenstates. Therefore, within the interval δE all states should be nearly
equally probable, rendering |a(E)|2 a smooth function of E.
With the two previous assumptions we can write the energy distribution as,
W(E) ≃ |a(E)|2
dΓ(E)
dE
. (12)
with dΓ/dE the energy density of states. But because the energy spectrum is dense, we can
further approximate the density of states, yielding
W(E) ≈ |a(E)|2
∆Γ(E, V,N)
δE
, (13)
with ∆Γ(E, V,N) given by Eq. (1). As already mentioned, the growth of ∆Γ(E, V,N) as a
function of increasing E is guaranteed by the fact that the entropy function S/N = s(e, v)
is a concave, monotonic increasing function of E, [1, 5, 6] at least for systems that can
have positive temperatures only; we do not consider the possibility of negative temperatures
here. [35–38] Hence, because of its dependence on N , ∆Γ(E, V,N) grows extremely fast as
a function of E; for instance, for a monoatomic ideal gas
∆Γ(E, V,N) ≃ CE
3
2
N , (14)
with C independent of E.
We can now examine the third and last assumption concerning the statement that the
interval (Emin, Emax) is bounded or finite. Although, this “strictly” means that |a(E)|
2 = 0
for E outside the given energy interval, as exemplyfied in Fig. 1, we discuss further below
that this assumption can be relaxed. In the “strict” cases is quite clear thatW(E) is sharply
peaked at an average value E, which is smaller but very near Emax: on the one hand, the
density of states grows very fast without bound and, on the other, the coefficients are smooth
and bounded, |a(E)|2 < 1, in the energy interval. As a result, the product |a(E)|2∆Γ(E)
will accumulate at the highest possible value of |a(E)|2. As a matter of fact, the value of
Emin is irrelevant and, as exemplyfied in Fig. 1, one could even have separated finite regions
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FIG. 1. (Color online) Examples of expansion coefficients |a(E)|2 (red line) and energy distribution
W(E) (blue line), Eq. (13), as a function of energy E, for two arbitrary initial states |Ψ〉. For the
calculation of W(E), we used the density of states of the dilute ideal gas, given in Eq. (14)
where |a(E)|2 6= 0 and the distribution W(E) would still be peaked near Emax. This can
explicitly be verified with the ideal gas, as shown in the lower panel of Fig. 1 and with 1D
Ising models (not shown here). We can estimate how far E is from Emax and how sharp
is the decay, if |a(E)|2 = 0 for E ≥ Emax. To this end, using Eq. (1), write the energy
distribution, Eq. (13), as
W(E) ≈
1
δE
exp
[
ln |a(E)|2 +Ns(e, v)/kB
]
. (15)
Since the exponential function is a monotonic function, the maximum of W(E) also occurs
at the maximum of its argument. Call E the value of the energy at the maximum. This
maximum is determined by the condition,
1
kB
(
∂s
∂e
)
E
+
1
|a(E)|2
d|a(E)|2
dE
∣∣∣∣
E
= 0. (16)
The first term is positive and the second one negative. The first one equals the inverse of
the temperature function of the system at the value e = E/N
1
kB
(
∂s
∂e
)
E
=
1
kBT (e, v)
(17)
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and, although initially this is not the temperature of the system, it will become so when the
system reaches thermal equilibrium The second term in Eq. (16) is negative because of the
assumption on the shape of |a(E)|2. Let us assume first a simple but very general model of
how |a(E)|2 vanishes as E → E−max. In this case, E vanishes algebraically when approaching
Emax,
|a(E)|2 ≃ K

 C − (E −E0)
α if E ≤ Emax
0 if E ≥ Emax
(18)
where C = (Emax −E0)
α, α > 0, E0 is an energy smaller than Emax, and K is a normaliza-
tion constant. The energies of macroscopic systems can be considered to scale with N , in
the sense that E/N is an energy of the order of kBTeff , with Teff an “effective” temperature
that may range from fractions of Kelvin, 10−7 K, at the ground state of a weakly interacting
Bose gas [39], to, say, 1010 K, at the core of a supernova [41]. This is approximately a
range from 10−30 to 10−13 Joules. We call “macroscopic” energies to values of E/N in such
an interval, and we expect all energies involved, Emax, E0 and E to be within it. This al-
lows us to say that those energies scale with N , namely, that they are extensive in that sense.
Now, because E is very near Emax, we can write E = Emax − ǫ with ǫ/Emax ≪ 1 in Eq.
(16), using Eq. (18); since the first term in Eq. (16) is slowly varying in energy, it can be
evaluated at E ≈ Emax, while the second one can be expressed in terms of ǫ; the result is
that
ǫ ≈
kB(
∂s
∂e
)
Emax
(19)
namely, ǫ ≈ kBT (emax, v) with emax = Emax/N . In the light of the discussion of the previous
paragraph, ǫ is an intensive quantity, being of order O(1) with respect to Emax ∼ O(N); a
very small shift. Now, we can estimate the width of the distribution W(E). For this, we
consider the second order term in the argument of the exponential in Eq. (15). Using the
assumed form of the coefficients, Eq. (18), this yields,
1
2
(
1
kBN
(
∂2s
∂e2
)
E
− 1
|a(E)|4
(
d|a(E)|2
dE
)2
E
+ 1
|a(E)|2
d|a(E)|2
dE2
∣∣∣
E
)
(E −E)2 ≈
1
2
(
1
kBN
(
∂2s
∂e2
)
E
− 1
ǫ2
− α−1
ǫ(Emax−E0)
)
(E − E)2 ≈
− 1
2ǫ2
(E −E)2. (20)
The last approximation follows from the fact that the first and third terms in the second
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line scale as 1/N . In conclusion, the energy distribution approximates as,
W(E) ≈ |a(E)|2
eNs(e,v)/kB
δE
exp
[
−
(E −E)2
2ǫ2
]
(21)
with E ≈ Emax − ǫ and ∆E = ǫ ≈ kBT (e, v). The above distribution is an extremely sharp
gaussian function, since E ∼ O(N) and ∆E = ǫ ∼ O(1); namely, ∆E/E ∼ N−1. It is much
narrower than the usual thermodynamic gaussians, whose widths scale as ∼ N1/2. While
this argument was done for |a(E)|2 approaching zero as E → E−max algebraically, the same
can be shown to obtain if it does so exponentially, namely,
|a(E)|2 ≃ K

 e
−((E−E0)/E1)
γ
− e−((Emax−E0)/E1)
γ
if E ≤ Emax
0 if E ≥ Emax
, (22)
with γ > 0, K, E0 and E1 constants, but with both E0 ∼ O(N) and E1 ∼ O(N), such that
the interval |Emax−Emin| is macroscopic. The ensuing distribution W(E) again behaves as
given by Eq. (21). There are, however, other possible behaviors of the coefficients |a(E)|2
that we now address.
In the above paragraphs we discuss cases in which |a(E)|2 = 0 for E ≥ Emax. However,
this requirement can be relaxed and demand now that |a(E)|2 → 0 exponentially, as E →∞.
That is, let us assume that for large E, |a(E)|2 behaves as,
|a(E)|2 ≃ K exp[−(E/∆)κ], for E →∞ (23)
with ∆ a scale of energy whose value we discuss below. If κ ≥ 1, because Ns(e, v) is concave,
there exists always a maximum in W(E), as can be seen by writing the energy distribution
for large E,
W(E) ≈
K
δE
exp [−(E/∆)κ +Ns(e, v)/kB] for E →∞. (24)
For 0 < κ < 1 the maximum may not exist. Let us discuss first κ ≥ 1. The maximum value
E is found from,
1
kB
(
∂s
∂e
)
E
≈ κ
E
κ−1
∆κ
, (25)
while the width of the distribution ∆E may be obtained from the second order expansion
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term, already identifying the width,
−
1
2∆E2
(E − E)2 =
1
2
[
1
Nk
(
∂s2
∂e2
)
E
− κ(κ− 1)
E
κ−2
∆κ
]
(E −E)2
=
1
2
[
1
Nk
(
∂s2
∂e2
)
E
− (κ− 1)
1
EkB
(
∂s
∂e
)
E
]
(E − E)2. (26)
First, both terms within the square brackets are negative, the first one because the function
entropy is concave and the second because of the assumption κ ≥ 1. Now it comes an inter-
esting point. If we stick to the requirement that E ∼ O(N), such that the entropy s = s(e, v)
is intensive, then both terms in the square brackets are of the same order, yielding a width
∆E ∼ O(N1/2). This case, however, demands a further requirement on ∆ as seen from Eq.
(25); that is, it should be true that E
κ−1
/∆κ ∼ O(1), yielding ∆ ∼ O(N (κ−1)/κ). What if
∆ does not scale in that way? For instance ∆ could be ∼ O(1) or ∼ O(N). Although we
cannot strictly make general statements for an arbitrary system, we can check different cases
with the dilute ideal gas, given in Eq. (14), as we can calculate explicitly the expressions
in Eqs. (25) and (9). We find that E does not scale with N , in general; for instance, if
∆ ∼ O(1), E ∼ O(N1/κ), while if ∆ ∼ O(N), E ∼ O(N1+1/κ). In the same fashion, ∆E
scales differently for each case. While these kind of scaling with N does not seem to be
usual, we expect nevertheless that E should be within realistic bounds as described above.
The notorious result is that, for all type of dependences, the ratio ∆E/E ∼ O(N1/2) always.
That is, the distribution W(E) is always sharply peaked, with a relative width ∼ N−1/2.
We point out that the case κ = 1 coincides with the distribution of energy of the canonical
ensemble at a temperature T given by the inverse of the first derivative of the entropy.
If the exponent κ, in the large energy behavior of the coefficients |a(E)|2 given by Eq.
(23), is smaller than one, 0 < κ < 1, then, there is no guarantee thatW(E) has a maximum,
neither that it is normalized, because both terms in the exponent in Eq. (24) are concave.
However, we can tailor the value of κ such that, still, the maximum exists, but we can also
tune it such that the width ∆E is as large as we desire, see the second line in Eq. (9):
note that if we choose κ < 1 appropriately, the exponent can still be negative, yet we could
make the exponent arbitrarily small in absolute value. A similar reasoning can be used
if we choose that the coefficients |a(E)|2 vanish as E → ∞ algebraically, |a(E)|2 ∼ E−η.
Choosing η appropriately, we can make the tail ofW(E) to behave as slow as we desire, but
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still normalizable, and obtain a very large width ∆E. These two cases make the general
statement of this article to fail, yet we claim, doing this requires a very detailed tailoring of
the initial state |Ψ〉. That is, the coefficients must be strictly different from zero as E →∞
and must almost exactly cancel the enormous growth of the density of states as a function
of energy, in order to render a slow decay of the energy distribution. This appears just as
complicated, perhaps, as trying to obtain a superposition of very few states. In any case, it
would certainly be very interesting to be able to prepare in real life states with such long
probability tails, for after measurement, one would obtain a very different energy each time
the system were prepared in the same state.
To summarize our claim, we can state that a very sharp energy distribution is obtained
for initial pure states |Ψ〉, whose energy coefficients |a(E)|2 are bounded from above by an
energy value Emax or decay to zero as E →∞ sufficiently fast. An important point is that
states whose energy is well below E are quite irrelevant. This has an interesting consequence
when the superposition of states which is dense but in “lumps”, such as that shown in the
lower panel of Fig. 1. In such a situation the interference between states of different lumps
would be nullified, because the system would effectively remain in states near the maximum
value of the energy Emax all the time.
III. COMMENTS
The claim of this paper rests on assuming that the systems under consideration can reach
thermal equilibrium. While we have no intention of indicating how this does occur, we still
have few questions that should be addressed regarding the consistency or compatibility of an
equilibrium state with fact that the system is always in a pure state. As already cited in the
introductory paragraphs, there are recent excellent discussions, see Ref. [2] and references
therein, on how thermal equilibrium is achieved in quantum macroscopic bodies that are in
pure states within a microcanonical shell. The issue we address in this paragraph regards the
equilibrium state itself. As discussed in Landau and Lifshitz monography and in the recent
papers, equilibrium is reached when distributions of extensive quantities of macroscopic
subsystems of the whole isolated body are sharply peaked; in this case, it is true that
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∆As/As ∼ O(N
−1/2
s ), with As an extensive quantity of the s−th subsystem and Ns ≫ 1
its number of particles. This condition is achieved as a consequence of the macroscopic
subsystems becoming statistically independent. Concomitantly, one can assert that states
of any subsystem, with the same number of particles, volume and, specially, same energy,
are equally probable. This in turn allows us to establish that the equilibrium state of the
subsystems can be accurately described by a density matrix ρs, such that the entropy of the
s−th subsystem, Ss can be obtained from the expression, [1]
Ss = −kBTrs ρs ln ρs, (27)
where the trace is taken over states of the system s alone. We can now proceed “backwards”
and conclude that, regarding the whole isolated system, its state of equilibrium can be
described by the microcanonical density matrix that asserts that all states within a very
narrow energy band are equally probable, and that states outside of it have probability zero.
This may seem contradictory with the fact that we are assuming that the system is always
in a pure state |Ψ〉. First, since the system is isolated, its time evolution is unitary under
its Hamiltonian H and, therefore, the energy distribution W(E) remains stationary, while
the state itself evolves,
|Ψ(t)〉 = e−iHt/~|Ψ〉. (28)
Since essentially only the energy states within ∆E around E are probable, we can then
assert that, in its evolution |Ψ(t)〉, the system “visits” all those states only and, in the sense
mentioned above, the system reaches equilbrium. The actual microcanonical ensemble is the
∼ eN states in ∆E around E, since all have the “same” energy and are “equally” probable.
It is therefore clear that only when the system has reached equilibrium we can use the micro-
canonical density matrix as a representation of the equilibrium state, regardless of whether
it is in a pure state, known or unknown. As a consequence, all initial “typical” states |Ψ〉
with approximately the same mean energy E, once in equilibrium, can be described by the
same microcanonical density matrix. After all, this density matrix permits calculation of
thermodynamic properties only, including their correlations, which usually are properties of
few bodies; of course, those properties can also be calculated using the state |Ψ(t)〉, if known.
In this way, using the microcanonical density matrix in Eq. (27), leads to the the entropy of
the equilibrium state as being (the negative of the logarithm of) the number of energy states
within ∆E around E, that is, to the expected value S = −kB ln∆Γ(E, V,N). It is certainly
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erroneous to substitute the state |Ψ(t)〉 into the formula given in Eq. (27) since it would
yield the absurd result that the entropy is zero for an isolated system in thermal equilibrium.
To conclude, we mention that the present result may suggest that the First Law of Ther-
modynamics is of statistical character, just as we are used to the fact that the Second one
indeed it is. Usually, in order to enunciate the First Law one appeals to the conservation
of energy of isolated classical systems. Then, one argues that the change in energy of a
system must equal the corresponding change in energy of its surroundings in terms of heat
and work. However, real systems obey quantum mechanics and their energy cannot be
considered to be a constant, unless they are in an energy eigenstate. However, as suggested
here, typically, macroscopic systems are prepared in states whose energy distribution are
sharply peaked; this entails us to affirm that the energy of the system effectively remains
constant, and the Law can then be established. This, however, has a statistical significance
not a rigorous or an exact one. As a matter of fact, since classical mechanics emerges from
quantum mechanics for macroscopic systems, one could also claim that the conservation of
energy of classical systems is a consequence of the energy sharpness of the corresponding
quantum bodies.
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