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INTRODUCTION 5
Introduction
In [31–33], Floer associated to a non-degenerate time-dependent Hamiltonian
H : R/Z×M → R
on a symplectic manifold M (satisfying some technical hypotheses), a cohomology group
now called (Hamiltonian) Floer cohomology, which he showed to be independent of H if M
is closed.
In these notes, we shall be concerned with a situation where M is not closed. Since
general open symplectic manifolds are too wild to allow for an interesting development of
Floer theory, one usually restricts attention to those with controlled behaviour outside a
compact set; a natural condition to impose is that a neighbourhood of infinity be modelled
after the cone on a contact manifold. A key insight of Floer and Hofer [36] is that there are,
on such symplectic manifolds, natural classes of Hamiltonians whose Floer cohomology is
related to the dynamics of the Reeb flow on the contact manifold at infinity. One such class,
which admits a natural order with respect to the “rate of growth” at infinity, was introduced
by Viterbo in [81, 82], and the symplectic cohomology of such a manifold can be defined
as a direct limit of Floer cohomology groups over this class of Hamiltonians. This is the
cohomology group appearing in the title. These groups are extremely difficult to compute,
except when they vanish, but they are known to satisfy good formal properties, including a
version of the Ku¨nneth theorem [66].
Instead of considering such a general setting, we restrict ourselves to the first class of
examples for which this invariant is both non-trivial and expressible in terms of classical
topological invariants: the symplectic manifold M which we shall consider will be the cotan-
gent bundle T ∗Q of a closed differentiable manifold. In this case, one naturally obtains a
manifold equipped with a contact form by considering the unit sphere bundle with respect
to a Riemannian metric on Q, and it has been known for quite a long time that the Reeb
flow on this contact manifold is related to the geodesic flow on the tangent bundle. Since
the closed orbits of the geodesic flow are the generators of a Morse complex which computes
the homology of the free loop space, a connection between the loop homology of Q and the
symplectic cohomology of T ∗Q is therefore to be expected.
In his ICM address [79], Viterbo explained a strategy for showing that, for cotangent
bundles of oriented manifolds, symplectic cohomology is isomorphic to the homology of the
free loop space: the idea was to relate both to an intermediate invariant called generating
function homology. This strategy was implemented in [81], and different approaches were
later considered in [3, 71]. Surprisingly, the result stated by Viterbo turns out to be true
only if the base is Spin; the key observation here is due to Kragh [50], who showed that,
for oriented manifolds, generating function homology cannot be isomorphic to symplectic
cohomology because it is not functorial under exact embeddings. Instead, Kragh proved the
functoriality of a twisted version of generating function homology, which is isomorphic to
the homology of a local system of rank 1 on the free loop space that is trivial if and only
the second Stiefel-Whitney class of Q vanishes on all tori. A corrected version of Viterbo’s
theorem for orientable base was, as a consequence, relatively easy to state and prove [9].
These notes present a complete proof of Viterbo’s theorem relating the (twisted) homol-
ogy of the free loop space of a closed differentiable manifold to the symplectic cohomology
of its cotangent bundle. In addition, they include the verification that the primary operadic
operations coming on one side from the count of holomorphic curves, and on the other from
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string topology agree. We pay particular attention to issues of signs and gradings, both be-
cause it turns out in the end that the answer is unexpected and because even some experts
still consider them to be too mysterious to address.
The original intent was that the account given would be complete as well as accessible to
a reader familiar with basic concepts in symplectic topology, but not necessarily an expert.
We do not quite succeed in this goal in three respects:
(1) The model for the homology of the free loop space that we use is the direct limit of
the Morse homology of spaces of piecewise geodesics. This model introduces even
more signs conventions that one has to choose and verify are compatible. The
choice of was made in order to avoid having to reference or prove the fact, well-
known to all experts, but with no accessible proof available in the literature, that
higher dimensional moduli space of Floer trajectories and their generalisations form
manifolds with corners. With such a result at hand, and the additional knowledge
that the evaluation map at a fixed point defines a smooth map from such moduli
spaces to the ambient symplectic manifold, one would be able to avoid using Morse
homology, and rely instead on a more classical theory.
(2) While a complete account is given for the construction of a chain map implementing
Viterbo’s isomorphism, including a verification of the signs in the proof that it is
a chain map (see Lemma 4.3.8), the reader who wants to see every detail of the
proof that the structure maps coming from Floer theory and string topology are
intertwined by this isomorphism will have to do quite a bit of sign checking beyond
what is included. Natural orientations are constructed on all moduli spaces that
are used to show that the isomorphism preserves operations, but beyond that,
one needs to perform some symbol pushing to check that the relations hold as
stated, rather than up to an overall sign depending only on discrete invariants (the
dimension of Q, the degree of the inputs, ...).
(3) The construction of a map from Floer theory to loop homology is given in Chapter
4 and one can reasonable hope enough background has been provided that the
diligent reader can follow the argument up to that point without being necessarily
equipped with expertise in these matters. However, Chapters 5 and 6, in which
this map is proved to be an isomorphism, will likely prove to be more challenging
because they rely on an essentially new technique using parametrised moduli spaces
of pseudoholomorphic curves with Lagrangian boundary conditions.
Beyond the results on the connection between symplectic cohomology and loop homol-
ogy that have already appeared in the literature (see in particular [5, 82]), several new
results are proved. First, statements and proofs are systematically generalised from the
orientable to the non-orientable case, including the construction of a natural Z grading on
symplectic cohomology, the definition of string topology operations, and the construction of
the isomorphism between (twisted) loop homology and symplectic cohomology.
However, the most important new results are contained in Chapters 5 and 6, which in-
troduce two new mutually inverse maps between loop homology and symplectic cohomology.
These maps in a sense explain that Viterbo’s theorem holds because
the family of cotangent fibres {T ∗qQ}q∈Q defines a Lagrangian foliation of T ∗Q.
The motivation for introducing these maps comes from Fukaya’s ideas on family Floer ho-
mology. Moreover, the verification that the maps are mutually inverse uses degenerations
of moduli spaces of discs with multiple punctures, which are related to recent work in Floer
theory that uses moduli spaces of annuli [8,15,41] (see, in particular Figures 5.8 and 6.5).
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The key point is to
verify that maps in Floer theory are isomorphisms by considering degenerations
of Riemann surfaces, rather than degenerations of Floer equations on a fixed
surface.
The idea of degenerating the Floer equation goes back to Floer who used it to prove that
certain Floer cohomology groups are isomorphic to ordinary cohomology [33]. Such degen-
erations usually give rise to isomorphisms of chain complexes, but at the cost of requiring
very delicate analytic estimates. The method we adopt usually gives a weaker result (only
a chain homotopy equivalence), but tends to be more flexible, and requires arguments of a
more topological nature.
These notes are organised as follows: symplectic cohomology, with coefficients in a local
system over the free loop space, is defined for cotangent bundles in Chapter 1, and three
operations on it are constructed in Chapter 2 under the assumption that the local system
is transgressive. These operations give rise to a (twisted) Batalin-Vilkovisky structure.
Chapter 3 is independent of the first two, and provides a construction of a Batalin-Vilkovisky
structure on the twisted homology of the loop space of a closed manifold. This structure is
constructed from the Morse homology of finite dimensional approximations. A map from
symplectic cohomology to loop homology is constructed in Chapter 4, which also includes
the verification that this map intertwines the operations on the two sides. A left inverse to
this map is constructed in Chapter 5, and Chapter 6 provides the proof that this left inverse
is an isomorphism.
Acknowledgments. I would like to thank Thomas Kragh for sharing his insights about
Section 3.2.2, Joanna Nelson for catching some typographical errors, and Janko Latschev,
Dusa McDuff, Alex Oancea, and an anonymous referee for extensive and helpful comments.
The author was partially supported by NSF Grant DMS-1308179, and by the Simons
Center for Geometry and Physics.

CHAPTER 1
Symplectic cohomology of cotangent bundles
1.1. Introduction
In this chapter, we define the symplectic cohomology of a cotangent bundle, with co-
efficients in a local system ν over the free loop space; we denote this graded abelian group
by
(1.1.1) SH∗(T ∗Q; ν).
Remark 1.1.1. The main justification for considering non-trivial local systems will be
explained in Chapter 4, where we compare symplectic cohomology to the homology of the
free loop space.
In order to keep the construction of symplectic cohomology to a reasonable length, we
shall focus on the aspects of the theory which distinguish it from Hamiltonian Floer theory
on compact symplectic manifolds; in particular, the reader will be occasionally advised to
consult one of two references: (1) Salamon’s notes on Floer theory [70] (2) the textbook on
Floer and Morse homology by Audin and Damian [14]. The main differences are as follows:
(1) For closed manifolds, the Floer complex is defined for a generic Hamiltonian and
almost complex structure, and the cohomology of this complex is independent
of these choices. This is not the case for cotangent bundles: one must impose
additional conditions both on the Hamiltonian and on the almost complex structure
in order to ensure that the differential is well-defined. Moreover, having imposed
these restrictions, Floer cohomology still depends on the choice of Hamiltonian.
(2) Most discussions of the Z-grading in Floer theory are usually restricted to con-
tractible orbits, under the assumption that the first Chern class vanishes. While
the cotangent bundle of an orientable manifold has vanishing first Chern class, this
is not true in general, e.g. for the cotangent bundle of RP2. Moreover, there are
interesting dynamical aspects in the study of non-contractible orbits, so we must
understand gradings for such orbits as well.
(3) We shall define operations on symplectic cohomology in Chapter 2. In order to
keep track of the signs in various equations, we shall give a treatment of signs
in the construction of Floer theory which is superficially different from the usual
accounts that appear in the literature.
1.2. Basic notions
1.2.1. The cotangent bundle as a symplectic manifold. The construction of a
symplectic form on the cotangent bundle T ∗Q of a smooth manifold Q essentially goes back
to Liouville: Given local coordinates (q1, . . . , qn) on Q, let us write pi for the coefficient of
dqi in a cotangent vector, so that (q1, . . . , qn, p1, . . . , pn) = (q, p) define local coordinates on
T ∗Q.
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Definition 1.2.1. The canonical form λ on T ∗Q is the 1-form which assigns to a
tangent vector v at (p, q)
(1.2.1) p(q∗(v))
where q∗ is the map induced on tangent vectors by projection to the base.
Exercise 1.2.2. Compute that λ is given in local coordinates by
(1.2.2) λ =
n∑
i=1
pidqi.
The differential of λ is the canonical symplectic form given in local coordinates by
(1.2.3) ω =
n∑
i=1
dpi ∧ dqi.
To verify that ω is indeed symplectic, one checks that (1) dω = 0 (which follows from d2 ≡ 0)
and (2) that ωn is a volume form. Note that a direct consequence of Exercise 1.2.2 is that
our expression for ω is invariant under changes of coordinates.
Remark 1.2.3. It will be convenient to identify the cotangent bundle of Rn with Cn.
Writing (p, q) for the coordinates of T ∗Rn the map
(1.2.4) (q, p) 7→ q − ip
has the property that it takes the canonical symplectic form on the cotangent bundle to the
standard symplectic form on Cn:
(1.2.5)
n∑
i=1
dxi ∧ dyi.
We shall also consider the Liouville vector field
(1.2.6) Xλ =
n∑
i=1
pi∂pi
which integrates to the flow
(1.2.7) ψρ(q1, . . . , qn, p1, . . . , pn) = (q1, . . . , qn, e
ρp1, . . . , e
ρpn)
Exercise 1.2.4. Define Xλ invariantly in terms of ω and λ.
1.2.2. Hamiltonian orbits. A Hamiltonian is a smooth function H on R/Z× T ∗Q,
which we will think of as a family of functions Ht on T
∗Q parametrised by t ∈ R/Z.
Whenever Ht is independent of t, we say that the Hamiltonian is autonomous.
Definition 1.2.5. The Hamiltonian vector field of Ht is the unique vector field XHt
on T ∗Q satisfying
(1.2.8) ω(XHt , ) = −dHt( )
We shall write XH for the time-dependent vector field whose value at t is XHt . As
with any vector field, one can try to understand the dynamical properties of the flow by
considering the closed flow lines, which we call orbits:
1.2. BASIC NOTIONS 11
Definition 1.2.6. A time-1 Hamiltonian orbit of H is a map
(1.2.9) x : R/Z→ T ∗Q
such that
(1.2.10)
dx
dt
= XH .
The set of time-1 Hamiltonian orbits for a given family H will be denoted O(H). The key
idea in Floer theory is that, under suitable genericity properties, the elements of O(H) label
a basis for a cochain complex (the Floer complex defined in Section 1.5) whose cohomology
is invariant under compactly supported perturbations of H.
Let us now fix a metric on Q. We write
(1.2.11) ρ(q, p) = 〈p, p〉1/2
for the norm of the covector p, which we think of as a radial coordinate on T ∗Q. For each
positive real number ρ, we obtain a disc bundle
(1.2.12) D∗ρQ ⊂ T ∗Q
consisting of those points (p, q) such that 〈p, p〉1/2 ≤ ρ; the boundary of D∗ρQ is the sphere
bundle, which we denote S∗ρQ. When ρ = 1, we omit the subscript from the notation of the
unit disc and sphere bundles.
Rescaling the fibres allows us to identify the complement of D∗Q with the product of
S∗Q with a ray; we obtain a decomposition
(1.2.13) T ∗Q = D∗Q ∪S∗Q S∗Q× [1,+∞)
into the disc bundle and a conical end.
Definition 1.2.7. Let b be a real number. A Hamiltonian H is linear of slope b if
(1.2.14) H|S∗Q× [1,+∞) ≡ b · ρ.
We define a preorder on the set of linear Hamiltonians:
(1.2.15) H  K if the slope of H is less than or equals that of K.
Unless otherwise mentioned, all Hamiltonians considered from now on will be linear.
The Hamiltonian flow of a linear function is connected to the geodesic flow: we remind the
reader that a loop γ in Q is a (non-constant) geodesic if and only if the lift γ˜ = (γ, dγdt )
of γ to TQ is always tangent to the horizontal distribution defined by the metric. A loop
x = (q(t), v(t)) in TQ is therefore the lift of a geodesic if and only if it is tangent to the
horizontal distribution and the projection to the base of the tangent vector to x satisfies
(1.2.16) q∗
(
dx
dt
)
= v.
Using the metric, we may identify the cotangent and tangent bundle; we write g(p) for the
vector dual to a covector p, and
(1.2.17) g˜ : T ∗Q→ TQ
for the induced map on total spaces.
Exercise 1.2.8. Show that the image of the horizontal distribution under g˜−1 defines
a Lagrangian distribution in T ∗Q (Hint: use normal geodesic coordinates). Conclude that
the Hamiltonian flow of the function ρ
2
2 is identified by g˜ with the geodesic flow.
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Lemma 1.2.9. Let x be an orbit of a linear Hamiltonian H of slope b. If x intersects
the conical end, then the loop
(1.2.18)
R/bZ→ Q
t 7→ q(x(t/b))
is a geodesic parametrised by unit speed.
Proof. Since dH(XH) = 0, any Hamiltonian orbit which intersects the complement of
D∗Q lies entirely in one of the level sets of ρ; in particular it lies entirely in the complement
of D∗Q. We claim that
(1.2.19)
q˜(x(t/b))
ρ
satisfies Equation (1.2.16), and has tangent vector lying in the horizontal distribution.
To prove this, we first reduce to the case x lies on the unit cotangent bundle. The key
point is that dilating the fibres preserves XH , because it scales ω and ρ by the same amount;
in particular if x(t) = (q(t), p(t)) is an orbit of Xρ, so is (q(t), p(t)/〈p, p〉1/2).
Next, we show that if p has norm 1, then
(1.2.20) q∗(Xρ) = g˜(p).
This is a straightforward computation: identify the vertical tangent vectors at (q, p) with
T ∗qQ, and observe that, for such a covector p
′:
(1.2.21) p′(q∗(Xρ)) = ω(p′, Xρ) = dρ(p′) = 〈p, p′〉.
From the discussion preceding Exercise 1.2.8, and the fact that g˜ commutes with pro-
jection to the base, the result follows once we show that the image of Xρ(q, p) under g˜ lies in
the horizontal distribution. Since parallel transport with respect to the connection induced
by the metric is an isometry, dρ vanishes on the horizontal distribution, hence ω( , Xρ) also
vanishes on this Lagrangian subspace (see Exercise 1.2.8). Since a Lagrangian subspace is
its own symplectic orthogonal complement, we conclude that g˜∗Xρ lies in the horizontal
distribution. 
Corollary 1.2.10. If Q does not admit any closed geodesic of length b, and H is linear
of slope b, then all elements of O(H) have image contained in the interior of D∗Q. 
1.2.3. Non-degeneracy of orbits. In order to define Floer complexes, we need the
set of orbits be well behaved: in particular, we would like the number of orbits to be invariant
under small perturbations. To state the genericity condition which implies this, we integrate
the Hamiltonian vector field XH to obtain a family of Hamiltonian symplectomorphisms
(1.2.22) φt : T ∗Q→ T ∗Q
such that φt(x(0)) = x(t) for every flow line x of XH . In particular, if x is a time-1 orbit,
then x(1) = x(0), hence x(0) is a fixed point of φ1, so we obtain an induced Poincare´ return
map
(1.2.23) dφ1 : Tx(0)T
∗Q→ Tx(0)T ∗Q.
Definition 1.2.11. A Hamiltonian orbit x is non-degenerate if 1 is not an eigenvalue
of dφ1|x(0).
Example 1.2.12. If xi is a sequence of distinct orbits such that limi xi(0) = x(0), show
that dφ1|x(0) has an eigenvector with eigenvalue 1.
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Lemma 1.2.13. Let H be a Hamiltonian on T ∗Q. If U ⊂ T ∗Q is an open set, there
is a countable intersection H(U) of open dense subsets in the space of compactly supported
smooth functions on U × S1, such that all orbits of H +K which pass through U are non-
degenerate whenever K ∈ H(U). 
Sketch of proof: For a detailed proof, see the appendix to [13]. The general idea
is as follows: consider the graph of φ1 as a submanifold of T ∗Q × T ∗Q. If we reverse
the symplectic form on the second factor, this is a Lagrangian submanifold. An orbit is
non-degenerate if and only if the corresponding intersection point between the diagonal
and the graph is transverse. Since every C2 small Hamiltonian perturbation of the graph
corresponds to the graph of a perturbed Hamiltonian function, the result follows from the
fact that transversality for Lagrangians can be achieved by such perturbations. 
In practice, we shall be working with linear Hamiltonians: the first step is therefore
to choose a slope b such that Q admits no closed geodesic of length b; since the lengths of
geodesics form a closed set of measure 0, there are arbitrarily large choices of b satisfying
this property. As an immediate consequence of Lemma 1.2.13, we conclude
Corollary 1.2.14. If b is not the length of any geodesic on Q, and H is a generic
Hamiltonian of slope b, all elements of O(H) are non-degenerate.
1.3. A first look at Floer cohomology
In this section, we define an ungraded Floer group over Z/2Z. The proper construction
of a graded Floer groups over the integers is relegated to Section 1.5.
Let S∗Q be the unit cotangent bundle of Q with respect to some Riemannian metric,
and let H be a Hamiltonian all of whose orbits are non-degenerate, which agrees with b · ρ
whenever ρ ≥ 1 (i.e. H is linear of slope b in the sense of Definition 1.2.7).
The goal of this section is to construct the Hamiltonian Floer cochain complex of H
which is generated by basis elements 〈x〉 labelled by the elements of O(H):
(1.3.1) CF (H;Z/2Z) ≡
⊕
x∈O(H)
Z/2Z · 〈x〉.
The differential will be obtained by counting pseudo-holomorphic cylinders in T ∗Q,
which requires choosing a compatible almost complex structure. Recall that such an almost
complex structure satisfies
ω(v, Jv) > 0(1.3.2)
ω(Jv, Ju) = ω(v, u)(1.3.3)
for every pair of tangent vectors.
Since T ∗Q is not compact, we must impose additional conditions away from a compact
set:
Definition 1.3.1. A compatible almost complex structure J is said to be convex near
S∗ρQ if the restriction to a neighbourhood of this hypersurface satisfies
dρ ◦ J = −efλ
for some smooth function f .
Exercise 1.3.2. On the plane, let ρ = pir2, and consider the 1-form λ = ρdϕ. Show
that the standard complex structure is convex near every circle centered at the origin.
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1.3.1. Moduli spaces of cylinders. For the purpose of defining Floer cohomology,
choose a family Jt of almost complex structures on T
∗Q, parametrised by t ∈ S1, which are
compatible with ω, and consider smooth maps
(1.3.4) u : Z = (−∞,+∞)× S1 → T ∗Q
satisfying Floer’s equation
(1.3.5) Jt∂su = (∂tu−XHt) .
Note that there is an R-action on the space of such maps, given by pre-composing with
translation in the s-coordinate.
Definition 1.3.3. For i ∈ {0, 1}, let xi ∈ O(H) be time-1 Hamiltonian orbits. The
moduli space M(x0;x1) is the quotient by R of the space of maps from Z to T ∗Q, satisfying
Equation (1.3.5), and converging to x1 in the limit s→ +∞, and to x0 in the limit s→ −∞.
Figure 1.1.
One can set up this problem as a solution to an elliptic problem on the space of all
smooth maps from the cylinder to T ∗Q; the pseudo-holomorphic curve equation
(1.3.6) u 7→ ∂su+ Jt (∂tu−XHt)
involves taking exactly one derivative. On the space of maps which converge exponentially
to the orbits x0 and x1, this expression defines a L
p section of the pullback of TT ∗Q under
u. At a solution to the Floer equation, we can take the differential of this section with
respect to vector fields along u. In an early paper [32], Floer observed that this differential
is a Fredholm operator
(1.3.7) Du : W
1,p(Z, u∗TT ∗Q)→ Lp(Z, u∗TT ∗Q).
Remark 1.3.4. One can invariantly write the pseudo-holomorphic curve equation as a
section of the bundle of (0, 1) forms on Z valued in TM . However, this bundle is trivial,
and Equation (1.3.6) is the result of writing the invariant operator in one of the possible
trivialisations.
Definition 1.3.5. The virtual dimension of u is:
(1.3.8) dim(ker(Du))− dim(coker(Du))− 1.
The presence of the constant −1 term in Equation (1.3.8) is due to the fact that we are
interested in the dimension of M(x0, x1) near u, and this moduli space was defined to be
the quotient by R of the space of solution to Floer’s equation.
Exercise 1.3.6. Show that, if u is a solution of the Floer equation with asymptotic
conditions x0 6= x1, then the kernel of Du is at least 1-dimensional, with ∂su defining an
element of the kernel.
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1.3.2. Action and Energy. In order to control the moduli spaces M(x0, x1), it is
useful to recall that Floer defined his theory as a Morse theory for the action functional
L(T ∗Q)→ R(1.3.9)
A(x) =
∫
−x∗(λ) +Ht ◦ x dt.(1.3.10)
Remark 1.3.7. There are four different conventions for the action of a Hamiltonian
orbit: first, one must decide whether to define the Hamiltonian flow XH to satisfy ιXHω =
dH, or ιXHω = −dH. We opt for the second convention, which leads to the two terms in
Equation (1.3.10) having opposite signs. Then, one can either consider the action as we
have defined it, or its negative.
Exercise 1.3.8. The critical points of A are exactly the time-1 Hamiltonian orbits of
H. For help, see for example the first paragraph of [70, Section 1.5].
One can in fact show that the moduli space of negative gradient flow lines of the action
functional, starting at x0 and ending at x1, is the moduli space of cylinders M(x0;x1), i.e.
if u is such a cylinder, the family of loops u(s, ) defines a negative gradient flow line.
To see that the action decreases with the s-coordinate along a solution to Floer’s equa-
tion, we introduce a local notion of energy
(1.3.11) ‖du−XHt ⊗ dt‖2 = ω (∂su, Jt∂su) + ω (∂tu−XHt , Jt (∂tu−XHt))
using the family of metrics which are induced by the almost complex structure Jt and the
symplectic form ω. The integral over the cylinder is the energy of a Floer trajectory:
(1.3.12) E(u) =
1
2
∫
‖du−XHt ⊗ dt‖2ds ∧ dt.
One of the reasons for considering this energy is the following result which asserts
that finiteness of the energy implies convergence to Hamiltonian orbits at the ends, see
[70, Proposition 1.21]:
Lemma 1.3.9. If u is a solution to Floer’s equation, then E(u) is finite if and only if
there exist orbits x0 and x1 such that u ∈M(x0, x1). 
Exercise 1.3.10. Under the assumption that u is a solution to Floer’s equation, show
that E(u) vanishes if and only if u(s, t) is independent of s, hence u ∈M(x;x). Show that
this stationary solution is the unique element of M(x;x).
More generally, if a < b, we consider the energy of the restriction of u to the annulus
(a, b)× S1. We can compute this energy as
E(u|(a, b)× S1) = 1
2
∫
(a,b)×S1
ω (∂su, Jt∂su) + ω (∂tu−XHt , Jt (∂tu−XHt)) ds ∧ dt
=
1
2
∫
(a,b)×S1
ω (∂su, ∂tu−XHt) + ω (∂tu−XHt ,−∂su) ds ∧ dt
=
∫
(a,b)×S1
u∗(ω)− u∗dHt ∧ dt.(1.3.13)
Applying Stokes’s theorem, we see that the right hand side agrees with the difference between
the actions of the boundary curves.
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Lemma 1.3.11. The restriction of the integral in (1.3.12) to a finite annulus (a, b)×S1
satisfies:
(1.3.14) E(u|(a, b)× S1) = A(u(a, ))−A(u(b, )).

Corollary 1.3.12. The function A(u(s, )) decreases monotonically with s. In partic-
ular, M(x0;x1) is empty unless A(x0) > A(x1) or x0 = x1. 
1.3.3. Positivity of energy and Compactness. In the case of Hamiltonian Floer
theory on closed aspherical symplectic manifolds, Floer constructed a compactification
M(x0;x1) for each pair of time-1 orbits of a given Hamiltonian. By construction, this
space admits a natural stratification by products of moduli spaces of cylinders:
(1.3.15) M(x0;x1) ≡
⋃
x′i∈O(H)
M(x0;x′1)×M(x′1;x′2)× · · · ×M(x′d−1;x′d)×M(x′d;x1).
For more general closed symplectic manifolds, one must take into account, as well, the
possibility of bubbling arising from holomorphic spheres. The space M(x0;x1) is therefore
called the Gromov-Floer compactification.
On a general open symplectic manifold, the Gromov-Floer procedure may not produce a
compactification of the moduli space of holomorphic curves. The issue is that a sequence of
such curves could escape to infinity, and hence not converge to anything in the Gromov-Floer
sense. In order to exclude this, we shall prove that the images of all elements of M(x0;x1)
lie in D∗Q. This can be shown using a standard version of the maximum principle, but it
is useful for later arguments to introduce the integrated maximum principle of [11].
Let u be an element of M(x0;x1). We start by choosing a regular value 1 +  of ρ ◦ u.
Let Σ ⊂ Z denote the inverse image of [1 + ,+∞) under ρ ◦ u. Let v denote u|∂Σ. We
define the geometric energy of v
(1.3.16) E(v) =
∫
Σ
‖dv − bXρ ⊗ dt‖2,
where we have used the fact that Ht = bρ away from the unit disc bundle.
Exercise 1.3.13. Show that E(v) is non-negative, and vanishes if and only if the image
of v is contained in a level set of ρ.
Exercise 1.3.14. Generalising Equation (1.3.13), show that
(1.3.17) E(v) =
∫
∂Σ
v∗(λ)− bρ ◦ v · dt
We shall use the above two exercises to prove compactness.
Lemma 1.3.15. If Jt is convex near S
∗Q, then the image of every element of M(x0;x1)
is contained in D∗Q.
Proof. Assume (by contradiction) that there is an element u ofM(x0;x1) whose image
intersects the complement of D∗Q. Combining non-negativity of energy with Equation
(1.3.17), we find that
(1.3.18) 0 <
∫
∂Σ
v∗(λ)− bρ ◦ v · dt.
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We will derive a contradiction by proving that the opposite inequality holds as well. First,
we rewrite the right hand side as
(1.3.19)
∫
∂Σ
λ (dv − bXρ ⊗ dt) .
Equation (1.3.5) implies that the integrand is equal to
(1.3.20) − λ ◦ Jt (dv −XH ⊗ dt) ◦ j = −e−fdρ (dv ◦ j + bXρ ⊗ ds) = −e−fd(ρ ◦ v) ◦ j.
The last equality follows from the fact that Xρ is tangent to the level sets of ρ. Recall
that a tangent vector ξ to ∂Σ is positively oriented if jξ points inwards. In this case,
0 ≤ d(ρ ◦ v)(jξ), since ρ ◦ v reaches its global minimum on ∂Σ. We conclude that
(1.3.21)
∫
∂Σ
−e−fd(ρ ◦ v) ◦ j ≤ 0.
We have reached the desired contradiction, which implies that the image of u is contained
in a disc bundle of radius 1 + . Since  can be arbitrarily small, we see that the image is in
fact contained in the unit disc bundle. We conclude that the image of elements ofM(x0;x1)
is contained in this set. 
Corollary 1.3.16. The moduli spaceM(x0;x1) is compact for any pair x0 and x1. 
1.3.4. Transversality. Consider the space of almost complex structures on T ∗Q which
are convex near S∗Q; this space admits a natural topology as a subset of the Fre´chet space
of sections of the bundle of endomorphisms of the tangent space of T ∗Q:
(1.3.22) C∞(T ∗Q,End(TT ∗Q)).
A natural Fre´chet manifold structure is provided by the following result:
Exercise 1.3.17. Prove that, given an almost complex structure which is convex near
S∗Q, the space of nearby almost complex structures admits a local chart modelled after the
linear subspace of C∞(T ∗Q,End(TT ∗Q)) consisting of elements K such that
(1.3.23) KJ + JK = 0,
and the restriction to a neighbourhood of S∗Q satisfies
(1.3.24) dρ ◦K ∈ R · (dρ ◦ J) ,
where both sides are co-vector fields on this neighbourhood.
One can prove the desired transversality results in this Fre´chet setting as in [37]. The
original approach of Floer instead bypassed Fre´chet manifolds, and used a Banach mani-
fold of families of almost complex structures on T ∗Q parametrised by a space P , which is
modelled after a Banach space
(1.3.25) C∞ (P × T ∗Q,End(TT ∗Q))
of sections whose covariant derivatives decay sufficiently fast. Let JS1 denote the Banach
submanifold of those almost complex structures parametrised by S1, which are, in addition,
convex near S∗Q.
The following result is the cornerstone of Floer theory, and goes back to [31, Section
5]. For the statement, we fix a Hamiltonian H such that all orbits are non-degenerate.
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Theorem 1.3.18. There is a dense set JregS1 ⊂ JS1 such that the following holds whenever
Jt ∈ JregS1 :
(1.3.26)
for every pair (x0, x1) of orbits, and every cylinder u ∈M(x0;x1), the operator
Du is surjective.
In this case, M(x0;x1) is a smooth manifold of dimension equal, at every point, to the
virtual dimension. 
Remark 1.3.19. It is more common to fix the almost complex structure, and vary the
Hamiltonian instead. This is the method adopted, for example in [70, Theorem 1.24] and
[14, Chapitre 8].
We say that our data (H, {Jt}) are regular if all orbits are non-degenerate, and Con-
dition (1.3.26) holds. From now on, such data will be assumed to be regular. We shall be
particularly interested in the situation when M(x0;x1) has virtual dimension equal to 0:
Definition 1.3.20. An element u ∈M(x0;x1) is rigid if it is regular, and the Fredholm
index of Du is equal to 1.
We temporarily denote the subset of rigid elements byM0(x0;x1) ⊂M(x0;x1). It shall
follow from Theorem 1.5.1 that, for cotangent bundles, all elements of M(x0;x1) have the
same virtual dimension. In particular, M0(x0;x1) is either empty, or consists of the whole
of M(x0;x1).
Exercise 1.3.21. Using Corollary 1.3.16, show that M0(x0;x1) is a finite set.
1.3.5. The Floer complex. Given regular Floer data (H, {Jt}), consider the endo-
morphism of the Floer cochain complex
∂ : CF (H;Z/2Z)→ CF (H;Z/2Z)(1.3.27)
〈x1〉 7→
∑
x0
#M0(x0;x1) · 〈x0〉,(1.3.28)
where #M0(x0;x1) is the number of rigid elements of M(x0;x1), counted modulo 2.
We shall now argue that ∂2 = 0, i.e. that ∂ defines a differential. First, we observe
that, the coefficient of 〈x0〉 in ∂2〈x1〉 agrees with the number of elements of
(1.3.29)
⋃
x1∈O(H)
M0(x0;x1)×M0(x1;x2).
To show that this set has an even number of elements, it suffices to prove that it is the
boundary of a closed, 1-dimensional manifold. To this end, let
(1.3.30) M1(x0;x2) ⊂M(x0;x2)
denote the 1-dimensional submanifold consisting of solutions to Floer’s equation whose
virtual dimension is 1. We omit the proof of the following fact, which may be found in
standard references in Floer theory (e.g. [70, Theorem 3.5]).
Lemma 1.3.22. The closure of M1(x0;x2) in M(x0;x2) is a 1-dimensional manifold
whose boundary is given by Equation (1.3.29). 
With this in mind, we conclude that the square of ∂ indeed vanishes, which allows us
to define Floer cohomology as the quotient:
(1.3.31) HF (H;Z/2Z) ≡ ker(∂)
im(∂)
.
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1.4. Towards gradings and orientations
The Floer group constructed in Section 1.3.5 is ungraded, and defined only over Z/2Z.
To obtain a graded group, we need to assign an integral degree to each orbit, such that a
solution to Floer’s equation on the cylinder is rigid if and only if the difference in degree
between the asymptotic conditions is 1. After presenting the necessary material at the linear
level, we define this degree in Section 1.4.5.
One way to produce a Floer group defined over the integers is to define orientations of
all moduli spaces of solutions to Floer’s equation, which are consistent with the breaking
of Floer trajectories. With this data at hand, one can replace the differential in Equation
(1.3.28) with a signed count of rigid elements. This is the strategy pioneered by Floer and
Hofer in [35].
We shall construct the differential using a superficially different approach: in Section
1.4.5, we assign to each orbit an orientation line which is a free abelian group of rank 1, and
adapt the ideas of Floer and Hofer in Section 1.5 to construct a canonical map on orientation
lines associated to each rigid Floer trajectory. In order to recover the original approach, it
suffices to choose generators for these orientation lines.
1.4.1. Invariants for paths of unitary matrices. In this section, we describe the
construction of an analytic index and a determinant line associated to a path Ψt of sym-
plectomorphisms of Cn starting at the identity, and such that Ψ1 does not have 1 as an
eigenvalue. Writing sp2n for the Lie algebra of the group of symplectomorphisms of Cn, we
can write such a path uniquely as
(1.4.1) Ψt = exp(At)
for a path of matrices At ∈ sp2n. We shall be interested in paths all of whose higher
derivatives at 0 and 1 agree:
(1.4.2)
dkAt
dtk
|t=0 = d
kAt
dtk
|t=1.
Exercise 1.4.1. Show that any path Ψt may be reparametrised so that Equation (1.4.2)
holds.
Exercise 1.4.2. Let I denote the real 2n× 2n matrix corresponding to complex multi-
plication. Show that the Lie algebra sp2n consists of 2n× 2n real matrices A such that IA
is symmetric.
Equip C with negative cylindrical polar coordinates
(−∞,+∞)× S1 → C(1.4.3)
(s, t) 7→ e−s−2piit.(1.4.4)
We say that a metric on C is cylindrical if it agrees with the product metric on (−∞,+∞)×
S1 for s 0.
Assuming Equation (1.4.2), fix any map
(1.4.5) B ∈ C∞(C,R2n×2n)
such that
(1.4.6) B(e−s−2piit) =
dAt
dt
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if s 0. Writing I for the standard complex structure on Cn, we define an operator
DΨ : W
1,p(C,Cn)→ Lp(C,Cn)(1.4.7)
DΨ(X) = ∂sX + I (∂tX −B ·X) ;(1.4.8)
where p > 2. Because we have assumed that Ψ1 does not have 1 as an eigenvalue, this is a
Fredholm operator with finite dimensional kernel and cokernel (for expository accounts, see
e.g. [72, Theorem 3.1.9] or [14, Section 8.7]).
Since all the choices that have gone into the construction of DΨ are canonical (up
to contractible choice), any object that is constructed from DΨ, and that is invariant in
families, will be an invariant of the loop Ψ. In particular, Fredholm theory implies that if
B0 and B1 are two choices of maps in Equation (1.4.5), with associated operators D
0
Ψ and
D1Ψ, we have an isomorphism between the determinant lines
(1.4.9) det(coker∨(D0Ψ))⊗ det(ker(D0Ψ)) ∼= det(coker∨(D1Ψ))⊗ det(ker(D1Ψ))
where coker∨ is the dual of the cokernel, and det(V ) is the top exterior power of a vector
space V , which is naturally a Z-graded real line supported in degree dimR(V ) (see Section
1.7). Such an isomorphism is produced by choosing a path connecting B0 and B1, and
noting that the determinant lines of the interpolating family define a real line bundle over
the interval, with the above fibres at the two endpoints. Since the space of such paths
is contractible, we conclude that this isomorphism is canonical up to multiplication by a
positive real number:
Definition 1.4.3. The determinant line of Ψ is the 1-dimensional Z-graded real vector
space
(1.4.10) det(DΨ) ≡ det(coker∨(DΨ))⊗ det(ker(DΨ)).
By the usual conventions in graded linear algebra, the degree of the determinant line is
the Fredholm index of DΨ:
(1.4.11) ind(Ψ) = dimR(ker(DΨ))− dimR(coker(DΨ)).
We shall call this integer the cohomological Conley-Zehnder index of Ψ.
Remark 1.4.4. This variant of the Conley-Zehnder index is called cohomological be-
cause it naturally leads to the construction of a cochain complex associated to Hamiltonian
functions, which computes Floer cohomology. Much of the literature which studies the dual
theory called Floer homology uses a variant that is related by the formula
(1.4.12) ind(Ψ) = n− CZ(Ψ).
One can in fact compute either of these indices using topological methods as explained in
[70, Section 2.4].
Note that the definition of det(DΨ) as a graded vector space is slightly pedantic; a
graded vector space V consists of a collection of vector spaces V i for each integer i which
are its graded components; in our situation, det(DΨ) has rank 1, and hence all but one of
these must vanish. We say that det(DΨ) is supported in degree ind(Ψ).
1.4.2. Gluing of operators and determinant lines. Before venturing into the
study of the (non-linear) Floer equation, we discuss the linear analogue: Let Z denote
the cylinder R × S1, which we shall equip with coordinates (s, t). Let Ψ± be a pair of
paths of symplectic matrices, both satisfying Equation (1.4.2), and which do not have 1 as
1.4. TOWARDS GRADINGS AND ORIENTATIONS 21
an eigenvalue, with associated loops of matrices B±,t ∈ sp2n. Consider any matrix-valued
function B on Z which agrees at the positive and negative ends with B±,s, i.e. a map
B : Z → gl(2n,R)(1.4.13)
Bs,t = B+,t if 0 s(1.4.14)
Bs,t = B−,t if 0 s.(1.4.15)
Such a matrix defines a Cauchy-Riemann operator DB on the cylinder, which gives a
Fredholm operator on Sobolev spaces with respect to the standard metric:
DB : W
1,p(Z,Cn)→ Lp(Z,Cn)(1.4.16)
DB(X) = ∂sX + I (∂tX −B ·X) .(1.4.17)
It is useful at this stage to note that we have simply repeated Equation (1.4.7), replacing
the domain by Z, and relabelling the name of the operator. We shall presently see that
gluing relates the operators DB and DΨ± , more precisely, we shall relate the determinant
line
(1.4.18) det(DB) ≡ det(coker∨(DB))⊗ det(ker(DB)).
to the determinant lines of Ψ±.
Figure 1.2.
For each positive real number S, we obtain a Riemann surface by gluing the disc {z | |z| ≤
e2S} in C to the half-cylinder (−∞, 2S] × S1 ⊂ Z along the identification of the common
closed subsets
[S, 2S]× S1 → {z | eS ≤ |z| ≤ e2S}(1.4.19)
(s, t) 7→ e3S−s−2piit.(1.4.20)
See Figure 1.2. Even though the Riemann surface obtained by this gluing is naturally
bi-holomorphic to the plane, we pedantically write Z#SC for it.
Note that, in the situation at hand, the plane C carries an operator DΨ+ , while Z carries
the operator DB . Whenever S is large enough, the restrictions of the inhomogeneous term
B to the two sides of Equation (1.4.19) agree with B+,t. We therefore obtain an operator
on Z#SC, denoted DB#SDΨ+ , which we refer to as the glued operator.
The properties of DB#SDΨ+ as a Fredholm operator can be reduced to those of DB
and DΨ+ as follows: choose a partition of unity on the Z#SC, consisting of two functions,
respectively supported away from the disc of radius eS in C (the red region in Figure 1.2)
and away from the half cylinder (−∞, S] × S1 in Z (the blue region in Figure 1.2). By
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multiplying a function on Z#SC by the two elements of this partition, we obtain functions
on C and Z; this yields the splitting map
(1.4.21) W 1,p(Z#SC,Rn)→W 1,p(Z,Rn)⊕W 1,p(C,Rn).
In the other direction, there is a gluing map
(1.4.22) Lp(Z,Rn)⊕ Lp(C,Rn)→ Lp(Z#SC,Rn)
as follows: given two functions on C and Z, we first multiply them by functions which
respectively vanish away from the disc of radius e2S and the cylinder (−∞, 2S]×S1 to obtain
functions on these domains which vanish on the boundary. These domains are naturally
included in Z#SC, so we can obtain a function on Z#SC by taking the sum of the extensions
by 0.
Whenever DB and DΨ+ are both surjective, one can use gluing and splitting to show
that the kernel of DB#SDΨ+ is up to homotopy canonically isomorphic to the direct sum
of the kernels of DB and DΨ+ . More generally, we stabilise the problem by choosing finite
dimensional vector spaces VB and VΨ+ which surject onto the respective cokernels; we obtain
surjective operators
D˜B : W
1,p(Z,Rn)⊕ VB → Lp(Z,Rn)(1.4.23)
D˜Ψ+ : W
1,p(C,Rn)⊕ VΨ+ → Lp(C,Rn).(1.4.24)
Using the composition
(1.4.25) VB ⊕ VΨ+ → Lp(Z,Rn)⊕ Lp(C,Rn)→ Lp(Z#SC,Rn),
where the second map is gluing, we also obtain a stabilised operator on the glued surface:
(1.4.26) D˜B#SD˜Ψ+ : W
1,p(Z#SC,Rn)⊕ VB ⊕ VΨ+ → Lp(Z#SC,Rn).
At the level of graded lines, elementary linear algebra shows that we have, up to multi-
plication by a positive scalar, canonical isomorphisms
det(DB)⊗ det(VB) ∼= det(D˜B)(1.4.27)
det(DΨ+)⊗ det(VΨ+) ∼= det(D˜Ψ+)(1.4.28)
det(DB#SDΨ+)⊗ det(VB ⊕ VΨ+) ∼= det(D˜B#SD˜Ψ+)(1.4.29)
In particular, an isomorphism
(1.4.30) det(D˜B)⊗ det(D˜Ψ+) ∼= det(D˜B#SD˜Ψ+)
induces an isomorphism of the original determinant lines, because the determinant lines of
VB and VΨ+ appear once on each side. This will allow us to prove the following key result
(in the proof, we use the conventions outlined in Section 1.7):
Lemma 1.4.5 (Proposition 9 of [35]). There exists an isomorphism of graded lines
(1.4.31) det(DB#SDΨ+)
∼= det(DB)⊗ det(DΨ+)
which is canonical up to multiplication by a positive real number.
Sketch of proof. As discussed above, it suffices to construct instead the isomor-
phism in Equation (1.4.30). Choose right inverses
QB : L
p(Z,Rn)→W 1,p(Z,Rn)⊕ VB(1.4.32)
QΨ+ : L
p(C,Rn)→W 1,p(C,Rn)⊕ VΨ+ .(1.4.33)
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The main estimate required is that the composition
(1.4.34) Lp(Z#SC,Rn)

W 1,p(Z#SC,Rn)⊕ VB ⊕ VΨ+
Lp(Z,Rn)⊕ Lp(C,Rn)
QB⊕QΨ+// W 1,p(Z,Rn)⊕ VB ⊕W 1,p(C,Rn)⊕ VΨ+
OO
which we denote QB#SQΨ+ , is an approximate right inverse to D˜B#SD˜Ψ+ , in the sense
that
(1.4.35) lim
S→+∞
‖ id−D˜B#SD˜Ψ+ ◦QB#SQΨ+‖ = 0.
Proving this requires a careful choice of the cutoff function, compatible with the exponential
decay of elements of the kernels and cokernels of DB and DΨ+ , see, e.g [70, Lemma 2.11].
Using the expansion
(1.4.36)
1
1− x =
∑
xi
we obtain a unique right inverse to D˜B#SD˜Ψ+ , denoted QB#SΨ+ with the same image as
QB#SQΨ+ . In particular, we conclude that D˜B#SD˜Ψ+ is surjective, and hence that
(1.4.37) det(D˜B#SD˜Ψ+)
∼= det(ker(D˜B#SD˜Ψ+)).
It remains therefore to construct an isomorphism
(1.4.38) ker(D˜B)⊕ ker(D˜Ψ+) ∼= ker(D˜B#SD˜Ψ+),
which will immediately imply Equation (1.4.31) by the discussion of Section 1.7.1.
We start with the projection
(1.4.39) id−QB#SΨ+ ◦
(
D˜B#SD˜Ψ+
)
: W 1,p(Z#SC,Rn)→ ker(D˜B#SD˜Ψ+),
which allows us to define the map
(1.4.40) ker(D˜B)⊕ ker(D˜Ψ+)

ker(D˜B#SD˜Ψ+)
W 1,p(Z,Rn)⊕ VB ⊕W 1,p(C,Rn)⊕ VΨ+ // W 1,p(Z#SC,Rn)⊕ VB ⊕ VΨ+
OO
The injectivity of this map is easy to see from the construction, since the norm of QB#SQΨ+
will be extremely small on functions on Z#SC obtained by gluing elements of the kernel of
D˜B and D˜Ψ+ .
To prove surjectivity, one notes that the restriction of DB#SDΨ+ to the cylinder
[S, 2S] × S1 ⊂ Z#SC (the grey region in Figure 1.2) is s-independent. In this setting,
there is an exponential decay property for solutions to the Cauchy-Riemann equation (see
[61, Lemma 4.7.3] for a non-linear analogue), which shows that the C0 norm in this region
is bounded exponentially in S by the C0 norms in the red and blue regions. For S suffi-
ciently large, this implies that elements of the kernel of DB#SDΨ+ are extremely close to
elements obtained by gluing; finite dimensionality implies that this is only possible if the
map is indeed a surjection. 
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The assertion that there is an isomorphism of lines encapsulates the statements that (1)
an orientation of det(DB#SDΨ+) is induced by orientations of det(DB) and det(DΨ+), and
(2) that the Fredholm index of the glued operator is given by the sum of the two Fredholm
indices.
The next step is to observe that DΨ− agrees, away from a compact set, with the operator
DB#SDΨ+ . Here, we use the natural idenfication Z#SC ∼= C. We may therefore choose
a family of operators, parametrised by the interval, and which are constant away from
a compact set, interpolating between DΨ− and det(DB#SDΨ+). The invariance of the
Fredholm index for such families shows that there is an induced isomorphism between the
determinant lines
(1.4.41) DΨ−
∼= det(DB#SDΨ+).
This isomorphism depends, a priori, on the chosen path. However, the space of choices
is contractible, so the induced isomorphism is in fact canonical up to multiplication by a
positive constant.
We can now combine the isomorphims in Equations (1.4.31) and (1.4.41) to obtain an
isomorphism where the glued operator does not appear. It is however useful to consider a
slightly more general setting, where we relax the conditions on the inhomogeneous term.
We say that a Cauchy-Riemann operator has asymptotic conditions which agree with DΨ±
if it is given by Equation (1.4.17), and
lim
s→+∞ |Bs,t −B+,t| = 0(1.4.42)
lim
s→−∞ |Bs,t −B−,t| = 0.(1.4.43)
Proposition 1.4.6. If DB is a Cauchy-Riemann operator with asymptotic conditions
DΨ± , then, up to multiplication by a positive scalar, there is a canonical isomorphism
(1.4.44) DΨ−
∼= det(DB#SDΨ+)
induced by gluing.
Sketch of proof. Consider another operator B′ with the same asymptotic conditions
and which agrees with B±,t near s = ±∞. We have a canonical isomorphism
(1.4.45) det(B) ∼= det(B′)
induced by any path of operators with the same asymptotic conditions, which is independent
of the choice of path because the space of such choices is contractible. We obtain the desired
result by combining this isomorphism with the result of applying Equations (1.4.31) and
(1.4.41) to B′. 
1.4.3. Inverse paths and dual lines. Our construction of determinant lines is based
on the choice of a negative cylindrical end on the plane. One could build the entire theory,
instead, by considering the plane equipped with the positive cylindrical end
(−∞,+∞)× S1 → C(1.4.46)
(s, t) 7→ es+2piit.(1.4.47)
Given a path A in sp2n satisfying Equation (1.4.2), which exponentiates to a path of matrices
Ψ, and a map
(1.4.48) B ∈ C∞(C,R2n×2n)
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such that
(1.4.49) B(es+2piit) =
dAt
dt
if 0 s,
we obtain an operator
(1.4.50) D+Ψ : W
1,p(C,Cn)→ Lp(C,Cn)
given by Equation (1.4.8). The only difference between D+Ψ and DΨ is the negative sign
in Equation (1.4.6) which is lacking in Equation (1.4.49). The class of operators that we
obtain via this construction is exactly the same as before.
Exercise 1.4.7. Let Ψ−1 denote the path
(1.4.51) Ψ−1 = exp(A1−t −A1).
Show that, for the appropriate choice in Equations (1.4.6) and (1.4.49),
(1.4.52) D+Ψ = DΨ−1 .
The main reason for introducing these operators is that the proof of the following result
is transparent:
Lemma 1.4.8. Up to multiplication by a positive real number, there is a canonical iso-
morphism
(1.4.53) det(D+Ψ)⊗ det(DΨ) ∼= detR(Cn).
Proof. By construction, the restrictions of the operators D+Ψ and DΨ to the cylindrical
ends of the respective copies of C agree; we can therefore glue these two copies of C along
the ends to obtain an operator:
(1.4.54) D+Ψ#DΨ : W
1,p(CP1,Cn)→ Lp(CP1,Cn).
Deforming this operator to the standard Cauchy-Riemann operator on CP1, Equation
(1.4.53) follows from the fact that the only holomorphic functions on CP1 are constant. 
1.4.4. Change of trivialisations and gluing. In Section 1.4.1, we defined the index
of a path Ψ of symplectic matrices. We shall now describe the behaviour of this invariant
under a change of trivialisation: let Φ: S1 → U(n) be a loop in the unitary group of n× n
complex matrices. By the usual clutching construction, we can associate to Φ a unitary
bundle EΦ over CP1: this bundle is obtained by gluing the trivial bundle (z, e) on the unit
disc (centered at z0) to the trivial bundle on its complement (centered at z∞) via the map
(1.4.55) (eiθ, e) 7→ (eiθ,Φ−1θ (e)).
By choosing a connection, we obtain an operator:
(1.4.56) D−Φ : W
1,p(CP1, EΦ)→ Lp(CP1, EΦ ⊗ Ω0,1CP1).
Unlike the operator in Equation (1.4.7), this is a complex linear operator. In particular,
both the kernel and cokernel are complex vector spaces, hence have natural orientations
as real vector spaces. We define detR(D
−
Φ ) to be the determinant line of D
−
Φ over the real
numbers. The degree of this line is equal to the real index of D−Φ :
(1.4.57) indR(D
−
Φ ) = dimR(ker(D
−
Φ ))− dimR(coker(D−Φ )).
The following is a standard result (see, e.g. [47, Section 1.2], in particular Example 1.10):
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Lemma 1.4.9. The map
ρ : pi1(U(n))→ Z(1.4.58)
ρ(Φ) =
indR(D
−
Φ )
2
− n(1.4.59)
is an isomorphism which agrees with the homomorphism
(1.4.60) Φ 7→ deg(det ◦Φ)
where det : U(n)→ S1 is the determinant homomorphism. 
We can now describe the behaviour of the index under change of trivialisations: If Φ is
a loop in U(n), based at the identity, and Ψ a path of symplectomorphisms, we denote by
Ψ ◦ Φ the path of symplectomorphisms Ψt ◦ Φt:
Proposition 1.4.10. Gluing induces an isomorphism
(1.4.61) det(DΨ◦Φ)⊗ detR(Cn) ∼= detR(D−Φ−1)⊗ det(DΨ).
In particular, using the complex orientations of detR(Cn) and detR(D−Φ−1), we obtain an
induced isomorphism:
(1.4.62) det(DΨ◦Φ) ∼= det(DΨ).
Sketch of proof: Consider the case where the operators DΨ on C and D−Φ−1 on CP
1
are both surjective, and the evaluation map at 0 ∈ C and z0 defines a surjective map:
(1.4.63) ker(D−Ψ)⊕ ker(D−Φ−1)→ Cn.
The general case can be recovered by the same method using stabilisation, i.e. by adding a
finite rank vector space which surjects onto the cokernel.
Fix a holomorphic identification
(1.4.64) CP1 \ {z0, z∞} ∼= R× S1,
with the negative end converging to 0. For each positive real number, we obtain a new
Riemann surface CP1#SC by gluing the complements of the (open) disc of radius e−S in
C, and the image of the cylinder (−∞,−S)×S1 in CP1; this is the same construction as in
Section 1.4.2. This surface is equipped with a natural biholomorphism to C mapping z∞ to
0. Moreover, we can glue the operators D−Φ−1 and DΨ to obtain an operator D
−
Φ−1#SDΨ on
sections of a vector bundle EΦ−1#SCn over C; the key result of gluing theory is that if S is
large enough this is a surjective operator, whose kernel can be identified with the kernel of
the operator in Equation (1.4.63). The choice of identification is unique up to contractible
choice. In particular, up to a positive real number, we have a canonical isomorphism
(1.4.65) det(D−Φ−1#SDΨ)⊗ detR(Cn) ∼= detR(D−Φ−1)⊗ det(DΨ),
via the convention for orienting the middle term of a short exact sequence (see Section
1.7.1).
Comparing with Equation (1.4.61), we see that it remains to construct an isomorphism
(1.4.66) det(D−Φ−1#SDΨ)
∼= det(DΨ◦Φ).
To prove this, we note that the trivialisation of EΦ−1 at z∞ induces a trivialisation of
EΦ−1#SCn at 0. We extend the trivialisation to C; such a choice is unique up to homotopy
since C is contractible. In this trivialisation, the asymptotic conditions at infinity are given
by Ψ ◦ Φ (see Figure 1.4.4 where we keep track of the orientation of the loops as well as
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Figure 1.3.
the direction of the gluing). Equation (1.4.66) follows from the fact that the determinant
depends only on the asymptotic data at infinity. 
Exercise 1.4.11. By computing the degree in which both sides in Equation (1.4.61)
are supported, show that
(1.4.67) ind(Ψ ◦ Φ) = ind(Ψ)− 2ρ(Φ).
1.4.5. The index of Hamiltonian orbits. All methods for defining gradings in Floer
theory rely on assigning to each orbit x, a homotopy class of trivialisations of x∗(T ∗Q), and
considering the Conley-Zehnder index of an associated path of matrices. In order for such a
construction to make sense, one must be able to relate the trivialisations assigned to different
orbits: this can be done for contractible orbits by choosing the trivialisation coming from
capping discs, or, whenever Q is orientable, by using the trivialisation of ΛnCTT
∗Q induced
from the choice of a volume form in the base. In this section, we explain how to obtain such
gradings without assuming that Q is orientable.
The following is the main result about vector bundles that we shall use:
Lemma 1.4.12. If EC is a complex vector bundle over the circle, there is a bijective
correspondence between the homotopy classes of trivialisations of EC and those of det(EC).
Proof. First, we recall why every complex vector bundle over S1 is trivial: decompos-
ing the circle as the union of two intervals, we can trivialise the restriction of every bundle to
the two sides. A bundle over the circle is then determined by a choice of clutching function
at the endpoints: i.e. a pair of matrices in GL(n,C) which can be used to glue the bundles
on the two intervals. Since GL(n,C) is connected, this choice is unique up to homotopy.
Next, we claim that any trivialisation of det(E) induces a trivialisation of E. Note
that any two trivialisations of a bundle over S1 differ by a map from S1 to GL(n,C), i.e.
an element of LGL(n,C), and that two trivialisations are homotopic if and only if the
corresponding maps lie in the same component. Since GL(n,C) is a group, its free loop
space splits as a product GL(n,C)×ΩGL(n,C), where ΩGL(n,C) is the set of loops based
at the identity. Since GL(n,C) is connected, there is a canonical identification between
the components of LGL(n,C) and those of ΩGL(n,C). The connected components of
ΩGL(n,C) correspond to elements of pi1(GL(n,C)), which is a free abelian group of rank 1.
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Since, the determinant map
(1.4.68) det : GL(n,C)→ C∗
induces an isomorphism on fundamental groups, we conclude that the map which assigns
to a trivialisation of E the corresponding trivialisation of det(E) is a bijection on homotopy
classes. 
Assume that EC is the complexification of a real bundle ER over S1. In this case,
det(EC) is the complexification of the bundle det(ER). In particular, any trivialisation of
EC induces a map
(1.4.69) S1 → RP1
which assigns to a point in S1 the image of the real line det(ER) in C. We fix the standard
orientation of RP1, for which the positive direction corresponds to moving a line through
the origin counter-clockwise. We call this map the Gauss map.
Remark 1.4.13. The degree of the Gauss map is an incarnation of the Maslov index
for loops. We shall discuss the Maslov index further in Section 4.2.
Lemma 1.4.14. Up to homotopy, there is a unique trivialisation of EC such that the
Gauss map has degree 0 if ER is orientable or 1 if ER is not orientable.
Sketch of proof: By Lemma 1.4.12, it suffices to show the existence of unique triv-
ialisations of det(EC) with these properties. In particular, we should understand how the
map in Equation (1.4.69) behaves under a change of trivialisation. The key point is that
the natural map U(1) → RP1 has degree 2: this map assigns to a unitary transformation
φ the real line φ(R). If we use the degree to identify the homotopy classes of maps from
S1 to RP1 with Z, we see that the group of trivialisations (which is also Z) acts by adding
an element of 2Z. In particular, assuming that ER is orientable, there is a unique choice of
trivialisation such that the degree is 0, while if ER is not orientable, there is a unique choice
of trivialisation such that the degree is 1. 
Remark 1.4.15. In the orientable case, one can be slightly more explicit in the construc-
tion: choose a trivialisation of det(ER), and consider the induced trivialisation of det(EC).
By Lemma 1.4.12, there is a unique trivialisation of EC, up to homotopy, which is compat-
ible with this. Note that the choice of orientation does not change the homotopy class of
trivialisation of det(EC), because the two trivialisations associated to opposite orientations
differ by a constant element −1 ∈ U(1); a choice of homotopy from −1 to 1 gives a homotopy
between the trivialisations.
Exercise 1.4.16. If E is a real vector bundle over a space X, and E∨ the dual bundle,
show that E ⊕ E∨ admits a canonical symplectic structure. Using the fact that the space
of metrics on E is contractible, conclude that there is a symplectic structure on EC =
E⊕√−1E, which is canonical up to contractible choice and such that the complex structure
on EC is compatible with it. Show that the natural symplectic structure on TT ∗Q is
isomorphic to q∗(T ∗Q)C.
Given a loop x in T ∗Q, consider the pullback
(1.4.70) x∗ (TT ∗Q)
which is a symplectic vector bundle over the circle. Choosing a family Jt of almost complex
structures on T ∗Q which are compatible with the natural symplectic structure, this becomes
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a unitary bundle. The sub-bundle which consists of tangent vectors to T ∗q◦x(t)Q is Lagrangian
and naturally isomorphic to (q ◦ x)∗TQ, so Exercise 1.4.16 implies that we can identify this
as a unitary bundle with
(1.4.71) (q ◦ x)∗ (T ∗Q)C .
Applying Lemma 1.4.14, we conclude:
Lemma 1.4.17. If Jt is a family of almost complex structures on T
∗Q, the vector bun-
dle x∗ (TT ∗Q) admits a trivialisation as a unitary vector bundle which is canonical up to
homotopy. 
We now extend this result to cylinders:
Exercise 1.4.18. Given an annulus u : S1 × [0, 1]→ T ∗Q, show that there is a trivial-
isation of u∗ (TT ∗Q), unique up to homotopy, whose restriction to u∗ (TT ∗Q) |S1 × {t} for
t ∈ [0, 1] is the one provided by Lemma 1.4.17.
Let us now assume that x is a Hamiltonian orbit. By definition, we have a path φt of
Hamiltonian symplectomorphisms such that
(1.4.72) x(t) = φt(x(0))
The differential of φt, defines a linear symplectic map
(1.4.73) φt∗ : Tx(0)T
∗Q→ Tx(t)T ∗Q.
On the other hand, Lemma 1.4.17 provides a trivialisation of the corresponding unitary
vector bundle over the circle which identifies Jt and ω) with the standard complex and
symplectic structures on Cn. In particular, we obtain a family Ψx(t) = exp(Ax(t)) of
symplectomorphisms of Cn as the composition
(1.4.74) Cn
∼= // Tx(0)T ∗Q
φt∗ // Tx(t)T
∗Q
∼= // Cn.
We can now assign an integer to each orbit:
Definition 1.4.19. The cohomological Conley-Zehnder index of a non-degenerate orbit
x is
(1.4.75) |x| = ind (Ψx) .
The determinant line is the 1-dimensional Z-graded real vector space
(1.4.76) δx ≡ det(DΨx).
The orientation line ox is the Z-graded abelian group with two generators corresponding to
the two orientations of δx, and the relation that the sum vanishes.
The Floer complex we shall study will have the property that the degree of certain
orbits is shifted by 1. To this end, we introduce the integer w(x) given by
(1.4.77) w(x) ≡
{
0 if x∗(TQ) is orientable
−1 otherwise.
Definition 1.4.20. The cohomological degree of an orbit is
(1.4.78) deg(x) = |x| − w(x).
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Remark 1.4.21. Choosing a different trivialisation would change the index by an even
number. It is therefore impossible to choose a different trivialisation in the non-orientable
case to eliminate the constant term 1 in the definition of the cohomological degree. We give
two justifications for this term, in hope that the reader will find one of them agreeable:
• In Section 2.3, we shall define a product on Floer cohomology; in fact, we shall
define a product on the Floer chain complex. The shift is required in order for this
product to be homogeneous of degree 0; if one does not shift, the product of two
generators corresponding to loops along which TQ is non-orientable does not have
the correct degree.
• In Section 4, we shall construct a map from symplectic cohomology to the homology
of the free loop space using moduli spaces of holomorphic discs. This map does
not preserve the grading unless we introduce the above shift.
Remark 1.4.22. The original construction of Floer cohomology with Z coefficients [35],
relied on fixing orientations for the determinant line det(DΨ) for any path Ψ of symplec-
tomorphisms which induces a choice of generator of ox for every orbit. This is called a
coherent choice of orientations. We find the more abstract point of view presented here
slightly more convenient for defining operations in Floer theory.
It will sometimes be convenient to consider the variant of the determinant and orien-
tation lines obtained by taking an operator on a plane equipped with a positive end as in
Section 1.4.3. Given an orbit x, we introduce the notation:
δ+x ≡ det(D+Ψx)(1.4.79)
o+x ≡ |δ+x |.(1.4.80)
Exercise 1.4.23. Show that there is a canonical isomorphism
(1.4.81) o+x ⊗ ox ∼= |Cn|.
1.5. Floer cohomology of linear Hamiltonians
Recall that a local system ν of rank 1 on a space X is the assignment of a free abelian
group νx of rank 1 for each point x ∈ X, together with a map
(1.5.1) νγ : νγ(0) → νγ(1)
for each path γ : [0, 1] → X, which only depends on the homotopy class of γ relative its
endpoints, and so that
(1.5.2) νγ0#γ1 = νγ1 ◦ νγ0
whenever the initial point of γ1 agrees with the final point of γ0, and γ0#γ1 is the concate-
nation. Moreover, we require that νx is the identity if x is the constant path at x. These
conditions imply that every map νγ is an isomorphism with inverse provided by traversing
γ in the opposite direction.
Given a local system ν on the free loop space of T ∗Q, the goal of this section is to con-
struct the Hamiltonian Floer cochain complex of a linear Hamiltonian H as the cohomology
of a graded abelian group
(1.5.3) CF i(H; ν) ≡
⊕
x∈O(H)
deg(x)=i
ox[w(x)]⊗ νx
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which in degree i, is given by the direct sum of the orientation lines of orbits of degree i.
The notation ox[w(x)] indicates that we shift the degree of the graded line ox by w(x) (i.e.
up by 1 whenever (q ◦ x)∗(TQ) is not orientable). The differential is obtained by defining
maps on orientation lines associated to rigid pseudo-holomorphic cylinders in T ∗Q.
In order to construct the differential in this version of the Floer complex, we return to the
setting of Section 1.3.4: H is a linear Hamiltonian all of whose orbits are non-degenerate,
and Jt is a family of almost complex structures on T
∗Q which are compatible with the
symplectic form, and which are convex near S∗Q.
1.5.1. Orientations. Let x0 and x1 be Hamiltonian orbits, and consider an element
u ∈ M(x0;x1). By Exercise 1.4.18, we have a canonical trivialisation of u∗(TT ∗Q). Using
this trivialisation, we can identify the linearisation Du of the Floer equation at u with an
operator
(1.5.4) W 1,p(Z,Cn)→ Lp(Z,Cn).
Since the trivialisation of u∗(TT ∗Q) restricts along the ends to the trivialisations of
x∗i (TT
∗Q) used to define the path Ψxi , we are in the setting of Proposition 1.4.6. Applying
that result, we conclude:
Theorem 1.5.1. If u ∈ M(x0;x1) is a solution to Floer’s equation, then there is an
isomorphism of graded lines
(1.5.5) det(Du)⊗ δx0 ∼= δx1
which is canonical up to multiplication by a positive real number. In particular the virtual
dimension of u is
(1.5.6) deg(x0)− deg(x1)− 1.
Exercise 1.5.2. Use Exercise 1.3.6 to produce an isomorphism
(1.5.7) |det(Du)| ∼= |R · ∂s| ⊗ |M(x0;x1)|
where R · ∂s corresponds to the subspace of ker(Du) spanned by translation.
Let us now consider the situation where the Floer data (H,Jt) are regular in the sense
of Equation (1.3.26). First, we consider the cases where the moduli space will necessarily
be empty:
Lemma 1.5.3. If deg(x0) ≤ deg(x1), and x1 6= x0, then the moduli space M(x0;x1) is
empty.
Proof. If x1 6= x0, and u is an element of M(x0;x1), then ∂su defines a non-zero
element of the kernel of Du. Since it is surjective, the index of Du is therefore greater than
or equal to 1. Using Equation (1.5.6), we conclude that deg(x0) > deg(x1). 
Next, we assume that deg(x0) = deg(x1) + 1, and refine the count of elements in
M(x0;x1) to maps on orientation lines:
Lemma 1.5.4. Every rigid cylinder u ∈M(x0;x1) determines a canonical isomorphism
of orientation lines
(1.5.8) ∂u : ox1 → ox0 .
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Proof. Recall that oxi is the orientation line of δxi . Equation (1.5.5) yields an isomor-
phism
(1.5.9) |det(Du)| ⊗ ox1 ∼= ox0 .
Using Equation (1.5.7), we obtain an isomorphism
(1.5.10) ox1
∼= |M(x0;x1)| ⊗ |R · ∂s| ⊗ ox0 .
We fix the orientation of R · ∂s corresponding to the generator ∂s. Moreover, since u
is rigid, TuM(x0;x1) has dimension 0, and hence is canonically trivial. Using these two
trivialisations, we produce the desired map. 
1.5.2. Gluing theory. In verifying that the square of the differential on the Floer
complex over Z/2Z vanishes, the key step was to ensure that the Gromov-Floer compact-
ification of the 1-dimensional moduli space of trajectories is a compact manifold, whose
boundary points correspond to the matrix coefficients of ∂2.
In order to prove the analogous result over the integers, or more generally with twisted
coefficients, we give a more careful description of this compactified moduli space. First, we
observe that the transversality result in Theorem 1.3.18 has strong consequences for the
nature of the compactified moduli spaces of solutions to Floer’s equation if the data are
regular. In particular, Lemma 1.5.3 implies that the only strata which contribute to the
Gromov-Floer compactification in Equation (1.3.15), are those satisfying
(1.5.11)
A(x0) > A(x′0) > · · · > A(x′d) > A(x1)
deg(x0) > deg(x
′
0) > · · · > deg(x′d) > deg(x1).
In other words, the cohomological Conley-Zehnder index of the orbits, in addition to their
action, must increase.
Exercise 1.5.5. Using Theorem 1.3.18, show that each space in the right hand side of
Equation (1.3.15) is a smooth manifold whose dimension is deg(x0)− deg(x1)− d− 1.
We shall not prove the following standard result whose proof for an appropriate class
of closed symplectic manifolds appears in [14, Theorem 9.2.1]:
Theorem 1.5.6. If deg(x0) = deg(x1) + 2, the compactified moduli space M(x0;x1) is
a 1-dimensional manifold with boundary
(1.5.12)
∐
deg(x)=deg(x1)+1
M(x0;x)×M(x;x1).

Two refinements of this result will be needed. First, if β is a homotopy class of cylin-
ders connecting x0 and x1, the corresponding component Mβ(x0;x1) of the moduli space
compactifies to Mβ(x0;x1), whose boundary is
(1.5.13)
∐
deg(x)=deg(x1)+1
β1#β2=β
Mβ1(x0;x)×Mβ2(x;x1).
Here, β1 and β2 are homotopy classes of cylinders, and # stands for the operation of
gluing along the common end, which in this case is x. The compatibility of the Gromov
compactification with the decomposition into homotopy classes follows immediately from
the topology on M(x0;x1).
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The second refinement concerns tangent spaces. Assume that a cylinder w ∈M(x0;x1)
lies sufficiently close to a pair of curves (u, v) ∈ M(x0;x) × M(x;x1). In this case, a
non-linear analogue of the gluing construction discussed in Section 1.4.2, defines a map
(1.5.14) ker(Du)⊕ ker(Dv)→ ker(Dw).
Each of the factors in the left hand side is 1-dimensional, and is generated by the vector
fields ∂su and ∂sv, while the right hand side is two dimensional, and is the middle term of
the exact sequence:
(1.5.15) R · ∂sw → ker(Dw)→ TwM(x0;x1).
Since w is close to the boundary stratum (u, v), it makes sense to say that an element of
TwM(x0;x1) either points towards the boundary, or away from it.
Lemma 1.5.7. The image of ∂su in TwM(x0;x1) points away from the boundary, while
the image of ∂sv points towards the boundary.
Figure 1.4.
Sketch of proof. Figure 1.4 summarises the proof. If w is close to (u, v), then most
of the energy E(w) is supported in two annuli separated by a large cylinder where the L2
integral of the energy approximately vanishes. A holomorphic vector field along w will point
towards the boundary if it integrates to a family of holomorphic maps for which the distance
between the two regions where the energy is supported grows. The image of ∂su is a vector
field which is close to ∂sw near −∞, and approximately vanishes near +∞, which implies
that it pushes the two regions where the energy is supported closer together, hence points
away from the boundary. The image of ∂sv is a vector field which is close to ∂sw near +∞,
and approximately vanishes near −∞; it points outwards. 
1.5.3. Floer cohomology. The differential in Floer cohomology is defined as a sum
of contributions of all holomorphic cylinders. In the presence of a local system ν, we think
of every holomorphic cylinder u as giving us a path in the free loop space of T ∗Q, and hence
an isomorphism
(1.5.16) νu : νx1 → νx0 .
On the other hand, the map constructed in Lemma 1.5.4, induces, after shift by w(x1), a
map
(1.5.17) ∂u : ox1 [w(x1)]→ ox0 [w(x0)],
which still has degree 1 because w(x0) = w(x1) whenever the moduli space M(x0;x1) is
not empty. We are working with cohomological conventions as a consequence of grading
each orbit by n−CZ(x), and would have obtained a map that lowers degree by 1 if we had
chosen different conventions.
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Remark 1.5.8. If we choose a generator α for ox1 , and write S
w(x1)α for the corre-
sponding generator of ox1 [w(x1)], then by definition
(1.5.18) dSw(x1)α ≡ (−1)w(x1)Sw(x0)dα.
We have the necessary ingredients to define the differential:
d : CF i(H; ν)→ CF i+1(H; ν)(1.5.19)
d|ox1 [w(x1)]⊗ νx1 ≡
∑
x0
∑
u∈M(x0;x1)
du ⊗ νu.(1.5.20)
Remark 1.5.9. In the original paper which considered orientations in Floer homology
[35], one chooses consistent orientations on all determinant lines det(DΨ), i.e. generators for
|det(DΨ)|. This gives a more concrete description of the signs in Floer theory than the one
we shall use whereby one assigns ±1 to a curve depending on whether certain orientations
are preserved.
In order to obtain a homology group associated to d, we prove:
Proposition 1.5.10. The map d defined in Equation (1.5.19) squares to 0.
Proof. The proof follows the mold of similar results in Floer theory: by decomposing
the Floer complex into its constituent lines, the vanishing of d2 is equivalent to the vanishing
of the map
(1.5.21) ox2 [w(x2)]⊗ νx2 → ox0 [w(x0)]⊗ νx0
which is the sum
(1.5.22)
∑
u∈M(x0;x1)
v∈M(x1;x2)
(du ◦ dv)⊗ (νu ◦ νv) .
Let [u] denote the homotopy class of u as a map from the cylinder to T ∗Q with asymptotic
conditions x0 at s = −∞ and x1 at s = +∞, and similarly for [v]. By gluing along the
end converging to x1, we can associate to such a pair a homotopy class of cylinders with
asymptotic conditions x0 and x2, which we denote [u]#[v].
Since ν is a local system, the composition νu ◦ νv depends only on the homotopy class
[u]#[v]. In particular, the vanishing of Equation (1.5.22) follows from the vanishing of
the sum of all terms which glue to a given homotopy class β of cylinders with asymptotic
conditions x0 and x2:
(1.5.23)
∑
[u]#[v]=β
du ◦ dv.
By passing to a fixed homotopy class of cylinders, we have therefore reduced the verification
of d2 = 0 to the case of the local system Z[−w(x)].
The vanishing of Equation (1.5.23) now follows from the familiar fact the signed number
of points on the boundary of an oriented manifold with boundary vanishes. Concretely, we
fix an orientation µ ofMβ(x0;x2). Applying Theorem 1.5.1 as in the proof of Lemma 1.5.4,
we find that at each point of the moduli space, such an orientation induces an isomorphism
(1.5.24) o(µ) : ox2 → ox0 .
At the boundary of the moduli space, we can compare this isomorphism with du ◦ dv.
The key point is that du ◦ dv = o(µ) if and only if µ evaluates positively on a tangent
vector toMβ(x0;x2) pointing outwards at (u, v). We conclude therefore that the vanishing
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of Equation (1.5.23) is equivalent to the vanishing of the signed count of points on the
boundary of the moduli space. 
Definition 1.5.11. The Floer cohomology HF ∗(H; ν) of H is the cohomology of CF ∗(H; ν)
with respect to the differential d.
Remark 1.5.12. Note that the definition of d depends on the choice of the family of
almost complex structures {Jt}t∈S1 . Our notation for the Floer complex does not record
the data of this choice because the cohomology is in fact independent of it. This follows
from the results of Section 1.6.3 below, in particular the proof of Corollary 1.6.16.
1.6. Symplectic cohomology as a limit
Let H+ and H− be linear Hamiltonians, which are non-degenerate in the sense of
Definition 1.2.11. Assuming that H+  H−, where  is the preorder defined in Equation
(1.2.15), we shall construct a continuation map
(1.6.1) c : HF ∗(H+; ν)→ HF ∗(H−; ν).
We define
(1.6.2) SH∗(T ∗Q; ν) ≡ lim
c
HF ∗(H; ν)
to be the direct limit of all Floer cohomology groups of linear Hamiltonians with respect to
these maps.
1.6.1. Energy for pseudo-holomorphic maps. The notion of energy for solutions
to Floer’s equation has the following variant which we find useful: the cylinder may be
replaced by an arbitrary compact Riemann surface (Σ, j) with boundary. We also choose a
family Hz of linear Hamiltonians on T
∗Q, which are parametrised by z ∈ Σ, and a 1-form
γ on Σ, and study maps from Σ to T ∗Q which, at every point z ∈ Σ, satisfy the equation:
(1.6.3) (du(z)−XHz ⊗ γz) ◦ j = Jz ◦ (du(z)−XHz ⊗ γz) .
Note that Equation (1.3.5) is the special case where Hz depends only on the t-coordinate,
and γ = dt.
We define the energy of a map u by the formula
(1.6.4) E(u) =
∫
Σ
‖du−XHz ⊗ γz‖2.
Exercise 1.6.1. Assume that E(u) vanishes. Show that the image of every tangent
vector under du is parallel to XHz . If the image of u intersects the complement of D
∗Q,
conclude that it is contained in a level set of ρ.
We say that dγ is non-positive if
(1.6.5) dγ(ξ, jξ) ≤ 0
for every tangent vector along Σ. Assume moreover that the family {Hz}z∈Σ is constant,
and write H for the corresponding autonomous Hamiltonian. The proof of the following
Lemma is left as an exercise to the reader, who should go through Equation (1.3.12), and
keep track of the extra contribution due to the fact that γ may not be closed.
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Lemma 1.6.2. If dγ is non-positive, then
(1.6.6) 0 ≤ E(u) ≤
∫
dΣ
u∗(λ)−H ◦ u · γ.
Moreover, the second inequality is strict unless dγ ≡ 0. 
Exercise 1.6.3. Consider a 1-form γ on the cylinder given by ρ(s)dt, where ρ is a
non-increasing function of s. Show that dγ ≤ 0.
1.6.2. Continuation maps. As in the construction of the differential, several choices
must be fixed to define the continuation map; these choices interpolate between those made
for the source and target of Equation (1.6.1). First, we choose a family of monotonically
decreasing slopes bs, which agree with the slope of H
− whenever s  0 and with that of
H+ if s 0. Next, we choose a family Hs,t of time-dependent Hamiltonians such that
Hs,t = bsρ in a neighbourhood of ρ
−1[1,+∞)(1.6.7)
Hs,t = H
±
t whenever s 0 or 0 s.(1.6.8)
Figure 1.5.
In addition, let J±t denote the family of almost complex structures used to define the
Floer cohomology groups of H±, and choose a family Js,t of almost complex structures,
parametrised by (s, t) ∈ Z, satisfying the following conditions:
(1.6.9) Js,t is convex near S
∗Q, and agrees with J±t whenever s 0 or 0 s.
In the usual coordinates on the cylinder, the continuation equation for maps from Z to
M is
(1.6.10) Js,t
∂u
∂s
=
∂u
∂t
−Xs,t(u(s, t)).
Note that this equation interpolates between Floer’s equation for the Hamiltonians H+
and H−. In particular, the natural asymptotic conditions are time-1 orbits of XH± near
s = ±∞.
Definition 1.6.4. Given a pair of orbits x± ∈ O(H±), the continuation moduli space
K(x−;x+) is the space of solutions to Equation (1.6.10) which exponentially converge to x±
at s = ±∞.
The moduli space K(x−;x+) can be described as the solution set of a Fredholm section
on a Banach space; by linearisation, we can associate to every such solution u an operator
(1.6.11) Du : W
1,p(Z, u∗(T ∗Q))→ Lp(Z, u∗(T ∗Q))
whose kernel and cokernel control the structure of the moduli space near u.
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Exercise 1.6.5. Prove the analogue of Theorem 1.5.4 for continuation maps, i.e. show
that, associated to each element of K(x−;x+) there is a canonical isomorphism
(1.6.12) det(Du)⊗ δx+ → δx− .
Conclude that the index of Du is deg(x+)− deg(x−). (Hint: the proof is simpler than that
for Floer’s equation, since there is no quotient procedure in the definition of the moduli
space of continuation maps).
Given that Js,t and Hs,t are allowed to vary arbitrarily in a large open set containing
all the orbits, the analogue of Lemma 1.3.18 holds:
Lemma 1.6.6. For generic data Js,t and Hs,t, all moduli spaces K(x−;x+) are regular.

The moduli space K(x−;x+) is, under this condition, a smooth manifold of dimension
deg(x+)− deg(x−). Whenever
(1.6.13) deg(x−) = deg(x+),
K(x−;x+) is therefore a 0-dimensional manifold consisting of regular elements. As for the
case of Floer’s equation, we call such solutions to the continuation map equation rigid curves.
Remark 1.6.7. The constant term −1 disappears because K(x−;x+) is not defined as
the quotient by R of a space of maps. Indeed, there is no a priori reason for the vector field
u∗(∂s) to give an infinitesimal automorphism of Equation (1.6.10).
From Equation (1.6.12) and the fact that det(Du) is canonically trivial whenever u is
rigid, we conclude the analogue of Lemma 1.5.4:
Lemma 1.6.8. Every rigid solution to the continuation equation u ∈ K(x−;x+) deter-
mines a canonical isomorphism of orientation lines
(1.6.14) cu : ox+ [w(x+)]→ ox− [w(x−)].

We now define a map
(1.6.15) c : CF ∗(H+; ν)→ CF ∗(H−; ν)
by adding the contributions of all elements of K(x−;x+):
(1.6.16) c =
∑
cu ⊗ νu.
The sum is finite by Gromov compactness, whose proof relies on showing that solutions
to Equation (1.6.10) remain in a compact set. The key point is that we have assumed that
the slopes bs are decreasing with s, which implies that the differential of the 1-form
(1.6.17) bsdt
is a non-positive 2-form on Z. Using Lemma 1.6.2, the proof of the following result is then
essentially the same as that of Lemma 1.3.15:
Exercise 1.6.9. Show that all elements of K(x−;x+) have image lying in the unit disc
bundle.
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With this in mind, we conclude that the Gromov-Floer construction yields a compact
manifold with boundary K(x−, x+). Assuming that this space is 1-dimensional, we have a
decomposition of its boundary into two types of boundary strata
(1.6.18)
∐
x0
K(x−;x0)×M(x0;x+)∐
x1
M(x−;x1)×K(x1;x+).
Note that the elements of the product of manifolds on the first line exactly correspond
to the terms in c ◦ d which involve x− and x+, while those on the second line are the
corresponding terms in d ◦ c.
Proposition 1.6.10. The map c is a chain homomorphism:
(1.6.19) c ◦ d− d ◦ c = 0.
Sketch of proof: The reader may repeat, essentially word by word, the argument of
Proposition 1.5.10. We shall focus on the non-trivial point, which is the fact that the two
terms in Equation (1.6.19) have opposite sign.
The composition c ◦ d is induced by the two canonical isomorphisms
det(Du−)⊗ δx0 ∼= δx−(1.6.20)
det(Dv)⊗ δx+ ∼= δx0(1.6.21)
defined by gluing whenever u− ∈ K(x−;x0) and v ∈ M(x0;x+). Composing these two
isomorphisms, we obtain an isomorphism
(1.6.22) det(Du−)⊗ det(Dv)⊗ δx+ ∼= δx− .
At this stage, we recall that det(Du−) is canonically trivial because this curve is rigid. On
the other hand, the construction of the differential relied on fixing a trivialisation of det(Dv)
corresponding to ∂sv. As in Lemma 1.5.7, ∂sv gives rise to a tangent vector to M(x−, x+)
which points inwards. For this reason, c◦d appears with a positive sign in Equation (1.6.19).
If, on the other hand, we have a pair of curves u ∈ M(x−;x0) and v+ ∈ K(x0;x+),
gluing theory yields an isomorphism
(1.6.23) det(Du)⊗ det(Dv+)⊗ δx+ ∼= δx− .
The vector field ∂su now gives rise to a tangent vector to K(x−;x+) which points outwards;
the term d ◦ c appears with a negative sign in Equation (1.6.19). 
Remark 1.6.11. The above proof highlights one of the origins of signs in Floer theory
(once all moduli spaces have been coherently oriented), arising from the fact that orienting
moduli spaces of rigid trajectories requires choosing an orientation on the R factor of Z; we
make the usual choice by choosing ∂s as the positive generator. Two other sources of signs
are (1) permuting factors in product decompositions of the boundary strata of a moduli
space and (2) fixing orientations of abstract moduli spaces of curves. We shall encounter
the first phenomenon in the discussion of the product structure, but the second is more
relevant when discussing higher (infinity) structures.
A particular case of interest occurs when two of the Hamiltonians are equal; one can
then choose the Floer data for the continuation map to be the same as the Floer data.
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Exercise 1.6.12. Assume that the Floer data (Ht, Jt) is regular in the sense of Theorem
1.3.18. Show that the solutions to the continuation map given by the data Hs,t = Ht and
Js,t = Jt are all regular and that the only rigid solutions are independent of s. Conclude
that the corresponding continuation map is the identity at the cochain level, hence on
cohomology.
Finally, we discuss the proof of the invariance of the continuation map:
Lemma 1.6.13. The continuation map
(1.6.24) c : HF ∗(H+; ν)→ HF ∗(H−; ν)
does not depend on the choice of family (Hs,t, Js,t).
Sketch of proof. Starting with choices (His,t, J
i
s,t) for i ∈ {0, 1}, define continuation
maps
(1.6.25) ci : CF
∗(H+; ν)→ CF ∗(H−; ν).
Consider a family of Floer data (Hrs,t, J
r
s,t), for r ∈ [0, 1], which agree with (H+t , J+t ) if
0  s, and with (H−t , J−t ) if s  0. We claim that this choice defines a chain homotopy c˜
between c0 and c1. Concretely, we let Kr(x−, x+) denote the moduli space of continuation
maps for Floer data (Hrs,t, J
r
s,t), and let K˜(x−, x+) denote the union of the moduli spaces
over r ∈ [0, 1]:
(1.6.26) K˜(x−;x+) =
∐
r∈[0,1]
Kr(x−;x+).
The key point is that K˜(x−;x+) is equipped with a natural topology, arising from its em-
bedding in
(1.6.27) [0, 1]× C∞(Z, T ∗Q)
as the zero locus of a section of the bundle whose fibre at (r, u) is C∞(Z, u∗(TT ∗Q)). Note
that this bundle is pulled back by projection to the second factor, but that the section
we are considering depends on the first factor; its restriction to {r} × C∞(Z, T ∗Q) is the
continuation map operator
(1.6.28) u 7→ ∂u
∂s
+ Jrs,t
(
∂u
∂t
−Xrs,t(u(s, t))
)
,
where Xrs,t is the Hamiltonian flow of H
r
s,t.
For a generic choice of families (Hrs,t, J
r
s,t), the moduli space K˜(x−;x+) is regular, and
hence a smooth manifold with boundary:
(1.6.29) ∂K˜(x−;x+) = K0(x−;x+) ∪ K1(x−;x+).
In this situation, regularity of the moduli space at a point (r, u) is equivalent to the surjec-
tivity of the Fredholm map
(1.6.30) Tr[0, 1]⊕W 1,p(Z, u∗(TT ∗Q))→ Lp(Z, u∗(TT ∗Q)),
where the second factor is the linearised operator Du, and the first factor is obtained by
taking the derivative for the linearised operator with respect to the r variable:
(1.6.31) ∂r 7→
∂Jrs,t
∂r
(
∂u
∂t
−Xrs,t(u(s, t))
)
+ Jrs,t
∂Xrs,t
∂r
.
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This implies the existence of a canonical isomorphism
(1.6.32) |TuK˜(x−;x+)| ∼= |Tr[0, 1]| ⊗ | det(Du)|.
We now fix an orientation of the interval [0, 1], which allows us to combine Equation (1.6.32)
with the isomorphism in Equation (1.6.12) coming from gluing theory, to obtain an isomor-
phism
(1.6.33) |TuK˜(x−;x+)| ⊗ ox+ ∼= ox− .
We now restrict attention to the situation where deg(x+) = deg(x−) − 1; this implies
that K˜(x−;x+) is 0-dimensional, and hence that T K˜(x−;x+) is canonically trivial. In this
case, Equation (1.6.33) induces an isomorphism
(1.6.34) c˜u : ox+ [w(x+)]→ ox− [w(x−)].
The map c˜ is obtained by taking the sum, over all elements of K˜(x−;x+), of the tensor
product of c˜u with the map on local systems νx+ → νx− induced by u.
The proof that c˜ is a chain homotopy between c0 and c1 now follows from analysing the
boundary of the compactification of K˜(x−;x+) when deg(x+) = deg(x−). Having provided
a definition of all the maps over the integers, one can now directly lift the familiar argument
in the case of a field of characteristic 2; this is discussed e.g. in [70, Lemma 3.12]. 
Remark 1.6.14. The construction of continuation maps can be performed in more
generality, breaking the assumption that the slope depends only on s: choose a 1-form α on
the cylinder, a function w : Z → R, and a family of Hamiltonian functionsHs,t, parametrised
by points in Z, such that the slope of Hs,t is b(s, t). At infinity, we assume that these data
are s-independent, and that α = dt. We impose the condition that d(b · α) ≤ 0, so that the
maximum principle applies to this equation. We can then use it to define a continuation
map.
To see that continuation maps for these more general data are still independent of such
a choice, it suffices to show that the space is convex; this is indeed the case because the
equation d(b · α) ≤ 0 is local, and evidently convex in b and α.
1.6.3. Composition of continuation maps. In this section, we discuss the compat-
ibility of continuation maps with compositions.
Proposition 1.6.15. Given a triple of linear Hamiltonians such that H+  H0  H−,
we have a commutative diagram
(1.6.35) HF ∗(H−; ν) //
''
HF ∗(H0; ν)

HF ∗(H+; ν)
for any choice of continuation maps.
Sketch of proof. Let H+s,t and H
−
s,t be Hamiltonians which define continuation maps
c+→0 : HF ∗(H+; ν)→ HF ∗(H0; ν)(1.6.36)
c0→− : HF ∗(H0; ν)→ HF ∗(H−; ν).(1.6.37)
By construction, whenever s  0, H+s,t = H0t , while whenever 0  s, H−s,t = H0t . Given a
negative real number S of large absolute value, we can define a family of Hamiltonians by
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concatenation:
(1.6.38) HSs,t =
{
H+s−2S,t if s ≤ S
H−s,t if S ≤ s.
Note that each such choice defines a continuation map
(1.6.39) cS+→− : HF
∗(H+; ν)→ HF ∗(H−; ν).
In order to compare this map to the composition c+→0 ◦ c0→−, we consider a triple of orbits
x+, x0, and x− for the three Hamiltonians we are considering, and the space of pairs of
solutions to the continuation map equation:
(1.6.40) K(x−, x0)×K(x0, x+).
For S  0, we can glue pairs of such solutions, and obtain a solution to the continuation
map equation defined using HSs,t; this is the same procedure used in proving that c is a chain
map, see e.g. [70, Section 3.4]. We denote by KS(x−;x+) the space of such solutions. If
deg(x−) = deg(x0) = deg(x+), these spaces are all regular, and we obtain a bijection
(1.6.41) KS(x−;x+) ∼=
∐
x0
K(x−, x0)×K(x0, x+).
The product of moduli spaces on the right hand side defines the composition of continuation
maps. This proves that
(1.6.42) cS+→− = c+→0 ◦ c0→−.

Corollary 1.6.16. If H and H ′ have the same slope, then there is a canonical iso-
morphism
(1.6.43) HF ∗(H; ν)→ HF ∗(H ′; ν)
induced by continuation maps.
Proof. First, we show that such continuation maps induce isomorphisms by consider-
ing the diagram
(1.6.44) HF ∗(H; ν) //
''
HF ∗(H ′; ν)

HF ∗(H; ν)
where the diagonal arrow is induced by the Floer data that is independent of s. Exercise
1.6.12 implies that this map is the identity, proving that the first continuation map is
injective, and the second surjective. Reversing the roˆles of H and H ′, we conclude that the
continuation map is indeed an isomorphism.
To show that the isomorphism is independent of choices, consider the diagram
(1.6.45) HF ∗(H; ν) //
''
HF ∗(H ′; ν)

HF ∗(H ′; ν),
where the vertical map is now the identity. 
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In Equation (1.6.2), we define symplectic cohomology as a limit over all continuation
maps. The following Lemma gives a more concrete approach to computing it:
Lemma 1.6.17. If Hi is any sequence of Hamiltonians on T ∗Q whose slope is unbounded,
the natural map
(1.6.46) lim
i
HF ∗(Hi; ν)→ SH∗(T ∗Q; ν)
is an isomorphism.
Proof. By definition, the direct limit in Equation (1.6.2) is the quotient of the direct
sum
(1.6.47)
⊕
H
HF ∗(H; ν)
by the subspace generated by a− c(a) for each element a ∈ HF ∗(H; ν). The assertion that
the natural map is surjective follows immediately from the assumption that the sequence of
slopes is unbounded, since this implies that, for each Hamiltonian H,s there is a well defined
map
(1.6.48) HF ∗(H; ν)→ HF ∗(Hi; ν)
for some sufficiently large i.
The assertion that the map is injective is equivalent to the claim that every relation in
SH∗(T ∗Q; ν) is detected by the sequence Hi, i.e. that two classes ai ∈ HF ∗(Hi; ν) and
aj ∈ HF ∗(Hj ; ν) are equivalent in SH∗(T ∗Q; ν) if and only if there exists an integer k so
that the images of ai and aj in HF
∗(Hk; ν) agree. This follows immediately from the fact
that, for any continuation map from H to K, we may choose Hk of slope larger than both,
so that we have a commutative diagram
(1.6.49) HF ∗(H; ν) //
''
HF ∗(K; ν)

HF ∗(Hi; ν).

1.7. Aside on orientation lines
In the construction of the Floer complex, we use various rank-1 graded R-vector spaces
which arise as determinants: given a real vector space V , we define det(V ) to be the top
exterior power of V , which is naturally graded in degree dimR(V ). Associated to a rank-1
graded R-vector space δ is a graded rank-1 free abelian group which we call the orientation
line, and denote |δ|, and which is generated by the two orientations of δ, modulo the relation
that the sum vanishes. When δ = det(V ), we also write |V | for the orientation line. We
need to repeatedly manipulate orientation lines associated to short exact sequences, and to
dual vector space, keeping in mind the following general principle:
(1.7.1)
in comparing two operations which differ by permuting operations or genera-
tors, one must introduce the appropriate Koszul sign.
We briefly describe the origin of two of the signs we shall encounter. Start with the
familiar fact that an orientation of two vector spaces induces an orientation of the direct
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sum. At the level of orientation lines, this can be restated as the existence of a canonical
isomorphism:
(1.7.2) |V1| ⊗ |V2| ∼= |V1 ⊕ V2|.
Let us consider the composition
(1.7.3) |V1| ⊗ |V2| ∼= |V1 ⊕ V2| ∼= |V2 ⊕ V1| ∼= |V2| ⊗ |V1|.
The Koszul sign is the sign difference between this map, and the transposition. It is equal
to
(1.7.4) (−1)dim(V1)·dim(V2).
The next convention we fix is that of splitting every short exact sequence of vector spaces
(1.7.5) 0→ U →W → V → 0
as U ⊕ V ∼= W , which yields an isomorphism
(1.7.6) |U | ⊗ |V | ∼= |W |.
Finally, given a Z-graded orientation line `, we define `−1 to be the dual line to `,
carrying a canonical map
(1.7.7) `−1 ⊗ `→ Z.
The lines ` and `−1 are by definition supported in opposite degrees.
Lemma 1.7.1. If ` is a graded orientation line, then there is a canonical isomorphism
` ∼= `−1 as Z2 graded lines. If ` ∼= `1 ⊗ `2 ⊗ `3, then the isomorphism induced via the
composition
(1.7.8) ` ∼= `1 ⊗ `2 ⊗ `3 ∼= `−11 ⊗ `−12 ⊗ `−13 ∼= `−13 ⊗ `−12 ⊗ `−11 ∼= `−1
differs from the canonical isomorphism by
∑
i<j deg(`i) deg(`j). 
1.8. Guide to the literature
1.8.1. Definitions of symplectic cohomology. Hamiltonian Floer (co)-homology
was introduced by its eponymous inventor in [33] at the same time as the Lagrangian ana-
logue; it was significantly developed in the middle of the 1990’s, with most work dedicated to
proving the well definedness of this group for increasingly general classes of closed symplectic
manifolds. The technical difficulties which appear in this setting are completely orthogonal
to those we encounter for cotangent bundles.
Symplectic cohomology was first introduced by Floer and Hofer in [36] for convex do-
mains in Cn, and their definition was soon generalised in their joint work [25] with Cieliebak
to symplectic manifolds with restricted contact boundary; this class of manifolds is now more
commonly referred to as Liouville domains [76]. Most notions introduced in this chapter
and the next can be generalised with no difficulty to Liouville domains; we have restricted
ourselves to cotangent bundles only for the sake of concreteness.
The definition of symplectic cohomology as a limit of Floer cohomology groups for
Hamiltonians which are linear at infinity is due to Viterbo [79], who was motivated by
applications to the study of the symplectic topology of cotangent bundles. A different
definition, as the Floer cohomology of a single Hamiltonian, is given by Abbondandolo
and Schwarz in [3], and Salamon and Weber in [71]. For general Liouville domains, such
a definition was also given by Seidel in [76]. At the cohomological level, the comparison
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between different versions of Floer cohomology is performed by Oancea in [57], and for a
different class of Hamiltonians by Seidel in [76].
There is a completely different definition of symplectic cohomology using methods from
symplectic field theory due to Bourgeois, Ekholm, and Eliashberg [18], generalising the con-
nection between contact homology and equivariant symplectic cohomology due to Bourgeois
and Oancea [20]. Under the assumption that all transversality problems in symplectic field
theory can be resolved by virtual fundamental chain methods, an isomorphism between
these theories over the rational numbers is constructed in [22].
The main deficiency of the definition of symplectic cohomology as a limit is that we
have not defined it as the homology of a chain complex; or, rather, that the only natural
chain complex that we could use is the homotopy direct limit of the Floer cochain complexes,
which can be rather unwieldy. Once can adapt the model defined in [11] to build a relatively
explicit chain complex computing symplectic cohomology.
1.8.2. Homology versus cohomology. In the closed setting, Floer homology and
cohomology are isomorphic via an isomorphism that implements Poincare´ duality. In com-
paring between two different papers, it is often the case that the theories called homology
and cohomology are interchanged. The reason is that in order to compare the conventions
of two different authors, one must fix several choices which can be made independently: (1)
the sign in the definition of the Hamiltonian flow, (2) the sign of the inhomogeneous term
in the Floer equation, and (3) which asymptotic end of a Floer trajectory will be considered
the input. If one starts with a set of conventions, having decided that one group is to be
called homology and the other cohomology, one finds that changing any one of these choices
reverses the identifications.
For manifolds which are not closed, the two different Floer groups one can assign to a
Hamiltonian are not in general isomorphic; in fact, they need not have the same rank. A
priori, this should make it easy to determine which group is called homology and which is
cohomology. Unforunately, the conventions in the literature are still not consistent: up until
Seidel’s work [76], the invariant which we call symplectic cohomology was called homology.
One justification for this is that, for cotangent bundles, it is isomorphic in the Spin case to
the homology of the free loop space of the base, not its cohomology.
The reason for adopting Seidel’s conventions is that the use of homological gradings
would lead to the operations constructed in Chapter 2 having bizarre gradings (e.g. the
unit of multiplication would lie in degree n, and the product would not preserve grading).
From the point of view of studying algebraic structures, the cohomological conventions are
ultimately more convenient.
1.8.3. Gradings and signs. The definition of relative gradings in Hamiltonian Floer
theory for manifolds M whose first Chern class vanishes goes back to Floer in [32]; by
relative, we mean that the index difference between two orbits is well-defined. A relative
grading determines an absolute grading up to global shift. Under the assumption that c1(M)
vanishes on every sphere, there is a natural absolute grading on the set of contractible orbits.
In Lagrangian Floer theory, it seems that Kontsevich was first to observe that an ab-
solute grading arises from a choice of quadratic volume form with respect to a compatible
almost complex structure; the theory was developed by Seidel in [73]. The vanishing of
2c1(M) = 0 is the obstruction to the existence of such a volume form. Because of what
is known in the Lagrangian case, the fact that we have defined gradings without assuming
that Q is oriented should not be too surprising: while the technical details do not seem to
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be written anywhere, it is known that the symplectic cohomology of a manifold M is iso-
morphic to the (wrapped) Lagrangian Floer cohomology of the diagonal in M×M , and this
Lagrangian Floer cohomology group is equipped with a grading by [11]. The construction
of gradings that we give is an attempt to give the simplest possible definition of the grading,
rather than the one which generalises most conveniently.
In order to define a Floer cohomology group over the integers, one must understand how
to orient moduli spaces of Floer trajectories. The key work here is due to Floer and Hofer
[35], who described the signs in Floer theory in terms of coherent orientations. Most of the
(rather limited) literature which concerns itself with Floer cohomology over Z uses these
conventions. Here, we use a less concrete but ultimately equivalent point of view which is
directly modelled after the discussion of signs in Lagrangian Floer theory as explained in
[77]. The more abstract approach that we adopt is convenient for understanding the signs
arising in the operations which we discuss in Chapter 2.

CHAPTER 2
Operations in Symplectic cohomology
2.1. Introduction
Symplectic cohomology is equipped with operations coming from counts of Riemann
surfaces with at least one negative end and an arbitrary number of positive ends; the ends
are required to map to Hamiltonian orbits. Since we are considering time-dependent Hamil-
tonians, each orbit has a canonical starting point, and the Riemann surfaces we study carry
an asymptotic marker at each puncture.
Associated to “counting” Riemann surfaces of genus 0 with one negative end and no
positive ends, i.e. planes, we shall produce in Section 2.4 an element
(2.1.1) e ∈ SH0(T ∗Q;Z)
In Section 2.2, we shall define a map
(2.1.2) ∆: SH∗(T ∗Q;Z)→ SH∗−1(T ∗Q;Z)
induced by Riemann surfaces of genus 0 with one negative end and one positive end (cylin-
ders), where the asymptotic marker moves in an S1 family at the negative end.
Finally, in Section 2.3, we shall define a map associated to Riemann surfaces of genus 0
with one negative end and two positive ends (pairs of pants):
(2.1.3) ? : SH∗(T ∗Q;Z)⊗ SH∗(T ∗Q;Z)→ SH∗(T ∗Q;Z).
The compatibility between these three structures is summarised by 6 equations, which
are variants of the ones for a BV algebra (see [28] for an expository account). To state
them, recall that in addition to the Z grading deg we have a Z2 grading w. The first five
equations are:
∆2 = 0 Section 2.2.2(2.1.4)
∆(e) = 0 Section 2.4.2(2.1.5)
(a ? b) ? c = a ? (b ? c) Section 2.3.7(2.1.6)
a ? b = (−1)deg(a) deg(b)+w(a)w(b)b ? a Section 2.3.7(2.1.7)
e ? a = a ? e = a Section 2.4.2(2.1.8)
The last equation is the BV equation
(2.1.9) ∆(a ? b ? c) + ∆(a) ? b ? c+ (−1)deg(a)a ?∆(b) ? c+ (−1)deg(a)+deg(b)a ? b ?∆(c) =
∆(a ? b) ? c+ (−1)deg(a)a ?∆(b ? c) + (−1)(1+deg(a)) deg(b)+w(a)w(b)b ?∆(a ? c)
and will be discussed in Section 2.5.
Remark 2.1.1. The equations we have written follow, by a computation of Koszul signs,
from the usual BV equations for the Z2 gradings on SH∗(T ∗Q;Z) induced by assigning
47
48 2. OPERATIONS IN SYMPLECTIC COHOMOLOGY
|x|mod 2 to every orbit x. In particular, with such gradings, one can replace Equation
(2.1.7) with the usual skew-commutativity, and the BV equation with:
(2.1.10) ∆(a ? b ? c) + ∆(a) ? b ? c+ (−1)|a|a ?∆(b) ? c+ (−1)|a|+|b|a ? b ?∆(c)
= ∆(a ? b) ? c+ (−1)|a|a ?∆(b ? c) + (−1)(1+|a|)|b|b ?∆(a ? c).
We have already observed in Remark (1.4.21) that the grading |x| does not in general lift
to an integral grading of SH∗(T ∗Q;Z) with the property that the product has cohomological
degree 0. This was the reason for introducing the grading deg(x).
Having introduced the shift in Equation (1.4.78), we now reap the reward that we do
not quite have a Z graded BV structure with respect to deg either. Rather, we obtain what
might be called a twisted graded commutative structure, where all signs have to be corrected
by the difference between our two notions of degree. Since this is a lesser transgression of
mathematical conventions than a product whose degree is not homogeneous, we find our
choice justified.
2.1.1. BV structure with twisted coefficients. Since the comparison with string
topology involves twisted coefficients, it is important to understand how to produce a BV
structure for local systems which are not necessarily trivial. For an arbitrary local system,
there is no natural BV structure on symplectic cohomology, so we consider instead those
local systems that are obtained by transgressing a vector bundle on the base: given a real
vector bundle E on Q, define σE to be the local system on LQ whose fibre at a loop x is
the rank-1 free abelian group generated by the set of trivialisations of x∗(E ⊕ det(E)⊕3)
up to homotopy; there are two such homotopy classes, and we impose the relation that
their sum vanish. More explicitly, note that this bundle is naturally oriented, and that any
two trivialisations which are compatible with this orientation differ by the action of the set
of maps from S1 to SO(n + 3). Since pi1(SO(n + 3)) = Z2, there are exactly two such
trivialisations up to homotopy.
Remark 2.1.2. The set of trivialisations of x∗(E⊕det(E)⊕3) compatible with its natural
orientation is in canonical bijection with the set of Pin+ structures of x∗(E), where Pin+
is one of the two central Z/2Z extensions of the orthogonal group (see [48]; the other
extension which is called Pin− corresponds to trivialisations of x∗(E ⊕ det(E))). For a
concrete description of this local system in terms of monodromy, see Remark 2.1.4. If we
were only considering orientable manifolds, it would probably make sense to restrict the
discussion to orientable vector bundles E; in which case it would suffice to consider the local
system of trivialisations of x∗(E), i.e. the local system of Spin structures.
There are three structure maps associated to the local system σE that will be of interest:
first, a retraction of x to a point induces a canonical map
(2.1.11) Z→ σEx
since such a retraction determines an extension of x∗(E) to the disc, and a vector bundle
over the disc admits a unique trivialisation up to homotopy.
Next, for any loop x, define xθ(t) = x(t+ θ). Since a trivialisation of x
∗(E⊕ det(E)⊕3)
is equivalent to a trivialisation of x∗θ(E ⊕ det(E)⊕3) we have a canonical isomorphism
(2.1.12) σEx → σExθ
which is the identity when θ = 1.
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Finally, to a map u from a pair of pants to T ∗Q with asymptotic conditions x1, x2 and
x0 at the three punctures, we associate a map
(2.1.13) σEu : σ
E
x1 ⊗ σEx2 → σEx0
by noting that a trivialisation of a vector bundle over a pair of pants is determined by its
restriction to two of the three circles at infinity.
We shall use these additional structures at the level of local systems to define structure
maps on symplectic cohomology:
e : σE → SH0(T ∗Q;σE)(2.1.14)
∆: SH∗(T ∗Q;σE)→ SH∗−1(T ∗Q;σE)(2.1.15)
? : SH∗(T ∗Q;σE)⊗ SH∗(T ∗Q;σE)→ SH∗(T ∗Q;σE).(2.1.16)
The following Theorem summarises the compatibility of these operations:
Theorem 2.1.3. Symplectic cohomology with coefficients in σE is naturally equipped
with the structure of a twisted Batalin-Vilkovisky algebra (BV -algebra).
Remark 2.1.4. One can construct a BV structure on symplectic cohomology with
twisted coefficients in more generality than described above, starting with a class in b ∈
H2(Q,Z2). The case we have discussed corresponds to the case were b is the second Stiefel-
Whitney class of the bundle E.
To such a class, one can assign, by transgression, a class in H1(LQ,Z2), which is
the group classifying local systems of rank 1. The corresponding local system can most
explicitly be described by its monodromy: a loop of loops corresponds to a torus in Q, and
the monodromy is trivial if and only if the given class evaluates trivially on the corresponding
torus.
For this class of local systems, one can define the twisted version of symplectic coho-
mology in terms of intersection numbers of Riemann surfaces with a Poincare´ dual cycle
Db. Generically, all time-1 orbits of a Hamiltonian H are disjoint from the inverse image
of Db in T
∗Q. Each holomorphic cylinder with endpoints on such orbits has a well-defined
intersection number with this inverse image; one can therefore define a twisted differential
on CF ∗(H;σE) by multiplying the contribution of each curve by a sign which is non-trivial
if and only if this intersection number is odd. Applying the same procedure to continuation
maps yields a twisted symplectic cohomology group SH∗(T ∗Q;σE). The product and BV
operator are defined via the same procedure, twisting the sign of the contribution of each
curve by its intersection number with Db.
Note that there are local systems on the free loop space which do not arise from this
construction; e.g. local systems which are pulled back from the base. The most important
such local system is the local system of orientations of Q.
2.2. The BV operator
2.2.1. The BV operator on Floer homology. The cylinder Z has natural cylin-
drical ends near both +∞ and −∞. In order to construct the BV operator ∆, we fix
the cylindrical end near +∞ and consider a family of cylindrical ends parametrised by
θ ∈ R/Z = S1 near −∞.
Given a linear Hamiltonian H = Ht, we then choose
(2.2.1)
a family of functions Hθs,t parametrised by (θ, s, t) ∈ S1×Z which agree with Ht
when 0  s, with Ht+θ when s  0. Moreover, we require that the restriction
of Hθs,t to the complement of D
∗Q be linear of slope independent of (θ, s, t).
50 2. OPERATIONS IN SYMPLECTIC COHOMOLOGY
Choosing a family Jθs,t of convex almost complex structures (in the sense of Definition 1.3.1)
which also agree with Jt when 0 s and with Jt+θ when s 0, we define the moduli space
(2.2.2) M∆(x0, x1)
to be the space of pairs (θ, u) where θ is a point on S1, and u is a map from a cylinder to
T ∗Q which solves the differential equation
(2.2.3) Jθs,t
∂u
∂s
=
∂u
∂t
−XθHs,t
and such that
(2.2.4)
lim
s→+∞u(s, t) = x1(t)
lim
s→−∞u(s, t+ θ) = x0(t+ θ).
There are no new phenomena in the study of the moduli space M∆(x0, x1) which do
not already appear in the study of continuation maps. To each map u ∈ M∆(x0, x1), we
can assign a linearised operator Du on sections of the pullback of TT
∗Q. The direct sum
with the derivative of this operator with respect to the parametrising variable θ yields a
Fredholm map
(2.2.5) TθS
1 ⊕W 1,p(Z, u∗(TT ∗Q))→ Lp(Z, u∗(TT ∗Q));
this is the same construction which yields the operator in Equation (1.6.30).
The Floer data Hθs,t and J
θ
s,t are said to be regular if the map in Equation (2.2.5) is
surjective, which is equivalent to the assumption that the map
(2.2.6) TθS
1 → coker(Du),
is surjective. As in Theorem 1.3.18, this is achieved for generic choices.
Assuming regularity, the moduli space M∆(x0, x1) is a smooth manifold of dimension
(2.2.7) deg(x0)− deg(x1) + 1.
The tangent space ofM∆(x0, x1) at a point (θ, u) is the kernel of the operator in Equation
(2.2.5). This tangent space is therefore the first term in a short exact sequence
(2.2.8) TuM∆(x0, x1)→ TθS1 ⊕ ker(Du)→ coker(Du),
which induces an isomorphism
(2.2.9) det(TuM∆(x0, x1))⊗ det(coker(Du)) ∼= det(TθS1)⊗ det(ker(Du)).
Recalling the definition of det(Du), we conclude that we have a canonical isomorphism
(2.2.10) det(TuM∆(x0, x1)) ∼= det(Du)⊗ det(TθS1)
at every point (θ, u) of this moduli space.
To obtain an orientation of M∆(x0, x1), one must orient both the determinant line of
Du and TθS
1. The second choice will be fixed once and for all, while an orientation of the
determinant line of Du arises from gluing theory:
(2.2.11) |det(Du)| ⊗ ox1 ∼= ox0 .
Note that this is Equation (1.5.9) verbatim.
Since σE is a local system, the cylinder u induces a map from σEx1 to σ
E
xθ,0
. Composing
this with the map in Equation (2.1.12) yields a canonical isomorphim
(2.2.12) σEx1 → σEx0 .
Applying this discussion to the case of rigid solutions, we conclude:
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Lemma 2.2.1. If all Floer data is regular, the moduli space M∆(x0, x1) has dimension
0 whenever deg(x0) = deg(x1)− 1 and every element u of M∆(x0, x1) induces a map
(2.2.13) ∆u : ox1 [w(x1)]⊗ σEx1 → ox0 [w(x0)]⊗ σEx0
which is canonically defined upon choosing an orientation for S1. 
By taking the sum of all the maps ∆u, we obtain a map
(2.2.14) ∆: CF ∗(H;σE)→ CF ∗−1(H;σE).
To check that this defines a chain map, consider a pair x0 and x2 of orbits with the same
Conley-Zehnder index. The moduli space M∆(x0, x2) has dimension 1, and Gromov-Floer
compactness implies that it may be compactified to a manifold whose boundary is given by
two types of strata: (i) pairs of cylinders u ∈ M∆(x0, x1) and v ∈ M(x1, x2) and (ii) pairs
of cylinders u ∈M(x0, x1) and v ∈M∆(x1, x2).
Lemma 2.2.2. At the level of homology, the count of solutions to Equation (1.6.10)
defines a degree −1 map
(2.2.15) ∆: HF ∗(H;σE)→ HF ∗−1(H;σE).

2.2.2. The square of the BV operator. In this section, we prove that ∆2 = 0.
The key idea is that the map ∆2 is associated to a family of equations parametrised by
S1 × S1. We shall construct a family of equations parametrised by an oriented 3-manifold
with boundary S1 × S1 (in fact, a solid torus); the counts of rigid elements in this new
parametrised space give a null homotopy for ∆2 at the cochain level.
We now implement this strategy: fix the family of Hamiltonians Hθs,t for the definition
of the BV operator, and choose a sufficiently large real number S so that Hθs,t is independent
of s along the ends S ≤ s and s ≤ −S. By gluing, we define a family of Hamiltonians Hθ1,θ2s,t
parametrised by (θ1, θ2) ∈ S1 × S1:
(2.2.16) Hθ1,θ2s,t =
{
Hθ1s−S,t if 0 ≤ s
Hθ2s+S,t+θ1 if s ≤ 0.
Exercise 2.2.3. Show that Hθ1,θ20,t = Ht+θ1 , and that
(2.2.17) Hθ1,θ2s,t = Ht+θ1+θ2 if s 0.
We may construct a parametrised family Jθ1,θ2s,t of almost complex structures on T
∗Q
in the same way.
For a pair (x0, x2) of orbits, letM∆2(x0, x2) denote the moduli space of solutions to this
family of equations for a fixed S which we omit from the notation. Gluing theory implies
the following:
Lemma 2.2.4. If S is large enough, all elements of the moduli space M∆2(x0, x2) are
regular. Moreover, if deg(x0) = deg(x2)− 2, there is a canonical bijection
(2.2.18) M∆2(x0, x2) ∼=
∐
x1
M∆(x0, x1)×M∆(x1, x2).

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The above result implies that ∆2 is obtained by counting rigid elements ofM∆2(x0, x2).
The next step is to build a null cobordism for this moduli space.
To this end, we choose a family of Hamiltonians Hθ1,θ2,τs,t , with τ ∈ [0, 1], subject to the
following constraints:
(1) For τ = 1, Hθ1,θ2,1s,t = H
θ1,θ2
s,t .
(2) When τ = 0, Hθ1,θ2,0s,t = H
θ1+θ2
s,t .
(3) The restriction of Hθ1,θ2,τs,t to 0  s agrees with Ht, and its restriction to s  0
agrees with Ht+θ1+θ2 .
Choosing almost complex structures Jθ1,θ2,τs,t satisfying similar conditions, we obtain a family
of Floer equations parametrised by S1 × S1 × [0, 1]. Since the equation at τ = 0 depends
only the sum θ1 + θ2, we can collapse the boundary component S
1 × S1 × {0} to a circle,
and produce a family of equations parametrised by the solid torus.
Imposing the asymptotic conditions in Equation (2.2.4), we obtain a parametrised mod-
uli space of solutions MN (x0, x3) for every pair (x0, x3) of orbits. For generic choices of
data, MN (x0, x3) is a manifold with boundary of dimension
(2.2.19) deg(x0)− deg(x3) + 3.
Whenever deg(x0) = deg(x3)−3, we conclude that this manifold is therefore 0-dimensional.
Choosing an orientation of the parametrising solid torus, we can associate to every element
of this space a map on the lines which generate the Floer complex. Define
(2.2.20) N : CF ∗(T ∗Q,H;σE)→ CF ∗−3(T ∗Q,H;σE)
to be sum of all maps induced by elements ofMN (x0, x3). The proof of the following result
is left to the reader.
Lemma 2.2.5. The map N is a null-homotopy for ∆2. 
2.2.3. Continuation maps commute with the BV operator. In order to show
that ∆ descends to an operation on symplectic cohomology, we must show that it commutes
with continuation maps. The argument for Proposition 1.6.15 can be repeated essentially
verbatim in this context by fixing the following:
(1) Floer data (H±t , J
±
t ) such that H
+  H− (see Equation (1.2.15) for the definition
of ). These define the Floer cohomology groups HF ∗(H±;σE).
(2) Families (H±,θs,t , J
±,θ
s,t ) parametrised by S
1 defining degree −1 operators ∆± on the
Floer groups HF ∗(H±;σE).
(3) Continuation map data (Hs,t, Js,t) defining a map c : HF
∗(H+;σE)→ HF ∗(H−;σE).
We now choose a family of Hamiltonians Hr,θs,t parametrised by (θ, r) ∈ S1 × R and
(s, t) ∈ Z subject to the following constraints:
For each r, there exists Sr such that H
θ,r
s,t =
{
H+t if Sr ≤ s
H−s,t+θ if s ≤ −Sr.
(2.2.21)
The slope of the Hamiltonians Hθ,rs,t decreases monotonically in s.(2.2.22)
If r  0, then Hθ,rs,t is obtained by concatenating H+,θs,t and Hs,t+θ.(2.2.23)
If 0 r, then Hθ,rs,t is obtained by concatenating Hs,t with H−,θs,t .(2.2.24)
The notion of concatenating Hamiltonians is the same as the one discussed in the proof of
Proposition 1.6.15. We give an explicit construction when r  0: recall that the restriction
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of Hs,t to the region where s 0 is independent of s, and agrees with H+t , which also agrees
with the restriction of H+,θs,t−θ to the region where 0 s. We can therefore construct a new
Hamiltonian by the formula:
(2.2.25) Hθ,rs,t =
{
Hs−2r,t+θ if s ≤ r
H+,θs,t if r ≤ s.
In order to know that a family of Hamiltonian satisfying these properties exist, the key step
is to ensure that they are consistent:
Exercise 2.2.6. Check that the family of Hamiltonians defined by Equation (2.2.25)
satisfies Equation (2.2.21).
Since Conditions (2.2.21)-(2.2.24) are convex and local in Z, we can in fact produce an
explicit family as follows: define Hθ,rs,t by gluing whenever r ≤ −R or R ≤ r. Next, choose
a partition of unity (χ+, χ−) on R subordinate to the cover (−R,+∞) and (−∞, R). We
define
(2.2.26) Hθ,rs,t = χ+(r)H
θ,R
s,t + χ−(r)H
θ,−R
s,t whenever r ∈ [−R,R],
and use the gluing definition away from this region. Note that this produces a continuous
family, which is everywhere smooth except possibly where r = ±R; this is sufficient for our
purpose, but the punctilious reader is invited to use a further cutoff construction at these
points to construct a smooth family.
Next, we choose a family Jr,θs,t of almost complex structures on T
∗Q (which are convex
near S∗Q) subject to the constraints:
For each r, there exists Sr such that J
r,θ
s,t =
{
J+t if Sr ≤ s
J−s,t+θ if s ≤ −Sr.
(2.2.27)
If r  0, then Jr,θs,t is obtained by concatenating J+,θs,t and Js,t+θ.(2.2.28)
If 0 r, then Jr,θs,t is obtained by concatenating Js,t with J−,θs,t .(2.2.29)
Given the families (Hr,θs,t , J
r,θ
s,t ), we define M˜∆(x−;x+) to be the moduli of triples (θ, r, u),
solving the differential equation
(2.2.30) Jθ,rs,t
∂u
∂s
=
∂u
∂t
−Xθ,rHs,t
and satisfying the asymptotic conditions
lim
s→+∞u(s, t) = x+(t)(2.2.31)
lim
s→−∞u(s, t) = x−(t+ θ).(2.2.32)
By construction, the Gromov compactification of M˜∆(x−;x+) admits two boundary
strata, corresponding to the limits r → ±∞, which are the disjoint union of products∐
x∈O(H−)
M∆(x−;x)×K(x;x+)(2.2.33)
∐
x∈O(H+)
K(x−;x)×M∆(x;x+).(2.2.34)
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If we assume that deg(x−) = deg(x+) − 1, these strata respectively correspond to the
compositions c ◦ ∆ and ∆ ◦ c. Applying the same method as in the proof of Proposition
1.6.15, we conclude
Lemma 2.2.7. Whenever H+  H−, we have a commutative diagram:
(2.2.35) HF ∗(H+;σE) ∆ //
c

HF ∗−1(H+;σE)
c

HF ∗(H−;σE) ∆ // HF ∗−1(H−;σE).

This result completes the construction of the operator ∆ on symplectic cohomology
(Equation (2.1.2)): given an element a ∈ SH∗(T ∗Q;σE), we choose a representative aH ∈
HF ∗(H;σE), and define ∆(a) to be the image of ∆(aH) under the natural map
(2.2.36) HF ∗(H;σE)→ SH∗(T ∗Q;σE).
Since any two representatives are related by applying the continuation map, ∆(a) is in fact
independent of this choice.
2.3. The pair of pants product
In this section, we use moduli spaces of pairs of pants to define a map
(2.3.1) SHi(T ∗Q;σE)⊗ SHj(T ∗Q;σE)→ SHi+j(T ∗Q;σE)
which we denote ?. The following result summarises the properties proved in this section:
Proposition 2.3.1. The product ? is associative and twisted graded-commutative.
2.3.1. Moduli spaces of pairs of pants. Let z0, z1, and z2 be three distinct points
on the Riemann sphere CP1. Write P for the open Riemann surface (a pair of pants)
obtained by removing these three points from CP1. We shall study maps
(2.3.2) P → T ∗Q
which converge at the ends to Hamiltonian orbits. In order to make this notion of conver-
gence more precise, we consider the positive half cylinder
(2.3.3) Z+ ≡ [0,+∞)× S1
as a Riemann surface with boundary equipped with coordinates (s, t) and complex structure
(2.3.4) j∂s = ∂t.
The following notion will allow us to specify a convenient family of Cauchy-Riemann
equations on maps with source P :
Definition 2.3.2. A positive cylindrical end near zi is a holomorphic embedding
(2.3.5) i : Z
+ → P
which extends to a map from the disc to CP1 taking the origin to zi. A negative cylindrical
end is one whose source is the negative half cylinder Z− ≡ (−∞, 0]× S1.
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Let us once and for all fix a negative end near z0 and positive ends near z1 and z2,
and equip P with a metric which restricts to the product (cylindrical) metric on the ends
whenever 0  |s|. Whatever equation is imposed on maps on P should have the property
that its finite energy solutions converge along the cylindrical ends of P to Hamiltonian
orbits. The natural way to ensure this is to require that its pullback under i agree with
Floer’s equation (Equation (1.3.5)), whenever |s| is sufficiently close to infinity. There are
three data that are needed in order to define Floer’s equation:
(1) a 1-form on Z+ or Z− which we fix to be dt,
(2) a linear Hamiltonian Hi of slope bi, and
(3) an S1 family of almost complex structures J i which are convex near S∗Q.
To define a Cauchy-Riemann equation on the thrice-punctured sphere, we choose:
(1) a 1 form α whose pullback under i is dt,
(2) a family HP of linear Hamiltonians, parametrised by P , such that HPi(s,t) = H
i
t ,
and
(3) a family JP of almost complex structures which are convex near S∗Q, parametrised
by P , such that JPi(s,t) = J
i
t .
We write bP : P → R for the function whose value at z is the slope of HPz . We require that
the form α and the family of slopes satisfy the following property:
(2.3.6) d
(
bP · α) ≤ 0.
Remark 2.3.3. The negativity in the above equation has the same meaning as in
Equation (1.6.5), and we shall use it for the same purpose: proving compactness for the
moduli space of cylinders.
Exercise 2.3.4. Show that Condition (2.3.6) implies that
(2.3.7) H1 +H2  H0,
where  is defined in Equation (1.2.15). (Hint: use Stokes’s theorem on the complement of
a small neighbourhood of the punctures in P ).
Conversely, show that, if this condition is satisfied, one can find a 1-form α and a family
HP of Hamiltonians so that Equation (2.3.6) holds.
With these choices, we can define the moduli spaces whose count determines the product
on symplectic cohomology.
Definition 2.3.5. The moduli space of holomorphic pairs of pants P(x0;x1, x2) with
input a pair of Hamiltonian orbits x1 and x2 of H
1 and H2 and output a Hamiltonian orbit
x0 of H
0 is the space of finite energy maps
(2.3.8) u : P → T ∗Q
which satisfy the Cauchy-Riemann equation
(2.3.9) (du− α⊗XHP )0,1 = 0
and converge along the end i to the orbit xi, i.e.
(2.3.10) lim
|s|→+∞
u(i(s, t)) = xi(t).
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Remark 2.3.6. Equation (2.3.9) is the coordinate-free way of writing the type of
Cauchy-Riemann equations, with inhomogeneous term, which usually appear in Floer the-
ory. It is equivalent to the equation
(2.3.11) JPz
(
du(ξ)− α(ξ) ·XHPz
)
= du(jξ)− α(jξ) ·XHPz
for every tangent vector ξ of P at a point z. The finite energy condition is the requirement
that the integral
(2.3.12)
∫
P
‖du− α⊗XHP ‖2
be finite.
Exercise 2.3.7. Compute the restriction of Equation (2.3.9) to the ends in terms of
the (s, t) coordinates.
2.3.2. Compactness of the moduli space of pairs of pants. In order to produce
operations from the moduli space P(x0;x1, x2), we need to construct a compactification.
The candidate for such a compactification is:
(2.3.13) P(x0;x1, x2) =
∐
x′0,x
′
1,x
′
2
M(x0;x′0)× P(x′0;x′1, x′2)×M(x′1;x1)×M(x′2;x2).
We shall not give a proof of the following result, which is a minor variant of Gromov and
Floer’s original compactness results. In a sense, the result we need is a fibre product of
the case of Floer’s equation on the cylinder, discussed in [14, Chapitre 6.6], and pseudo-
holomorphic equations on general Riemann surfaces, which is the subject of [61, Chapter
4]:
Lemma 2.3.8. If ui is a sequence of elements of P(x0;x1, x2), and there is a compact
set of T ∗Q which contains the image of all ui, then there is a subsequence converging to an
element of P(x0;x1, x2). 
Our main task in this section is therefore to show that all elements of P(x0;x1, x2) are
contained in a fixed compact set:
Lemma 2.3.9. The image of every element of P(x0;x1, x2) is contained in the unit disc
cotangent bundle.
Sketch of proof: This is the same argument as for Lemma 1.3.15, so we shall quickly
repeat it: given u ∈ P(x0;x1, x2), let Σ denote the inverse image of the complement of the
(open) disc cotangent bundle of radius 1 +  such that the corresponding sphere bundle is
transverse to u; note that  can be chosen to be arbitrarily small. Let v denote the restriction
of u to Σ.
Lemma 1.6.2 implies that the energy E(v) is non-negative. Note that the hypothesis
of this Lemma holds because Equation (2.3.6) yields Equation (1.6.5). On the other hand,
an application of Stokes’s theorem as in Lemma 1.3.15 shows that this integral is strictly
negative if Σ is not empty. Having reached a contradiction, we conclude the desired result.

2.3.3. Virtual dimension of the moduli space of pairs of pants. Given an ele-
ment u ∈ P(x0;x1, x2), the linearisation of Equation (2.3.9) gives an operator
(2.3.14) Du : W
1,p(P, u∗(TT ∗Q))→ Lp(P, u∗(TT ∗Q)⊗ Ω0,1(P )),
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where Ω0,1(P ) is the vector bundle of anti-holomorphic 1-forms on P , and the Sobolev spaces
are defined with respect to a metric on P which is cylindrical on the ends (see [72, Chapter
2]).
Remark 2.3.10. As a vector bundle, Ω0,1(P ) is trivial, so we can choose a trivialisation
of this bundle, and rewrite the above linearisation as an operator
(2.3.15) W 1,p(P, u∗TT ∗Q)→ Lp(P, u∗TT ∗Q).
In this form, this is the same as Equation (1.6.11), but, unlike the case of the cylinders,
there is no natural choice of trivialisation of Ω0,1(P ), so we prefer the invariant form given
in Equation (2.3.14).
Definition 2.3.11. The virtual dimension of P(x0;x1, x2) is the index of the operator
Du.
In order to express the virtual dimension in terms of the index of xi, choose a trivial-
isation F of u∗TT ∗Q. By restricting to neighbourhoods of the three punctures, we obtain
trivialisations of x∗i (TT
∗Q); these do not necessarily agree with the trivialisations fixed in
Lemma 1.4.17. We write DΨFxi
for the operator on C (with values in Cn) associated in
Section 1.4.1 to the path of unitary matrices defined by the differential of the Hamiltonian
flow (see Equation (1.4.74)).
Since the pullback of Equation (2.3.9) by i agrees, whenever |s| is sufficiently large,
with the Floer equation (Equation (1.3.6)), the pullback of its linearisation Du agrees with
the restriction of DΨFxi
to the complement of a compact set in the plane, as in Equation
(1.4.7).
Figure 2.1.
We shall now show that the result of gluing DΨFx1
and DΨFx2
to Du defines an operator
on the disc which is homotopic to DΨFx0
. The first step is to consider two positive real
numbers S1 and S2, and define a Riemann surface PS1,S2 by removing 1
(
[2S1,+∞)× S1
)
and 2
(
[2S2,+∞)× S1
)
and gluing the complement to discs in C of radii e2S1 and e2S2
along the identification shown in Figure 2.1. The formula is:
{z|eSj ≤ |z| ≤ e2Sj} ∼= j([Sj , 2Sj ]× S1)(2.3.16)
es+2piiθ 7→ (3Sj − s,−θ) .(2.3.17)
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By construction, we have natural inclusions in PS1,S2 of the discs of radii e
2S1 and e2S2
(coming from the domains of definition for DΨFx1
and DΨFx2
) as well as of the complement
of 1([2S1,+∞)× S1 and 2([2S2,+∞)× S1 in P .
Since the operators Du and DΨFxi
are local, the fact that Du agrees with DΨFxi
near the
gluing region implies that we obtain a glued operator
(2.3.18) Du#S1DΨFx1
#S2DΨFx2
: W 1,p(PS1,S2 ,Cn)→ Lp(PS1,S2 ,Cn ⊗ Ω0,1PS1,S2 )
which is a Cauchy-Riemann operator.
Lemma 2.3.12. There is a canonical isomorphism of determinant lines
(2.3.19) det(Du#S1DΨFx1
#S2DΨFx2
) ∼= det(Du)⊗ det(DΨFx1 )⊗ det(DΨFx2 ).
Sketch of proof. Just as one glues two planes to P along cylindrical like ends, one
may use cutoff functions to glue Cn-valued functions. If we assume, for simplicity, that Du,
DΨFx1
and DΨFx2
are all surjective, then the key point is to check that gluing elements in
the kernel of these operators produces functions on PS1,S2 which are approximate zeroes of
Du#S1DΨFx1
#S2DΨFx2
. This defines a map
(2.3.20) ker(Du)⊕ ker(DΨFx1 )⊕ ker(DΨFx2 )→ ker(Du#S1DΨFx1 #S2DΨFx2 ).
In the opposite direction, one may start with an element of the kernel ofDu#S1DΨFx1
#S2DΨFx2
,
and, using cutoff functions, break it into maps on C and on P , which are approximate zeroes
for the respective operators Du, DΨFx1
and DΨFx2
.
The gluing and breaking operators can be shown to be approximate inverses, which
implies (using an implicit function theorem) the existence of an isomorphism between the
kernels of Du ⊕DΨFx1 ⊕DΨFx2 and that of Du#S1Dx1#S2DΨFx2 , and hence an isomorphism
of determinant lines. The case in which the operators are not surjective is treated by adding
large enough finite dimensional subspaces to the source so that surjectivity holds. 
Note that the surface PS1,S2 is diffeomorphic to the plane, and carries a cylindrical end
coming from the end 0. In this region, Du#S1DΨFx1
#S2DΨFx2
agrees with Dx0 since both
share the same asymptotic conditions as Du. We conclude that Du#S1DΨFx1
#S2DΨFx2
and
DΨFx0
may be joined by a path of Fredholm operators. There is a unique such path up to
homotopy which induces an isomorphism
(2.3.21) det(Du#S1DΨFx1
#S2DΨFx2
) ∼= det(DΨFx0 ).
From Equation (2.3.21), we obtain an isomorphism
(2.3.22) det(Du)⊗ det(DΨFx1 )⊗ det(DΨFx2 ) ∼= det(DΨFx0 ).
Using the additivity of index under gluing, we conclude that
(2.3.23) ind(Du) = ind(Ψ
F
x0)− ind(ΨFx2)− ind(ΨFx1),
which implies:
Proposition 2.3.13. The virtual dimension of the moduli space P(x0;x1, x2) is
(2.3.24) deg(x0)− deg(x1)− deg(x2).
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Proof. Recall that the definition of deg(x) depends on whether x∗(TQ) is orientable.
Moreover, since the monodromy of x∗0(det(TQ)) is the product of the monodromies of
x∗1(det(TQ)) and x
∗
2(det(TQ)), we see that there are three cases to consider: (1) x
∗
1(det(TQ))
and x∗2(det(TQ)) are both non-orientable (2) exactly one of x
∗
1(det(TQ)) and x
∗
2(det(TQ))
is orientable, or (3) x∗i (det(TQ)) is orientable for every i.
Up to a constant term, the index of xi is defined to be ind(Ψ
F
xi) for a preferred choice
of trivialisation coming from Lemma 1.4.17. In cases (2) and (3) one can in fact choose
the trivialisation F of u∗TT ∗Q so that its restriction to each orbit xi is the preferred
trivialisation; in these cases, Equation (2.3.24) is an immediate consequence of Equation
(2.3.23).
In case (1), recall that, for i = {1, 2}, deg(xi) is defined by choosing a trivialisation
of x∗i (TT
∗Q) with the property that the induced trivialisation of x∗i det(T
∗Q ⊗R C) gives
rise to a map S1 → RP1 of degree 1; this map records the image of the real subspace
det(T ∗Q) ⊂ detC(T ∗Q⊗R C).
A trivialisation of u∗(T ∗Q ⊗R C) is determined by its restrictions to trivialisations of
x∗1 det(T
∗Q ⊗R C) and x∗2 det(T ∗Q ⊗R C). To see this, recall that P has the homotopy
type of a 1-dimensional complex, so every complex bundle over it is trivial. Moreover, the
restriction to two loops surrounding the first and second punctures yields an isomorphism
H1(P,Z) ∼= H1(S1,Z) ⊕H1(S1,Z). Since the space of trivialisations of a complex bundle
over P is an affine space over H1(P,Z), we conclude that we can indeed choose a unique
trivialisation of a bundle over P which restricts to the desired ones over the two circles at
infinity.
Let F denote the trivialisation of u∗(T ∗Q ⊗R C) which restricts to the preferred trivi-
alisations of x∗1(T
∗Q⊗R C) and x∗2(T ∗Q⊗R C). Equation (2.3.23) can be re-written as
(2.3.25) ind(Du) = ind(Ψ
F
x0)− 2− deg(x2)− deg(x1).
The main observation, at this point, is that we can associate a map
(2.3.26) P → RP1
to a trivialisation of u∗(T ∗Q⊗R C), which assigns to a point in P the image of the real line
u∗(T ∗Q). In particular, the degree of the restriction of this map to a loop surrounding the
puncture z0 is the sum of the degrees of the restriction to loops surrounding z1 and z2. We
conclude that the restriction of F to x0 gives a Gauss map of degree 2. On the other hand,
the Gauss map has degree 0 for the preferred trivialisation of x∗0(T
∗Q⊗R C). In particular,
the loop Φ of unitary transformations which takes the restriction of F to x0 to the preferred
trivialisation satisfies ρ(Φ) = −1.
From Equation (1.4.67), we conclude that
(2.3.27) deg(x0) = ind(Ψ
F
x0) + 2.
This, together with Equation (2.3.25), implies that the virtual dimension of P(x0;x1, x2) is
indeed given by Equation (2.3.24). 
At the level of determinant lines, we conclude:
Lemma 2.3.14. There is a canonical isomorphism of Z-graded lines:
(2.3.28) det(Du)⊗ δx1 [w(x1)]⊗ δx2 [w(x2)] ∼= δx0 [w(x0)].
Proof. The fact that the two graded lines in Equation (2.3.28) are supported in the
same integral degree is a straightforward computation from Formula (2.3.24) for the virtual
dimension of the moduli space.
60 2. OPERATIONS IN SYMPLECTIC COHOMOLOGY
To prove the existence of a canonical isomorphism, recall that δx is defined to be the
determinant line associated to the path of symplectomorphisms obtained from the canonical
trivialisation of x∗(TT ∗Q) constructed in Lemma 1.4.17. Lemma 1.4.10, implies that the
complex orientations on Cn and on the determinant of a Cauchy-Riemann operator on a
complex bundle over CP1 induce a canonical isomorphism of determinant lines for paths
associated to different trivialisations. We obtain an isomorphism
(2.3.29) δxi
∼= det(DΨFxi ).
Equation (2.3.28) therefore follows from Equation (2.3.22). 
The standard transversality techniques (see [37]) imply the following result:
Lemma 2.3.15. For generic data HP and JP , the moduli spaces P(x0;x1, x2) are regular
for all triples of orbits {xi}, and this space is a smooth manifold of dimension
(2.3.30) deg(x0)− deg(x1)− deg(x2).

2.3.4. Definition of the product. For i ∈ {0, 1, 2}, let (Hi, J i) be Floer data such
that
(2.3.31) H1 +H2  H0.
Assume moreover that the Floer data is generic, so that CF ∗(Hi; ν), equipped with the
Floer differential, is a cochain complex, for every local system ν. We shall assume that
ν = σE , where E is a vector bundle on Q.
Choose Floer data (HP , JP ) over the pair of pants, as in Section 2.3.1, which are regular
in the sense of Lemma 2.3.15. In particular, whenever deg(x0) = deg(x1)+deg(x2), we have
a canonical trivialisation of det(Du) for each element u of P(x0;x1, x2). Applying Equation
(2.3.28), we obtain an induced map
(2.3.32) ?u : ox1 [w(x1)]⊗ ox2 [w(x2)]→ ox0 [w(x0)].
Remark 2.3.16. Using the fact that w(x0) = w(x1) +w(x2) mod 2, the Koszul conven-
tions introduce a sign of parity
(2.3.33) w(x2) · |x1|
in the above map.
Tensoring with the local system σE , and using the structure maps from Equation
(2.1.13), we obtain a map
(2.3.34) ?u ⊗σEu :
(
ox1 ⊗ σEx1
)⊗ (ox2 ⊗ σEx2)→ ox0 ⊗ σEx0 .
Recall that CF ∗(H;σE) is the direct sum of the lines ox⊗σEx over all orbits x of H. Abusing
notation, we write
(2.3.35) ?u : CF
∗(H1;σE)⊗ CF ∗(H2;σE)→ CF ∗(H0;σE)
for the composition of ?u ⊗ σEu on the right with the projection of the Floer complexes of
H1 and H2 into the lines associated to x1 and x2, and on the left with the inclusion of the
line associated to x0 into the Floer complex of H
0.
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Definition 2.3.17. The pair of pants product
(2.3.36) ? : CF ∗(H1;σE)⊗ CF ∗(H2;σE)→ CF ∗(H0;σE)
is the sum of the contributions of all rigid pairs of pants:
(2.3.37) ? =
∑
deg(x0)=deg(x1)+deg(x2)
u∈P(x0;x1,x2)
?u.
We shall write α ? β for the image of α⊗ β under ?.
2.3.5. The cohomological product. In this section, we sketch proofs of important
properties of the pair of pants product.
Proposition 2.3.18. The product ? satisfies
(2.3.38) d(a1 ? a2) = (da1) ? a2 + (−1)deg(a1)a1 ? (da2)
Proof. There are two parts to the argument: first, one introduces the Gromov-Floer
compactification P(x0;x1, x2). Under our regularity assumption, this is a manifold with
boundary of dimension 1 whenever
(2.3.39) deg(x0) = deg(x1) + deg(x2) + 1.
The boundary strata are ∐
deg(x′0)+1=deg(x0)
M(x0, x′0)× P(x′0;x1, x2)(2.3.40) ∐
deg(x1)+1=deg(x′1)
P(x0;x′1, x2)×M(x′1, x1)(2.3.41) ∐
deg(x2)+1=deg(x′2)
P(x0;x1, x′2)×M(x′2, x2).(2.3.42)
We algebraically interpret the first of these moduli spaces as the composition d(x1 ?x2), and
the other two respectively as (dx1) ? x2 and x1 ? (dx2). Since the number of elements on
the boundary of a 1-dimensional manifold vanishes modulo 2, we conclude that ? defines a
chain map if we reduce coefficients to Z2.
To prove the result without reducing coefficients, we use the same strategy as in Propo-
sition 1.5.10. The starting point is to keep track of the signs from Equations (1.5.18) and
(2.3.33). We record the parity of the sign below (i.e. if the integer is odd, the sign is −1):
(2.3.43)
w(x1) + w(x2)(1 + |x1|) w(x1) + w(x2)(1 + |x1|) w(x2)(1 + |x1|)
d(a1 ? a2) (da1) ? a2 a1 ? (da2)
Next, we compare all compositions of Floer-theoretic operations with the natural map
(2.3.44) det(Dw)⊗ det(DΨx1 )⊗ det(DΨx2 ) ∼= det(DΨx0 )
associated to any element w ∈ P(x0;x1, x2).
We discuss the sign on the term a1 ? (da2): recall that the map ? is induced by the sum
of isomorphisms
(2.3.45) det(Du)⊗ det(DΨx1 )⊗ det(DΨx′2 )
∼= det(DΨx0 )
associated to elements u ∈ P(x0;x1, x′2). At the same time, the differential is induced by
the sum of maps
(2.3.46) det(Dv)⊗ det(DΨx2 ) ∼= det(DΨx′2 ).
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Substituting this in Equation (2.3.45), we obtain an isomorphism
(2.3.47) det(Du)⊗ det(DΨx1 )⊗ det(Dv)⊗ det(DΨx2 ) ∼= det(DΨx0 )
We can compare this map to Equation (2.3.44), where w is obtained by gluing u and v
for some large gluing parameter. The key step is to transpose det(DΨx1 )⊗ det(Dv), which
introduces a sign whose parity is given by
(2.3.48) |x1|,
using the fact that this is the index of DΨx1 . A similar analysis in the other two cases yields
the parities:
(2.3.49)
1 0 |x1|
d(a1 ? a2) (da1) ? a2 a1 ? (da2) ,
where the non-trivial parity in the case of d(a1 ?a2) comes from the fact that the translation
vector field gives rise to an inward pointing vector in this situation. Combining this with
Equation (2.3.43), and adding w(x1)+w(x2)(1+ |x1|) to all entries, we find that the parities
of the signs are
(2.3.50)
1 0 |x1|+ w(x1)
d(a1 ? a2) (da1) ? a2 a1 ? (da2) .
These are exactly the signs in Equation (2.3.38): the sign on d(a1 ? a2) corresponds to the
fact that it appears on the left hand side. 
The next property concerns the well-definedness of ?. It is a straightforward cobordism
argument, along the lines of the proof for continuation maps given in Lemma 1.6.13. The
proof is completely omitted:
Lemma 2.3.19. The map induced by ? on Floer cohomology
(2.3.51) HF ∗(H1;σE)⊗HF ∗(H2;σE)→ HF ∗(H0;σE)
is independent of the choice of Floer data (HP , JP ). 
2.3.6. The product on symplectic cohomology. In order to know that the pair of
pants product descends to symplectic cohomology, we need to understand its compatibility
with continuation maps. The proof of the following result uses the same method as the
discussion of Section 2.2.3:
Lemma 2.3.20. Assume that H1  K1, H2  K2, and K1 + K2  H0 . We have
commutative diagrams
(2.3.52) HF ∗(H1;σE)⊗HF ∗(H2;σE) id⊗c //
c⊗id

?
++
HF ∗(H1;σE)⊗HF ∗(K2;σE)
?

HF ∗(K1;σE)⊗HF ∗(H2;σE) ? // HF ∗(H0;σE)
If, in addition, H0  K0, we also have a commutative diagram
(2.3.53) HF ∗(H1;σE)⊗HF ∗(H2;σE)
?
**
? // HF ∗(H0;σE)
c

HF ∗(K0;σE).

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Equation (2.3.53) implies that the composition
(2.3.54) HF ∗(H1;σE)⊗HF ∗(H2;σE)→ HF ∗(H0;σE)→ SH∗(T ∗Q;σE)
is independent of all choices.
On the other hand, the top right triangle in Equation (2.3.52) implies that this map
factors as
(2.3.55)
HF ∗(H1;σE)⊗HF ∗(H2;σE)→ HF ∗(H1;σE)⊗ SH∗(T ∗Q;σE)→ SH∗(T ∗Q;σE),
while the bottom left triangle implies a similar factorisation if one applies the continuation
map to the first factor. We conclude:
Lemma 2.3.21. The map ? induces a product
(2.3.56) SH∗(T ∗Q;σE)⊗ SH∗(T ∗Q;σE)→ SH∗(T ∗Q;σE).

2.3.7. Associativity and commutativity. We now prove that the product ? on
symplectic cohomology is, up to the appropriate sign twists, associative and commutative.
Given the use of a direct limit to define both SH∗(T ∗Q;σE) and the product, it should not
be surprising that the verification of these properties essentially reduces to a computation
involving linear Hamiltonians.
Let us therefore consider four linear Hamiltonians Hi, labelled by i ∈ {0, 1, 2, 3}, such
that
(2.3.57) H1 +H2 +H3  H0.
Choose, in addition Hamiltonians H1,2 and H2,3 such that
H1 +H2 +H3  H1,2 +H3  H0(2.3.58)
H1 +H2 +H3  H1 +H2,3  H0.(2.3.59)
Lemma 2.3.22. The following diagram commutes:
(2.3.60)
HF ∗(H1;σE)⊗HF ∗(H2;σE)⊗HF ∗(H3;σE)

// HF ∗(H1;σE)⊗HF ∗(H2,3;σE)

HF ∗(H1,2;σE)⊗HF ∗(H3;σE) // HF ∗(H0;σE).
Sketch of proof: This is again a standard cobordism argument: going through the
top right corner in Equation (2.3.60) corresponds to counting configurations of two pairs of
pants as on the left of Figure 2.2, while going through the bottom left corner corresponds
to the right of Figure 2.2. The sources of these two configurations lie on boundary strata of
the moduli space of complex structures on the complement of 4 marked points in S2. Since
this space is connected, we may choose an interval connecting these two boundary points,
and choose a family of Floer data interpolating between them. The resulting cobordism
shows that the maps induced at the two ends are homotopic. 
Exercise 2.3.23. Use Equation (2.3.60) to prove that the product on symplectic coho-
mology is associative.
Next, we study the commutativity of ?:
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Figure 2.2.
Lemma 2.3.24. The product induced by ? on symplectic cohomology satisfies:
(2.3.61) a1 ? a2 = (−1)deg(a1) deg(a2)+w(a1)w(a2)a2 ? a1.
Sketch of proof: The product ? is defined by fixing 3 marked points (z0, z1, z2) on
S2, and counting maps from the complement of these points to T ∗Q with the appropriate
asymptotic conditions with respect to fixed cylindrical ends. Since S2 admits a biholomor-
phism fixing z0, and mapping z1 to z2, we pull back the Floer data under this biholomor-
phism, and conclude that the product on cohomology is commutative up to a sign.
To determine the sign, we return to the definition of the product via the gluing isomor-
phism in Equation (2.3.22). The main Koszul sign associated to permuting det(DΨFx1
) and
det(DΨFx2
) is
(2.3.62) (−1)|x1||x2|.
Note that this would be the sign without the shift by the Z2 grading w. Using Equation
(2.3.33), we find the appearance of signs of parity |a1|w(a2) and |a2|w(a1) on the two sides
due to this shift. We leave the reader to compute that, modulo 2, we have
(2.3.63) deg(a1) deg(a2) + w(a1)w(a2) = |a1||a2|+ |a1|w(a2) + |a2|w(a1),
which yields the sign in Equation (2.3.61). 
2.4. The unit
2.4.1. Construction of the unit. Let (H,J) be generic data defining a Floer complex
CF ∗(H; ν). Choose a family Hz of linear Hamiltonians on T ∗Q parametrised by z ∈
CP1 \ {0} which vanishe near ∞ ∈ CP1, and are given by Hes+it = Ht whenever s 0. We
require that the monotonicity property hold:
(2.4.1) Hz  Hz′ whenever |z′| ≤ |z|.
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In addition, choose a family Jz of almost complex structures such that Je
s+it
= Jt for s 0.
Given an orbit x of H, let P(x) denote the space of maps
u : CP1 \ {0} → T ∗Q(2.4.2)
lim
s→∞u(e
s+it) = x(t)(2.4.3)
satisfying the Cauchy-Riemann equation
(2.4.4) (du−XHz ⊗ dt)0,1 = 0.
Remark 2.4.1. While dt does not extend smoothly to z = ∞, the fact that Hz is
required to vanish in a neighbourhood of this point implies that Equation (2.4.4) makes
sense.
Exercise 2.4.2. Using Equation (2.4.1), show that the images of all elements of P(x)
are contained in D∗Q (Hint: review the results of Section 2.3.2).
Note that P(x) is empty unless x is contractible; in which case x∗(det(TQ)) is orientable.
To compute the virtual dimension in this case, observe that the unique trivialisation of
x∗(TT ∗Q) which extends to u∗(TT ∗Q) is the preferred trivialisation from Lemma 1.4.17.
Moreover, the linearisation of Equation (2.4.4) in such a trivialisation takes the form given
in Equation (1.4.7). We conclude that the virtual dimension is deg(x), and that we have a
canonical isomorphism
(2.4.5) det(Du) ∼= δx.
Applying the usual transversality arguments implies:
Lemma 2.4.3. For generic choices of data (Hz, Jz), the moduli space P(x) is a smooth
manifold of dimension deg(x). 
Assume now that deg(x) = 0. In this case, det(Du) is canonically trivial for every map
u ∈ P(x), so we obtain a map
(2.4.6) eu : Z→ ox.
Tensoring this with the map in Equation (2.1.11), and composing with the inclusion of
ox ⊗ σEx into the Floer complex, we define the unit
(2.4.7) Z→ CF ∗(H;σE).
By taking the sum over all rigid curves u, we obtain a map
(2.4.8) e =
∑
deg(x)=0
u∈P(x)
eu.
In order to show that e descends to cohomology, let P(x) denote the Gromov-Floer space,
with codimension 1 strata
(2.4.9)
⋃
x′
M(x, x′)× P(x′).
Whenever deg(x) = 1, we conclude that the moduli space P(x) is a 1-dimensional
manifold with boundary given by
(2.4.10)
∐
deg(x′)=deg(x)+1
M(x, x′)× P(x′).
This product corresponds to the composition d ◦ e, and we conclude that e is a chain map.
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Exercise 2.4.4. Use a parametrised moduli space, as in Lemma 1.6.13, to show that
the map
(2.4.11) Z→ HF ∗(H;σE).
induced by e on cohomology is independent of the choice of Cauchy-Riemann equation on
the plane.
Remark 2.4.5. We shall abuse notation and write e for the map into CF ∗(H;σE), for
the induced element e(1) of the Floer complex, and for its image in cohomology.
2.4.2. Properties of the unit. In this section, we sketch the proofs that e satisfies
the desired properties. In order to obtain a well-defined element in SH∗(T ∗Q;σE), we must
show that, if H+  H−, we have a commutative diagram
(2.4.12) Z //
%%
HF ∗(H+;σE)
c

HF ∗(H−;σE).
The proof is essentially the same as that of Lemma 2.2.7: we can glue elements of P(x′) and
K(x, x′) to obtain solutions to a Cauchy-Riemann equation on the plane, with asymptotic
condition x, which defines a map
(2.4.13) Z→ CF ∗(H−;σE)
that agrees with the composition c◦ e. Exercise 2.4.4 implies that this map, on cohomology,
agrees with the unit of HF ∗(H−;σE).
Next, we consider the composition of ∆ with e. This is controlled by the moduli space
(2.4.14) M∆(x, x′)× P(x′)
which is a parametrised moduli space over S1. We can glue elements of these two moduli
spaces to obtain a family of Cauchy-Riemann equations on the plane, also parametrised by
S1. This family is homotopic to a family which is independent of the parameter S1. In this
way, we obtain a cobordism to S1 × P(x). The same argument as in Section 2.2.2 shows
that the composition
(2.4.15) ∆ ◦ e : Z→ HF ∗(H;σE)
vanishes. The result for symplectic cohomology follows by using the compatibility of e and
∆ with continuation maps.
Finally, we justify our terminology by proving that e is a unit for the product ? on
symplectic cohomology. This follows from proving the commutativity of the diagram
(2.4.16) HF ∗(H1;σE)
id⊗e //
c
**
HF ∗(H1;σE)⊗HF ∗(H2;σE)
?

HF ∗(H0;σE).
whenever H1 + H2  H0. Given orbits xi of Hi for i = {0, 1} of the same index, we can
define a cobordism between
(2.4.17) K(x0, x1) and
∐
x2∈O(H2)
deg(x2)=0
P(x0;x1, x2)× P(x2).
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The key point is that, by gluing a plane to a pair of pants, we obtain a cylinder; at the
level of maps, this means that we can glue elements of P(x2) and P(x0;x1, x2) to obtain
solutions to an equation on a cylinder, which at the outgoing end converge to x0 ∈ O(H0),
and at the incoming end converge to x1 ∈ O(H1). The choice of data for the definition of
the product and the unit were made so that, after gluing, we have a function b (measuring
the slope of the Hamiltonian) and a 1-form α on the cylinder, so that b · α is subclosed.
Using Remark 1.6.14, we see that the moduli space we obtain by gluing is cobordant to the
map defining continuation, which implies that Diagram (2.4.16) commutes.
At this stage, we pass to symplectic cohomology, and conclude that the map
(2.4.18) ? e : SH∗(T ∗Q;σE)→ SH∗(T ∗Q;σE)
agrees with the map induced by continuation, which is the identity.
Exercise 2.4.6. Show that left multiplication by e also induces the identity on sym-
plectic cohomology.
2.5. The BV equation
In this section, we prove Equation (2.1.9), which corresponds to a relation in the ho-
mology of the moduli space of spheres with 4 punctures, with a choice of cylindrical end at
each puncture.
In order to prove that this equation holds, it is particularly convenient to be able to
associate a picture to the datum of a Riemann surface with cylindrical ends. Let us therefore
consider a Riemann surface Σ obtained by removing points {zi} from a closed Riemann
surface Σ¯:
Definition 2.5.1. An asymptotic marker at the ith end of Σ is a tangent direction in
TziΣ¯.
Lemma 2.5.2. The space of cylindrical ends near zi is weakly homotopy equivalent to
the space of choices of asymptotic markers at zi.
Sketch of proof: First, recall that a cylindrical end extends, by definition, to a
biholomorphism from the unit disc to Σ¯, mapping the origin to zi. We assign to a cylindrical
end the tangent direction in TziΣ¯ which corresponds to the image of the real line [0,+∞)×
{1} or (−∞, 0]× {1}, depending on whether the end at zi is positive or negative. We shall
show that this map gives a homotopy equivalence between the space of cylindrical ends and
the space of asymptotic makers. In order to show this, we prove the contractibility of the
space of cylindrical ends which give rise to the same asymptotic marker.
We fix a cylindrical end i which will serve as reference. The space of cylindrical ends
retracts to the subset of those whose image is contained in that of i; these correspond to
biholomorphisms from the disc to an open subset thereof fixing the origin, which extend
holomorphically to the closed unit disc. The asymptotic marker condition corresponds to
requiring that the derivative at the origin be a positive real number.
In terms of analytic expansions, we are now considering power series with vanishing
constant order term, and first order term a positive real number, which uniformly converge
in the unit disc. By dilation, this space is homotopy equivalent to those series which, in
addition, satisfy an absolute bound
(2.5.1)
∞∑
i=1
|ai| ≤ 1.
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By conjugating every such biholomorphism with a dilation, we obtain a flow
(2.5.2) fλ(z) = λ
−1f(λz)
on this space, parametrised by λ ∈ (0, 1], which retracts it to those power series which have
trivial higher order terms. This proves the desired result. 
We are studying the case in which Σ¯ = S2, and there is a unique marked point z0
corresponding to the output. The choice of an asymptotic marker at this end induces one
at every other end zi as follows: up to R translation, there is a unique biholomorphism
(2.5.3) R× S1 → S2 \ {z0, zi}
so that our chosen asymptotic marker at z0 corresponds to the negative end which is the
restriction of this map to (−∞, 0]×{1}. By restricting instead to the positive half-cylinder
[0,∞)× {1}, we obtain a positive end at zi, and hence an asymptotic marker.
Remark 2.5.3. In the figures appearing in this section, an arrow emanating from a
marked point on a surface will indicate the choice of a fixed asymptotic marker at that
point, and hence, by Lemma 2.5.2, of a cylindrical end uniquely determined up to homotopy.
A circle labeled by a marked point will correspond to a family of marked points moving
along that circe on the surface, and arrows emanating from the circle indicate the choice of
asymptotic markers in that family. Many arrows emanating from the same marked point
indicate that we take the S1-family consisting of all choices of asymptotic markers at that
marked point. When the marked point is at infinity, these markers will appear as arrows
lying on the outer edge of the drawing.
2.5.1. The pair of pants bracket. The proof of the BV equation is easier to under-
stand if one first introduces a Lie bracket:
(2.5.4) { , } : SH∗(T ∗Q;σE)⊗ SH∗(T ∗Q;σE)→ SH∗(T ∗Q;σE).
We shall define the bracket in this section, and show that it can be expressed in terms of ∆
and ?.
We start by considering the family of Riemann surfaces with 3 marked points and
asymptotic markers shown in the left of Figure 2.3. To be more precise, we set z0 = ∞
Figure 2.3. The family of Riemann surfaces defining the bracket.
and z1 = 0 as marked points on S
2 = CP1 and choose asymptotic markers at both of
these marked points; for aesthetic reasons, we choose the asymptotic direction at z0 to be
tangent to the (positive) imaginary axis, which corresponds to the arrow pointing downwards
appearing in the left of Figure 2.3. Given any other marked point z2 in the punctured plane,
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the asymptotic marker induced by identifying the complement of z0 and z2 with a cylinder
as in Equation (2.5.3) is the one which points “upwards.” We then define
(2.5.5) ~P
to be the 1-dimensional family of pairs of pants with asymptotic markers obtained by re-
moving z0, z1, and a point z2 = e
iθ on the unit circle from CP1. By the above discussion,
we have canonical up to homotopy choices, for each Σ ∈ ~P, of cylindrical ends i,Σ for
i ∈ {0, 1, 2} at the three marked points. We choose these ends to be positive for i = {1, 2},
and negative for i = 0.
Given linear Hamiltonians Hi with non-degenerate orbits so that
(2.5.6) H1 +H2  H0,
we now choose a Cauchy-Riemann equation on the space of maps to T ∗Q, for each curve
in ~P, whose pullback under the ith cylindrical ends agrees with the Floer equation for Hi.
For each triple (x0, x1, x2) of Hamiltonian orbits of (H
0, H1, H2), we obtain a parametrised
moduli space
(2.5.7) ~P(x0;x1, x2)
of finite energy maps with asymptotic conditions xi on the i
th end whose virtual dimension
is
(2.5.8) deg(x0)− deg(x1)− deg(x2) + 1.
Exercise 2.5.4. Show that the family of Cauchy-Riemann equations above can be
chosen so that all elements of ~P(x0;x1, x2) have image contained in the unit cotangent
bundle (Hint: for each Σ ∈ ~P, choose the Floer data as in Section 2.3.1. Then repeat the
argument of Section 2.3.2).
Taking care to ensure transversality as in the definition of the product, the rigid elements
of ~P(x0;x1, x2) define a map
(2.5.9) { , } : HF i(H1;σE)⊗HF j(H2;σE)→ HF i+j−1(H0;σE).
Lemma 2.5.5. For any choice of Floer data we have
(2.5.10) {a, b} = (−1)deg(a)∆(a ? b)− (−1)deg(a)∆(a) ? b− a ?∆(b).
Sketch of proof: The key point is that there is a unique biholomorphism of S2
fixing 0 and ∞ and mapping z2 to 1, which is given by multiplying by z−12 . Applying this
biholomorphism to every element of the 1-parameter family of Riemann surfaces from the
left Figure 2.3 gives rise to a 1-parameter family of asymptotic markers at the three marked
points {0,∞, 1} on S2 as shown on the right. The space of such markers can be identified
with (S1)3, with each factor corresponding to a marked point, and the family we obtain is the
diagonal, because all the asymptotic markers rotate once around the circle. Decomposing
this diagonal into the three directions, we obtain the three families of asymptotic markers
shown in Figure 2.4; these correspond, term by term, to the right hand side of Equation
(2.5.10). 
Exercise 2.5.6. Use Equation (2.5.10) to show that the bracket commutes with con-
tinuation maps, and hence descends to an operation on symplectic cohomology.
We leave, as exercises to the reader, the verification that the bracket satisfies the ex-
pected identities (we shall not use these identities).
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∆(a ? b) ∆(a) ? b a ?∆(b)
Figure 2.4.
Exercise 2.5.7. Using Equation (2.1.9), associativity, and the (twisted) commutativity
of the product, check that { , } defines a (twisted) Lie bracket on symplectic cohomology,
i.e. that the Jacobi identity holds.
Moreover, show that the Poisson identity holds:
(2.5.11) {a, b ? c} = {a, b} ? b, c+ (−1)deg(a) deg(b)+w(a)w(b)+(1+w(a) deg(b)b ? {a, c}.
Figure 2.5. Two representations of the S1 family of Riemann surfaces
with asymptotic markers giving rise to the operation ∆(a ? b ? c)
2.5.2. Proof of the BV relation. We now explain the proof of Equation (2.1.9).
Starting with the left hand side, we can express the composition ∆(a ? b ? c) as counting
elements of a parametrised Floer problem on the complement of any 4 points {z0, z1, z2, z3}
on S2, with asymptotic markers fixed at zi for i = {1, 2, 3}, and moving once around a circle
for z0. Since any set of points gives rise to the same operation (at the level of cohomology),
we fix z0 = ∞ and z1 = 0, and in addition require that z2 and z3 lie on the positive real
axis, as shown in the left of Figure 2.5.
If we rotate the plane, we obtain an equivalent family, shown on the right of Figure 2.5,
where the asymptotic marker at infinity is constant, and the points z2 and z3 each rotate
once around the origin. In this family, each of the asymptotic markers at the inputs rotates
once.
2.6. GUIDE TO THE LITERATURE 71
∆(a) ? b ? c a ?∆(b) ? c a ? b ?∆(c)
{a, b} ? c a ? {b, c} b ? {a, c}
Figure 2.6.
The corresponding 1-cycle in the space of Riemann surfaces with asymptotic markers is
homologous to the sum of the 6 cycles shown in Figure 2.6. This implies that
(2.5.12)
∆(a ? b ? c) = ∆(a) ? b ? c+ (−1)deg(a)a ?∆(b) ? c+ (−1)deg(a)+deg(b)a ? b ?∆(c)+
(−1)deg(a){a, b}?c+(−1)deg(a)+deg(b)a?{b, c}+(−1)deg(b)(1+deg(a))+deg(a)+w(a)w(b)b?{a, c}.
Note that the first three terms above are exactly the first three of Equation (2.5.12). It
remains to push symbols.
Exercise 2.5.8. Using Equation (2.5.10), expand the last three terms in Equation
(2.5.12), and conclude that Equation (2.1.9) holds.
2.6. Guide to the literature
2.6.1. The product. The existence of a product on Floer homology was observed by
Donaldson soon after the introduction of these groups; a rather complete account in the
Hamiltonian setting appears in Schwarz’s thesis [72]. In [81], Viterbo noticed that this con-
struction yields a product on symplectic cohomology. The construction also appears in [76],
where it is observed that the same methods can be used to define operations parametrised
by the homology of moduli spaces of curves of arbitrary genus (see also [68]).
In the specific case of cotangent bundles, the product in the symplectic cohomology was
compared to the loop product in [5].
2.6.2. BV operator. The BV operator is simply the shadow of the existence of a
natural S1 action on the free loop space of a symplectic manifold. In the case of closed
manifolds, the isomorphism with the cohomology of M implies that the BV operator is
trivial; it has therefore not been studied in this setting.
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The importance of studying this operator in the open setting was first noticed by Viterbo
in [81], who in fact constructed higher analogues of this operator, parametrised by spaces of
flow lines in CP∞, and used it to construct an S1-equivariant version of Floer cohomology.
The first of these higher analogues of ∆ is the chain-level operator introduced in Section
2.2.2 to show that the square of the BV operator vanishes. This theory was also studied by
Seidel in [76].
A slight variant of the construction of S1-equivariant cohomology is given by Bourgeois
and Oancea in [21]; the comparison with the approach closer to the spirit of the construc-
tion given here appears in the recent preprint [22], which is a good reference for detailed
discussion of S1-equivariant symplectic cohomology.
2.6.3. BV relation. In a very abstract setting, the fact that the BV equation holds
goes back to Getzler [45] who considered the moduli space of punctured genus 0 Riemann
surfaces with asymptotic markers at each marked point. By distinguishing one marked point
on each such surface as outgoing, the union of all these moduli spaces (for arbitrary number
of punctures) forms an operad under gluing the (unique) output to any of the outputs. It
turns out that this operad is homotopy equivalent (as an operad) to the framed little disc
operad Ef2 , which is well-studied by algebraic topologists [56]. Getzler proved that the
cohomology of this operad controls BV algebras: concretely, there are unique elements of
degree 0 in the homology of the moduli space of genus 0 surfaces with 1 and 3 punctures
which respectively give rise to the unit e and to the product in our language, and a unique
element of degree 1 in the homology of the moduli space of genus 0 surfaces with 2 punctures
which gives rise to ∆.
By gluing Riemann surfaces along the appropriate ends (i.e. applying the operad maps),
one can generate homology classes for moduli spaces of surfaces with more punctures. Get-
zler’s result is that all cohomology classes arise via this construction, and that the only
relations they satisfy are those corresponding to Equations (2.1.4)-(2.1.9).
The relevance of Getzler’s result for Floer theory was first observed by Seidel in [76];
there seem to be no other written accounts. The proof of the BV equation seems to be
one of those facts that are too trivial for words; the corresponding pictures were therefore
provided in Section 2.5.
2.6.4. What is missing: Chain level structure. Let SC∗(M) denote a (natural)
chain complex which computes symplectic cohomology of a manifold M ; the main failure of
our presentation of the subject is that we did not provide an explicit complex. As a result,
we did not introduce chain level structures.
The most natural such structure is the refinement of the BV structure:
Conjecture 2.6.1. Let Ef2 be the framed little disc operad. The complex SC
∗(M) is
an algebra over the operad in chain complexes C∗(E
f
2 ).
The notion of an algebra over the operad C∗(E
f
2 ) is equivalent to any of the various
notions of BV∞ structure which appear in the literature, and which give homotopy analogues
of BV algebras, e.g. [44].
Remark 2.6.2. Lest the reader fall into unnecessary confusion, we digress into a discus-
sion of the literature on the framed little disc operad: this operad is formal, i.e. C∗(E
f
2 ) and
H∗(E
f
2 ) are equivalent as operads, and hence the categories of algebras over these operads
are equivalent. This does not mean that the algebra structure of SC∗(M) over C∗(E
f
2 )
encodes the same amount of information as the BV operations on SH∗(M).
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Rather, the meaning of formality needs to be understood in the appropriate homotopical
sense: there is a chain complex, homotopy equivalent to SC∗(M), which can be equipped
with a BV structure in such a way that the structure of SC∗(M) as an algebra over C∗(E
f
2 )
can be recovered from this BV structure together with the homotopy equivalence of SC∗(M)
with this chain complex. This chain complex is not in general the cohomology SH∗(M).
There are relatively explicit universal constructions of such a chain complex in [44], but
none are intrinsic to symplectic topology.
We are of course also missing the generalisation of the above chain level statement
to moduli spaces with multiple outputs, and to higher genera; the two generalisations are
tightly connected since the result of gluing genus 0 Riemann surfaces at multiple nodes has
higher genus. One can of course simply consider the obvious generalisation of operads to
PROP’s studied by algebraic topologists [56], and show that SC∗(M) is an algebra over
the chains of the PROP associated to Riemann surfaces with asymptotic markers at the
punctures.
The problem of extracting interesting invariants from higher genus operation is still not
completely settled. One candidate for encoding is the formalism used in symplectic field
theory [30], though only the genus 0 part of the non-equivariant theory has been studied so
far [18]. Another is Wahl’s formulation in terms of universal operations [83].

CHAPTER 3
String topology using piecewise geodesics
3.1. Introduction
In this section, we shall use piecewise geodesics as a finite dimensional model of the
free loop space. As a result, the homology of the free loop space, with coefficients in a
graded local system, will be expressed as a (direct) limit of the homology of these finite
dimensional manifolds. The most important local system, which we shall call η, is needed
in order for the results of Chapter 4 to be valid integrally; there is of course an isomorphism
with coefficients in a field of characteristic 2 without this assumption. Moreover, as shall
be clear in the discussion below, the local system we introduce will be trivial, supported in
degree −n, whenever Q admits a Spin structure.
The local system η is the tensor product of three local systems: the first is
(3.1.1) σ ≡ σTQ,
the local system of trivialisations of the pullback of TQ⊕ det(TQ)⊕3 (see the Introduction
to Chapter 2). We define the fibre of σ at a loop γ to be the quotient of the free abelian
group generated by these two stable trivialisations, by the relation that their sum vanishes.
We can now define the fibre of η at a loop γ:
(3.1.2) ηγ ≡ σγ ⊗ |Q|−1γ(0) ⊗
(|Q|γ(0)[n])⊗−w(γ)
where |Q| is the space of orientations of Q at γ(0), the symbol [n] indicates shifting the
degree down by n, and w(γ) is 0 or −1 depending on whether γ∗(T ∗Q) is orientable (see
Equation (1.4.77)). Since |Q| is naturally supported in degree n, the above local system is
naturally supported in degree −n for both orientable and non-orientable loops.
Remark 3.1.1. In order to compare with the literature, the following point may be
useful: we have defined σ to be the local system of trivialisations of the pullback of TQ ⊕
det(TQ)⊕3; i.e. the space of Spin structures. By [48], this is the same as the space of Pin+
structures on the pullback of TQ, where Pin+ is one of the two possible central extensions
of the orthogonal group by Z2.
For technical reasons explained in Remark 4.3.4, we shall construct all homology groups
using Morse theory. In order to use standard versions of Morse theory, we shall ensure that
the spaces of piecewise geodesics that we study are manifolds with corners. Moreover, we
shall construct a BV structure on the homology of the free loop space by constructing maps
on the Morse homology of its finite dimensional approximations.
Remark 3.1.2. The results of Chapter 2, together with the isomorphism we shall con-
struct in Chapter 4, will imply that the operations we construct in this section define a
twisted BV structure. In order to verify this independently, it would seem useful to relate
our Morse theoretic model to more standard constructions of operations in string topology
[23,52]; this task is left to the reader.
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3.2. Construction
We fix, once and for all, a metric on Q such that
(3.2.1) the injectivity radius is larger than 4.
For each integer r, and collection of strictly positive real numbers δr = {δr1, . . . , δrr}
bounded by 2, we shall define a finite-dimensional approximation of the loop space as follows:
whenever 1 ≤ i ≤ r, consider the function
ρi : Q
r → R(3.2.2)
ρi(q0, . . . , qr−1) ≡ d(qi, qi+1),(3.2.3)
where d is the distance, using the convention that qr ≡ q0. We define LrδrQ to be the subset
of Qr defined by the equations
ρi ≤ δri for i = 1, . . . , r(3.2.4)
Remark 3.2.1. At the end of Section 3.2.1, we shall fix a sequence δri subject to certain
bounds and genericity constraints, and then elide the choice from the notation.
We have a natural map
(3.2.5) geo: LrδrQ→ LQ
which sends a collection of points to the piecewise geodesic connecting them, parametrised
at unit speed.
Whenever δri ≤ δr+1i+1 for every integer i between 1 and r, we also have an inclusion
ι : LrδrQ→ Lr+1δr+1Q(3.2.6)
ι(q0, . . . , qr−1) = (q0, q0, . . . , qr−1).(3.2.7)
Exercise 3.2.2. Assume that δrj ≤ δr+1i for every pair (i, j). Show that the map
(3.2.8) (q0, . . . , qr−1) 7→ (q0, . . . , qk−1, qk, qk, qk+1, . . . , qr−1)
also defines an inclusion LrδrQ → Lr+1δr+1Q. By induction on k, show that this inclusion is
homotopic to ι.
Exercise 3.2.3. Show that we have a commutative diagram
(3.2.9) Lr−1δr−1Q
ι //
geo
$$
LrδrQ
geo

LQ.
Let us define |δr| = ∑ri=1 δi. Choose, for each positive integer r a sequence δr =
{δr1, . . . , δrr} such that
lim
r→+∞ |δ
r| =∞(3.2.10)
δri ≤ δr+1i+1 if 1 ≤ i ≤ r.(3.2.11)
The main justification for calling the spaces of piecewise geodesics finite approximations to
the loop space is the following result:
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Proposition 3.2.4. Assuming Equations (3.2.10) and (3.2.11), the inclusion of the
finite dimensional approximations induces a homotopy equivalence
(3.2.12)
∞⋃
r=1
LrδrQ→ LQ.
Sketch of proof: Let L|δr|Q denote the subset of piecewise smooth loops whose
length is bounded by |δr|; by Equation (3.2.10), LQ is a union of the subsets L|δr|Q. For
each r, the image of geo is contained in L|δr|Q, and is a homotopy equivalence. To see this
observe that there is a projection
(3.2.13) pir : L|δr|Q→ LrδrQ
which sends a loop of length bounded by r to the evaluation of its arc-length parametrisation
at the points
(3.2.14)
{
0,
δr1
|δr| , · · · ,
δr1 + . . .+ δ
r
r−1
|δr|
}
.
The fibre of pir is the product of spaces of paths of length bounded by δ
r
i with fixed endpoints,
each of which retracts to the unique local geodesic; i.e. to the section of pir defined by geo.
By showing the compatibility of these homotopies for increasing r, we conclude the desired
result. 
By restriction, we associate to every local system ν on LQ, a local system on LrδrQ
which we still denote ν. The homotopy equivalence in Equation (3.2.12) implies that the
inclusion map
(3.2.15) lim
r
H∗(LrδrQ; ν)→ H∗(LQ; ν)
is an isomorphism. This implies, in particular, that operations on H∗(LrδrQ; ν) which are
compatible with the inclusion maps give rise to operations on H∗(LQ; ν); this is the point
of view we adopt in the remainder of this Chapter.
3.2.1. Smooth structures. We would like to prove that LrδrQ is a submanifold with
corners of Qr for a generic choice of δr; to this end, we shall use a general result about
manifolds defined as the intersection of sublevel sets of smooth functions:
Exercise 3.2.5. Let X be a smooth manifold, and fi : X → R a finite collection of
smooth functions labelled by a set I. Use Sard’s theorem to show that, for a dense open
subset of real numbers {δi}, the intersection
(3.2.16)
⋂
i
f−1i (∞, δi]
is a submanifold with corners of X. Hint: proceed by induction on i, ensuring, at each step,
that the hypersurface f−1i (δi) is transverse to all iterated intersections of previously defined
hypersurfaces.
As an immediate consequence, we conclude
Lemma 3.2.6. For a generic choice of constants δr, LrδrQ is a smooth submanifold with
corners of Qr. 
The following exercise explains why one must choose the constants δr generically:
Exercise 3.2.7 (T. Kragh). Show that L4(1,1,1,1)R
2 is not a manifold with corners.
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Definition 3.2.8. Assume that a sequence δr is fixed so that Lrδr is a smooth manifold
with corners, and
(3.2.17) 0 < δri ≤ δr+1j < 2 if 1 ≤ i ≤ r and 1 ≤ j ≤ r + 1.
Define
(3.2.18) LrQ ≡ LrδrQ.
Remark 3.2.9. In this entire Chapter, there shall be no constraints imposed on δri
beyond those imposed by Equation (3.2.17). However, it will later be useful to introduce a
constant δ such that
(3.2.19)
δ
2
< δri < δ.
This condition is evidently compatible with Equation (3.2.17). For example, in Section
5.4.1, we shall require that δ ≤ 1, while in Section 5.5.1, we shall assume that δ is smaller
than a constant implicitly depending on the geometry of Q. It is safe to assume that we
simply fix a sufficiently small such constant for the remainder of the discussion, and impose
Equation (3.2.19).
3.3. Morse theory
Given a local system ν, we shall now study the Morse complex which computesH∗(LrQ; ν):
start with a Morse function fr on LrQ whose gradient flow points outwards at the boundary,
i.e. so that
(3.3.1) dfr(grad(ρi))|ρ−1i (δri ) > 0.
This implies that fr has no critical point on ∂LrQ. In order to study the Morse complex, we
introduce the notation ψrt for the negative gradient flow of f
r; this flow is globally defined
whenever 0 ≤ t, and defined on a closed subset of LrQ for negative t, because a positive
gradient flow line may escape to the boundary, but a negative one does not.
For each critical point of fr, we define the unstable and stable manifolds:
Wu(y) = {~q | lim
t→−∞ψ
r
t (~q) = y}(3.3.2)
W s(y) = {~q | lim
t→+∞ψ
r
t (~q) = y}.(3.3.3)
Remark 3.3.1. We think of elements of Wu(y) as negative gradient flow trajectories,
parametrised by (−∞, 0] which converge to y at −∞, and of elements of W s(y) as negative
gradient flow trajectories, parametrised by [0,∞) converging to y at +∞. In particular, for
every point q in the stable manifold, we have fr(q) ≥ fr(y), and the opposite inequality for
points in the unstable manifold.
Exercise 3.3.2. Show that the closure of Wu(y) is disjoint from ∂LrQ.
Definition 3.3.3. The Morse index of a critical point is
(3.3.4) ind(y) = dimR(W
u(y)),
and the orientation line is
(3.3.5) oy ≡ |Wu(y)|.
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The Morse assumption implies that Wu(y) and W s(y) intersect transversely at a single
point, which implies that we have a decomposition of the tangent space
(3.3.6) TyL
rQ ∼= TyWu(y)⊕ TyW s(y).
We conclude
Lemma 3.3.4. There is a canonical isomorphism:
(3.3.7) oy ⊗ |W s(y)| ∼= |TyLrQ|.

The Morse-Smale assumption is that, for each pair of critical points y0 and y1 the
intersection
(3.3.8) Wu(y1) ∩W s(y0)
is transverse.
Exercise 3.3.5. Show that there is a bijective correspondence between element of this
intersection and negative gradient flow lines
γ : R→ LrQ(3.3.9)
dγ
ds
= − grad(fr)(3.3.10)
which converge at s = −∞ to y1 and at s = +∞ to y0.
From Exercise 3.3.5, we conclude that there is a natural R action on Wu(y1) ∩W s(y0)
by reparametrisation:
Definition 3.3.6. If y0 6= y1, the moduli space of gradient trajectories T(y0; y1) is the
quotient
(3.3.11) (Wu(y1) ∩W s(y0)) /R.
Exercise 3.3.7. Use Exercise 3.3.2 to show that Wu(y1) ∩ W s(y0) is disjoint from
∂LrQ.
Remark 3.3.8. The order of the intersection in Equation (3.3.11) is not consistent with
our conventions in Floer theory, but is chosen to reduce the number of Koszul signs that
appear in later constructions.
The following result is the Morse-theoretic model for Theorem 1.3.18.
Lemma 3.3.9. If fr is Morse Smale, T(y0; y1) is a smooth manifold of dimension
(3.3.12) ind(y1)− ind(y0)− 1.
Proof. The dimension of Wu(y1) is ind(y1), and the codimension of W
s(y0) is ind(y0),
so the dimension of the intersection is ind(y1) − ind(y0). Taking the quotient by R, we
subtract 1. 
We shall be interested in the case T(y0; y1) is a 0-dimensional manifold, i.e.
(3.3.13) ind(y0) = ind(y1)− 1.
In this case we say that trajectories in T(y0; y1) are rigid.
Lemma 3.3.10. Every rigid trajectory γ ∈ T(y0; y1) induces a canonical isomorphism
(3.3.14) ∂γ : oy1 → oy0 .
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Proof. At every point along γ, we have an isomorphism
(3.3.15) |R · ∂sγ| ⊗ |Tγ(s)LrQ| ∼= oy1 ⊗ |W s(y0)|
induced by the exact sequence
(3.3.16) R · ∂sγ → Tγ(s)Wu(y1)⊕ Tγ(s)W s(y0)→ Tγ(s)LrQ.
Combining Equations (3.3.7) and (3.3.15), and using the identification of orientations of
Ty0L
rQ and Tγ(s)L
rQ by parallel transport along γ, we obtain the isomorphism
(3.3.17) |R · ∂sγ|−1 ⊗ oy1 ∼= oy0 .
Fixing the opposite of the usual orientation on R, we obtain the desired isomorphism. 
Remark 3.3.11. Note that the isomorphism above depends, up to a global sign, only
on the choice of an orientation on R, which induces a direction for the flow line γ. The
choice we make corresponds to considering positive gradient flow lines with their natural
orientation, which makes it compatible with the Floer theoretic conventions in Section 1.5.
Given an arbitrary local system ν on LrQ, we define the Morse complex of fr with
coefficients in ν to be the direct sum
(3.3.18) CMk(f
r; ν) ≡
⊕
ind(y0)=k
oy0 ⊗ νy0 .
The differential is given by the expression
∂ : CMk(f
r; ν)→ CMk−1(fr; ν)(3.3.19)
∂|oy1 ⊗ νy1 =
∑
ind(y0)=ind(y1)−1
γ∈T(y0;y1)
∂γ ⊗ νγ ,(3.3.20)
where νγ is the parallel transport map along γ. In order to prove that ∂
2 = 0, we recall that
there is a natural compactification T(y0; y1) of the moduli space of trajectories from y1 to
y0. In the usual setting (of Morse theory on closed manifolds) the proof of compactness is
standard (see, e.g. [14]). Exercise 3.3.5 ensures that no gradient trajectory escapes to the
boundary of LrQ, so we conclude that T(y0; y1) is also compact.
Exercise 3.3.12. Imitating the case of closed manifolds (see, e.g. [14]), show that
∂2 = 0 by considering 1-dimensional moduli spaces T(y0; y1).
We write
(3.3.21) HM∗(LrQ; ν) ≡ H∗ (CMk(fr; ν), ∂)
for the resulting homology groups.
3.3.1. From geometric chains to Morse chains. The following result essentially
goes back to Morse and Baiada [64], who studied Morse theory on manifolds with boundary.
Proposition 3.3.13. Morse homology is independent of fr, and canonically isomorphic
to the (ordinary) homology of LrQ with coefficients in ν. 
Even though the above result is not usually stated in this generality in the literature,
it can be proved using many of the methods that have been used for a trivial local system,
including the original proof using the long exact sequence on homology associated to adding
an additional cell (see [62]), or proofs which equip the unstable manifold with a fundamental
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chain in a more geometric theory of chains, e.g. pseudo-cycles in [74], or cubical chains in
[16]. Over the reals, one can also use the comparison with de Rham cohomology [87].
There is an alternative proof of Proposition 3.3.13 which relies on the pairing between
geometric chains and the ascending manifolds of critical points, e.g. [7]. The main idea is
to introduce, for each critical point y of fr, the space
(3.3.22) W¯ s(y) ≡
⋃
0≤d
y1,...,yd
W s(yd)× T(yd−1; yd)× · · · × T(y; y1)
which includes W s(y) as an open subset. The topology on this space can be thought of as
the Morse-theoretic analogue of the Gromov-Floer topology on pseudo-holomorphic curves:
recall that an element of W s(y) is a negative gradient flow trajectory parametrised by the
interval [0,+∞). A sequence γk of such flow lines converges to an element of W s(yd) ×
T(yd−1; yd)×· · ·×T(y; y1) if, for each k one can decompose [0,+∞) into d disjoint intervals
whose length goes to infinity with k so that the following two properties hold:
(1) every point in [0,+∞) lies in the union of the intervals for k large enough, and
(2) the restriction of γk to the i
th interval converges (up to translation in the source)
to an element of T(yi−1; yi) if i 6= d, and to an element of W s(yd) otherwise.
The natural evaluation map
(3.3.23) W¯ s(y)→ LrQ,
whose restriction to the stratum in the right of Equation (3.3.22) is given by composing the
projection to W s(yd) with the inclusion of this space in the ambient manifold, is continuous
and proper in this topology. Moreover, it is know that this space admits the structure of a
smooth manifold with corners, such that this map is in fact smooth (see, e.g. [51, De´finition
2.7] where such a construction is considered for the generalisation of Morse theory to closed
1-forms).
We shall use a weaker variant, which can be obtained by constructing a smooth structure
near the codimension 1 strata of W¯ s(y), and allows one not to have to worry about what
is happening in higher codimension. Let P¯ be a compact topological space stratified by
smooth manifolds of bounded dimension, and let P denote the union of the top dimensional
strata and ∂1P¯ the strata of codimension one. Assume that
(3.3.24) P ∪ ∂1P¯
admits the structure of a smooth manifold with boundary. We say that a map
(3.3.25) P¯ → LrQ
is smooth if the restriction to each stratum and to P ∪ ∂1P¯ is smooth.
Lemma 3.3.14. Let P¯ → LrQ be a smooth map whose restriction to the strata of P¯ is
transverse to all the strata of W¯ s(y). If
(3.3.26) dim(P ) = ind(y) or dim(P ) = ind(y) + 1,
then P¯ ×LrQ W¯ s(y) is a compact manifold with boundary. The boundary is covered by two
strata:
(3.3.27) ∂1P¯ ×LrQW s(y) and P ×LrQW s(y1)× T(y; y1).

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Whenever dim(P ) = ind(y), the transverse fibre product P¯ ×LrQ W¯ s(y) consists of
finitely many points which all lie in P ×LrQW s(y), so we have a canonical isomorphism
(3.3.28) TP ⊕ TW s(y) ∼= TLrQ.
Passing to orientation lines, and using the isomorphism in Equation (3.3.7), we obtain an
isomorphism
(3.3.29) |TpP | → oy.
If we assume that P is oriented, we define an element
(3.3.30) [P¯ ] ∈ CM∗(fr;Z)
as the sum of the images of 1 ∈ Z ∼= |TpP | under all maps induced by Equation (3.3.29).
Exercise 3.3.15. Show that ∂[P¯ ] = [∂1P¯ ].
At this stage, there are many ways to proceed in order to produce a map from ordinary
homology to Morse homology. One way is to choose a simplicial triangulation with the
property that all cells are transverse to all ascending manifolds, and apply the above result
to obtain a chain map from simplicial homology to Morse homology, see, e.g. [7].
More generally, if ν is a local system on LrQ, combining Equation (3.3.31) with parallel
transport along the geodesic induces a map
(3.3.31) |TpP | ⊗ νp → oy ⊗ νy.
In this way, we obtain a map from homology twisted by ν, to Morse homology twisted by
ν.
The proof that these maps are isomorphisms requires more care. One approach is to
choose a specific Morse function for which all flow lines can be explicitly computed; e.g. a
function whose critical points correspond to the barycenters of a simplicial triangulation.
Alternatively, one can use the space
(3.3.32) W¯u(y) ≡
⋃
0≤d
y−1,...,y−d
T(y−1; y)× · · · × T(y−d; y−d+1)×Wu(y−d)
to construct an inverse map.
3.3.2. Inclusion maps in Morse homology. In this section, we construct a Morse
theoretic model for the map on homology induced by the inclusion in Equation (3.2.6).
Given critical points y0 of f
r, and y1 of f
r−1, we define
(3.3.33) Tι(y0; y1) = ι(W
u(y1)) ∩W s(y0).
We can think of every element of Tι(y0; y1) as a piecewise trajectory :
(3.3.34) γ : R→ LrQ
which maps (−∞, 0] to the composition of ι with a negative gradient flow line of fr−1
converging at −∞ to y1, and [0,+∞) to a negative gradient flow line of fr converging
at ∞ to y0, and with a matching condition at 0. While this point of view is useful for
understanding the compactification of Tι(y0; y1), the original definition readily yields the
following result:
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Lemma 3.3.16. If fr−1 is fixed, then for a generic choice of function fr, Tι(y0; y1) is a
smooth manifold of dimension
(3.3.35) ind(y1)− ind(y0).
Proof. The transversality statement follows from Sard’s theorem. To compute the
dimension, observe that the dimension of Wu(y1) is ind(y1), and that the codimension of
W s(y0) is ind(y0). 
Remark 3.3.17. Even if fr−1 and fr are both fixed, one can achieve transversality by
a slight tweaking of the definition: choose a family Xs of vector fields on L
rQ parametrised
by s ∈ [0, 1], which point outwards along the boundary of LrQ. Write ψX for the diffeo-
morphism obtained by integrating this family, and define
(3.3.36) TXι (y0; y1) ≡ ι(Wu(y1)) ∩ ψ−1X (W s(y0)).
By choosing X generically, we may ensure that this is a transverse intersection. We can
replace all future uses of Tι(y0; y1) by this perturbed moduli space. While the definition of
TXι (y0; y1) only depends on the diffeomorphism ψX , the choice of vector field is needed, up
to homotopy, to construct induced maps on local systems.
Let us now assume that
(3.3.37) ind(y1) = ind(y0),
which implies that Tι(y0; y1) is a 0-dimensional manifold. We claim that every element
γ ∈ Tι(y0; y1) induces a canonical map
(3.3.38) ιγ : oy1 → oy0 .
To define this map, we observe that the transversality assumption implies that the natural
map
(3.3.39) Tγ(0)W
u(y1)⊕ Tγ(0)W s(y0) ∼= Tγ(0)LrQ
is an isomorphism. This yields a canonical map
(3.3.40) oy0 ⊗ oy1 ∼= |LrQ|.
The map in Equation (3.3.38) is then induced by comparing this with the isomorphism in
Equation (3.3.7).
Given a local system ν on LQ, with pullbacks to Lr−1Q and LrQ which we also denote
by ν, the homotopy commutativity of Diagram (3.2.9) implies that γ induces a canonical
isomorphism
(3.3.41) νγ : νy1 → νy0 .
We now define a map
ι : CMk(f
r−1; ν)→ CMk(fr; ν)(3.3.42)
∂|oy1 ⊗ νy1 =
∑
ind(y0)=ind(y1)
γ∈Tι(y0;y1)
ιγ ⊗ νγ .(3.3.43)
In order to prove that ι is a chain map, we consider the space
Tι(y0; y1) ≡ ι(W¯u(y1)) ∩ W¯ s(y0).(3.3.44)
Exercise 3.3.18. Show that Tι(y0; y1) is compact.
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As in Lemma 3.3.14, the codimension 1 strata of Tι(y0; y1) are:
(3.3.45) ι(W¯u(y1)) ∩W s(y′0)× T(y0; y′0) and T(y′1; y1)× ι(W¯u(y′1)) ∩W s(y′0).
Exercise 3.3.19. By considering moduli spaces Tι(y0; y1) which have dimension 1, show
that ι is a chain map.
As usual, we write
(3.3.46) ι : HM∗(Lr−1Q; ν)→ HM∗(LrQ; ν)
for the induced map on homology. Using the isomorphism of Morse and ordinary homology,
this map is the one naturally induced by inclusion. In particular, Equation (3.2.15) yields
an isomorphism
(3.3.47) lim
ι
HM∗(LrQ; ν) ∼= H∗(LQ; ν).
3.4. Operations on loop homology
3.4.1. The unit. The first space in our finite dimensional approximation is L1Q ∼= Q.
Assume that we are given
(3.4.1) a local system ν on LQ with an isomorphism of the pullback to Q with |Q|−1.
From this, we obtain a map
(3.4.2) HM∗(Q; |Q|−1)→ lim
r
HM∗(LrQ; ν) ∼= H∗(LQ; ν).
Exercise 3.4.1. Show that the restriction of the local system η to constant loops
is equipped with such a canonical isomorphism (see the discussion in the introduction to
Chapter 4).
The homology of Q with coefficients in the local system of orientations |Q|−1 is equipped
with a natural fundamental cycle
(3.4.3) Z→ HM0(Q; |Q|−1).
In the Morse setting we are considering, this fundamental cycle arises as follows: if f1 is a
Morse function on Q, and y is a maximum, we have a canonical isomorphism:
(3.4.4) oy ∼= |Q|.
From this, we obtain the isomorphism
(3.4.5) ey : Z ∼= oy ⊗ |Q|−1.
At the chain level, we define
e : Z→ CM0(Q; |Q|−1)(3.4.6)
1 7→
∑
ind(y)=n
ey(1).(3.4.7)
Finally, we recall that we defined a local system η in Equation (3.1.2):
Definition 3.4.2. The unit e of the loop space homology with coefficients in η is the
composition
(3.4.8) Z→ HM0(Q; |Q|−1)→ H0(LQ; η).
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3.4.2. The BV operator. Let us now assume that we have a local system ν which is
S1 equivariant. This consists of an isomorphism between the two local systems on
(3.4.9) S1 × LQ→ LQ
obtained by pulling back ν under (i) the projection to the second factor or (ii) the action of
the circle on the free loop space by reparametrisation. Equivalently, if γθ is obtained from
a loop γ by precomposing with a rotation by θ, we assume the existence of an isomorphism
(3.4.10) νγθ
∼= νγ
varying continuously both in γ and θ, and which is the identity when θ = 1.
Exercise 3.4.3. If Q is non-orientable, show that ev∗0 |Q| does not admit an S1-
equivariant structure. By considering separately the components of the loop space consisting
of orientable and non-orientable loops, show that the local system η naturally admits such
a structure.
Under this assumption, we obtain a BV operator
(3.4.11) H∗(LQ; ν)→ H∗+1(LQ; ν)
which is induced by the circle action. In this section, we construct this operator from the
finite dimensional point of view.
Exercise 3.4.4. Construct a natural action of S1 on Lr(1,...,1)Q.
As explained in Section 3.2.1, the choice of equal successive lengths does not yield in
general a manifold with corners. We shall remedy this problem by constructing instead a
family of embeddings parametrised by S1:
(3.4.12) a : S1 × LrQ→ Lr+1Q.
Identifying S1 with R/Z, we construct this family of embeddings in two steps:
(1) If θ ∈ [0, 1/r), define qθi to be the point on the shortest geodesic between qi and
qi+1 satisfying
(3.4.13)
d(qi, q
θ
i )
d(qi, qi+1)
= rθ.
(2) Write a general element of the circle as θ = θ0 +
i
r with θ0 ∈ [0, 1/r), and define:
(3.4.14) a(θ, q0, . . . , qr−1) = (qθi , q
θ
i , q
θ
i+1, . . . , q
θ
i−1).
The fact that the first two coordinates in the right hand side of Equation (3.4.14) are equal
is consistent with our definition of the map ι in Equation (3.2.6), so that a corresponds to
composing ι with the partially defined S1 action.
Exercise 3.4.5. Use the triangle inequality and Equation (3.2.17) to show that
(3.4.15) d(qθi , q
θ
i+1) ≤ δr+1j
for 1 ≤ j ≤ r+1 whenever d(qi, qi+1) ≤ δri and d(qi+1, qi+2) ≤ δri+1. Conclude that whenever
~q lies in LrQ the right hand side of Equation (3.4.14) lies in Lr+1Q.
Exercise 3.4.6. Show that Equation (3.4.14) defines a continuous family of embeddings
parametrised by S1 (Hint: the key point is to check that the two possible ways of defining
rotation by 1/r agree).
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We now define the map induced at the level of Morse complexes: given critical points
y+ of f
r and y− of fr+1, consider the fibre product
(3.4.16) T∆(y−; y+) ≡
(
S1 ×Wu(y+)
)×Lr+1QW s(y−)
where the evaluation map on the first factor is
a : S1 ×Wu(y+)→ Lr+1Q(3.4.17)
(θ, ~q) 7→ a(θ, ~q).(3.4.18)
Lemma 3.4.7. Fix a Morse function fr. For a generic function fr+1, the moduli space
T∆(y−; y+) is a manifold of dimension ind(y+)− ind(y−) + 1.
Proof. If the map a were smooth, this would follow immediately from Sard’s theorem.
We require an additional step because we constructed the family of embeddings in a piecewise
way.
For a generic function fr+1, the fibre products
(3.4.19)
({ i
r
}
×Wuy+
)
×LrQW s(y−)
are transverse.
Using Sard’s theorem again, we see that the fibre products
(3.4.20)
([
i
r
,
i+ 1
r
]
×Wu(y+)
)
×LrQW s(y−)
are also transverse, and define cobordisms between the manifolds at the endpoints. Decom-
posing S1 as the union of these intervals, we obtain the desired result. 
We now repeat the same strategy as for the construction of the inclusion map: assume
that
(3.4.21) ind(y−) = ind(y+) + 1,
so that the moduli space T∆(y−; y+) is 0-dimensional.
By transversality, we have an isomorphism
(3.4.22) TθS
1 ⊕ Ta(θ,γ1(0))Wu(y+)⊕ Tγ2(0)W s(y−) ∼= Tγ2(0)Lr+1Q
whenever γ = (γ1, γ2) is an element of T∆(y−; y+), which we think of as consisting of pairs
of gradient flow lines in LrQ and Lr+1Q matched at the end points.
Exercise 3.4.8. Choosing an orientation of the circle, use Equations (3.3.7) and (3.4.22)
to construct a canonical isomorphism:
(3.4.23) ∆γ : oy+ → oy−
associated to any rigid element of T∆(y−; y+).
Assume that ν is an S1 equivariant local system equipped with maps as in Equation
(3.4.10). In this case, we can assign a map
(3.4.24) νγ : νy+ → νy−
as the composition
(3.4.25) νy+ → νγ1(0) → νa(θ,γ1(0)) → νy− ,
where the first map is defined by parallel transport along γ1, the second by the equivariant
structure, and the last by parallel transport along γ2.
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For such a local system ν, we then define
∆: CMk(f
r; ν)→ CMk+1(fr+1; ν)(3.4.26)
∆|oy+ ⊗ νy+ =
∑
ind(y−)=ind(y+)+1
γ∈T∆(y−;y+)
∆γ ⊗ νγ .(3.4.27)
Exercise 3.4.9. Show that ∆ is a chain map.
By abuse of notation, we use the same notation for the induced map on homology:
(3.4.28) ∆: HM∗(LrQ; ν)→ HM∗+1(Lr+1Q; ν).
Exercise 3.4.10. Show that we have a homotopy commutative diagram
(3.4.29) S1 × Lr−1Q
id×ι

a // LrQ
ι

S1 × LrQ a // Lr+1Q.
Exercise 3.4.11. Using Exercise 3.4.10, show that ∆ commutes with ι.
Applying Exercise 3.4.3, we conclude that we have a degree 1 operator on loop homology
with coefficients in η:
(3.4.30) ∆: HM∗(LQ; η)→ HM∗+1(LQ; η).
3.4.3. The loop product with coefficients in |Q|−1. The loop product
(3.4.31) Hi(LQ; ev
∗
0 |Q|−1)⊗Hj(LQ; ev∗0 |Q|−1)→ Hi+j(LQ; ev∗0 |Q|−1)
is defined by composing the fibre product over the evaluation at the starting point with the
concatenation of loops see, e.g. [23,52].
In this section, we define a map at the level of finite approximations:
(3.4.32) HM∗(Lr1Q; ev∗0 |Q|−1)⊗HM∗(Lr2Q; ev∗0 |Q|−1)→ HM∗(Lr1+r2Q; ev∗0 |Q|−1).
We start by introducing the analogue of the evaluation map at the starting point
(3.4.33) ev0 : L
rQ→ Q,
which is the projection to the first coordinate q0. Next, we fix an embedding
Lr1Q×ev0 Lr2Q→ Lr1+r2Q(3.4.34) (
(q0, q1, . . . , qr1−1), (q0, q
′
1, . . . , q
′
r2−1)
) 7→ (q0, q1, . . . , qr1−1, q0, q′1, . . . , q′r2−1).(3.4.35)
Using Equation (3.2.17), we see that the above map is well-defined, i.e. that the distance
between the successive points on the right hand side satisfy the inequalities required of
elements of Lr1+r2Q.
Exercise 3.4.12. Show that the following diagram commutes up to homotopy:
(3.4.36) Lr1Q×ev0 Lr2Q //

Lr1+r2Q

Lr1Q×ev0 Lr2+1Q // Lr1+r2+1Q,
and strictly commutes if we switch the roles of the first and second factor (Hint: using
Exercise 3.2.2 define a map, homotopic to Equation (3.2.6) so that the diagram strictly
commutes.)
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Given critical points y0 of f
r1+r2 , and yi of f
ri , we define
(3.4.37) T(y0; y1, y2) ≡ (Wu(y1)×ev0 Wu(y2))×Lr1+r2QW s(y0).
This is a rather complicated definition, in the spirit of Equation (3.3.33), which we unpack
in the following result:
Lemma 3.4.13. Assume r1 6= r2. If fr1 is fixed, we may choose fr2 and fr1+r2 so that
the fibre product in Equation (3.4.37) is transverse. In this case, T(y0; y1, y2) is a smooth
manifold of dimension
(3.4.38) ind(y1) + ind(y2)− n− ind(y0).
Proof. We first choose fr2 so that ev0|Wu(y2) is transverse to ev0|Wu(y1). Since
the dimension of these manifolds is ind(y1) and ind(y2), the dimension of the fibre product
Wu(y1)×ev0 Wu(y2) is
(3.4.39) ind(y1) + ind(y2)− n.
Using the map in Equation (3.4.34), we obtain an inclusion
(3.4.40) Wu(y1)×ev0 Wu(y2)→ Lr1Q×ev0 Lr2Q→ Lr1+r2Q.
For a generic choice of the Morse function fr1+r2 , the ascending manifold of y0 is transverse
to this inclusion. Since this ascending manifold has codimension ind(y0), we conclude that
the dimension of the intersection is given by Equation (3.4.38). 
Remark 3.4.14. Following Remark 3.3.17, a small perturbation of the definition would
allow us to achieve transversality even if the functions fr1 , fr2 , and fr1+r2 are all fixed.
This is particularly important because one might be interested in dropping the restrictive
assumption that r1 6= r2, in which case the fibre product Wu(x) ×ev0 Wu(x) is never
transverse unless x is a maximum.
The key point is to choose vector fields X2s on L
r2Q and X0s on L
r1+r2Q , parametrised
by the interval, which integrate to diffeomorphisms ψ2,X and ψ0,X . We then define
(3.4.41) TX(y0; y1, y2) ≡ (Wu(y1)×ev0 ψ2,X(Wu(y2)))×Lr1+r2Q ψ−10,X(W s(y0)).
The interested reader is invited to construct the product in more generality using this moduli
space.
Let us now assume that
(3.4.42) ind(y0) = ind(y1) + ind(y2)− n
which implies that T(y0; y1, y2) is 0-dimensional.
Lemma 3.4.15. We can canonically associate to every element γ ∈ T(y0; y1, y2) a map
(3.4.43) ?γ :
(
oy1 ⊗ ev∗0 |Q|−1y1
)⊗ (oy2 ⊗ ev∗0 |Q|−1y2 )→ oy0 ⊗ ev∗0 |Q|−1y0 .
Proof. By construction, we have a homotopy between geo(y0) and the concatenations
of geo(y1) and geo(y2). In particular, we have a canonical isomorphism
(3.4.44) ev∗0 |Q|−1y1 ∼= ev∗0 |Q|−1y2 ∼= ev∗0 |Q|−1y0 .
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The isomorphism in Equation (3.4.43) can then be simplified as follows (we keep track of
the Koszul sign at each step below):
oy1 ⊗ ev∗0 |Q|−1y1 ⊗ oy2 ∼= oy0 0(3.4.45)
oy1 ⊗ oy2 ⊗ ev∗0 |Q|−1y1 ∼= oy0 n ind(y2)(3.4.46)
oy1 ⊗ oy2 ∼= oy0 ⊗ ev∗0 |Q|y1 0(3.4.47)
We now construct the last isomorphism as a canonical map associated to transverse fibre
products. First, we have a short exact sequence
(3.4.48) T (Wu(y1)×ev0 Wu(y2))→ TWu(y1)⊕ TWu(y2)→ TQ,
which induces an isomorphism
(3.4.49) |Wu(y1)×ev0 Wu(y2)| ⊗ ev∗0 |Q|y1 ∼= oy1 ⊗ oy2 .
Next, we use the isomorphism
(3.4.50) T (Wu(y1)×ev0 Wu(y2))⊕ TW s(y0)→ TLr1+r2Q,
to produce the isomorphism
(3.4.51) |Lr1+r2Q| ∼= |Wu(y1)×ev0 Wu(y2)| ⊗ |W s(y0)|.
Together with the isomorphism
(3.4.52) |Lr1+r2Q| ∼= oy0 ⊗ |W s(y0)|,
this yields an identification
(3.4.53) |Wu(y1)×ev0 Wu(y2)| ∼= oy0 .
Combining this with Equation (3.4.49), arrive at Equation (3.4.47), which we explained at
the beginning of the proof yields the isomorphism in Equation (3.4.43). 
At this stage, we define the product
? : CMi(f
r1 ; ev∗0 |Q|−1)⊗ CMj(fr2 ; ev∗0 |Q|−1)→ CMi+j(fr1+r2 ; ev∗0 |Q|−1)(3.4.54)
?| (oy1 ⊗ ev∗0 |Q|−1y1 )⊗ (oy2 ⊗ ev∗0 |Q|−1y2 ) ≡ ∑
ind(y0)=ind(y1)+ind(y2)−n
γ∈T(y0;y1,y2)
?γ .(3.4.55)
Remark 3.4.16. Note that the product ? preserves degree because the line |Q|−1 is
supported in degree −n, so that oy ⊗ |Q|−1y is supported in degree
(3.4.56) ind(y)− n.
Simple arithmetic implies that
(3.4.57) (ind(y1)− n) + (ind(y2)− n) = ind(y0)− n
whenever the moduli space T(y0; y1, y2) has dimension 0.
The next step is to prove that the differential satisfies the Leibnitz rule with respect
to this product. The key point is that, whenever T(y0; y1, y2) has dimension 1, it admits a
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natural compactification with boundary∐
ind(y0)=ind(y′0)−1
T(y0; y
′
0)× T(y′0; y1, y2)(3.4.58) ∐
ind(y′1)=ind(y1)−1
T(y0; y
′
1, y2)× T(y′1; y1)(3.4.59) ∐
ind(y′2)=ind(y2)−1
T(y0; y1, y
′
2)× T(y′2; y2).(3.4.60)
The elements of the first set correspond to applying the differential to the product, and
the second two sets correspond to multiplying after applying the differential. In order to
check that the signs are correct, one must compare the natural orientations induced at the
boundary of the moduli space with the product orientation:
Lemma 3.4.17. Given ai ∈ oyi ⊗ ev∗0 |Q|−1yi for i ∈ {1, 2}, we have
(3.4.61) ∂ (a1 ? a2) = ∂a1 ? a2 + (−1)deg(a1)a1 ? ∂a2.
Proof. Given an element of T(y0; y1, y2), we compare the boundary orientation with
that induced by the product orientation; the cases of the strata in Equation (3.4.58) and
(3.4.59) are easier, and left to the reader, and we discuss only the stratum in Equation
(3.4.60). Given an element of this boundary stratum, let γ2 denote the flow line in T(y
′
2; y2).
We start with the fact that the vector −dγ2ds corresponds to an outward normal vector
field at the boundary of Wu(y2). This yields an isomorphism
(3.4.62) |R · ∂s|−1 ⊗ |Wu(y1)×ev0 Wu(y′2)| ∼= |Wu(y1)×ev0 Wu(y2)|.
Applying Equation (3.4.49), we obtain an isomorphism
(3.4.63) |R · ∂s|−1 ⊗ |Wu(y1)×ev0 Wu(y2)| ⊗ ev∗0 |Q|y1 ∼= oy1 ⊗ oy2 .
Using Equation (3.4.53), and introducing a Koszul sign of
(3.4.64) ind(y1),
we obtain the isomorphisms
oy0 ⊗ ev∗0 |Q|y1 ∼= oy1 ⊗ |R · ∂s|−1 ⊗ oy2(3.4.65)
oy0 ⊗ ev∗0 |Q|y1 ∼= oy1 ⊗ oy′2 ,(3.4.66)
where we use the isomorphism |R · ∂s|−1 ⊗ oy2 ∼= oy′2 which defines the differential, and the
negative orientation of R in the last step.
In order to go from Equation (3.4.66) to the product, we must reverse the steps in
Equations (3.4.45)-(3.4.47). This introduces a Koszul sign of n(ind(y2)−1) in the definition
of a1 ? ∂a2, and n ind(y2) in the definition of ∂(a1 ? a2). The sum is −n, and the sum with
Equation (3.4.64) yields the desired sign ind(y1) − n, which is the degree of the generator
a1 in Equation (3.4.61). 
Exercise 3.4.18. Show that ? commutes with ι.
At this stage, we have proved the existence of a product
(3.4.67) ? : H∗(LQ; |Q|−1)⊗H∗(LQ; |Q|−1)→ H∗(LQ; |Q|−1).
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3.4.4. Loop product with other coefficients. By construction, each element of
T(y0; y1, y2) corresponds to a triple of Morse trajectories
γ1 : (−∞, 0]→ Lr1Q(3.4.68)
γ2 : (−∞, 0]→ Lr2Q(3.4.69)
γ0 : [0,∞)→ Lr1+r2Q(3.4.70)
such that γi converges at infinity to yi and the loop geo(γ0(0)) is obtained by concatenating
geo(γ1(0)) and geo(γ2(0)).
Assume we have an ordinary local system ν on LQ (of degree 0), together with isomor-
phisms
(3.4.71) νgeo(γ1(0)) ⊗ νgeo(γ2(0)) → νgeo(γ0(0)).
Using the homotopy between geo(yi) and geo(γi(0)), we obtain maps
(3.4.72) νγ : νgeo(y1) ⊗ νgeo(y2) → νgeo(y0).
In particular, we can use this map, together with ?γ , to define the product on Morse chains
with coefficients in ν:
? : CMi(f
r1 ; ev∗0 |Q|−1 ⊗ ν)⊗ CMj(fr2 ; ev∗0 |Q|−1 ⊗ ν)→ CMi+j(fr1+r2 ; ev∗0 |Q|−1 ⊗ ν)
(3.4.73)
?| (oy1 ⊗ ev∗0 |Q|−1y1 ⊗ ν)⊗ (oy2 ⊗ ev∗0 |Q|−1y2 ⊗ ν) ≡ ∑
ind(y0)=ind(y1)+ind(y2)−n
γ∈T(y0;y1,y2)
?γ ⊗ νγ .
(3.4.74)
Remark 3.4.19. In order for the above product to be a chain map, we require that the
isomorphism in Equation (3.4.71) be invariant under homotopies. Moreover, the product
will be associative if the isomorphism in Equation (3.4.71) is also associative with respect
to multiple concatenations.
Exercise 3.4.20. Show that the local systems ev∗0 (|Q|[n])−⊗w(γ) and σ are equipped
with isomorphisms as in Equation (3.4.71) (Hint: for the first part, check that w(y0) =
w(y1) + w(y2) mod 2. For the second, use the fact that a Spin structure on a vector bundle
over a pair of pants is determined by its restriction to any two of the three components in
its boundary).
3.5. Guide to the literature
3.5.1. Models for the homology of the loop space. Among the models we could
have chosen for the homology of the free loop space are:
(1) The standard singular complexes, or variants thereof accounting for the smoothness
of the manifold Q. This is closest to Morse’s original point of view, see also [62].
(2) The singular complexes of finite dimensional approximations.
(3) The Morse homology of an appropriate energy function on a Hilbert manifold
model for the loop space. This is developed, for example, in [1] or [71].
(4) The Hochschild homology (or cohomology) of the chains on the based loop space,
following the work of Goodwillie [46].
In any of these models, one can construct a map from symplectic homology to loop
homology; the first two require choices of fundamental chains on higher dimensional moduli
spaces of pseudo-holomorphic maps and the last would rely on a similar result for the
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homology of the based loop space and the Lagrangian Floer cohomology of cotangent fibres;
see [9] for a discussion of both points.
The deficiencies of these models are as follows:
(1) In order to compare the loop product with the pair of pants product in the singular
homology of LQ or its finite approximation, it seems that one needs to show that
the Gromov-Floer compactifications of the moduli space admit smooth structures
(as manifolds with corners) such that the evaluation map is smooth. There is little
doubt that this is true, but a proof does not appear in the literature, and would
take us far away from the subject at hand.
(2) Morse homology on Hilbert manifolds is a rather delicate object, especially as the
Morse function one would naturally study in this setting has barely the amount of
regularity required for the theory to be well-defined. This means that one needs
careful arguments to make various spaces transverse to each other.
(3) In addition to a heavy dose of homological algebra, the use of Hochschild homology
would require as input a construction proving the analogous result for the based
loop space, this time at the chain level. While such a result has been proved in
[9], this seems like a circuitous detour.
3.5.2. Operations on loop homology. Other than the fact that we have used a
finite model for the homology of the free loop space, our construction hews quite closely to
the original discussion of [23], who studied the case of oriented manifolds, with untwisted
coefficients, producing a BV structure in this case.
The generalisation of the loop product to the non-orientable case was performed by
Cohen and Jones [26] in the language of Thom spectra, and by Laudenbach in [52]. It does
not seem that more general twisted coefficients have been studied, nor has the circle action
∆ been considered in the non-orientable setting.
There are several proofs of the fact that theBV structure, in the orientable case, depends
only on the homotopy type of Q, and not on the underlying smooth structure [27]. In all
likelihood, the twisted versions that we have introduced will also be homotopy-theoretic
invariants.
3.5.3. What is missing: Chain-level structure and constant loops. The ho-
mology of the free loop space is expected to admit a BV∞ structure which refines the BV
structure on the cohomology; a proof for simply connected manifolds appears in [84], re-
lying on Goodwillie’s description of the homology of the free loop space as the Hochschild
homology of the cochains, and on Poincare´ duality. For more general manifolds, one can
instead rely on the derived Poincare´ duality satisfied by the homology of the based loop
space. Lurie has sketched an argument in [55] that the resulting BV∞ structure is also
dependent only on the homotopy type.
There is much interest in extracting invariants from string topology which detect infor-
mation beyond the homotopy type. In [17], Basu has extracted such an invariant, relying
on the fact that the homotopy type of configuration spaces distinguishes the 3-dimensional
lens spaces L(7, 1) and L(7, 2) [54].
CHAPTER 4
From symplectic cohomology to loop homology
4.1. Introduction
In this section, we relate the symplectic cohomology of T ∗Q to the homology of the free
loop space.
Theorem 4.1.1. There is a map of BV algebras from the symplectic cohomology of
T ∗Q to the homology of the free loop space of Q twisted by η, with reversed grading, i.e. we
have a map
(4.1.1) V : SH∗(T ∗Q;Z)→ H−∗(LQ; η)
preserving the operations e, ?, and ∆.
Remark 4.1.2. If ν is a local system on LQ, our method of proof similarly yields that
the symplectic cohomology of T ∗Q with coefficients in ν is isomorphic to the homology of
free loop space of Q twisted by η⊗ν, up to a grading reversal. In particular, we have a map
(4.1.2) SH∗(T ∗Q, η−1) ∼= H−∗(LQ,Z).
If ν is obtained by transgressing a local system on Q, then the map we obtain will preserve
the BV structure.
We shall construct V by constructing a map, for each linear Hamiltonian on T ∗Q, from
Floer cohomology to the homology of a finite dimensional approximation of the loop space.
We briefly summarise the strategy: the geometric input for such a map are moduli spaces of
pseudoholomorphic maps from a disc with one interior puncture to T ∗Q: the time-1 orbits
of H give asymptotic conditions at the puncture, and the boundary of the disc is assumed to
map to the zero section. By evaluation at r equidistant points on the boundary of the disc,
we obtain a map from this moduli space to the space of piecewise geodesics. By considering
such a moduli space for all orbits, we obtain a chain map from the Floer cochain complex
to the Morse chain complex.
4.2. The Maslov index for loops
4.2.1. Topology of the Grassmannian of Lagrangians. Since loops or paths of La-
grangian subspaces in Cn will appear in the linearisation of any pseudoholomorphic equation
with Lagrangian boundary conditions, one must understand the topology of the Grassman-
nian of Lagrangian subspaces of Cn in order to define orientations for such moduli spaces.
We start with the following well-known result:
Lemma 4.2.1. The Grassmannian Gr(Cn) of Lagrangian subspaces in Cn is connected,
and whenever 3 ≤ n, the first two homotopy groups are
pi1(Gr(Cn)) ∼= Z(4.2.1)
pi2(Gr(Cn)) ∼= Z/2Z.(4.2.2)
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Proof. The unitary group U(n) acts transitively on the space of Lagrangians, with
stabiliser that is homotopy equivalent to O(n), which induces a diffeomorphism
(4.2.3) Gr(Cn) ∼= U(n)/O(n),
as explained in Lemma 2.31 of [60]. For n greater than 2, the relevant homotopy groups of
U(n) and O(n) are
pi0(U(n)) = 0 pi1(U(n)) = Z pi2(U(n)) = 0(4.2.4)
pi0(O(n)) = Z2 pi1(O(n)) = Z2 pi2(O(n)) = 0.(4.2.5)
To compute the homotopy groups of U(n)/O(n) from this data and the long exact sequence
of a fibration, the only non-trivial piece of information needed is that the image of pi1(U(n))
into pi1(U(n)/O(n)) is divisible by 2. The reader who does not already know this to be true
can check it below using Definition 4.2.4 and Lemma 1.4.9. 
Exercise 4.2.2. Denote the Grassmannian of all n real dimensional subspaces in R2n by
O(2n)/(O(n)×O(n)). Comparing the maps induced on long exact sequences of homotopy
groups for the fibrations
(4.2.6) O(n) //

U(n) //

Gr(Cn)

O(n)×O(n) // O(2n) // O(2n)/(O(n)×O(n)),
show that the map
(4.2.7) Z2 ∼= pi2(Gr(Cn))→ pi2(O(2n)/(O(n)×O(n))) ∼= Z2
is an isomorphism.
Remark 4.2.3. Some care is required when considering the cases n = 1, 2, which are
nonetheless quite useful for computations. The reader should consult [77, Section 11e] for
a detailed discussion.
In terms of cohomology, we obtain isomorphisms
H1(Gr(Cn),Z) ∼= Z(4.2.8)
H2(Gr(Cn),Z) ∼= Z/2Z.(4.2.9)
We shall present a concrete construction of the cohomological isomorphisms. First,
observe that a Lagrangian subspace L of Cn has the property that
(4.2.10) IL ∩ L = {0}
where I is the standard complex structure on Cn. This implies that a (real) basis for
L defines a complex basis for Cn. Writing as before det for the top exterior power of a
real vector space, and detC for the top (complex) exterior power, the inclusion of L in Cn
therefore induces an inclusion
(4.2.11) detR(L)→ detC(Cn)
which is canonical up to homotopy. Fixing an identification of detC(Cn) with the plane, we
obtain a map
(4.2.12) Gr(Cn)→ RP1 = S1
which maps a Lagrangian subspace to the real line detR(L), seen as a line in detC(Cn) ∼= C
via the map in Equation (4.2.11).
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Definition 4.2.4. The topological Maslov index µ is the class in H1(Gr(Cn),Z) asso-
ciated to Equation (4.2.12).
More concretely, the Maslov index assigns to a loop in Gr(Cn) the winding number
around S1 of its image under Equation (4.2.12); the reader should compare this with Equa-
tion (1.4.69).
Given loops Λ in Gr(Cn) and Φ in U(n), consider the loop of Lagrangians Φ(Λ) given
by
(4.2.13) Φ(Λ)t ≡ Φt(Λt).
By comparing the definition of the Maslov index with Lemma 1.4.9, we find that
(4.2.14) µ(Φt(Λt)) = µ(Λ)− 2ρ(Φ).
More abstractly, this implies that the map
(4.2.15) H1(Sp(2n,R),Z)⊕H1(Gr(Cn),Z)→ H1(Gr(Cn),Z)
corresponds, under our chosen trivialisation of the first homology groups of Gr(Cn) and
Sp(2n,R), with the map
Z⊕ Z→ Z(4.2.16)
a⊕ b 7→ b− 2a.(4.2.17)
Next, we consider the second cohomology group of Gr(Cn). In order to identify this
group with Z/2Z, it suffices to give a non-trivial element. We start by noting that the
universal coefficient theorem implies that reduction from Z to Z/2Z yields an isomorphism
(4.2.18) H2(Gr(Cn),Z)→ H2(Gr(Cn),Z/2Z).
Consider the tautological bundle E over Gr(Cn) whose fibre at a point corresponding to a
Lagrangian subspace L is L. This bundle is the pullback of the tautological bundle of the
Grassmannian of all real subspaces under the natural embedding
(4.2.19) Gr(Cn)→ O(2n)/(O(n)×O(n)),
which induces an isomorphism on second cohomology by Exercise 4.2.2. By definition, the
second Stiefel-Whitney class of the tautological bundle over O(2n)/(O(n)×O(n)) does not
vanish for n > 1 (see, e.g. [63])). We conclude that
(4.2.20) w2(E) ∈ H2(Gr(Cn),Z/2Z)
is non-zero.
Concretely, this means that the isomorphism in Equation (4.2.9) can be described as
follows: the generator of H2(Gr(Cn),Z) evaluates non-trivially on a map from a surface
to Gr(Cn) if and only if the pullback of E ⊕ det⊕3(E) is non-trivial; here, we are using a
geometric interpretation of the second Stiefel-Whitney class which can be found e.g. in [48].
It will be convenient to recast some of these computations in terms of the loop space of
Gr(Cn). Since the spaces of Lagrangians that will appear naturally do not have a canonical
basepoint, we shall consider free loops. To state the result, recall that there is a natural
transgression map
(4.2.21) Hk(X;Z)→ Hk−1(LX;Z),
for any space X, which is dual to the map which assigns to any cycle in the loop space the
cycle in the base swept by the corresponding family of loops. We also have a natural map
(4.2.22) ev0 : H
k(X;Z)→ Hk(LX;Z)
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induced by the projection to the initial point of a loop.
For k = 0, the fact that the fundamental group of Gr(Cn) is abelian implies that the
components of LGr(Cn) are in bijective correspondence with elements of the fundamental
group. At the level of cohomology, this implies that the transgression map
(4.2.23) Z ∼= H1(Gr(Cn);Z)→ H0(LGr(Cn);Z)
is an isomorphism. We write Lµ Gr(Cn) for the components corresponding to loops of
Maslov index µ. Our computation of the second cohomology of Gr(Cn) implies:
Proposition 4.2.5. For n strictly greater than 2, transgression and evaluation at the
initial point induce an isomorphism
(4.2.24) Z⊕ Z/2Z ∼= H1(Gr(Cn);Z)⊕H2(Gr(Cn);Z)→ H1(Lµ Gr(Cn);Z)
Proof. We shall use the fact that the inclusion Gr(Cn) → Gr(Cn+1) obtained by
taking the product of a Lagrangian in Cn with a line in C induces an isomorphism on all
homotopy groups below dimension n− 1, and that the union of the Grassmannians Gr(Cn)
is an H-space, which follows from Bott periodicity [62]. Since the free loop space of an H-
space splits as a product of the based loop space and the base, we conclude by the Ku¨nneth
formula that
(4.2.25) H1(LGr(Cn);Z) ∼= H1(Ω Gr(Cn);Z)⊕H1(Gr(Cn);Z)
if 2 < n. Since pi1(Ω Gr(Cn)) ∼= pi2(Gr(Cn)) ∼= Z/2Z, we conclude that the cohomology of
the free loop space is isomorphic to the direct sum
(4.2.26) Z⊕ Z/2Z.
The reader may easily check at this stage that Equation (4.2.24) is an isomorphism. 
We obtain the following consequence for local systems on LGr(Cn): denote by ev∗0 |E|
the pullback under the evaluation map of the local system of orientations of the tautological
bundle, and by σE the transgression of E to a local system on the free loop space (see the
introduction of Chapter 3). Reducing Equation (4.2.24) modulo 2, we find that
(4.2.27) H1(Lµ Gr(Cn);Z/2Z) ∼= Z/2Z⊕ Z/2Z
for every integer µ. In the correspondence between elements of this group and rank-1 local
systems, ev∗0 |E| and σE give rise to distinct (non-vanishing) elements. We conclude:
Corollary 4.2.6. Every non-trivial local system over Lµ Gr(Cn) is isomorphic to ei-
ther ev∗0 |E|, σE, or their tensor product. 
4.2.2. Analytic Maslov index and the universal determinant lines. The con-
struction of the index using Cauchy-Riemann operators proceeds as follows: consider, for
each loop of Lagrangians Λ, the Sobolev space
(4.2.28) W 1,p((D2, S1), (Cn,Λ))
consisting of Cn-valued functions X on the disc, of class W 1,p, such that
(4.2.29) Xe2piit ∈ Λt.
Equipping the disc with exponential polar coordinates
(4.2.30) (s, t) 7→ es+2piit,
and letting I denote the standard complex structure on Cn, the Cauchy-Riemann operator
(4.2.31) X 7→ I∂sX − ∂tX
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defines a Fredholm map
(4.2.32) DΛ : W
1,p((D2, S1), (Cn,Λ))→ Lp(D2,Cn).
We define the analytic Maslov index of Λ in terms of the index of the operator DΛ as:
(4.2.33) µ(Λ) ≡ ind(DΛ)− n.
The following result should be considered a toy model for more sophisticated index theorems,
and is discussed, for example in [61, Appendix C.3]
Lemma 4.2.7. The analytic and topological index agree. 
This result can be refined to a statement about graded local systems on the free loop
space of Gr(Cn). Consider the Z-graded local system δ whose fibre at Λ is
(4.2.34) |det(DΛ)|,
where the determinant line is defined as in Equation (1.4.10). The convention we use is that
this local system, which is of rank one, is graded in degree equal to the index of DΛ.
The following result appears, essentially verbatim, as Lemma 11.17 of [77], but the key
computation at the heart of the proof is due independently to da Silva [29, Theorem A, p.
118] and to Fukaya, Oh, Ohta, and Ono [40, Section 8.1.2, p. 684]:
Proposition 4.2.8. There is an isomorphism of Z-graded local systems:
(4.2.35) δ|Lµ Gr(Cn) ≡ σE ⊗ ev∗0 |E| ⊗ (ev∗0 |E|[−n− 1])⊗µ ,
where ev∗0 |E| is graded in degree −n, and σE in degree 0. 
In order to use Proposition 4.2.8, we must in fact fix the isomorphism between these
two local systems; to this end, we give a minor variant of the construction in Lemma 11.17
of [77]. In the discussion below, we shall use the fact that an isomorphism between rank 1
local systems over a connected space is determined by an isomorphism between any of their
fibres.
The first case to consider is µ = 0. The constant loop
(4.2.36) Λ0,t = Rn
gives a point in L0 Gr(Cn) and the operator DRn has kernel consisting only of constant func-
tions, which necessarily take value in Rn. Since this operator is regular (see, e.g. Corollary
C.1.10(iii) of [61]), we obtain a canonical isomorphism:
(4.2.37) det(DRn) ∼= det(ker(DRn)) ∼= det(Rn) ∼= ev∗0 det(E).
In order to obtain the isomorphism to the local system in Equation (4.2.35), we use in
addition the fact that the restriction of σE to constant loops admits a canonical trivialisation.
Next, we consider the component of loops having Maslov index −1, for which we choose
the basepoint
(4.2.38) Λ−1,t ≡ e−piitR⊕ Rn−1.
The associated operator is again regular, and all its solutions are constant functions taking
value in Rn−1, so we obtain an isomorphism
(4.2.39) δΛ−1
∼= |Rn−1|.
The following exercise will allow us to relate this answer to the topological side:
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Exercise 4.2.9 (c.f. Lemma 1.2 of [48]). Let V be a non-orientable vector bundle over
the circle, and W a vector space, with W the corresponding (trivial) vector bundle over S1.
Show that an orientation of W induces a unique trivialisation of
(4.2.40) V ⊕W ⊕ det(V ⊕W )⊕3 = V ⊕W ⊕ (V ⊗ det(W ))⊕3
up to homotopy, which changes if we change the orientation of W .
Applying the above computation to the fibre of σE at Λ−1, we conclude that
(4.2.41) σE ∼= |Rn−1|.
Combining Equations (4.2.39) and (4.2.41) determines the isomorphism in Equation (4.2.35)
for µ = −1.
The choices we made for µ = −1, 0 will fix the isomorphisms for all other components
of the loop space if we use complex orientations on the determinant lines of loops of unitary
matrices. The key point is to introduce, for each integer µ, the loop
(4.2.42) Λµ,t ≡ eitpiµR⊕ Rn−1.
of Lagrangians. Depending on the parity of µ, we can write this loop either as
(4.2.43) Φ ◦ Λ0 or Φ ◦ Λ−1,
where Φ is a loop of unitary matrices. As in Lemma 1.4.10 we have an isomorphism of
determinant lines
(4.2.44) det(DΛµ)⊗ det(Cn)−1 ⊗ det(D−Φ−1) ∼= det(DΛµ+2k).
for a loop Φ of unitary matrices representing k ∈ Z ∼= pi1(U(n)). Using complex orientations
on Cn and on the determinant of D−Φ−1 which is a complex linear operator, we obtain
isomorphisms
(4.2.45) det(DΛµ) ∼= det(DΛ0)) or det(DΛµ) ∼= det(DΛ−1))
Since the right hand side of Equation (4.2.35) depends only on the parity of µ, we obtain
the desired isomorphism.
Having constructed a fixed isomorphism in Equation (4.2.35), we state a useful conse-
quence:
Lemma 4.2.10. For any loop of Lagrangians Λ, we have a canonical isomorphism of Z
graded lines:
(4.2.46) det(DΛ−1) ∼= det(DΛ)[2µ],
Proof. Since µ and −µ have the same parity, Equation (4.2.44) yields an isomorphism
(4.2.47) det(DΛµ)
∼= det(DΛ−µ).
Equation (4.2.46) is obtained by composing this isomorphism with the map on orientation
lines induced by the choice of a path from Λ to Λµ and the inverse path from Λ
−1 to Λ−µ.
To see that the isomorphism above does not depend on the choice of path, note that a
different choice yields two loops of loops in Gr(Cn), the first based at Λ and the second at
Λ−1, obtained by concatenating the two possible paths from these loops to the standard
ones. These loops represent classes in
(4.2.48) H1(LGr(Cn),Z) ∼= Z2 if n ≥ 3,
and, since they differ by the self-homotopy equivalence which sends a loop to its inverse,
the classes of the loops are either both trivial, or both non-trivial. We conclude that the
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isomorphisms in Equation (4.2.46) coming from different choices of paths agree, since the
sign difference is the product of the monodromy of the determinant line over both sets of
loops. 
4.3. Construction of a chain map
We shall construct in this Section a chain map from the Floer complex of a Hamiltonian
on T ∗Q to the Morse chains with coefficients in η of finite dimensional approximations of
the free loop space. By showing that the induced map on cohomology commutes with
continuation maps, we obtain a map from symplectic cohomology to the homology of the
free loop space with these coefficients.
4.3.1. Punctured discs with boundary on the zero section. Consider the punc-
tured disc D2 \ {(0, 0)} which we identify with the positive half of the cylinder
(4.3.1) Z+ = [0,+∞)× S1.
Given a linear Hamiltonian H all of whose periodic orbits are non-degenerate, we choose a
family H+s,t of Hamiltonians of equal slope, with Hamiltonian flow X
+
s,t such that
(4.3.2) X+0,t|Q ≡ 0 and H+s,t = Ht whenever 0 s.
We similarly extend Jt to a family J
+
s,t parametrised by points in Z
+ and define M(x), for
each orbit x ∈ O(H), to be the moduli space of maps
(4.3.3) u : Z+ → T ∗Q
solving the differential equation
(4.3.4)
(
du− dt⊗X+s,t
)0,1
= 0,
with asymptotic condition x at s = +∞, and with boundary conditions
(4.3.5) u(0, t) ∈ Q.
By associating to each map u the loop u(0, t), we obtain an evaluation map
(4.3.6) ev : M(x)→ LQ.
In order to understand the tangent space ofM(x), we first compute its virtual dimension
in terms of deg(x). Recall that deg(x) is defined in terms of an operator DΨx constructed
from x∗(TT ∗Q) with respect to a fixed trivalisation: under this map, the tangent space of Q
maps to a constant loop if x∗(T ∗Q) is orientable, and to a loop of Maslov index 1 otherwise.
This preferred trivalisation extends to the punctured disc, so we can also use it to
linearise the operator associated to Equation (4.3.4), to obtain an operator
(4.3.7) Du : W
1,p((Z+, S1), (Cn,Λx))→ Lp(Z+,Cn)
where the notation indicates that we take W 1,p maps from Z+ to Cn with boundary condi-
tions along the loop Λx of Lagrangians in Cn which is the image of TQ under the trivalisation.
Glue Du to DΨx along their common end: the result is an operator Du#DΨx on a disc
with no puncture, and with Lagrangian boundary conditions Λx going clockwise (see Figure
4.1). Since q ◦ u defines a homotopy between q ◦ x and ev(u), we obtain an isomorphism of
graded lines
(4.3.8) det(TuM(x))⊗ det(DΨx) ∼= det(DΛ−1
ev(u)
).
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Figure 4.1.
where DΛ−1
ev(u)
is the Cauchy-Riemann operator on the disc with Lagrangian boundary con-
ditions obtained by applying the trivialisation Φ to TQ along ev(u). We now state a de-
scription of det(DΛ−1
ev(u)
) that follows from index theory:
Lemma 4.3.1. The index of DΛ−1
ev(u)
is n+w(x). Moreover, there is a canonical isomor-
phism
(4.3.9) |det(DΛ−1
ev(u)
)| ∼= ηx[−w(x)].
Proof. If x∗(T ∗Q) is orientable, w(x) vanishes and the trivialisation we have chosen
has trivial Maslov index. This implies that the index of DΛ−1
ev(u)
is n, which is the is same
as the degree of ηx as a graded line. For a loop along which T
∗Q is not orientable, the
Maslov index of the loop Λev(u) with respect to the trivialisation from Lemma 1.4.14 is 1,
so the Maslov index of Λ−1ev(u) is −1, and the Fredholm index of DΛ−1ev(u) is n − 1, yielding
the desired index computation since w(x) = −1 in this case.
The isomorphism of determinant lines is obtained by comparing the definition of η in
Equation (3.1.2) with the local system in the right hand side Equation (4.2.35). 
Lemma 4.3.2. The virtual dimension of the moduli space M(x) is equal to n− deg(x).
Moreover, there is a natural isomorphism
(4.3.10) |M(x)| ⊗ ox[w(x)] ∼= ηx
Proof. The isomorphism of lines in Equation (4.3.10) follows immediately from Equa-
tions (4.3.8) and (4.3.9).
To compute the virtual dimension, we use the additivity of the index and Lemma 4.3.1,
and obtain:
(4.3.11) ind(Du) = n+ w(x)− ind(DΨx).
Since deg(x) = ind(DΨx)− w(x), we conclude that
(4.3.12) ind(Du) = n− deg(x),
which gives the desired formula for the expected dimension. 
4.3.2. Structure of the compactified moduli space. The Gromov-Floer compact-
ification M(x) of M(x) is obtained by adding the strata:
(4.3.13)
∐
k
x0,...,xk−1
M(x0)×M(x0, x1)× · · · ×M(xk−1, x).
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The integer k above is called the virtual codimension of the stratum. We begin by assuming
that the Floer data are chosen so that
(4.3.14)
all elements of the moduli spaces M(x0) and M(xi, xi+1) are regular, and have
image contained in D∗Q,
which implies that M(x) is compact.
For all previously considered operations, we only studied moduli spaces of dimension 0
and 1. For constructing the map from symplectic cohomology to the homology of the free
loop space, we shall consider moduli spaces of arbitrary dimension. More precisely, given
r marked points (z1, . . . , zr) on the boundary of the punctured disc, we shall consider the
evaluation map
M(x)→ Qr(4.3.15)
v 7→ (v(z1), . . . , v(zr)).(4.3.16)
In addition, we consider a proper map
(4.3.17) ι : N → Qr
from a manifold with boundary N . Whenever the codimension of N equals n − deg(x),
Sard’s theorem implies that, for an open dense subset of maps ι, the inclusion
(4.3.18) M(x)×Qr N ⊂M(x)×Qr N
is an equality, and the left hand side is a compact 0-dimensional submanifold obtained
as a transverse fibre product. The key point is that a generic perturbation of ι ensures
that its image is disjoint from all boundary strata of M(x). Because ι is a proper map,
we conclude that the inverse image of N is contained in a compact subset of M(x). A
standard application of Sard’s theorem therefore implies that the fibre product is generically
transverse.
We shall also need to study the case where the virtual dimension of the fibre product is
one:
Proposition 4.3.3. Assume that Condition (4.3.14) holds, and that the codimension of
N is n+ 1− deg(x). After a generic perturbation of ι, M(x)×Qr N is a compact manifold
of dimension 1, whose boundary can be naturally decomposed into the following strata:∐
deg(x0)=deg(x)+1
(M(x0)×Qr N)×M(x0, x) and(4.3.19)
M(x)×Qr ∂N.(4.3.20)
Proof. Following the discussion above, we know that both of the putative boundary
strata are defined by transverse fibre products. From Sard’s theorem, we conclude that a
neighbourhood of M(x)×Qr ∂N in M(x)×Qr N is homeomorphic to a half-open interval.
The analogous result for the other boundary stratum follows from an infinite-dimensional
version of Sard’s theorem, which is briefly reviewed in Section 4.5.
Standard transversality theory also implies that a small perturbation of ι ensures transver-
sality with arbitrarily large compact subsets of M(x). Combined with the result near the
boundary strata, we conclude the desired result. 
Remark 4.3.4. The proof of Proposition 4.3.3 and the discussion of gluing in Section
4.5 use in a special way the condition that the virtual codimension of the fibre product is 1.
It would be more appropriate to prove that the moduli spaceM(x) admits the structure of
a smooth manifold with corners so that the evaluation map is smooth. This falls in the class
102 4. FROM SYMPLECTIC COHOMOLOGY TO LOOP HOMOLOGY
of standard results, which are well-known to experts, but whose proofs have not appeared
in print. Since providing such a proof would take us too far afield from the main results
which we would like to discuss, we use Morse theory to bypass this gap in the literature.
4.3.3. Construction of the map on Floer cohomology. We shall define a map
from the Floer cochain complex to the Morse complex of a finite dimensional approximation
for r large enough. The starting point is to consider the map
evr : M(x)→ Qr(4.3.21)
evr(u) 7→
(
ev(u)(0), . . . , ev(u)
(
i
r
)
, . . . , ev(u)
(
r − 1
r
))
.(4.3.22)
Lemma 4.3.5. If r is large enough, the image of evr lies is L
rQ. Moreover, we have a
homotopy commutative diagram:
(4.3.23) M(x) evr //
ev

evr+1
$$
LrQ
ι

LQ Lr+1Q.
geo
oo
Proof. The moduli space M(x) is compact, so there is a uniform bound on the C1
norm of the curves ev(u) for u ∈ M(x). For each constant δ, we may therefore choose
r large enough so that the restriction of u to any interval of length 1r is less than δ. In
particular, the distance between ir and
i+1
r can be assumed bounded by δ
r
i , and hence the
image of evr lies in L
rQ by Equation (3.2.17).
This argument moreover shows that the path along the image of u between these points
is contained within the ball of radius 1 of either endpoint, and hence is homotopic, within
such a ball, to the local geodesic between them. There is a contractible choice of such local
homotopies, which implies that we can choose them smoothly over each stratum of M(x),
and continuously over the whole space. This implies that geo ◦ evr is homotopic to ev. The
same argument produces a homotopy between evr+1 and ι ◦ evr. 
Given a Hamiltonian orbit x, and a critical point y of fr for r large enough to satisfy
the conclusion of Lemma 4.3.5, we define
(4.3.24) B(y, x) ≡M(x)×evr W s(y).
We think of this as a hybrid moduli space, consisting of a disc with puncture converging to
x, followed by a flow line from the boundary of this punctured disc to y.
Remark 4.3.6. The ordering of the two factors on the right hand side of Equation
(4.3.24) is justified as follows: the map we construct from Floer to Morse theory reverses
the grading, which at the level of orientation lines corresponds to taking the inverse. If we
used the same convention in ordering factors as in Chapter 2, we would have to introduce
the appropriate Koszul signs in our constructions to account for this additional operation.
The existence of a natural isomorphism
(4.3.25) |X × Y |−1 ∼= |Y |−1 × |X|−1
for manifolds X and Y allows us to simplify these signs.
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Lemma 4.3.7. For a generic function fr, the moduli space B(y, x) is a manifold of
dimension
(4.3.26) n− deg(x)− ind(y).
Moreover, every element of B(y, x) determines a canonical isomorphism
(4.3.27) oy ⊗ ox[w(x)] ∼= |B(y, x)|−1 ⊗ ηx.
Proof. The dimension ofM(x) is n−deg(x), and the codimension of W s(y) is ind(y),
hence Equation (4.3.26). To check the statement about orientation lines, we start with the
short exact sequence
(4.3.28) TB(y, x)→ TM(x)⊕ TW s(y)→ TLrQ
which yields the isomorphism
|B(y, x)| ⊗ |LrQ| ∼= |M(x)| ⊗ |W s(y)|(4.3.29)
|LrQ| ∼= |B(y, x)|−1 ⊗ |M(x)| ⊗ |W s(y)|.(4.3.30)
Using Equation (3.3.7), we obtain an isomorphism
(4.3.31) oy ∼= |B(y, x)|−1 ⊗ |M(x)|.
Tensoring both sides on the right by ox[w(x)], and using Equation (4.3.10), we obtain
Equation (4.3.27). 
Let us now consider the situation where B(y, x) is 0-dimensional. Using the natural
identification of ox with its inverse (see Lemma 1.7.1), we obtain, from Equation (4.3.27),
an isomorphism
(4.3.32) Vu : ox[w(x)] ∼= oy ⊗ ηy.
Next, having fixed the Hamiltonian H, we choose r large enough so that Lemma 4.3.5
applies to all time-1 periodic orbits of H. We then define a map
Vr : CF ∗(H;Z)→ CM−∗(fr; η)(4.3.33)
Vr|ox[w(x)] = (−1)deg(x)
∑
ind(y)−n=− deg(x)
u∈B(y,x)
Vu.(4.3.34)
The sign in Equation (4.3.34) is chosen so that we can prove that Vr is a chain map.
To see this, consider a moduli space B(y, x) which is 1-dimensional. The natural compacti-
fication of this space is a manifold B(y, x)with boundary∐
deg(x0)=deg(x)+1
B(y, x0)×M(x0, x)(4.3.35)
∐
ind(y)=ind(y1)+1
T(y, y1)×B(y1, x).(4.3.36)
Lemma 4.3.8. Vr is a chain map, i.e.
(4.3.37) ∂ ◦ Vr = Vr ◦ d.
Proof. We start with the isomorphism
(4.3.38) ox0 [w(x0)]
∼= oy ⊗ ηx0
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induced by an element of B(y, x0). Given u ∈ M(x0, x), the map ∂u is induced by the
natural isomorphism
(4.3.39) ox0 [w(x0)]
∼= |∂su| ⊗ ox[w(x)]
coming from gluing. Composing these two isomorphisms, we obtain the map
(4.3.40) |∂su| ⊗ ox[w(x)] ∼= oy ⊗ ηx.
We now note that the vector field ∂su corresponds to an outward pointing vector along the
boundary of B(y, x). We can therefore compare this map with Equation (4.3.27), which is
the natural map on orientation lines induced by the definition of B(y, x) as a fibre product.
The steps in this comparison, keeping account of the Koszul sign on the right most column,
are
oy ⊗ ox[w(x)] ∼= |∂su|−1 ⊗ ηy(4.3.41)
|∂su| ⊗ oy ⊗ ox[w(x)] ∼= ηy 1(4.3.42)
|∂su| ⊗ ox[w(x)] ∼= o−1y ⊗ ηy ind(y)(4.3.43)
|∂su| ⊗ ox[w(x)] ∼= oy ⊗ ηy ind(y)(4.3.44)
Keeping into account the sign in Equation (4.3.34), the natural map induced by ∂B(y, x)
along this stratum agrees with −(−1)nVr ◦ d since
(4.3.45) ind(y) + 1 + deg(x0)− n = 1 mod 2.
Next, we consider the boundary component in (4.3.36): Given γ ∈ T(y, y1), the map ∂γ
is defined using the isomorphism
|R · ∂sγ|−1 ⊗ oy1 ∼= oy(4.3.46)
oy1
∼= |R · ∂sγ| ⊗ ox 1(4.3.47)
oy1
∼= |B(y, x)| ⊗ ox 1.(4.3.48)
The sign in the middle step arises because we defined `−1 to be the left inverse to ` in Equa-
tion (1.7.7), while the last sign comes from the fact that the vector field −∂sγ corresponds to
an inward pointing vector along the boundary of B(y, x). Using the isomorphism obtained
by applying Equation (4.3.27) to B(y1, x), we arrive at the isomorphism for B(y, x).
The remaining sign arises from the Lemma 1.7.1, applied to oy ∼= |R · ∂sγ|−1⊗ oy1 . The
parity of the sign is
(4.3.49) ind(y1).
Since ind(y1) = deg(x) + nmod 2, we conclude that the natural map induced by ∂B(y, x)
along this stratum agrees with (−1)n∂ ◦ Vr.
Since the sum of the maps associated to ∂B(y, x) vanishes, we conclude that
(4.3.50) − Vr ◦ d+ ∂ ◦ Vr = 0,
which implies the desired result. 
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4.3.4. Compatibility with inclusions maps. Assuming that the maps Vr−1 and Vr
are both defined, we claim that the diagram
(4.3.51) HF ∗(H;Z)
Vr−1 //
Vr
((
HM−∗(Lr−1Q; η)

HM−∗(LrQ; η)
commutes. At the chain level, the homotopy is constructed in two steps. First, assuming
that ind(y) = n−deg(x), we consider the 1-dimensional manifold consisting of arbitrary flow
lines of − grad(fr) emanating from M(x), and whose image under ι intersects the stable
manifold of y′:
(4.3.52) Bι(y, x) ≡
∞⋃
t=0
M(x)×ι◦ψrt ◦evr−1 W s(y).
By considering the boundaries t = 0 and t = ∞, we see that, for generic data, this is a
cobordism between
(4.3.53) M(x)×ι◦evr−1 W s(y) and
∐
y
B(y′, x)×Wu(y′)×ιW s(y).
Exercise 4.3.9. If n − deg(x) = ind(y), show that Bι(y, x) admits a natural com-
pactification to a one dimensional manifold B
ι
(y, x) with boundary given by adding the
strata
(4.3.54)
∐
x0
Bι(y, x0)×M(x0, x) and
∐
y1
T(y, y1)×Bι(y1, x)
to those in Equation (4.3.53).
Note that the map induced by the boundary stratum on the right of Equation (4.3.53)
agrees with the composition of ι◦Vr. On the other hand, Lemma 4.3.5 implies that ι◦evr−1
is homotopic to evr, so the map defined by the right hand side of Equation (4.3.53) is
homotopic to Vr−1. Exercise 4.3.9 therefore implies that these two maps are homotopic. At
the level of cohomology, we conclude:
Lemma 4.3.10. If r is sufficiently large, the composition
(4.3.55) HF ∗(H;Z)→ HM−∗(LrQ; η)→ H−∗(LQ; η)
is independent of r. 
So far, we have been abusing notation, as we are denoting by Vr a map which, a priori
depends on the choice of a family of Hamiltonians and almost complex structures in Equation
(4.3.4).
Exercise 4.3.11. Show that the composition in Equation (4.3.55) is independent of the
choice of Floer data (Hint: use the same argument as in the proof of Lemma 1.6.13.)
4.3.5. Compatibility with continuation maps. In order to define a map from sym-
plectic cohomology to loop homology, we need to prove the commutativity of the diagram
(4.3.56) HF ∗(H;Z) c //
Vr

HF ∗(K;Z)
Vrvv
HM−∗(LrQ; η)
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whenever r is sufficiently large.
We briefly outline the construction: one can build a family of Cauchy-Riemann equations
on the punctured disc Z+ interpolating between Equation (4.3.4) and the result of gluing this
Equation with the continuation map from H to K on a cylinder (see Equation (1.6.10)).
We choose all almost complex structures to be convex near the unit sphere bundle, and
the Hamiltonians so that, for any fixed equation, the slope does not increase along the s
coordinate of the punctured disc.
Exercise 4.3.12. Give a precise definition of the family of equations sketched above,
using the construction of Section 2.2.3 as a model.
We write K(x) for the space of such solutions of this family of equations, with boundary
on the zero section, and asymptotic condition given by a Hamiltonian orbit x, and K(x) for
its Gromov-Floer compactification.
By construction, one boundary stratum of K(x) is the space of planes M(x). At the
other end of the moduli space, we obtain a curve that has two components, one a plane and
the other a cylinder carrying the continuation equation. We conclude:
Lemma 4.3.13. For regular choices of data, the moduli space K(x) is a smooth manifold
of dimension n− deg(x) + 1. The codimension 1 strata of its compactification are:
M(x)(4.3.57) ∐
x−∈O(K)
M(x−)×K(x−, x)(4.3.58)
∐
x0∈O(H)
K(x0)×M(x0, x).(4.3.59)

As in Section 2.2.3, an orientation for the moduli space K(x) is induced by an orientation
of the parametrising interval, which we fix once and for all, as well as a generator of ox and
η. If we choose r large enough, and the data to be generic, the fibre product
(4.3.60) K(x)×evr W s(y)
defines a 1-dimensional cobordism between
(4.3.61)
∐
x′∈O(K)
deg(x−)=deg(x)
B(y, x0)×K(x−, x) and B(y, x)
whenever ind(y) = n − deg(x′). Elements of the left hand side define the composition
Vr ◦ c on CF ∗(H;Z) while the right hand side defines Vr. We conclude that these maps are
homotopic, and hence the maps induced on homology agree.
In particular, we have a map
(4.3.62) lim
c
HF ∗(H;Z)→ lim
r
HM−∗(LrQ; η),
and conclude:
Proposition 4.3.14. The maps Vr induce a map
(4.3.63) V : SH∗(T ∗Q;Z)→ H−∗(LQ; η)
which is independent of all choices. 
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4.4. Compatibility with operations
We now prove that the map V in Equation (4.3.63) is a map of BV algebras. Having
proved that V commutes with continuation maps, and recalling that the BV structure on
SH∗(T ∗Q;Z) was constructed starting with operations
e : Z→ HF ∗(H;Z)(4.4.1)
∆: HF ∗(H;Z)→ HF ∗−1(H;Z)(4.4.2)
? : HF ∗(H1;Z)⊗HF ∗(H2;Z)→ HF ∗(H0;Z),(4.4.3)
we shall work in the remainder of this section at the level of Floer cohomology groups of
linear Hamiltonians. Similarly, having constructed V as a direct limit of the maps Vr, we
shall fix, at each stage, a sufficiently large integer r, and show that Vr commutes with the
operations defined in Floer and Morse theory.
Remark 4.4.1. We systematically leave the verification of signs, which follow the pat-
tern of Lemma 4.3.8, to the reader. As should be clear at this stage, the fundamental point
in all such arguments is the existence of orientations of the moduli spaces that are coherent
at the boundary strata.
4.4.1. Compatibility with the unit. Recall that we have defined the unit in Floer
cohomology by counting elements of the moduli spaces P(x), whenever x is a time-1 orbit of
a Hamiltonian H satisfying deg(x) = 0; these are rigid pseudo-holomorphic planes in T ∗Q
with asymptotic conditions given by such orbits.
With this in mind, we note that the moduli space
(4.4.4)
∐
x
M(x)× P(x)
consists of broken pseudo-holomorphic discs with boundary condition along the zero section.
We may glue elements of these two moduli spaces to obtain an equation on a disc D2,
which we can deform to have trivial inhomogeneous term, i.e. to be given by
(4.4.5) J
∂u
∂s
=
∂u
∂t
,
with respect to some almost complex structure J on T ∗Q. We obtain a family of equations
on the disc parametrised by an interval, and define R(Q) to be the moduli space of solutions
with boundary on the zero section.
Lemma 4.4.2. For generic choices of Cauchy-Riemann equations, R(Q) is a smooth
manifold of dimension n+ 1, with boundary strata
(4.4.6) Q and
∐
x
M(x)× P(x).
Sketch of proof. Since the inclusion Q → T ∗Q is a homotopy equivalence, the rel-
ative homotopy group pi2(T
∗Q,Q) vanishes; in particular, every disc is homotopic to a
constant disc. In particular, for each u ∈ R(Q), there is a trivialisation
(4.4.7) u∗(TT ∗Q) ∼= Cn
which identifies (u|∂D)∗ (TQ) with the constant Lagrangian Rn ⊂ Cn. This implies that the
Fredholm index of the linearisation of the Cauchy-Riemann operator at an element of R(Q)
is n. The dimension of the moduli space is n+ 1 because we are considering a 1-parametric
family of equations.
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The space of solutions to Equation (4.4.5) is naturally diffeomorphic to Q; indeed,
all solutions to this equation are constant and the boundary condition implies that they
correspond to points of Q. One endpoint of the parametrising family therefore corresponds
to the boundary component on the left in Equation (4.4.6). The other boundary stratum
corresponds to the other end. 
We have an evaluation map
(4.4.8) ev : R(Q)→ LQ,
which determines an orientation of R(Q) relative η as follows: for each map u ∈ R(Q), we
have an isomorphism
(4.4.9) |det(Du)| ∼= ev∗(η),
as in Equation (4.3.9).
In particular, given any critical point y of fr of index n + 1, an element (u, γ) of the
fibre product
(4.4.10) R(Q)×evr W s(y)
induces a canonical map
(4.4.11) He(u,γ) : Z→ oy ⊗ ηy.
We define a map
He : Z→ CM−1(fr; η)(4.4.12)
He(1) =
∑
ind(y)=n−1
(u,γ)∈R(Q)×evrW s(y)
He(u,γ)(1).(4.4.13)
Remark 4.4.3. Note the CM−1(fr, η) does not necessarily vanish since the homological
grading on Morse homology incorporates both the Morse index (which is n− 1 in this case)
and the degree of the graded local system η.
The boundary decomposition of R(Q) in Equation (4.4.6) implies that He defines a
homotopy in the following square:
(4.4.14) Z //

CF ∗(H;Z)

CM∗(f1; η)
ιr // CM∗(fr; η).
We conclude
Lemma 4.4.4. The map V preserves units:
(4.4.15) V ◦ e = e.

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4.4.2. Compatibility with the BV operator. Given a Hamiltonian orbit x and a
critical point y, the summands of the compositions Vr+1 ◦∆|ox and ∆◦Vr|ox corresponding
to y are respectively controlled by the products∐
deg(x′)=deg(x)+1
B(y, x′)×M∆(x′, x)(4.4.16)
∐
ind(y)=ind(y′)−1
T∆(y, y
′)×B(y′, x).(4.4.17)
To prove that these maps agree, we show that both of these spaces are cobordant to
(4.4.18)
(
S1 ×M(x))×a◦evr W s(y),
which implies that the maps induced on homology are equal. The map from the first factor
above to Lr+1Q is obtained by composing the evaluation map on M(x) with the family of
maps from LrQ into Lr+1Q parametrised by the circle, as defined in Equation (3.4.12).
We start with Equation (4.4.16). The key point is that the moduli space M∆(x′, x)
is parametrised over S1. By gluing this family to the equation on the punctured disc
definingM(x′), we obtain an S1-parametrised family of equations on the punctured disc. To
define this gluing, recall that the equations defining ∆ have asymptotic conditions given by
Equation (2.2.1). In order to glue an element u ofM(x′) to an element (θ, v) ofM∆(x′, x),
we must therefore pre-compose v by rotation by θ. We then choose a homotopy between this
S1-parametrised family of glued equations on the punctured disc and the constant family, in
such a way that the restriction of each equation to a neighbourhood of the interior puncture
is given by:
(4.4.19) (du− dt⊗XHt)0,1 = 0.
We then define a moduli space M∆(x) to be the space of solutions to this family of
Cauchy-Riemann equations (parametrised by [0, 1]× S1), which have boundary on the zero
section Q, have asymptotic condition x at infinity, and denote by M∆(x) its Gromov-
Floer compactification. In addition to the strata corresponding to the endpoints of the
interval which parametrises the family of equations defining M∆, the boundary of this
space consists of concatenations of Floer trajectories and elements of M∆(x′) for orbits x′
of degree higher than that of x. We summarise the structure of these moduli spaces in the
following statement:
Lemma 4.4.5. M∆(x) is a compact space which is stratified by smooth manifolds; the
codimension 1 strata are ∐
deg(x′)=deg(x)−1
M(x′)×M∆(x′, x)(4.4.20)
S1 ×M(x)(4.4.21) ∐
deg(x′)=deg(x)+1
M∆(x′)×M(x′, x).(4.4.22)

Assuming r is large enough, we may restrict each element of M∆(x) to the boundary
of the source, and obtain a map
(4.4.23) evr : M∆(x)→ LrQ.
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Lemma 4.4.6. If r is large enough, the restriction of evr+1 to M(x′) ×M∆(x′, x) is
homotopic to the composition
(4.4.24) M(x′)×M∆(x′, x)
evr ×piS1// LrQ× S1 // S1 × LrQ a // Lr+1Q,
where the middle map is transposition.
Proof. It suffices to prove the analogue for the evaluation into the free loop space. We
use the fact that the gluing map at this boundary stratum is defined by rotating the element
of M(x) by the angular parameter associated to the element of M∆(x′, x). In particular,
the evaluation map on M∆(x) differs from the evaluation map on this boundary stratum
by such a rotation. 
With this in mind, we consider the composition
(4.4.25) M∆(x)
evr ×piS1// LrQ× S1 a−1 // LrQ
where a−1 is the composition of a with the map taking θ to −θ. We denote this map ev∆.
Corollary 4.4.7. The fibre product
(4.4.26) M∆(x)×ev∆ W s(y′)
is a cobordism between Equations (4.4.16) and (4.4.18). 
We leave the second cobordism as an exercise to the reader:
Exercise 4.4.8. Consider the map
ψr ◦ evr : [0,+∞)×M(x)→ LrQ(4.4.27)
(s, u) 7→ ψrs(evr(u)).(4.4.28)
Show that the fibre product
(4.4.29)
(
S1 × [0,+∞)×M(x))×a◦ψr◦evr W s(y′)
defines a cobordism between Equations (4.4.17) and (4.4.18).
4.4.3. Compatibility with the product. Let us now consider a pair (x1, x2) of
Hamiltonian orbits, and a critical point y of fr1+r2 . The summands of the compositions
Vr1+r2 ◦? and ?◦(Vr1 ⊗ Vr2) corresponding to the triple (y, x1, x2) are respectively controlled
by the products ∐
deg(x)=deg(x1)+deg(x2)
P(x, x1, x2)×B(y, x)(4.4.30)
∐
ind(yi)=n−deg(xi)
B(y1, x1)×B(y2, x2)× T(y, y1, y2).(4.4.31)
To prove that these maps agree, we start by making two independent choices for the Cauchy-
Riemann equation on the punctured disc in Equation (4.3.4), yielding moduli spaces M(x)
and M′(x) with the property that we have a transverse fibre product over Q
(4.4.32) M′(x2)×ev0 M(x1)
for every pair of orbits. We map this fibre product to Lr1Q by composing evr1 × evr2 with
the inclusion map in Equation (3.4.34) which corresponds to concatenation. Writing evr1+r2
for the composite, we assume further that the product
(4.4.33) (M′(x1)×ev0 M(x2))×evr1+r2 W s(y)
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Figure 4.2.
is transverse; this can be achieved by choosing the Morse function on Lr1Q generically.
The construct a cobordism between Equations (4.4.30) and (4.4.33), it suffices to prove
that
(4.4.34)
∐
deg(x)=deg(x1)+deg(x2)
P(x, x1, x2)×M(x) and M′(x1)×ev0 M(x2)
are cobordant. This is a standard argument in Floer theory: Consider the moduli space
of Riemann surfaces of genus 0, with one boundary component which is a circle carrying
a marked point ξ0, and two interior punctures which we label (ξ1, ξ2) and such that the
unique diffeomorphism to the unit disc, taking ξ1 to the origin and ξ0 to 1, maps ξ2 to a
point on the positive real axis.
This moduli space is diffeomorphic to open interval, and naturally compactifies by
adding two strata as shown in Figure 4.2; in the limit where the image of ξ2 converges to
the origin, we obtain a pair of pants and a punctured disc (i.e. the source of those maps
considered on the left in Equation (4.4.34)), while in the limit where ξ2 converges to the
boundary, we obtain two discs with interior punctures attached to a disc with 3 boundary
marked points. In order to compare this to the right of Equation (4.4.34), note that this
space can be written as
(4.4.35) M′(x1)×ev0 Q×ev0 M(x2).
If we equip the disc with 3 boundary marked points with a Cauchy-Riemann equation
with trivial inhomogeneous term, the moduli space of solutions with boundary on the 0
section consists only of constant maps, and is hence naturally diffeomorphic to Q. In the
literature, this is called a ghost bubble. We now see that the factors of this triple fibre
product correspond exacly to the three components of the curve on the right of Figure 4.2.
To construct a cobordism from this family of Riemann surfaces, we choose a family
of Cauchy-Riemann equations which interpolate between the choices at the two endpoints.
Requiring convexity of the almost complex structures near S∗Q, and for the slopes of the
Hamiltonians to satisfy the appropriate monotonicty property, we obtain, for generic data,
the desired cobordism between the two sides in Equation (4.4.34).
The next step is to construct a cobordism between Equations (4.4.31) and (4.4.33). To
this end, we choose a homotopy between the equation defining M′(x) and that defining
M(x); we assume that the homotopy is parametrised by s ∈ [0,∞), so that s = 0 cor-
responds to the equation for M′(x), and the equation for any sufficiently large value of s
agrees with that for M(x). We then write
(4.4.36) Ms(x)
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for the space of solutions for a fixed s.
Consider the parametrised moduli space
(4.4.37)
⋃
s
ψr1s Ms(x1)×ev0 ψr2s M(x2).
Remark 4.4.9. Note that both factors in Equation (4.4.37) are obtained by applying
the gradient flow for the same time s.
When s = 0, we obtain the fibre product M′(x1) ×ev0 M(x2). For s sufficiently large,
this space consists of pairs (γ1, γ2) of Morse trajectories, respectively emanating fromM(x1)
and M(x2), such that
(4.4.38) ev0(γ1(s)) = ev0(γ2(s)).
In the limit s → +∞, we obtain broken trajectories; in codimension 1, we can generically
assume that such a trajectory consists of a negative gradient flow line from M(xi) to a
critical point yi, followed by a negative gradient trajectory emanating from yi, i.e. an
element of Wu(yi). Equation (4.4.38) corresponds to requiring that the points in W
u(y1)
and Wu(y2) have the same image in Q under ev0.
In summary, we find that Equation (4.4.37) defines a cobordism between the manifolds:
M′(x1)×ev0 M(x2)(4.4.39) ∐
ind(yi)=n−deg(xi)
(B(y1, x1)×B(y2, x2))×Wu(y1)×ev0 Wu(y2).(4.4.40)
If we take the fibre product of the first boundary stratum above with W s(y) over the
evaluation map to Lr1+r2Q we obtain Equation (4.4.33). On the other hand, using Equation
(3.4.37), we see that the fibre product of the second boundary stratum with W s(y) gives
Equation (4.4.31). We conclude
Lemma 4.4.10. Given Hamiltonians H1 and H2, the following diagram commutes up
to homotopy whenever r1 and r2 are sufficiently large:
(4.4.41) CF i(H1;Z)⊗ CF j(H2;Z) //

CF i+j(H0;Z)

CM−i(fr1 ; η)⊗ CM−j(fr2 ; η) // CM−i−j(fr1+r2 ; η).
4.5. Manifold structure on moduli spaces
We give a brief outline of the proof of the gluing result used in Proposition 4.3.3; there
are no new ideas beyond those that go in proving the fact that the square of the differential
on Floer cohomology vanishes, which is proved for example in [3].
Fix a pair of orbits x and x0, such that deg(x0) = deg(x) + 1. Assuming thatM(x0, x)
is regular, this implies that this manifold is 0-dimensional; we choose
(4.5.1) u ∈M(x0, x).
Next, we fix an integer r and points (ξ1, . . . , ξr) on the boundary of the punctured disc.
By evaluation, we obtain a map evr from M(x) to Qr. We also fix a map from a manifold
N to Qr which is transverse to M(x0), and such that the codimension of N agrees with
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the dimension of x0. Since the construction we give below is local, we assume that N is
embedded in Qr. We write
(4.5.2) MN (x) and MN (x0)
for the fibre products of the moduli spaces of punctured discs with N ; i.e. for the subset of
punctured discs whose image under evr lies in N .
The above assumptions imply thatMN (x0) is 0-dimensional, we therefore fix an element
(4.5.3) v ∈MN (x0).
We shall construct an open embedding
(4.5.4) (S,∞]→MN (x)
onto a neighbourhood of (u, v) ∈MN (x0)×M(x0, x), whenever S is sufficiently large
4.5.1. Construction of the gluing map. We now give a brief outline of the con-
struction of the map in Equation (4.5.4):
(1) Denote by W 1,pN (Z
+, v∗(TT ∗Q)) the set vector fields of Sobolev class (1, p) on T ∗Q,
along the image of v, whose restriction to points (ξ1, . . . , ξr) lies in the subspace
(4.5.5) TN ⊂
⊕
r
Tv(ξi)Q.
This is the tangent space to the space of maps of Sobolev class (1, p) from Z+
to T ∗Q, taking the points (ξ1, . . . , ξr) to N and which can be expressed, near the
ends, as the exponential of a W 1,p section of x∗(TT ∗Q) or x∗0(TT
∗Q).
(2) The transversality assumption implies that the restriction of the linearised operator
(4.5.6) W 1,p(Z+, v∗(TT ∗Q))→ Lp(Z+, v∗(TT ∗Q))
to W 1,pN (Z
+, v∗(TT ∗Q)) is an isomorphism.
(3) Choose a hypersurface of T ∗Q, denoted D which is transverse to u(R × {0}); we
require transversality at infinity as well, i.e. that x(0) /∈ D. Fix a parametrisation
of u, so that u(0, 0) ∈ D and u((0,∞) × {0}) ∩ D = ∅. The restriction of the
linearised Cauchy-Riemann operator on u to those vector fields which are tangent
to D at 0 is an isomorphism
(4.5.7) W 1,pD (Z, u
∗(TT ∗Q))→ Lp(Z, u∗(TT ∗Q)).
(4) Given a positive real number S, which is sufficiently large, define a preglued map
v#Su : Z
+ → TT ∗Q(4.5.8)
v#Su(s, t) =

v(s, t) if s ∈ [0, S/4]
χ(v(s, t), u(s− S, t)) if s ∈ [S/4, 3S/4]
u(s− S, t) if s ∈ [3S/4,∞)
(4.5.9)
where χ is constructed using appropriate cutoff functions in exponential coordi-
nates in a neighbourhood of x0. The key point here is that both u and v converge
at the appropriate end to the same orbit.
(5) Define W 1,pN,D(Z
+, (v#Su)
∗(TT ∗Q)) to be the Sobolev space of vector fields in T ∗Q
of class (1, p) along the pre-glued map, which are tangent to D at (S, 0), and whose
restriction to (ξ1, . . . , ξr) is tangent to N . Note that this is again a tangent space
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to a space of maps from the cylinder to T ∗Q; we fix an exponentiation map which
preserves the property that
(4.5.10) (u(S, 0), u(ξ1), . . . , u(ξr)) ∈ D ×N ⊂ T ∗Qr+1.
(6) By a pregluing construction at the level of tangent vectors, show that the restriction
of the linearised Floer equation
(4.5.11) W 1,pN,D(Z
+, (v#Su)
∗(TT ∗Q))→ Lp(Z+, v#Su)∗(TT ∗Q))
is invertible.
(7) By the implicit function theorem there is a unique solution to the Floer equation
in a neighbourhood v#Su, which is obtained by exponentiating an element of
W 1,pN,D(Z
+, (v#Su)
∗(TT ∗Q)), and which is a solution to the Floer equation on the
punctured disc. The standard version of the implicit function theorem used here
is Floer’s Picard Lemma ([34, Proposition 24] and [14]).
The above step completes the construction of the gluing map, which assigns to u, S, and v,
the unique solution to Floer’s equation near v#Su which is the image under exponentiation
of a vector field along v#Su with the appropriate tangency condition to D and N . It remains
to show that this map is a homeomorphism onto a neighbourhood of (v, u) inMN (x). This
requires showing both surjectivity, and injectivity.
Remark 4.5.1. The main difficulty in the proof that the gluing map is an embedding is
due to the fact that our construction of the right inverse on Sobolev spaces is not smooth in
the gluing parameter S. Our choice ensures that we treat each S separately. However, one
can show, using either careful analysis (i.e. Sobolev spaces with higher exponents) or more
careful choices of right inverses, that the gluing map on moduli spaces is indeed smooth in
this parameter as well.
4.5.2. Bijectivity of the gluing parameter. We now explain how to recover the
parameter S for a point that is sufficiently close to the boundary:
(1) If a curve w lies in a sufficiently small neighbourhoodW of (v, u), we can decompose
the source into two thick parts which are disjoint annuli in Z+, separated by thin
parts. The key point is that (i) most of the energy is concentrated on the thick
parts, and (ii) the restriction of w to each thick part is respectively close to the
restrictions of u and v to large open sets of their domains. Let S(w) denote the
largest real number so that w(S(w), 0) ∈ D.
(2) To prove injectivity, it suffices to show that the images of the gluing maps for
different gluing parameters are disjoint. If w is in the image of the gluing map at
u#Sv, then
(4.5.12) S(w) = S,
which implies that we can recover the gluing parameter for the glued curve, and
hence that the map is injective.
(3) If w is sufficiently close to (v, u), then one shows that it is close to v#S(w)u, and
hence can be obtained by exponentiating a tangent vector in
(4.5.13) W 1,p(Z+, (v#Su)
∗(TT ∗Q)).
Moreover, since v#S(w)u and w(S(w), 0) intersect D at the same point, and both
maps send (ξ1, . . . , ξr) to N , w is in fact in the image of the restriction of the
exponential map to W 1,pN,D(Z
+, (v#Su)
∗(TT ∗Q)). Our previous application of the
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implicit function theorem implies that it is in the image of the gluing map. This
proves surjectivity.
4.6. Guide to the Literature
Viterbo’s 1994 ICM address [79] starts with a friendly discussion of the definition of
symplectic cohomology for cotangent bundles via generating functions, and proceeds to give
a heuristic explanation for why symplectic cohomology agrees with the generating function
invariant, which itself agrees with the homology of the free loop space. The proofs of these
results appear in the later preprint [82], with applications provided in [81]. The map that
we construct is modelled after Viterbo’s in the sense that we use the homology of finite-
dimensional approximations as an intermediate step. The key difference is that, in [82],
the essential point is to choose Morse functions on finite dimensional approximations whose
critical points and gradient trajectories are in bijective correspondence to those associated
to a Floer complex computing Hamiltonian Floer cohomology. This is a much more rigid
framework than the one we are using.
A slight variant of V was in fact introduced in [10]. As noted there, this map can be
considered as an implementation in the setting of symplectic cohomology of a construction
introduced by Cieliebak and Latschev [24] to relate the contact homology of the unit sphere
bundle S∗Q to the homology of the quotient of LQ by the circle action, relative the constant
loops. This map was also discussed by Abbondandolo and Schwarz in [4].
There are two alternative approaches to relate Floer cohomology to loop homology:
(1) In [71], Salamon and Weber showed that the heat flow on the loop space arises
as a degeneration of the Floer equation. By carefully controlling the limit, they
produce a Morse complex on the L2 loop space whose critical points and gradient
trajectories are also in bijective correspondence with the corresponding Floer data.
(2) In [3], Abbondandolo and Schwarz relate the Morse homology of the energy func-
tional on a W 1,2 model of the loop space with Floer homology. They define a
chain map from the Morse complex to the Floer complex using a fibre product of
moduli spaces constructed using Morse and Floer theory; this is analogous to the
construction in Section 4.3.3, with the main difference being that the fibre product
is taken over a Hilbert manifold.
For more discussion about the relation between different approaches, Weber’s survey [85] is
a useful guide.
The comparison of the circle actions on Floer and loop homology was done by Viterbo
in [82], and the comparison of the products by Abbondandolo and Schwarz in [5].
4.6.1. Signs and orientations. In [50], Thomas Kragh constructed a spectrum which
refines a homological invariant defined from generating functions. He observed that a natural
map associated by Viterbo to an (exact) embedding
(4.6.1) D∗L→ T ∗Q
can only be defined in his setting if one works with a twisted version of the spectrum. This
indicated that symplectic cohomology is not isomorphic to the homology of the free loop
space whenever the base is not Spin, as verified by Seidel for CP2 in an unpublished note.
The corrected statement of Viterbo’s theorem for cotangent bundles of orientable manifolds
was given in [10], together with an explanation for how to prove the result by correcting
the constructions in the literature. An independent verification has since appeared in [6].
The case of non-orientable manifolds has not been considered in the literature.

CHAPTER 5
Viterbo’s theorem: Surjectivity
5.1. Introduction
In this chapter, we construct a map
(5.1.1) F : H∗(LQ; η)→ SH−∗(T ∗Q;Z)
and prove the following result at the beginning Section 5.5:
Theorem 5.1.1. The composition
(5.1.2) H∗(LQ; η)
F // SH−∗(T ∗Q;Z) V // H∗(LQ; η)
is an isomorphism.
As an immediate consequence, we conclude:
Corollary 5.1.2. V is surjective and F is injective. 
The construction of F is inspired by ideas of Fukaya on the study of Lagrangian Floer
cohomology for families of Lagrangians [38]; the specific family we shall study is the family
of cotangent fibres in T ∗Q. At the same time, it may be considered as a finite dimensional
variant of the map studied by Abbondandolo and Schwarz in [3].
The usual constructions of an isomorphism between loop homology and symplectic co-
homology rely on making a special choice of Floer data which ensures that there is a direct
relationship between pseudo-holomorphic curves in T ∗Q and Morse trajectories either in LQ
or its finite approximations (see Section 4.6 for a discussion). We shall use instead a cobor-
dism argument involving the moduli space of annuli, which recently has been successfully
used to study problems in Lagrangian Floer theory [8,15,41].
Remark 5.1.3. Since we shall ultimately show that V and F are both isomorphisms
(and the results of the next Chapter can be used to construct a third isomorphism G), some
comments about our choice to give V primary status may be in order. The relation between
(Hamiltonian) Floer theory on a symplectic manifold and the (Lagrangian) Floer theory of
a submanifold is mediated by moduli spaces of holomorphic discs with an interior puncture.
This idea has appeared in various incarnations so many times in the literature that we shall
necessarily sin by omission in listing potential references: [8,12,39,75]. There are not, as of
yet, generalisations of the map F beyond cotangent bundles, so it is in a sense less natural.
At a more technical level, one may also argue that it is easier to show the compatibility of
V with various operations than that of F .
5.2. Chords, Maslov index, and action
5.2.1. Hamiltonian chords and actions. Hamiltonian chords are the analogues of
orbits for the study of Lagrangian Floer theory. Our use of this theory is quite minimal, but
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lurking in the background are Lagrangian Floer cohomology groups; in fact, parametrised
Lagrangian Floer cohomology groups.
Consider a pair L0 and L1 of Lagrangians in T
∗Q, and let H be a time-dependent
Hamiltonian, parametrised by t ∈ [0, 1].
Definition 5.2.1. A time-1 Hamiltonian chord of XH , starting on L0 and ending on
L1 is a time-1 flow line of XH
x : [0, 1]→ T ∗Q(5.2.1)
dx
dt
= XHt(5.2.2)
whose endpoints lie on Li:
(5.2.3) x(i) ∈ Li for i ∈ {0, 1}.
We write XH(L0, L1) for the set of time-1 Hamiltonian chords with these endpoints.
The following exercise gives a convenient way of thinking of chords:
Exercise 5.2.2. Let φ denote the time-1 Hamiltonian flow of H. Show that there is a
bijective correspondence between elements of XH(L0, L1) and intersection points
(5.2.4) φ(L0) ∩ L1.
Definition 5.2.3. A chord x ∈ XH(L0, L1) is non-degenerate if the corresponding
intersection point between φ(L0) and L1 is transverse.
In all cases we shall study, the Lagrangians will be either cotangent fibres, or the 0-
section; these are examples of exact Lagrangian submanifolds, on which the primitive λ is
exact:
Exercise 5.2.4. Show that the restriction of λ to Q and to T ∗qQ vanishes identically.
Definition 5.2.5. If λ|Li ≡ 0, the action of a chord x ∈ XH(L0, L1) is the integral
(5.2.5) A(x) ≡
∫
H ◦ xdt− x∗λ.
Remark 5.2.6. On the space of paths x : [0, 1] → T ∗Q with endpoints on L0 and L1,
Equation (5.2.5) is Floer’s action functional; the elements of XH(L0, L1) are the critical
points of this functional, and can be used to define Lagrangian Floer cohomology. It is more
common to set up the theory either by dropping the exactness assumption as in [39], in
which case the action functional is only well-defined on a cover of the space of paths, or
in an intermediate level of generality as in [77], by requiring only that the class of λ|Li in
H1(L;R) vanish; in this case, there are additional terms in Equation (5.2.5) coming from
choices of primitives for λ|Li.
We shall particularly be interested in the Hamiltonian flow of functions of the form h◦ρ,
where ρ is the distance to the zero section (see Equation (1.2.11)). The most important case
is the Hamiltonian flow of ρ
2
2 , which is:
(5.2.6) ρXρ.
The relation to the geodesic flow is discussed in Section 1.2.2. In particular, the following
result follows immediately from Exercise 1.2.8:
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Lemma 5.2.7. Projection to Q defines a bijection between (i) time-1 chords of bXρ,
starting on T ∗q0Q and end ending on T
∗
q1Q, which are contained in a non-zero level set of ρ
and (ii) based geodesics of length b starting at q0 and ending at q1. 
The following result will be used essentially to prove compactness for moduli spaces of
holomorphic curves:
Exercise 5.2.8. If h is a function on T ∗Q depending only the distance to the zero
section, show that the action of a chord x ∈ Xh(T ∗q0Q,T ∗q1Q) which is contained in a level
set h(ρ0) is given by
(5.2.7) A(x) = h(ρ0)− ρ0 dh
dρ
(ρ0).
Hint: First, compute that λ(Xρ) = ρ, then use the chain rule.
Equation (5.2.7) has the following useful interpretation: the action of a chord whose
distance from the zero section is ρ0 can be computed as the intersection point of the line
tangent to the graph of h at (ρ0, h(ρ0)) with the vertical axis. Since
ρ2
2 is not linear at
Figure 5.1.
infinity, we shall consider Hamiltonians which agree with it near the 0 section, and with
an affine function of ρ away from D∗Q. To formally define this, we choose a function h on
[0,+∞), graphed in Figure 5.1, and which satisfies:
h(ρ) =
{
ρ2
2 if ρ ∈ [0, 1]
2ρ− 2 if 2 ≤ ρ.(5.2.8)
d2h
dρ2
|(0, 2) > 0.(5.2.9)
Exercise 5.2.9. Show the existence of a function satisfying the above conditions.
Given a positive real number b ∈ [1, 2], we can relate, as in Lemma 1.2.9, elements of
Xbh(T
∗
q0Q,T
∗
q1Q) to geodesics from q0 to q1. To state a precise correspondence, note that
the Hamiltonian flow of bh preserves the level sets of ρ, and that its restriction to a given
level set agrees with the flow of
(5.2.10) b
dh
dρ
Xρ.
This flow agrees, up to rescaling, with the flow of ρ
2
2 ; in particular, time-1 flow lines of bh,
which are contained in this level set project to geodesics of length bdhdρ . Since the derivative of
h increases monotonically from 0 to 2 in the interval [0, 2], we can relate chords to geodesics:
120 5. VITERBO’S THEOREM: SURJECTIVITY
Lemma 5.2.10. There is a bijective correspondence between elements of Xbh(T
∗
q0Q,T
∗
q1Q)
contained in D∗2Q and geodesics between q0 and q1 of length bounded by 2b. 
Recalling our normalisation of the metric on Q to have injectivity radius larger than 4,
we conclude:
Corollary 5.2.11. Given a constant b < 2, there is a unique element of Xbh(T
∗
q0Q,T
∗
q1Q)
whenever d(q0, q1) < 2b.
Proof. Since d(q0, q1) < 2b < 4 there is a unique geodesic between q0 and q1 whose
length is smaller than 2b. By Lemma 5.2.10, this geodesic is the projection of a Hamiltonian
chord with endpoints on the cotangent fibres at q0 and q1. 
Exercise 5.2.12. Under the assumptions of Corollary 5.2.11, show that the unique
element of Xbh(T
∗
q0Q,T
∗
q1Q) is non-degenerate.
5.2.2. Strips, half-planes, and triangles. In Floer theory, non-degenerate Hamil-
tonian chords are used as asymptotic conditions on boundary punctures of Riemann surfaces
with boundary. We start by considering the analogue of the cylinder, which is the strip:
(5.2.11) B ≡ R× [0, 1],
equipped with coordinates (s, t), and complex structure j∂s = ∂t. We define the positive
and negative half-strips to be the subsurfaces:
(5.2.12) B+ ≡ [0,∞)× [0, 1] and B− ≡ (−∞, 0]× [0, 1].
Recall that the orientation line of an orbit was defined as the determinant line of an
operator on the plane. The analogue for chords will be an operator on the upper half plane:
(5.2.13) C+ ≡ {x+ iy | y ≥ 0} ⊂ C.
By default, we shall equip C+ with the negative strip-like end
− : B− → C+(5.2.14)
(s, t) 7→ e−s−ipi(1+t),(5.2.15)
but we shall also sometimes consider the positive end
+ : B+ → C+(5.2.16)
(s, t) 7→ es+itpi.(5.2.17)
In either case, we equip the upper half-plane with a strip-like metric, i.e. so that the
restriction to the region 0 |s| agrees with the product metric on the half-strip.
The surface C+ is biholomorphic to a disc with one boundary puncture, while B corre-
sponds to a disc with two punctures.
We shall also consider discs with multiple boundary punctures, most importantly the
case of three punctures. It is convenient to use different models for such a surface depending
on the context. The following series of exercises shows that all such models are in fact
biholomorphic:
Exercise 5.2.13. Using the Riemann mapping theorem, show that any Riemann surface
obtained by removing finitely many points from the boundary of a compact, genus 0 Riemann
surface with one boundary component is biholomorphic to the complement of finitely many
points on the boundary of the disc D2 ⊂ C.
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Exercise 5.2.14. Identifying D2 with the union of the upper half-plane with one point
at infinity, show that PSL(2,R) acts by biholomorphisms.
Exercise 5.2.15. Show that the action of PSL(2,R) is triply-transitive on boundary
points (i.e. that any two triples of distinct points can be mapped to each other by this
action). Conclude that any two surfaces which are obtained by removing 3 points from
the boundary of compact, genus 0 Riemann surfaces with one boundary component are
biholomorphic.
One of the models we shall consider is the punctured Riemann surface
(5.2.18) T ≡ B \ {(0, 0)},
equipped with the natural positive and negative strip-like ends ±∞ which are given by the
inclusions B± ⊂ B. We also choose a positive strip-like end (0,0) for T at the puncture
(0, 0) whose image is contained in [−1, 1]× [0, 1]; with this in mind, we may represent T as
either of the two Riemann surfaces in Figure 5.2.
Figure 5.2.
5.2.3. The Maslov index for paths. The general construction of Z-graded determi-
nant lines associated to Hamiltonian chords is analogous to that for Hamiltonian orbits (see
Definition 1.4.19), but is complicated by the fact that it requires a choice of path, in the
Grassmannian of Lagrangians, between the tangent spaces of the Lagrangians corresponding
to the two endpoints. The general theory is discussed in [77]. We shall give a relatively self-
contained account, using only the analogue of Lemma 1.4.9 for Cauchy-Riemann operators
on the disc with Lagrangian boundary conditions, and a basic case of Lemma 4.3.1.
Fix a projection t : C+ → [0, 1] which agrees with the t coordinate on the image of the
strip-like end. Let Gr(Cn) denote the Grassmannian of Lagrangians in Cn. Consider a pair
of paths
Λ: [0, 1]→ Gr(Cn)(5.2.19)
A : [0, 1]→ Sp(2n,R)(5.2.20)
with the property that
(5.2.21) A1Λ0 is transverse to A0Λ1.
If the path At is constant, this condition simplifies to the assumption that Λ1 be transverse
to Λ0.
For any function on the upper-half plane valued in the Lie algebra of the group of
symplectic matrices
(5.2.22) B− : C+ → sp2n
such that
(5.2.23) B−(−(s, t)) =
dAt
dt
122 5. VITERBO’S THEOREM: SURJECTIVITY
whenever 0 |s|, we obtain a Fredholm operator on the space of Cn valued functions with
Λ as Lagrangian boundary conditions:
D−A,Λ : W
1,p((C+,R), (Cn,Λ))→ Lp(C+,Cn)(5.2.24)
X 7→ ∂xX + (I −B−)∂yX.(5.2.25)
Such operators on the strip were considered by Floer in [32]; we are using here the extension
to Riemann surfaces with strip-like ends discussed in [77, Section 8]. When A is the constant
path, we simply write DΛ for this operator.
Definition 5.2.16. The Maslov index of the path Λ is the Fredholm index of the operator
DΛ.
Using a positive strip-like end at infinity, we may define a different operator
D+A,Λ : W
1,p((C+,R), (Cn,Λ))→ Lp(C+,Cn)(5.2.26)
X 7→ ∂xX + (I −B+)∂yX,(5.2.27)
where B+ is a matrix valued function on C+ such that
(5.2.28) B+(+(s, t)) =
dAt
dt
.
Exercise 5.2.17. Let (Λ−1, A−1) denote the paths
Λ−1t ≡ Λ1−t(5.2.29)
A−1t ≡ A1−t.(5.2.30)
Show that there is a canonical up to homotopy isomorphism
(5.2.31) det(DA,Λ) ∼= det(D+A−1,Λ−1).
There are a few formal properties of the Maslov index that shall be useful later. First,
note that the result of gluing two copies of the upper half-plane along the ends is biholo-
morphic to the disc:
(5.2.32) C+#SC+ ∼= D2;
here we assume that the first copy of C+ is equipped with a positive end, and the second
copy with a negative end. If the Lagrangian boundary conditions are both given by the
path Λ, then the resulting Lagrangian boundary conditions on the boundary of D2 is the
loop of Lagrangians obtained by traversing Λ then its inverse. This loop admits a canonical
homotopy to the constant loop at Λ0. At the level of operators, composing the gluing map
with the deformation of determinant lines associated to this homotopy induces a canonical
isomorphism:
(5.2.33) det(D+Λ )⊗ det(D−Λ ) ∼= det(DΛ0) ∼= det(Λ0).
In the last step, we use the isomorphism in Equation (4.2.37).
We shall also use the analogue of Proposition 1.4.10 for paths of Lagrangians:
Exercise 5.2.18. Let Φ be a loop of unitary matrices. Show that
(5.2.34) det(DΦ(Λ))⊗ detR(Cn) ∼= detR(D−Φ−1)⊗ det(DΛ).
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5.2.4. The Maslov index for paths in dimension 1. We would like to compute
the Maslov index of the path of Lagrangians
(5.2.35) e−piiδtR
for positive values of δ smaller than 1. One can in fact perform these computations relatively
explicitly, using for example the methods of [69]. Instead, we shall use formal properties of
the Maslov index.
We start in dimension 1, and consider, for each integer k, the path of Lagrangians
(5.2.36) Λk(t) = epi(δ0+(k−δ)t)iR ∈ RP1,
where δi are real numbers such that
(5.2.37) 0 < δ < 1.
Exercise 5.2.19. Show that Λk(1) is transverse to Λk(0), and that varying δ0 and δ
does not change the homotopy class of Λk within the class of paths satisfying Condition
(5.2.21) as long as Equation (5.2.37) is satisfied.
We shall compute the index of Λk using various relations:
Exercise 5.2.20. Use Lemma 1.4.9 to show that
(5.2.38) ind(DΛk+2) = 2 + ind(DΛk).
It remains to compute the two integers ind(DΛ0) and ind(DΛ1). Consider the specific
representatives
Λ0(t) = e
−t
2 piiR ∈ RP1(5.2.39)
Λ1(t) = e(
−1
2 +
t
2 )piiR ∈ RP1.(5.2.40)
Note that these paths have been chosen so that their concatenation is a loop in RP1 which
is homotopic to the constant loop. At the level of operators, we can glue DΛ0 and DΛ1 to
obtain an operator on the disc homotopic to DR. This is precisely the setting of Lemma
4.2.10, so we conclude that
(5.2.41) ind(DΛ0) + ind(DΛ1) = 1.
Figure 5.3.
We need to obtain an additional relation. One way to do so is to introduce the operator
DT on a thrice boundary punctured disc T with Lagrangian boundary conditions R, eδiR,
and e2δiR ordered clockwise.
Exercise 5.2.21. Show that the result of gluing two copies of the operator DΛ0 to DT
along its two incoming ends is homotopic to DΛ0 (see Figure 5.3). Conclude that
(5.2.42) ind(DΛ0) + ind(DT ) = 0.
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Exercise 5.2.22. Show that the result of gluing DΛ1 and DΛ1 to DT is homotopic to
DΛ2 . Using Equation (5.2.38), conclude that
(5.2.43) 2 ind(DΛ1) + ind(DT ) = ind(DΛ0) + 2.
All that remains is some elementary arithmetic to show that:
Lemma 5.2.23. The index of DΛk is k.
Proof. From Equations (5.2.38) and (5.2.41), it suffices to show that the index of DΛ0
vanishes. Combining Equations (5.2.42) and (5.2.43), we find that
(5.2.44) ind(DΛ1) = ind(DΛ0) + 1.
Using Equation (5.2.41), we conclude, indeed that ind(DΛ0) = 0. 
5.2.5. A regularity result. Consider a path of Lagrangians
(5.2.45) Λt ≡ AtΛ0,
and assume that the path of matrices Bt ∈ sp2n generating At satisfies the following prop-
erty:
(5.2.46) the quadratic form v 7→ ω(v,Btv) is negative semi-definite on Λt.
Lemma 5.2.24. If Condition (5.2.46) holds, the operator DΛ has trivial kernel.
Proof. Consider an element of the kernel, which is a map
(5.2.47) (X,Y ) : C+ → Rn ⊕ Rn = Cn
mapping a point z on the boundary to Λt(z), and such that
∂yX = −∂xY(5.2.48)
∂yY = ∂xX(5.2.49)
For such a solution the L2 energy
(5.2.50)
1
2
∫
C+
||(∂xX, ∂xY )||2
is finite and non-negative, vanishes if and only if both X and Y vanish, and agrees with
(5.2.51)
∫
C+
(X,Y )∗(ω),
where ω is the standard Darboux form on Cn.
Applying Stokes’s theorem, we find that the above integral is given by
(5.2.52)
∫
R
(X,Y )∗(
∑
xidyi) =
∫
z∈R
ω(X, ∂zY )dz.
The integrand above is non-positive by Condition (5.2.46). We conclude that the L2 energy
vanishes, hence that every element of the kernel is trivial. 
Corollary 5.2.25. If the Maslov index of Λ vanishes, and Condition (5.2.46) holds,
the determinant line of DΛ is canonically trivial.
Proof. If the Fredholm index of DΛ vanishes, and its kernel is trivial, then so is its
cokernel. This implies that the determinant line of DΛ is the top exterior power of a vector
space of rank 0, which is canonically trivial. 
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5.2.6. Orientation lines of Hamiltonian chords. Recall that we fixed a Hamilton-
ian h on the cotangent bundle, which is graphed in Figure 5.1. Let x : [0, 1] → T ∗Q be a
Hamiltonian chord of bh for b ∈ [1, 2], with endpoints on T ∗q0Q and T ∗q1Q. By pulling back
TT ∗Q by x ◦ t, we obtain a symplectic vector bundle over C+; this bundle is equipped with
the Lagrangian boundary conditions
(5.2.53) T ∗q(x(t))Q.
Let Λx denote the image of these boundary conditions under a trivialisation of (x ◦
t)∗(TT ∗Q). As in Section 1.4.1, let Axt ∈ sp2n be the path of matrices which exponentiates
to the path of symplectomorphisms of Cn induced by the Hamiltonian flow of h.
By the construction of Section 5.2.3, we obtain a Cauchy-Riemann operator
(5.2.54) DAx,Λx : W
1,p((C+,R), (Cn,Λx))→ Lp(C+,Cn).
We shall define the orientation line of x to be the determinant line:
(5.2.55) ox ≡ det(DAx,Λx).
In all situations we shall consider, the index of this operator will be trivial:
Lemma 5.2.26. If x corresponds to a geodesic which is shorter than the injectivity radius,
the index of DAx,Λx vanishes, and ox admits a canonical trivialisation.
Proof. The trivialisation ofDAx,Λx will be obtained by deforming det(DAx,Λx), through
Fredholm operators, to an operator which is regular, and admits only 0 as a solution. Start
by moving ~q 1 along the geodesic to ~q 0; by Exercise 5.2.12, there is a unique non-degenerate
Hamiltonian chord starting at T ∗q0Q, and ending at the cotangent fibre of every point along
the homotopy. There is, therefore, an associated family of Fredholm operators, and hence an
induced isomorphism of determinant lines. Next, we deform the metric near ~q 0 to a flat met-
ric; for points in a sufficiently small neighbourhood, there is again a unique non-degenerate
geodesic to ~q 0 for all elements of this homotopy.
Introduce the gauge transformation:
(5.2.56) X 7→ AxtX,
which maps Equation (5.2.54) to an operator that can be deformed to the standard Cauchy-
Riemann equation with boundary conditions
(5.2.57) Λ˜xt ≡ AxtΛxt .
Having assumed that that the metric is flat near ~q 0, we can identify a neighbourhood
of T ∗q0Q with C
n as in Equation (1.2.4), and explicitly compute the matrix Axt :
1 −t 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
0 0 1 −t · · · 0 0 0 0
0 0 0 1 · · · 0 0 0 0
...
...
...
...
. . .
...
...
...
...
0 0 0 0 · · · 1 −t 0 0
0 0 0 0 · · · 0 1 0 0
0 0 0 0 · · · 0 0 1 −t
0 0 0 0 · · · 0 0 0 1

= exp

0 −t 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
0 0 0 −t · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 0
...
...
...
...
. . .
...
...
...
...
0 0 0 0 · · · 0 −t 0 0
0 0 0 0 · · · 0 0 0 0
0 0 0 0 · · · 0 0 0 −t
0 0 0 0 · · · 0 0 0 0

.
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A straightforward computation shows that the assumptions of Corollary 5.2.25 hold, hence
we have a trivialisation of det(DΛ˜x). Deforming the Cauchy-Riemann operator, we obtain
the desired trivialisation of det(DAx,Λx). 
We can also associate to x the operator D+Ax,Λx which corresponds to equipping the
half-plane with a positive strip-like end. We define
(5.2.58) o+x ≡ det(D+Ax,Λx).
The assumption of Corollary 5.2.25 holds, hence we have:
Lemma 5.2.27. There is a canonical isomorphism
(5.2.59) o+x
∼= |T ∗q0Q|.

5.2.7. Integrated maximum principle for Riemann surfaces with boundary.
The usual maximum principle asserts that pseudo-holomorphic curves cannot escape the
sublevel sets of the radial function ρ. In most applications, one considers punctured Rie-
mann surfaces with asymptotic conditions that are Hamiltonian chords (or orbits), which
are contained within such a level set, and the maximum principle can be used as long as
Neumann conditions are satisfied at the boundary of the Riemann surface. However, the
constructions we shall later present require a stronger version of the maximum principle:
we shall show that, for the appropriate pseudoholomorphic curve equation, there are no
solutions some of whose asymptotic conditions lie outside a level set of the radial function.
At the heart of the argument for excluding the existence of such solutions are the pointwise
estimates that usually enter in the proof of the maximum principle; the main difference is
that we shall integrate such quantities over the source Riemann surface, we therefore call
this general class of results integrated maximum principle.
Let Σ be a compact Riemann surface with boundary, Σ the complement of finitely many
points {zi}ei=1 on the boundary of Σ. Fix a decomposition of the boundary into manifolds
with boundary
(5.2.60) ∂Σ = ∂nΣ ∪ ∂lΣ,
such that ∂nΣ ∩ ∂lΣ consists of finitely many points, and the ends of Σ are disjoint from
∂nΣ. The subscripts refer to normal and Lagrangian boundary conditions.
Remark 5.2.28. In applications, this decomposition of the boundary will appear natu-
rally from the following construction: start with a pseudo-holomorphic map into T ∗Q, with
Lagrangian boundary conditions, and define Σ to be the inverse image of the complement
of the interior of D∗`Q. The normal boundary conditions will correspond to the inverse
image of S∗`Q, while the remaining boundary maps to a collection of Lagrangians. We shall
eventually use the results of this section to prove that, if the Floer data and the boundary
conditions are appropriately chosen, the image of pseudo-holomorphic maps with target
T ∗Q must lie in the interior of D∗`Q by showing that the inverse image of the complement
of this disc bundle is empty.
At each puncture zi, we choose negative strip-like ends
i : B
− → Σ.(5.2.61)
On the space of maps
(5.2.62) u : Σ→ T ∗Q \D∗`Q,
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we shall consider a pseudoholomorphic equation
(5.2.63)
du− k∑
j=0
αj ⊗Xhj
0,1 ≡ 0
determined by a k-tuple of 1-forms αj on Σ, and functions hj which depend only on ρ
2
(alternatively, functions on [`,+∞)), together with a family Jz of almost complex structures
on T ∗Q. The Floer data are required to satisfy the following conditions:
∗i (αj) = dt for all 1 ≤ i ≤ e and 0 ≤ j ≤ k.(5.2.64)
αj |∂lΣ = 0 for all 0 ≤ j ≤ k.(5.2.65)
Jz is convex near S
∗
`Q.(5.2.66)
Each function hj is non-decreasing, and convex.(5.2.67)
dαj ≤ 0 for all 0 ≤ j ≤ k.(5.2.68)
We require that u satisfy normal boundary conditions:
(5.2.69) u is transverse to S∗`Q, and u
−1(S∗`Q) = ∂
nΣ.
To impose Lagrangian boundary conditions, choose, for each component I ⊂ ∂lΣ a point
qI ∈ Q. The condition along ∂lΣ is:
(5.2.70) u(I) ⊂ T ∗qIQ
There are two notions of energy associated to a map from Σ to T ∗Q; the first, which we
call geometric energy should be thought of as the L2 energy, corrected by the Hamiltonian
flow:
(5.2.71) Egeo(u) ≡ 1
2
∫
Σ
||du−
k∑
j=0
αj ⊗Xhj ||2.
The metric we use on T ∗Q is the one induced by the symplectic form and the Σ-dependent
family of almost complex structures. We begin with an elementary consequence of the
definition:
Lemma 5.2.29. If Egeo(u) vanishes, the image of u is contained in a (not-necessarily
closed) orbit of Xρ2 .
Proof. By assumption, du−∑kj=0 αj ⊗Xhj vanishes at every point, hence the image
of du is contained in the subspace spanned by the vector fields Xhj . Since hj is a function
of ρ2, we conclude that the image of du is contained in the line spanned by Xρ2 . 
We now analyse the consequence of finiteness of energy.
Lemma 5.2.30. If Egeo(u) is finite, the limit
(5.2.72) lim
s→−∞u(i(s, t))
is well-defined, and converges to a time-1 chord xi of the Hamiltonian
(5.2.73) h ≡
k∑
j=1
hj
with endpoints on cotangent fibres.
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Proof. Equation (5.2.64) implies that composition of u with i satisfies the pseudo-
holomorphic curve equation
(5.2.74) (d(u ◦ i)− dt⊗Xh)0,1 = 0,
with respect to a constant almost complex structure. Moreover, since ∂nΣ is assumed
to be disjoint from the punctures, the boundary of the strip is mapped by u ◦  to two
cotangent fibres. Finiteness of energy for strips with Lagrangian boundary conditions implies
convergence to Hamiltonian chords (see, e.g. [31, Theorem 2] for the case of strips), which
implies the desired result. 
The second notion of energy, defined without reference to a metric, is the topological
energy:
(5.2.75) Etop(u) ≡
∫
Σ
u∗(ω)−
k∑
j=0
∫
Σ
d (u∗(hj)αj) .
Lemma 5.2.31. The geometric and topological energy are related by the following equa-
tion
(5.2.76) Egeo(u) = Etop(u) +
k∑
j=0
∫
Σ
u∗(hj)dαj .
Proof. The proof is a straightforward computation which we perform using local holo-
morphic coordinates (s, t):
Egeo(u) =
1
2
∫
ω
∂su− k∑
j=0
αj(∂s)Xhj , J(∂su−
k∑
j=0
αj(∂s)Xhj )
 ds ∧ dt(5.2.77)
+
1
2
∫
ω
∂tu− k∑
j=0
αj(∂t)Xhj , J
∂tu− k∑
j=0
αj(∂t)Xhj
 ds ∧ dt.(5.2.78)
Equation (5.2.63) implies that the two terms above are equal, and allows us to rewrite the
geometric energy as follows:∫
ω
∂su− k∑
j=0
αj(∂s)Xhj , ∂tu−
k∑
j=0
αj(∂t)Xhj
 ds ∧ dt(5.2.79)
=
∫
ω(∂su, ∂tu)ds ∧ dt−
k∑
j=0
∫
ω
(
αj(∂s)Xhj , ∂tu
)
ds ∧ dt(5.2.80)
−
k∑
j=0
∫
ω
(
∂su, αj(∂t)Xhj )
)
ds ∧ dt
=
∫
u∗(ω) +
k∑
j=0
∫
αj(∂s) · d(hj)(∂tu)ds ∧ dt−
k∑
j=0
∫
αj(∂t) · d(hj)(∂su)ds ∧ dt(5.2.81)
=
∫
u∗(ω)−
k∑
j=0
∫
d(u∗(hj)) ∧ αj .(5.2.82)
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To arrive at Equation (5.2.76), it remains to use the fact that d is a derivation:
(5.2.83) d(u∗(hj) ∧ αj) = d(u∗(hj)) ∧ αj + u∗(hi)dαj .

Corollary 5.2.32. If Inequality (5.2.68) is satisfied, then
(5.2.84) 0 ≤ Etop(u) +
k∑
j=0
hj(`)
∫
dαj
with equality if and only if the image of u is contained in a level set of ρ.
Proof. Since each function hj is non-decreasing,
(5.2.85)
∫
Σ
u∗(hj)dαj ≤ hj(`)
∫
Σ
dαj .
Applying this in Equation (5.2.76), we conclude that
(5.2.86) Egeo(u) ≤ Etop(u) +
k∑
j=0
hj(`)
∫
dαj .
By definition, the geometric energy is non-negative, and vanishes only if the image of du
at every point is parallel to a linear combination of the Hamiltonian flows {Xhj}kj=0. Since
these Hamiltonian vector fields are parallel to a level set of ρ, we conclude that ρ ◦ u is
constant in this case. 
The notation Etop is justified by the following result, which implies that Etop is invariant
by homotopies with the property that the restriction to ∂nΣ is fixed. Recall that xi are the
asymptotic limits of the map u along the ends.
Lemma 5.2.33. The topological energy of u is given by:
(5.2.87) Etop(u) =
∫
∂nΣ
u∗(λ)−
k∑
j=0
∫
∂nΣ
u∗(hj)αj +
e∑
i=1
A(xi).
Proof. This is a direct application of Stokes’s theorem; the only points that warrant
explanation are the vanishing of the contribution of ∂lΣ, and the sign of the contribution
of the ends. The integral of the primitive vanishes on ∂lΣ because of Exercise 5.2.4 and
Equation (5.2.65). To justify the sign on the action, recall that all the ends are negative,
and that the vector field ∂t therefore points clockwise along the boundary of Σ, which is
opposite to the natural orientation. Having defined the action in Equation (5.2.5), we see
that the sign is indeed positive. 
Our next goal is to find an upper bound for Etop(u), allowing us to contradict Equation
(5.2.84). The first step is to note that the natural orientation of ∂nΣ (e.g. when applying
Stokes’s theorem), is such that
(5.2.88) jξ is an inward pointing vector on Σ whenever ξ is positive along the boundary.
In particular, since ρ◦u reaches its minimum on ∂nΣ, and u is transverse to the corresponding
level set of ρ,
(5.2.89) dρ ◦ du(jξ) > 0.
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Using the convexity of Jz and the fact that dρ(Xρ) = 0, we conclude that
(5.2.90) λ ◦ Jz ◦
du(jξ)− k∑
j=0
αj(jξ)Xhj
 > 0.
Next, we rewrite the pseudo-holomorphic curve equation satisfied by u as:
(5.2.91) Jz
du(jξ)− k∑
j=0
αj(jξ)Xhj
 = −
du(ξ)− k∑
j=0
αj(ξ)Xhj
 .
In particular, Equation (5.2.90) implies that
(5.2.92) λ
du(ξ)− k∑
j=0
αj(ξ)Xhj
 < 0.
Integrating over ∂nΣ, and computing that λ(Xhj ) = ρh
′
j , we conclude that
(5.2.93)
∫
∂nΣ
u∗(λ)−
k∑
j=0
`h′j(`)αj < 0.
Comparing this with the right hand side of Equation (5.2.87), we arrive at the following
result:
Lemma 5.2.34. If Jz is convex,
(5.2.94) Etop(u)−
k∑
j=0
∫
∂nΣ
(`h′j(`)− hj(`))αj −
e∑
i=1
A(xi) < 0

We shall now prove that this result contradicts Corollary 5.2.32:
Proposition 5.2.35. There is no finite energy map satisfying Equation (5.2.63) with
boundary conditions given by Equations (5.2.69) and (5.2.70), if the Floer data satisfy Equa-
tions (5.2.64)-(5.2.68).
Proof. We use Stokes’ theorem to compute that
(5.2.95)
∫
∂nΣ
αj =
∫
Σ
dαj + e,
where e is the number of negative punctures. Applying this to Equation (5.2.94), we see
that
(5.2.96) Etop(u) +
k∑
j=0
hj(`)
∫
Σ
dαj −
k∑
j=0
`h′j(`)
∫
Σ
dαj −
e∑
i=1
(A(xi)− h(`) + `h′(`)) < 0
By Equation (5.2.7), the action of xi is given by
(5.2.97) A(xi) = h(`i)− ρih′(`i).
The fact that h is convex therefore yields the inequality:
(5.2.98) A(xi) ≤ h(`)− `h′(`).
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Applying this inequality together with the fact that hj is increasing and that αj is subclosed,
we can remove the last two terms in Equation (5.2.96), and conclude:
(5.2.99) Etop(u) +
k∑
j=0
hj(`)
∫
dαj < 0.
This directly contradicts Equation (5.2.84), which implies that no map can satisfy these
hypotheses. 
5.3. From Morse homology to Floer cohomology
The key step in defining F is the construction of a map
(5.3.1) Fr : H∗(LrQ; η)→ HF−∗(H−;Z)
whenever the Hamiltonian H− has slope larger than 2r. By taking the direct limit over
inclusion maps on one side, and continuation maps on the other, we shall produce the
desired map from loop homology to symplectic cohomology.
Remark 5.3.1. A careful consideration of signs would show that, with the conventions
on orientations that we use, the image of the fundamental class e in H∗(LrQ; η) under Fr
is (−1)n(n−1)/2e; we shall not prove this directly, but it follows from the results of Section
5.5.5. In particular, if we wanted the induced map on direct limits to preserve the BV
structure, we would need to change some of the conventions for orienting moduli spaces
that are used in this section. These changes would be minor, since they would be uniform
over the moduli space, and would not depend on the homotopy class of the curve.
5.3.1. Moduli space of punctured discs with cotangent boundary conditions.
The construction of F will involve moduli spaces of punctured discs with Lagrangian bound-
ary conditions which are analogous to the moduli spaces considered in Section 4.3.1. The
main differences are that we shall work with discs with an interior puncture carrying a neg-
ative end, and multiple boundary punctures with positive ends; our Lagrangian boundary
conditions will consist of several cotangent fibres.
To this end, let Z− denote the punctured disc which we now identify with the negative
half of the cylinder:
(5.3.2) Z− ≡ (−∞, 0]× S1.
Given a point ξ on the boundary of Z−, we define a positive strip-like end at such a
point to be a map
ξ : B
+ → Z−(5.3.3)
lim
s→+∞ ξ(s, t) = ξ(5.3.4)
which is a biholomorphism onto a punctured neighbourhood of ξ.
Fix a positive integer r, and denote by Z−r the complement of r uniformly distributed
points on the boundary:
(5.3.5) Z−r ≡ Z− \ {(0,
i
r
)}ri=1.
We fix positive strip-like ends {i}ri=1 at the points (0, ir ) whose images are disjoint; see
Figure 5.4 for a representation of Z−r with a metric whose restriction to the ends is an
isometry.
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Figure 5.4.
Given families of Hamiltonians Hz and of almost complex structures J
−
z on T
∗Q,
parametrised by z ∈ Z−r , and a 1-form α− on Z−r , we consider the pseudoholomorphic
curve equation
(5.3.6)
(
du− α− ⊗XH
)0,1
= 0
on maps from Z−r to T
∗Q. To fix boundary conditions, we choose a point ~q ∈ LrQ, and
require that
(5.3.7) u
(
0×
[
i− 1
r
,
i
r
])
⊂ T ∗qiQ.
In order for the space of such solutions to be well behaved, we must impose constraints
on the Floer data. To state these constraints, first recall the choice of constant δri which
bounds the length of the ith segment of piecewise geodesics lying in LrQ (see Definition
3.2.8), and fix constants bi such that
(5.3.8) δri < 2bi < 2.
Exercise 5.3.2. By adapting the argument of Corollary 5.2.11 to this situation, show
that there is a unique Hamiltonian chord xi of bih with endpoints on T
∗
qiQ and T
∗
qi+1Q if
~q ∈ LrQ.
Let b denote the sum of the slopes bi. We first impose conditions on the 1-form:
(5.3.9)
α− is closed. Its restriction to a subset of Z−r with s ≤ −1 agrees with bdt, the
restriction to ∂Z−r vanishes, and the pullback of α
− under every strip-like end i
agrees with bidt.
In addition, we choose a constant b− which is sufficiently large that the following inequality
is satisfied:
(5.3.10) 2b < b−.
We use the constants bi and b
− in our choice of family of Hamiltonians:
(1) The restriction of H to a neighbourhood of the boundary agrees with the model
Hamiltonian:
(5.3.11) H(s,t) = h if − 1 ≤ s.
(2) There exists a Hamiltonian H−t of slope b
− all of whose orbits are non-degenerate,
such that
(5.3.12) H(s,t) =
H−t
b
if s 0.
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(3) There exists a function f− on Σ, such that
(5.3.13) Hz|T ∗Q \D∗2Q ≡ 2ρ− 2 + f−
(
b−
b
ρ− 2ρ+ 2
)
.
Moreover, we assume that
(5.3.14)
∂f−
∂s
≤ 0
f−(s, t) = 0 if − 1 ≤ s
f−(s, t) = 1 if s 0.
Exercise 5.3.3. Check that Equations (5.3.11) and (5.3.12) are compatible with Equa-
tions (5.3.13) and (5.3.14).
Exercise 5.3.4. Show that, for any solution u with finite energy, we have
(5.3.15) lim
s→−∞u(s, t) = x(t)
for some orbit x ∈ O(H−), and that
(5.3.16) lim
s→+∞u ◦ i(s, t) = xi(t)
where xi is the unique element of Xbih(T
∗
qiQ,T
∗
qi+1Q) discussed in Exercise 5.3.2.
We write
(5.3.17) M(x, ~q)
for the set of solutions to Equation (5.3.6) with these asymptotic conditions, with respect
to a family of almost complex structures which are convex near S∗2Q.
Lemma 5.3.5. Under the above assumptions, all elements of M(x, ~q) have image con-
tained in D∗2Q.
Proof. This is an application of the integrated maximum principle. Let u be an
element of M(x, ~q), and assume by contradiction that its image is not contained in D∗2Q.
In particular, the inverse image of D∗`Q is non-empty for any value of ` sufficiently close to
2. We choose ` greater than 2 so that u is transverse to S∗`Q, and the inverse image Σ is
non-empty.
By Equation (5.3.13), the restriction of Equation (5.3.6) to Σ is
(5.3.18)
(
du− (2 + (b
−
b
− 2)f−)α− ⊗Xρ
)0,1
= 0,
where the constant terms in Equation (5.3.13) disappear because the associated Hamiltonian
flows vanish. To verify the assumptions of Proposition 5.2.35, note that b
−
b −2 is positive by
Equation (5.3.10), so it suffices to show that d (f−α−) ≤ 0. The fact that α− is closed and
that f− is constant in the region −1 ≤ s implies that we need only to prove this inequality
in the region where α− is a constant multiple of dt
(5.3.19) d
(
f−α−
)
(s, t) =
b∂f−
∂s
(s, t)ds ∧ dt if s ≤ −1.
By assumption f− decreases with s, so this 2-form is indeed non-positive. We conclude
from Proposition 5.2.35 that the surface Σ is empty. Since the constant ` can be chosen
arbitrarily close to 2, the image of u is therefore contained in the disc bundle D∗2Q. 
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5.3.2. Orienting the moduli space of negative punctured discs. Our goal in
this section is to prove the analogue of Corollary 4.3.2; i.e. provide a canonical orientation
of the moduli space M(x, ~q), relative to the orientation line of y, and the local system η.
We start with the linearisation Du of Equation (5.3.6) at a map u with respect to
the canonical trivialisation of u∗(TT ∗Q) arising from Lemma 1.4.17. The pullback of this
operator under i is given by
(5.3.20) X 7→ ∂sX + I
(
∂tX −Bih ·X
)
where Bih is the “derivative” of the family of symplectomorphisms associated to bih (see
Section 5.2.6 for a precise definition).
Figure 5.5.
Associated to each chord xi, we have an operator Dxi on the upper half plane, with
orientation line oxi defined in Equation (5.2.55). By gluing Du at each boundary puncture
to the corresponding operator Dxi , and to the operator D
+
Ψx
at the interior puncture, we
obtain an operator on the disc with Lagrangian boundary conditions (see Figure 5.5).
Exercise 5.3.6. Using the fact that the boundary conditions for Dxi are given by
Equation (5.2.53), show that there is a homotopy, canonical up to contractible choice, from
the boundary conditions of the operator obtained by gluing Du, D
+
Ψx
and the operators Dxi ,
to the image of
(5.3.21) TT ∗ev(~q)(t)Q
under the trivialisation.
Under the natural complex trivialisation of x∗(TT ∗Q), the boundary condition of det(D~q )
is therefore given by applying the complex structure I to the image of Tev(q)(t)Q under the
trivialisation associated to x. We denote by IΛev(~q) this loop of Lagrangians in Cn. Lemma
5.2.26 implies that this gluing induces an isomorphism
(5.3.22) det(D+Ψx)⊗ det(Du) ∼= det(DIΛev(~q))
which is canonical up to homotopy.
Exercise 5.3.7. Let Λ be a loop of Lagrangians in Cn. Show that IΛ is homotopic
to Λ ( Hint: split Cn at every point as Λt ⊕ IΛt and show that the diagonal is a loop of
Lagrangians which is homotopic to both.)
The analogue of Lemma 4.3.1 is:
Lemma 5.3.8. There is a canonical isomorphism of graded lines
(5.3.23) |det(DIΛev(~q))| ∼= ηev(~q)[w(ev(~q))].
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Proof. We start by using Exercise 5.3.7 to identify det(DIΛev(~q))
∼= det(DΛev(~q)). Next,
note that the image of Λev(~q) under the Gauss map for the trivialisation we are using is
w(ev(~q)), while it is −w(ev(~q)) for the boundary conditions Λev(~q) considered in Lemma
4.3.1. The sign difference in the contribution of w(ev(~q)) is due to the fact that the loop
of Lagrangians is oriented in opposite ways when the orbit is an input and when it is an
output. Compare Figures 4.1 and 5.5.
Applying Lemma 4.2.10, we have a canonical isomorphism
(5.3.24) det(DΛev(~q))⊗ detR(Cn) ∼= detR(D−Φ−1)⊗ det(DΛ−1ev(~q))
where Φ−1 is a loop of unitary matrices such that µ(Φ−1) = 1. Using the complex orienta-
tions of detR(D
−
Φ−1) and C
n, together with Lemma 4.3.1, we obtain the desired isomorphism
in Equation (5.3.23). 
We now have the necessary ingredients to orient the moduli space M(x, ~q).
Lemma 5.3.9. The virtual dimension of M(x, ~q) is deg(x) − n. Moreover, for every
element of this moduli space, there is a canonical isomorphism
(5.3.25) |det(Du)| ∼= ox ⊗ η~q [w(x)].
Proof. Substituting Equation (5.3.23) into Equation (5.3.22), we obtain an isomor-
phism of graded lines
(5.3.26) o+x ⊗ | det(Du)| ∼= η~q [w(x)],
where we moreover use the fact that w(x) = w(ev(~q)). The computation of the virtual
dimension follows immediately by computing the degree of the two sides:
ind(Du) + 2n− |x| = n− w(x)(5.3.27)
ind(Du) = deg(x)− n.(5.3.28)
The isomorphism in Equation (5.3.25) is obtained from Equation (5.3.26) by using the
isomorphism in Equation (1.4.81), and the standard orientation of Cn. 
We now consider the union of these moduli spaces over all piecewise geodesics:
(5.3.29) M(x,LrQ) ≡
∐
~q∈LrQ
M(x, ~q).
This space admits a natural topology as a parametrised moduli space, embedding in
(5.3.30) C∞(Z−r , T
∗Q)× LrQ.
We write
(5.3.31) pi~q : M(x,LrQ)→ LrQ
for the projection to the parameter space. By choosing generic choices of data in Equation
(5.3.6), we can ensure that every element u ofM(x,LrQ) is regular (see, e.g. [37, Theorem
5.1]), i.e. that we have a surjection
(5.3.32) TLrQ→ coker(Du).
which implies that M(x,LrQ) is a smooth manifold.
136 5. VITERBO’S THEOREM: SURJECTIVITY
Exercise 5.3.10. Show that the dimension ofM(x,LrQ) is (r−1)n+deg(x), and that
there is a canonical isomorphism
(5.3.33) |M(x,LrQ)| ∼= ox[w(x)]⊗ η~q ⊗ |T~qLrQ|
at a point of M(x,LrQ) whose boundary conditions are given by ~q ∈ LrQ (Hint: Use the
isomorphism of determinant lines in Equation (5.3.25)).
5.3.3. Construction of the map. Let y be a critical point of the Morse function fr
on LrQ, and let x be a Hamiltonian orbit of a non-degenerate linear Hamiltonian H− whose
slope is larger than 2r.
By taking the fibre product of the descending manifold of y with the moduli space of
negative punctured discs converging to x, we obtain a moduli space
(5.3.34) B(x, y) ≡M(x,LrQ)×LrQWu(y),
where the map from the first factor to LrQ is the projection to the parametrising space in
Equation (5.3.30), and the map from the second factor is the inclusion. Choosing generic
choices of data in Equation (5.3.6), we can ensure that this fibre product is transverse for
all pairs x and y. Keeping in mind that the dimension of Wu(y) is ind(y), and that oy is
its orientation line, the following exercise follows from Exercise 5.3.10:
Exercise 5.3.11. Show that the dimension of B(x, y) is
(5.3.35) ind(x) + deg(x)− n
and that we have a canonical isomorphism
(5.3.36) |B(x, y)| ∼= ox[w(x)]⊗ ηy ⊗ oy.
We now assume that deg(x) = −(ind(y)−n). From Equation (5.3.35), we conclude that
B(x, y) is a 0-dimensional manifold. From Equation (5.3.36), each element of this moduli
space yields an isomorphism
(5.3.37) Fu : oy ⊗ ηy ∼= ox[w(x)],
where we use the fact that an orientation on ηy ⊗ oy induces one on its inverse.
Lemma 5.3.5, together with Gromov-Floer compactness, imply that B(x, y) is compact,
hence a finite set. We then define a map
Fr : CM∗(fr; η)→ CF−∗(H−;Z)(5.3.38)
Fr|oy ⊗ ηy ≡
⊕
deg(x)=−(ind(y)−n)
∑
u∈B(x,y)
(−1)ind(y)−nFu.(5.3.39)
The signed contribution of ind(y) ensures that the differentials commute with Fr:
Exercise 5.3.12. Imitate the proof of Lemma 4.3.8, and show that Fr is a chain map.
We leave, as an exercise to the reader, the proof of the following result, which can be
modelled after the discussions in Section 2.2.3 and 4.3.5:
Exercise 5.3.13. Show that, on homology, the map Fr is independent of the choice of
Floer data away from the ends, and that there is a commutative diagram
(5.3.40) HM∗(fr; η) //
((
HF−∗(T ∗Q;H+)

HF−∗(T ∗Q;H−)
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whenever H+  H−, and both have slope larger than 2r.
5.4. From loop homology to symplectic cohomology
Having constructed a map Fr from the Morse homology of a finite dimensional approx-
imation to the Floer cohomology of a Hamiltonian in Section 5.3, Exercise 5.3.13 implies
that the maps are compatible with continuation maps in Floer cohomology, hence yield a
map
(5.4.1) Fr : HM∗(fr; η)→ SH−∗(T ∗Q,Z).
Our goal in this section is to prove the analogous compatibility statement for the inclu-
sion maps Lr−1Q ⊂ LrQ, i.e. that we have a commutative diagram
(5.4.2) HM∗(fr−1; η)
ι //
Fr−1
((
HM∗(fr; η)
Fr

HF−∗(H;Z)
whenever the slope of H is larger than 2r. We shall show this in Section 5.4.3, which will
allow us to pass to the direct limit in r, and produce a map
(5.4.3) H∗(LQ; η) ∼= lim
r
HM∗(fr; η)→ lim
H
HF−∗(H;Z) ∼= SH−∗(T ∗Q,Z).
The key idea is that the inclusion map can be defined using the moduli space of holo-
morphic half-planes with boundary on a cotangent fibre.
5.4.1. Half-planes with boundary on a cotangent fibre. We fix a monotonically
decreasing smooth function χ on R which vanishes on R+, and is identically 1 on (−∞,−1].
Given a family Jz of almost complex structures parametrised by C+, whose pullbacks
under the negative strip-like end are s-independent, and a real number b ∈ (0, 2), we obtain
a pseudoholomorphic curve equation
(5.4.4) (du− χ(s)dt⊗Xbh)0,1 ≡ 0
on the space of maps u from C+ to T ∗Q, mapping the boundary to T ∗qQ. Note that
this equation is written in the coordinates of the strip-like end, but since χ vanishes by
assumption when s is positive, it extends naturally to C+. We write P(T ∗qQ) for the moduli
space of finite energy solutions to Equation (5.4.4) with this boundary condition. As before,
a generic choice of family Jz ensures that P(T ∗qQ) is regular.
Having constructed P(T ∗qQ) as solutions to a pseudoholomorphic curve equation, the
following exercises will show that it consists, in fact, of a single element which is the constant
map.
Exercise 5.4.1. Show that, for any u ∈ P(T ∗qQ), there is a chord
(5.4.5) x ∈ Xbh(T ∗qQ,T ∗qQ)
which is the limit of u along the strip-like end.
Exercise 5.4.2. Using Lemma 5.2.10, show that Xbh(T
∗
qQ,T
∗
qQ) consists of a single
element which is the constant chord mapping to the intersection of T ∗qQ with the zero
section.
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The above exercise implies that the constant map with image Q∩T ∗qQ is an element of
P(T ∗qQ). Indeed, the inhomogeneous term in Equation (5.4.4) vanishes in this case because
Xbh vanishes along the zero section.
Exercise 5.4.3. Show that the action of the unique element of Xbh(T
∗
qQ,T
∗
qQ) vanishes.
Applying Equation (5.2.87), conclude that the topological energy of any element of P(T ∗qQ)
vanishes.
Exercise 5.4.4. Using the monotonicity of χ, and the fact that bh is everywhere non-
negative, show that the second term in Equation (5.2.76) is non-positive. Conclude that the
geometric energy Egeo(u) vanishes for any element of P(T ∗qQ).
Exercise 5.4.5. Using Lemma 5.2.29, and the fact that the limiting orbit lies on the
zero section, show that the only element of P(T ∗qQ) is the constant map.
To show that this moduli space is regular, we introduce the following gauge transfor-
mation. Define
(5.4.6) u˜(e−s−ipi(1+t)) ≡ φ−bχ(s)t(u(e−s−ipi(1+t))),
where φt is the time-t Hamiltonian flow of h. Let J˜z denote the family of almost complex
structures on T ∗Q given by
(5.4.7) J˜z = φ
−bχ(s)t
∗ ◦ Jz ◦ φbχ(s)t∗ .
Exercise 5.4.6. Show that u˜ satisfies the homogeneous equation
(5.4.8) J˜z
∂u˜
∂x
=
∂u˜
∂y
,
and has boundary conditions given by the path of Lagrangians
(5.4.9) Λx ≡
{
T ∗qQ if |x| ≤ 0
φ−bχ(log(x))(T ∗qQ) if 0 ≤ |x|.
The gauge transformation in Equation (5.4.6) can be defined for any smooth curve
and maps solutions of Equation (5.4.4) to solutions of Equation (5.4.8). In particular,
the linearisations of these two equations are intertwined, and the regularity of a pseudo-
holomorphic map u is equivalent to that of the gauge transform u˜. Applying Corollary
5.2.25:
Lemma 5.4.7. The constant map is regular as an element of P(T ∗qQ), and the determi-
nant line admits a canonical trivialisation. 
5.4.2. Relating holomorphic punctured discs with r − 1 and r punctures.
Recall that we have defined an inclusion map ι in Equation (3.2.6) from the space of piecewise
geodesics with r − 1 segments, to those with r segments. We shall construct a cobordism
between M(x,Lr−1Q) and M(x,LrQ)×LrQ ι(Lr−1). The key property that we shall need
is that this cobordism can be oriented compatibly with both its boundary components:
Exercise 5.4.8. Using Equation (5.3.33), show that we have a canonical isomorphism
(5.4.10) |M(x,LrQ)×LrQ ι(Lr−1)| ∼= ox[w(x)]⊗ η~q ⊗ |Lr−1Q|.
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Figure 5.6.
Lemma 5.4.9. Let H be a Hamiltonian of slope greater than 2r. There is a cobordism
(5.4.11) Mι(x,Lr−1Q)
with boundary M(x,Lr−1Q) and M(x,LrQ)×LrQ ι(Lr−1), which is equipped with an iso-
morphism
(5.4.12) |Mι(x,Lr−1Q)| ∼= ox[w(x)]⊗ η~q ⊗ |T~qLr−1Q|
such that the restriction to the first boundary stratum agrees with Equation (5.3.33), and
the restriction to the second boundary stratum is given by the opposite of Equation (5.4.10).
Proof. By definition, the asymptotic condition at (0, 1r ) of an element ofM(x,LrQ)×LrQ
ι(Lr−1) is the unique element of
(5.4.13) Xb1h(T
∗
qQ,T
∗
qQ)
for some point q ∈ Q. This is also the asymptotic condition of the unique element of P(T ∗qQ).
By gluing these two surfaces (see Figure 5.6), we therefore obtain a pseudo-holomorphic
equation on a half-cylinder with r − 1 punctures
(5.4.14) Z− \ {(0, i
r
)}ri=2.
Choose a family Z−r−1,τ of punctured half-cylinders, parametrised by τ ∈ [0, 1], such that
Z−r−1,0 = Z
−
r−1 and Z
−
r−1,1 is the surface in Equation (5.4.14). By equipping this family of
surfaces with pseudo-holomorphic equations interpolating between those for τ = {0, 1}, we
obtain a parametrised moduli space.
We write Mι(x,Lr−1Q) for the space of solutions to this family of equations, with
output x ∈ X(H−), and inputs points in Lr−1Q. For generic data, this is a manifold of
dimension
(5.4.15) (r − 1)n+ deg(x) + 1.
The boundary stratum of this moduli space corresponding to τ = 0 is naturally diffeomorphic
to Mι(x,Lr−1Q). On the other hand, for τ = 1, we obtain the subset of Mι(x,LrQ)
corresponding to points in the image of ι; so Mι(x,Lr−1Q) is indeed a cobordism between
M(x,Lr−1Q) and M(x,LrQ)×LrQ ι(Lr−1).
At every point (u, τ) of this moduli space, we have a canonical up to homotopy isomor-
phism
(5.4.16) |Mι(x,Lr−1Q)| ∼= |det(Du)| ⊗ |Tτ [0, 1]|.
Fixing the natural orientation of [0, 1] as a subset of R, and using the same method as in
Section 5.3.2, we obtain the desired orientation of this cobordism. 
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5.4.3. Construction of the homotopy associated to an inclusion. At this stage,
we can construct a homotopy for the diagram
(5.4.17) CM∗(fr−1, η) //
((
CM∗(fr, η)

CF−∗(H;Z).
Given a critical point y of fr−1, and an orbit x of H, the relevant moduli space for the
construction of the homotopy is the disjoint union
(5.4.18) Bι(x, y) ≡Mι(x,Lr−1Q)×Lr−1QWu(y)unionsq
M(x,LrQ)pi~q ×ψr◦ι (Wu(y))× [0,+∞)) .
A few words of explanation about the second component are in order. The fibre product is
taken over LrQ, with the evaluation map from the first factor corresponding to projection
to the parameter space, and the map from the second factor being given by
(5.4.19) (~q, T ) 7→ ψrT (ι(~q)),
where ψr is the gradient flow of fr.
We can alternatively think of elements of this fibre product as consisting of the following
triples: (i) a positive gradient flow line γ0 of f
r−1 in Lr−1Q, with domain [0,+∞), which
converges at +∞ to y, (ii) a positive gradient flow line γ1 of fr with domain [−T, 0] starting
at ι(γ0(0)), and (iii) a negative punctured disc v with boundary conditions given by γ1(−T ) ∈
Lr−1Q and which converges to x at the negative end.
Remark 5.4.10. The appearance of the second component in Equation (5.4.18) is typ-
ical of constructions involving Morse theory because of the need to factor the fibre product
of chains over LrQ through ascending and descending manifolds of the critical points of
our chosen Morse function. If we were working with a more classical theory of geometric
chains (e.g. singular or cubical chains), the first component would suffice to construct the
homotopy induced by inclusions.
Exercise 5.4.11. For generic data, show that the dimension of Bι(x, y) is ind(y) +
deg(x)−n+ 1. Show that an orientation of the interval [0,+∞) induces an isomorphism of
the orientation line of both components with
(5.4.20) ox[w(x)]⊗ ηev(y) ⊗ oy.
In order to justify introducing this moduli space, recall that the inclusion map on Morse
chains was defined using the moduli spaces Tι(y
′, y) which consist of a pair of gradient flow
lines in Lr−1Q and LrQ that are matched along the evaluation map ι.
Lemma 5.4.12. The moduli space Bι(x, y) is the interior of a cobordism between
(5.4.21)
∐
ind(y′)=ind(y)
M(x,LrQ)×LrQWu(y′)× Tι(y′, y)
M(x,Lr−1Q)×Lr−1QWu(y).
Proof. We first consider enlarging the first space in Equation (5.4.18) by allowing
T = +∞. Since gradient flow lines whose length goes to +∞ break at critical points of fr,
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the natural stratum corresponding to T = +∞ is the fibre product of M(x,LrQ) with
(5.4.22)
∐
ind(y′)=ind(y)
Wu(y′)× Tι(y′, y),
which gives the first space in Equation (5.4.21).
Setting T = 0 yields the fibre product
(5.4.23) M(x,LrQ)×LrQ ι(Wu(y)).
The key observation is that this is also the boundary component of the second space in
Equation (5.4.18) corresponding to τ = 1. In particular, if we glue these two spaces along
this common boundary, we obtain a manifold with boundary given by the stratum T = +∞
discussed above, and τ = 0. These correspond exactly to the two spaces in Equation
(5.4.21). 
We now consider a pair (x, y) such that
(5.4.24) deg(x) = −(ind(y)− n)− 1,
which implies that both spaces in Equation (5.4.18) are 0-dimensional manifolds.
Exercise 5.4.13. Using the isomorphism in Equation (5.4.12), construct a map
(5.4.25) H(τ,u,γ) : oy ⊗ ηy → ox[w(x)]
associated to (τ, u, γ) ∈Mι(x,Lr−1Q)×Lr−1QWu(y).
Exercise 5.4.14. Using the isomorphism in Equation (5.3.33), construct a map
(5.4.26) H(v,γ,T ) : oy ⊗ ηy → ox[w(x)]
associated to
(5.4.27) (v, γ, T ) ∈M(x,LrQ)pi~q ×ψr◦ι (Wu(y))× [0,+∞)) .
At this stage, we can define the homotopy in Diagram (5.4.17):
Hι : CM∗(fr−1, η)→ CF−∗−1(H;Z)(5.4.28)
Hι|oy ⊗ ηy ≡
∑
H(τ,u,γ) +H(v,γ,T ),(5.4.29)
where the sum is taken over all maps constructed in Equations (5.4.25) and (5.4.27).
Lemma 5.4.15. The map Hι defines a homotopy between the Fr−1 and the composition
Fr ◦ ι.
Sketch of proof. Recall that the equation for a homotopy is
(5.4.30) d ◦ Hι +Hι ◦ ∂ = Fr−1 −Fr ◦ ι
We consider the space Bι(x, y) whenever deg(x) = −(ind(y)−n). This manifold has dimen-
sion 1 by Exercise 5.4.11, and it is easy to see that the boundary strata given by Equation
(5.4.21) respectively correspond to the composition Fr ◦ ι and to Fr−1, which give the right
hand side of Equation (5.4.30).
It remains to construct a compactification of Bι(x, y) to a manifold with boundary so
that the additional boundary strata correspond to the left hand side of Equation (5.4.30).
Since this space is defined as a union of fibre products, the boundary of the compactification
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is easy to analyse: one possibility is that the punctured disc breaks into two components,
yielding in codimension 1 the union
(5.4.31)
∐
deg(x)=deg(x′)+1
M(x, x′)×Bι(x′, y)
which corresponds to the composition Hι ◦ ∂. Since the dimension of the moduli space is 1
in this case, only codimension 1 breaking can occur.
The other possibility is that the flow line breaks, yielding the strata
(5.4.32)
∐
ind(y′)=deg(y)−1
Bι(x, y′)× T(y′, y)
which correspond to the composition d ◦ Hι. 
5.5. Composition on loop homology
The goal of this section is to prove that F is, up to a sign, a right inverse to V. In
order to state the sign precisely, we split the Morse homology of LrQ as a direct sum of two
groups
(5.5.1) HM∗(fr; η) ≡ HM0∗ (fr; η)⊕HM−1∗ (fr; η)
corresponding to the components of piecewise geodesics along which TQ is, or is not, ori-
entable. We also split the Floer cohomology of a Hamiltonian H− as
(5.5.2) HF ∗(H−;Z) ≡ HF ∗0 (H−;Z)⊕HF ∗−1(H−;Z),
with the two summands corresponding to the subcomplexes generated by orbits along which
q∗(TQ) is orientable or not. Since Vr and Fr are both defined using moduli spaces of
punctured discs, orientability and non-orientability of the pullback of TQ are preserved by
these maps. These maps therefore preserve the decomposition of Morse homology and Floer
cohomology, so we obtain maps:
(5.5.3) HMw∗ (f
r; η)
Fr // HF−∗w (H
−;Z)
Vr′ // HMw∗ (f
r′ ; η)
whenever the slope of H− is larger than 2r, and r′ is sufficiently large.
The following result is proved in Section 5.5.9:
Proposition 5.5.1. If r′ is sufficiently large, the composition
(5.5.4) Vr′ ◦ Fr : HMw∗ (fr; η)→ HMw∗ (fr
′
; η)
agrees with
(5.5.5) (−1) (n+w)(n+w−1)2 ι ◦ ι ◦ · · · ◦ ι︸ ︷︷ ︸
r′−r
.
The proof of the main theorem of this chapter follows immediately:
Proof of Theorem 5.1.1. Since continuation maps and inclusion maps preserve the
decomposition according to orientability, we have isomorphisms
SH∗(T ∗Q;Z) = SH∗0 (T ∗Q;Z)⊕ SH∗−1(T ∗Q;Z)(5.5.6)
H∗(LQ; η) = H0∗ (LQ; η)⊕H−1∗ (LQ; η),(5.5.7)
where each summand in the right hand side is the direct limit of the appropriate groups in
Equations (5.5.1) and (5.5.2).
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Equation (5.5.4) implies that the composition
(5.5.8) Hw∗ (LQ; η)
F // SH−∗w (T
∗Q;Z) V // Hw∗ (LQ; η)
agrees with multiplication by (−1) (n+w)(n+w−1)2 . Taking the direct sum over both values of
w implies that the composition V ◦ F is an isomorphism. 
There are two main ideas that are required for the proof of Proposition 5.5.1, which
will be developed in the rest of this section. The first is a computation of a moduli space of
holomorphic triangles with boundary on two nearby cotangent fibres and the zero section.
If the cotangent fibres are sufficiently close, there is a unique such triangle.
The second idea is to use a cobordism between two possible degenerations of the complex
structure on the annulus; at one end, the limit consists of two punctured discs, which give
rise to the composition in Equation (5.5.4). At the other end, the annulus breaks into disc
components, which in our case are degenerate, giving rise to iterated compositions of the
inclusion map ι.
5.5.1. Two cotangent fibres and the zero section. Consider the punctured posi-
tive half-strip
(5.5.9) T+ ≡ [0,+∞)× [0, 1] \ {(0, 0), (0, 1)}
equipped with coordinates (s, t), and complex structure j∂s = ∂t.
Figure 5.7.
Choose a function
(5.5.10) [0, 1]→ [0, 1]
which is the identity on the boundary, and is locally constant near the boundary, and let
(5.5.11) τ+ : T+ → [0, 1]
denote the composition with the projection to the second factor of T+.
Given points q0 and q1 in Q, define R(T ∗q0Q,Q, T ∗q1Q) to be the space of finite energy
maps
(5.5.12) u : T+ → T ∗Q
which solve the differential equation
(5.5.13)
(
du− dτ+ ⊗Xh
)0,1
= 0
with respect to a family of almost complex structures Jt on T
∗Q, with the following boundary
conditions (see Figure 5.7):
(5.5.14)
u({1} × (0,+∞)) ⊂ T ∗q1Q
u({0} × (0, 1)) ⊂ Q
u({0} × (0,+∞)) ⊂ T ∗q0Q.
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Remark 5.5.2. In the definition of F , we carefully chose a 1-form on the punctured disc
whose restriction to the boundary vanishes, while we are now considering a pseudoholomor-
phic curve equation where the 1-form dτ+ does not vanish on the boundary Q. The reason
this does not cause any real difficulties is that h vanishes to second order on Q, hence the
term dτ+ ⊗Xh in fact vanishes along this boundary.
Exercise 5.5.3. Using the same argument as in Exercise 5.4.5, show that the constant
map is the unique element of the moduli space R(T ∗qQ,Q, T ∗qQ).
Our next goal is to show that R(T ∗q0Q,Q, T ∗q1Q) consists of a unique element whenever
q0 and q1 are sufficiently close. In order to prove this, we shall presently see that it suffices
to establish the regularity of this moduli space whenever q0 = q1,
To this end, we introduce the following gauge transform of a map u : T+ → T ∗Q:
(5.5.15) u˜(s, t) ≡ φ−τ+(u(s, t)),
where φt is the time-t Hamiltonian flow of h.
Exercise 5.5.4. Show that u˜ satisfies a homogeneous equation, and maps the bound-
ary of T+ to the triple of Lagrangians (T ∗q0Q,Q, φ
−1(T ∗q1Q)), the end s = +∞ to T ∗q0Q ∩
φ−1(T ∗q1Q), the end (0, 0) to Q ∩ T ∗q0Q, and the end (0, 1) to Q ∩ φ−1(T ∗q1Q).
As in Section 5.4.1, it is easier to analyse the regularity of the equation obtained by
gauge transform:
Exercise 5.5.5. Show that the constant map is regular as an element ofR(T ∗qQ,Q, T ∗qQ)
(Hint: Imitate the proof of Lemma 5.4.7).
Let us now consider the space
(5.5.16) R(L2Q) ≡
∐
(~q 0,~q 1)∈L2Q
R(T ∗q0Q,Q, T ∗q1Q).
To topologise this space, we introduce the bundle
(5.5.17) C∞(T+, T ∗Q;L2Q)→ L2Q
whose fibre at a point (~q 0, ~q 1) is the space
(5.5.18) C∞(T+, T ∗Q; (T ∗q0Q,Q, T
∗
q1Q))
of smooth maps from T+ to T ∗Q which decay exponentially to the unique chord connecting
~q 0 to ~q 1 at +∞, and to the intersection point between T ∗qiQ and Q at (0, i) for i ∈ {0, 1},
and have boundary conditions given by Equation (5.5.14).
This space carries two Banach bundles of interest: the first is the space of W 1,p sections
of the pullback of T ∗Q to T+, which take value in the tangent space of the Lagrangian
boundary conditions along the components of the boundary T+, and the second is the space
of Lp sections of u∗(TT ∗Q). The linearisation of the Cauchy Riemann operator, together
with the linearisation of the equation associated to changing the boundary conditions, defines
a map
(5.5.19) W 1,p((T+, ∂T+), (u∗(TT ∗Q), (u∗(T ∗q0Q), u
∗(TQ), u∗(TT ∗q1Q)))⊕ TL2Q
→ Lp(T+, u∗(T ∗Q)).
Whenever this map is surjective at an element u of R(L2Q), its kernel is the tangent
space TuR(L2Q). Since regularity is an open property for solutions to Cauchy-Riemann
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operators (because surjectivity is an open condition), Exercise 5.5.5 implies that there is an
open neighbourhood inR(L2Q) of the constant triangles, which consists of regular elements,
hence which is a manifold of dimension 2n. Moreover, for a constant triangle, the restriction
of Equation (5.5.19) to the first factor is an isomorphism. This implies that the kernel
of the operator in Equation (5.5.19) projects isomorphically onto the second factor, i.e.
that the tangent space of the moduli space in a neighbourhood of constant points projects
isomorphically to the tangent space of L2Q under evaluation.
The restriction of the projection to L2Q is therefore a local diffeomorphism in a neigh-
bourhood of constant triangles; since the set of constant triangles is a submanifold of
R(L2Q), on which this projection map is injective, we conclude that the projection to L2Q is
a diffeomorphism from a neighbourhood of the set of constant triangles to a neighbourhood
of the diagonal.
In order to give a more precise description of this neighbourhood, we introduce the
subset
(5.5.20) R(L2δQ) ⊂ R(L2Q)
corresponding to points whose distance is bounded by a constant δ.
Lemma 5.5.6. If δ is sufficiently small, R(L22δQ) is a smooth manifold of dimension
2n, and the projection map to L22δQ is a diffeomorphism.
Proof. From the above discussion, it suffices to show that, given a neighbourhood
of the set of constant triangles, we may choose δ sufficiently small so that all elements of
R(L22δQ) are contained in it. We start by noting that all elements of R(L2Q) have image
contained in D∗Q by the analogue of Lemma 5.3.5; this will allow us to use Gromov com-
pactness as follows: consider a sequence of points in L2Q converging to the diagonal. The
Gromov-Floer construction produces a compactification of R(T ∗q0Q,Q, T ∗q1Q) by considering
disc bubbles, sphere bubbles, and breakings of Floer trajectories at the corner of the trian-
gle. The first two possibilities are excluded by the exactness of T ∗Q (and of the Lagrangians
Q and T ∗qiQ), and the last by the fact that Q ∩ T ∗qiQ consists of a single point, and that
there is a unique chord of h connecting T ∗q0Q and T
∗
q1Q. We conclude that the projection is
proper, and that, for δ sufficiently small, all elements of R(L22δQ) are close to the constant
maps lying over the diagonal in L22δQ. 
We shall need slightly more control on the moduli space R(L22δQ). This space is
equipped with an evaluation map to the space of paths between points whose distance is
bounded by 2δ, defined by restricting every element of R(L22δQ) to the segment {0} × [0, 1]
which is required to map to Q:
R(L22δQ)→ P(L22δQ) ≡ {γ : [0, 1]→ Q | d(γ(0), γ(1)) ≤ 2δ}(5.5.21)
u 7→ u|{0} × [0, 1].(5.5.22)
In the proof of Lemma 5.5.6, we required δ to be sufficiently small so that all elements of
R(L22δQ) are close to constant maps. In particular, we may assume that the image of every
element of R(L22δQ) lies in a geodesically convex ball centered at its starting point, hence
is homotopic to the shortest geodesic connecting its two endpoints. We conclude:
Lemma 5.5.7. If δ is sufficiently small, the composition
(5.5.23) L2Q
∼ // R(L22δQ) // P(L22δQ)
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is homotopic to the map L2Q → P(L22δQ) which assigns to two points the unique short
geodesic between them. 
5.5.2. Moduli space of degenerate annuli. We can associate to every element
~q ∈ LrQ a moduli space
(5.5.24) A0r(~q) ≡ R(T ∗q0Q,Q, T ∗q1Q)×R(T ∗q1Q,Q, T ∗q2Q)× · · · × R(T ∗qr−1Q,Q, T ∗q0Q),
whose elements form degenerate annuli by gluing the triangles along their common corners
(see the leftmost diagram in Figure 5.8); we think of these as being infinitely thin. By taking
the union over all ~q ∈ LrQ, we obtain the parametrised moduli space
(5.5.25) A0r(LrQ) ≡
∐
~q∈LrQ
A0r(~q).
Figure 5.8.
We now fix a constant δ so that the conclusions of Lemmatta 5.5.6 and 5.5.7 hold, and
assume that the constant δri in the definition of L
rQ satisfies
(5.5.26) δ ≤ δri ≤ 2δ.
As an immediate consequence of Lemma 5.5.6, this condition implies
Lemma 5.5.8. A0r(LrQ) is a smooth manifold of dimension rn, and the projection to
LrQ is a diffeomorphism. 
By identifying the the intervals
[
i
r ,
i+1
r
]
with the segments labelled Q on the boundary
of an element of A0r(LrQ), we obtain an evaluation map
(5.5.27)
ev : A0r(LrQ)→ LQ
ev(v0, . . . , vr)(t) ≡ vi(0, rt− i) if t ∈
[
i
r
,
i+ 1
r
]
Exercise 5.5.9. Check that Equation (5.5.27) defines a continuous loop in Q.
Using Lemma 5.5.7, we can compare this evaluation map to the map LrQ→ LQ defined
by piecewise geodesics:
Lemma 5.5.10. If Condition (5.5.26) is satisfied, the composition
(5.5.28) LrQ
∼ // A0r(LrQ) // LQ
is homotopic to the natural map LrQ→ LQ. 
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This result shall be used to show that the map induced by the moduli space A0r on Morse
homology agrees, in the limit over r, with the identity on the homology of the free loop space.
By constructing a cobordism from A0r to the moduli space controlling the composition V ◦F ,
we shall conclude that V ◦ F is the identity on loop space homology.
More precisely, given a Hamiltonian H− of slope larger than 2r, there is another moduli
space of degenerate annuli
(5.5.29) A∞r (~q) ≡
∐
x∈O(H−)
M(x)×M(x, ~q),
which we think of as consisting of infinitely long annuli (see the rightmost picture in Figure
5.8). We define a parametrised version of this space:
(5.5.30) A∞r (LrQ) ≡
∐
x∈O(H−)
M(x)×M(x,LrQ).
Exercise 5.5.11. Use Lemma 4.3.2 and Exercise 5.3.10 to show that A∞r (LrQ) is a
smooth manifold of dimension nr.
5.5.3. Cobordism between degenerate annuli. Consider the moduli space of Rie-
mann surfaces biholomorphic to an annulus
(5.5.31) ΣR ≡ [0, R]× S1
equipped with coordinates (s, t). By removing the points zi = (R,
i
r ) from the boundary,
we obtain the punctured Riemann surface
(5.5.32) ΣRr ≡ ΣR \ {zi}ri=1.
The boundary of ΣRr has r + 1 boundary components: we denote by ∂
0ΣRr the boundary
component corresponding to setting the first coordinate equal to 0, and by {∂iΣRr }ri=1 the
segment
(5.5.33) s = R, t ∈
[
i− 1
r
,
i
r
]
.
There is a natural compactification of this moduli space, which we denote Ar, corre-
sponding to allowing R = {0,+∞}; these degenerate annuli are
Σ∞r = Z
+
∐
Z−r(5.5.34)
Σ0r = T
+
∐
T+
∐
· · ·
∐
T+︸ ︷︷ ︸
r
.(5.5.35)
The natural topology at the boundary Ar arises from gluing, as explained in the following
two exercises:
Exercise 5.5.12. For each sufficiently positive real number S, define a Riemann surface
Z+#SZ
− by gluing the positive and the negative punctured discs along their cylindrical
ends. Show that the resulting surface is biholomorphic to Σ2S .
Exercise 5.5.13. Identify T+ with B \ {(0, 1)}, and equip the strip with its natural
strip like ends at s = +∞ and s = −∞. Show that the result of gluing r copies of this
Riemann surface end to end for equal gluing parameter S is biholomorphic to Σ1/S .
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Equation (5.5.13) defines a pseudo-holomorphic curve equation on every component of
the surface Σ0r, and Equations (4.3.4) and (5.3.6) define pseudo-holomorphic curve equations
on the two components of Σ∞r . We shall extend these to other points of the moduli space Ar.
To start, recall that we have fixed (positive) strip-like ends near the boundary punctures of
the two surfaces Σ0r and Σ
∞
r . By gluing, we obtain strip-like ends on the nearby elements
of Ar, and we extend these choices to strip-like ends
(5.5.36) Ri : [0,+∞)× [0, 1]→ ΣRr , 1 ≤ i ≤ r
converging to the puncture zi.
The pseudo-holomorphic curve equation we shall impose on maps from ΣRr to T
∗Q will
be of the form
(5.5.37) (du−XHR ⊗ αR)0,1 = 0,
where the data will be as follows:
(1) A 1-form αR
(2) A family of linear Hamiltonians HRz , parametrised by z ∈ ΣRr , and
(3) A family of almost complex structures JRz , parametrised by z ∈ ΣRr , which are
convex near S∗2Q.
These Floer data should satisfy the following properties:
αR is closed, its restriction to the boundary components {∂iΣRr }ri=1 van-
ishes, and there are positive strip-like ends at the punctures zi such that the
pullback of αR agrees with bRi dt for real numbers b
R
i ∈ (δri , 2) (c.f. Equation
(5.3.9)).
(5.5.38)
The Hamiltonian HRz agrees with h if z lies in a neighbourhood of the punc-
tures {zi}ri=1. If z lies on ∂0ΣRr , we assume that the Hamiltonian flow of
XHZz vanishes on Q (c.f. Equation (4.3.2)).
(5.5.39)
There exists a real number bR such that 2
∑r
i=1 b
R
i ≤ bR, and a smooth
function fR on ΣR, which vanishes near the punctures, such that dfR∧αR ≤
0.
(5.5.40)
HR|T ∗Q \D∗2Q = 2ρ− 2 + fR
((
bR∑r
i=1 b
R
i
− 2
)
ρ+ 2
)
.(5.5.41)
Exercise 5.5.14. Show that the space of triples (αR, HRz ) statisfying the above prop-
erties is contractible (Hint: use the fact that fR ≡ 0 is a solution to Equation (5.5.40)).
We now explain how to produce pseudo-holomorphic curve equations on the surfaces
constructed by gluing in Exercises 5.5.12 and 5.5.13. For the surface Σ∞r , we have assumed
that the 1-form α− on Z− agrees with dt near the negative puncture, while Z+ carries the
1-form dt in the discussion of Section 4.3.1. Since the restrictions of these forms to the
glued regions agree, we conclude that, for S large enough, the surface Σ2S naturally carries
a 1-form that we denote α2S . Similarly, the family of functions H− on Z− is assumed
to agree with a fixed time-dependent Hamiltonian Ht along the end, as does the family of
Hamiltonians on Z+ fixed in Equation (4.3.2). We therefore obtain a family of Hamiltonians
on Σ2S that we denote H2S .
Exercise 5.5.15. Check that these data satisfy Conditions (5.5.38)-(5.5.41).
We repeat the same procedure to produce data near the surface Σ0r: first, we set
(5.5.42) HRz = h
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whenever R is sufficiently close to 0. Moreover, the 1-form dτ on the surface T+ vanishes
by assumption near the punctures (0, 0) and (0, 1). There is therefore a natural 1-form on
the result of gluing r copies of this surface along these ends, which will be the 1-form αR.
Exercise 5.5.16. Check that these data satisfy Conditions (5.5.38)-(5.5.41).
We now choose data αR, HR, and JR varying smoothly for R ∈ (0,+∞) which, when
restricted to a neighbourhood of 0 and ∞ is obtained by the gluing construction, and
which satisfy Conditions (5.5.38)-(5.5.41); to see that this can indeed be achieved, the key
observation is that the space of data satisfying these properties is contractible, so there is
no obstruction to extending the choice from neighbourhoods of R = {0,+∞} to arbitrary
R.
Given such data, and a point ~q ∈ LrQ, we define ARr (~q) to be the space of finite energy
maps
(5.5.43) w : ΣRr → T ∗Q
which map ∂0Σ to Q and ∂iΣ to T ∗qiQ and solve Equation (5.5.37).
Exercise 5.5.17. Imitating the proof of Lemma 5.3.5, show that the moduli space
ARr (~q) is compact if R 6=∞.
5.5.4. Evaluation maps. Taking the union over all parameters R and points ~q , we
obtain a moduli space of annuli:
(5.5.44) Ar(LrQ) ≡
⋃
~q∈LrQ
⋃
R∈[0,+∞]
ARr (~q).
Exercise 5.5.18. Show that, for generic Floer data, Ar(LrQ) is a smooth manifold
with boundary of dimension rn+ 1, defining a cobordism between A0r(LrQ) and A∞r (LrQ).
Since ARr (LrQ) is compact for R 6=∞, we define
(5.5.45) ARr (LrQ) ≡ ARr (LrQ).
For R =∞, we use instead the Gromov-Floer compactification
(5.5.46) A∞r (LrQ) ≡
⋃
x∈O(H−)
M(x)×M(x, ~q).
By construction, the complement of A∞r (LrQ) in A
∞
r (L
rQ) is covered by smooth manifolds
of dimension strictly smaller than nr. The compactification of Ar(LrQ) is defined to be:
(5.5.47) Ar(LrQ) ≡
⋃
R∈[0,∞]
ARr (LrQ),
equipped with the Gromov topology.
Consider the evaluation map
(5.5.48) ev : Ar(LrQ)→ LQ,
which is defined for R = 0 in Equation (5.5.27), and for other values of R by restricting to
∂0ΣR, which is naturally identified with the circle by using polar coordinates.
Since Ar(LrQ) is compact, there is a uniform bound on the C1 norm of the curves in
the image of Equation (5.5.48), which implies, as in Lemma 4.3.5, that we may choose r′
large enough so that, for each w ∈ Ar(LrQ) and for each interval I ⊂ S1 of length less than
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1/r′, the length in Q of ev(w)(I) is less than δ, where δ is the constant fixed in Lemma
5.5.6. We obtain an evaluation map
evr′ : Ar(LrQ)→ Lr′Q,(5.5.49)
w 7→
(
ev(w)(0), ev(w)
(
1
r′
)
, . . . , ev(w)
(
r′ − 1
r′
))
,(5.5.50)
with the property that we have a homotopy commutative diagram:
(5.5.51) Ar(LrQ)
evr′ //
ev
$$
Lr
′
Q

LQ.
Exercise 5.5.19. Show that the restriction of evr′ to A∞r (LrQ) is given by the com-
position
(5.5.52)
∐
x∈O(H−)
M(x)×M(x, ~q)→
∐
x∈O(H−)
M(x)→ Lr′Q,
where the first map projects to the first factor, and the second is the evaluation map from
Lemma 4.3.5.
The following result is a small generalisation of Exercise 3.2.2:
Exercise 5.5.20. Recall that A0r(LrQ) ∼= LrQ. Show that the restriction of evr′ to
A0r(LrQ) is homotopic to the composition of iterates of ι
(5.5.53) A0r(LrQ)
pi~q // LrQ
ι // Lr+1Q
ι // · · · ι // Lr′Q.
5.5.5. Orienting the moduli space of annuli. By construction, the moduli space
of annuli admits a natural map
(5.5.54) pi~q : Ar(LrQ)→ LrQ
which is the projection to the space of parameters in Equation (5.5.44).
We shall presently see that this cobordism is naturally oriented relative to LrQ, i.e.
that we a natural isomorphism
(5.5.55) |Ar(LrQ)| ∼= pi∗~q |LrQ|.
We start by constructing a natural relative orientation for A∞r (LrQ), which is compati-
ble with the construction of the operations F and V. Let (v, u) be an element of this moduli
space converging to an orbit x. The orientation line of the moduli space at this point admits
a natural decomposition:
(5.5.56) det(A∞r (LrQ)) ∼= det(Dv)⊗ det(Du)⊗ pi∗~q det(LrQ).
The existence of a relative orientation is equivalent to an identification of det(Dv)⊗det(Du)
with R. Recall that we have a natural trivialisation of x∗(TT ∗Q) coming from Lemma 1.4.17;
this trivialisation extends to u∗(TT ∗Q) and v∗(TT ∗Q), which allow us to associate to the
boundary conditions the loops IΛev(~q) and Λ
−1
ev(~q) whose Maslov index is ±w(ev(~q)); more
precisely, the maps u and v determine homotopies between the boundary conditions and
these Lagrangian loops. Using the isomorphisms which allowed us to construct the maps F
and V, we obtain the following identifications:
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|det(Dv)| ⊗ | det(Du)| ∼= |det(Dv)| ⊗ |Cn| ⊗ |Cn|−1 ⊗ | det(Dv)|(5.5.57)
∼= |det(Dv)| ⊗ |o+x | ⊗ |Cn|−1 ⊗ |ox| ⊗ | det(DIΛev(~q))|(5.5.58)
∼= |det(DΛ−1
ev(~q)
)| ⊗ |Cn|−1 ⊗ | det(DIΛev(~q))|.(5.5.59)
The second step used Equation (1.4.81). Using the complex orientations of Cn, together
with the isomorphism
(5.5.60) det(DIΛ−1
ev(~q)
) ∼= det(DΛ−1
ev(~q)
)
from Exercise 5.3.7 and Equation (4.2.46), we obtain the desired orientation of det(Dv) ⊗
det(Du).
We orient the moduli space of annuli Ar(LrQ), relative to LrQ, in essentially the same
way. Given an element w : ΣRr → T ∗Q of this parametrised moduli space, we have a
canonical isomorphism
(5.5.61) det(A∞r (LrQ)) ∼= det(Dw)⊗ det([0,+∞))⊗ pi∗~q det(LrQ).
Fixing the usual orientation on [0,+∞), it remains to trivialise det(Dw). We shall do this
by first considering more general Lagrangian boundary conditions for annuli:
Over the product of two copies of the loop space of the Grassmannian of Lagrangians
in Cn
(5.5.62) LGr(Cn)× LGr(Cn)
we have, for each positive real number R, a local system ηR whose fibre at a pair of loops
(Λ0,Λ1) is the space of orientations of the determinant line of the Cauchy-Riemann operator
(5.5.63) DR
Λ−10 ,Λ1
: W 1,p((ΣR, ∂0ΣR, ∂1ΣR), (Cn,Λ−10 ,Λ1))→ Lp(ΣR,Ω0,1 ⊗ Cn)
with boundary condition given on the boundary component ∂1ΣR by the loop Λ1, and on
the component ∂0ΣR by the loop Λ−10 which is traversing Λ0 backwards (here, the boundary
of ΣR is given its natural orientation).
Lemma 5.5.21. The restriction of ηR to the subset consisting of loops (Λ, IΛ) is trivial.
Proof. Degenerate the annulus by considering the limit R =∞. Gluing theory induces
an isomorphism
(5.5.64) ηR ∼= det(DΛ−10 )⊗ det
−1(Cn)⊗ det(DΛ1).
Assuming that Λ1 = IΛ0, the homotopy provided by Exercise 5.3.7 allows us to use
Lemma (4.2.46), and we conclude the triviality of ηR. 
Corollary 5.5.22. If w is an element of Ar(LrQ), the determinant line det(Dw) is
trivial.
Proof. Glue Dw to the operators Dxi−1,i associated to the chords labelling the strip-
like ends of ΣRr . As in Equation (5.3.22), we obtain an isomorphism
(5.5.65) Dw ∼= DΛ−1
ev(~q)
,IΛev(~q)
.
Lemma 5.5.21 provides a trivialisation of the right hand side. 
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Finally, we orient the moduli space of degenerate annuli corresponding to R = 0: we
start by recalling that the projection of A0r(LrQ) to LrQ is a diffeomorphism, which induces
the isomorphism in Equation (5.5.55). This isomorphism induces an orientation on each fibre
A0r(~q) which is the natural (positive) orientation of the point. It is useful to express this
positive orientation in terms of the linearisation: A0r(~q) is a product of moduli spaces of
discs, which we orient using the product orientation. Each moduli space of discs that we
consider consists of a unique point which is given its canonical, positive orientation coming
from the fact that the ∂ operator is rigid.
5.5.6. Discrepancy of the orientation at the boundary. In this section, we com-
pare the relative orientations of A0r(LrQ), and its induced relative orientation as a boundary
component of A+r (LrQ). To state the result precisely, denote by Lr0Q the component of LrQ
corresponding to piecewise geodesics along which Q is orientable, and Lr−1Q the component
of loops along which Q is non-orientable.
Lemma 5.5.23. The relative orientation of A0r(LrwQ) differs from the induced orientation
as a boundary stratum of Ar(LrwQ) by a sign whose parity is
(5.5.66)
(n+ w)(n+ w − 1)
2
+ 1
Remark 5.5.24. The case w = 0 was studied, in a slightly different setting, by Fukaya,
Oh, Ohta, and Ono in [41].
To compare the two orientations, we introduce for each point ~q ∈ LrQ a Cauchy-
Riemann operator D
ARr
~q on the space of maps from ARr to Cn, with Lagrangian boundary
conditions Λ−1ev(~q) on ∂
0ΣR and IΛev(~q) on the other boundary component. By gluing, we
obtain a short exact sequence
(5.5.67) ker(D
ARr
~q )→ ker(DΛ−1
ev(~q)
)⊕ ker(DIΛev(~q))→ Cn,
which yields an isomorphism
(5.5.68) det(DΛ−1
ev(~q)
)⊗ det(DΛev(~q))⊗ det−1(Cn)→ det(DA
R
r
~q ).
Exercise 5.5.25. Let (v, u) be an element of the moduli space A∞r (LrQ), and v#Su
the map from an annulus obtained by gluing. Prove the commutativity of the following
diagram, where the vertical maps are defined by gluing, the top horizontal map is Equation
(5.5.59), and the bottom horizontal map is obtained by applying the linearisation:
(5.5.69) |det(Dv)| ⊗ | det(Du)| //

|det(DΛ−1
ev(~q)
)| ⊗ |Cn|−1 ⊗ | det(DIΛev(~q))|

|det(Dv#Su)| // |det(DA
S
Λev(~q)
)|.
We need an elementary result in linear algebra before completing the proof of Lemma
5.5.23:
Exercise 5.5.26. Use multiplication by i to induce an orientation on iRn from an
orientation on Rn. Show that the resulting orientation of the direct sum is canonically
defined, and differs from the complex orientation of Cn by a sign whose parity is
(5.5.70)
n(n− 1)
2
.
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We can now complete the proof of the main result of this section:
Proof of Lemma 5.5.23. We first consider the case where TQ is orientable along
ev(~q): in this case, the loop of Lagrangians Λev(~q) takes the constant value Rn. The second
arrow in Equation (5.5.67) therefore corresponds to the map of orientation lines associated
to the isomorphism of real vector spaces:
(5.5.71) Rn ⊕ iRn → Cn.
The commutativity of Diagram (5.5.69), implies that the orientation of Ar(LrwQ) is induced
by the orientation of the fibre of this isomorphism corresponding to the choice of complex
orientation on the target, and the natural orientation of the direct sum of two copies of
the same vector space on the source. The difference with the natural orientation of a 0-
dimensional vector space is given by Equation (5.5.70). Since this is the orientation used
for A0r(LrQ), Equation (5.5.66) follows immediately in the case w = 0; the additional +1
comes from the fact that we have oriented A+ so that a positive tangent vector points away
from A0, which is the opposite of the convention for boundaries.
To prove the result in the non-orientable situation, recall that the trivialisation is chosen
so that the loop Λev(~q) has Maslov index 1. We choose a specific representative which splits
as the product of a loop of Maslov index 1 in C with a constant Lagrangian in Cn−1. We
can then choose the loop Φ in Equation (4.2.47) to be represented by the matrices
(5.5.72)

e−2piti 0 · · · 0
0 1 · · · 0
...
...
. . .
...
0 0 · · · 1
 .
Note that Equation (5.5.70), applied in dimension n − 1, yields the first term in Equation
(5.5.66) whenever w = −1. It remains therefore to show that, in dimension 1, the orientation
in the middle term of Equation (5.5.67) agrees with the complex orientation on the right
hand side. To see this, we first observe that DΛ−1
ev(~q)
is rigid. Gluing theory identifies
ker(DIΛev(~q)) with the kernel of the evaluation map
(5.5.73) ker(D−Φ−1)→ C,
where Φ−1 has index 1, and the evaluation map takes place at the point z0 ∈ CP1, and we
equip ker(DIΛev(~q)) with the induced orientation. To show that the second map in Equation
(5.5.67) preserves orientations, observe that the evaluation map
(5.5.74) ker(DIΛev(~q))→ C
corresponds to the evaluation map from ker(D−Φ−1) to the fibre at z∞. Since this map is
complex linear, we conclude that for non-orientable boundary conditions, the second arrow
in Equation (5.5.67) preserves orientation in dimension 1, and hence, in higher dimensions,
that the sign is
(5.5.75)
(n− 1)(n− 2)
2
.
As in the orientable case, there is an additional term 1 coming from our chosen orientation
of the abstract moduli space Ar, for which the boundary stratum A0r acquires a negative
orientation. 
154 5. VITERBO’S THEOREM: SURJECTIVITY
5.5.7. Rigidifying moduli spaces. Let y be a critical point of fr, and y′ a critical
point of fr
′
. We consider the fibre product
(5.5.76) Ar(y′, y) ≡W s(y′)×ev′r A+r (LrQ)pi ×Wu(y).
If the Floer data on the annuli and the Morse functions fr and fr
′
are chosen generically, this
fibre product is transverse, hence is a manifold with boundary. In that case, the dimension
of A+r (LrQ)pi ×Wu(y) is ind(y) + 1. Given that the codimension of W s(y′) is ind(y′), we
conclude that
(5.5.77) dim(Ar(y′, y)) = ind(y)− ind(y′) + 1.
Exercise 5.5.27. Use Equation (5.5.55) to construct a natural isomorphism
(5.5.78) |Ar(y′, y)| ⊗ oy ⊗ |W s(y′)| ∼= |Lr′Q|.
We introduce the standard compactification
(5.5.79) Ar(y′, y) ≡ W¯ s(y′)×ev′r Ar(LrQ)pi × W¯u(y).
Lemma 5.5.28. For generic Floer data, Ar(y′, y) is empty whenever
(5.5.80) ind(y)− ind(y′) + 1 < 0,
and is a manifold with boundary whenever ind(y)− ind(y′) + 1 equals 0 or 1.
Proof. Recall that the dimension of Ar(LrQ) is nr + 1, and that its complement in
Ar(LrQ) is covered by manifolds of dimension smaller than or equal to nr − 1. Assuming
regularity, the computation leading to Equation (5.5.77) implies that the inclusion
(5.5.81) Ar(y′, y) ⊂W s(y′)×ev′r Ar(LrQ)pi ×Wu(y)
is an equality whenever ind(y)− ind(y′) + 1 < 2.
Next, we use the fact that whenever T(y′, y′1) is non-empty, ind(y
′) ≤ ind(y′1), with
equality only if y′ = y′1, and similarly for (y0, y) to conclude that the transversality of the
fibre product in Equation (5.5.76) implies that Ar(y′1, y0) is empty; hence that Ar(y′, y) is
empty if Inequality (5.5.80) holds.
Assuming that ind(y) + 1 = ind(y′), the same argument shows that Ar(y′, y) \Ar(y′, y)
is empty, so the result follows from the fact that Ar(y′, y) is a 0-dimensional manifold. If
ind(y) = ind(y′), then the only contributions to Ar(y′, y) which are not empty are:
(5.5.82)
Ar(y′, y),
⋃
ind(y′1)=ind(y)+1
T(y′, y′1)×Ar(y′1, y) and
⋃
ind(y)=ind(y0)+1
Ar(y, y0)× T(y0, y).
The first space is 1-dimensional manifold with boundary since it is a transverse fibre product,
and the other two spaces are 0-dimensional. The implicit function theorem implies that, if
the fibre product T(y′, y′1)×Ar(y′1, y) is transverse, then a neighbourhood in Ar(y′, y) is a
manifold with boundary. 
5.5.8. Maps defined by annuli with fixed modular parameter. DefineARr (y′, y′)
to be the fibre product
(5.5.83) ARr (y′, y′) ≡W s(y′)×ev′r ARr (LrQ)pi ×Wu(y).
Combining Equations (3.3.7) and (5.5.78), we find a canonical isomorphism
(5.5.84) |det(ARr (y′, y))| ⊗ oy ∼= oy′ .
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Assume now that ind(y) = ind(y′), so that the moduli spacesARr (y′, y) are 0-dimensional
if they are regular; each element (γ′, w, γ) of these moduli spaces therefore defines a map
(5.5.85) oy → oy′ .
The annulus w also induces a map on the local system η on LQ, hence on the restrictions
to LrQ and Lr
′
Q; composition with the maps induced by γ and γ′ defines a map
(5.5.86) ηy → ηy′ .
By taking the tensor product of these two maps, we obtain
(5.5.87) ι(γ′,w,γ) : oy ⊗ ηy → oy′ ⊗ ηy′ .
Taking the direct sum over all rigid elements, we define
ιR : CM∗(fr; η)→ CM∗(fr′ ; η)(5.5.88)
ιR|oy ⊗ ηy ≡
⊕
ind(y′)=ind(y)
∑
(γ′,w,γ)∈ARr (y′,y)
ι(γ′,w,γ).(5.5.89)
Exercise 5.5.29. Use Lemma 5.5.28 to show that ιR is a chain map if the moduli spaces
of annuli with modulus R are all regular.
In general, it may not be possible to achieve regularity for every value of R, but the
parametrised moduli space that we obtain by taking the union over R gives a homotopy.
We shall therefore be particularly interested in the cases R = 0,+∞. For R =∞, we have
a splitting
(5.5.90) A∞r (y′, y) ≡
∐
x∈O(H−)
B(y′, x)×B(x, y).
Exercise 5.5.30. Assuming that ind(y) = ind(y′), show that if both B(y′, x) and
B(x, y) are non-empty, then deg(x) = n− ind(y).
The moduli space A∞r (y′, y′) therefore consists of the product of the moduli spaces used
to define Vr′ and Fr. Since the choices made orienting this moduli space in Equations
(5.5.57)-(5.5.59) use the choice made in defining Vr′ and Fr, we conclude that
(5.5.91) ι+∞ = Vr′ ◦ Fr.
For R = 0, Lemma 5.5.10 shows that the composition of r′− r iterates of ι is homotopic
to ι0, up to an overall sign coming from choices of orientations. By Lemma 5.5.23, this sign
depends on the component of LrQ. To state the sign precisely, we split the Morse complex
as a direct sum
(5.5.92) CM∗(fr; η) ≡ CM0∗ (fr; η)⊕ CM−1∗ (fr; η)
where the first summand consists of those piecewise geodesics along which Q is orientable.
Lemma 5.5.31. The restriction of ι0 to CMw∗ (f
r; η) is homotopic to
(5.5.93) (−1) (n+w)(n+w−1)2 ι ◦ ι ◦ · · · ◦ ι.

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5.5.9. Construction of the homotopy. We now repeat the construction of the pre-
vious section, removing the constraint on the modulus of annuli. We start with the isomor-
phism
(5.5.94) |det(Ar(y′, y))| ⊗ oy ∼= oy′ ,
and assume that ind(y′) = ind(y) + 1, which implies that Ar(y′, y) is a 0-dimensional
manifold. We obtain a map
(5.5.95) H(γ′,w,γ) : oy ⊗ ηy → oy′ ⊗ ηy′
associated to every element (γ′, w, γ) ∈ Ar(y′, y) by tensoring the induced map on orienta-
tion lines with the parallel transport map on η. Define
HV◦F : CM∗(fr; η)→ CM∗(fr′ ; η)(5.5.96)
HV◦F | oy ⊗ ηy ≡
⊕
ind(y′)=ind(y)+1
∑
(γ′,w,γ)∈Ar(y′,y)
H(γ′,w,γ).(5.5.97)
Exercise 5.5.32. Show that HV◦F defines a homotopy between ι0 and ι∞.
Proof of Proposition 5.5.1. Exercise 5.5.32 implies that the maps induced by ι0
and ι∞ are equal on homology. The first of these agrees with the composition of inclusion
maps, up to the overall sign in Equation (5.5.93). By Equation (5.5.91), ι∞ agrees with the
composition of Vr′ and Fr. The desired result follows immediately. 
5.6. Guide to the Literature
5.6.1. Lagrangian Floer cohomology. The standard references for Lagrangian Floer
cohomology are Fukaya, Oh, Ohta, and Ono’s treatise in two volumes [39] which is mostly
concerned with the group associated to an embedded closed Lagrangian in a compact
symplectic manifold, and Seidel’s monograph [77] which considers collections of such La-
grangians in exact symplectic manifolds. Both books study much deeper properties of
Lagrangian Floer cohomology than what is used in this Chapter, since they are concerned
with the construction of algebraic structures on these groups.
The study of Lagrangian Floer theory for non-compact Lagrangians leads to related,
but not necessarily isomorphic theories depending on the required behaviour of the Floer
equation at infinity (see [43] for a survey). The closest approach to the one we are taking
here considers infinitesimal perturbations at infinity, which originated in Oh’s work [58] (a
gap in the discussion of compactness in this paper was later addressed in [59]), which was
related in [65] to constructible sheaves on the base.
For completeness, we mention the two other approaches: the first is called wrapped Floer
cohomology, and can be obtained analogously to symplectic cohomology by taking a direct
limit over Lagrangian Floer cohomology groups defined using Hamiltonians of increasing
slope [11]. For cotangent fibres, wrapped Floer cohomology was first computed, using a
different definition, by Abbondandolo, Portaluri, and Schwarz in [2]. As for the case of
symplectic cohomology, their computation is correct up to sign and wrapped Floer coho-
mology is isomorphic to the homology of a local system on the based loop space obtained
by transgressing the second Stiefel-Whitney class of the base [9].
The second approach is inspired by ideas of mirror symmetry [49], and uses an open
book decomposition of the boundary to define a class of adapted Hamiltonians, with respect
to which one can compute Floer cohomology, see [7,78]
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5.6.2. Family Floer cohomology. The idea of studying Floer cohomology for fami-
lies of Lagrangians goes back to Kenji Fukaya, who intended to apply it in the subtle case
of Lagrangian foliations of closed symplectic manifolds [38]. Together with Ivan Smith,
Fukaya observed that applying such a theory to the easier case of cotangent fibres would
yield partial results towards Arnold’s nearby Lagrangian conjecture, but the theory of Lef-
schetz fibrations [42] gave a way of bypassing the technical problems of defining family Floer
cohomology, so these results were announced but never appeared in writing.
5.6.3. Degenerations of annuli. As noted in the introduction, the use of moduli
space of annuli in symplectic topology appeared essentially simultaneously in Biran and
Cornea’s work on enumerative invariants associated to monotone Lagrangians [15], Fukaya,
Oh, Ohta and Ono’s study of mirror symmetry for toric manifolds [41], and the development
of a generation criterion for wrapped Fukaya categories [8]. In the first two instances, the
degeneration of annuli is an instantiation of Poincare´ duality in the Floer cohomology of
closed Lagrangians.

CHAPTER 6
Viterbo’s theorem: Isomorphism
6.1. Introduction
The main result of this Chapter is proved in Section 6.3:
Theorem 6.1.1. F is surjective.
Corollary 6.1.2. F and V are isomorphisms.
Proof. F is an isomorphism because it is both surjective and injective (see Corollary
5.1.2). Theorem 5.1.1 therefore implies that V is a left inverse to an isomorphism, hence
that V is itself an isomorphism. 
Naively, we would proceed by showing that the composition F ◦ V agrees with the
identity on SH∗(T ∗Q;Z), up to an overall sign. Unfortunately, this composition is difficult to
interpret geometrically because the half-cylinders counted in the definition of V are required
to map the boundary to the zero-section, while those in the definition of F map the boundary
to cotangent fibres. We cannot directly glue moduli spaces on which different boundary
conditions have been imposed.
In order to bypass this problem, we shall construct alternative maps
(6.1.1) Gr : HF ∗(H;Z)→ HM−∗(fr; η)
from Floer cohomology to the Morse cohomology of finite dimensional approximations, using
moduli spaces of discs with Lagrangian boundary conditions on cotangent fibres. The main
difficulty is to ensure the compactness of these moduli spaces; this will require a delicate
use of the integrated maximum principle (Proposition 5.2.35); in fact, were it not for the
constructions of this Chapter, standard versions of the maximum principle would have
sufficed.
Remark 6.1.3. While it is easy to prove that the maps Gr commute with continuation
maps in Floer cohomology, proving that they commute with the inclusion maps on the Morse
cohomology of finite approximations requires a little bit of work. Since such results are not
needed, they are not included in this Chapter.
With this in mind, the proof of Theorem 6.1.1 is analogous to that of Theorem 5.1.1. The
composition Fr ◦ Gr corresponds to pairs of discs with interior punctures with Lagrangian
boundary conditions on cotangent fibres. In Chapter 5, we glued such discs along the
punctures, but we now glue instead along the boundary to obtain the complement of r discs
in the cylinder. The first key idea is to construct a cobordism associated to degenerating
these Riemann surfaces to cylinders which are attached to r discs at interior points (see
Section 6.3.2). The next essential point is that the moduli space of holomorphic discs with
boundary conditions on a given cotangent fibre consists only of constant discs. Taking the
union over all such fibres, we can therefore represent T ∗Q as a parametrised moduli space
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of holomorphic discs. Attaching elements of this moduli space to a cylinder imposes no
constraints, so we obtain a cobordism between the moduli spaces defining Fr ◦Gr and those
defining the continuation map. Since symplectic cohomology is defined as a direct limit over
continuation maps, we readily conclude that F is surjective.
Remark 6.1.4. A potential alternative to the construction of G would be to show that
F induces an isomorphism by appealing to an action filtration argument. For example, one
could show that there is a commutative diagram
(6.1.2) HM∗(fr; η)

F // HF−∗(H;Z)

H∗(LQ; η)
AS // SH−∗(T ∗Q;Z),
where the bottom horizontal map is the one appearing in [3]. Note that this would involve
on the left passing from a Morse function on LrQ to one on the loop space, while on the
right we would have to relate the Floer cohomology of a linear Hamiltonian to that of a
quadratic Hamiltonian. More speculatively, one could attempt to implement the idea of [3]
directly in the framework of linear Hamiltonians.
6.2. From Floer cohomology to Morse homology via families of Lagrangians
The construction of Gr uses exactly the same method as the construction of F , but
reversing the roles of inputs and outputs. Starting with a Hamiltonian orbit x, the restriction
of Gr to ox is obtained by evaluating a moduli space of discs with an interior puncture
equipped with a positive end, and several boundary punctures with negative ends. We shall
focus on the aspects of the construction that differ from those of Section 5.3; in particular,
ensuring compactness of the moduli space (see Lemma 6.2.6).
6.2.1. Discs with a positive interior puncture and negative boundary punc-
tures. Fix a positive integer r, and negative strip-like ends {i}ri=1 on the punctured disc
Z+, with asymptotic conditions at the points (0, ir ) and disjoint images. Denote by Z
+
r the
complement of these points:
(6.2.1) Z+r ≡ Z+ \ {(0,
i
r
)}ri=1.
As in Section 5.3.1, we fix some numbers that will determine the slope of the Hamilto-
nians we shall consider: start by choosing a positive real number b+ which will be the slope
of the time-dependent Hamiltonian associated to the interior puncture, and real numbers
{bi}ri=1 satisfying the following properties (recall that the constants δri enter in the definition
of LrQ in Section 3.2.2):
δri < 2bi ≤ 2δri(6.2.2)
b+ ≤
r∑
i=1
bi ≡ b.(6.2.3)
Note that there is some tension between the above two inequalities; the first asserts that
the numbers bi are small, and the second that their sum is large.
Exercise 6.2.1. Show that for each choice of b+, one may find r large enough so that
there exists a choice of real numbers {bi}ri=1 satisfying these properties (Hint: use Equation
(3.2.10)).
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We continue the construction of a Floer equation on Z+r in complete parallel with the dis-
cussion of Section 5.3.1. Given a family of Hamiltonians Hz, and almost complex structures
J+z on T
∗Q, parametrised by z ∈ Z+r , and a 1-form α+ we consider the pseudoholomorphic
curve equation
(6.2.4)
(
du− α+ ⊗XH
)0,1
= 0
on maps from Z+r to T
∗Q.
The Floer data are assumed to satisfy the following properties:
(6.2.5)
α+ is closed. Its restriction to the subset of Z+r given by 1 ≤ s agrees with bdt,
the restriction to ∂Z+r vanishes, and the pullback of α
+ under every strip-like
end i agrees with bidt.
The constraints on the family of Hamiltonians are as follows:
• The restriction of H to a neighbourhood of the boundary agrees with the model
Hamiltonian:
(6.2.6) H(s,t) = h if s ≤ 1.
• There exists a time-dependent Hamiltonian {H+t }t∈S1 of slope b+ with non-degenerate
orbits, such that
(6.2.7) H(s,t) =
H+t
b
if 0 s.
• There exists a function f+ on Σ, such that
(6.2.8) Hz|T ∗Q \D∗Q ≡ b
+
b
ρ+ f+
(
h− b
+
b
ρ
)
.
Moreover, we assume that
(6.2.9)
∂f+
∂s
≤ 0
f+(s, t) = 0 if 0 s
f+(s, t) = 1 if s ≤ 1.
Exercise 6.2.2. Check that Equations (6.2.6) and (6.2.7) are compatible with Equa-
tions (6.2.8) and (6.2.9).
At the interior puncture, the asymptotic conditions for a finite energy map u are given by
an orbit x ∈ O(H+), so that
(6.2.10) lim
s→+∞u(s, t) = x(t).
To ensure that the moduli space is not empty for tautological reasons, we use the following
exercise:
Exercise 6.2.3. If the distance between qi and qi+1 is less than δ
r
i , use Equation (6.2.2)
to show that there is exactly one Hamiltonian chord of bih starting on T
∗
qiQ and ending on
T ∗qi+1Q, and that such a chord lies in D
∗Q. (Hint: use Equation (5.2.10) relating the flow
of h to that of a quadratic Hamiltonian, and Lemma 5.2.7).
Exercise 6.2.4. If the distance between qi and qi+1 is greater than δ
r
i , show that there
is at most one Hamiltonian chord of bih starting on T
∗
qiQ and ending on T
∗
qi+1Q. If such a
chord exists, show that it lies in the complement of D∗Q.
162 6. VITERBO’S THEOREM: ISOMORPHISM
Finally, we assume that
(6.2.11) each almost complex structure J+z is convex near D
∗Q and D∗2Q.
Remark 6.2.5. We only need convexity near D∗Q to construct the map Gr, but con-
vexity near D∗2Q will be used later to study the composition with Fr.
6.2.2. Compactness for punctured discs. Given a point ~q ∈ Qr and a Hamiltonian
time-1 orbit x of H+, define M(~q, x) to be the moduli space of finite energy maps
u : Z+r → T ∗Q(6.2.12)
u
(
i
r
,
i+ 1
r
)
⊂ T ∗qiQ(6.2.13)
lim
s→+∞u(s, t) = x(t),(6.2.14)
satisfying Equation (6.2.4). The main reason for our careful choice of Floer data is the need
to prove the following result:
Lemma 6.2.6. Every element of the moduli spaceM(~q, x) has image contained in D∗Q.
Proof. Let u be an element of this moduli space. Given a real number ` greater than
1 such that S∗`Q is transverse to u, denote by Σ ⊂ Z+r the inverse image of T ∗Q \ D∗`Q
under u, and by v the restriction of u to Σ.
Since H+ is autonomous outside of D∗Q, and has regular time-1 orbits, x is necessarily
contained in D∗Q, which implies that Σ is disjoint from the cylindrical end of Z+r , and
hence is obtained by removing boundary marked points from a compact Riemann surface
with boundary as in Section 5.2.7. We denote by ∂nΣ the inverse image of S∗`Q, and by
∂lΣ the intersection of the boundary of Z+r with Σ.
By Equation (6.2.8), the restriction of Equation (6.2.4) to Σ can be written as
(6.2.15)
(
du−Xh0(ρ) ⊗ α+ −Xh1(ρ) ⊗ f+(s)α+
)(0,1) ≡ 0,
where the functions hj are given by
h0(ρ) =
b+
b
ρ(6.2.16)
h1(ρ) = h(ρ)− b
+
b
ρ.(6.2.17)
Having assumed that 1 ≤ `, Equation (6.2.3) implies that the restriction of h1 to [`,+∞)
Figure 6.1.
is increasing (see Figure 6.2.2 for the comparison between h and a linear function). The
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remaining hypotheses for Proposition 5.2.35 (listed in Equation (5.2.64)-(5.2.68) and Equa-
tion (5.2.70)) hold by construction. We conclude that the inverse image of T ∗Q \ D∗`Q is
empty whenever S∗`Q is transverse to the image of u and 1 ≤ `. Sard’s theorem implies that
the set of real numbers ` satisfying this transversality property is dense, which implies that
the image of u is contained in D∗Q. 
Proposition 6.2.7. If ~q lies in the complement of LrQ, the moduli space M(~q, x) is
empty.
Proof. Whenever ~q lies outside LrQ, there must be a successive pair of points qi and
qi+1 whose distance is greater than δ
r
i . If there is no time-1 chord of bih starting on T
∗
qiQ
and ending on T ∗qi+1Q, then the moduli space we are considering is tautologically empty.
Otherwise, such a chord lies in the complement of D∗Q by Exercise 6.2.4, in particular,
the image of any element of M(~q, x) intersects the complement of the unit disc bundle
non-trivially. The moduli space must therefore be empty, for we would otherwise contradict
Lemma 6.2.6. 
6.2.3. Orientations. Given an orbit x, consider the union of the moduli spacesM(~q, x)
over all piecewise geodesics
(6.2.18) M(LrQ, x) ≡
∐
~q∈LrQ
M(~q, x),
which we topologise as a parametrised moduli space.
Our goal in this section is to prove the analogue of Corollary 4.3.2; i.e. provide a
canonical orientation of M(LrQ, x) relative to ox and the local system η. We denote the
projection map to the parametrising space
(6.2.19) evr : M(LrQ, x)→ LrQ,
and define
(6.2.20) ev : M(LrQ, x)→ LQ
for the composition with the inclusion of LrQ into the loop space as piecewise geodesics.
We start with the canonical isomorphism
(6.2.21) |TuM(LrQ, x)| ∼= ev∗r |LrQ| ⊗ | det(Du)|.
Since LrQ is a codimension-0 submanifold of Qr, assuming that evr(u) = ~q , we have an
isomorphism
(6.2.22) |LrQ| ∼= |Tq0Q| ⊗ |Tq1Q| ⊗ · · · ⊗ |Tqr−1Q|.
Using Lemma 5.2.27, and the isomorphism
(6.2.23) |T ∗qiQ| ⊗ |TqiQ| → Z
induced by pairing tangent and cotangent vectors, we obtain an isomorphism
(6.2.24) |TuM(LrQ, x)| ∼= o−x0 ⊗ · · · ⊗ o−xr−1 ⊗ | det(Du)|.
Exercise 6.2.8. Show that there is a canonical isomorphism
(6.2.25) o−x0 ⊗ · · · ⊗ o−xr−1 ⊗ | det(Du)| ⊗ ox[w(x)] ∼= ηev(u)
induced by gluing (Hint: imitate the proof of Lemma 5.3.9).
Combining Equations (6.2.24) and (6.2.25), we conclude:
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Lemma 6.2.9. There is a canonical isomorphism of graded lines
(6.2.26) |TuM(LrQ, x)| ⊗ ox[w(x)] ∼= ηev(u).
As an immediate consequence of this isomorphism of graded lines, we obtain a com-
putation of the dimension of the moduli space which should be compared with Lemma
4.3.2:
Exercise 6.2.10. Show that the virtual dimension of M(LrQ, x) is n− deg(x).
6.2.4. Construction of G. Given a critical point y of fr, and a Hamiltonian orbit x
of H+, consider the fibre product
(6.2.27) B′(y, x) ≡W s(y)×LrQM(LrQ, x).
Exercise 6.2.11. Using the natural orientation of a fibre product, and Equation (3.3.7),
construct a natural isomorphism of graded lines
(6.2.28) oy ⊗ |B′(y, x)| ⊗ ox[w(x)] ∼= ηy.
For generic Floer data, we conclude that the moduli space B′(y, x) is a manifold of
dimension
(6.2.29) n− ind(y)− deg(x).
We shall now restrict attention to the case
(6.2.30) ind(y) = n− deg(x),
which implies that B′(y, x) has dimension 0. In this case, the moduli space in fact consists
only of finitely many points: the key point is that the projection of M(LrQ, x) to LrQ
is disjoint from the boundary by Proposition 6.2.7, so the fibre product with W s(y) takes
place over a compact subset of the interior of LrQ. Using Equation (6.2.28), we associate a
map
(6.2.31) G(γ,u) : ox[w(x)]→ oy ⊗ ηy
to every element (γ, u) of B′(y, x).
Taking the sum over all elements of these rigid moduli spaces, we define a map
Gr : CF ∗(H+;Z)→ CM−∗(fr; η)(6.2.32)
Gr|ox[w(x)] ≡
∑
ind(y)=n−deg(x)
∑
(γ,u)∈B′(y,x)
G(γ,u).(6.2.33)
Exercise 6.2.12. Show that Gr is a chain map.
6.3. Composition on Floer cohomology
Let H+ and H− be linear Hamiltonians, with slopes b±, and assume that there exists
an integer r so that
(6.3.1) b+ <
r∑
i=1
δri <
b−
2
.
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In this case, we may choose a sequence {bi}ri=1 of positive real numbers, whose sum we
denote b, such that
δri < 2bi < 2δ
r
i(6.3.2)
2b+ < 2b < b−.(6.3.3)
In particular, Equations (5.3.8) and (5.3.10) hold, which implies that the map Fr with range
the Floer cohomology of H− is well-defined, and Equations (6.2.2) and (6.2.3) also hold,
which implies that the map Gr with domain the Floer cohomology of H+ is also well-defined.
To state the next result precisely, recall that we introduced in Equation (5.5.2) a de-
composition of Floer cohomology into summands HF ∗w(H
+;Z), associated to w ∈ {0,−1}.
Proposition 6.3.1. The restriction of the composition Fr ◦ Gr to HF ∗w(H+;Z) agrees
with the continuation map
(6.3.4) HF ∗w(H
+;Z)→ HF ∗w(H−;Z).
up to a sign that depends only on the triple (n, r, w).
This result immediately yields a proof of the main result of this Chapter:
Proof of Theorem 6.1.1. Since we have assumed that the total length of the piece-
wise geodesics goes to infinity, we may choose a sequence rj of integers, and b
j of real
numbers, such that
(6.3.5) bj−1 <
rj∑
i=1
δ
rj
i <
bj
2
.
Choose Hamiltonians Hj of slope bj whose Floer cohomology is well-defined. By Lemma
1.6.17, symplectic cohomology is the direct limit of the groups HF ∗(Hi;Z) with respect to
these continuation maps. On the other hand, Proposition 6.3.1 implies that continuation
factors through the composition of Frj with an isomorphism of Floer cohomology (in the
summand corresponding to orientable and non-orientable loops, this isomorphism is either
the identity or multiplication by −1). We conclude that every element of SH∗(T ∗Q;Z) is
in the image of Frj for j sufficiently large, hence that F is surjective. 
6.3.1. Fundamental cycle of T ∗Q via discs. We shall use a completely elementary
computation of moduli spaces of discs with cotangent boundary conditions to prove Propo-
sition 6.3.1. The philosophy is analogous to the way the results of Chapter 5 relied on a
local computation of moduli spaces of holomorphic triangles.
Let J be an almost complex structure on T ∗Q, and for any point q ∈ Q, denote by
(6.3.6) R(T ∗qQ)
the space of maps
(6.3.7) u : D2 → T ∗Q
mapping the boundary to T ∗qQ, and solving the pseudoholomorphic curve equation
(6.3.8) du0,1 ≡ 0.
Exercise 6.3.2. Use Stokes’s theorem to show that all elements ofR(T ∗qQ) are constant.
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Evaluation at 0 defines a map
(6.3.9) R(T ∗qQ)→ T ∗Q
which is a diffeomorphism onto the cotangent fibre T ∗qQ. Letting q vary, we obtain a
parametrised moduli space
(6.3.10) R(L1Q) ≡
∐
q∈Q
R(T ∗qQ).
Since the moduli space R(T ∗qQ) consists only of constant discs, and the Lagrangians T ∗qQ
fibre T ∗Q, we conclude:
Lemma 6.3.3. The evaluation map
(6.3.11) R(L1Q)→ T ∗Q
is a diffeomorphism. 
We equip the above moduli space with the orientation coming from this diffeomorphism,
and the natural orientation of the right hand side as a symplectic manifold.
6.3.2. Genus 0 surfaces with multiple boundary components. The proof of
Proposition 6.3.1 relies on a cobordism of a moduli space of surfaces with r boundary
components and 2 interior marked points.
Figure 6.2.
We start with the case r = 1: let M2,1 denote the moduli space of compact genus 0
Riemann surfaces with 1 boundary component and 2 marked points (z+, z−). Any such
surface is biholomorphic to a disc with two marked points, and it is convenient to fix the
unique parametrisation so that z+ maps to 0 and z− to the interval (−1, 0) (as in the middle
drawing of Figure 6.2); we write
(6.3.12) MR2,1
for the unique element of the moduli space M2,1 corresponding to a point R ∈ (−1, 0).
The stable compactification M2,1 is a closed interval obtained by adding the endpoints
(6.3.13) M−12,1 and M02,1;
the first corresponds to two discs each carrying one interior marked point and one boundary
marked point, glued along their boundary marked point, while the second is a copy of CP1
with three marked points, two of which correspond to the marked points z±, while the third
is attached to a ghost disc bubble.
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Remark 6.3.4. The compactificationM2,1 can be defined more formally by considering
Riemann surfaces with interior marked points of two different flavours: ordinary marked
points, and ghost disc marked points. Since a stable Riemann surface should have no
component whose group of automorphisms is not discrete, and the disc with one interior
marked point has automorphism group S1, we should therefore collapse the disc component
on the right of Figure 6.2, and think of that stratum more precisely as a genus 0 compact
Riemann surface, with two ordinary marked points, and one ghost disc marked point. In
practice, we record this data in our figures by drawing the ghost discs. For a general
discussion of moduli spaces of Riemann surfaces with boundary, see [53].
Given an element of M2,1, we obtain a surface biholomorphic to the complement of a
disc in the cylinder by removing the marked points z± from the corresponding surface. If
we remove the nodal points from the surfaces corresponding to the boundary point M−12,1,
we obtain a pair of discs with one interior and one boundary puncture; using notation which
is consistent with our choice of ends and the conventions in Sections 5.3.1 and 6.2.1, the
punctured surface corresponding to this point is
(6.3.14) Z−1
∐
Z+1 .
At the point M02,1, the surfaces we obtain are respectively the complement Z1 of the point
(0, 0) on the cylinder, and the complement Z+ of an interior point on the disc:
(6.3.15) Z1
∐
Z+.
Figure 6.3.
We now construct parametrisations of neighbourhoods of the two boundary strata:
choose cylindrical ends near 0 ∈ D2, and near the marked point (0, 0) ∈ Z. For each
positive real number S, we obtain a Riemann surface
(6.3.16) Z1#SZ
+
by gluing these surfaces along their ends. We claim that we obtain an embedding
(6.3.17) [0,+∞]→M2,1
onto a neighbourhood of Equation (6.3.15). Instead of proving this in general, we can
consider the special case shown in Figure 6.3:
Exercise 6.3.5. Equip the marked point (0, 0) ∈ Z with a negative cylindrical end that
extends to a biholomorphism
(6.3.18) Z \ {(0, 0)} → Z1
168 6. VITERBO’S THEOREM: ISOMORPHISM
fixing the end s = +∞. Equip the origin in D2 with a positive cylindrical end using
exponential polar coordinates. For this choice, show that there is a biholomorphism
(6.3.19) Z1#SZ
+ ∼= D2 \ {0,−e−3S}.
In Equation (6.3.19), we see that the gluing parameter S is determined by the modulus
of the surface Z1#SZ
+, which implies that the gluing map in Equation (6.3.17) is indeed
an embedding.
We now implement a similar construction near the other boundary stratum: choose
strip-like ends on Z±1 as in Sections 5.3.1 and 6.2.1. By gluing, we obtain, for each positive
real number S, a Riemann surface
(6.3.20) Z−1 #SZ
+
1
which gives an element ofM2,1 by filling the two punctures at infinity. One can prove that
this yields an embedding
(6.3.21) [0,+∞]→M2,1
for arbitrary choices of strip-like ends, but the following special case will suffice:
Exercise 6.3.6. Equip Z±1 with strip-like ends using the identifications
Z±1 ∼= D2 \ {±1}(6.3.22)
D2 \ {1,−1} ∼= B,(6.3.23)
where the second map is normalised to take the origin to (0, 1/2). For this choice, show
that there is a biholomorphism
(6.3.24) Z−1 #SZ
+
1
∼= D2 \
{eS − 1
eS + 1
, 0
}
.
Since the map
(−∞, 0)→ (−1, 0)(6.3.25)
S 7→ e
S − 1
eS + 1
(6.3.26)
is injective, we conclude that the gluing map in Equation (6.3.21) is an embedding.
We now define a moduli space M2,r of compact Riemann surfaces of genus 0, with 2
interior marked points, and r boundary components, consisting of those surfaces which are
r-fold covers of elements of M2,1, branched at the points z±. By removing the two interior
marked points, we obtain an unbranched cover of the complement of a disc in the cylinder,
and the covering data is such that the covering space has two punctures and r boundary
components. By construction, the natural map
(6.3.27) M2,1 →M2,r
which assigns to a surface with one boundary component its r-fold cover is a diffeomorphism;
and we write
(6.3.28) MR2,r
for the surface corresponding to a point R ∈ (−1, 0) under this diffeomorphism.
Remark 6.3.7. A generic genus 0 Riemann surfaces with 2 interior marked points and
r boundary components does not represent an element of M2,r.
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Figure 6.4.
The compactification M2,r is obtained by adding two strata
(6.3.29) M−12,r and M02,r.
Removing the interior marked point and the nodes, we can identify the surface corresponding
toM−12,r (see Figure 6.4 for two representations in the case r = 3) with the Riemann surface
(6.3.30) Z−r
∐
Z+r .
To see this, observe that, by construction, the surfaces Z±r carry an action of the cyclic
group Z/rZ, and that the quotient is Z±1 . In particular, if we equip Z±r with strip-like ends
that are pulled back by projection from those defined on Z±1 in Exercise 6.3.5, we obtain a
chart
[0,∞]→M2,r(6.3.31)
S 7→ Z−r #SZ+r ,(6.3.32)
where the surface Z−r #SZ
+
r is obtained by gluing all the matched strip-like ends for the
same gluing parameter S. This map is obviously an embedding because it agrees with the
composition
(6.3.33) [0,∞]→M2,1 →M2,r
where the first map is the gluing map for r = 1, and the second is the map in Equation
(6.3.27).
Figure 6.5.
The boundary stratum M02,r represents a surface with r + 1 components (see the left
side of Figure 6.5); after removing the marked points and the nodes, one of the components
is the punctured cylinder
(6.3.34) Zr ≡ Z \ {(0, i
r
) | 1 ≤ i ≤ r},
and the remaining components are punctured (ghost) discs, i.e. copies of Z+. We equip
Zr with the cylindrical end at each puncture coming from pulling back, via the covering
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map associated to the natural action by the cyclic group Z/rZ, the cylindrical end on Z1
which we fixed in Exercise 6.3.6. We equip the punctured ghost disc with the cylindrical
end corresponding to exponential polar coordinates.
By gluing Zr to the ghost discs for equal gluing parameter, we obtain a chart
[0,∞]→M2,r(6.3.35)
S 7→ Zr#S
r∐
i=1
Z+,(6.3.36)
which is again an embedding because it factors through the gluing map for r = 1, and the
map which assigns to a surface with one boundary component its r-fold cover.
6.3.3. Pseudoholomorphic curve equations. The Riemann surfaces corresponding
to the two boundaries ofM2,r carry natural pseudoholomorphic curve equations: at the end
corresponding to two punctured discs, we use the equations that define the maps Fr and
Gr, while at the other end, we use a continuation equation along Zr, and a homogeneous
equation on the ghost discs. Later in this section, we shall discuss these equations in more
detail. First, we need to choose auxiliary data to define pseudoholomorphic equations on
arbitrary elements of M2,r which interpolate between those on the ends.
We start by choosing positive (respectively negative) cylindrical ends ± near the marked
point z+ (respectively z−) for each surface inM2,r, which vary smoothly in the interior of the
moduli space. The surfaces corresponding to the boundary strata carry natural cylindrical
ends. The ends chosen for surfaces near the boundary of M2,r are assumed to agree with
those induced by gluing.
Recall that we have fixed, at the beginning of Section 6.3, positive real numbers b±,
and {bi}ri=1, subject to the constraints of Equations (6.3.2) and (6.3.3). We then choose a
closed 1-form α on each surface Σ ∈ M2,r whose restriction to each cylindrical end agrees
with bdt, and such that
(6.3.37) the restriction of α to ∂Σ vanishes.
On the boundary stratum M−12,r, we assume that the restriction of α to either of the com-
ponents of the surface Z−r
∐
Z+r agrees with the 1-forms α
± fixed respectively in Section
5.3.1 and 6.2.1. On the other boundary stratum, we assume that α vanishes identically on
the ghost discs, and
(6.3.38) the restriction of α to Zr vanishes in a neighbourhood of (0,
i
r ) for each 1 ≤ i ≤ r.
Moreover, we assume that, for surfaces representing points of M2,r which are sufficiently
close to the boundary, α is obtained by gluing the 1-form fixed above on the nodal surfaces,
and that α varies smoothly over the interior of the moduli space.
Next, we choose two functions
(6.3.39) f± : Σ→ R
such that
d(f±α) ≤ 0(6.3.40)
f± vanishes on the positive end, is identically equal to 1 on the negative
end, and is constant on ∂Σ.
(6.3.41)
Note that the space of functions satisfying these properties is convex, which implies that
we can construct them using partitions of unity on the moduli space M2,r. On the surface
Z−r
∐
Z+r , we assume that these functions agree with those fixed respectively in Section 5.3.1
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and 6.2.1; in particular the restriction of f+ to Z
−
r identically vanishes, while the restriction
of f− to Z+r is 1. For elements of M2,r near this boundary stratum, we assume that f± is
constructed by gluing. Moreover, we assume that
(6.3.42) f+ = f− on the surface corresponding to M02,r.
We also assume that the functions f± on surfaces lying in a neighbourhood of M02,r are
constructed by gluing.
The functions f± determine a class of Hamiltonians HΣ on T ∗Q, parametrised by each
surface Σ, which satisfy the following properties:
HΣ ◦ +(s, t) = H+ if 0 s(6.3.43)
HΣ ◦ −(s, t) = H− if s 0(6.3.44)
HΣ|Σ× (T ∗Q \D∗Q) ≡ b
+
b
ρ+ f+
(
h− b
+
b
ρ
)
+ f−
(
b−
b
ρ− h
)
.(6.3.45)
Exercise 6.3.8. Check that the restriction of the right hand side of Equation (6.3.45)
to the positive end agrees with the restriction of H+, and that the restriction to the negative
end agrees with H−.
Finally, we choose a family of almost complex structures on T ∗Q parametrised by each
curve Σ ∈M2,r which are convex near S∗2Q, and whose pullbacks along the ends agree with
the almost complex structures used to define the respective Floer cohomology groups. At
the boundary stratum M02,r, we assume that the almost complex structure is constant in a
neighbourhood of each marked point (0, ir ), and agrees with the almost complex structure
chosen at each point on the corresponding disc bubble. At the boundary stratum M−12,r,
we assume that the restrictions to the two components of the family of almost complex
structures agree with the choices fixed in Sections 5.3.1 and 6.2.1. By gluing, we obtain
families of almost complex structures for each surface corresponding to a point near the
boundary of M2,r. We extend these choices smoothly to the rest of the moduli space.
6.3.4. Moduli spaces of maps. For each constant R ∈ (−1, 0), we obtain from the
choices of Section 6.3.3 a pseudo-holomorphic curve equation
(6.3.46) (du− α⊗XHΣ)0,1 = 0
on the space of maps from the unique element Σ of MR2,r to T ∗Q. We define the moduli
space
(6.3.47) MR2,r(x−, x+)
for each pair (x+, x−) of orbits of H+ and H−, to consist of those solutions to Equation
6.3.46 which have finite energy, converging at the positive end to x+ and at the negative
end to x−, and such that
(6.3.48) each component of ∂Σ is mapped to a cotangent fibre.
Remark 6.3.9. Since the set of cotangent fibres which can appear as boundary condi-
tions are parametrised by Qr, with one factor corresponding to each boundary component,
the moduli space MR2,r(x−, x+) is topologised as a parametrised moduli space over Qr.
The key result in Section 6.2 asserts that elements of the moduli space M(LrQ, x+)
remain in compact subsets of D∗Q. That result generalises to the moduli spaces at hand:
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Exercise 6.3.10. Imitating the proof of Lemma 6.2.6, show that all elements ofMR2,r(x−, x+)
have image contained in D∗2Q.
We define the Gromov-Floer compactification of these moduli spaces to be the union
(6.3.49) MR2,r(x−, x+) ≡
⋃
x′−,x
′
+
M(x−, x′−)×MR2,r(x′−, x′+)×M(x′+, x+)
equipped with the Gromov topology. Exercise 6.3.10 implies that the compact set D∗2Q con-
tains the image of all elements ofMR2,r(x−, x+), which, by Gromov’s compactness theorem,
implies that this space is indeed compact.
At the boundary of the moduli space, we first consider the fibre product, over the
parameter space of boundary conditions, of the moduli spaces constructed in Sections 5.3.1
and 6.2.1, and define
M−12,r(x−, x+) ≡M(x−,LrQ)×LrQM(LrQ, x+)(6.3.50)
M−12,r(x−, x+) ≡M(x−,LrQ)×LrQM(LrQ, x+).(6.3.51)
Remark 6.3.11. A priori, we should be taking the fibre product of moduli spaces
parametrised over Qr (since this is the space parametrising the Lagrangian boundary con-
ditions). However, Proposition 6.2.7 implies that the moduli spaceM(~q, x) is empty unless
~q lies in LrQ, which justifies our definition of M−12,r(x−, x+).
At the other boundary stratum, Equation (6.3.42) implies that Equation (6.3.46) be-
comes a continuation map equation on the cylinder from the Floer equation for H+ to the
Floer equation for H−. On each disc bubble, the requirement in Equation (6.3.38) that α
vanish implies that the natural pseudo-holomorphic curve equation to impose on each disc
bubble is homogeneous. We therefore define
(6.3.52) M02,r(x−, x+) ≡ K(x−, x+)×T∗Qr R(L1Q)× · · · × R(L1Q)︸ ︷︷ ︸
r
where the evaluation map from the space of continuation maps is obtained by considering
the images of the cylinder at the points {(0, ir )}ri=1, and the evaluation on each moduli space
of discs with cotangent boundary conditions takes place at the origin.
Since Lemma 6.3.3 implies that the space of disc bubbles with boundary conditions on
an arbitrary cotangent fibre is a copy of the space T ∗Q, the constraint imposed in the above
fibre product is vacuous, and we obtain a natural diffeomorphism
(6.3.53) M02,r(x−, x+) ∼= K(x−, x+).
In particular, the Gromov-Floer compactification of this moduli space is the one discussed
in Section 1.6.2:
(6.3.54) M02,r(x−, x+) ∼= K(x−, x+).
Taking the union of the above moduli spaces over all surfaces in M2,r, we obtain the
parametrised moduli space
(6.3.55) M2,r(x−, x+) ≡
∐
R∈[−1,0]
MR2,r(x−, x+),
with compactification
(6.3.56) M2,r(x−, x+) ≡
∐
R∈[−1,0]
MR2,r(x−, x+),
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which is equipped with Gromov’s topology.
6.3.5. Orientations. As a parametrised moduli space, the tangent space ofM2,r(x−, x+)
at a point u lying over ~q ∈ TLrQ can be oriented by orienting the base and the fibre:
(6.3.57)
|M2,r(x−, x+)| ∼= |det(Du)| ⊗ |T~qLrQ| ⊗ |M2,r|
∼= |det(Du)| ⊗
r⊗
i=1
|TqiQ| ⊗ |M2,r|.
Exercise 6.3.12. Show that the identification u∗(TT ∗Q) ∼= u∗(TQ) ⊗R C induces a
unique homotopy class of trivialisations of u∗(TT ∗Q) which restricts to the preferred ho-
motopy class of trivialisations of x∗±(TT
∗Q) and maps the boundary conditions to loops of
vanishing Maslov index. (Hint: review the discussion of Section 1.4.5)
To orient det(Du), we use the preferred trivialisation to identify Du with an operator
on Cn-valued functions defined on the domain of u, with totally real boundary conditions.
Such a trivialisation associates to the chords x± paths of symplectomorphisms Ψ±, and to
the cotangent fibres T ∗qiQ Lagrangian planes Li. Deforming the domain of u to Zr, we obtain
an operator DΨ−,Ψ+ on the cylinder with asymptotic conditions Ψ±, and a (homogeneous)
Cauchy-Riemann operator DLi on the disc, with boundary condition Li. Gluing yields a
canonical identification:
(6.3.58) det(Du)⊗ det(Cn)⊗r ∼= det(DΨ−,Ψ+)⊗
r⊗
i=1
det(DLi).
Lemma 1.4.5 implies the existence of a canonical isomorphism
(6.3.59) |det(DΨ−,Ψ+)| ⊗ ox+ ∼= ox− ,
while Equation (4.3.9), applied in this very special situation in which the loop of Lagrangians
is constant, yields a canonical isomorphism
(6.3.60) |det(DLi)| ∼= |T ∗qQi|.
Combining these with Equation (6.3.57), and the pairing in Equation (6.2.23), and using
the complex orientations on Cn, we conclude that we have a canonical isomorphism
|M2,r(x−, x+)| ⊗ ox+ ∼= |det(Du)| ⊗
r⊗
i=1
|TqiQ| ⊗ |M2,r| ⊗ ox+
∼= |det(DΨ−,Ψ+)| ⊗
r⊗
i=1
|det(DLi)| ⊗ |Cn|−⊗r ⊗
r⊗
i=1
|TqiQ| ⊗ |M2,r| ⊗ ox+
∼= |M2,r| ⊗ ox−(6.3.61)
We equipM2,r with the natural orientation coming from the projection to (−1, 0), and
obtain a map
(6.3.62) |M2,r(x−, x+)| ⊗ ox+ ∼= ox− .
Restricting to the boundary stratum M02,r, yields an isomorphism
(6.3.63) |M02,r(x−, x+)| ⊗ ox+ ∼= ox− .
Exercise 6.3.13. Under the identification ofM02,r(x−, x+) with the space of continua-
tion maps, show that the isomorphism in Equation (6.3.63) agrees with the map in Equation
(1.6.33) up to a sign that depends only on r and on the dimension of Q.
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The above construction also produces a relative orientation of the other boundary stra-
tum:
(6.3.64) |M−12,r(x−, x+)| ⊗ ox+ ∼= ox− .
This space, which splits as a fibre product of moduli spaces of punctured discs, also admits
a relative orientation from Equations (5.3.33) and (6.2.26):
(6.3.65) |M(x−,LrQ)×LrQM(LrQ, x+)| ⊗ ox+ ∼= ox− .
The proof of the following result is postponed until Section 6.3.8.
Lemma 6.3.14. Under the identification coming from Equation (6.3.50), the isomor-
phisms in Equation (6.3.64) and (6.3.65) differ by a sign that depends only on the dimension
n, the number of marked points r, and whether (q ◦ x±)∗(TQ) is orientable.
6.3.6. Rigidifying moduli spaces. For each positive real number s, consider the
fibre product
(6.3.66) B′s(x−, x+) ≡M(x−,LrQ)×ψrs M(LrQ, x+),
where the evaluation map on the first factor is given by the projection to LrQ, and on the
second factor by the composition
(6.3.67) M(LrQ, x+) // LrQ
ψrs // LrQ
where the second map is the time-s gradient flow of the Morse function fr. We think of
elements of this moduli space as consisting of a pair of punctured holomorphic discs, together
with a gradient flow line connecting their boundaries.
Taking the union over all positive real numbers, we obtain a moduli space
(6.3.68) B′(x−, x+) ≡
∐
s∈[0,+∞)
M(x−,LrQ)×ψrs M(LrQ, x+).
For generic choices of Hamiltonian data, this moduli space is a transverse fibre product, and
hence is a smooth manifold of dimension
(6.3.69) deg(x−)− deg(x+) + 1,
with boundary equal to
(6.3.70) B′0(x−, x+) ≡M(x−,LrQ)×LrQM(LrQ, x+).
The same strategy used in producing the isomorphism in Equation (6.3.65) induces an
isomorphism
(6.3.71) |B′(x−, x+)| ⊗ ox+ ∼= ox− ,
where we fix the standard orientation of the interval [0,+∞).
There is a natural compactification of B′(x−, x+) obtained as follows: first, for s ∈
[0,+∞), define
(6.3.72) B
′s
(x−, x+) ≡M(x−,LrQ)×ψrs M(LrQ, x+).
Exercise 6.3.15. Show that B′s(x−, x+) is compact.
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Next, we define the stratum that corresponds to s =∞:
(6.3.73) B
′∞
(x−, x+) ≡
⋃
y−,y+
B(x−, y−)× T(y−, y+)×B′(y+, x+),
where the moduli spaces B(x−, y−) and B′(y+, x+) are respectively defined in Equations
(5.3.34) and (6.2.27), whose topology is obtained by a combination of the Gromov-Floer
topology on the moduli space of curves, and of its analogue for Morse theory on the gradient
trajectories. The top dimensional stratum in the above decomposition is
(6.3.74)
∐
y
B(x−, y)×B′(y, x+) =∐
y
M(x−,LrQ)×LrQWu(y)×W s(y)×LrQM(LrQ, x+).
Exercise 6.3.16. Show that all components in Equation (6.3.74) have dimension equal
to deg(x−)− deg(x+).
Taking the union of these moduli spaces over all possible lengths of the gradient trajec-
tory, we obtain the moduli space
(6.3.75) B
′
(x−, x+) ≡
∐
s∈[0,+∞]
B
′s
(x−, x+).
The compactness of the moduli space of gradient trajectories, together with Gromov com-
pactness, implies that B
′
(x−, x+) is compact.
6.3.7. Construction of the homotopy. For generic choices of almost complex struc-
tures, the moduli spaces M2,r(x−, x+) and B′(x−, x+) are both 0-dimensional whenever
deg(x−) = deg(x+)− 1. In this case, Equation (6.3.62) associates a map
(6.3.76) Hu : ox+ → ox−
to every element u of M2,r(x−, x+), while Equation (6.3.71) induces an isomorphism
(6.3.77) H(u−,u+) : ox+ → ox−
for every pair (u−, u+) ∈ B′(x−, x+).
We define a map
H : CF ∗(H+;Z)→ CF ∗(H−;Z)
H|ox+ ≡
⊕
deg(x−)=deg(x+)−1
 ∑
u∈M2,r(x−,x+)
Hu +
∑
(u−,u+)∈B′(x−,x+)
H(u−,u+)
 .(6.3.78)
Lemma 6.3.17. Up to an overall sign, H is a homotopy between the continuation map
and the composition of Fr ◦ Gr with an isomorphism of CF ∗(H+;Z).
Proof. The overall sign is determined by the sign in Exercise 6.3.13 that concerns the
difference in orientation between the moduli space of solutions to the continuation map, and
the corresponding boundary component ofM2,r(x−, x+). The isomorphism of CF ∗(H+;Z)
is given by multiplication by ±1 on the two summands corresponding to orbits along which
the pullback of TQ is either orientable or not, as in Lemma 6.3.14.
With this in mind, the argument that H defines a homotopy is a standard use of
cobordism: whenever deg(x−) = deg(x+), the moduli spaces M2,r(x−, x+) and B′(x−, x+)
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have dimension 1. The compactifications are manifolds with boundary. The boundary strata
are
∂M2,r(x−, x+) =

K(x−, x+)∐
deg(x−)=deg(x0−)+1
M(x−, x0−)×M2,r(x0−, x+)∐
deg(x1+)+1=deg(x+)
M2,r(x−, x1+)×M(x1+, x+)
M(x−,LrQ)×LrQM(LrQ, x+).
(6.3.79)
∂B′(x−, x+) =

M(x−,LrQ)×LrQM(LrQ, x+)∐
deg(x−)=deg(x0−)+1
M(x−, x0−)×B′(x0−, x+)∐
deg(x1+)+1=deg(x+)
B′(x−, x1+)×M(x1+, x+)⋃
ind(y)=n−deg(x+)
B(x−, y)×B′(y, x+).
(6.3.80)
Note the appearance of M(x−,LrQ) ×LrQM(LrQ, x+) twice; the contributions of these
boundary strata cancel. The first boundary stratum of M2,r(x−, x+) gives rise to the
continuation map, and the last boundary stratum of B′(x−, x+) defines the composition
Fr ◦ Gr, multiplied by the sign in the statement of Lemma 6.3.14. The remaining strata
correspond to the compositions
(6.3.81) H ◦ d and d ◦ H.
We conclude that the moduli spacesM2,r(x−, x+) and B′(x−, x+) indeed define the desired
homotopy. 
6.3.8. Comparing orientations of the linearised problem. Given a Hamiltonian
orbit x, recall that o+x is the orientation line associated to an operator on the plane with
positive cylindrical end, and asymptotic conditions obtained from x. For a surface
(6.3.82) Σ ∈MR2,r, R ∈ (−1, 0]
with compactification Σ, and Lagrangian subspaces {Li}ri=1 of Cn, consider a linear Cauchy-
Riemann operator
(6.3.83) DΣ(L1, . . . , Lr) : W
1,p
(
(Σ, ∂Σ), (Cn, L1, . . . , Lr)
)→ Lp(Σ,Cn)
on the space of functions on Σ whose values at the ith boundary component lie on the
Lagrangians Li.
Letting Pj denote the family of Lagrangian subspaces which are parallel to Lj , we can
extend this operator to a map
(6.3.84) DΣ(P1, . . . ,Pr) : W
1,p
(
(Σ, ∂Σ), (Cn, L1, . . . , Lr)
)⊕ r⊕
i=1
L∨i → Lp(Σ,Cn)
where L∨i is the linear dual of Li, and we have fixed an identification
(6.3.85) Cn ∼= L∨i ⊕ Li
using the symplectic structure.
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Exercise 6.3.18. Show that the index of DΣ(P1, . . . ,Pr) is 2n. (Hint: first prove the
result in the case Σ consists of a cylinder with r ghost discs by expressing the moduli space
as a fibre product of regular moduli spaces. Then use gluing and invariance of the index to
prove this for nearby surfaces in M2,r).
Given a point in Σ, we obtain an evaluation map
(6.3.86) ker(DΣ(P1, . . . ,Pr))→ Cn.
Lemma 6.3.19. If the Cauchy-Riemann equation is homogeneous, DΣ(P1, . . . ,Pr) is
surjective, and the evaluation map in Equation (6.3.86) is an isomorphism.
Proof. Having computed the index in Exercise 6.3.18, regularity follows from the
computation that the real dimension of ker(DΣ(P1, . . . ,Pr)) is 2n, which we will establish
by showing that the evaluation map to Cn is an isomorphism. To this end, note that
DΣ(P1, . . . ,Pr) is obtained by linearising the moduli space of holomorphic maps from Σ
to Cn with boundary on affine Lagrangian subspaces, parallel to Li. To prove the result,
it suffices to show that all elements of this moduli space are constant, and that there is a
unique such map through every point. Choosing a primitive for the standard symplectic
form on Cn, we compute, using Stokes’s theorem, that the energy of any element of the
moduli space vanishes. All solutions are therefore constant. One the other hand, since there
is a unique subspace parallel to Li passing through every point, we see that the evaluation
map to Cn is indeed an isomorphism. 
To see the relevance of this parametrised problem to orienting M2,r(x−, x+), we note
that whenever u is an element of this moduli space, gluing the operators associated to
x± to both ends of Du defines an operator homotopic to DΣ(L1, . . . , Lr) with Lagrangian
boundary conditions L1, . . . , Lr−1 which linearise the cotangent boundary conditions. In
particular, there is a canonical isomorphism
(6.3.87) o+x− ⊗ | det(Du)| ⊗ ox+ ∼= |det(DΣ(L1, . . . , Lr))|
By considering the parametrised problem, we obtain an isomorphism:
(6.3.88) o+x− ⊗ |M2,r(x−, x+)| ⊗ ox+ ∼= |det(DΣ(L1, . . . , Lr))| ⊗ |M2,r|.
Exercise 6.3.20. Show that the isomorphism in Equation (6.3.62) is induced from
Equation (6.3.88) and the standard orientation of Cn, via Equations (1.4.81) and (6.3.86).
In order to compare the orientation at the boundary of M2,r with the interior orien-
tation, we must extend our construction to M−12,r. Equip the complement of the r-roots of
unity on the disc
(6.3.89) D2r ≡ D2 \ {e
2piji
r }rj=1
with positive strip-like ends near each puncture. Choose paths of symplectic matrices
(6.3.90) Ψtj : [0, 1]→ Sp(2n,R)
starting at the identity with the property that
(6.3.91) Ψ1jLj is transverse to Lj+1.
and consider the “derivative”
(6.3.92) Btj ≡
dAtj
dt
, exp(Atj) ≡ Ψtj .
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Given a Cauchy-Riemann operator on the disc whose restriction to the jth end is given by
(6.3.93) X 7→ ∂sX + I
(
∂tX −BtjX
)
,
we obtain a Fredholm operator
(6.3.94) D−D2r (L1, . . . , Lr) : W
1,p
(
(D2r , ∂D
2
r), (Cn, L1, . . . , Lr)
)→ Lp(D2r ,Cn),
whose source is the space of functions whose values on the arc between the jth and j + 1st
roots of unity lie in Lj . Here, the Sobolev norms are defined with respect to a metric such
that the embedding of each strip is an isometry.
Remark 6.3.21. The incorporation of the sign − in the notation is justified by the fact
that D−D2r (L1, . . . , Lr) is homotopic to the result of gluing an operator on the plane to the
linearisation of a Cauchy-Riemann operator on Z−r .
Repeating the same construction, using negative instead of positive ends, we obtain an
operator which we denote
(6.3.95) D+D2r
(L1, . . . , Lr) : W
1,p
(
(D2r , ∂D
2
r), (Cn, L1, . . . , Lr)
)→ Lp(D2r ,Cn).
Remark 6.3.22. The homotopy class of Equations (6.3.94) and (6.3.95) in the space of
Fredholm operators depends not only on the Lagrangians and whether the ends are positive
or negative, but also on the choice of path in Equation (6.3.90). We elide this choice from
the notation.
There are two gluing constructions that we can apply to these operators. On the one
hand, gluing two copies of D2r along positive and negative strip-like ends produces a surface
(6.3.96) D2r#SD
2
r ∈M2,r
for every positive real number S. At the level of determinant lines, we obtain an isomor-
phism:
(6.3.97) det
(
D+D2r
(L1, . . . , Lr)
)
⊗ det
(
r⊕
i=1
L∨i
)
⊗ det
(
D−D2r (L1, . . . , Lr)
)
→ det
(
D+D2r#SD2r
(P1, . . . ,Pr)
) ∼= det(Cn) ∼= R
where we use Lemma 6.3.19 to identify the determinant of the parametrised problem on
D2r#SD
2
r with Cn.
On the other hand, assume we are given paths Λtj such that Ψ
t
j(Λ
t
j) has vanishing Maslov
index (see Section 5.2.3). By concatenating these paths along their endpoints, we obtain a
loop of Lagrangians
(6.3.98) Λ(L1, . . . , Lr) ≡ Λ1#Λ2# · · ·#Λr,
to which we can associate a Fredholm operator on the disc:
(6.3.99) DΛ(L1,...,Lr) : W
1,p
(
(D2, ∂D2), (Cn,Λ)
)→ Lp(D2,Cn).
To the paths Λtj , we also associate operators
(6.3.100) D±
Λtj
: W 1,p((C+,R), (Cn,Λtj))→ Lp(C+,Cn)
as in Section 5.2.3, where the sign ± indicates whether we are using positive or negative
ends. The restrictions of these operators to the ends are given by Equation (6.3.93).
6.3. COMPOSITION ON FLOER COHOMOLOGY 179
Exercise 6.3.23. Construct a trivialisation of det(D−
Λtj
) by deforming this operator to
the product of operators valued in C, and using Corollary 5.2.25.
By gluing the operator D−
Λtj
to the jth strip-like ends of a disc with r punctures, we
obtain a canonical isomorphism
(6.3.101) det(D−D2r (L1, . . . , Lr))
∼= det(DΛ(L1,...,Lr))
using the trivialisation from Exercise 6.3.23.
In order to obtain a similar result for D−D2r (L1, . . . , Lr), we first use Equation (5.2.33)
to induce an isomorphim
(6.3.102) det(D+
Λtj
) ∼= det(Lj)
from the trivialisation of det(D−
Λtj
). By gluing, we obtain a canonical isomorphism
(6.3.103) det(D+D2r
(L1, . . . , Lr))⊗ det
 r⊕
j=1
Lj
 ∼= det(DΛ−1(L1,...,Lr)),
where Λ−1(L1, . . . , Lr) is the path obtained by traversing Λ(L1, . . . , Lr) backwards.
Using the isomorphism
(6.3.104) det
 r⊕
j=1
Lj
 ∼= det
 r⊕
j=1
L∨j

induced by duality, and Lemma 4.2.10, we obtain a map
(6.3.105) det
(
D+D2r
(L1, . . . , Lr)
)
⊗ det
(
r⊕
i=1
L∨i
)
⊗ det
(
D−D2r (L1, . . . , Lr)
)
→ det(DΛ(L1,...,Lr))⊗ det(DΛ−1(L1,...,Lr)) ∼= R.
We can associate to Equations (6.3.97) and (6.3.105) a sign which is 1 if these maps
induce the same maps on orientation spaces, and −1 otherwise. Since the two maps we are
comparing are both invariant under homotopies; this sign depends only on the homotopy
class of the loop Λ(L1, . . . , Lr). We write
(6.3.106) ¿nr (µ)
for the sign associated to loops of Maslov index µ in dimension n, with r points.
Proof of Lemma 6.3.14. Given a Hamiltonian orbit x in T ∗Q, let Λx denote the loop
of Lagrangians obtained by applying the preferred trivialisation to (q ◦ x)∗T ∗Q, and denote
by Λ−1x the inverse loop. Given a pair
(6.3.107) (u−, u+) ∈M(x−,LrQ)×LrQM(LrQ, x+),
the isomorphism in Equation (6.3.65) is induced, via gluing DΨx+ and D
+
Ψx−
to Du± , from
the isomorphism in Equation (6.3.105). We conclude that the difference in sign between
Equation (6.3.64) and (6.3.65) is given by ¿nr (0) if (q ◦ x)∗T ∗Q is orientable, and ¿nr (1)
otherwise. 
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