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THE EQUATION SOLVABILITY PROBLEM OVER SUPERNILPOTENT
ALGEBRAS WITH MAL’CEV TERM
MICHAEL KOMPATSCHER
Abstract. In 2011 Horva´th gave a new proof that the equation solvability problem over
finite nilpotent groups and rings is in P. In the same paper he asked whether his proof
can be lifted to nilpotent algebras in general. We show that this is in fact possible for su-
pernilpotent algebras with a Mal’cev term. However, we also describe a class of nilpotent,
but not supernilpotent algebras with Mal’cev term that have coNP-complete identity check-
ing problems and NP-complete equation solvability problems. This proves that the answer
to Horva´th’s question is negative in general (assuming P6=NP).
1. Introduction
One of the oldest problems in algebra is to decide whether an equation over a given algebraic
structure has a solution. In the last decades this problem has received increasing attention
from a computational complexity point of view; in particular for finite algebras the aim is to
identify conditions that either imply tractability or hardness of the corresponding equation
solvability problem. Many results are known for finite groups and rings, of which several are
based on commutator theory. For rings a complexity dichotomy holds: In [3] it was shown
that the equation solvability problem over non-nilpotent rings is NP-complete, by [8] the
problem is in P for nilpotent rings.
Nilpotency is also a source of tractability in the group case: It was proven in [7] (and
reproven in [8]) that the equation solvability over nilpotent groups is in P. By [12] non-
solvable groups induce NP-complete problems. Furthermore it was shown in [14] that every
solvable, non-nilpotent group has a polynomial extension, whose equation solvability problem
is NP-complete. However it is still open whether a complexity dichotomy like over rings holds.
In particular nilpotency does not demark the border between problems in P and NP-complete:
By [15] the equation solvability over the non-nilpotent group A4 is in P but its extension by
the commutator [·, ·] has an NP-complete equation solvability problem. More general, meta-
abelian groups [10] and semipattern groups [4] induce equation solvability problems that are
in P, while not necessarily being nilpotent.
Congruence permutable varieties generalize both the varieties of groups and rings and are
well-studied in the context of commutator theory. It is hence natural to ask, whether the above
dichotomy results can be generalized to all congruence permutable varieties. It was already
observed in [1] that the identity checking problem for supernilpotent such algebras is in P. Also
our results indicate that not nilpotency, but supernilpotency is the right notion to work with:
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In Section 2 we show that the equation solvability problems over finite supernilpotent algebras
with Mal’cev term are in P. As a corollary of our proof we obtain a new characterization of
supernilpotent algebras in congruence permutable varieties. In Section 3 we give examples
of nilpotent, but not supernilpotent algebras (of infinite type) that have a Mal’cev term
and induce coNP-complete identity checking problems and NP-complete equation solvability
problems.
The following two subsections provide some necessary preliminary definitions and facts
about nilpotent and supernilpotent algebras.
1.1. Equation solvability and identity checking. We are going to denote algebras by
bold characters and their domain by the corresponding non-bold character (e.g. A is an
algebra on the set A). A polynomial over an algebra A is a term that is built from variables
and elements of A using the operation symbols of A. We write Pol(A) for the set of all
polynomials over A and Poln(A) for the set of polynomials of arity n. We say two algebras
on the same domain A are polynomially equivalent if their polynomials induce the same
operations on A.
The (polynomial) equation solvability problem over an algebra A, short pEq(A), asks
whether or not two polynomials f(x¯), g(x¯) over A can attain the same value for some substitu-
tion over A. In other words, for input f(x¯), g(x¯) the question is whether A |= ∃x¯f(x¯) = g(x¯).
The (polynomial) identity checking problem over A, short pId(A), asks whether a given
equation is satisfied under all substitution of the variables by elements of A. So, for two
input polynomials f(x¯), g(x¯) the question is whether A |= ∀x¯f(x¯) = g(x¯). In literature the
identity checking problem is sometimes also referred to as equivalence problem.
When phrasing pEq(A) and pId(A) as actual computational problems, it is not obvious how
to encode the input. However, when we are studying finite algebras of finite type, then an
input term can just be encoded by the string defining it. Hence the size of an input polynomial
p(x¯) is proportional to its length l(p(x¯)), i.e. the total number of functions, constants and
variable symbols it contains.
We remark that this encoding might not be optimal, in the sense that it does not take
into account that some expressions might be repeatedly used in the definition of a term. An
alternative would be to describe terms by algebraic circuits. This approach was suggested by
Ross Willard; not much is known for this encoding. Also, for some algebras it makes sense
to restrict the input to terms of a certain canonical form (for instance [18], [9] and [11] study
the sum of monomials over rings); this is also something we are not considering here. For
discussions on the size of term representation in supernilpotent algebras, see also [2].
1.2. Nilpotent algebras with Mal’cev term. A ternary term m over an algebra A is
called a Mal’cev term if it satisfies m(y, x, x) = m(x, x, y) = y for all x, y ∈ A. It is well-
known that an algebra has a Mal’cev term if and only if it is from a congruence permutable
variety. In this section we provide some results on nilpotent and supernilpotent algebras that
have a Mal’cev term. For background on commutator theory we refer to [6], for a survey on
higher commutators we refer to [1].
Let A be an algebra and α1, . . . , αn be congruence relations of A. Then δ = [α1, . . . , αn]
denotes the smallest congruence relation of A such that for all polynomials f(x¯1, . . . , x¯n)
and for all tuples a¯1, b¯1, . . . , a¯n, b¯n in A with a¯i ≡αi b¯i we have that, f(a¯1, x¯2, . . . , x¯n) ≡δ
f(b¯1, x¯2 . . . , x¯n) for all (x2, . . . , xn) ∈
∏n
i=2{ai, bi}\{(b2, . . . , bn)}, implies that f(a¯1, b¯2, . . . , b¯n) ≡δ
f(b¯1, b¯2 . . . , b¯n).
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Definition 1.1. Let A be an algebra and let 1A denote the total equivalence relation and
0A the identity on A. Then:
• A is called nilpotent (of degree n) if [1A, [1A, . . . , [1A, [1A,1A]] . . .]]︸ ︷︷ ︸
n
] = 0A.
• A is called supernilpotent (of degree n) if [1A,1A, . . . ,1A︸ ︷︷ ︸
n+1
] = 0A.
We remark that, for algebras with Mal’cev term, supernilpotency of degree n implies nilpo-
tency of degree n. For groups and rings the two notions are equivalent, this is however not
true in general. Every nilpotent algebra with Mal’cev term gives rise to loop operations,
where a loop is defined as follows:
Definition 1.2. An algebra L = (L, ·, \, /, 0) is called a loop if for all x, y ∈ L:
(1) x\(x · y) = y and (y · x)/x = y
(2) x · (x\y) = y and (y/x) · x = y
(3) 0 · x = x · 0 = x
Then the following holds:
Theorem 1.3 (Chapter 7 of [6]). Let A be a nilpotent algebra with a Mal’cev term m(x, y, z).
For each 0 ∈ A the operation defined by x · y = m(x, 0, y) is a loop multiplication with neutral
element 0. Also the left and right inverse operations \ and / can be defined as polynomials
over A. 
In other words every nilpotent algebra A = (A,F ) with Mal’cev term is polynomially
equivalent to a nilpotent loop (A, ·, \, /) expanded by additional operations F . We denote
this expansion by (A, ·, \, /). In order to further give a characterization of supernilpotent
algebras we introduce the following notation:
Definition 1.4. Let f ∈ Polm(A). We say f(x1, . . . , xm) absorbs (a1, . . . , am) to a if
f(b1, . . . , bm) = a, whenever bi = ai for some i. We say f(x1, . . . , xm) is a-absorbing if f
absorbs (a, a, . . . , a) to a.
Then the following holds:
Theorem 1.5 (Proposition 6.16. in [1]). Let A be an algebra with Mal’cev term and let
0 ∈ A. Then A is supernilpotent of degree n if and only if every 0-absorbing c ∈ PolnA is
equivalent to 0. 
Theorems 1.5 and 1.3 were used in [19] to give a canonical representation of polynomials
in supernilpotent algebras with Mal’cev term. In the proof of our main result in the next
section we will recapitulate Wires’ proof and slightly refine it.
2. Equation solvability in supernilpotent algebras with Mal’cev term
In this section we show that the polynomial equation solvability problem pEq(A) is in P
for supernilpotent A with Mal’cev term. The main ingredient for this is Lemma 2.3, which
states that computing the range of a polynomial expression p(x¯) over A requires only to check
substitutions of x¯ for which the number of non 0 entries is bounded by some constant d. In
fact, we can show that this interpolation property is equivalent to supernilpotency for finite
algebras with Mal’cev term.
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We start with some basic observations. By Theorem 1.3 we know that A has polynomials
that define loop operations ·, \, / and 0. Clearly pEq(A) reduces to the equation solvability
problem over the expanded algebra (A, ·, \, /, 0). Hence without loss of generality we can
assume that A contains the loop operations given by Theorem 1.3. (Note however, that we
do not know a priori, whether (A, ·, \, /, 0) and A have the same complexity up to polynomial
time.)
In every algebra A with loop operations, f(x¯) = g(x¯) is equivalent to f(x¯)/g(x¯) = 0.
Hence for both for the equation solvability problem and the identity checking problem we can
restrict our input to equations of the form f(x1, . . . , xm) = 0.
Also note that f(x1, . . . , xm) = 0 holds for all x1, . . . , xm if and only if none of the equations
f(x1, . . . , xm)/a = 0 for 0 6= a ∈ A has a solution. Hence if A is finite, the complement of
pId(A) reduces to pEq(A) in polynomial time. It is however open if this holds for finite
algebras in general, see also Problem 1 in [13]. It was already observed in [1] that the
polynomial identity checking problem is in P for supernilpotent algebras with Mal’cev term,
hence our result can be seen as a strengthening of that.
We are going to stick to the following notation: Let us write
∏n
i=1 xi or x1 ·x2 · · · xn for the
left associated product (· · · ((x1 · x2) · x3) · · · xn) and let x
n =
∏n
i=1 x. For n ∈ N let us write
[n] = {1, . . . , n} and
([n]
k
)
= {S ⊆ [n] : |S| = k}. For a tuple x¯ = (x1, . . . , xn) of variables
or elements of A and S ⊆ [n], let us write x¯S for the n-tuple, where the i-th entry is equal
to xi if i ∈ S and 0 otherwise, and let us write x¯↾S for the |S|-tuple (xi)i∈S . If for instance
x¯ = (x1, x2, x3, x4, x5) and S = {1, 2, 5} then x¯S = (x1, x2, 0, 0, x5) and x¯↾S = (x1, x2, x5).
Our proof is going to rely on a representation of polynomials f(x1, . . . , xm) ∈ Pol(A)
as the product of |S|-ary 0-absorbing terms tS(x¯↾S) for all subsets S ⊆ [m]. That such
representations exist was already known (see for instance Theorem 3.8 of [19]), but we are
going to give a slightly more restrictive version that depends on a given enumeration of the
elements of A and a tuple b¯ ∈ Am:
Lemma 2.1. Let A be a finite nilpotent algebra with Mal’cev term, let 0 ∈ A and f(x1, . . . , xm) ∈
Polm(A). Furthermore let a1, a2, . . . , aN be an enumeration of the elements of A and b¯ ∈ A
m.
Then f(x1, . . . , xm) is equivalent to a polynomial of the form
∏m
i=0 ri(x1, . . . , xm), where the
terms ri(x1, . . . , xm) are given by the recursion r0(x1, . . . , xm) = f(0, 0, . . . , 0) and
tS(x¯↾S) =
(
k∏
i=0
ri(x¯S)
)
\f(x¯S) for S ∈
( [m]
k+1
)
,(1)
rk+1(x1, . . . , xm) =
N∏
i=0
∏
S∈( [m]k+1)
tS(b¯↾S)=ai
tS(x¯↾S),(2)
for 0 ≤ k < m. For all S ⊆ [m] the |S|-ary terms tS(x¯↾S) are 0-absorbing.
If A is moreover supernilpotent of degree n, then all terms rk(x1, . . . , xm) for k ≥ n are
equivalent to 0.
Before we give the proof of Lemma 2.1 we would like to point out that this representation
is not unique: depending on the ordering of the sets S ∈
( [m]
k+1
)
with tS(b¯↾S) = ai in (2) we
might get different representations of f(x1, . . . , xm). However the main reason for us to show
Lemma 2.1 is not to represent f in a canonical way, but to show that for every T ⊆ [m], f(b¯T )
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is evaluated to a product of powers of the elements of A
f(b¯T ) =
n−1∏
i=1
a
βi,1
1 · a
βi,2
2 · · · a
βi,N
N ,
where n is the degree of supernilpotency of A. This fact will be essential in the proof of
Lemma 2.3.
Proof of Lemma 2.1. We are going to prove the following: For every 0 ≤ k ≤ m and every
S ∈
([m]
k
)
we have that tS(x¯↾S) is 0-absorbing and
(3) f(x¯S) =
k∏
i=0
ri(x¯S).
We prove the claim by induction on k.
For k = 0 we have r0(x1, . . . , xm) = f(0, . . . , 0) and t∅ = 0, which clearly satisfies the claim.
So let us consider the induction step k → k + 1. We first show that for every S ∈
( [m]
k+1
)
the
term tS(x¯↾S) is 0-absorbing: For that, let S
′ be a proper subset of S. Then, by the definition
of tS(x¯↾S) in (1) and the induction hypothesis (3) for S
′ we have
tS((x¯↾S)S′) =
(
k∏
i=0
ri(x¯S′)
)
\f(x¯S′) = f(x¯S′)\f(x¯S′) = 0.
Hence tS is 0-absorbing for every S ∈
( [m]
k+1
)
. In order to show (3) for S note that if we
evaluate rk+1 at x¯S , all factors in (2) except for tS(x¯↾S) are equivalent to 0, since they are
0-absorbing. Therefore
k+1∏
i=0
ri(x¯S) =
(
k∏
i=0
ri(x¯↾S)
)
· tS(x¯↾S) =
(
k∏
i=0
ri(x¯S)
)
·
((
k∏
i=0
ri(x¯S)
)
\f(x¯S)
)
= f(x¯S),
which proves the claim for k + 1. Thus we proved our claim. The first part of the Lemma
follows from (3) for m = k.
If A is moreover supernilpotent of degree n all the terms tS(x¯↾S) for |S| ≥ n are equivalent
to 0, since they are 0-absorbing (cf. Theorem 1.5). Therefore also all terms rk(x1, . . . , xm)
are equivalent to 0 for k ≥ n. 
We are going to use Lemma 2.1 together with the following iterated version of Ramsey’s
theorem to prove Lemma 2.3.
Theorem 2.2 (Ramsey’s theorem). Let n, k and l be positive integers. Then there exists a
positive integer d = d(n, k, l), such that for all sets S with |S| ≥ d and for all k-colorings γ
of the ≤ n-elements subsets of S, there exists H ⊆ S with |H| = l such that all subsets of H
of the same size have the same color.
Lemma 2.3. Let A be a finite algebra with Mal’cev term that is supernilpotent of degree n
and let 0 ∈ A. Then there exists a positive integer d = d(A) such that for every m ≥ d,
for every polynomial f ∈ Polm(A) and for every b¯ = (b1, . . . , bm) ∈ A
m there exists a set
T ∈
([m]
d
)
with f(b¯T ) = f(b¯).
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Proof. We follow the proof steps of the analogous result for nilpotent groups in [8, Lemma
3.1]. Let e be the exponent of A, i.e. the smallest positive integer such that xe = 0 for
all x ∈ A and let l = e · (n − 1)! and k = en·|A|. We then claim that the Ramsey number
d = d(n− 1, k, l) given by Theorem 2.2 satisfies the Lemma.
First recall the representation result in Lemma 2.1. For a given enumeration a1, . . . aN of
the elements of A it gives us
f(b¯) =
n−1∏
i=1
a
αi,1
1 · a
αi,2
2 · · · · · a
αi,N
N ,
where αi,j is the number of sets S ∈
(
[m]
i
)
, such that tS(b¯↾S) = aj . Let H be an arbitrary
subset of [m] and Hc = [m] \H. Since all of the terms tS(x¯↾S) are 0-absorbing, we have the
same representation for f(b¯Hc), i.e.
f(b¯Hc) =
n−1∏
i=1
a
βi,1
1 · a
βi,2
2 · · · · · a
βi,N
N ,
where βi,j is the number of sets S ∈
([m]
i
)
, S ⊆ Hc, such that tS(b¯↾S) = aj .
We claim that there is a non-empty set H such that the corresponding exponents βi,j are
equal to αi,j modulo e. If this is the case, we have that f(b¯) = f(b¯Hc). If |H
c| ≤ d, we
set T = Hc and are done. Otherwise we can find such T by iterating the procedure for the
|Hc|-ary polynomial defined by f(x¯Hc). Hence it only remains to prove this claim.
For every set I ⊆ [m] let γi,j(I) denote the number of all set S ∈
(
[m]
i
)
such that tS(b¯↾S) = aj
and I ⊆ S. By the inclusion-exclusion principle we have for a given H that
αi,j − βi,j = −
∑
∅6=I⊆H
|I|≤i
(−1)|I|γi,j(I) = −
∑
∅6=I⊆H
|I|<n
(−1)|I|γi,j(I).
We show that there is an H such that all summands of the form
∑
I⊆H,|I|=s γi,j(I) for s < n
are divisible by e. The function γ(I) := (γi,j(I))i∈[n],j∈[N ] is a coloring of subsets of [m] with
k colors. By Theorem 2.2 there is an H with |H| = l such that γ is monochromatic on all
subsets of size at most n− 1 of H. This implies that
(
l
s
)
divides
∑
I⊆H,|I|=s γi,j(I) for every
s < n. Since l = e · (n − 1)!, we know that
(
l
s
)
is divisible by e for every s < n. Hence also
αi,j − βi,j is divisible by e, which concludes the proof. 
We remark that Lemma 2.3 gives us a characterization of finite supernilpotent algebra with
Mal’cev term:
Corollary 2.4. Let A be a finite algebra with Mal’cev term and 0 ∈ A. Then A is supernilpo-
tent if and only if there is a positive integer d such that for every polynomial f(x1, . . . , xm) ∈
Pol(A) and every tuple r¯ ∈ Am there is an index set T ⊆ [m] with |T | ≤ d and f(r¯) = f(r¯T ).
Proof. It only remains to show that if A is not supernipotent, it does not have the inter-
polation property described above. By Theorem 1.5 for every d ∈ N there is a 0-absorbing
polynomial f(x1, . . . , xd, xd+1) and a tuple r¯ ∈ A
d+1 such that f(r¯) 6= 0. But as f is 0-
absorbing, f(r¯T ) = 0 holds for every T ⊆ [d+ 1], T 6= [d+ 1]. 
Lemma 2.3 now implies our main result:
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Theorem 2.5. Let A be a finite supernilpotent algebra with Mal’cev term. Then the equation
solvability problem for A can be decided in polynomial time.
Proof. By the discussion at the beginning of this section we only have to consider equations
of the form f(x1, . . . , xm) = 0 as input. By Lemma 2.3, there is a solution b¯ with f(b¯) = 0 if
and only if f(b¯T ) = 0 for some T with |T | = min(d,m), where d is a constant only depending
on A. For m ≥ d there are |A|d ·
(
m
d
)
= O(md) many tuples of the form b¯T . Hence evaluating
f on all those tuples and checking whether the result is 0 takes polynomial time O(l(f(x¯))d)
and yields whether f(x1, . . . , xm) = 0 is solvable. 
We remark that due to the use of Ramsey’s theorem the value of d in Lemma 2.3 might
be very large; we can only obtain upper bounds that are superexponential in |A|. The best
known algorithm for nilpotent groups G runs in polynomial with exponent 12 |G|
2 log(|G|) and
is due to Fo¨ldva´ri [5]. This indicates that our algorithm in Theorem 2.5 might be far from
being optimal.
3. Nilpotent algebras with hard equation solvability and identity checking
problems
For every prime p let Ap = (Zp2 ,+, 0,−, (fn)n∈N) be the cyclic group of order p
2, together
with the n-ary operations fn(x1, . . . , xn) = p · x1 · x2 · · · xn for every n ∈ N. In this section
we are going to show that pEq(Ap) is NP-complete and pId(Ap) is co-NP-complete for every
p > 2.
It is easy to see that Ap is nilpotent of degree 2 for every p; the equivalence classes of
[1Ap ,1Ap ] are exactly the cosets of Zp. Furthermore it follows straightforward from Theo-
rem 1.5 that Ap is not supernilpotent, since every function fn(x1, . . . , xn) is 0-absorbing but
not equivalent to 0. However we remark that every restriction of Ap to finitely many of its
operators gives us a supernilpotent algebra.
It is a priori not clear how to encode the input when phrasing pId(Ap) as computational
problem, since Ap is of infinite type. However, in every arity there is exactly one operation
fn so one can still find a reasonable such encoding of terms, i.e. one where the size of an
input polynomial f(x¯) is linear in its length l(f(x¯)). With respect to such an encoding the
following holds:
Theorem 3.1. Let p be an odd prime and let Ap = (Zp2 ,+, 0,−, (fn)n∈N) with fn(x1, . . . , xn) =
p·x1 ·x2 · · · xn. Then the equation solvability problem pEq(Ap) is NP-complete and the identity
checking problem pId(Ap) is co-NP-complete.
Proof. We prove that pEq(Ap) is NP-complete by reducing the graph p-colorability problem
to it. To do so, for every instance of a graph G = (V,E) we define the term:
tG((xv)v∈V ) = f(p−1)·|E|
(
(xv1 − xv2)(v1,v2)∈E
i∈[p−1]
)
= p ·
∏
(v1,v2)∈E
(xv1 − xv2)
p−1
Note that the order of edges is irrelevant and for a tuple (rv)v∈V in Zp2 the value of tG((rv)v∈V )
only depends on the cosets of rv with respect to Zp. Moreover tG((rv)v∈V ) = 0 holds if and
only if there is an edge (v1, v2) ∈ E such that rv1 and rv2 are in the same coset of Zp; otherwise
tG((rv)v∈V ) = p.
Thus, if the equation tG((xv)v∈V ) = p has a solution (rv)v∈V , then the coloring that assigns
to each vertex v the color rvZp is a proper coloring of the graph G with p colors. Conversely
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every coloring of G with p many colors induces a solution of the equation (by assigning to
every color a unique coset of Zp). Thus p-colorability reduces to pEq(Ap), which consequently
is NP-complete.
Analogously a graph is not p-colorable if and only if tG((xv)v∈V ) = 0 holds for all values
of (xv)v∈V . Thus pId(Ap) is coNP-complete. 
We conclude with the question, whether this hardness result fits into a bigger context.
By [14] and [12] every non-nilpotent group has a polynomial extension, whose identity checking
problem is co-NP-complete. By [3] also for rings this statement is true. Therefore we ask:
Question 3.2. Does every non-supernilpotent finite algebra with Mal’cev term have a poly-
nomial extension, whose
• identity checking problem is co-NP-complete?
• equation solvability problem is NP-complete?
A first step in answering Question 3.2 would be to study the question for nilpotent, but
not supernilpotent algebras. In this case we have much structural information to work with,
due to Theorem 1.3 and Theorem 1.5. Note that Question 3.2 might have different answers,
depending on the encoding of the input (see also the discussion in Section 1.1), and also de-
pending on whether we restrict ourselves to algebras of finite type or not, as in our example.
Recent progress: After the submission of this article it came to the authors attention that
Idziak and Krzaczkowski independently proved Theorem 2.5 in their paper [16], where they
studied the equation solvability problem and the identity checking problem in the more general
setting of algebras from congruence modular varieties. Moreover they proved several hardness
results that partially answer Question 3.2: By their work, every non-solvable algebra A with a
Mal’cev term has polynomial extensions with hard pEq and pId problems. Furthermore every
solvable, but non-nilpotent algebra A with Mal’cev term has a quotient for which Question
3.2 has a positive answer. However in the nilpotent, but not supernilpotent case, the situation
seems to be more complicated [17]: There are 2-nilpotent, but non-supernilpotent algebras
of finite type such that every extension of it by finitely many polynomials has tractable
equation solvability and identity checking problem (even if the input polynomials are encoded
by circuits). However an extension of these algebras by infinitely many polynomials induced
hardness of both problems as in the example of Theorem 3.1.
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