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Shenoy investigates the so-called expected value in the case of belief functions and he introduces its new definition in "An Expectation Operator for Belief Functions in the Dempster-Shafer Theory". Note that all the previous definitions assumed a transformation of the respective belief function into a probability function and then the standard definition of expected values was used. Transforming a belief function onto a probability function involves loss of information. This new operator works directly with belief functions.
"A Note on Approximation of Shenoy's Expectation Operator Using Probabilistic Transforms" by Jiroušk, Kratochvíl, and Rauh is an extensive empirical study of the above-mentioned Shenoy's expectation operator with respect to other indirect approaches, including various probabilistic transforms.
Alsuwat et al. (in "Adversarial Data Poisoning Attacks Against the PC Learning Algorithm") deal with the importance of data integrity as a key component to Bayesian network structure learning algorithms. They show how an adversary could generate the desired network with the aid of a PC algorithm and they explore and analyze what is the minimum number of changes in the data that leads to a desired output of the PC algorithm.
To conclude these introductory words, we want to sincerely thank Radim Bělohlávek for his support in the many stages of preparing this issue. Our gratitude is also extended to the reviewers for their interesting comments and constructive remarks, which often helped the authors substantially improve their papers.
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