To better understand the pooling properties underlying global stereopsis we examined the relationship between carrier luminance spatial frequency and modulator disparity spatial frequency. Thresholds for detecting global sinusoidal disparity corrugations of spatially band-pass noise were measured as a function of modulator disparity spatial frequency for both centrally and peripherally located stimuli using a standard 2-IFC task. We found a characteristic relationship that depended on modulator disparity spatial frequency. At high modulator disparity spatial frequencies (>1 c/d), there is an optimal ratio of around 2.6, whereas at low modulator disparity spatial frequencies, there is an optimal absolute carrier luminance spatial frequency (i.e., 3 c/d). In the periphery, vision is restricted to modulator disparity spatial frequencies below 1 c/d and, as a consequence, following the above rule, there is an optimum absolute carrier luminance spatial frequency that reduces in spatial frequency with increasing eccentricity. This finding is consistent with there being more than one channel processing global stereo that is subsequently confirmed using a 2 Â 2 AFC detection/discrimination paradigm. Furthermore, because of the different carrier/modulator relationships in central and peripheral vision, peripheral global stereo cannot be simply related to central global stereo by a scaling factor and thus cannot be simply due to cortical magnification, as originally thought.
Introduction
The visual system has a number of stereoscopic mechanisms, some involving local (Ogle, 1964) processing and others involving global (Tyler, 1974) processing. In general, global stereopsis is thought to involve a two-stage serial process, the first processing local absolute and relative disparity in early visual brain areas (V1-V2) by disparity-selective, binocular cells with localized receptive fields (Barlow, Blakemore, & Pettigrew, 1967; Cumming & Read, 2005; Ohzawa, De Angeles, & Freeman, 1996; Parker & Cumming, 2001; Pettigrew, Nikara, & Bishop, 1968; Qian, 1994) and the second, processing global corrugations of disparity by cells with much larger receptive fields in higher visual brain areas that involve the integration of local stereoscopic information over large spatial distances. It is unclear what the relationship is between the luminance spatial channels comprising the first stage of local disparity encoding and the spatial channels comprising the second stage of global disparity encoding. For example, do all first stage detectors input to all second stage detectors or is there a specific rule that describes the pooling of local disparity information by global disparity mechanisms? Is there an optimal ratio between the carrier frequency and the modulation frequency? Does such a pooling rule, if it exists, apply to the whole visual field or does it vary with retinal eccentricity?
In this paper, we use the term carrier luminance spatial frequency to mean the spatial frequency of a luminance defined 2-D noise pattern. The term modulator disparity spatial frequency is defined as the spatial frequency of the modulation of the carrier's disparity. As well, the term disparity corrugation also known as disparity modulation refers to the amplitude of the modulation of the carrier's disparity.
Three previous studies have sought to determine the relationship between carrier luminance spatial frequency and modulator disparity spatial frequency for central vision. In the first study by Pulliam (1981) , thresholds for detecting vertical disparity corrugations were measured using disparity-modulated sine-wave gratings. Based on the results, Pulliam (1981) proposed that low spatial frequency luminance channels subserved low spatial frequency disparity channels and high spatial frequency luminance channels subserved high spatial frequency disparity channels. This linkage is consistent with there being a single ratio describing the relationship between carrier luminance spatial frequency and modulator disparity spatial frequency.
In a second study by Lee and Rogers (1997) , thresholds for detecting horizontal disparity corrugations were measured using 2-D narrowband filtered random dot stereograms. Results revealed that disparity threshold functions measured across a range of luminance spatial frequencies (1-8 c/d) and at four disparity modulation spatial frequencies (0.125-1 c/d) exhibited a band-pass characteristic with peak luminance sensitivity at 4 c/d. The authors concluded that carrier luminance spatial frequency and modulator disparity spatial frequency are largely independent dimensions and thus only the absolute carrier luminance spatial frequency around 4 c/d was important for stereo.
In the third study by Hess, Kingdom, and Ziegler (1999) , thresholds for detecting near-vertical disparity corrugations were measured using randomly positioned Gabor micropatterns, in which subjects had to make a foveal global disparity orientation judgment. Disparity thresholds were measured as a function of disparity spatial frequency (0.01-0.3 c/d) across a range of luminance spatial frequencies. Results revealed that disparity thresholds did not depend on luminance spatial frequency at low disparity spatial frequencies. However, at mid disparity spatial frequencies there was a dependence on luminance spatial frequency. More specifically, the higher the luminance spatial frequency, the lower the disparity threshold. These results led the authors to conclude, contrary to Lee and Rogers (1997) , that carrier luminance spatial frequency and modulator disparity spatial frequency are dependent dimensions at least in the mid to high modulator disparity spatial frequency range.
Since the processing of global disparities is a two-stage process, it is fundamental to understand the linkage between the spatial properties of 1st and 2nd stage detectors. Owing to the conflicting nature of the above results, in the present study we have decided to re-examine the relationship between carrier luminance spatial frequency and modulator disparity spatial frequency in the fovea using random-dot stereograms. We have also set out to examine whether this relationship is different in central and peripheral parts of the visual field, an issue on which there is no previous information. To address these two issues, we measured global disparity thresholds to vertically oriented sinusoidal disparity corrugations of spatially band-pass noise whose contrast was set to be a constant factor above detection threshold for all conditions. This allowed us to factor out detectability changes that are known to occur across luminance spatial scale (Campbell & Robson, 1968) and eccentricity (Robson & Graham, 1981) . We assessed the relationship between the luminance spatial frequency of the noise carrier and the disparity spatial frequency of the envelope modulation for central vision and at different peripheral loci. This enabled us to produce global disparity sensitivity functions (DSFs) measured under optimal conditions of the carrier, ensuring that the carriers were all equidetectable, and taking into account the effects of spatial summation. With this information we were able to address two related issues. Firstly, how is peripheral global stereo related to central global stereo. One recent suggestion is that central and peripheral global stereo are simply related to one another by a scale factor that could have its explanation in the amount of cortex devoted to central vs. peripheral function (Prince & Rogers, 1998) ? Secondly, is there just a single underlying global disparity channel for vertically oriented global disparity stimuli? Global processing of horizontal disparity could in principle be processed by a single or multiple channels. A recent proposal is that there is a single underlying very broad channel for vertical but not horizontally modulated corrugations (Serrano-Pedraza & Read, 2010) . This single channel proposal would have consequences for the relationship between carrier and modulator spatial frequency alluded to above. In this case one would expect the same relationship regardless of eccentricity.
Methods

Apparatus
Psykinematix software v1.3.2 was used to generate and present all stimuli as well as record responses. A Macintosh computer running the Mac OS X version 10.6.8 ran the software while stimuli were presented on a 20-in. Dell Trinitron CRT monitor (40.5 Â 30.5 cm). The display had a spatial resolution of 1024 Â 768 pixels and the contrast resolution was 10.8 bits using the Psykinematix bit-stealing algorithm. The monitor was geometrically calibrated and gamma corrected using an Eye-One photometer (X-Rite i1 Display 2) using Psykinematix software v1.3.2. Disparity was generated by monocular displacements computed at sub-pixel resolution. Dichoptic presentation of the left and right eye images was achieved using CrystalEyes liquid crystal shutter glasses (RealD CrystalEyes 4). The monitor refresh rate was 120 Hz, so that each eye's image was presented at 60 Hz.
Stimuli
For experiments measuring disparity thresholds in the fovea, a Gabor (modulator) disparity corrugation stimulus was used. The foveal stimulus consisted of circularly windowed, vertical disparity corrugations of a band-pass luminance carrier. Peak luminance spatial frequencies of the carrier were from 0.5 to 10 c/d. The modulator disparity spatial frequencies tested were 0.25, 0.35, 0.5, 1, 2 and 4 c/d. However, cases where the carrier luminance spatial frequency was less than two times the modulator disparity spatial frequency were excluded because of sampling considerations.
The foveal Gabor corrugation stimuli for the left and right eyes were generated by multiplying a luminance noise carrier by a 1-D vertical sinusoidal modulator (or a 1-D squarewave modulator for the results displayed in Fig. 4C ). The carrier consisted of narrowband (1 octave, half amplitude, full bandwidth) filtered isotropic noise set to 7 times its contrast detection threshold under all conditions. The global disparity sinusoidal modulation was contained within a 2-D Gaussian spatial envelope (sigma was either 9°(see Fig. 4A -C) or 2.2 cycles (see Fig. 4D ) in different experiments) and presented abruptly in time (500 ms). While this type of stimulus generation has the potential of producing visible monocular stimulus artifacts due to local image shearing, we ensured that thresholds were determined by disparity rather than any purely monocular displacement artefact by also measuring stimulus detectability without the stereo goggles under binocular viewing. These thresholds were always much higher than those obtained with the dichoptic presentation using the stereo goggles. The two thresholds were closest at 10 c/d, the highest carrier luminance spatial frequency used. Even under these conditions disparity provided the lower threshold.
The peripheral stimulus consisted of an annular windowed, angular disparity modulation (a sinewave defined in polar coordinates) of a band-pass luminance carrier. We tested eccentricities of 2.5°, 5°, 15°and 30°with the spatial sigma of the Gaussian annulus envelope in degrees being 0.25°, 0.5°, 1.5°and 3°, respectively. Thus the stimulus was an annulus whose width was scaled linearly with eccentricity. This was an arbitrary scaling as a compromise between, on the one hand the possibility that peripheral sensitivity could be disadvantaged by having a fixed annular width and on the other, the necessity of localizing the stimulus in eccentricity. It did not restrict the number of cycles of low disparity modulations as the modulations were orthogonal to the width. Peak carrier luminance spatial frequencies tested were from 0.75 to 10 c/d (filtered white noise with bandwidths of 1 octave). The contrast of the carrier was always set to be 7 times its contrast detection threshold.
The modulator disparity spatial frequencies tested were 2, 4, 8, 16 and 32 cycles per circumference. However, cases where the carrier luminance spatial frequency was less than two times the modulator disparity spatial frequency were excluded.
Observers
Six observers participated in the foveal experiment of which four were naïve to the purpose of the experiments. Three observers participated in the peripheral experiments of which two were naïve observers. All were experienced psychophysical observers and all had normal or corrected-to-normal visual acuity and stereo acuity. All studies were performed with the informed consent of participants, were approved by the Research Ethics board of the Montreal Neurological Institute, and adhered to the tenets of the Declaration of Helsinki.
Viewing conditions
The display was viewed at a distance of 45 cm, at which distance it subtended 47.5 Â 36.5°and a chin rest was used to position the head.
2-IFC procedure
A staircase method was used to estimate the disparity threshold. The disparity amplitude was reduced after two consecutive correct responses and increased after one wrong response. The initial disparity value (arcmin) was randomly chosen (5 ± 3 arcmin). The reduction rate in disparity was 50% before the first reversal and 12.5% after the 1st reversal, while the increase rate was always 25%, corresponding to a criterion of 81.65% correct responses (Garcia-Perez, 1998) . Each session was terminated after six reversals and the threshold was computed from the mean of the last five reversals.
A two interval forced choice staircase technique was used to first measure binocular contrast thresholds (Michelson contrast) for broadband noise in which the detectability of the noise carrier was measured. The main experimental procedure was a temporal 2-IFC task where the subject had to indicate which temporal interval contains the target stimulus that was sinusoidally modulated in disparity. Subjects provided their responses using the keyboard arrows, left arrow for first interval and right arrow for second interval, during the post-stimulus interval. An auditory indicator was emitted at the beginning of each stimulus interval. The stimuli were presented abruptly for 500 ms. A fixation mark was present during the stimulus interval in the centre of the display and subjects were asked to maintain their fixation during the whole presentation. Auditory feedback was given after each trial. The duration of the inter-stimulus interval was 0.5 s.
2 Â 2 AFC procedure
In order to assess whether thresholds were determined by a single or multiple underlying channels we use a procedure where discrimination of angular spatial frequency was measured at detection threshold. To measure discrimination at threshold, a 2 Â 2 AFC paradigm was used in central and peripheral (5°eccen-tricity) regions in which one interval contained the disparity-modulated stimulus and the other just the noise carrier. Each presentation was 500 ms in duration. The subject had to answer two questions; first, which interval contained the stimulus (the detection response), and secondly, which of two different modulator disparity spatial frequencies was presented (the discrimination response). Data were collected using a method of constant stimuli and the threshold was derived by fitting a Weibull function to the data. The statistical test for whether discrimination could be done at detection threshold (i.e., perfect discrimination) is discussed in Appendix D. Fig. 1 shows examples of our central (A) and peripheral (B) stimuli. the detection of vertical corrugations. In each figure, results are shown for disparity threshold in arcmin as a function of carrier luminance spatial frequency in cycles/degree (A and C) and the ratio carrier luminance/modulator disparity spatial frequency (B and D) for a number of modulator disparity spatial frequencies (0.25-4.0 c/d). Results are shown for two subjects (A, B vs. C, D). The luminance spatial frequency of the carrier, which in all cases was set to 7Â its detection threshold, clearly affects disparity sensitivity, depending on the modulator disparity spatial frequency tested. There is a different optimum luminance carrier at each modulator disparity spatial frequency (A and C), however, as seen in panels B and D, this does not translate into a single optimum ratio. Rather there appears to be (more so for subject JH than NW) a single ratio for modulator disparity spatial frequencies above 1 c/d (diamond, bowtie and inverted triangle) and a different ratio below 1 c/d (circle, square and upright triangle). Fig. 3 shows averaged results for six observers of the optimum carrier luminance spatial frequency (derived from plots similar to those in Fig. 2A and C) plotted as a function of modulator disparity spatial frequency. At the highest modulator disparity spatial frequency (4 c/d) we could not make measurements for carrier luminance spatial frequencies above 10 c/d (maintaining our 7Â contrast detection threshold criterion). Therefore the carrier luminance spatial frequency corresponding to the lowest disparity threshold (i.e., 10 c/d) was taken as the minimum. Individual results are shown on the left (Fig. 3A) and group averages on the right (Fig. 3B) . We found that a bilinear function provided a better fit (see Appendix A) to the data than a linear function, even taking into account that the former has an extra parameter. The fits were done on linear/linear coordinates (where the line with non-zero slope has a zero intercept) and are plotted here on log/log coordinates. There is a degree of variability from subject to subject (Fig. 3A) but the averaged results (Fig. 3B ) suggest that below a modulator disparity spatial frequency of 1 c/d, optimal disparity sensitivity is obtained for a 3 c/d carrier luminance spatial frequency. Whereas, for modulator disparity spatial frequencies above 1 c/d, optimum disparity sensitivity is achieved for luminance carriers that are on average 2.58 times that of the disparity modulator.
Results
Foveal measurements
Having derived the optimum carrier luminance spatial frequency for each modulator disparity spatial frequency, we are in a position to measure the optimum relationship between disparity corrugation sensitivity and modulator disparity spatial frequency for central vision (i.e., the foveal global disparity sensitivity function). This is shown in Fig. 4 for individual subjects (Fig. 4A ) and for the group average (Fig. 4B ). Our range of modulator disparity spatial frequencies was limited but over a 1.0 log unit range we found an approximately linear relationship with a slope close to 1. The peak was located around 2 c/d.
The results in Fig. 4C show a comparison of sine and square wave sensitivity as a function of modulator disparity spatial frequency. Such a comparison for equivalent luminance-defined gratings bears upon whether low modulation frequencies are detected by a single channel located at the peak of the modulation sensitivity function or multiple channels with peaks at lower and lower modulation frequencies (Campbell & Robson, 1968) . Square wave sensitivity is slightly better than sine wave sensitivity over the entire spatial frequency range. The sine wave data (solid curve) have been fit by a parabolic function (see Appendix B) and found to provide as good a fit (having three free parameters -see Appendix B) to the squarewave results if vertically displaced by a factor of 1.27 or 4 P (dashed curve) compared with fitting the sine and squarewave results separately (six free parameters). The results displayed in Fig. 4A -C were obtained with a fixed field size and at a fixed viewing distance. As a consequence, as the modulator disparity spatial frequency was increased there were more cycles presented thus allowing a greater degree of spatial summation (across width and height) for higher spatial frequencies (Howell & Hess, 1978) . To assess the influence of spatial summation on the form of the foveal global disparity sensitivity function, we measured the relationship between disparity corrugation sensitivity and modulator disparity spatial frequency for a stimulus that was fixed in size in screen units but whose spatial frequency was changed by varying viewing distances. The contrast of all carriers was set to 7Â their detection threshold and the carrier luminance spatial frequency was set to 3 c/d for modulator spatial frequencies in the range 0.125-1 c/d. At modulator disparity spatial frequencies of 2 c/d and 4 c/d, the carrier luminance spatial frequency was set to 2.58Â the modulator disparity spatial frequency, in line with the results described in Figs. 2 and 3 . These results are shown in Fig. 4D . The peak is now broader (0.5-2 c/d) and displaced to lower spatial frequencies but there is still a clear low spatial frequency fall-off in sensitivity, suggesting that the loss of sensitivity at low disparity modulation frequencies is real and not a side-effect of either carrier detectability or spatial summation for global disparity.
Peripheral measurements
Peripheral sensitivity was measured with Gaussian annuli of different radii (2.5°, 5°, 15°and 30°) containing angular corrugations (Prince & Rogers, 1998) . The contrast of all the carriers was set to 7Â their measured detection thresholds for each eccentricity. We measured disparity thresholds as a function of carrier luminance spatial frequency for a number of modulator disparity spatial frequencies, similar to that already described in Fig. 2A and C and we derived optimum ratios, similar to that already described in Fig. 2B and D. In Fig. 5 , averaged optimum carrier luminance spatial frequencies so derived are plotted against modulator disparity spatial frequency for each eccentricity. At these eccentric loci, only modulator disparity spatial frequencies at and below 1 c/d were visible (except for eccentricity of 2.5°where a modulator disparity spatial frequency of 2 c/d could be tested). For these modulator disparity spatial frequencies, optimum disparity modulation sensitivity was obtained for a luminance carrier of fixed absolute spatial frequency rather than a fixed ratio. The value of this optimum luminance carrier reduced as eccentricity increased; at 2.5°eccentricity, the optimum luminance carrier was around 6 c/d and at 30°eccentricity, it reduced to around 0.5 c/d. At 2.5°e ccentricity, where results can be obtained for carrier luminance spatial frequencies above 1 c/d, there is evidence for a ratio of approximately five relating the optimum carrier luminance spatial frequency to the modulator disparity spatial frequency. Since this could be measured only up to a modulator disparity spatial frequency of 2 c/d, the model (note that the sloping line is constrained to have a zero intercept) resulted in an overestimation of this slope (note that the ratio above 1 c/d in the fovea was around 2.58).
Having ascertained what luminance carriers provided optimal disparity sensitivity for each modulator disparity spatial frequency at each eccentricity tested, we then measured optimum disparity modulation sensitivity functions (disparity as a function of modulator disparity spatial frequency) at each eccentricity for three observers. The averaged results are shown in Fig. 6 . These data have been fit with a parabolic function where the position of the peak, peak sensitivity and bandwidth were free parameters. This model fits the data better than one where the bandwidth was invariant and only the peak height and position were allowed to vary (Prince & Rogers, 1998 ) (see Appendix C). The modeling of the data suggests that as eccentricity is increased, sensitivity is restricted to lower modulator disparity spatial frequencies. The lower the modulator disparity spatial frequency, the more invariant sensitivity is across eccentricity.
Discussion
In this study we have examined the relationship between disparity corrugation sensitivity and modulator disparity spatial frequency both in the fovea and periphery. As a necessary first step, we examined the relationship between the carrier luminance spatial frequency and modulator disparity spatial frequency to derive optimum stimulus conditions. This information also bears upon how disparity information from neurons with localized receptive fields in the primary visual cortex is summed by disparity-selective neurons in the extra-striate cortex with much larger receptive fields. The processing of global disparity is thought to occur in two serial stages, the first involves the detection of local disparity and the second involves the integration of this information across large areas of space. We wanted to know if there was a unique linkage between the spatial properties of neurons between these two stages or whether all second stage global disparity detectors received input from all first stage local disparity detectors. This information is also necessary before one can make a valid comparison of disparity modulation sensitivity across either spatial frequency or retinal eccentricity.
The results suggest that there are rules governing the linkage between these two stages and that this linkage depends on the absolute spatial frequency range of second-stage detectors. For modulator disparity spatial frequencies below 1 c/d, optimum disparity sensitivity is obtained for carrier luminance spatial frequencies of a fixed value, namely 3 c/d. For modulator disparity spatial frequencies above 1 c/d, optimum disparity sensitivity is obtained for carrier luminance spatial frequencies that are in a fixed ratio to that of the modulator, namely around 2.5Â the modulator. This result does not depend on carrier detectability as the contrast for all ) is plotted against modulator disparity spatial frequency (c/d) for a stimulus whose number of spatial cycles did not vary with modulator disparity spatial frequency. luminance carriers was equated, being set to 7Â their measured detection threshold (see Fig. 3 ).
These two different rules, dependent on the spatial frequency of the modulator, correspond to two previous suggestions in the literature that were thought to be at odds with one another: both are correct but over different ranges of modulator disparity spatial frequency. For example, Lee and Rogers (1997) suggested that there was an absolute carrier luminance spatial frequency, namely 4 c/ d, for which disparity corrugation sensitivity was optimum. This corresponds to our results for modulator disparity spatial frequencies below 1 c/d. On the other hand, Pulliam (1981) and Hess, Kingdom, and Ziegler (1999) suggested that higher carrier luminance spatial frequencies were required for optimal global disparity sensitivity at high modulator disparity spatial frequencies. This corresponds to our 2.58Â rule for modulator disparity spatial frequencies above 1 c/d.
The results we obtained in the periphery from 2.5°to 30°are consistent with the conclusion that for disparity spatial frequencies of 1 c/d and lower, there is a fixed optimal carrier spatial frequency. As one goes more eccentric into the visual field, the highest modulator disparity spatial frequency that can be perceived is reduced. Indeed over much of the range we tested, detectable disparities were confined to below 1 c/d. In this range, as it is in the fovea, the optimum disparity sensitivity is obtained for a carrier of fixed absolute luminance spatial frequency, the value of which simply reduces with eccentricity. At 2.5°it was around 6 c/d whereas at 30°it was around 0.5 c/d (see Fig. 5 ). We found that we could obtain a good fit to the peripheral data using a model where the peak position, peak height and bandwidth changed with eccentricity rather than a model in which the foveal function was simply shifted horizontally (see Appendix C) which would follow from a cortical magnification explanation for peripheral global disparity sensitivity (Prince & Rogers, 1998) .
The foveal global disparity sensitivity function
Knowing what is the optimal carrier luminance spatial frequency was at each of a number of different modulator disparity spatial frequencies, we were in a position to measure the optimum relationship between disparity corrugation sensitivity and modulator disparity spatial frequency, that is the global disparity sensitivity function. This relationship for central vision is shown in Fig. 4 . For modulator disparity spatial frequencies of 1 c/d and below, the luminance carrier has been set to 3 c/d, the optimum found previously. For modulator disparity spatial frequencies higher than 1 c/d, the luminance carrier was set to 2.58Â the modulator disparity spatial frequency, as previously this was found to be optimal. All luminance carriers were set to 7Â their contrast detection threshold. In Fig. 4A -C, foveal disparity sensitivity is shown for a stimulus of fixed angular size (sigma = 9°). Sensitivity falls monotonically as modulator disparity spatial frequency is reduced. The slope is approximately unity with a peak around 1 c/d. This is partly due to the fact that at higher modulator disparity spatial frequencies, there is an increased number of disparity cycles and sensitivity benefits from spatial summation. The results in Fig. 4D are for the same carrier/modulator spatial frequency arrangement but for a stimulus that has a constant number of cycles (sigma = 2.2 -cycles) at different modulator disparity spatial frequencies. In this case, there is the same spatial summation (for height as well as width) at different modulator disparity spatial frequencies. The central disparity sensitivity function exhibits a peak between 0.5 and 2 c/d and a decline in sensitivity at both lower and higher modulator disparity spatial frequencies. The peak position and general shape of the sensitivity function is not radically different from that of other reports in the literature (Bradshaw & Rogers, 1999; Rogers & Graham, 1982; Serrano-Pedraza & Read, 2010; van der Willigen et al., 2010) . Only one previous study used stimuli of constant bandwidth (Serrano-Pedraza & Read, 2010).
The cortical magnification factor hypothesis
Prince and Rogers (1998) proposed that peripheral global disparity sensitivity simply scaled with eccentricity in a manner that could be accounted for by the extent of cortex allocated to the processing of different eccentricities. They argued that the global disparity sensitivity function at different eccentricities was best described by a lateral shift of the foveal function as well as a vertical displacement. Our results argue against this interpretation on two counts. First, the spatial frequency dependent relationship between carrier and modulator spatial frequency for the fovea does not scale as one might expect in the periphery. The peripheral relationship is predictable from the foveal results already discussed as only modulator disparity spatial frequencies below 1 c/d were visible at all but one (2.5°) eccentricity. For these low modulator disparity spatial frequencies, disparity corrugation sensitivity depends on a single absolute carrier luminance spatial frequency at each eccentricity (see Fig. 5 ). Second, we did not find that we could describe our peripheral disparity sensitivity functions by a lateral shift of the foveal function. We needed to also reduce the bandwidth of the peripheral functions (see Appendix C for statistical comparison of these two model fits), consistent with the peripheral function being confined to a smaller range of modulator disparity spatial frequencies than supported by foveal vision (see Fig. 6 ). Our conclusion is that, like luminance spatial frequency (Pointer & Hess, 1989) , low spatial frequency disparity sensitivity is approximately constant across the visual field whereas high spatial frequency disparity sensitivity falls off with eccentricity in a manner that depends on the modulator disparity spatial frequency. The reason for this fall-off in disparity sensitivity may simply be a consequence of the combination of there being an optimum ratio and the well known reduction of luminance acuity with eccentricity (Robson & Graham, 1981) . The fact that all our carriers were set to a constant times (7Â) their contrast detection threshold means than known changes in contrast sensitivity as a function of eccentricity were less likely to affect our results. It should be pointed out that there were several differences between our study and that of Prince and Rogers (1998) , which include the type of noise carriers used, the method used to equate visibility across eccentricity, and the size of the annular window with eccentricity. These differences may account for the different conclusions drawn from Prince and Rogers (1998) and our study.
Channels for vertical disparity modulation
Having defined the shape of the disparity sensitivity functions for both foveal and peripheral vision, a remaining question is whether these functions represent the response of a unitary disparity-detecting mechanism or the envelope of multiple disparity detecting mechanisms. There is previous evidence to suggest, at least for the vertically oriented disparity corrugations used here, that only a single unitary disparity-detecting channel may be involved (Serrano-Pedraza & Read, 2010) . There is also previous evidence for multiple, albeit broadly tuned, mechanisms for vertical depth corrugations (Cobo-Lewis & Yeh, 1994; Lee & Rogers, 1997; Schumer & Ganz, 1979; Tyler, 1975) . Our results are consistent with the notion that there are multiple mechanisms for two reasons. First, the difference in sensitivity between sine and square wave sensitivity is approximately 1.27, consistent with the 4 P difference in amplitudes of the sine wave fundamental in the square wave (Campbell & Robson, 1968) . This is consistent with multiple underlying disparity channels each processing the sine wave fundamental of the square wave. However, this result in itself is not conclusive as the rms difference for a single mechanism that detects the rectified response would be expected to be better at detecting square waves by ffiffiffi 2 p or 1.41. A previous study found that ffiffiffi 2 p provided a better description for vertical depth corrugations than 4 P (Serrano-Pedraza & Read, 2010) though for our data this is not definitive. However, we can conclude that the square wave is not detected solely by its edges via a single channel disparity gradient computation, as square wave sensitivity would not be expected to decline as modulator disparity spatial frequency is reduced (see Fig. 4C ). A second finding that is inconsistent with there being a single channel is that we find not just one relationship between carrier and modulator spatial frequency but at least two, depending on the modulator disparity spatial frequency range (see Fig. 3 ). This suggests a minimum of two different channels in the fovea.
To resolve the issue of whether there is more than one channel subserving global disparity detection in fovea and periphery, we undertook a 2 Â 2 AFC detection/discrimination paradigm. Subjects had to determine which of two presentations contained the disparity corrugations and then which of two modulator disparity spatial frequencies it was. If stimulus disparity modulation can be perfectly discriminated at its detection threshold, more than one unitary global disparity spatial frequency mechanism must be involved (Ellemberg, Allen, & Hess, 2006; Thomas & Gille, 1979; Watson & Robson, 1981 ) (see Appendix D). Fig. 7 shows the foveal discrimination results for different pairs of modulator disparity spatial frequencies, each at their respective detection thresholds. A modulator disparity spatial frequency of 0.25 c/d cannot be distinguished from one of 0.5 c/d at threshold (Fig. 7A) , however 0.25 c/d can be perfectly discrimination from 1 c/d (Fig. 7B) . Furthermore, a 1 c/d disparity modulation can be perfectly discriminated from one of 4 c/d (Fig. 7C ). This suggests that there are multiple (a minimum of 3) channels underlying the overall foveal disparity sensitivity function for vertical corrugations, in line with some previous reports (Schumer & Ganz, 1979; Tyler, 1975) .
A similar comparison of discrimination and detection for stimulus spatial frequency pairs at an eccentric locus (5°) is shown in Fig. 8 . Here we see that disparity spatial frequency pairs 0.06/ 0.25 c/d (Fig. 8A) , 0.13/0.25 c/d (Fig. 8B) , and 0.13/0.51 c/d (Fig. 8C) are not discriminable at threshold, however disparity spatial frequency pairs 0.13/1 c/d (Fig. 8D ) are discriminable at detection threshold, suggesting the presence of more than one peripheral global disparity channel.
Conclusion
In the present study we re-examined the relationship between luminance spatial frequency of a noise carrier and disparity spatial frequency of the envelope modulator in both the fovea and at different peripheral loci. We conclude that there are specific rules for how carrier luminance spatial frequency channels that encode local disparity are pooled in the processing of global disparity. These rules depend on the absolute range of global modulator disparity spatial frequency. Peripheral global disparity processing involves lower modulator disparity spatial frequencies and has an optimal carrier luminance spatial frequency that depends on the eccentricity involved. Thus we conclude that peripheral global stereo cannot be simply related to central global stereo by a scaling factor and thus cannot be simply due to cortical magnification. Both fovea and periphery are subserved by multiple global disparity-tuned channels.
An F-test for nested models (Hays, 1994 ) was used to statistically compare the models. For two nested models with k full and k reduced parameters, the F statistic is defined as:
where df 1 ¼ k full À k reduced , and df 2 ¼ N À k full À 1; N is the number of data points.
The average optimum carrier luminance spatial frequency vs. modulator disparity spatial frequency curve (Fig. 3) is fit by a bilinear function and statistically compared with a linear fit.
The bilinear fit assumes that the average optimum luminance spatial frequency (mean OLSF ) remains consistent at low disparity spatial frequencies and linearly increases after one specific disparity spatial frequency (D sf ). Thus, there are two free parameters, the intercept of the plateau part (i.e., 'b') and the slope of the linear part (i.e., 'a'). The turning point is defined as the ratio of the intercept to the slope.
For the linear fitting procedure, there was only one free parameter, namely the slope 'a'. The intercept was assumed to be 0.
The results of statistical analysis are presented in Table A1 , which indicate that the full model is significantly better (P = 0.013) than the reduced model. Thus, we chose the bilinear fit.
Appendix B
The average disparity sensitivity curves for sine wave and square wave gratings (Fig. 4C ) are fit by a full model and statistically compared with a reduced model.
The full model assumes that there is no relationship between these two curves and that they can be fitted by two unrelated parabola functions:
logðDS square Þ ¼ logðGain square Þ þ logð0:5Þ
in which, DS sine and DS square represent measured disparity sensitivities at a specific disparity spatial frequency DSF for sine wave and square wave respectively. There are six free parameters in this fitting (i.e., A5 and A6): one peak sensitivity (i.e., Gain), one centre disparity spatial frequency (i.e., Centre) and one half bandwidth (i.e., Width) for each curve. The reduced model assumes that the curve for sine wave grating could be obtained by a vertical shifting from the sine wave condition and the log-peak sensitivity of the square wave condition is 4 P times that of the sine wave condition:
Thus there are three free parameters (i.e. Gain sine , Width sine , and Centre sine ) in this fitting (i.e., A7).
The results of statistical analysis are presented in Table A2 (see Appendix A: A1 and A2 for model-fitting equations), which indicate that the reduced model is good enough in predicting results and the full model is not significantly better (P > 0.05) than the reduced model. Therefore we chose the latter.
Appendix C
The average disparity sensitivity curves at four eccentricities (Fig. 6) could be fit by four independent parabola functions (i.e., full model) or four parabola functions with the same bandwidth (i.e., reduced model).
The full model assumes that there is no relationship between these four curves and they can be fitted by four unrelated parabola functions:
logðDS eccentricity Þ ¼ logðGain eccentricity Þ þ logð0:5Þ 
in which, DS eccentricity represents measured disparity sensitivity at a specific disparity spatial frequency DSF for one eccentricity. There are 12 free parameters in this fitting (i.e., A8): one peak sensitivity (i.e., Gain eccentricity ), one centre disparity spatial frequency (i.e., Centre eccentricity ) and one half bandwidth (i.e., Width eccentricity ) for each eccentricity.
The reduced model assumes that these four curves have different centre disparity spatial frequency and peak sensitivity but the same bandwidth. 
Thus, there are nine free parameters in this fitting (i.e., A9): one peak sensitivity (i.e., DS eccentricity ) and one centre disparity spatial frequency (i.e., Centre eccentricity ) for each eccentricity, and one half bandwidth (i.e., Width) for all eccentricities.
The results of statistical analysis are presented in Table A3 (see Appendix A: A1 and A2 for model-fitting equations), which indicate that the full model is significantly better (P = 0.01) than the reduced model. Thus we chose the full model.
Appendix D
The perfect discrimination hypothesis (i.e. that stimuli are discriminated as soon as they are detected) was more precisely tested using the probabilistic model of Watson and Robson (1981) .
In this model, data were classified in four categories:
(1) correct detection, correct discrimination.
(2) correct detection, incorrect discrimination. (3) incorrect detection, correct discrimination. (4) incorrect detection, incorrect discrimination. Following this model, which assumes that detection implies discrimination, we built a theoretical probability distribution for each level of modulation for each category:
with p det the measured probability of detection of the stimulus and g = 0.5 the probability of guessing correct interval with no detection. b is the measured bias that each subject may choose one stimulus vs. the other in the case he was not able to discriminate it (for instance, in case one subject could not discriminate correctly, one could have a bias to more systematically choose the high frequency stimulus). b was typically between 0.4 and 0.6, see Watson and Robson (1981) for more detail.
Then, instead of using the likelihood test, we tested the adequacy of our data compared to the theoretical distribution with a v 2 -goodness-of-fit test (a = 0.05). The null hypothesis is that the data fit the perfect discrimination model. Then the acceptance of the null hypothesis indicates that the conditions are ''perfectly discriminated''. The acceptance of the null hypothesis is indicated by an asterisk in Figs. 7 and 8.
