With a growing number of available datasets especially from satellite remote sensing, there is a 1 great opportunity to improve our knowledge of the state of the hydrological processes via data 2 assimilation. Observations can be assimilated into numerical models using dynamics and data-3 driven approaches. The present study aims to assess these assimilation frameworks for integrating 4 different sets of satellite measurements in a hydrological context. To this end, we implement a tra-5 ditional data assimilation system based on the Square Root Analysis (SQRA) filtering scheme and 6 the newly developed data-driven Kalman-Takens technique to update the water components of a 7 hydrological model with the Gravity Recovery And Climate Experiment (GRACE) terrestrial water 8 storage (TWS), and soil moisture products from the Advanced Microwave Scanning Radiometer -9 Earth Observing System (AMSR-E) and Soil Moisture and Ocean Salinity (SMOS). While SQRA 10 relies on a physical model for forecasting, the Kalman-Takens only requires a trajectory of the 11 system based on past data. We are particularly interested in testing both methods for assimilating 12 different combination of the satellite data. In most of the cases, simultaneous assimilation of the 13 satellite data by either standard SQRA or Kalman-Takens achieves the largest improvements in the 14 hydrological state, in terms of the agreement with independent in-situ measurements. Furthermore, 15 the Kalman-Takens approach performs comparably well to dynamical method at a fraction of the 16 computational cost.
2
The main aim of this contribution is to assess the performance of these frameworks for assim-48 ilating different combinations of multiple satellite remote sensing products within a hydrological 49 context. For this purpose, we use an ensemble-based sequential technique, the Square Root Anal-50 ysis (SQRA) filtering scheme (Evensen, 2004) from dynamical, a modified version of the recently 51 developed data-driven approach, Kalman-Takens filter (Hamilton et al., 2016) from the data-driven 52 approach. Khaki et al. (2017a) recently studied the performance of various standard data assimila-53 tion schemes and showed that SQRA is highly capable of assimilating TWS data into a hydrological 54 model (see also Schumacher et al., 2016) . The method has also been found to outperform other 55 existing filters, e.g., addressing the sampling error in covariance matrix, especially for the small-size 56 ensembles and an efficient resampling process (see, e.g., Whitaker and Hamill, 2002; Nerger, 2004; 57 Hoteit et al., 2015; Khaki et al., 2017a) . 58 In addition to SQRA filter, a modified version of the recently developed data-driven approach, 59 Kalman-Takens filter (Hamilton et al., 2016) , is applied. Takens method has been used in various 60 studies for non-parametric time series predictions (see, e.g., Packard et al., 1980; Takens, 1981; 61 Sauer et al., 1991; Sauer, 2004) . Hamilton et al. (2016) used this method and developed a new 62 model-free filter for data assimilation when the physical model is not available. The Kalman- 63 Takens method relies only on observations and a trajectory of the model to build a data-driven 64 surrogate of the model dynamics, which is required to forecast the system state at a fraction of the top, shallow, and deep root soil layers, groundwater storage, and surface water storage in a one- 136 dimensional system (vertical variability). 137 
Water Fluxes 138
For the sake of result assessment, water flux observations are also acquired. These include 139 precipitation data from TRMM-3B43 products (TRMM, 2011; Huffman et al., 2007) Regulations (2008) . All these products are rescaled to the same resolution of data assimilation 144 observations. 145 2.5. In-situ data 146 In-situ groundwater and soil moisture measurements are used to examine the results.
147
Groundwater measurements are acquired from USGS for the Mississippi Basin and from New represented by {y t } T t=0 ∈ R ny , which are related to the state through a dynamical state-space system of the form, 
with Kalman Gain (K)
and
where 'f ' stands for forecast and 'a' for analysis.x a is the analysis state, and the error covariance A
where
obtained from the singular value decomposition (SVD) of A f (A f = UΣV T ), and Θ is a random 192 orthogonal matrix for redistributing the ensemble variance (Evensen, 2007; Hoteit et al., 2002) .
193
These perturbations are then added to the analysis state to form a new ensemble to start the next 194 forecasting cycle by integrating the x i a with the dynamical model to compute the next x i f (cf.
195
Evensen , 2004 , 2007 Khaki et al., 2017a) . 197 In order to generate the initial ensemble, we perturb the forcing fields according to their 198 error characteristics. This is done using a Gaussian multiplicative error of 30% for precipitation, 199 an additive Gaussian error of 50 W m −2 for the shortwave radiation, and a Gaussian additive error 
Filter Implementation
, where x o is the training data for reconstructing the system 217 and d indicates the number of temporal delays.
218
In the original form of the method, it relies on observable y t to create the delay-coordinate 219 vector. Here, instead, we use a model trajectory to create the delay-coordinate vector. This is 220 motivated by the fact that we are interested in updating the different water storage components 221 while GRACE produces the summation of these compartments. We, therefore, assume that a 222 trajectory generated by the model is readily available. In the present study the water storage 223 components from W3RA, i. is used (see also Hamilton et al., 2017) . This model in its most basic form can be assumed as an 229 average of the nearest neighbors, e.g.,
Once the local proxyf is generated, the forecasting step can be carried out to estimate x f . After-231 wards, the analysis step of SQRA is applied to reach x a . Note that different values for the number 232 of neighbors N and delays d were considered and their results are compared against in-situ measure-233 ment. Different scenarios are considered regarding the number of neighbors N (i.e., 2-40) and also 234 the number of delays d (i.e., 1-25). It is found that increasing the number of neighbors can improve 235 the approximation of training data for a particular point to a certain extent (due to the existing 236 spatial correlations). However, selecting N too large can cause a rapid growth of errors, which is 237 related to the effect of over-smoothing the training step. This is different for delays d, where much 238 larger errors are present for smaller values that underestimate temporal variabilities in the data.
239 Accordingly, we set N = 14 and d = 11 as they lead to the best assimilation performances. Figure 2 : A schematic illustration of the implemented data assimilation frameworks and data used. points within the basins (at 95% confidence interval) and their averages at forecast steps for each 256 case is presented in Figure 3 . Takens methods. This is clear from the close correlations for cases 1 and 4, cases 2 and 5, and where only one data is assimilated, e.g., cases 1, 2, 4, and 5, the largest correlation is generally 266 achieved between the observables and assimilated observations. For example, as it is expected, a 
Groundwater evaluation 304
To assess the results of each data assimilation scenario, independent groundwater in-situ 305 measurements are used. Estimated groundwater in-situ measurements are spatially interpolated 306 to the location of model grid points using the nearest neighbor (the closest four grid values) to observation data sets, leading to comparable results to the traditional data assimilation system.
317
Detailed results of all tested cases are presented in Table 2 . Note that a significance test for the 318 correlation coefficients is applied using t-distribution. The estimated t-value and the distribution 319 at 0.05 significant level are used to calculate p-value. The correlations with p-values that lie under 320 5% are assumed to be significant. 321 Figure 6 : Comparison between different data assimilation cases over the Murray-Darling and Mississippi basins. Groundwater estimates by filters are compared with in-situ measurements to calculate RMSE and STD. Table 2 Overall, based on Table 2 , simultaneous data assimilation gives the best groundwater estimates 336 with larger correlations and less RMSE with respect to the in-situ groundwater measurements.
Results in

337
The Kalman-Takens results are not only close to those of SQRA but also in some cases show 338 larger improvements. More importantly, the Kalman-Takens method is found to be less demanding 339 computationally, i.e., ∼ 6 times faster for the study period, compared to SQRA. Knowing that 340 both methods exploit similar analysis scheme, the main reason for such superiority refers to faster 341 forecasting in the Kalman-Takens filter, which is based on a local approximation (using the proxy 342 model) and requires much less computation than a physics-based model. It is clear from Figure 7 that also be seen that larger correlation of ∆s to p, generally leads to larger correlation to e in different 383 cases (e.g., simultaneous assimilation using SQRA and Kalman-Takens). From Figure 8 , it is also 384 clear that GRACE only data assimilation has better influences on the Murray-Darling basin, close 385 to the simultaneous assimilation results. These results confirm previous outcomes that the Kalman-
Discussion
389
The results of Section 4 suggest that in all cases, assimilation improves groundwater esti- where the model is subjected to larger errors, the Kalman-Takens could provide better forecasts.
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