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THE SCHRÖDINGER PROBLEM ON THE NON-COMMUTATIVE FISHER-RAO SPACE
LÉONARD MONSAINGEON AND DMITRY VOROTNIKOV
Abstract. We present a self-contained and comprehensive study of the Fisher-Rao space of matrix-
valued non-commutative probability measures, and of the related Hellinger space. Our non-com-
mutative Fisher-Rao space is a natural generalization of the classical commutative Fisher-Rao space
of probability measures and of the Bures-Wasserstein space of Hermitian positive-definite matrices.
We introduce and justify a canonical entropy on the non-commutative Fisher-Rao space, which dif-
fers from the von Neumann entropy. We consequently derive the analogues of the heat flow, of the
Fisher information, and of the dynamical Schrödinger problem. We show the Γ-convergence of the
ε-Schrödinger problem towards the geodesic problem for the Fisher-Rao space, and, as a byproduct,
the strict geodesic convexity of the entropy.
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. Introduction
Recently, deep connections have been established between optimal transport and quantum infor-
mation theory, two very active and proficient fields. The prototypical quantities involved are the
quadraticWasserstein distance between two probability measures ρ0,ρ1 ∈ P (X ) over a polish space
(X ,d)
W 22 (ρ0,ρ1) = minπ

∫
X×X
d2(x,y)dπ(x,y) : π ∈ P (X ×X ) has marginals ρ0,ρ1

and the Bures distance between Hermitian positive semi-definite (PSD) matrices A0,A1 (or more
generally two quantum operators)
d2B(A0,A1) = minR
{ ∣∣∣∣√A0 −R√A1∣∣∣∣2 : R is unitary
.
Clearly these two problems share a similar variational structure, where one aims at finding an
optimal coupling (π or R) between a given pair of points. The Wasserstein distance plays a sig-
nificant role in probability theory, partial differential equations, geometry, etc [, , ]. The
Bures distance appears in quantum information theory [] as a quantum equivalent of the Fisher
information metric in information geometry [], and yields a noncommutative generalization of
the Hellinger distance between probability distributions.
The connection between these objects is three-fold. Firstly, when ρ0,ρ1 are Gaussian measures
with covariance matrices A0,A1, both distances agree asW
2
2 (ρ0,ρ1) = d
2
B(A0,A1) up to some irrele-
vant multiplicative factor [, ]. Hence the Bures distance can be considered simply as Gaussian
optimal transport (at least for real, nondegenerate positive-definite matrices). Secondly, recent
attempts have been made to develop an optimal transport theory for quantum objects, namely
measures whose values are PSD matrices (or operators) [, , , , , , , , ]. Finally,
let us mention that in the scalar case both worlds have been unified into a single theory, by now
referred to as unbalanced optimal transport [, , ] and aiming at providing a transport frame-
work between nonnegative measures with unequal masses. The unbalanced optimal transport of
matrix-valued measures has recently been introduced in [, ].
The current theory however has two significant stipulations: First of all, the rigorous Riemann-
ian geometric perspective [, , , ] only works for nonsingular matrices (a covariancematrix
must be positive-definite), and the analysis is limited to finite-dimensional statistical manifolds
(the space of Gaussian measures, parametrized by the finite-dimensional manifold of symmet-
ric positive-definite matrices S++, endowed with the Bures Riemannian metric). In this work we
aim at extending the framework and further studying the Bures-Wasserstein geometry in infinite-
dimensional counterparts of these statistical manifolds. We consider complex Gaussians and pos-
sibly degenerate (semi-definite) matrices, and we treat the case of matrix-valued measures. Some
related attempts in more restrictive settings have been made in [] (in the context of signal pro-
cessing) and recently by the second author in [, Remark .]. PSD-valued densities naturally
arise in signal processing, geometry (Riemannian metrics) and other applications. Our two spaces
of interest here will be the Hellinger space of PSD-valued measures, and its Fisher-Rao subspace
consisting in matrix-measures whose scalar trace integrates to one. We think of the Hellinger
space as a noncommutative version of nonnegative measures, while the normalized Fisher-Rao
space can be thought of as the subspace of noncommutative probabilitymeasures, see Remark ..
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It is worth pointing that both spaces are built upon complex Hermitian matrices, but will be con-
sidered here as real (formal) manifolds, cf. [].
Our first contribution in this paper is a self-contained and comprehensive study of these two
spaces, in particular wewill reveal a very geometric structure by showing that the non-commutative
Hellinger space is ametric cone over the Fisher-Rao subspace. In other words, the Fisher-Rao space
can be viewed as a unit sphere in the ambient Hellinger space, and we shall sometimes accordingly
speak of the spherical Fisher-Rao space as opposed to the conic Hellinger space. In the commu-
tative case (matrices of size 1), our Hellinger and Fisher-Rao distances coincide with the classical
Hellinger and Fisher-Rao distances [, , ]. Some of our results are perhaps known to experts in
the field for finite-dimensional Bures manifolds, but in the infinite-dimensional measure-valued
setting the analysis requires significant technical work and we could not find the correspond-
ing statements anywhere in the literature. Our starting point will consist in rewriting the static
Bures-Wasserstein distance as a dynamical and more geometric problem, which is nothing but the
celebrated Benamou-Brenier formulation [] of optimal transport restricted to Gaussian mea-
sures. The resulting minimization immediately extends to the infinite-dimensional setting, thus
giving rise to a geodesic problem: the minimization of an L2 kinetic energy in the space of matrix-
measure-valued curves, computed with respect to an infinite-dimensional version of the Bures
metric. This shows that the Hellinger space is a (formal) Riemannian manifold endowed with
this extended quantum Fisher-Rao metric, and the Fisher-Rao space is simply a submanifold with
induced Riemannian metric. This Riemannian structure allows for Riemannian computations in
the spirit of Otto [].
A physical quantity often appearing both in quantum information theory and in optimal trans-
port is entropy. Entropy conveys significant information about the underlying geometric struc-
tures, in the sense that is is canonically associated with a corresponding geometric heat flow. This
heat flow is nothing but the (negative) gradient-flow of the entropy, and in optimal transport the
groundbreaking paper [] led to whole variety of results ranging from applied PDEs [] to Lott-
Sturm-Villani synthetic curvature theory []. In the Bures-Wasserstein setting it turns out that
the relevant notion of entropy is not the usual von Neumann entropy from quantum statistical
mechanics, but is rather induced by the restriction of the Boltzmann-Shannon entropy (Kullback-
Leibler divergence) to Gaussian optimal transport [, ]. In the infinite-dimensional case, the
corresponding entropy is very much related to the classical Itakura-Saito divergence [, , ]
from signal processing.
Over the last few years, a particular regularization of the optimal transport problem, the so-
called entropic optimal transport, has received considerable attention and allowed for efficient nu-
merical computations and theoretical advances [, , ]. This regularization is related to the
Schrödinger problem [, , , ] and to Euclidean quantum dynamics [, ], and can be consid-
ered as a blurred version of deterministic optimal transport. Based on our dynamical framework
and inspired from the very generic Schrödinger problem discussed formally in [], our second
main contribution in this paper consists in justifying an adapted definition of a canonical en-
tropy on the non-commutative Fisher-Rao space, the derivation of the analogous heat flow and
Fisher information, and of the corresponding dynamical Schrödinger problem. Let us point out
that a related static Schrödinger problem has been considered very recently in [], but only on
the finite-dimensional statistical manifold of real non-singular matrices S++. We would also like
 L. MONSAINGEON AND D. VOROTNIKOV
to mention the contributions [, ] that discuss an entropic regularization of the static com-
mutative unbalanced optimal transport. A related regularization of the static non-commutative
unbalanced optimal transport that employs the von Neumann entropy was suggested in [].
Given a fixed functional on a Riemannian manifold, one can construct [] two canonical evo-
lutionary processes: the associated gradient flow (a dissipative system) and Newton’s equation (a
Hamiltonian system). The dynamical Schrödinger problem can be viewed as a third “sibling” in
this geometric family, since it merely suffices to fix a functional (entropy) in order to define it, cf.
[]. Moreover, any trajectory of the gradient flow solves an appropriate Schrödinger problem,
cf. []. On the other hand, a Schrödinger problem may be viewed as a Newton equation driven
by a suitably defined analogue of the Fisher information. In this connection, let us mention the
discussion of several Newton equations on the commutative Fisher-Rao space in [].
Our second main contribution will therefore consist in the study of the Schrödinger problem on
the Fisher-Rao space. We will prove that, as the temperature parameter ε→ 0, the ε-Schrödinger
functional Gamma-converges towards the Fisher-Rao L2 kinetic functional. As a consequence the
Schrödinger minimizers converge to geodesics. An indirect byproduct of our explicit construc-
tion of the recovery sequences for the Γ-limit will be the 12 -geodesic convexity of the entropy in
the Fisher-Rao space. This has been studied in [] on the finite-dimensional cone space by di-
rect computations involving second order derivatives, but our additional mass constraint and the
measure-theoretic setting both make the analysis more delicate here. We note that our construc-
tion of recovery sequences for the Γ-convergence is reminiscent of [], and we will treat abstract
metric spaces in our upcoming work [].
The paper is organized as follows: In section  we fix the notations and define the basic con-
cepts to be used throughout. Section  contains preliminary material on general metric cones,
the finite-dimensional Bures-Wasserstein distance, and the associated entropy, Fisher informa-
tion, heat-flow, and Schrödinger problem. We then proceed with our comprehensive study of the
general matrix-valued-measure setting and we introduce the Hellinger space in Section . Sec-
tion  is concerned with the Fisher-Rao space, and also details the cone structure. In Section 
we discuss the spherical Fisher-Rao Riemannian structure, we explain how to carry out the corre-
sponding variant of the Otto calculus and how to compute Fisher-Rao gradients of functionals of
measures. We also define our canonical entropy, we study its associated heat flow, and we show
that the corresponding Schrödinger problem is well-posed. Our last Section  focuses on the Γ-
convergence of the ε-Schrödinger problem towards the geodesic problem as well as the geodesic
convexity of the entropy. Finally, we opted for postponing some technical statements and proofs
to the Appendix A.
. Notations and conventions
We will use the following basic notation:
• The space Ω is a fixed separable, locally compact, metrizable topological space.
• Cd×d is the space of d ×d complex matrices, equipped with the real Frobenius product and
norm
Φ :Ψ = Re tr(Φ∗Ψ) and |Φ|2 =
√
Φ :Φ.
• ASym := 12 (A+A∗) will denote the Hermitian part of A ∈Cd×d .
• I ∈Cd×d is the identity matrix.
• H is the subspace of Hermitian d × d matrices.
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• H+ is the subspace of Hermitian positive-semidefinite (PSD) d × d matrices.
• H++ is the subspace of Hermitian positive-definite d × d matrices.
• S is the subspace of real symmetric d × d matrices.
• S+ is the subspace of real symmetric positive-semidefinite matrices of size d.
• S++ is the subspace of real symmetric positive-definite d × d matrices.
• P is the subspace of Hermitian PSD matrices of size d and of unit trace.
• For A ∈ S++ we writeN (A) =N (0,A) for the Gaussian distribution on Rd with mean 0 and
covariance A.
• We recall that forU,V ∈ H one has tr(UV ) ∈ R. If thematricesU,V are positive-semidefinite,
then tr(UV ) ≥ 0. By the Cauchy-Schwarz inequality, |gU : V | ≤ |gU : U | 12 |gV : V | 12 for all
U,V ∈ H and a PSD matrix g ∈ H+. We recall moreover the elementary inequality
|gU :U | ≤ (tr g)|U |22. (.)
• The square root √g of a PSD matrix g ∈ H+ is √g = R diag(√Dii )R∗, where D = diag(Dii )
and g = RDR∗ is a spectral decomposition of g .
• The total variation norm of an H-valued Radon measure G on Ω is
‖G‖TV := sup
Ψ∈Cb(Ω;H),‖Ψ‖∞≤1
∣∣∣∣∣
∫
Ω
dG(x) :Ψ(x)
∣∣∣∣∣ ,
were ‖Ψ‖∞ = sup
x∈Ω
|Ψ(x)|2 is computed relatively to the Frobenius norm on H. Clearly this
norm is equivalent to
∑
i,j ‖Gij‖TV , where each ‖Gij‖TV is the total variation norm (in the
usual sense) of the complex measure Gij . Note that only Hermitian test-functions are
needed since G itself is Hermitian.
• H is the set of H-valued finite Radon measures G onΩ, i-e with ‖G‖TV < +∞.
• H+ ⊂H is the set of H+-valued finite Radon measures G onΩ.
• P ⊂ H+ is the set of H+-valued measures G on Ω with tr(G(Ω)) = 1. These will be our
main objects, and can be considered as non-commutative Probability measures (hence the
notation), cf. Remark ..
• PΛ ⊂ P is the set ofH+-valued measures G onΩ with unit trace and absolutely continuous
w.r.t. to a reference scalar measure Λ, in the sense that γ = trG≪ Λ.
• P++
Λ
⊂ PΛ is the set ofH++-valued measures G ∈ PΛ.
• For G ∈ H+ we denote the trace measure γ := trG, which is a nonnegative scalar mea-
sure. The mass of G is m = ‖γ‖TV = γ(Ω). Note that the (trace) Schatten -norm |g |1 :=
tr
(√
gg∗
)
= trg ≥ Cd |g |2 controls the Frobenius norm on H+, hence the mass controls
‖G‖TV .m onH+.
• Whenever λ is a positive scalar measure and G ∈ H+ we abuse the notations and write
G ≪ λ or G ≪ λI for γ = trG ≪ λ. (This is not equivalent to requiring that |Gij | ≪ λ
for all i, j .) In particular we always have G ≪ γ = trG. The Radon-Nikodym density
g(x) = dGdγ (x) ∈ P is unitary in the sense that automatically trg(x) ≡ 1.
• We say that a sequence of matrix-valued measures Gk ∈H+ converges strongly
Gk →G if ‖Gk −G‖TV → 0.
• We say that a sequence of matrix-valued measures Gk ∈H+ converges weakly-∗
Gk
∗
⇀G if
∫
Ω
ϕ : dGk →
∫
Ω
ϕ : dGt
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for all ϕ ∈ C0(Ω;H), the closure (w.r.t. the uniform norm) of compactly supported func-
tions Cc(Ω;H). (This is the predual convergence onH+ ⊂ (C0(Ω;H))∗.)
• For curves t ∈ [0,1] 7→ Gt ∈ H+ we write G ∈ C([0,1];H+TV ) for the continuity with re-
spect to the strong TV topology. We should anticipate at this stage that we will define
two dH ,dFR (Hellinger and Fisher-Rao) distances on H
+,P, but the corresponding topolo-
gies will always be sequentially equivalent to TV . As a consequence all curves will be
continuous indistinctly w.r.t. any of these topologies and we will often omit the index for
brevity.
• Whenever G ∈ H+ one can define the L2(dG;H) space of H-valued functions through
‖U‖2
L2(dG) :=
∫
Ω
dGU : U . The Hermitian inner product is defined accordingly, and we
reger to [] for further properties of noncommutative Lp spaces.
• For a given curve G ∈ C([0,1];H+) the weighted L2(0,1;L2(dGt ;H)) space is defined by
disintegration dt ⊗dGt , with
‖U‖2
L2(0,1;L2(dGt ))
:=
∫ 1
0
∫
Ω
dGtUt :Ut dt.
Similar definitions can be used for Lp(0,1;L2(dGt ;H)), p ∈ [1,∞].
• In a given metric space (X,d) we say that a curve x : t ∈ [0,1] 7→ xt ∈ X is ACp(0,1;X)
(absolutely continuous) if there exists an Lp(0,1) function η(τ) ≥ 0 such that
d(xs ,xt ) ≤
∫ t
s
η(τ)dτ, ∀0 ≤ s ≤ t ≤ 1.
In this case the metric derivative
|x˙t | := lim
δ→0
d(xt ,xt+δ)
δ
exists almost everywhere, and it is the smallest function η(τ) satisfying the above inequal-
ity, [, thm. ..].
• By geodesics we always mean constant-speed, minimizing metric geodesics.
• We will use three separate distances dH ,dFR,TV on the spacesH+,P, and the correspond-
ing metric speeds |G˙t |H , |G˙t |FR, |G˙t |TV of a single curve (Gt)t∈[0,1] may a priori differ. We will
try to emphasize the difference by writing ACp(0,1;PH ), AC
p(0,1;PFR), AC
p(0,1;PTV ) de-
pending on the context. (H and FR will however coincide.)
• C is a generic positive constant.
Finally, we fix once and for all a reference scalar, non-negative Radon measure Λ on Ω such that
tr(ΛI ) is a probability measure. (The reader might think of Λ as of a normalized Lebesgue mea-
sure.)
. Preliminaries
.. Metric cones. We recall [, ] that, given a metric space (X,dX ) of diameter ≤ π, one can
define another metric space (C(X),dC(X)), called a cone over X, in the following manner. Consider
the quotient C(X) := X×[0,∞)/X×{0}, that is, all points of the fiber X×{0} constitute a single point
of the cone called the apex. In other words, points in C(X) are of the form [x,r] and we identify
points [x0,0] ∼ [x1,0] for all x0,x1 ∈ X. Now set
d2
C(X)([x0, r0], [x1, r1]) := r
2
0 + r
2
1 − 2r0r1 cos(dX(x0,x1)). (.)
SCHRÖDINGER PROBLEM ON THE FISHER-RAO SPACE 
Very few metric spaces are actually cones, and this property provides neat scaling and other nice
geometric features []. A particularly regular situation appears when the diameter of X is strictly
less than π, since in this case there is a one-to-one correspondence between the geodesics in X and
C(X). Given a cone Y = C(X), X can be embedded canonically as a sphere into Y via X  {[x,1] :
x ∈ X} ⊂C(X). In particular,
dconic(x0,x1) := dC(X)([x0,1], [x1,1])
defines a distance on the sphere X. On the sphere, the relation (.) may be inverted:
dX (x0,x1) = arccos
(
1− 1
2
d2conic(x0,x1)
)
. (.)
Lemma . ([]). If X is a length space, and Y = C(X), then the distance dX (x0,x1) coincides with
the infimum of Y -lengths of continuous curves ([xt ,1])t∈[0,1] joining [x0,1] and [x1,1] and lying within
X × {1}.
Lemma . ([]). Let ([xt , rt])t∈[0,1] be a constant-speed geodesic in the metric cone Y =C(X). Then
r2t = tr
2
1 + (1− t)r20 − t(1− t)d2Y ([x0, r0], [x1, r1]) ≤ tr21 + (1− t)r20 . (.)
Lemma .. The distances dX and dconic are Lipschitz-equivalent on X: namely, one has dconic ≤ dX ≤
cdconic. Here c =
arccos(1−D2/2)
D ≤ π2 , where D ≤ 2 is the diameter of (X,dconic).
The proof is immediate by Lemma . and convexity of z 7→ arccos
(
1− z2/2
)
.
.. The Bures-Wasserstein distance. A notable finite-dimensional example of a metric cone
structure is provided by the Bures-Wasserstein distance [, , ] on the space H+ of positive-
semidefinite Hermitian matrices. We recall that the Bures-Wasserstein distance can be computed
in three different equivalent ways. The first one is the explicit formula
d2B(A0,A1) := trA0 + trA1 − 2tr
√√
A0A1
√
A0
= trA1 + trA0 − 2tr
√√
A1A0
√
A1
(.)
Note that when A0 and A1 commute this reads explicitly d
2
B(A0,A1) = |
√
A1 −
√
A0|22.
The second equivalent formulation is more geometric.
Proposition .. The Bures-Wasserstein space is a geodesic space. Moreover, we have
d2B(A0,A1) =
1
4
min
A(A0,A1)
∫ 1
0
AtUt :Utdt, (.)
where the admissible set A(A0,A1) consists of all pairs (At ,Ut)t∈[0,1] such that{
A ∈ C1([0,1];H+),U ∈ C1([0,1];H)
A|t=0 = A0; A|t=1 = A1, and
dAt
dt
= (AtUt)
Sym . (.)
The Bures-Wasserstein geodesics in H+ correspond to minimizers of (.).
We believe that the claim is known to the experts in the field, at least for the non-singular matri-
ces A0, A1. We however failed to find an explicit reference (in particular for possibly degenerate
matrices), and we provide an independent proof in the Appendix.
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The third possible formulation only works for nonsingular (definite) matrices A ∈ H++, and pro-
vides an explicit relation with the quadratic Wasserstein distance W2 on the space of probability
measures on Euclidean spaces. Let us start from the more classical real-valued case A ∈ S++(d),
and recall that we write N (A) = N (0,A) for the corresponding multivariate normal distribution
with mean 0 ∈Rd and covariance A. Then
Proposition . ([, ]). For any A0,A1 ∈ S++, we have
dB(A0,A1) =W2
(
N (A0),N (A1)
)
. (.)
Actually, one can go beyond (.) and show that the real subspace S++ of the Bures space may be
viewed as a totally geodesic submanifold of the space of probability measures on Rd equipped
with the Otto-Wasserstein Riemannian structure, cf. [, ].
Let us now treat the general (complex) case A ∈ H++(d). It is natural to substitute every complex
entry of a Hermitian matrix A with the real (2× 2) block
aij = xij + iyij −→
[
xij −yij
yij xij
]
(.)
This defines an inclusion function r : H++(d) → S++(2d). Using the definition (.) it is easy to
check that
d2B(r(A0),r(A1)) = 2d
2
B(A0,A1), (.)
and employing Proposition . we immediately conclude that
Proposition .. For any A0,A1 ∈ H++, we have
dB(A0,A1) =
1√
2
W2
(
N (r(A0)),N (r(A1))
)
. (.)
Consequently, H++ may be viewed as a totally geodesic submanifold of the Otto-Wasserstein
space of probability measures on R2d .
For any element A ∈ H+, we set
r = r(A) =
√
trA.
Then we can identify A with a pair [A/r2, r] ∈ C(P ). (The first factor is normalized to unity in the
sense that tr
(
A/r2
)
= 1 and we think of P = {A ∈ H+ : trA = 1} as the sphere of radius r = 1 in H+.)
The related spherical Bures distance [, ] on P is defined by
d2SB(A0,A1) := arccos
(
1− 1
2
d2B(A0,A1)
)
, A0,A1 ∈ P , (.)
consistently with (.). The fact that the Bures space is actually a metric conemight be well-known
to the community but we never saw it explicitly written down.
Proposition .. The space (H+,dB) is a metric cone over (P ,dSB), where H+ is identified with C(P )
via A ≃ [A/r2, r].
We omit the proof since a more general statement will be provided in Theorem .
The one-to-one correspondence between Hermitian PSD matrices and real Gaussian distribu-
tions from Proposition . allows to define an analogue of the Boltzmann entropy on the Bures-
Wasserstein space, cf. []. Indeed, the usual (negative) Boltzmann entropy H(ρ) =
∫
R2d
ρ logρ of a
multivariate Gaussian distribution ρ =N (A) reads explicitly []
H(N (A)) = −1
2
(logdet(2πeA)).
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This suggests defining the Bures entropy of a PSD matrix A ∈ H++ as the Boltzmann entropy of
the associated Gaussian distribution
EB(A) := −12(logdet(2πer(A))),
cf. [, ]. It will be more convenient for our purpose to use a “modulated” version (à la Bregman),
making the entropy non-negative and attaining its minimum value (zero) at I :
E(A) :=
1
2
[tr(r(A))− tr(r(I))− logdet(r(A))] = trA− trI − logdetA. (.)
Note that for A ∈ S++ this is exactly the (doubled) Kullback–Leibler divergence
E(A) = 2DKL
(
N (A)
∣∣∣N (I)) = 2∫
Rd
ρA
ρI
log
(
ρA
ρI
)
dρI
from ρA =N (A) to the standard normal distribution ρI =N (I). Note also that this differs from the
von Neumann entropy
S(A) = tr(A logA) =
∑
λ∈σA
λ logλ.
The entropy S is not geodesically convex on the Bures spaces (H+,dB) and (P ,dSB) (One can mimic
the argument from [, Section .] to show this for the cone H+; The case of the sphere P is left
as an exercise for the reader.) However, our entropy E in (.) turns out to be geodesically convex
both on (H+,dB) and (P ,dSB). For H+ this is proved in [] (for real-valued matrices), and for P it
will follow from our more general Theorem .
.. The heat flow and the Schrödinger problem on the Bures-Wasserstein space. The usual
heat flow on Rd
∂tρt = ∆ρt (.)
is known [, , ] to be the gradient flow of the Boltzmann entropy H(ρ) =
∫
ρ logρ on the
Otto-Wasserstein space of probability measures on Rd . It is easy to check by hand that the set of
multivariate normal distributions of zero mean is invariant w.r.t. (.). Thus, one can consider
the restriction ρt =N (At) of the heat flow onto the real Bures subspace S++, cf. []. The resulting
evolution reads
dAt
dt
= 2I , (.)
cf. [] (the covariance grows linearly). Similarly, the Wasserstein gradient flow of the relative
entropy (Kullback–Leibler divergence)
∫
Rd
ρ log ρN (I ) is the Fokker-Planck equation
∂tρt = ∆ρt −div(ρt∇ logN (I)) ,
cf. [, , ]. Note that this is exactly the heat flow if Rd is viewed as a Riemannian manifold with
Gaussian volume form, cf. []. One easily checks that if the initial datum ρ0 =N (A0) is Gaussian
then the solution remains Gaussian ρt = N (At), and the corresponding flow on the Bures space
reads []
dAt
dt
= 2(I −At). (.)
Both (.) and (.) actually make sense on the whole Bures space H+, i-e even when A are
complex-valued and merely semi-definite. Moreover, it can be rigorously justified (e.g., by mim-
icking []), at least if we restrict ourselves to H++, that the extended flows (.) and (.) are
exactly the Bures-Wasserstein gradient flows of the entropies 12EB(A) and
1
2E(A), respectively.
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The production of the Boltzmann entropy − ddt
∫
Rd
ρt logρt =
∫
Rd
|∇ρt |2
ρt
along the heat flow (.)
is the celebrated Fisher information. It is a key ingredient in the formulation of the time-symmetric
dynamical version of the Schrödinger problem [, , , ]:
1
2
∫ 1
0
(∫
Rd
(
ρt |ut |2 + ǫ2
|∇ρt |2
ρt
)
dx
)
dt →min . (.)
Here the unknown probability density ρt and velocity field ut are related by the transport equation
∂tρt + div(ρtut) = 0; the initial and final configurations ρ0,ρ1 are prescribed and ε > 0 is a tem-
perature parameter. Just as the heat flow, the Schrödinger problem also leaves the the Gaussian
manifold invariant:
Proposition .. Assume that ρ0 = N (A0),ρ1 = N (A1) are Gaussians. Then the solution to (.)
remains Gaussian, ρt =N (At) for some explicitly computable At ∈ S++.
We could not find this statement anywhere in the literature and postpone a sketch of proof to the
appendix.
In the spirit of [], this suggests considering an analogue of the dynamical Schrödinger prob-
lem (.) on the Bures space H+, just as we have done above for the heat flow. Related issues
for the static Schrödinger problem were discussed very recently in []. The corresponding Fisher
information, i-e the production of the entropy 12EB(A) along the restricted heat flow (.), turns
out to be trA−1. The resulting Schrödinger problem reads
1
2
∫ 1
0
(
AtUt :Ut + ε
2 trA−1t
)
dt →min, (.)
where (At ,Ut)t∈[0,1] belongs to the admissible set A(A0,A1) from Proposition ., i-e satisfy the
continuity equation dAtdt = (AtUt)
Sym. As the temperature ε→ 0 the solutions (Schrödinger bridges)
are expected to approximate the geodesics on (H+,dB), cf. (.). We will prove a related but more
general statement later on, Corollary ..
. The Hellinger distance
The Hellinger distance onH+ can be defined as follows.
Definition . (Hellinger distance). Given two matrix measures G0,G1 ∈H+ we define
d2H (G0,G1) := infA(G0,G1)
∫ 1
0
(∫
Ω
dGtUt :Ut
)
dt, (.)
where the admissible set A(G0,G1) consists of all pairs (Gt ,Ut)t∈[0,1] such that
G ∈ C([0,1];H+TV ),
G|t=0 = G0; G|t=1 = G1,
U ∈ L2(0,1;L2(dGt ;H))
and ∂tGt = (GtUt)
Sym in the weak sense. (.)
For purely aesthetic reasons we dropped a 1/4 factor in (.) compared to (.).
We say that ∂tGt = (GtUt)
Sym holds in the weak sense if for all test-functionsΨ ∈ C1([0,1];Cb(Ω;H))
there holds∫
Ω
Ψt : dGt −
∫
Ω
Ψs : dGs =
∫ t
s
(∫
Ω
dGτ : ∂τΨτ +dGτUτ :Ψτ
)
dτ, ∀s, t ∈ [0,1]. (.)
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Wewill see shortly that this automatically implies that G is absolutely continuous in time w.r.t. the
TV norm, hence the ODE ∂tGt = (GtUt)Sym can also be understood as pointwise a.e. t ∈ (0,1) with
values in the Banach space HTV and boundary data taken in the strong sense. More precisely,
Lemma .. Let (Gt ,Ut)t∈[0,1] be a solution of (.) with G ∈ C([0,1];H+TV ) and mass mt := ‖ trGt‖TV .
Set
E := ‖U‖2
L2(0,1;L2(dGt ))
and M := max
t∈[0,1]
mt .
Then the map t 7→ Gt is AC2 for the TV norm, there holds
‖Gt −Gs‖TV ≤
√
ME|t − s| 12 , ∀s, t ∈ [0,1] (.)
and we have the mass estimate
M ≤ E +2min{m0,m1}. (.)
Proof. Note first that by continuity the mass is bounded from above, i-e M = maxmt < +∞. In
order to estimateM we first take ψ ≡ I in (.). The Cauchy-Schwarz inequality yields
|mt −ms | =
∣∣∣∣∣∣
∫ t
s
∫
Ω
dGτUτ : I dτ
∣∣∣∣∣∣
≤
(∫ t
s
∫
Ω
dGτUτ :Uτ dτ
) 1
2
(∫ t
s
∫
Ω
dGτI : I dτ
) 1
2
=
√
E ×
(∫ t
s
‖ trGτ‖TV
) 1
2
≤
√
E × (M |t − s|) 12 ,
where we used ‖ trGτ‖TV =mτ ≤M . Taking now s = 0 and picking any time t whereM =maxmτ =
mt is attained givesM ≤m0 +
√
E
√
M |t−0| 12 ≤m0 +
√
E
√
M . Elementary algebra guarantees in turn
M ≤ E +2m0. By symmetry we getM ≤ E +2m1 as well and (.) follows.
In order to get the absolute continuity in time, take now a time-independent test-function ψ ∈
Cb(Ω;H) and fix any s ≤ t. Then (.) and (.) imply∣∣∣∣∣
∫
Ω
d(Gt −Gs) : ψ
∣∣∣∣∣ =
∣∣∣∣∣∣
∫ t
s
∫
Ω
dGτUτ : ψdτ
∣∣∣∣∣∣
≤
∫ t
s
(∫
Ω
dGτUτ : Uτ
) 1
2
(∫
Ω
dGτψ : ψ
) 1
2
dτ
≤
∫ t
s
(∫
Ω
dGτUτ :Uτ
) 1
2 (
mτ‖ψ‖2∞
) 1
2 dτ
≤
√
M‖ψ‖∞
∫ t
s
(∫
Ω
dGτUτ :Uτ
) 1
2
dτ.
Taking the supremum over ψ’s such that ‖ψ‖∞ ≤ 1 gives
‖Gt −Gs‖TV ≤
√
M
∫ t
s
(∫
Ω
dGτUτ :Uτ
) 1
2
︸                 ︷︷                 ︸
∈L2(0,1)
dτ
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and entails the AC2 regularity in total variation. Applying finally the Cauchy-Schwarz inequality
(in time) gives
‖Gt −Gs‖TV ≤
√
M
(∫ t
s
∫
Ω
dGτUτ :Uτdτ
) 1
2
|t − s| 12 ≤
√
ME|t − s| 12
and concludes the proof. 
Theorem . dH is a distance onH
+.
Proof. The argument is quite standard and we only sketch the details. First of all, given any G1 it
is easy to see that (Gt ,Ut) := (t2G1,
2
t I) gives an admissible path connecting 0 to G1 with finite cost.
As a consequence any two points G0,G1 can be connected going through zero, G0{ 0{ G1 each
in time 1/2, and d2H (G0,G1) is therefore always finite.
Assume now that d2H (G0,G1) = 0, and let (G
n
t ,U
n
t )t∈[0,1] be a minimizing curve with energy
En = E[Gn,Un]→ 0. Then Lemma . guarantees that
‖G1 −G0‖TV ≤
√
En +2min{m0,m1}
√
En → 0
hence G0 =G1.
Finally for the triangular inequality, fix any G0,G1 ∈H+ and take any G˜ ∈ H+. Consider two
minimizing sequences (Gn0,Un0) and (Gn1,Un1) in the definitions of d2H (G0, G˜) and d
2
H (G˜,G1), re-
spectively, both in time t ∈ [0,1]. For any fixed θ ∈ (0,1) it is easy to scale the path Gn0 in time
[0,θ], rescale the path Gn1 in time [θ,1], and concatenate them to produce an admissible path
(Gˇn, Uˇn)t∈[0,1] connecting Gˇn0 = G0 { Gˇ
n
θ = G˜ { Gˇ
n
1 = G1. The scaling property shows that the
energy of the resulting path is
d2H (G0,G1) ≤ E[Gˇn, Uˇn] =
1
θ
E[Gn0,Un0] +
1
1−θE[G
n1,Un1]
and therefore taking n→∞ gives
d2H (G0,G1) ≤
1
θ
d2H (G0, G˜) +
1
1−θd
2
H (G˜,G1).
Choosing θ = dH (G0,G˜)
dH (G0,G˜)+dH (G˜,G1)
finally yields
1
θ
d2H (G0, G˜) +
1
1−θd
2
H (G˜,G1) =
[
dH (G0, G˜) + dH (G˜,G1)
]2
and achieves the proof. 
Recalling that we write dB(g0,g1) for the Bures distance between g0,g1 ∈ H+, we have next
Lemma .. The Hellinger distance can be computed by the formula
d2H (G0,G1) = 4
∫
Ω
d2B(G0,G1). (.)
Note that this integral is well-defined by 1-homogeneity of d2B (which is clear from (.)), i-e we
mean here ∫
Ω
d2B(G0,G1) :=
∫
Ω
d2B
(
dG0
dλ
(x),
dG1
dλ
(x)
)
dλ(x)
for any positive scalar measure λ dominating simultaneously (the traces of) G0,G1. (The integral
is independent of the choice of λ.)
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Proof. Let first us prove that d2H ≤ 4
∫
d2B. To this end, fix any scalar measure λ dominating G0,G1,
and denote the correspondingH+-valued densities g0(x) := dG0dλ (x),g1(x) := dG1dλ (x). For λ-a.e. x ∈Ω
fixed, consider a minimizing pair curve/potential in the dynamical definition (Proposition .) of
the Bures distance between g0(x),g1(x): This is a pair Ut = Ut(x) with values in H and gt = gt(x)
with values in H+ such that
d2B(g0,g1) =
1
4
∫ 1
0
gtUt :Ut dt,
d
dt
gt = (gtUt)
Sym.
Defining the matrix-valued measures
dGt := gt(x) ·dλ
it is easy to see that the weak formulation (.) of ∂tGt = (GtUt)Sym is satisfied, and the curve
(Gt ,Ut)t∈[0,1] is an admissible competitor in the minimization (.) for d2H (G0,G1). By definition of
Gt and Fubini’s theorem we get
d2H (G0,G1) ≤
∫ 1
0
∫
Ω
dGt(x)Ut(x) :Ut(x)dt
=
∫ 1
0
∫
Ω
dλ(x)gt(x)Ut(x) :Ut(x)dt =
∫
Ω
(∫ 1
0
gt(x)Ut(x) :Ut(x)dt
)
dλ(x)
= 4
∫
Ω
d2B (g0(x),g1(x)) dλ(x) = 4
∫
Ω
d2B(G0,G1).
Let us now establish the reversed inequality 4
∫
d2B ≤ d2H . To this end, pick a minimizing sequence
(Gnt ,U
n
t ) in the definition (.) of d
2
H (G0,G1), and fix any positive scalar measure λ dominating
simultaneously G0,G1. We claim that we can assume G
n
t ≪ λ as well for any intermediate time
t ∈ (0,1). For if not, the linearity of the Lebesgue decomposition Gnt = (Gnt )λ+(Gnt )⊥ with respect to
λ (for any fixed time) easily shows that ∂tG
n
t = (G
n
t U
n
t )
Sym is equivalent to the two separate ODEs
∂t(G
n
t )
λ = ((Gnt )
λUnt )
Sym and ∂t(G
n
t )
⊥ = ((Gnt )⊥Unt )Sym. Since G
⊥
0 = G
⊥
1 = 0 clearly ((G
n
n)
λ,Unt )t∈[0,1]
is an admissible path connecting G0 =G
λ
0 ,G1 = G
λ
1 . Of course we have (G
n
t )
λ ≪ λ for all t, and∫ 1
0
∫
Ω
d(Gnn)
λUnt : U
n
t dt ≤
∫ 1
0
∫
Ω
dGnt U
n
t : U
n
t dt
gives a lesser cost so ((Gnt )
λ,Unt ) is a better competitor.
Thus assuming that Gnt ≪ λ for all times, and writing as before gnt (x) := dG
n
t
dλ (x) for the corre-
sponding densities, the measure-valued ODE simply means now
d
dt
gnt (x) = (g
n
t (x)U
n
t (x))
Sym with endpoints g0(x),g1(x)
for λ-a.e. x ∈Ω. In particular (gnt ,Unt ) is an admissible curve connecting g0,g1 (in each fiber x ∈Ω),
it is therefore an admissible competitor in the characterization (.) of d2B(g0(x),g1(x)) for λ-a.e. x,
thus
4
∫
Ω
d2B(G0,G1) = 4
∫
Ω
d2B(g0(x),g1(x))dλ(x)
≤
∫
Ω
(∫ 1
0
gnt (x)U
n
t (x) : U
n
t (x)dt
)
dλ(x) =
∫ 1
0
∫
Ω
gnt (x)U
n
t (x) :U
n
t (x)dλ(x)dt
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=
∫ 1
0
∫
Ω
dGnt U
n
t :U
n
t dt −−−−→n→∞ d
2
H (G0,G1)
as desired. 
An immediate and important consequence of this is:
Theorem  (Existence of Hellinger geodesics). (H+,dH ) is a geodesic space, i-e for all G0,G1 ∈H+
the infimum in (.) is always a minimum. Moreover:
(i) A particular minimizer is given by dGt = gt(x) · dλ and Ut(x), where (gt ,Ut) is a Bures geodesic
from g0(x) :=
dG0
dλ (x) to g1(x) :=
dG1
dλ (x) in λ-a.e. fiber x ∈Ω and λ is any positive scalar measure
dominating G0,G1.
(ii) Any minimizer is a dH -Lipschitz curve t 7→ Gt such that dH (Gt ,Gs) = |t − s|dH(G0,G1) with po-
tential U ∈ L∞(0,1;L2(dGt ;H)) such that ‖Ut‖2L2(dGt ;H) = cst = d
2
H (G0,G1) for a.e. t ∈ [0,1].
Proof. Fix G0,G1 once and for all.
(i) As in the previous proof it is easy to see that the particular choice (Gt ,Ut) with dGt = gt(x)·dλ
(and Ut optimal from g0 to g1 for a.e. x) connects G0,G1 and is therefore an admissible
competitor in (.). Moreover (.) gives
d2H (G0,G1) = 4
∫
Ω
d2B(g0(x),g1(x))dλ(x) =
∫
Ω
(∫ 1
0
gt(x)Ut(x) :Ut(x)dt
)
dλ(x)
=
∫ 1
0
∫
Ω
dλ(x)gt(x)Ut(x) :Ut(x)dt =
∫ 1
0
∫
Ω
dGtUt :Ut dt
thus (Gt ,Ut) is a minimizer.
(ii) Pick any minimizer (Gt ,Ut). The constant-speed property easily follows from the fact that
t 7→ ‖Ut‖L2(dGt ) is constant in time: For if not, an easy arc length reparametrization (LemmaA.
in the appendix) would give an admissible curve with strictly lesser energy.

We can now establish a comparison between TV and dH , which will be technically convenient
and used repeatedly in the sequel.
Theorem . For G0,G1 ∈H+ with masses m0,m1 there holds
1
4
√
d
d2H (G0,G1) ≤ ‖G1 −G0‖TV ≤
√
m0 +m1dH (G0,G1), (.)
and dH is topologically (sequentially) equivalent to the total variation distance onH
+.
Note that this estimate has the correct scaling with respect to mass, i-e it is 1-homogeneous
(since the Hellinger distance, roughly speaking, scales as the square-root of the mass).
Proof. Let us start with the lower bound. From [, theorem ] we have that
d2B(g0,g1) ≤
∣∣∣√g1 −√g0∣∣∣22
for any g0,g1 ∈ H+, where √g denotes the canonical square root of a PSD matrix g . Moreover, the
Powers-Størmer inequality [] reads exactly∣∣∣√g1 −√g0∣∣∣22 ≤ |g1 − g0|1 ,
SCHRÖDINGER PROBLEM ON THE FISHER-RAO SPACE 
where |g |1 = tr
(√
gg∗
)
= trg is the Schatten (trace) -norm of g . Since we have |g |1 ≤
√
d |g |2 we get
immediately from Lemma .
d2H (G0,G1) = 4
∫
Ω
d2B(G0,G1) = 4
∫
Ω
d2B(g0(x),g1(x))dλ(x)
≤ 4
∫
Ω
∣∣∣√g1(x)−√g0(x)∣∣∣22dλ(x) ≤ 4
∫
Ω
|g1(x)− g0(x)|1dλ(x)
≤ 4
√
d
∫
Ω
|g1(x)− g0(x)|2dλ(x) = 4
√
d‖G1 −G0‖TV
as desired.
Let us now turn to the upper bound. Fix any positive scalar measure such that G0,G1 ≪ λ. From
Theorem  we know that there exists a minimizing curve (Gt ,Ut)t∈[0,1] in (.) with dGt = gt(x) ·dλ
and (gt ,Ut) a Bures geodesic from g0 =
dG0
dλ to g1 =
dG1
dλ in a.e. every fiber. It follows from Lemma
. that trgt ≤max{trg0,trg1} for all t ∈ [0,1] along this geodesic and for λ-a.e. x. Integrating and
using the very rough bound max{a,b} ≤ a+ b gives here
mt =
∫
Ω
trgt(x)dλ(x) ≤
∫
Ω
{trg0(x) + trg1(x)} dλ(x) =m0 +m1.
Our estimate (.), with here the mass control mt ≤M ≤ m0 +m1 and the energy of the geodesic
E = ‖U‖2
L2(0,1;L2(dGt ))
= d2H (G0,G1), gives
‖G1 −G0‖TV ≤
√
ME ≤ √m0 +m1dH (G0,G1)
as desired.
For the topological equivalence, note that the lower bound in (.) immediately shows that TV is
stronger than dH . Conversely, assume that dH (Gn,G)→ 0. We first claim that the masses remain
bounded, i-emn = trGn(Ω) ≤M for someM . Since dH (Gn,G) ≤ 1 for n large enough and |mn−m| ≤
‖Gn −G‖TV (test ψ = I), (.) gives
|mn −m| ≤ ‖Gn −G‖TV ≤
√
mn +mdH (G
n,G) ≤
√
mn +m,
which then guarantees the boundedness of {mn} as claimed. One last use of (.) finally gives
‖Gn −G‖TV ≤
√
mn +mdH (Gn,G) ≤
√
M +mdH (Gn,G)→ 0 and the proof is complete. 
Proposition . (Upper bound of the distance). For every pair G0,G1 ∈H+ with masses m0,m1 one
has
d2H (G0,G1) ≤ 4(m0 +m1). (.)
Proof. Take any reference measure λ dominating G0,G1, and let g0(x),g1(x) be the corresponding
Radon-Nikodym densities. From [, thm. ] we have
d2B(g0(x),g1(x)) ≤ |
√
g1(x)−
√
g0(x)|22 ≤ trg0(x) + trg1(x),
where the second inequality follows from simple linear algebra. Integrating w.r.t λ over Ω and
appealing to Lemma . gives
d2H (G0,G1) = 4
∫
Ω
d2B(g0(x),g1(x))dλ(x) ≤ 4
∫
Ω
(trg0(x) + trg1(x))dλ(x) = 4(m0 +m1)
as desired. 
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Remark . (Optimality). The constant in (.) is optimal since for every G ∈H+ with mass m we
have
d2H (G,0) = 4m. (.)
The proof is immediate from Lemma . and (.) with A1 = 0.
Lemma . (Characterization of AC2 curves). A curve G : [0,1]→H+ is AC2 w.r.t. dH if and only if
there exists U ∈ L2(0,1;L2(dGt ;H)) such that the weak formulation (.) of ∂tGt = (GtUt)Sym holds, in
which case Ut is uniquely defined for a.a. t ∈ (0,1) as an element of L2(dGt) and the dH metric speed is
|G˙t |2H =
∫
Ω
dGtUt :Ut for a.a. t ∈ (0,1).
Consequently,G : [0,1]→H+ is Lipschitz if and only if the correspondingU belongs to L∞(0,1;L2(dGt ;H)),
and the corresponding Lipschitz constant coincides with ‖U‖L∞(0,1;L2(dGt ;H)).
Proof. Notice that our claim about Lipschitz curves immediately follows from the stronger AC2
part of our statement so we only need to establish the latter.
Let us start with the easiest implication, and assume that (G,U ) satisfy ∂tGt = (GtUt)Sym with
U ∈ L2(0,1;L2(dGt)). Fix any [s, t] ⊂ [0,1]. Changing variables τ = s + θ(t − s) and rescaling
time gives an admissible curve (G˜θ , U˜θ )θ∈[0,1] = (Gτ , (t − s)Uτ)τ∈[s,t] connecting G˜0 = Gs to G˜1 =
Gt . By Lemma A. we can reparametrize (G˜θ , U˜θ)θ∈[0,1] { (Gˇθ , Uˇθ )θ∈[0,1] with constant speed
‖Uˇθ‖L2(dGˇθ ) ≡ cst. Taking into account the (t − s) scaling in τ = s +θ(t − s) gives exactly
d2H (Gs,Gt) ≤
∫ 1
0
‖Uˇθ‖2L2(dGˇθ )dθ =
(∫ 1
0
‖U˜θ‖L2(dG˜θ )dθ
)2
=
(∫ t
s
‖Uτ‖L2(dGτ )dτ
)2
and therefore G is AC2 relatively to the dH distance.
Let us now turn to the converse implication, and let (Gt)t∈[0,1] be an arbitrary AC2 curve. We
first observe that d2H (Gt ,G0) ≤
∫ 1
0
|G˙τ |2dτ < +∞ and (.) control
mt := trGt(Ω) =
1
4
d2H (Gt ,0) ≤
1
4
(dH (Gt ,G0) + dH (G0,0))
2 =:M.
Exploiting this mass bound in Theorem , (.) guarantees that ‖Gt − Gs‖TV ≤
√
2MdH (Gs ,Gt).
Hence t 7→ Gt is absolutely continuous w.r.t. the TV norm and ∂tGt is a well-defined and finite
(H-valued) Radon measure for a.a. t ∈ (0,1). For any fixed ϕ ∈ Cb(Ω;H) we set
Φ(t) :=
∫
Ω
dGt : ϕ,
and observe that Φ ∈ AC([0,1]) with
Φ
′(t) =
∫
Ω
d(∂tGt) : ϕ for a.a. t ∈ (0,1). (.)
Fix now any point of differentiability t ∈ (0,1) of Φ (the set of such points has full measure,
and is actually independent of ϕ). Let h be small enough, and pick from Theorem  a geodesic
(G˜s , U˜s)s∈[0,1] from Gt to Gt+h, satisfying in particular ∂sG˜s = (G˜sU˜s)Sym. Then∣∣∣∣∣Φ(t + h)−Φ(t)h
∣∣∣∣∣ = 1h
∣∣∣∣∣
∫
Ω
dGt+h : ϕ −
∫
Ω
dGt : ϕ
∣∣∣∣∣ = 1h
∣∣∣∣∣
∫
Ω
dG˜1 : ϕ −
∫
Ω
dG˜0 : ϕ
∣∣∣∣∣
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=
1
h
∣∣∣∣∣∣
∫ 1
0
∫
Ω
dG˜sU˜s : ϕds
∣∣∣∣∣∣ ≤ 1h
(∫ 1
0
∫
Ω
dG˜sU˜s : U˜s ds
) 1
2
(∫ 1
0
∫
Ω
dG˜sϕ : ϕds
) 1
2
=
dH (Gt ,Gt+h)
h︸          ︷︷          ︸
:=Ah
(∫ 1
0
∫
Ω
dG˜sϕ : ϕds
) 1
2
︸                      ︷︷                      ︸
:=Bh
(.)
By standard properties of the metric speed [, thm. ..] the first term Ah → |G˙t |H as h → 0.
In order to take the limit in the second Bh term, it is first easy to argue as before and conclude
from (.) that the mass m˜s ≤ M˜ is bounded uniformly in s ∈ (0,1) and h→ 0. Observing also that
dH (G˜0, G˜s) ≤ dH (G˜0, G˜1) = dH (Gt ,Gt+h)→ 0 as h→ 0 for all s ∈ [0,1], (.) shows that
G˜s
TV−−−−→
h→0
G˜0 =Gt for a.a. s ∈ [0,1].
As a consequence for fixed ϕ ∈ Cb the inner integral in Bh converges pointwise in time∫
Ω
dG˜sϕ : ϕ −−−→
h→0
∫
Ω
dGtϕ : ϕ for a.a. s ∈ [0,1].
An easy application of Lebesgue’s dominated convergence (with the previousmass bound
∣∣∣∫ dG˜sϕ : ϕ∣∣∣ ≤
m˜s |ϕ|2∞ ≤ C uniformly in s) finally gives
Bh =
(∫ 1
0
∫
Ω
dG˜sϕ : ϕds
) 1
2
−−−→
h→0
(∫ 1
0
∫
Ω
dGtϕ : ϕds
) 1
2
= ‖ϕ‖L2(dGt ).
Taking the limit in (.) with (.) we get∣∣∣∣∣
∫
Ω
d(∂tGt) : ϕ
∣∣∣∣∣ ≤ |G˙t | · ‖ϕ‖L2(dGt ) for all ϕ ∈ Cb(Ω;H). (.)
hence by density the linear map ϕ 7→
∫
Ω
d(∂tGt) : ϕ is continuous for the L2(dGt) norm. The Riesz
representation theorem therefore gives a unique element Ut ∈ L2(dGt) such that∫
Ω
d(∂tGt) : V =
∫
Ω
dGtUt : V for all V ∈ L2(dGt).
This means of course ∂tGt = (GtUt)Sym for a.a. t ∈ (0,1), from which it is easy to check that the
weak formulation (.) is satisfied. Moreover from (.) we see that
‖Ut‖L2(dGt ) ≤ |G˙t | ∈ L2(0,1). (.)
Fix now any Lebesgue point t ∈ (0,1) for τ 7→ ‖Uτ‖L2(dGτ ) and take h small. Since (Gτ ,Uτ)τ∈[t,t+h] is
an admissible curve connectingGt and Gt+h we get, by definition of d
2
H and after a suitable scaling
in time,
d2H (Gt ,Gt+h) ≤ h
∫ t+h
t
∫
Ω
dGτUτ :Uτdτ.
Dividing by h2, taking the limit, and observing that dH (Gt ,Gt+h)h → |G˙t | in the left-hand side because
G ∈ AC2, we get from (.)
|G˙t |2 ≤ lim
h→0
1
h
∫ t+h
t
∫
Ω
dGτUτ :Uτdτ = ‖Ut‖2L2(Gt ) ≤ |G˙t |
2
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and the proof is complete. 
. The Fisher-Rao distance
In this section we will mainly take interest in the space P = {G ∈H+, trG(Ω) = 1}. Recall that
we wish to view P as a sphere of radius one inH+.
Remark .. This is compatible with free probability theory (cf. []) in the following sense: Fix P ∈
P, and consider the ∗-algebra of (generalized) random matricesM := L∞−(dP ;Cd×d) with identity
I . Defining the trace (in the sense of the free probability theory) by τ(ξ) :=
∫
Ω
dP : ξ , we get a non-
commutative probability space (M,τ). This space is faithful but in general not tracial. For d = 1
we recover the classical (commutative) probabilistic setting. Moreover, the Fisher-Rao distance
that we are ready to introduce will coincide with the classical Fisher-Rao distance [, ] from
information geometry for d = 1. In [], a free-probabilistic analogue of the Wasserstein distance
was introduced. It would be interesting to go beyond our matricial setting and try to define a free
probabilistic counterpart of the Fisher-Rao distance, but this lies completely out of the scope of
this article.
The Fisher-Rao distance on P can be defined as follows.
Definition . (Fisher-Rao distance). Given G0,G1 ∈ P we set
d2FR(G0,G1) := infA1(G0,G1)
∫ 1
0
(∫
Ω
dGtUt :Ut
)
dt, (.)
where the admissible set A1(G0,G1) consists of all pairs (Gt ,Ut )t∈[0,1] such that
G ∈ C([0,1];PTV ),
G|t=0 = G0; G|t=1 = G1,
U ∈ L2(0,1;L2(dGt ;H))
and ∂tGt = (GtUt)
Sym in the weak sense.
Comparing with Definition . it is clear that, at least formally, we view P as a submanifold of
H+ with the induced Riemannian metric.
Theorem . dFR is a distance on P.
Proof. The identity of indiscernibles, symmetry, triangular inequality can be proved exactly as
in Theorem  and we omit the details (the a priori bound on the masses mt = trGt(Ω) = 1 even
simplifies some parts). The only delicate point is to check that the infimum in (.) is finite, i-e
that there is at least one admissible curve remaining in P while joining G0,G1 with finite cost.
As already mentioned, we will later on view (P,dFR) as a unit sphere in the ambient cone-space
(H+,dH ), in which we already proved existence of geodesics. The natural thing to do is therefore
to project down these conic Hellinger geodesics onto the sphere, i-e renormalize to unit masses.
To this end, take from Theorem  a geodesic (Gt ,Ut )t∈[0,1] from G0 to G1 with ∂tGt = (GtUt)Sym.
By Corollary . we control the masses from below as
mt = trGt(Ω) ≥m = 12 .
(There is of course no circular argument in this anticipated use of Corollary ., see Remark ..)
It is then a simple exercise to check that
(G˜t , U˜t) :=
(
1
mt
Gt ,Ut − m˙tmt
I
)
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satisfies ∂tG˜t = (G˜tU˜t)Sym. Moreover taking the trace in ∂tGt = (GtUt)Sym we know that m˙t =
d
dt
∫
Ω
dGt : I =
∫
Ω
dGtUt : I and therefore
|m˙t |2 =
∣∣∣∣∣
∫
Ω
dGtUt : I
∣∣∣∣∣2 ≤
(∫
Ω
dGtUt :Ut
)(∫
Ω
dGtI : I
)
=mt
∫
Ω
dGtUt :Ut . (.)
This allows to estimate the energy of the rescaled path as∫ 1
0
∫
Ω
dG˜tU˜t : U˜t dt =
∫ 1
0
∫
Ω
1
mt
dGt
(
Ut − m˙tmt
I
)
:
(
Ut − m˙tmt
I
)
dt
≤ 2
m
[∫ 1
0
∫
Ω
dGtUt :Ut dt +
∫ 1
0
∫
Ω
∣∣∣∣∣ m˙tmt
∣∣∣∣∣2dGtI : I dt
]
=
2
m
[∫ 1
0
∫
Ω
dGtUt :Ut dt +
∫ 1
0
∣∣∣∣∣ m˙tmt
∣∣∣∣∣2mt dt
]
(.)
≤ 4
m
∫ 1
0
∫
Ω
dGtUt :Ut dt < +∞
and the proof is complete. 
Remark .. Lemma . holds in particular when the curve G takes values in P ⊂H+: As a con-
sequence the characterization of AC2 curves in (P,dFR) is exactly identical. (Of course this stems
from the fact that the Riemannian metric on P is simply induced by the overlying metric onH+.)
.. Conic structure. We are going to show that the abstract metric cone over our Fisher-Rao
space (P,dFR/2) coincides with the Hellinger space (H+,dH /2). In other words, P is a unit sphere
in the coneH+. Firstly, for any element G ∈H+, we set
r = r(G) :=
√
m =
√
tr G(Ω).
Then we can identify G with a pair [G/r2, r] ∈ C(P), where the first factor is again normalized to
unity,
∫
Ω
trG/r2 = 1.
Theorem  (Conic structure). The space (H+,dH /2) is a metric cone over (P,dFR/2), where H+ is
identified with C(P) via G ≃ [G/r2, r].
Note that this covers one-point spaces Ω = {x} and implies Proposition ., up to a minor di-
mensional scaling issue (the details of which are left to the reader).
Proof. Step . We first observe that it suffices to establish the weaker claim that (H+,dH /2) is
a metric cone over some metric space (which, due to the identification above, is nothing but P
equipped with some distance d). Indeed, by Proposition ., for any two matrix measures G0,G1 ∈
P one has
1
2
dH (G0,G1) ≤
√
2. (.)
If (H+,dH /2) is to be a cone over (P,d) as claimed, (.) and (.) imply that cos(d(G0,G1)) ≥ 0,
whence the diameter of (P,d) would be controlled from above by π/2 < π. By Theorem  (H+,dH )
is a geodesic space, hence from [, Corollary .] (P,d) would also necessarily be a geodesic
space. Evoking Lemma . and Definition ., we see that d should actually coincide with dFR/2
as claimed (note that the infimum of the lengths coincides with the infimum of the AC2-energies
due to Lemma A.).
Step . In view of (.) and [, Theorem .], in order to prove the weaker claim in step  it
suffices to establish the following scaling property that fully characterizes cones:
d2H (r
2
0G0, r
2
1G1) = r0r1d
2
H (G0,G1) + 4(r1 − r0)2, (.)
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for all G0,G1 ∈ P and r0, r1 ≥ 0. In the case r0r1 = 0 the claim is immediate by Remark . and our
choice of r2 = trG(Ω) = m. We can thus assume that r0r1 > 0. Consider the monotone increasing
function
a(t) :=
r1t
(1− t)r0 + tr1
,
and observe that
a(0) = 0, a(1) = 1, a′(t)[(1− t)r0 + tr1]2 = cst = r0r1.
We will also need its inverse function t(a).
Let (Gt ,Ut ) be any admissible path joining G0,G1 ∈ P. Then the rescaled path (G˜t , U˜t ) defined
as
G˜t := [(1− t)r0 + tr1]2Ga(t), U˜t := a′(t)Ua(t) +2 (r1 − r0)(1− t)r0 + tr1
I (.)
connects r20G0 and r
2
1G1 inH
+. A straightforward computation shows that (G˜t , U˜t) satisfies ∂tG˜t =
(G˜tU˜t)
Sym. Testing (.) withΨ =Φa = (r0 + (r1 − r0)t(a))I and a ∈ [0,1], we infer
(r0 + (r1 − r0)t(1))
∫
Ω
dG1 : I − (r0 + (r1 − r0)t(0))
∫
Ω
dG0 : I
− (r1 − r0)
∫ 1
0
t′(a)
∫
Ω
dGa : I da
=
∫ 1
0
(r0 + (r1 − r0)t(a))
∫
Ω
dGa :Uada. (.)
Let us compute the energy of the path G˜t , employing (.):∫ 1
0
(∫
Ω
dG˜tU˜t : U˜t
)
dt = r0r1
∫ 1
0
a′(t)
(∫
Ω
dGa(t)Ua(t) :Ua(t)
)
dt
+4(r1 − r0)
∫ 1
0
a′(t)(r0 + (r1 − r0)t)
∫
Ω
dGa(t) :Ua(t)dt
+4(r1 − r0)2
∫ 1
0
∫
Ω
dGa(t) : I dt
= r0r1
∫ 1
0
(∫
Ω
dGaUa :Ua
)
da
+4(r1 − r0)
∫ 1
0
(r0 + (r1 − r0)t(a))
∫
Ω
dGa :Uada
+4(r1 − r0)2
∫ 1
0
t′(a)
∫
Ω
dGa : I da
= r0r1
∫ 1
0
(∫
Ω
dGtUt :Ut
)
dt
+4(r1 − r0)(r0 + (r1 − r0)t(1))
∫
Ω
dG1 : I
− 4(r1 − r0)(r0 + (r1 − r0)t(0))
∫
Ω
dG0 : I
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= r0r1
∫ 1
0
(∫
Ω
dGtUt :Ut
)
dt +4(r1 − r0)2.
Consequently, d2H (r
2
0G0, r
2
1G1) ≤ r0r1d2H (G0,G1) + 4(r1 − r0)2.
The opposite inequality is proved in a similar fashion: Taking any path (G˜, U˜ ) connecting r20G0
to r21G1 inH
+ and undoing the change of variables (.) gives an admissible path (G,U ) connecting
G0,G1 in P, whose cost can be computed explicitly as above. 
Note that we also proved along the way
Corollary .. The space (P,dFR) has diameter ≤ π.
Another useful consequence is
Corollary . (Existence of Fisher-Rao geodesics). (P,dFR) is a geodesic space, i-e for all G0,G1 ∈ P
the infimum in (.) is always a minimum. Moreover any minimizer is a dFR-Lipschitz curve such that
dFR(Gt ,Gs) = |t − s|dFR(G0,G1) with potential U ∈ L2(0,1;L2(dGt ;H)) such that ‖Ut‖2L2(dGt ;H) = cst =
d2FR(G0,G1) for a.e. t ∈ [0,1].
Proof. We have already proved in Theorem  that (H+,dH ) is a geodesic space. Owing to the cone
structure (Theorem ), (P,dFR) is automatically a geodesic space (see the discussion in step  of
the proof of Theorem ). The rest follows by Lemma .. 
Corollary .. Let Gt be a dH -geodesic in H
+ joining G0, G1 ∈ P. Then the corresponding masses mt
are bounded from below:
mt ≥ 1− 2t(1− t). (.)
The proof is immediate by Lemma ., the bound (.), and the fact that m0 =m1 = 1.
Remark .. There was no circular reasoning in applying Corollary . in the proof of Theorem ,
since (.) merely relies on (.) and step  of the proof of Theorem , both of which have nothing
to do with Theorem .
.. Topological properties. The very particular conic structure automatically entails nice topo-
logical properties:
Corollary .. The distance dFR is topologically equivalent to the TV distance on P.
Proof. It is immediate from Lemma . that the spherical and the conic distances dFR,dH are topo-
logically equivalent on the sphere, but by Theorem  the latter one is topologically equivalent to
the total variation distance. 
Proposition .. The metric space (P,dFR) is complete.
Proof. Take any dFR-Cauchy sequence Gn. Since Gn has unit mass mn = trGn(Ω) = 1 for all n, (.)
shows that this sequence is also Cauchy for the TV distance. Since P is complete for the total
variation we see that the Gn converges in TV , and therefore in dFR too owing to Corollary .. 
Corollary .. The metric space (H+,dH ) is complete.
Proof. By [, Proposition .] a metric cone (C(X),dC(X)) is complete if and only if (X,dX ) is com-
plete, hence the result immediately follows from the cone structure (Theorem ) and Proposition
.. 
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A last result will turn out to be useful later on for technical purposes:
Lemma . (Lower-semicontinuity). The distance dFR is sequentially lower semicontinuous with
respect to the weak-∗ topology on P.
Proof. Consider any two converging sequences of measures from P,
Gk0 −−−−→
k→∞
G0, G
k
1 −−−−→
k→∞
G1 weakly-∗
and assume that liminfdFR(G
k
0,G
k
1) < +∞ (otherwise there is nothing to prove). Up to extraction
of a subsequence if needed we can moreover take limdFR(G
k
0,G
k
1) = liminfdFR(G
k
0,G
k
1) < +∞. For
each k, the endpoints Gk0 and G
k
1 can be joined by a geodesic (G
k
t ,U
k
t )t∈[0,1], whose energies are
therefore bounded as
E[Gk ;Uk] = d2FR(G
k
0,G
k
1) ≤ E
uniformly in k ∈N.
By the fundamental estimate (.) with mkt =M = 1 on P we get
∀ t, s ∈ [0,1], ∀k ∈N : ‖Gks −Gkt ‖TV ≤ C |t − s|1/2.
By the (classical) Banach-Alaoglu theorem, P ⊂ (C0(Ω;H))∗ is moreover weakly-∗ sequentially rel-
atively compact. The previous 12 -Hölder bound and the sequential lower semicontinuity of dTV
with respect to the weak-∗ convergence allow us to apply a refined version of the Arzelà-Ascoli the-
orem (Lemma A. in the Appendix) to conclude that there exists a TV -continuous curve (Gt)t∈[0,1]
connecting G0 and G1 such that
∀t ∈ [0,1] : Gkt → Gt weakly-∗ (.)
along some subsequence k→∞ (not relabeled here) and with ‖Gs−Gt‖ ≤ C |t−s|
1
2 . Let µk = dt⊗dGkt
be the matricial measure on Q := [0,1]×Ω defined by disintegration as
∀φ ∈ Cc(Q;H) :
∫
Q
φ(t,x) : dµk(t,x) :=
∫ 1
0
(∫
Ω
φ(t, .) : dGkt
)
dt.
Leveraging the pointwise convergence (.) and the uniform bounds on the mass mkt = trG
k
t (Ω) =
1, a simple application of Lebesgue’s dominated convergence guarantees that
µk → µ0 weakly- ∗ in P(Q),
where the finite measure µ0 = dt ⊗ dGt ∈ P(Q) is defined by duality in terms of the weak-∗ limit
Gt = limG
k
t (as was µ
k in terms of Gkt ), and, moreover,
µk [t0, t1]×Ω→ µ0 [t0, t1]×Ω weakly- ∗ ∀ t0, t1 ∈ [0,1].
Let
X ⊂ L∞(Q;H)
be the linear span of the functions of the form
Ψ(t,x) =Φ(t,x)1[t0 ,t1]×Ω(t,x), Φ ∈ C1,0c (Q;H), t0, t1 ∈Q∩ [0,1].
We are going to apply a refined Banach-Alaoglu theorem (Lemma A. in the Appendix) on the
space X equipped with the norm ‖ · ‖ := ‖ · ‖L∞(Q). To this end, it is easy to see that (X,‖ · ‖) is
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separable. Consider the following norms on X
‖Φ‖k =
(∫
Q
dµkΦ :Φ
)1/2
, k = 0,1, . . . ,
and the linear forms
ϕk(Φ) =
∫
Q
dµkUk :Φ , k = 1,2, . . . .
The weak-∗ convergence of µk and the Cauchy-Schwarz inequality imply that the hypotheses of
Lemma A. are met with
ck := ‖ϕk‖(X,‖.‖k)∗ ≤
√
E[Gk ;Uk] = dFR(G
k
0,G
k
1).
Hence, there exists a continuous functional ϕ0 on the space (X,‖·‖0) such that up to a subsequence
∀Φ ∈ C1c (Q;H) :
∫ 1
0
(∫
Ω
dGktU
k
t :Φt
)
dt −−−−→
k→∞
ϕ0(Φ)
with moreover
‖ϕ0‖(X,‖·‖0)∗ ≤ liminfk→∞ dFR(G
k
0,G
k
1). (.)
Let N0 ⊂ X be the kernel of the seminorm ‖ · ‖0. By the Riesz representation theorem, the dual
(X,‖ · ‖0)∗ = (X/N0,‖ · ‖0)∗ can be isometrically identified with the completion X/N0 of X/N0 with
respect to ‖ · ‖0. One can check that this completion is exactly L2(0,1;L2(dGt ;H)).
Consequently, there exists U ∈ L2(0,1;L2(dGt ;H)) such that
ϕ0(Φ) =
∫
Q
dµ0U :Φ =
∫ 1
0
(∫
Ω
dGtUt :Φt
)
dt
and
‖U‖L2(0,1;L2(dGt )) = ‖ϕ0‖(X,‖·‖0)∗ .
Moreover, (G,U ) is an admissible curve joining G0,G1. Indeed, the established convergences are
enough to pass to the limit in the constraint (.) inside time intervals [s, t] with s, t ∈ Q ∩ [0,1]
andΨ ∈ C1c (Q;H). Since Gt is a TV -continuous matrix function, an easy approximation argument
shows that (.) actually holds for any s, t ∈ [0,1] andΨ ∈ C1b (Q;H).
Recalling (.), it remains to take into account that
d2FR(G0,G1) ≤ E[G;U ] = ‖U‖2L2(0,1;L2(dGt )) = ‖ϕ0‖
2
(X,‖·‖0)∗ ≤ liminfk→∞ d
2
FR(G
k
0,G
k
1).

. The spherical heat flow and Schrödinger problem
.. Otto calculus. At least formally, it is clear from the above construction that one can view
P as a real Riemannian manifold such that dFR becomes the Riemannian distance. This is very
similar to the celebrated Otto calculus [, , ], in particular the tangent space at a point G ∈ P
is
TGP :=
{
Ξ = (GU )Sym −G
∫
Ω
dG :U
∣∣∣∣ U ∈ L2(dG,H)
}
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and the (squared) tangent norm reads
‖Ξ‖2TGP :=
∫
Ω
dGU :U −
(∫
Ω
dG :U
)2
. (.)
The gradients of functionals f : P→R are
∇FRf (G) =
[
G
δf
δG
]Sym
−G
∫
Ω
dG :
δf
δG
, (.)
where δfδG stands for the usual first variation. We omit the details and refer to [, Appendix C]
for similar considerations.
.. The heat flow. As motivated in Section , cf. (.), the relevant entropy here is not the
classical von Neumann entropy S(G) = tr
∫
Ω
dG
dΛ log
dG
dΛdΛ, but rather
E(G) =
∫
Ω
(
tr
dG
dΛ
− tr I − logdet dG
dΛ
)
dΛ
=
∫
Ω
− logdet
(
dG
dΛ
)
dΛ = − tr
∫
Ω
log
(
dG
dΛ
)
dΛ. (.)
By construction, E is a non-negative functional that achieves its minimum and vanishes at G =ΛI .
It is very similar to the classical Itakura-Saito divergence [, , ] from signal processing.
Here we slightly abused the notations and implicitly assumed that G ∈ PΛ was absolutely con-
tinuous w.r.t Λ for these formulas to make sense. However, E can be extended from PΛ to the
whole space P in the following natural way. Indeed, let
dG = dGΛ +dG⊥ =
dGΛ
dΛ
dΛ +dG⊥ (.)
be the (Radon-Nikodym)-Lebesgue decomposition ofGw.r.t. Λ. Since the function f (A) = − logdet(A)
is sublinear at infinity, its recession function f ∞(A) := lim
t→+∞
f (tA)
t is identically zero. Employing
the standard definition for a convex functional of measures, cf. [, ], we can legitimately set
E(G) :=
∫
Ω
− logdet
(
dGΛ
dΛ
)
dΛ for all G ∈ P, (.)
where the integral may be infinite. Note that this definition automatically makes E lower semi-
continuous w.r.t. the weak-∗ convergence of measures, [, thm. .].
As motivated in Section , the analogue of the heat flow in our Fisher-Rao space can be de-
fined as the gradient flow ∂tG = −∇FRE(G). In order to compute explicitly the latter FR gradi-
ent, note first that the Lebesgue decomposition G 7→ GΛ is linear. Accordingly, and since the
first variation of A ∈ H+ 7→ logdetA is A−1, it is not difficult to check that the L2-variation of
G 7→
∫
Ω
− logdet
(
dGΛ
dΛ
)
dΛ is the H-valued function x 7→ −
(
dGΛ
dΛ
)−1
(x). Since
∫
Ω
dΛI : I = 1 and
dGΛ
dΛ (x) = 0 for dG
⊥-a.e. x, we compute explicitly
∇FRE(G) = −
G
(
dGΛ
dΛ
)−1
Sym
+G
∫
Ω
dG :
(
dGΛ
dΛ
)−1
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= −

(
Λ
dGΛ
dΛ
+G⊥
)
×
(
dGΛ
dΛ
)−1
Sym
+G
∫
Ω
(
dΛ
dGΛ
dΛ
+dG⊥
)
:
(
dGΛ
dΛ
)−1
= − [ΛI +0]Sym +G

∫
Ω
dΛ
dGΛ
dΛ
:
(
dGΛ
dΛ
)−1
+0
 = −ΛI +G.
Thus the heat flow is
∂tG =ΛI −G (.)
Remark .. We point out that, although the entropy E itself only sees the absolute continuous
part dG
Λ
dΛ of G, its gradient really does depend on the singular part as well through the full G
term in (.). This might sound surprising at first, but can be explained recalling that G ∈ P must
satisfy the mass constraint trG(Ω) = 1. One therefore cannot perturb the singular part without
(in general) perturbing the absolutely continuous part as well in order to comply with the mass
constraint, and it becomes clear that the gradient should depend on both the absolutely continuous
and singular parts of G. (This would be different if we worked in the conic Hellinger space, where
no correction term is needed to enforce mass conservation. In that case the Hellinger gradient
would only depend on GΛ, not on G⊥.)
As usual, the corresponding Fisher information is then defined as the production of the entropy
E along its own (negative) gradient flow (.). To make this more explicit, assume for simplicity
that G = GΛ is absolutely continuous. Then by definition we set
F(G) := − d
dt
E(G) =
d
dt
∫
Ω
logdet
(
dG
dΛ
)
dΛ
=
∫
Ω
dΛ
(
I − dG
dΛ
)
:
(
dG
dΛ
)−1
= tr
∫
Ω
dΛ

(
dG
dΛ
)−1
− I
 . (.)
With (.) at hand, observe that the function A 7→ A−1 − I is sublinear and therefore its recession
function vanishes. Just like we did for the entropy in (.), we can lawfully extend the definition
of the Fisher information to all G ∈ P by setting
F(G) := tr
∫
Ω
dΛ

(
dGΛ
dΛ
)−1
− I
 , (.)
where the integral may be infinite. This is of course consistent with what one would obtain by dif-
ferentiating in time E(G) = E(GΛ) along solutions of (.), even if G was not absolutely continuous.
This definition is also consistent with the usual representation
F(G) = ‖∇FRE(G)‖2TGP
in terms of squared Riemannian norms. Indeed, the above computation shows that the tan-
gent vector ∇FRE(G) is represented in TGP by the matrix function
(
dGΛ
dΛ
)−1
(x), and plugging
U =
(
dGΛ
dΛ
)−1
into (.) gives exactly (.).
Denote the semigroup generated by the gradient flow (.) by
St(G) :=ΛI + e
−t(G −ΛI). (.)
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Its absolutely-continuous part is
[St(G)]
Λ =ΛI + e−t(GΛ −ΛI) = St(GΛ), (.)
and the singular part is
[St(G)]
⊥ = e−tG⊥. (.)
The main regularization property of the heat flow that will serve our purpose is the time decay of
the driving entropy, expressed here in the slightly stronger sense (in every fiber):
Lemma . (Exponential decay). For any G in P and t ≥ s ≥ 0, we have
− logdet
(
dSt(GΛ)
dΛ
(x)
)
≤ e−(t−s)
{
− logdet
(
dSs(GΛ)
dΛ
(x)
)}
for Λ-a.e. x ∈Ω. Consequently,
E(St(G)) ≤ e−(t−s)E(Ss(G)).
Remark .. For abstract gradient flows in Riemannian manifolds x˙ = −∇Φ(x) the exponential
decay Φ(xt) ≤ e−2λ(t−s)Φ(xs) is often related to the λ-convexity of Φ along Riemannian geodesics.
Lemma . thus suggests that our entropy functional might be 12 -geodesically convex w.r.t. to our
Fisher-Rao distance dFR on P. This will be proved completely rigorously later on, see Theorem .
Proof. Writing for simplicity g = dG
Λ
dΛ and employing the concavity of the function logdet, we
deduce
logdet
(
dSt(GΛ)
dΛ
)
= logdet
(
I + e−t(g − I)
)
= logdet
(
(1− es−t)I + es−t(I + e−s(g − I))
)
≥ es−t logdet(I + e−s(g − I)) = es−t logdet
(
dSs(GΛ)
dΛ
)
.
The second part of the statement immediately follows by integrating w.r.t Λ over Ω. 
.. The Schrödinger problem. With the Fisher information nowproperly defined, the Schrödinger
problem on (P,dFR) rather classically reads, cf. [, , , , , ]:
Definition . (Schrödinger problem). Given a fixed ǫ > 0 and G0,G1 ∈ P we define
Sǫ(G0,G1) := inf
G
{
1
2
∫ 1
0
|G˙t |2FRdt +
ε2
2
∫ 1
0
F(Gt)dt, s.t. t 7→Gt ∈ P has endpoints G0,G1
}
. (.)
The metric speed in the first term is computed relatively to the distance dFR on P, and F(Gt)
is the Fisher information just defined in (.). Owing to our characterization of AC2 curves
(Lemma .) and our explicit formula for the Fisher information we see that (.) also reads
Sǫ(G0,G1) = infA1(G0,G1)
12
∫ 1
0
(∫
Ω
dGtUt :Ut
)
dt +
ǫ2
2
tr
∫ 1
0

∫
Ω
dΛ

(
dGΛt
dΛ
)−1
− I

dt
 , (.)
where the admissible pairs (Gt ,Ut)t∈[0,1] ∈ A1(G0,G1) are as in Definition ..
We will prove shortly that this problem has a unique minimizer, which we call the ε-geodesic or
Schrödinger bridge between G0,G1. In order to study this dynamical Schrödinger problem we shall
need the following technical result:
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Proposition .. The kinetic action functional
G 7→ K(G) := 1
2
∫ 1
0
|G˙t |2FRdt
is convex for the linear interpolation on C([0,1];PFR), and l.s.c. for the pointwise weak-∗ convergence
(i-e Gnt
∗
⇀Gt for all t ∈ [0,1]).
Proof. We claim that we have the dual formulation
K(G) = sup
ϕ∈C1,0b ([0,1]×Ω;H)

∫
Ω
dG1 : ϕ1 −
∫
Ω
dG0 : ϕ0
− 1
2
∫ 1
0
∫
Ω
dGtϕt : ϕt dt −
∫ 1
0
∫
Ω
dGt : ∂tϕt dt
 (.)
where we denoted ϕt(x) = ϕ(t,x) with an obvious abuse of notations. To see this, observe from our
characterization of AC2 curves (Lemma . in P rather than inH+, see Remark .) that
1
2
∫ 1
0
|G˙t |2FRdt =
∫ 1
0
∫
Ω
dGtUt :Ut dt =
∫ 1
0
∫
Ω
(gtUt :Ut)dγtdt,
where we denoted as before gt(x) =
dGt
dγt
(x) with γt = trGt . The potential Ut(x) is such that
∂tGt = (GtUt)
Sym,
and we recall from Lemma . that t 7→ Gt is AC2 in time with values in TV . In particular the
ODE holds for a.e. t in the Banach space HTV , and since (GtUt)Sym ≪ γt we see that ∂tGt ≪ γt as
well. We denote
ξt(x) :=
d(∂tGt)
dγt
and (gt(x)Ut(x))
Sym =
d
(
(GtUt)
Sym
)
dγt
the corresponding Radon-Nikodym densities, and we have thus the constraint
ξt(x) = (gt(x)Ut(x))
Sym for dt ⊗dγt-a.e. (t,x).
Now it is a simple (pointwise and finite-dimensional) exercise to check that, given g ∈ P (with unit
trace) and ξ,U ∈ H with ξ = (gU )Sym = 12 (gU +Ug), we have the characterization
1
2
gU :U =max
φ∈H
{
−1
2
gφ : φ + ξ : φ
}
. (.)
The maximizer is of course φ =U . For any fixed test-function ϕ = ϕt(x) ∈ C1,0b this gives
1
2
∫ 1
0
|G˙t |2dt =
∫ 1
0
∫
Ω
(gtUt :Utdt)dλt =
∫ 1
0
∫
Ω
(
max
φ∈H
{
−1
2
gt(x)φ : φ + ξt(x) : φ
})
dλt(x)dt
≥
∫ 1
0
∫
Ω
{
−1
2
gt(x)ϕt(x) : ϕt(x) + ξt(x) : ϕt(x)
}
dλt(x)dt
= −1
2
∫ 1
0
∫
Ω
dGtϕt : ϕt dt +
∫ 1
0
∫
Ω
d(∂tGt) : ϕt dt
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=
∫
Ω
dG1 : ϕ1 −
∫
Ω
dG0 : ϕ0
− 1
2
∫ 1
0
∫
Ω
dGtϕt : ϕtdt −
∫ 1
0
∫
Ω
dGt : ∂tϕtdt
In order to check that there is no duality gap in the above inequality, we simply approximate the
optimizer in (.): More precisely, a density argument [, Thm. .] allows to pick a sequence
ϕn ∈ C1,0b such that ϕn →U in L2(0,1;L2(dGt ;H)) and ϕn →U in L1(0,1;L1(d(∂tGt ;H))), hence
− 1
2
∫ 1
0
∫
Ω
dGtϕ
n
t : ϕ
n
t dt +
∫ 1
0
∫
Ω
d(∂tGt) : ϕ
n
t dt
−−−−→
n→∞ −
1
2
∫ 1
0
∫
Ω
dGtUt :Ut dt +
∫ 1
0
∫
Ω
d(∂tGt) :Ut dt
as needed and (.) follows.
Returning now to our main statement, we see from the dual representation (.) that the ki-
netic action can be written as a supremum of convex (linear) functionals, hence the convexity.
Likewise, observe that, for fixed ϕ ∈ C1,0b , the functional
G 7→
∫
Ω
dG1 : ϕ1 −
∫
Ω
dG0 : ϕ0 − 12
∫ 1
0
∫
Ω
dGtϕt : ϕtdt −
∫ 1
0
∫
Ω
dGt : ∂tϕtdt
is continuous for the pointwise weak-∗ convergence (the first two boundary terms are immediate,
and for the time-space integrals one can simply apply Lebesgue’s dominated convergence with
mt = trGt(Ω) ≡ 1). As a consequence the action functional K is l.s.c. as a supremum of continuous
functionals. 
Theorem . For fixed G0,G1 ∈ P with E(G0),E(G1) < +∞ the infimum in (.)(.) is always a
minimum. Moreover this minimum is attained for a unique curve Gǫ ∈ AC2([0,1];PFR) and a unique
potential Uǫ ∈ L2(0,1;L2(dGt ;H)).
For the usual Schrödinger problem it is known that E(G0),E(G1) < +∞ is also a necessary con-
dition for the well-posedness of (.) but for the sake of simplicity we omit the details, see e.g.
[].
Proof. Pick from Corollary . a Fisher-Rao geodesic (Gt)t∈[0,1] between G0,G1 (for ε = 0). Slightly
anticipating on independent results from the next section, let Gε = (Gεt )t∈[0,1] be the curve obtained
by perturbingG as in Lemma . (here ε > 0 is the fixed temperature parameter in the Schrödinger
functional). Then (.) guarantees that Gε has finite ε-cost, and therefore the infimum in (.)
is finite.
Choose now anyminimizing sequence {Gn}n, and let us implement the direct method in the Cal-
culus of Variations. From (.) we see that the kinetic action K(Gn) = 12
∫ 1
0
|G˙nt |2FRdt is bounded,
thus {Gn}n is uniformly AC2 and therefore equicontinuous w.r.t. the metric space (P,dFR). From a
variant of the Arzelà-Ascoli theorem (Lemma A. in the Appendix) and the weak-∗ lower semicon-
tinuity from Lemma . we see that there is a dFR-continuous curve such that (up to extraction
of a subsequence if needed)
Gnt
∗
⇀Gt for all t ∈ [0,1].
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The lower semicontinuity in Proposition . immediately gives∫ 1
0
|G˙t |2dt ≤ liminf
∫ 1
0
|G˙nt |2dt.
As for the Fisher information F (G) =
∫ 1
0
F(Gt)dt, note that g 7→ T r g−1 is (linearly) strictly convex
and l.s.c. on H+. As a consequence we infer from [, thm. .] that F is l.s.c. for the weak-∗
convergence onH+. By Fatou’s lemma we see that∫ 1
0
F(Gnt )dt ≤
∫ 1
0
liminfF(Gnt )dt ≤ liminf
∫ 1
0
F(Gnt )dt
and therefore G = limGn is a minimizer.
Finally, the uniqueness follows from the convexity of the AC2 energy in Proposition . com-
bined with the strict convexity of the Fisher information, and the proof is complete. 
. Γ-convergence and geodesic convexity
In this section we aim at proving the Γ-convergence of the ε-Schrödinger problem (.) towards
the geodesic problem (.) as ε → 0, for fixed endpoints G0,G1 ∈ P. As it is often the case, the
Γ − liminf part will not be too difficult and will rely on some suitable lower semicontinuity. The
construction of recovery sequences in the Γ − limsup will be technically more involved, and re-
quires the construction of a suitable ε-perturbation (G˜t)t∈[0,1] of any fixed AC2 curve (Gt)t∈[0,1].
Our construction will involve the heat flow (.) as a quantitative regularizing tool, and a careful
examination of the defect of optimality (at order one in ε) will yield as a byproduct the 12 -geodesic
convexity of the entropy. This strategy was already exploited in [], and will be extended to ab-
stract metric spaces in our subsequent work [].
We will first need a significant number of technical preliminaries. For brevity, and given the
Lebesgue decomposition G = GΛ + G⊥ of an arbitrary G ∈ P with respect to the fixed reference
measure Λ, we will denote below
g(x) =
dGΛ
dΛ
(x).
We use similar lowercase notations g˜ ,g0 for the Radon-Nikodym densities (w.r.t. Λ) of other cor-
responding objects G˜,G0, etc.
In the next several lemmas, (Gt)t∈[0,1] is a given curve in AC2(0,1;PFR), and we consider a fixed
Lipschitz-continuous, non-negative function h(t) with
h(t) > 0 for all t ∈ (0,1).
This will allow to control a change of time scale s = h(t), and h will be carefully chosen later on.
Then we define the perturbed curve
G˜t := Sh(t)Gt for any fixed t ∈ [0,1] (.)
constructed by solving the heat-flow for a time s = h(t) starting from Gt .
Lemma .. For G˜ defined by (.) we have F(G˜) ∈ L∞loc(0,1).
Proof. For every t ∈ (0,1) we can estimate
F(G˜t) = tr
∫
Ω
dΛ
[(
I + e−h(t)(gt − I)
)−1 − I]
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≤ tr
∫
Ω
dΛ
[(
(1− e−h(t))I)
)−1 − I] = 1
1− e−h(t) − 1,
and we conclude observing that with our assumptions h(t) > 0 is locally bounded away from zero.

Lemma .. We have G˜ ∈ AC2loc(0,1;PFR) and, moreover, G˜ ∈ C([0,1];P).
Proof. Differentiating (.) in time at a.a. t ∈ (0,1) with (.) gives
∂tG˜t = e
−h(t)∂tGt − h′(t)e−h(t)(Gt −ΛI),
whence
∂tG˜ − h′(t)Λe−h(t)(I − gt) + h′(t)e−h(t)G⊥t = e−h(t)∂tGt . (.)
By Lemma . (characterization of AC2 curves), there exists Ut ∈ L2(0,1;L2(dGt ;H)) such that
∂tGt = (GtUt)
Sym =Λ (gtUt)
Sym +
(
G⊥t Ut
)Sym
(.)
in the weak sense. Consequently, by linearity of the Lebesgue decomposition,
∂tG
Λ
t =Λ (gtUt)
Sym , (.)
∂tG
⊥
t =
(
G⊥t Ut
)Sym
. (.)
Moreover, |G˙t |2 =
∫
Ω
dGtUt : Ut =
∫
Ω
dΛgtUt :Ut +
∫
Ω
dG⊥t Ut :Ut . Now we identify in (.)
Λe−h(t)(I − gt) =Λ
[
(I + e−h(t)(gt − I))V˜t
]Sym
, (.)
where
V˜t :=
(
I + e−h(t)(gt − I)
)−1 − I .
Indeed, [(
I + e−h(t)(gt − I)
)
V˜t
]Sym
= I − I − e−h(t)(gt − I) = e−h(t)(I − gt).
Furthermore, for Λ-a.a. x and a.a. t,
(I + e−h(t)(gt(x)− I))Ξ1 : Ξ2
defines a real scalar product on the space of matrices Ξ ∈ Cd×d . Let Π denote the corresponding
orthogonal projection onto the subspace of Hermitian matrices (we omit the indexes and simply
write Π =Πt,x for simplicity). Then (.) implies
∂tG
Λ
t =Λ
[
(I + e−h(t)(gt − I))W˜t
]Sym
, (.)
where
W˜t :=Π
((
I + e−h(t)(gt − I)
)−1
gtUt
)
.
Now set
U˜t :=
(
1− 1suppG⊥t
)(
h′(t)V˜t + e−h(t)W˜t
)
+ 1suppG⊥t (−h′(t)I +Ut) . (.)
From (.) we see that
∂tG˜
Λ
t −Λ
[
(I + e−h(t)(gt − I))(h′(t)V˜t)
]Sym
=Λ
[
(I + e−h(t)(gt − I))(e−h(t)W˜t)
]Sym
. (.)
From (.) and (.) we deduce that
∂tG˜
Λ
t =Λ
[
(I + e−h(t)(gt − I))U˜t
]Sym
(.)
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For the singular part, (.), (.) and (.) yield
∂tG˜
⊥
t + h
′(t)G˜⊥t = (G˜
⊥
t Ut)
Sym, (.)
and using (.) we conclude that
∂tG˜
⊥
t = (G˜
⊥
t U˜t)
Sym. (.)
Now (.) gives
1
2
∫
Ω
dG˜tU˜t : U˜t =
1
2
∫
Ω
dΛ(I + e−h(t)(gt − I))U˜t : U˜t + 12
∫
Ω
dG˜⊥t U˜t : U˜t
≤ |h′(t)|2
∫
Ω
dΛ(I + e−h(t)(gt − I))V˜t : V˜t + e−2h(t)
∫
Ω
dΛ(I + e−h(t)(gt − I))W˜t : W˜t
+ |h′(t)|2
∫
Ω
dG˜⊥t I : I +
∫
Ω
dG˜⊥t Ut :Ut (.)
for a.a. t. An explicit computation shows moreover that∫
Ω
dΛ(I + e−h(t)(gt − I))V˜t : V˜t +
∫
Ω
dG˜⊥t I : I
=
∫
Ω
dΛ
(
I − (I + e−h(t)(gt − I))
)
:
((
I + e−h(t)(gt − I)
)−1 − I)+ tr∫
Ω
dG˜⊥t
=
∫
Ω
dΛ tr
(
g˜−1t + g˜t − 2I
)
+ tr
∫
Ω
dG˜⊥t
=
∫
Ω
dΛ tr
(
g˜−1t − I
)
= F(G˜t) (.)
since Λg˜t + G˜
⊥
t = G˜t has unit mass for a.a. t. Hence, the sum of the first and the third terms in the
right-hand side of (.) is L∞loc(0,1) by Lemma ..
The second and the fourth term in the right-hand side of (.) can can be estimated in the
following way:
e−2h(t)
∫
Ω
dΛ(I + e−h(t)(gt − I))W˜t : W˜t +
∫
Ω
dG˜⊥t U :U
= e−2h(t)
∫
Ω
dΛ(I + e−h(t)(gt − I))
[
Π
((
I + e−h(t)(gt − I)
)−1
gtUt
)]
:
[
Π
((
I + e−h(t)(gt − I)
)−1
gtUt
)]
+ e−h(t)
∫
Ω
dG⊥t Ut :Ut
≤ e−2h(t)
∫
Ω
dΛ(I + e−h(t)(gt − I))
[(
I + e−h(t)(gt − I)
)−1
gtUt
]
:
[(
I + e−h(t)(gt − I)
)−1
gtUt
]
+ e−h(t)
∫
Ω
dG⊥t Ut :Ut
= e−2h(t)
∫
Ω
dΛgt(I + e
−h(t)(gt − I))−1gtUt :Ut + e−h(t)
∫
Ω
dG⊥t Ut :Ut
≤ e−h(t)
∫
Ω
dΛgtUt :Ut + e
−h(t)
∫
Ω
dG⊥t Ut :Ut = e
−h(t)
∫
Ω
dGtUt :Ut = e
−h(t)|G˙t |2. (.)
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In the last inequality we have employed the purely algebraic inequality
A(I +θ(A− I))−1A ≤ θ−1A (.)
for any positive-semidefinite matrixA and θ ∈ (0,1). SinceG is anAC2 curvewe have |G˙|2 ∈ L2(0,1)
in (.), the above calculations show that the right-hand side in (.) is L2loc in time, hence
U˜t ∈ L2loc(0,1;L2(dG˜t ;H)).
Given that by construction ∂tG˜t = (G˜tU˜t)Sym we conclude from Lemma . that G˜ ∈ AC2loc(0,1;PFR)
and
∣∣∣∣ ˙˜G∣∣∣∣2 = ∫Ω dG˜U˜ : U˜ for a.a. t ∈ (0,1).
In view of Corollary . and in order to finally show the strong continuity of G˜ at the boundary
(for definiteness, at t = 0), we estimate
‖G˜t − G˜0‖TV =
∫
Ω
dΛ|g˜t − g˜0|2 + ‖e−h(t)G⊥t − e−h(0)G⊥0 ‖TV
=
∫
Ω
dΛ
∣∣∣∣(I + e−h(t)(gt − I))− (I + e−h(0)(g0 − I))∣∣∣∣
2
+
∥∥∥e−h(t)(G⊥t −G⊥0 ) + (e−h(t) − e−h(0))G⊥0 ∥∥∥TV
≤ |e−h(t)− e−h(0)|
∫
Ω
dΛ |g0 − I |2 + e−h(t)
∫
Ω
dΛ|gt − g0|2
+ e−h(t)‖G⊥t −G⊥0 ‖TV + |e−h(t) − e−h(0)| × ‖G⊥0 ‖TV → 0
as tց 0 and the proof is achieved. 
Lemma . (Chain rule). For a.a.t ∈ (0,1) we have trU˜t ∈ L1(Ω;dΛ), where U˜t is defined by (.) and
represents the dynamics of G˜ through ∂tG˜t = (G˜tU˜t)
Sym. Moreover E(G˜t) ∈ AC2loc(0,1), and
d
dt
(
E(G˜t)
)
= −
∫
Ω
tr U˜tdΛ (.)
a.e. in (0,1).
Proof. Recalling that ΛI ∈ P has unit mass and trU˜ is real, we observe that the Cauchy-Schwarz
inequality gives for a.e. t ∈ (0,1)(∫
Ω
dΛ trU˜t
)2
=
(∫
Ω
dΛg˜tU˜t : g˜
−1
t
)2
≤
(∫
Ω
dΛg˜tU˜t : U˜t
)(∫
Ω
dΛg˜t g˜
−1
t : g˜
−1
t
)
=
(∫
Ω
dG˜tU˜t : U˜t
)(∫
Ω
dΛ tr
([
I + e−h(t)(gt − I)
]−1))
≤
(∫
Ω
dG˜tU˜t : U˜t
)(∫
Ω
dΛ tr
([
(1− e−h(t))I)
]−1))
=
1
1− e−h(t)
∫
Ω
dG˜tU˜t : U˜t (.)
Hence, trU˜t ∈ L1(Ω;dΛ) for a.a. t.
It is well-known that the first variation of g 7→
∫
Ω
dΛ logdetg is x 7→ g−1(x), as soon as g is
invertible Λ-a.e. in Ω. Since ∂tG˜
Λ
t =
(
G˜Λt U˜t
)Sym
in the weak sense, see (.), for every smooth
test function ψ : (0,1)→ R we have, in the sense of distributions D′(0,1),
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d
dt
E(G˜),ψ
〉
=
〈∫
Ω
dΛ logdet
(
I + e−h(t)(g − I)
)
,ψ′
〉
= −
〈∫
Ω
(
dG˜ΛU˜
)Sym
: (I + e−h(t)(g − I))−1,ψ
〉
= −
〈∫
Ω
dΛ
(
(I + e−h(t)(g − I))U˜
)
: (I + e−h(t)(g − I))−1,ψ
〉
= −
〈∫
Ω
dΛ trU˜ ,ψ
〉
.
This shows that (.) holds in the sense of distributions, but since the right-hand side is locally
L2 in time (due to (.) with h(t) > 0 locally bounded away from zero), it also holds almost
everywhere in (0,1). 
The main ingredient in our construction of recovery sequences later on will be
Lemma .. For a.a. t ∈ (0,1) we have
1
2
∣∣∣∣ ˙˜Gt ∣∣∣∣2 + 12 |h′(t)|2F(G˜t) + h′(t) ddt
(
E(G˜t)
)
≤ 1
2
e−h(t)
∣∣∣G˙t ∣∣∣2 ≤ 12
∣∣∣G˙t ∣∣∣2 . (.)
Let us slightly anticipate at this stage that our construction of recovery sequences will consist
in keeping the second Fisher information term and throwing away part of the third term on the
left, while the proof of the geodesic convexity of the entropy will on the contrary be based on
discarding F ≥ 0 and integrating by parts h′ dEdt .
Proof. We use the same framework as in the proof of Lemma . and keep the the same notations
(for U˜ , V˜ ,W˜ ). From (.) we compute
1
2
∫
Ω
dΛ
[
I + e−h(t)(gt − I)
]
U˜t : U˜t
+
1
2
|h′(t)|2
∫
Ω
dΛ
[
I + e−h(t)(gt − I)
]
V˜t : V˜t − h′(t)
∫
Ω
dΛ
[
I + e−h(t)(gt − I)
]
U˜t : V˜t
=
1
2
e−2h(t)
∫
Ω
dΛ
[
I + e−h(t)(gt − I)
]
W˜t : W˜t , (.)
and
1
2
∫
Ω
dG˜⊥t U˜t : U˜t +
1
2
|h′(t)|2
∫
Ω
dG˜⊥t I : I + h
′(t)
∫
Ω
dG˜⊥t U˜t : I =
1
2
∫
Ω
dG˜⊥t Ut : Ut . (.)
The sum of the left-hand sides of (.) and (.) is equal to the left-hand side of (.). Indeed,
the sum of the integrals in the first terms of (.) and (.) is exactly the squared metric de-
rivative
∣∣∣∣ ˙˜Gt ∣∣∣∣2 = ∫Ω dG˜tU˜t : U˜t of G˜. The sum of the second terms of (.) and (.) matches the
second term of (.) due to (.). Moreover,
−
∫
Ω
dΛ
[
I + e−h(t)(gt − I)
]
U˜t : V˜t +
∫
Ω
dG˜⊥t U˜t : I
= −
∫
Ω
dΛ
[
I + e−h(t)(gt − I)
]
U˜t :
((
I + e−h(t)(gt − I)
)−1 − I)+ tr∫
Ω
dG˜⊥t U˜t
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= −
∫
trU˜tdΛ +
d
dt
∫
tr G˜Λt +
d
dt
∫
tr G˜⊥t =
d
dt
(
E(G˜t )
)
.
We have used Lemma ., formulas (.) and (.), and the fact that the mass of G˜t ∈ P is
conserved. We conclude by estimating the sum of the right-hand sides of (.) and (.) exactly
as as in (.). 
The next result will essentially allow to integrate (.) in time all the way to t = 0,1, which
will be crucial later on but is a priori not legitimate so far since Lemma . and Lemma . only
give regularity locally in (0,1) at this stage.
Lemma .. Assume that h(0) = h(1) = 0 and that h′(t) is bounded away from 0 near t = 0 and t = 1.
Then t 7→ E(G˜t) is continuous at the endpoints 0 and 1.
Proof. Since t = 0 and t = 1 are completely symmetric we only prove the statement at 0. Observe
from Lemma . that G˜t → G˜0 = G0 in dFR as t → 0+, or equivalently in total variation. Since
TV is stronger than the weak-∗ convergence and due to the lower semi-continuity of the entropy
E for the weak-∗ convergence [, thm. .], we conclude immediately that t 7→ E(G˜t) is lower
semicontinuous at t = 0+ and therefore it suffices to prove the upper semicontinuity. We only
consider the case when E(G0) = E(G˜0) is finite, otherwise there is nothing to prove.
Step : Assume first that detg0(x) ≥ C > 0 is bounded away from 0. The curve G is AC2 with
values in P, thus by (.) and Lemma . it is also AC2 with values in the Banach space HTV . By
Morrey’s embedding [] we see that G : [0,1]→HTV is 12 -Hölder continuous. Thus,∫
Ω
dΛ|g0(x)− gt(x)|2 = ‖GΛ0 −GΛt ‖TV ≤ ‖G0 −Gt‖TV ≤ Ct1/2.
Consequently
∫
[|g0−gt |2>t1/4]dΛ ≤ Ct
1/4, whence∫
[g0−gt> t1/4√d I ]
dΛ ≤ Ct1/4. (.)
Then
E(G˜t) = −
∫
Ω
dΛ logdet
[
I + e−h(t)(gt − I)
]
= −
∫
[g0−gt> t1/4√d I ]
dΛ logdet
[
I + e−h(t)(gt − I)
]
−
∫
[g0−gt≤ t1/4√d I ]
dΛ logdet
[
I + e−h(t)(gt − I)
]
≤ −
∫
[g0−gt> t1/4√d I ]
dΛ logdet
[
(1− e−h(t))I
]
−
∫
[g0−gt≤ t1/4√d I ]
dΛ logdet
(
e−h(t)gt
)
≤ −d log
(
1− e−h(t)
)∫
[g0−gt> t1/4√d I ]
dΛ −
∫
[g0−gt≤ t1/4√d I ]
dΛ logdet
[
e−h(t)
(
g0 − t
1/4
√
d
I
)]
≤ −Ct1/4 log
(
1− e−h(t)
)
+

∫
[g0−gt> t1/4√d I ]
dΛ logdet
[
e−h(t)
(
g0 − t
1/4
√
d
I
)]
−
∫
Ω
dΛ logdet
[
e−h(t)
(
g0 − t
1/4
√
d
I
)]
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≤ −Ct1/4 log
(
1− e−h(t)
)
−
∫
Ω
dΛ logdet
[
e−h(t)
(
g0 − t
1/4
√
d
I
)]
+
∫
[g0−gt> t1/4√d I ]
dΛ logdetg0. (.)
The last inequality simply follows from e−h(t)(g0 − t1/4√d I) ≤ e
−h(t)g0 ≤ g0, and we exploited on sev-
eral occasions that detg0 is bounded away from zero to guarantee that g0 − t1/4√d I remains posi-
tive definite at least for small times. The first term in the r.h.s. of (.) behaves as t
1
4 | logh(t)|,
which tends to zero as t → 0+ due to our current assumptions on h. The second term tends to
−
∫
Ω
dΛ logdetg0 = E(G˜0). (Our temporary assumption that detg0 is bounded away from zero al-
lows to apply Lebesgue’s dominated convergence theorem and we omit the details.) Finally, the
third member tends to zero due to (.) and logdetg0 ∈ L1(dΛ), by absolute continuity of the
integral.
Step : for general g0 we argue now by approximation. Consider the curve
(Gn)t := S 1
n
(Gt),
and let (G˜n)t = Sh(t)(G
n
t ) be the perturbed curve constructed as before but starting now from G
n
instead of G. By (.) with h(t) ≡ 1n ,
|G˙nt |2 ≤ e−
1
n |G˙t |2 (.)
for a.a. t ∈ (0,1) and therefore Gn ∈ AC2(0,1;P). Obviously
detgn0 (x) = det
[
I + e−
1
n (g0(x)− I)
]
≥ det
[
(1− e− 1n )I
]
is bounded away from 0 (for fixed n), hence from step 
E(G˜n0) ≥ limsup
t→0+
E(G˜nt ). (.)
Note that by Lemma . the integrand in the entropy E(G˜nt ) is nondecreasing in n for any x ∈Ω (t
is fixed here), thus by Beppo Levi’s monotone convergence theorem
lim
n→∞E(G˜
n
t ) = E(G˜t) for all t ∈ [0,1]. (.)
Set
En+(t) :=
∫ t
0
[
d
ds
E(G˜ns )
]
+
ds, En−(t) := E(G˜nt )−En+(t).
That
[
d
dsE(G˜
n
s )
]
+
≥ 0 is indeed integrable in this definition follows from (.) and our assumption
that h′(t) is bounded away from zero (and positive) near t = 0. Recall from Lemma . that t 7→
E(G˜t) is locally absolutely continuous, so the only scenario possibly contradicting the upper semi-
continuity would be an initial upwards jump. In the limit n→ +∞ the “good part” En+ accordingly
contains the nondecreasing absolutely continuous part of E(G˜nt ), while the “bad part” E
n− contains
the nonincreasing absolutely continuous part together with any possible (asymptotically) “bad”
jump at t = 0+. Dropping the first two non-negative terms in (.) and integrating in time from
0 to small t > 0 implies that
0 ≤ En+(t) ≤
1
2inf[0,t] h′
∫ t
0
|G˙ns |2ds ≤ C
∫ t
0
|G˙s |2ds,
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where the last inequality follows from (.). Note that we have employed the fact that h′ is
positive and bounded away from 0 near t = 0. Since G is AC2 in the right-hand side, we infer that
limsup
t→0+
limsup
n→∞
En+(t) = 0. (.)
It is clear that En−(t) is a non-increasing function at least for t > 0. Using the elementary fact that
limn→∞(an + bn) = liminfn→∞ an + limsupn→∞ bn for any real sequences such that the first limit
exists, we estimate
limsup
t→0+
E(G˜t) = limsup
t→0+
lim
n→∞E(G˜
n
t ) = limsup
t→0+
lim
n→∞ (E
n−(t) +En+(t))
= limsup
t→0+
(
liminf
n→∞ E
n−(t) + limsup
n→∞
En+(t)
)
≤ limsup
t→0+
liminf
n→∞ E
n−(t) + limsup
t→0+
limsup
n→∞
En+(t)
(.)
= limsup
t→0+
liminf
n→∞ E
n−(t) ≤ sup
t>0
liminf
n→∞ E
n−(t).
Leveraging the time monotonicity En− ↓ for t > 0 we continue as
sup
t>0
liminf
n→∞ E
n−(t) ≤ liminfn→∞ supt>0
En−(t)
= liminf
n→∞ limsupt→0+
En−(t) ≤ liminfn→∞ limsupt→0+
(En−(t) +En+(t))
= liminf
n→∞ limsupt→0+
E(G˜nt )
(.)
= liminf
n→∞ E(G˜
n
0 )
(.)
= E(G˜0).

We start now carefully choosing some specific h(t) in order to retrieve quantitative information
Lemma .. For ε > 0 and a given path G ∈ AC2(0,1;PFR) with E(G0),E(G1) < +∞, let Gε be the path
obtained as
Gεt := Sh(t)Gt with h(t) := εmin(t,1− t).
Then Gε ∈ AC2(0,1;PFR), F(Gε) ∈ L1(0,1), and
1
2
∫ 1
0
∣∣∣G˙εt ∣∣∣2 dt + ε22
∫ 1
0
F(Gεt )dt ≤
1
2
∫ 1
0
∣∣∣G˙t ∣∣∣2 + ε(E(G0) +E(G1)). (.)
Proof. Take (.) and integrate by parts separately on the time intervals (δ,1/2) and (1/2,1 − δ)
for some small δ > 0 to obtain
1
2
∫ 1−δ
δ
∣∣∣G˙εt ∣∣∣2 dt + ε22
∫ 1−δ
δ
F(Gεt )dt +2εE(G
ε
1/2) ≤
1
2
∫ 1−δ
δ
∣∣∣G˙t ∣∣∣2 + ε(E(Gεδ) +E(Gε1−δ)). (.)
(Note that h′′(t) ≡ 0 separately inside both intervals.) The odd-looking term 2εE(Gε1/2) arises from
the two boundary terms at t = 1/2± in the two integrations by parts, and can be safely discarded
since it is non-negative. Let us point out that although this term is simply ignored here, it will be
crucial later on in our proof of the geodesic convexity, Theorem .
Our assumption that G ∈ AC2 together with Lemma . give a uniform bound for the right-
hand side
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limsup
δ→0
1
2
∫ 1−δ
δ
∣∣∣G˙t ∣∣∣2 + ε(E(Gεδ) +E(Gε1−δ)) = 12
∫ 1
0
∣∣∣G˙t ∣∣∣2 + ε(E(Gε0) +E(Gε1))
=
1
2
∫ 1
0
∣∣∣G˙t ∣∣∣2 + ε(E(G0) +E(G1)) < +∞
(since we assumed that the endpoints have finite entropy). As a consequence (.) holds with
δ = 0, which is exactly our claim. 
We now have enough technical tools to prove the Γ-convergence. For G0,G1 ∈ P and G ∈
C([0,1];P), let
ιG0 ,G1 (G) =
0 if G|t=0 = G0 and G|t=1 = G1+∞ otherwise
be the convex indicator of the endpoint constraints. For any G ∈ C([0,1];P) we define the kinetic
action
K(G) := 1
2
∫ 1
0
|G˙t |2FRdt,
with the usual convention that K(G) = +∞ whenever G < AC2(0,1;PFR). We also set
F (G) :=
∫ 1
0
F(Gt)dt
where the integral may be infinite.
Theorem . Let G0,G1 ∈ P with E(G0),E(G1) < +∞. Then
Γ − lim
ǫ→0
[
K+ ǫ
2
2
F + ιG0 ,G1
]
=K+ ιG0 ,G1 (.)
both in the strong uniform topology of C([0,1];P) and pointwise-in-time weak-∗ topology ofP ⊂ (C0(Ω;H))∗.
Proof. Since the strong uniform topology (w.r.t. to TV or dFR, equivalently) is stronger than the
pointwise weak-∗ topology, it suffices to prove the Γ − liminf for the latter topology and the Γ −
limsup for the former one.
The Γ− liminf is quite obvious since K is lower-semicontinuous w.r.t. pointwise-in-time weak-∗
topology (Proposition .), the convex indicator ιG0 ,G1 is also l.s.c., andK+ιG0,G1 ≤ K+ǫ2F +ιG0 ,G1 .
To prove the Γ − limsup, for any sequence εn → 0 it suffices to construct a recovery sequence
for (.). Moreover, we can restrict to curves G such that the right-hand side of (.) is finite,
that is, G ∈ AC2(0,1;PFR) with G(0) = G0, G(1) = G1 (otherwise there is noting to prove). Thus,
the desired recovery sequence Gn ∈ C([0,1];P) should satisfy
limsup
n→∞
{
1
2
∫ 1
0
|G˙nt |2dt +
ε2n
2
∫ 1
0
F(Gnt )dt
}
≤ 1
2
∫ 1
0
|G˙t |2 (.)
with Gn(0) = G0 and G
n
1 = G1. By (.), the sequence G
εn from Lemma . does the job. Indeed,
the time-continuity of Gεn follows from Lemma .. It remains to check that Gεn → G in the
uniform topology of C([0,1];P). From the representation formula (.) for solutions of the heat
flow we compute explicitly
‖Gεnt −Gt‖TV =
∥∥∥∥(ΛI + e−εnmin(t,1−t)(Gt −ΛI))−Gt∥∥∥∥
TV
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=
(
1− e−εnmin(t,1−t)
)
‖Gt −ΛI‖TV ≤
(
1− e−εnmin(t,1−t)
)
(‖Gt‖TV + ‖ΛI‖TV )
= 2
(
1− e−εnmin(t,1−t)
)
→ 0
uniformly in t as εn → 0. By the lower bound in (.) and Lemma . we conclude that
d2FR(G
εn
t ,Gt) ≤ Cd2H (Gεnt ,Gt) ≤ C‖Gεnt −Gt‖TV → 0
uniformly in t as εn → 0, and the proof is complete. 
As an immediate and natural consequence we have that the ε-geodesics (minimizers ofK+ε2F )
converge to FR-geodesics (minimizers of K):
Corollary .. Let εk ց 0 and Gk be the corresponding solution of the Schrödinger problem (.) with
ε = εk and E(G0), E(G1) <∞. Then there exists G ∈ C([0,1];P) such that, up to a subsequence,
Gkt −−−−→
k→∞
Gt weakly-∗
for every t ∈ [0,1], and G solves the geodesic problem (.). Moreover,
2Sεk (G0,G1)→ d2FR(G0,G1).
Proof. Recall that Γ-convergence precisely guarantees that limits of minimizers are minimizers,
[, Theorem .], thus in view of Theorem  it suffices to prove that the set of minimizers {Gk}
is relatively compact in the pointwise-in-time weak-∗ topology. Indeed, the AC2-energies of the
curves Gk are uniformly bounded since
K(Gk) ≤ K(Gk) + ǫ
2
k
2
F (Gk) ≤ K(G1) + ǫ
2
k
2
F (G1) ≤ K(G1) + ǫ
2
1
2
F (G1) < +∞.
By the fundamental estimate (.) with mkt =M = 1 on P we get
∀ t, s ∈ [0,1], ∀k ∈N : ‖Gks −Gkt ‖TV ≤ C |t − s|1/2.
Arguing as in the proof of Lemma ., we deduce that there exists a TV -continuous curve
(Gt)t∈[0,1] connecting G0 and G1 such that
∀t ∈ [0,1] : Gkt → Gt weakly-∗
along some subsequence k→∞. 
Remark .. If E(G0) or E(G1) are infinite, a careful regularization (involving of course the heat
flow) allows to prove that the εn-geodesics with suitably regularized endpoints G
n
0 ,G
n
1 → G0,G1
still converge to the geodesic with endpointsG0,G1. The statement and proof both become slightly
more involved (essentially one should make sure to regularize enough so that εn[E(G
n
0 )+E(G
n
1)]→
0), and we omit the details for the sake of brevity.
We finish this section with a slightly different and perhaps unexpected consequence of our
previous construction of the regularized curves:
Theorem . The entropy E : P→ R+ is 12 -geodesically convex for the Fisher-Rao distance, namely for
any G0,G1 ∈ P and any FR geodesic (Gθ)θ∈[0,1] joining G0,G1 there holds
E(Gθ) ≤ (1−θ)E(G0) +θE(G1)−
1
4
θ(1−θ)d2FR(G0,G1) for all θ ∈ (0,1). (.)
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Proof. Observe that our statement is vacuous if either of the endpoints G0,G1 has infinite entropy,
thus we need only consider E(G0),E(G1) < +∞. Pick any geodesic (Gt)t∈[0,1], fix θ ∈ (0,1), and let
Hθ(t) :=

1
θ
t if t ∈ [0,θ],
− 1
1−θ (t − 1) if t ∈ [θ,1]
be the hat function centered at t = θ with height 1 and vanishing at the boundaries. Setting
h(t) := εHθ(t) for small ε > 0, let
Gεt := Sh(t)Gt
be the perturbed curve constucted as before. Integrating (.) in time separately on [0,θ] and
[θ,1], discarding the nonnegative Fisher information term, and leveraging the continuity of the
entropy from Lemma . (with Gεt = Gt at the endpoints t = 0,1), we get
1
2
∫ 1
0
∣∣∣G˙εt ∣∣∣2dt +0+ εθ
[
E(Gεθ)−E(G0)
]
+
ε
1−θ
[
E(Gεθ )−E(G1)
]
≤ 1
2
∫ 1
0
e−εHθ(t)
∣∣∣G˙t ∣∣∣2dt.
Because Gε is an admissible curve connecting G0,G1 the first term in the left-hand side is larger
than the AC2 energy of the minimizing geodesic G: Multiplying by θ(1−θ)/ε > 0 and rearranging
gives
E(Gεθ ) ≤ (1−θ)E(G0) +θE(G1) +
θ(1−θ)
2
∫ 1
0
e−εHθ(t) − 1
ε
|G˙t |2dt.
Since Gε → G weakly-∗ for any fixed time, the lower semicontinuity of the entropy allows to take
the liminf as ε → 0 in the left-hand side. For the right-hand side, observe that because G is a
minimizing geodesic it has constant speed, |G˙t |2 = cst = d2FR(G0,G1). As a consequence we get
E(Gθ ) ≤ liminf
ε→0
E(Gεθ)
≤ (1−θ)E(G0) +θE(G1) + lim
ε→0
θ(1−θ)
2
d2FR(G0,G1)
∫ 1
0
e−εHθ(t) − 1
ε
dt
= (1−θ)E(G0) +θE(G1)− θ(1−θ)2 d
2
FR(G0,G1)
∫ 1
0
Hθ(t)dt.
Our statement finally follows from
∫ 1
0
Hθ(t)dt =
1
2 for all θ. 
Appendix A. Some technical lemmas
LemmaA. (Constant-speed reparametrization). Let (Gt ,Ut) be a curve connectingG0,G1 with finite
energy
E[G,U ] =
∫ 1
0
∫
Ω
dGtUt :Utdt < +∞.
Then there exists a curve (Gˇt , Uˇt)t∈[0,1] connecting Gˇ0 = G0 to Gˇ1 =G1 with
‖Uˇt‖L2(dGˇt ) ≡ cst and E[Gˇ, Uˇ ] =
(∫ 1
0
‖Ut‖L2(dGt )dt
)2
≤ E[G,U ]
with strict inequality unless ‖Ut‖L2(dGt ) is constant in time.
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Proof. The argument is fairly standard (see e.g. [, lemma .] or [, lemma ..]) hence we only
sketch the idea. Consider the change of time variable
s(t) :=
∫ t
0
‖Uτ‖L2(dGτ )dτ, and t(s) := min{t ∈ [0,1] : s(t) = s}
(t is the left inverse of s). Setting
G˜s :=Gt(s), U˜s :=
Ut(s)
‖Ut(s)‖L2(G˜s)
gives an admissible path connecting G˜0 = G0 to G˜L =G1 in time s ∈ [0,L] with
L = s(1) =
∫ 1
0
‖Uτ‖L2(dGτ )dτ
and unit speed ‖U˜s‖L2(dG˜s ) ≡ 1. This is clear at least formally from the chain-rule
∂sG˜s =
dt
ds
(s)∂tGt(t(s)) =
1
ds
dt (t(s))
(
Gt(s)Ut(s)
)Sym
=
1
‖Ut(s)‖L2(dGt(s))
(
Gt(s)Ut(s)
)Sym
= (G˜sU˜s)
Sym
and can be made rigorous since the denominator ‖Ut(s)‖L2(dGt(s)) only vanishes at the discontinuity
points of t(s), which are countable (being tmonotone nondecreasing) and therefore ds-negligible.
Scaling t = Ls
(Gˇt , Uˇt) := (G˜tL,LU˜tL) for t ∈ [0,1]
back to the unit interval and noticing that ‖Uˇt‖L2(dGˇt ) ≡ L is constant, we get
E[Gˇ, Uˇ ] =
∫ 1
0
‖Uˇt‖2L2(dGˇt )dt =
∫ 1
0
L2dt = L2
=
(∫ 1
0
‖Uτ‖L2(dGτ )dτ
)2
≤
∫ 1
0
‖Uτ‖2L2(dGτ )dτ = E[G,U ]
as desired. (The inequality is strict unless (G,U ) has constant speed as in our statement). 
Lemma A. (Refined Banach-Alaoglu []). Let (X,‖ · ‖) be a separable normed vector space. Assume
that there exists a sequence of seminorms {‖ · ‖k} (k = 0,1,2, . . . ) on X such that for every x ∈ X one has
‖x‖k ≤ C‖x‖
with a constant C independent of k,x, and
‖x‖k →
k→∞
‖x‖0.
Let ϕk (k = 1,2, . . . ) be a uniformly bounded sequence of linear continuous functionals on (X,‖·‖k), resp.,
in the sense that
ck := ‖ϕk‖(X,‖·‖k)∗ ≤ C.
Then the sequence {ϕk} admits a converging subsequence ϕkn → ϕ0 in the weak-∗ topology of X∗, and
‖ϕ0‖(X,‖·‖0)∗ ≤ c0 := liminfk ck . (A.)
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Lemma A. (Refined Arzelà-Ascoli [, ]). Let (X,̺) be a metric space. Assume that there exists
a Hausdorff topology σ on X such that ̺ is sequentially lower semicontinuous with respect to σ. Let
(xk)t , t ∈ [0,1], be a sequence of curves lying in a common σ-sequentially compact set K ⊂ X. Let it be
equicontinuous in the sense that there exists a symmetric continuous function ω : [0,1] × [0,1] → R+,
ω(t, t) = 0, such that
̺((xk )t , (x
k )t¯) ≤ ω(t, t¯). (A.)
for all t, t¯ ∈ [0,1]. Then there exists a ̺-continuous curve xt such that
̺(xt ,xt¯ ) ≤ ω(t, t¯), (A.)
and (up to a not relabelled subsequence)
(xk)t → xt (A.)
for all t ∈ [0,1] in the topology σ.
Proof of Proposition .. First of all, let us show that the right-hand side is always finite and that
the minimum is always attained. For any fixed A1 ∈ H+ it is easy to check that (At ,Ut) := (t2A1, 2t I)
gives an admissible path connecting A0 = 0 to A1 with finite energy. In particular any two matri-
ces A0,A1 ∈ H+ can be connected through zero as A0{ 0{ A1 with finite cost, thus the problem
is proper. For fixed A0,A1 consider now a minimizing sequence (A
n
t ,U
n
t )t∈[0,1]. Note that our
Lemma . applies in particular when Ω = {x} is a one-point space, which gives here equicontinu-
ity and pointwise relative compactness in the form
|Ant −Ans |2 ≤ C |t − s|
1
2 , mnt = trA
n
t ≤M, s,t ∈ [0,1]
uniformly in n. By the classical Arzelá-Ascoli theorem we get, up to extraction of a subsequence if
needed,
An → A uniformly in C([0,1];H+).
This immediately shows that the matrix-valued measure µn := Ant dt→ Atdt =: µ at least weakly-∗
onH+(0,1). Because ‖Un‖2
L2(dµn) =
∫ 1
0
AntU
n
t :U
n
t dt ≤ C, an easy application of our Banach-Alaoglu
variant (lemma A.) in varying L2(dµn) spaces gives a limit U ∈ L2(dµ) with∫ 1
0
AtUt :Utdt ≤ liminf
n→∞
∫ 1
0
AntU
n
t :U
n
t dt
and such that
∫ 1
0 A
nUn : V dt →
∫ 1
0 AU : V dt for any reasonably smooth test function V . This
shows that this limit (At ,Ut)t∈[0,1] is an admissible curve joining A0,A1 with energy E[A,U ] ≤
liminfE[An,Un] and this pair is therefore a minimizer.
In order to identify now the left-hand side and the right-hand side of (.) we proceed in two
steps.
Step : assume that A0,A1 ∈ H++(d) are positive definite, and let Aˇ0,1 := r(A0,1) be the correspond-
ing real extensions as defined in (.). From Proposition . there holds d2B(A0,A1) =
1
2W
2
2 (N (Aˇ0),N (Aˇ1)).
In this real setting it is known [, Prop. A] that
W 22 (N (Aˇ0),N (Aˇ1)) =
1
4
min
Aˇ∈A(Aˇ0,Aˇ1)
∫ 1
0
AˇtUˇt : Uˇt dt,
where the infimum runs of course over real pairs dAˇtdt = (AˇtUˇt)
Sym with Uˇt ∈ S (2d). Complexifying
back (Aˇ, Uˇ ){ (A,U ) gives the result.
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Step : if now either A0 or A1 are only semi-definite we approximate A
n
0 := A0 +
1
n I → A0 and
An1 := A1 +
1
n I → A1. Clearly An0,1 ∈ H++ are positive-definite, hence step  applies.
Note from (.) that the left-hand side of (.) is of course continuous in A0,A1, hence it suffices
to show that the optimal value in the right-hand side is continuous for this particular choice of
An0,1 → A0,1. Observe that
J ∗(A0,A1) :=
1
4
min
A(A0,A1)
∫ 1
0
AtUt :Utdt
is a well-defined function of A0,A1 ∈ H+, and we proved earlier that there always exists a mini-
mizer. Arguing precisely as for the existence of the minimizers, cf. also Lemma ., it is easy
to prove that J ∗ is lower semi-continuous in both arguments. Indeed, up to a subsequence,
any sequence (Ant ,U
n
t )t∈[0,1] of minimizers in J ∗(An0,An1) converges to an admissible candidate
(At ,Ut)t∈[0,1] connecting A0,A1, hence J ∗(A0,A1) ≤ E[A,U ] ≤ liminfE[An,Un] = liminfJ ∗(An0 ,An1)
(regardless of the particular form of An0,A
n
1).
In order to establish the upper continuity, let A0 = RD0R∗ be a spectral decomposition of A0
and note that obviously An0 = A0 +
1
n I = R(D0 +
1
n I)R
∗. Since An0 and A0 commute it is easy to check
that
An0t := R
(1− t)√D0 + t
√
D0 +
1
n
I

2
R∗, Un0t := 2R

√
D0 +
1
n
I −
√
D0
R∗√A−10t
defines an admissible path (An0t)t∈[0,1] between A0 and A
n
0. Moreover, a straightforward computa-
tion shows that the corresponding energy is
1
4
∫ 1
0
An0tU
n
0t :U
n
0t dt =
∣∣∣∣√D0 −√D0 + I/n∣∣∣∣2
2
−−−−→
n→∞ 0. (A.)
(Actually this path is exactly the Bures geodesic between A0,A
n
0 .) A similar construction yields a
path (An1t)t∈[0,1] connecting A
n
1 to A1 with cost
1
4
∫ 1
0
An1tU
n
1t :U
n
1t dt =
∣∣∣∣√D1 −√D1 + I/n∣∣∣∣2
2
−−−−→
n→∞ 0, (A.)
where D1 is the spectral decomposition of A1 = QD1Q∗. Now pick a minimizer (A˜t , U˜t)t∈[0,1] in
the definition of J ∗(A0,A1) and fix a small θn ∈ (0,1) to be determined shortly. Rescaling in time
and concatenating the paths An0 { A0 { A1 { A
n
1 in the intervals t ∈ [0,θn], t ∈ [θn,1 − θn], and
t ∈ [1 − θn,1], respectively, we obtain an admissible path (Aˆn, Uˆn) from An0 to An1 whose energy is
bounded as
4J ∗(An0,An1) ≤
∫ 1
0
Aˆnt Uˆ
n
t : Uˆ
n
t dt
=
1
θn
∫ 1
0
An0tU
n
0t :U
n
0t dt +
1
1− 2θn
∫ 1
0
A˜tU˜t : U˜t dt +
1
θn
∫ 1
0
An1tU
n
1t :U
n
1t dt.
By (A.), (A.) we see that the first and third integrals in the right-hand side tend to zero, while
the second integral is exactly 4J ∗(A0,A1) by definition of (A˜, U˜ ). Choosing θn → 0 sufficiently
slowly and taking limsup in the previous inequality gives
limsup
n→∞
4J ∗(An0,An1) ≤ 0+ limn→∞
1
1− 2θn
∫ 1
0
A˜tU˜t : U˜t dt +0 = 4J ∗(A0,A1)
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and the proof is complete. 
Proof of Proposition .. Let ρ0 = N (A0) and ρ1 = N (A1). By [, Thm. . and Thm. .], if one
could write the (f ,g) transform ρ0 = f0g0ρ1 = f1g1 (A.)
for (ft)t∈[0,1] a forward solution of the heat equation with initial datum f0 and (gt)t∈[0,1] a backward
solution with terminal datum g1, then the solution of (.) would be given by
ρt = ftgt .
Since the product of Gaussian distributions is Gaussian, it is legitimate to try and solve for f0 =
N (B0) and g1 =N (C1) as Gaussians. Since the heat flow for Gaussians is explicitly given by (.)
we see that the corresponding forward and backward solutions readft =N (Bt) with Bt = B0 +2tIgt =N (Ct) with Ct = C1 +2(1− t)I
Exploiting the algebraic product rule N (B) ×N (C) = N
(
[B−1 +C−1]−1
)
, we see that, given A0,A1
the Schrödinger system (A.) is equivalent to solvingN (A0) =N (B0)N (C0)N (A1) =N (B1)N (C1) ⇔
A
−1
0 = B
−1
0 + [C1 +2I]
−1
A−11 = [B0 +2I]
−1 +C−11
in B0,C1 ∈ S++. It is then a simple exercise to check that this system has a unique solution, and in
particular the covariance At of ρt = ftgt is fully determined by
A−1t = [B0 +2tI]−1 + [C1 +2(1− t)I]−1.

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