The factors affecting the precision of the flow injection doublet peak method are discussed with particular reference to the contribution from the uncertainty associated with the calibration procedure. A single-line flow injection manifold was used in which the concentration gradients were generated by alternating helical reactors and the reaction products were monitored by a simple detector incorporating diodes as light source and intensity transducer. The reactions between lanthanum and Methyl Thymol Blue and between sodium hydroxide and hydrochloric acid in the presence of Bromothymol Blue were used. Optimization studies involved the method of steepest ascent, two figures of merit (the slope of the calibration and the standard deviation of a measured concentration) and two parameters (pump speed setting and the number of segments in the alternating helical reactor). The resulting minimum uncertainties, which ranged from 3 to 9%, were found to be insensitive to changes in experimental parameters. The major contribution to the uncertainty in a determined concentration was found to be the scatter of the points about the regression line fitted to the calibration data. Alternative approaches to flow injection peak width methods are discussed and it is pointed out that the doublet peak method has the unique feature of giving rise to an inherently linear calibration function, because the reference points at which the time interval is measured are not fixed at a particular value of the detector response for all concentrations.
literature. Various other names for these methods have been proposed: 'pseudo-titrations',ll 'flow injection titrations'I2 and 'variable-time kinetic methods'.5 All methods are subsets of time-based determinations of which most are peak-width methods.
The development of a comprehensive set of equations to describe the concentration-time profile of an analyte in a well stirred tank was completed by Pardue and co-workers in a series of papers. [5] [6] [7] [8] [9] The most recent of these is a thorough review of the previous work.9 Equations were derived using a variable-time kinetic model for single-and double-line FI systems, with and without reaction. Experimental situations in which the reactant is in excess were included in the derivation. Calibration equations for time intervals on the leading edge, trailing edge and for the peak width of the FI peak were also derived; in all instances the mathematical relationship between Atrp and the logarithm of concentration is non-linear. For reference points at equal concentrations on the leading and trailing edges of a peak, Linear relationships are obtained when the reference point concentration is much less than the injected analyte concentration. All symbols used in this paper are defined in Table 1 .
Work by TysonlO.12 focused on the use of the time interval between doublet peaks as the analytical parameter for timebased determinations. Doublet peaks are obtained when the injected analyte slug is in excess over the reagent stream as the
Introduction
Equations that describe the concentration-time profile of a flow injection (FI) peak have been developed in the past 15 years as a result of work by a number of researchers.l. 2 Equations that accurately describe the shape of an FI peak under the conditions of laminar flow have not been derived, but the theoretical model and equations that describe the passage of a slug of analyte through a well stirred tank have been developed;3-10 these equations form the basis of most of the work in the area of FI peak-width methods, in which a time interval on the concentration-time profile of an FI peak is the analytical parameter of interest.
Early work in this area by RfiiiEka and co-workers334 established the basis of FI determinations based on time, employing the width of an FI peak instead of peak height as the quantitative parameter of interest, The semi-logarithmic relationship between the time interval between fixed reference points (Atrp) and concentration was established in this work using a tanks-in-series model reduced to one tank. Determinations were termed 'continuous flow titrations',3 a term which has been the source of some debate in the To whom correspondence should be addressed. slug passes through the detector. Two peaks are observed: one as a result of the reaction between the front boundary of analyte and the reagent stream and the other as a result of the reaction between the rear boundary of the analyte and the reagent. Doublet peaks are not observed if the sample concentration-time profile is monitored; typically, the absorbance of the product of a complexometric reaction or the absorbance of an acid-base indicator is monitored. Equations that describe the passage of the analyte through the well stirred tank were derived for single-and double-line situations. The concept of dispersion was used to develop a linear relationship between the time interval between equivalence points (Ate.,) and the logarithm of concentration:
Equivalence points are a function of concentrations of sample and reagent and are not fixed reference points. Jordan and Pardue13 have recently shown that the agreement between theoretical and experimental concentration gradients in a well stirred tank is excellent. Another paper14 evaluated different methods of analysing data from an FI experiment. Calibration equations for time intervals taken from different reference points on the FI concentration gradients were evaluated. The effect of changes in experimental variables (such as flow rate) on the use of At data was compared with peak-height and peak-area methods.
Recent work by Carroll and Tyson1-5-17 has extended the capabilities of FI doublet peak methods. Inexpensive LEDbased detectors have been designed and developed for use in doublet peak methods.15>16 A diode laser has also been employed as the light source. 17 A second-generation instrument, the doublet peak detector (DPD), has three LEDs (red, yellow and green) and a diode laser light source. A microprocessor is used to store transmittance versus time data for a single injection; the peak maxima are determined and the time interval is output to a liquid-crystal display. Work by Echols and Tysonl8 focused on the mixing device used to create the concentration gradients in the doublet peak method. A static mixer termed the alternating helical reactor (AHR) was chosen as a suitable alternative to well stirred tanks. The straight-line fit of data ( A t versus In CJ, the relatively large slopes of calibration plots and the ease of construction were reasons for choosing these mixers over knotted reactors, single-bead string reactors and other static mixers. Simple determinations employing the AHR as mixing devices were described and the uncertainty in such determinations was addressed. The standard deviation of a determined concentration ,19 ( 
3)
was used to calculate confidence intervals that reflected the overall uncertainty of a determination. In the derivation of this equation it is assumed that the errors in y values are uniform and that there are negligible errors in the x values. For this work, all y represent At terms and all x represent in C,
terms.
Previous work has shown that the confidence limits for doublet peak determinations of zinc and hydroxide ion were approximately +9% of the known amount of analyte.18 The percentage differences of determinations (analyte content versus analyte found) were within these limits, typically +5%.
It was thought that the precision of the method could be improved by an increase in the slope of the At-ln C, plot. A decrease in sylx would also improve the precision, but sYlx is a measure of random fluctuations around the regression curve19 and hence is difficult to optimize. The standard error of the estimate can be decreased by increasing n, the number of data points used in the regression, but not by setting experimental parameters to optimum values. This work focused on increasing the slope as a means of experimentally controlling the precision.
Experiments describing the optimization of the slope versus flow rate and mixing device volume are presented in this paper. The uncertainty of FI peak-width methods is discussed with consideration of these data; some previous misconceptions about the precision of FI doublet peaks are addressed. The two equations, Eqns. (1) and (2), that describe the time interval between doublet peaks (or peak width for a single peak) are evaluated. 
Experimental

Apparatus
Reagents
Lanthanum-methyl thymol blue reaction
Lanthanum(ri1) standards over a range of concentrations from 10.44 pprn (7.520 x rnol I-l) to 104.4 pprn (7.520 X rnol 1-l) were prepared by dilution of 2626 pprn (1.890 x rnol 1-l) lanthanum chloride stock solution standardized against EDTA. Appoximately 3 x rnol I-' Methyl Thymol Blue (MTB) solutions were prepared from analytical reagent grade MTB (95% purity). (Aldrich, Milwaukee, WI, USA). All solutions were buffered to pH 6.2 with acetic acidacetate buffer.
Sodium hydroxide-hydrochloric acid reaction
Hydroxide ion solutions over a range of concentrations from 8.15 x to 1.63 x rnol I-] were prepared from a 0.345 rnol I-' stock standard solution. An approximately 6 x rnol 1-1 Bromothyol Blue (BTB) solution was used as the reagent stream; the pH of the BTB solution was adjusted to 3.45 with hydrochloric acid.
Procedures
The complexometric reaction between lanthanum and MTB was used in the optimization study. Four replicate injections of each standard were made and the absorbance-time product profile of the reaction was monitored at 610 nm. The volume of the mixing device and the flow rate were the control factors for the slope optimization experiments. In order to avoid experimental complications, the mixer volume was represented by the number of segments in the AHRs and the volumetric flow rate was represented by pump setting on the Ismatec pump. Thus, changes in the variables could be made in unit steps. The method of steepest ascent was used as the algorithm for the optimization; with the experimental diffi culty of not being able to vary either control factor continu ously, the simplex method could not be used. The factor space was limited by the volume of the mixer and by the pump setting; it was not practical to use mixers with a large number (>20, approximately 2.0 ml) of segments because of the time requirements of the detector. Flow rates from pump settings of less than 5 (approximately 11 µ.I s-1) were not feasible as a result of pulsing of the flow in the peristaltic tubing.
An initial factor space was established at the edge of the experimental parameters used in previous work's (experi ments 1-4). Experiments 5 and 6 'stepped' in the directions dictated by the first factor space; a second factor space was established by experiments 7-10. Experiment 11 was per formed as a check on the results. The statistics required for eqn. (3), slope, S y /x, y, � and �2, were obtained using The unknown concentrations were chosen so as to be away from the centroid of the calibration (where the confidence interval is at a minimum) towards both the upper and lower ends of the calibration range.
Results and Discussion
Optimization
Results from the slope optimization are given in Table 2 and displayed in Fig. 1 . Approximate volumes and flow rates are listed for reference, but were not used in the optimization. The first factorial (experiments 1-4) dictated stepping in the direction used in experiments 5-7; the second factorial indicated that a plateau had been reached at the edge of the boundaries chosen for the experiment. It is not surprising that the highest slope is obtained for conditions of the largest AHR and the slowest flow rate. It was thought that the effect of one of the two variables on the slope would be greater than observed, resulting in a different maximum than obtained with experiment 10.
The maximum obtained, a slope of 40.4 s for a 21-segment AHR and a pump setting of 05, is predicted by eqn. (1) for well stirred tank conditions, but not for the flow conditions established in the AHRs. The consequence of the experiment not being performed under well stirred conditions can be seen in an examination of mixers at the same pump setting (e.g., experiments 2 and 4 and experiments 7 and 10). This does not apply universally because there is a marked increase from 15 to 18 segments at a pump setting of 05 (experiments 6 and 7). These results indicate that the condition of slow flow rate is most important in establishing a steep slope. The increase in slope obtained by increasing the length of the mixers by a length of three segments is not as great as the increase in slope with a decrease in flow setting of 1-2 units.
Uncertainty in Determinations
The precision of the FI time-based method is reflected by the percentage confidence limits in Table 1 . For the La 111 stan dards used in creating the calibration plots for the La-MTB system, the square-root term of eqn. (3) is constant for all experiments (0.599). Hence, in comparing the precision of the experiments, it is the slope and the standard deviation of the estimate that determine whether one set of experimental conditions is better than another. For these data, the s x 0 values do not vary much over the response surface. A plot of Sx 0 versus the number of segments of the AHR and the pump setting illustrates this (Fig. 2) .
Application of the F-test (ratio of variances) shows that there is a statistically significant difference between the Sx 0 of experiment 10 and the s x0 of experiments 9 and 11. For other results no clear trend was visible. It was found that the variation in S y tx as a result of experiments performed over a period of days offsets any increases in the slope. Hence the standard deviation of the determined concentration is rela tively insensitive to variations in experimental conditions. For the example concentration listed in Table 2 , it is reasonable to expect confidence intervals of 5-9% for determinations based on the time separation between doublet peaks.
The results of the NaOH-HCl experiments were similar to those discussed above ( Table 3 ). The conditions for these experiments were chosen in the region near the steepest slope of the La-MTB experiments. Lower Sytx values resulted in smaller confidence limits. The better fit of the calibration data to a straight line can be attributed to the sharp transitions that occur at the peak maxima in the doublet peaks of acid-base systems and to the greater number of points used in the calibration (n = 25). Locating the second doublet peak maximum for a metal-ligand system is more difficult because the second doublet is generally broad. These results are slightly better than those in Table 2 ; it is reasonable to expect an uncertainty in the range of 3--6% for the sample determina tion of NaOH.
Compa.rison with Previously Published Work
It is difficult to compare the results discussed above with the work of Pardue and co-workers because of the Jack of Fig. 3(A) in ref. 6 ]. The value of s x0 for these data would be an improvement of a factor of two over the values reported in Table 2 . Pardue and Jager 7 reported better straight-line fits for the reaction of triiodide and thiosulfate with electrochemical detection. A slope of 47.4 s and Syfx of 0.29 s for a plot of /1t versus In C s are a factor of 6-8 better than the doublet peak results reported above. The confidence limit for such a system would be less than 1 % , an improvement on the results in Table  1 and 2.
Although the comparison of uncertainties of the two methods indicates that the single-peak method is more precise than the doublet peak method, some of the conclusions reached in a previous paper 9 are misleading. There the authors correctly derived an equation for relative concentra tion error (i.e., a parameter relating to the accuracy of the method), but then substituted into this values for parameters relating to precision. However, their conclusion, namely that the over-all uncertainty in the doublet peak method can be very high, is not disputed. If the treatment developed here is applied to the data published in ref. 10 , the confidence intervals about calculated concentration values would be close to 100% owing to the small slope and the scatter of the limited number of points about the regression line.
Previous work has shown that some static mixing devices (such as large-diameter tubes or coiled tubing) are not suitable alternatives to the well stirred tank because of the relatively flat slope of the /1t-ln C s plots. The concept of the 'apparent' or 'effective' well stirred mixing chamber volume has been used to describe this. 1s The effective volume is the volume required to provide the same slope at the same flow rate (V eff = bQ). AHRs behave qualitatively as well stirred tanks, but have Ve tt that are 2-3 times less than the actual volumes of the mixers. Some of the static mixers is had Y e tt that did not increase with an increase in real volume. That was the case for the mixer used in the preliminary work on doublet peaks;io hence it is inappropriate to compare those data with data obtained with a well stirred tank. Alternating helical reactors were chosen as a suitable alternative mixing device to the well stirred tank because the effective volume (and slope) could be increased to values that would reduce the large uncertainty observed in the early work.
Comparison of .it Equations
Eqns. (1) and (2) have been the source of some confusion over the past decade on the issue of linearity of the !l.t-ln C, plot. 9, IO The dispute has been academic, because the equations are the same; either equation can be derived from the other equation using the relationship CsC, C e p = C,p = ----
where C e p and C.r are equivalence points and reference points on the FI peak. 9 . IO Both equations have been used as the theoretical basis for obtaining a linear Llt-ln C, relation ship. 6,7, IO For eqn. (2) the linear relationship is exact, whereas for eqn. (1) it is appropriate for situations in which the reference point concentration is much less than the sample concentration (C,p << Cs). The latter assumption does not affect the uncertainty in time-based FI methods as evidenced by the results discussed above. The validity of eqn. (2) has finally settled on the question of the validity of the assumption that the product profile mimics the sample (reactant) profile. This assumption is important because equations used in obtaining eqn. (2) are derived for an injected sample with no reaction and as a result of the experimental requirement that the product profile must be monitored. Slow chemical reactions tJ and diffusion effects 9 have been cited as the reasons why the assumption is not valid. The rate of the reaction is not a factor for the chemical systems studied to date. Simulations have shown that the rate constant for a reaction does not have to be very large (k of at least 1.0 s-1 for a first-order reaction) in order for the product profile to match the theoretical sample profile (for no reaction). There has been no evidence that the effects of diffusion invalidate the linear At-In c. relationship that is obtained with the doublet peak work. Further, the effect of molecular diffusion on the over-all dispersion in the mixing chamber is negligible in mixing devices in which the flow is significantly disrupted. This is the case with well stirred tanks and with the AHRs.
In using the single-peak method, a fixed reference point concentration is chosen to established the detector response between which the time interval is measured.6, 7 Pardue and Jordan 9 described several alternative approaches for measur ing 6.t, p on different parts of the concentration-time profile. In the doublet peak method, the doublet peak maxima are the reference point concentrations and are also the equivalence point concentrations. In the typical experiment a range of c. are injected into a constant C,; C e p increases slightly with increasing c. [see eqn. (4)). The important thing to note is that C r p are not fixed; they are are established by the chemistry of the system, rather than being measured at a fixed concentra tion. This is a feature unique to the doublet peak method and is the reason why the mathematical relationship between At e p and Inc. is linear without approximation.
Overriew of Doublet Peak Method
The focus of our recent work has been on practical rather than theoretical aspects of time-based Fl methods of analysis. 9, 1s -1s For reasons of simplicity and for the fundamental reason that doublet peaks will not form in double-line manifolds, a single line manifold was used in these experiments. Work in establishing solid-state detectors and using static mixing devices has simplified the experimental requirements of the method.15-17 Solid-state detectors cannot be used in the same manner if At is measured at reference points at the base of FI peaks because of the drift of the LED and diode laser light sources. Detection is further simplified by the ease with which the variable reference points ( doublet peak maxima) can be located with an integrator or simple microprocessor. The large linear dynamic ranges reported earlier are still a feature of doublet peak methods. However, as the number of orders of magnitude in a At-In C, plot increases, there is a substantial decrease in precision. The results presented above indicate that it is not necessary to operate under experimental conditions that result in the steepest slope; hence it is reasonable to expect to be able to obtain two orders of magnitude in a calibration plot without a great decrease in precision.
Conclusions
The 95% confidence limits of FI doublet peak determinations incorporating alternating helical reactions and an LED-based detector are in the range 3-9% around the true value. This is as good a precision as can be expected under existing operating conditions and is much better than that previously attributed to the doublet peak method. Experimental condi tions of large mixer volume and slow flow rate result in a maximum slope, but this does not decrease the uncertainty in a given determination because of the scatter around the fit of data to the At-Inc. relationship (s y ix), The response surface for a plot of uncertainty versus flow rate and AHR length is reasonably flat. Operating conditions that yield a lower slope but do not sacrifice precision are advantageous in increasing the number of orders of magnitude covered by one calibra tion.
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