Abstract. In this paper we present an overview of results for discrete trigonometric and hyperbolic systems. These systems are discrete analogues of trigonometric and hyperbolic linear Hamiltonian systems. We show results which can be viewed as discrete n-dimensional extensions of scalar continuous trigonometric and hyperbolic formulaes.
Introduction
In this paper we study the discrete trigonometric and hyperbolic systems and certain properties of their solutions. A motivative factor for this research were results, especially from [16] , which are known for continuous trigonometric and hyperbolic systems -but they do not have discrete analogues yet. We present a compact theory for discrete trigonometric and hyperbolic systems. Hence we "recall" some results which are known in the literature. In particular, we quote the results for trigonometric systems from [3] , where special coefficients were considered (but results remain true for more general matrices as well), and the results for hyperbolic systems from [27] . All statements are presented without proofs, because the discrete trigonometric and hyperbolic systems are special cases of their time scales extensions, which were studied in [33] , or they can be found in some recent papers.
Continuous trigonometric and hyperbolic systems are special cases of a linear Hamiltonian system, which was paid interest in [18-21, 34, 36] . On the other hand, discrete trigonometric and hyperbolic systems are special cases of a discrete symplectic system, which was established and investigated in [2, 4, 8, 12, 22, 24, 25, 31, 32, 37, 38] .
The system of the form
where t ∈ [a, b], X(t), U(t), and Q(t) are n×n matrices and additionally the matrix Q(t) is symmetric for all t ∈ [a, b], is called a continuous trigonometric system (CTS). The origin of the study of scalar and matrix trigonometric functions can be found in [7] . Other results were published in [5, 14, 15, 17, 28, 29, 35] . Discrete scalar and matrix trigonometric functions were studied in [3, [9] [10] [11] 38] and more recently in [13, 26] . Properties of continuous hyperbolic systems, i.e., the systems in the form
where t ∈ [a, b], X(t), U(t), and Q(t) are n × n matrices and additionally the matrix Q(t) is symmetric for all t ∈ [a, b], can be found in the work [30] . Discrete hyperbolic systems were studied in [27, 38] . This paper is organized as follows. In the next section we recall the definition and basic properties of the discrete symplectic systems. In Section 3 we show all (known and new) results for discrete trigonometric systems. Similar results for discrete hyperbolic systems are presented in Section 4. In Section 5 we show some identities for scalar continuous time trigonometric and hyperbolic functions which we "cannot" generalize into the ndimensional discrete case and we explain the reason why it is not possible.
Note, that we consider only real case situation (i.e., for the real-valued coefficients and solutions), but the results hold in the complex domain as well (we only need to replace the transpose of a matrix by the conjugate transpose, the term "symmetric" by "Hermitian", and "orthogonal" by "unitary").
Preliminaries on symplectic system
The discrete symplectic system is the first order linear difference system of the form
where k ∈ {0, 1, 2, ..., N} : = [0, N] Z , N ∈ N, z k = (
, and additionally the matrix S k is symplectic for all k ∈ [0, N] Z , i.e., S T k J S = J for all k ∈ [0, N] Z , where J : = 0 I −I 0 . Since any symplectic matrix is invertible, it is obvious, that symplectic system (1) supplemented with the initial condition
, has a unique solution. Hence we can consider symplectic system (1) as a matrix system
Moreover, when we use the block notation
n×n , we can rewrite symplectic system (1) in the form
The condition for the symplecticity of the matrix S k takes the following (using the block notation) equivalent form
If Z = ( X U ) and Z = X U are any matrix solutions of (S), then their Wronskian matrix is defined on [0,
It is known, see [8, Remark 1 (ii) ], that the Wronskian matrix is constant on [0, N + 1] Z . A solution Z = ( X U ) of (S) is said to be a conjoined solution of (S) if W (Z, Z) ≡ 0, i.e., the matrix X T U is symmetric at one (and hence for all) k ∈ [0, N + 1] Z . Two solutions Z and
It is known that for any conjoined basis Z there always exists another basis Z such that Z and Z are normalized, see [8, Remark 1 (ii) ].
If the matrix solutions Z = ( X U ) and Z = X U form normalized conjoined bases the following identities
are true for all k ∈ [0, N + 1] Z . Moreover, for all k ∈ [0, N] Z the following identities hold
The matrix solution Z = X U of the initial value problem (S), X k 0 = 0 and U k 0 = I, with
Discrete trigonometric system
In this section we consider the symplectic system (S) with the matrix (2) and (3) we get that the matrices P k and Q k satisfy
The following definition is in accordance with definition of discrete trigonometric system from [3] . Definition 3.1 (Discrete trigonometric system). The system
where the matrices P k and Q k satisfy identities (10), (11) for all k ∈ [0, N] Z , is called a discrete trigonometric system. Remark 3.2. By a straightforward calculation we may show that the matrix S k for the trigonometric system satisfies J T S k J = S k for all k ∈ [0, N] Z . Therefore, trigonometric systems are self-reciprocal, see e.g. [23] .
Remark 3.3. We justify the terminology "trigonometric" system. Let us consider scalar discrete trigonometric system
with the initial conditions x 0 = 0 and u 0 = 1. The coefficients must satisfy (in order to be trigonometric) p
Hence the motivation is the fact that there exist ϕ k ∈ (0, 2π] such that cos ϕ k = p k and sin ϕ k = q k . Thus, the pair
is the solution of (12) .
By an easy calculation we can verify the following lemma. Definition 3.5 (Discrete matrix-valued trigonometric functions). Let k 0 ∈ [0, N + 1] Z be fixed. We define the discrete n × n matrix-valued functions sine (denote Sin k ) and cosine (denote Cos k ) by Sin k;k 0 : = X k , Cos k;k 0 : = U k , where the pair ( X U ) is the principal solution at k 0 of (DTS). We suppress the index k 0 when k 0 = 0, i.e., we denote Sin k : = Sin k;0 and Cos k : = Cos k;0 . Remark 3.6. By using Lemma 3.5, we may define the matrix-valued trigonometric functions alternatively -as Cos k;k 0 : = X k and Sin k;k 0 : = − U k , where the pair X U is the solution of system (DTS) with the initial conditions X k 0 = I and U k 0 = 0.
Remark 3.7. The solutions of system (CTS) with n = 1 take the form Sin(t) = sin t a Q(τ ) dτ and Cos(t) = cosh t a Q(τ ) dτ . Hence, we can see the discrete matrix functions Sin k;k 0 and Cos k;k 0 as n-dimensional discrete analogs of the scalar continuous trigonometric functions for sin(t − s) and cos(t − s), which are solution of scalar system (CTS) with Q(t) ≡ 1.
From the initial conditions and from the constancy of the wronskian matrix follows, that ( Cos Sin ) and
Cos form normalized conjoined bases of system (DTS) and the matrix
is a fundamental matrix of (DTS). Hence, we can express every solution ( X U ) of (DTS) in the form
The following identities are consequences of formulaes (4)- (9) and the next two corollaries can be found in [3, Theorem 5 and Lemma 7] .
hold, while for all k ∈ [0, N] Z we have the identities
From formula (13) we get the following identity, which is a discrete matrix analogue of the fundamental formula cos (13) and (14) that
The following theorem is a discrete analogue of [29, Theorem 1.1] and is contained in [3, Theorem 9 and Corollary 10].
Remark 3.12. With respect to Remark 3.7, identities (18) and (19) are discrete matrix extensions of the formulae
cos(t − s) = cos(t) cos(s) + sin(t) sin(s).
Interchanging the parameters k and l in (18) and (19) yields to the following identities, which are n-dimensional discrete analogues of the statement about the parity for the scalar goniometric functions. This statement can be found in [3, Corollary 11] .
In Theorem 3.11 we generalized the sum and difference formulaes for solutions of one trigonometric system with different initial conditions. Now, we shall deal with two trigonometric systems and their solutions with the same initial conditions. In the continuous case it was done in [16, Theorem 1] .
Consider the following two discrete trigonometric systems
with initial conditions X (23) by Definition 3.5. Note, that for simplicity we use the following notation (Q
k . Now, we put Sin
Theorem 3.14. Let the matrices P 
with the initial conditions X 0 = 0 and U 0 = I. The pair Sin 
with the initial conditions X 0 = 0 and U 0 = I. Moreover, for all k ∈ [0, N + 1] Z we have
Sin
Remark 3.15. Although the above two systems are visually of the same form as the discrete trigonometric system (DTS) and identities (28) and (30) for the pair Sin Corollary 3.16. Assume that the matrices P k and Q k satisfy (10) and (11) . Then the system
with initial conditions X 0 = 0 and U 0 = I possesses the solution
where the functions Sin k and Cos k are the matrix functions in Definition 3.5. Moreover, the above matrices X and U commute, i.e.,
Remark 3.17. The previous corollary can be viewed as the discrete n−dimensional analogy of the double angle formulae for scalar continuous time trigonometric functions sin(2t) = 2 sin(t) cos(t) and cos(2t) = cos 2 (t) − sin 2 (t).
Remark 3.19. Identities (32)- (34) are discrete n-dimensional generalizations of
According to the definition in [3, pg. 42] we introduce the discrete n-dimensional analogues of scalar trigonometric functions tangent and cotangent.
Definition 3.20. Whenever the matrix Cos k is invertible we define the discrete matrixvalued function tangent (we write Tan) by
Whenever the matrix Sin k is invertible we define the discrete matrix-valued function cotangent (we write Cotan) by
In the following two theorems we show properties of discrete matrix-valued functions tangent and cotangent, which were published in [3, Corollary 6 and Lemma 12].
Theorem 3.21. Whenever Tan k is defined we have
Moreover, if the matrices Cos k and Cos k+1 are invertible, then
Remark 3.22. In the scalar case n = 1 identity (35) is trivial. In the scalar continuous time case (CTS) with Q(t) = q(t) identity (36) takes the form
Finally, for the above s identity (37) takes the form
Theorem 3.23. Whenever Cotan k is defined we get
Moreover, if the matrices Sin k and Sin k+1 are invertible, then
Remark 3.24. In the scalar case n = 1 identity (38) is trivial. In the scalar continuous time case (CTS) with Q(t) = q(t) identity (39) reads as 1 sin
where s = kπ is from Remark 3.22. And for these values of s identity (40) reduces to
Next, similarly to the definitions of the discrete matrix functions Sin (24)- (27) we define the following functions Tan 
Remark 3.27. In the scalar continuous time case (CTS) with Q(t) ≡ 1 take the identities (41) and (42) the following form
tan(t) + tan(s) = [cotan(t) + cotan(s)] tan(t) tan(s), tan(t) − tan(s) = [cotan(s) − cotan(t)] tan(t) tan(s), respectively, identities (43) and (44) correspond to tan(t) + tan(s) = sin(t + s) cos(t) cos(s)
, tan(t) − tan(s) = sin(t − s) cos(t) cos(s) ,
respectively, identities (45) and (46) have the form tan(t + s) = tan(t) + tan(s) 1 − tan(t) tan(s) , tan(t − s) = tan(t) − tan(s) 1 + tan(t) tan(s) ,

respectively. Although the identities in (47) and (48) reduce to cotan(t) + cotan(s) = [tan(t) + tan(s)] cotan(t) cotan(s), cotan(t) − cotan(s) = [tan(s) − tan(t)] cotan(t) cotan(s), it is common to write them as tan(t) tan(s) = tan(t) + tan(s) cotan(t) + cotan(s) = tan(s) − tan(t) cotan(t) − cotan(s)
.
The identities in (49) and (50) are equivalent to cotan(t) + cotan(s) = sin(t + s) sin(t) sin(s)
,
respectively. Finally, the identities (51) and (52) are in accordance with
respectively.
Discrete hyperbolic system
In this section we define discrete hyperbolic matrix functions and show analogous results as for the trigonometric functions in the previous section. Some of these results are known from [27] but some results and identities are new. In this section we consider the system (S) with the matrix S k in the form
where the coefficients matrices P k , Q k ∈ R n×n satisfy for all k ∈ [0, N] Z the identities
see also [27, identity (10) ].
Remark 4.1. It was shown in [27] that from identities (53) and (54) follows that the matrix P k is necessarily invertible for all k ∈ [0, N] Z , and moreover the identities ( [27, identities (11) and (12)]. The following definition was not stated in [27] explicitly, but it corresponds to the system from [27, identity (19) ].
Definition 4.2 (Discrete hyperbolic system). The system
where the matrices P k and Q k satisfy identities (53) and (54) for all k ∈ [0, N] Z , is called a discrete hyperbolic system (DHS).
Remark 4.3. Similarly to Remark 3.3 we can show the justifiability of the terminology "hyperbolic" system. It follows from [27, formulaes (27) and (28)], that the solution of the scalar discrete hyperbolic problem
with the initial conditions x 0 = 0 and u 0 = 1 can be expressed in the form
By analogy to Lemma 3.4 we may proove the following lemma. Definition 4.5 (Discrete matrix-valued hyperbolic functions). Let k 0 ∈ [0, N + 1] Z be fixed. We define the discrete n × n matrix-valued functions hyperbolic sine (denoted by Sinh k;k 0 ) and hyperbolic cosine (denoted Cosh k;k 0 ) by
where the pair ( X U ) is the principal solution of system (DHS) at k 0 . We suppress the index k 0 when k 0 = 0, i.e., we denote Sinh k : = Sinh k;0 and Cosh k : = Cosh k;0 . Remark 4.6. The solutions of the scalar continuous time system (CHS) take the form Sinh(t) = sinh t a Q(τ ) dτ and Cosh(t) = cosh t a Q(τ ) dτ , see [30, pg. 12] . Hence, we can see discrete matrix functions Sinh k;k 0 and Cosh k;k 0 as n-dimensional discrete analogs of the scalar continuous hyperbolic functions sinh(t − s) and cosh(t − s), which are solutions of the scalar system (CHS) with Q(t) ≡ 1.
Since the solutions ( Cosh Sinh ) and ( Sinh Cosh ) form normalized conjoined bases of (DHS), it follows that
is a fundamental matrix of system (DHS). Therefore, every solution ( X U ) of (DHS) has the form
From formulas (4)- (9) we get the following properties for solutions of discrete hyperbolic systems, which correspond to [27, Corollary 3.1 and Theorem 3.2].
hold, while for all t ∈ [0, N] Z we have the identities
Similarly to Corollary 3.9, with using the Frobenius norm, we can establish a matrix analog of the formula cosh 2 (t) − sinh 2 (t) = 1, which is [27, Corollary 3.2]. (55) and (56) we get
On the other hand, the invertibility of the matrix Sinh k is not automatically guaranteed. However, if the matrix Sinh is invertible at some point k ∈ [0, N + 1] Z , then 
Remark 4.11. With respect to Remark 4.6 for the scalar continuous time case with Q(t) ≡ 1, identities (57)-(58) are matrix analogues of
By interchanging the parameters k and l in (57) and (58) we get the following corollary, which we can see as n-dimensional discrete extensions of the statement about the parity for the scalar hyperbolic functions, see also [27, Corollary 3.4] . Now, by using the same idea and technique as for the discrete trigonometric functions, we can derive analogous results to Theorem 3.14 for discrete hyperbolic systems. For continuous time hyperbolic systems it was shown in [30, Theorem 4.2] . Hence, we consider the following two discrete hyperbolic systems 
For two different discrete hyperbolic systems with the same initial conditions the following sum and difference "formulaes" hold. For two same discrete hyperbolic systems with different initial conditions it is shown in Theorem 4.10. 
with the initial conditions X 0 = 0 and U 0 = I. The pair Sinh − k and Cosh − k solves the system
Sinh Corollary 4.15. Assume that P k and Q k satisfy (53) and (54). Then the system
with the initial conditions X 0 = 0 and U 0 = I possesses the solution
where Sinh and Cosh are the matrix functions in Definition 4.5. Moreover, the above matrices X and U commute, i.e.
Remark 4.16. The previous corollary can be viewed as the n−dimensional discrete analogy of the double angle formulae for scalar continuous time hyperbolic functions sinh(2t) = 2 sinh(t) cosh(t) and cosh(2t) = cosh 2 (t) + sinh 2 (t).
Now we can formulate similar identities as for trigonometric functions in Corollary 3.18. 
and for
Remark 4.21. In the scalar case n = 1 identity (74) is trivial. In the scalar continuous time case (CHS) identity (75) takes the form
Finally, identity (76) takes the form
Theorem 4.22. Whenever Cotanh k is defined we get
Moreover, if Sinh k and Sinh k+1 are invertible, then 
Next, similarly to the definitions of the time scale matrix functions Sinh 
k − Cotanh , cotanh(t) − cotanh(s) = sinh(s − t) sinh(t) sinh(s) , respectively. Finally, the identities (90) and (91) is in accordance with cotanh(t + s) = cotanh(t) cotanh(s) + 1 cotanh(t) + cotanh(s) , cotanh(t − s) = cotanh(t) cotanh(s) − 1 cotanh(s) − cotanh(t) , respectively.
Concluding remarks
In this paper we extended to discrete matrix case some identities known for the scalar continuous time trigonometric and hyperbolic functions (for an overview see e.g. [1, Chapter 4] ). On the other hand, there are still several trigonometric and hyperbolic identities which we could not extend to the discrete n-dimensional case, e.g. if we put y = 0. Its right-hand side seems to be similar to the solution X k of the system in Corollary 3.16 but the lefthand side is not the matrix-valued function Sin k because this system is not trigonometric. Similar reasoning can be used for the remaining identities in (92).
Nevertheless, we can calculate the corresponding products for matrix-valued functions Sin . But we can not to modify these products in to the forms, which are similar to the right-hand side in (93), because the matrix multiplication is not commutative.
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