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Abstract-We develop an approach to analyze the assignment of priorities under uncertainty in 
hierarchically structured multicriterion decision problems. We also derive the composite priority distribu- 
tion function of a network structure. 
1. INTRODUCTION 
Applied decision analysis is concerned with the study of techniques to aid decision makers faced 
with complex decision problems, i.e. problems that challenge or exhaust the decision maker’s 
capability to comprehend the consequences of any action he may take to solve them. These 
problems generally require systematic structuring and decomposition before the rudiments of the 
problem are understood and dealt with decisively. Ideally, the analysis of complex problems should 
incorporate both the qualitative and quantitative aspects of the problem into a framework capable 
of generating priorities for the proposed solution strategies. Such a decision method has been 
advanced by T. L. Saaty Cl]-the Analytic Hierarchy Process (AHP). As its name indicates, this 
decision method is characteristically analytic, i.e. its basic philosophy stresses the decomposition 
and recomposition of complex problems as a fundamental solution approach. 
The foundation of the AHP paradigm, broadly speaking, rests upon two concepts: (1) a theory 
of measurement and scaling, known as eigenvector scaling; and (2) a theory of hierarchical 
composition. In a recent study [Z] the author investigated a probabilistic approach to modeling 
uncertainty in the eigenvector scaling process. This approach is somewhat limited in its scope in 
that it only considers the general analysis of uncertainty in a single criterion decision problem. The 
purpose of this paper is to extend this investigation, using the principle of hierarchical composition, 
to develop an approach to analyzing the assignment of priorities under uncertainty in hierarchically 
structured multicriterion decision problems. 
This paper is organized as follows. Firstly, we summarize the results of the distributional analysis 
of the eigenvector problem for dominance matrices of unit rank. This entails a discussion of the 
properties of the priority distribution function as well as certain probabilities associated with the 
ordering of the priority vector variates. In Section 3 we derive the composite priority distribution 
function for a multicriterion decision problem structured initially as a tree and then as a related 
network structure. In Section 4 we present an illustrative example in the form of a complex 
prediction problem. This is followed by concluding remarks in Section 5. 
2. NOTATION AND BACKGROUND 
The objective of this study is to investigate the properties of the overall priority distribution 
associated with tree-structured decision problems of arbitrary complexity, as suggested by Fig. 1. 
In order to accomplish this objective we must (1) establish a convenient system of notation and (2) 
describe the properties of the priority distribution associated with each node of the tree. These 
tasks are dealt with in Subsections 2.1 and 2.2 of this section, respectively. 
2.1. Notation 
The complexity of dealing with random variables in tree structures demands a convenient 
notational system for clarity of analysis. The system we utilize in this study is widely used in the 
analysis of trees in computational structures; specifically Gorn trees, i.e. “labeled” trees in the 
classical sense. We will accordingly make use of the following terms and conventions in this study 
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Fig. 1 
(see Ref. [3]). Let N be a numerical system for the natural numbers and let be a symbol not in 
N. The universal address set U is a set of symbols constructed from N u {.} as follows: 
1. OE N is the rc~t address of U.(OE U). If a~ U, then a.0 = 0.a = a. 
2. If a E U and i E N, then a.i E U. Moreover, if i # 0, a.i. is an immediate successor of 
a, and a is an immediate predecessor of a.i. 
3. An address b is a successor of an address a if there is an integer iE N and an 
address c E U (possibly c = 0), such that b = a.i.c. Zf b is a successor of a, then a is 
a predecessor of b. 
We define a partial order 6 by a, 6 a2 iff there is an address a3E U, such that a, = u1.u3. As 
usual, we write a, < a2 iff a, < a, and a, # a,. In addition, there is a lexicographic order <L 
defined by a, <ruz iff either 
(1) a1 < a2 
or 
(2) a, = b.i.c. < a2 = b.j.c., where i <j. 
We define a depth function d on U by 
(1) d(0) = 0 
and 
(2) for a~ U, (i # 0)~ N, d(a.i) = d(u) + 1. 
A finite set of addresses D < U is a tree domain iff 
(1) whenever a, ED and a2 < a,, then a2 ED; 
and 
(2) whenever a.i E D and j < i in N, then a.je D. 
The ramification of a in D is defined as the number r(a; D) of immediate successors of a in D. 
Since we restrict our attention in this study to lexicographic order relations on finite tree domains, 
we can denote the address a.i.6 as aib, and the ramification r(a; D) as r(a) without confusion. 
In reference to Fig. 1 we will adopt the following additional conventions. Let I0 = { 1,. . . , r(O)} 
be the set of addresses of the immediate successors of node 0. Similarly, let I’ = {il,. . . , ir(i)} and 
I” = (ijl,. . . , ijr(ij)} denote the set of addresses of the immediate successors of node i, ic I’, 
and node ij, ij~I’, respectively etc. In addition, define Y” = (Yi,. . . , Y,co,), Y’ = (xl,. . , Y;:l(i,)> 
yijl 9.. .2 qjlcij,) etc., as the priority vectors associated with nodes 0, i and ij, respectively, where ie I0 
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and ijsl’. Thus, the priority vector associated with the successors 
Y 1, . , Y’(O), Y 11, . . ) Y’(o)r(‘(o))). 
2.2. Background 
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of the root node is Y = (Y’, 
In this subsection we summarize the results of the distributional analysis of the eigenvector 
scaling procedure for dominance matrices of unit rank (see Ref. [2]). For illustrative purposes 
consider the isolation of node i of Fig. 1 as depicted in Fig. 2, where E’ = {Eil,. . , Ei,ti,} is the 
set of decision elements subordinate to element Ei, and where the vector random variable 
Y’ = (xl,. . , I&) represents the priority vector associated with the Ei. Let us assume that the 
priority vector Y’ = ( yil,. . . , I&)) is distributed as the (r(i) - l)-variate Dirichlet distribution 
D(cq, , . , airCi) _ 1; airCiJ with density 
(1) 
at any point in the simplex S,(i)- 1 = {(yil,...Tyi,(i,-1): Yij > 0 and (yi, + ... + yi,(i,-,) d l} in 
Rrci)- ‘, and zero elsewhere, where ai = (ail,. . . , ai& and where 
B(a’) = T(ail) . . . ~(Cri,~iJ/~(Cti~ + . + ai,(i)). 
It follows from property 7.7.1 of Wilks [4] that the priority weight variates yj are distributed 
as beta variates with parameters aij and flij having density function 
g/dYij 1 aij9 Pij) = ~(~~f, pii) Y$- ’ f1 - YijY"- ’ 
for 0 < Yij < 1, and aij > 0, where pij = (ail + ... + air(g) - aij. It can be verified (see Ref. [4]) that 
the means, variances and covariances of the yij are 
and 
E( yij) = aij 
CLij + pij' 
iEI”, jEI', 
var(xj) = aijPij 
(Crij + flij)“(Crij + pij + 1)’ 
iEl”,j,li, 
COVX (J$j, &) = 
- aijait 
(&j + Bij)‘(aij + pij + 1)’ 
j # k, iel”, j,kEli, 
W) 
(24 
respectively. 
If we denote qil] < ... < &Ci)l as the ordered set of variates associated with the vector random 
variable Y’ = (K,, . . . , xlci,), ieI”, then we can write the probability that girl = yij and yrill = yij 
Fig. 2 
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as follows [S]: 
+ ..’ + (-1)” Pkl...km + .” + (- I) 11’1 -‘p I’- (ij) (3) 
k,C...<k, 
and 
pr CYij = Yrilll = pli-{ij, = piI...iCj-l,iCj+l,...i,Ci,, 
where 11’1 is the cardinality of the set I’, and where 
k ,%k d 
enotes the summation over all integers 
m 
k,,...,k,, where: (1) il Q kj < ir(i),j = l,...,m, where kj + ij; and (2) kl < ... < k,, and where 
(5) 
3. DISTRIBUTIONAL ANALYSIS: TREES AND NETWORKS 
In this section we derive the overall priority distribution function for an arbitrarily complex 
decision problem represented by a tree structure with arbitrary nodal branching, as depicted in 
Fig. 1. The analysis of this problem readily generalizes to trees of arbitrary depth [6]. In addition, 
we will also derive the overall priority distribution associated with the network structured decision 
problem shown in Fig. 3. The latter structure is the most familiar representation of the decomposition 
of a complex multicriterion, multiaction decision problem. The derivations of each of these priority 
distributions proceeds along the lines suggested by the principle of hierarchical composition [l]. 
11 
Fig. 3 
Assignment of priorities in decision problems 339 
3.1. Tree-structured decision problems 
We will now proceed with the distributional analysis of the assignment of overall priorities in 
the decision problem represented by the tree in Fig. 1. Let us assume that as a result of the pairwise 
comparison process that the vector random variables Y” = (Y,, . . . , K(oJ, Y’ = (XI,. . , K:lci)X i E IO, 
and Y’j = ( xjI,. , yijlcijJ, ij E I’, are distributed as Dirichlet vector variates with density functions 
gD(yo ) a’) = &gj YYl? 
g,(y’ 1 a’) = &,fll y$-l, iE IO, 
and 
1 r(ij) g,(yijI aij) = ~ B(aij) ,gI Y:$- ‘, ij E I’, 
respectively, where a0 = (ctl,. . . , tl,coJ and ai = (ail,. . . , ccilci,) for i E I’, and aij = (ccijl, , aij,cijJ for 
ij E I’. 
If we assume that the pairwise comparison judgments at any given node are independent of 
those made at any other node, then we can assume that the vector random variables Y”, Y’, iEl”, 
and Y’j, ij~ I’, are independent, in the classic probabilistic sense. Consequently, we can write the 
kernel of the density function of the vector random variable Y = (Y’, Y’, . , Y’(O), Y’ ‘, . . , Yrco)rc’co))) 
as 
(6) 
Consider now the following transformation, suggested by the principle of hierarchical composition: 
T: Kjk = yiyijyijk, iEl”, ij E I’, ijk E I”. 
The inverse of the transformation T is 
T-l: x=xxjk, iEl”, ijEI’, ijk E I”, 
j,k 
ijel’, ijk E I”, (7b) 
k j,k 
and 
Kjk = x/k/c Fjk> ijk E I”. 
k 
(74 
(7c) 
It can be shown by induction [6] that the Jacobian of the transformation T is 
where (I’( and (I”( denote the cardinalities of the sets I’ and I”, respectively, where i E 1’ and ij E I’. 
Upon application of the transformation T [i.e. upon substituting equations (7) into density (6) and 
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multiplying the resultant expression by equation (8) and rearranging], we can write the kernel of 
the density function of the vector random variable V = (V’j; i E I’, ij~ I’) as 
(9) 
where V’j= (vjl,..., ~jbcij,), u E I’, and where 
p(i) = ai - Caij, ifzl”, 
and 
did = aij - c aijk, ijet 
If the pairwise preference elicitation process [2] at nodes i and nodes ij are conducted subject 
to the provision that p(i) = 0, and p(ij) = 0, for ill’ and ijEli, then we can write the density of 
the vector random variable V as follows: 
where 
%W)) = JJk UaijkYr i;k aijk 
( 1 
. 
Thus, the overall priority distribution having density (10) is a simple Dirichlet distribution having 
parametric vector a(ij) = (a’ ‘, . , aij,. . , ar(o)‘(‘(o))), where aij = (aijl,. . . , aij,(ij)), ij E I’. 
3.2. Network-structured decision problems 
We now address the problem of distributional analysis of the random variables in the network 
structure of Fig. 3. To this end, consider the tree structure of Fig. 1, where r(ij) = M for ijEli and 
ijkrzfj = {ijl,..., ijM}. Consequently, the density of the vector random variable V = (Vii; ig I’, 
ijE Ii) is 
(11) 
where a(ij) = (a”,...,a ‘cO)r(r(0))) and where aij = (aijl, . . . , aijM), for i E lo, ij E I’. 
The overall priority distribution of the network structure of Fig. 3 can be obtained from density 
(11) by applying the following transformation: 
T: Z, = C Kjk, k = l,...,M, 
i,j 
where Z = (Z , , . . . , Z,) is the priority vector obtained by selectively grouping the terminal nodes 
of the tree in Fig. 1. The distribution of the vector random variable Z = (Z,, . ,Z,) can be 
obtained by inspection using the following property of the Dirichlet distribution due to Wilks [4]: 
Property 1.0 If (Y,, . . . , Y,) is a vector random variable having the (k - I)-variate 
Dirichlet distribution D(a,, . , ak_ I; a,), then the vector Z = (Z,, . , Z,), where 
z, = Yl + “’ + y,,, z, = r,,,, + ... + &l+k*,...r z, = ykl+...+(k(S_l)+l, + ‘.’ + 
&l+...+k,, and kl + ... + k, < k - i, has the s-variate Dirichlet distribution 
@a(, ,,..., a(,,; zCs+lJ, where z(,, = al + ... + akl ,...) a (s) =akl+.-.+(k(s-l,+l) + “’ + 
akl+...+ksr %+l) = akl+...+(ks+l) t “’ + ak. 
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PRESIDENT 
NSERVATIVE 
ECONOMY 
CANDIDATE A CANDIDATE 0 CANDIDATE C 
Fig. 4 
Thus, using the above property we can easily write the density of the vector random variable 
Z = (Z,,...,Z,) as 
where y = (yi,..., yM), and where yk = c mijk, for k = 1,. . , M. 
i,j 
4. AN EXAMPLE 
We will now present an example illustrating the application of the theoretical results given in 
the previous sections of this paper. The example is borrowed from Saaty [7, p. 67) and illustrates 
the use of the AHP paradigm in problems involving the prediction of future events under uncertainty. 
The approach used in this particular example is directly applicable to the general class of decision 
problems that can be modeled and analyzed within the AHP decision framework. 
Consider now the problem of predicting the outcome of a hypothetical presidential election 
(determined by popular vote) between three Candidates I, II and III, as modeled in Fig. 4. To 
predict the outcome of the election, we begin by identifying the principal political orthodoxies, i.e. 
liberal, moderate and conservative political philosophies, and prioritize them regarding their degree 
of influence on the contemporary political scene. Next we identify the key issues of the election 
and prioritize them in accordance to their importance to each political strain. Finally, the principal 
candidates are prioritized with respect to each issue to establish their relative effectiveness with 
respect to each political orthodoxy. The overall priority obtained upon application of the principle 
of hierarchical composition is an index to the probability that a particular candidate will win the 
election. 
We will now formally analyze the above problem in terms of an equivalent representation, as 
given in Fig. 5. In accordance with our notational conventions we have the following priority 
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Fig. 5 
vectors comprising structure: Y” = (Y,, Y,, Y,), Y’ = (yii, yi2, yiJ, yi4) for iE I0 = { 1,2,3} and 
Y’j = (yijl, yij2, yij3) for ije I’ = (it, i2, i3, i4). Using density (12) we can write by inspection the 
density function of the overall priority vector Z = (Zl,Z,,Z,) as 
(13) 
where 
Yk = C aijk = (allk + “. + a14J + ‘.. + (ajlk + ‘.. + a,,,), 
i&I’ 
isI0 
for k = 1,2,3. 
Since the ZI, represent the overall priority assigned to a candidate, it follows that the candidate 
with the largest priority weight is the candidate most likely to win the election. Thus, using 
expressions (3) and (5) we can write the probability that Candidate I will be elected president as 
yz-l r(yl + n2) 1 Y1+n* 
pr CZ, = max CZi ,Z2, Z3>1 = 1 - n210 rty,Jn , 
2. 0 
5 
Likewise, we can calculate the probability associated with Candidates II and III being elected 
president, respectively. Upon comparing these probabilities for each of the candidates we can 
ascertain which has the greatest likelihood of being elected. We can also test the robustness of the 
prediction by conducting an overall sensitivity analysis of the underlying pairwise preference 
distributions as discussed by Dennis [2]. 
5. CONCLUSION 
We have presented in this study a flexible and general approach to modeling uncertainty in the 
assignment of priorities in complex hierarchically structured decision problems. The theoretical 
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results set forth in this study indicate, with assumptions, that the analysis of uncertainty in complex 
decision problems is distributionally invariant to the complexity of the associated hierarchy, both 
in depth and in nodal ramifications. Since the properties of the underlying probability distribution 
(i.e. the Dirichlet distribution) are well-known, it is not difficult to conduct the probabilistic analysis 
of these problems within the AHP decision framework. 
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