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Resumé
Dans cette thèse, nous étudions l’intérêt des descripteurs locaux pour les images sa-
tellites optiques et radar. Ces dernières années, la multiplication des satellites de télédé-
tection haute résolution conduit à une forte augmentation des situations multi-capteurs,
multi-résolutions et multi-angles d’incidence. Les descripteurs locaux, du fait de leurs in-
variances et de leur représentation compacte, présentent un intérêt certain pour la compa-
raison d’images satellitaires acquises dans des conditions différentes. Bien que facilement
applicables aux images optiques, ils offrent des performances très limitées sur les images
radar. Effectivement ces images sont très fortement bruitées par un bruit multiplicatif qui
perturbe le traitement et l’interprétation des données.
Nous proposons ainsi un descripteur local original pour la comparaison d’images radar.
Cet algorithme, appelé SAR-SIFT, repose sur la même structure que l’algorithme SIFT, à
savoir une détection de points d’intérêts associée à l’extraction de descripteurs locaux. Afin
d’adapter ces étapes aux statistiques des images radar, nous avons au préalable développé
un nouvel opérateur différentiel, appelé Gradient par Ratio. Cet opérateur permet de cal-
culer, de façon multi-échelles, une norme et une orientation du gradient robustes au bruit
multiplicatif des images radar. Nous nous sommes ensuite appuyés sur ce gradient pour
modifier les étapes de détection de points-clés et d’extraction de descripteurs. Les perfor-
mances de l’algorithme SAR-SIFT proposé sont supérieures à celle de l’algorithme SIFT
original pour des données radar. Nous avons ensuite testé le comportement de l’algorithme
SAR-SIFT dans différentes situations d’acquisition.
Nous présentons par la suite deux applications pour la télédétection, basées sur les
descripteurs locaux. En premier lieu, nous estimons une transformation globale entre deux
images radar à l’aide de l’algorithme SAR-SIFT. L’estimation est réalisée à l’aide d’un
algorithme de type RANSAC et en utilisant comme points homologues les points-clés mis
en correspondance. Nous proposons d’utiliser cette méthode pour estimer deux types de
transformation : une transformation affine entre deux images pour les zones plates, ou une
translation résiduelle entre deux images géoréférencées. Enfin nous avons mené une étude
prospective sur l’utilisation des descripteurs locaux (SIFT en imagerie optique et SAR-
SIFT en imagerie radar) pour la détection de changements en télédétection. La méthode
proposée consiste à comparer à l’aide d’une approche a contrario les densités de points-
clés mis en correspondance aux densités de points-clés détectés pour mettre en évidence
les zones de changement. L’intérêt de cette méthode est illustré sur des cas réels (paires
d’images optiques et radar).
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Abstract
In this thesis, we study the interest of local features for optical and SAR images. These
past years, the multiplication of the number of high resolution remote sensing satellites has
led to an increase of multi-sensors, multi-resolutions and multi-incidence angles situations.
Local features, because of their invariances and their dense representation, offer a real
interest for the comparison of satellite images acquired under different conditions. While it
is easy to apply them to optical images, they offer limited performances on radar images.
Indeed these images present a strong multiplicative noise that disturb the process and the
reading of the datas.
We offer here an original local feature for the comparison of SAR images. This algo-
rithm, called SAR-SIFT, relies on the same structure as the SIFT algorithm : the detection
of local interest points associated with the extraction of local features. In order to adapt
these steps to the statistics of SAR images, we have first developed a new differential ope-
rator, called Gradient by Ratio. This operator allows to compute a multi-scale magnitude
and orientation of the gradient, which are robust to the multiplicative noise of the SAR
images. Then we have used this gradient to modify the steps of the keypoints detection
and the feature extraction. The performances of the algorithme SAR-SIFT are better than
the ones of the original SIFT algorithm for the SAR images. We have then tested the
behaviour of this new algorithm on situations with different acquisitions.
Consequently, we present two applications of for remote sensing, based on local features.
First, we estimate a global transformation between two SAR images with the help of the
SAR-SIFT algorithm. The estimation is realized thanks to a RANSAC-like algorithm and
by using the matched keypoints as tie points. We propose to use this method to estimate
two types of transformations : an affine transformation between two images on flat areas, or
a residual translation between two georeferenced images. Finally, we have led a prospective
study on the use of local features (SIFT for optical images and SAR-SIFT for SAR images)
for change detection in remote sensing. The proposed method consists in comparing, with
help of an a contrario approach, the densities of matched keypoints to the densities of
detected keypoints, in order to point out changed areas. The interest of this method is
illustrated on concrete cases (pairs of optical and radar images).
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Introduction
Contexte
La dernière génération de satellites de télédétection offre une amélioration de la ré-
solution spatiale des images, qui est fréquemment métrique ou submétrique. Les images
obtenues permettent d’envisager de nouvelles applications de télédétection en Très Haute
Résolution (THR). Citons par exemple la détection de changements après catastrophe,
le suivi de la déforestation ou la reconnaissance de navires en mer. Toutefois, le niveau
de détail entraîne une plus grande complexité des images, qui deviennent ainsi plus dif-
ficiles à traiter. Cette amélioration de la résolution s’est également accompagnée d’une
augmentation du nombre de satellites de télédétection, conduisant à une hausse impor-
tante du nombre d’images Haute Résolution disponibles. La multiplication des situations
multi-capteurs soulève de surcroît de nouvelles problématiques, comme la gestion des effets
de parallaxes, des changements de résolution ou d’éclairement. Il devient ainsi essentiel de
pouvoir comparer efficacement un grand nombre d’images, en gérant différentes modalités
d’acquisitions d’images. Dans un cas général, la comparaison d’images pixel à pixel est
limitée et repose sur des corrections géométriques et radiométriques parfois inaccessibles
sans une connaissance précise de la scène. L’utilisation de descripteurs locaux pouvant
intégrer des invariances est alors à privilégier.
Les descripteurs locaux représentent de façon locale les caractéristiques d’une image
(géométrie, couleur, texture...). Leur extraction est souvent réalisée en des points inté-
ressants de l’image (coin, centre d’un objet). Leur utilisation permet de s’affranchir des
contraintes de recalage et de calibration. En outre, ils offrent une représentation compacte
des données, utile pour la comparaison d’un grand nombre d’images. De nombreux des-
cripteurs ont été développés pour les images naturelles (ou photographies) [Low04,KS04,
BTG06] et sont donc relativement aisément applicables aux images optiques. Ils trouvent
leur utilisation dans différentes applications comme la classification [YN13], la détection
d’objets [SU09] ou le recalage d’images [JGKM14].
La situation est plus compliquée pour les images radar. Celles-ci sont fortemment brui-
tées par un bruit multiplicatif, dit de speckle, qui perturbe le traitement et l’interprétation
des données. Les performances des descripteurs locaux traditionnels sont très limitées sur
ce type d’images. A l’instar de leur utilisation en imagerie optique, ils présentent pourtant
un potentiel important pour de nombreuses applications. Les capteurs radar offrent effec-
tivement un intérêt notable : leur acquisition est indépendante des conditions d’éclairage
et de la couverture nuageuse. Ils sont par exemple d’une grande utilité dans l’étude des dé-
tections de changements après catastrophe. Dans un contexte où il est nécessaire d’obtenir
des données le plus rapidemment possible, les capacités d’acquisition des capteurs radar
sont alors particulièrement profitables. Le choix des images avant et après catastrophe
étant généralement restreint, on est souvent amené à effectuer des comparaisons d’images
multi-capteurs, multi-résolutions et/ou multi-incidence. L’utilisation de descripteurs lo-
caux est alors à privilégier. Plusieurs satellites radar fournissent d’ailleurs depuis quelques
années des images à résolution métrique, autorisant une étude plus fine de ces change-
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ments. Mentionnons les satellites jumeaux TerraSAR-X et TanDEM-X, ou la constellation
Cosmo-SkyMed. Les descripteurs locaux peuvent être aussi d’un grand intérêt dans l’étude
des très grandes séries multi-temporelles. Les deux satellites Sentinelle 1 ont pour objectif
de fournir en accès libre des images radar à 5m de résolution sur l’ensemble de la Terre,
pour des applications en environnement ou en sécurité (en particulier la gestion des crises).
La quantité de données disponible sera particulièrement importante. Les descripteurs lo-
caux peuvent trouver une utilité dans le stockage d’information et le traitement de données
massives.
Au travers des exemples présentés et des applications mentionnées en télédétection
optique, les descripteurs locaux sont d’un intérêt indéniable pour des applications en ima-
gerie radar. Ils offrent un outil générique pour la comparaison d’images Haute Résolution.
Toutefois, les adaptations de descripteurs locaux proposées dans la littérature pour l’ima-
gerie radar ne produisent que de faibles améliorations [SSUR10,WYF12]. Il semble ainsi
pertinent de développer une approche plus performante dédiée à ce type de données.
Contributions
Mes travaux de thèse se sont majoritairement concentrés sur le développement d’un
descripteur local original pour les images radar. Ce descripteur est inspiré du descripteur
SIFT [Low04], très populaire et efficace pour les images naturelles [MS05]. Comme SIFT,
l’algorithme proposé, appelé SAR-SIFT, effectue une détection de points-clés, suivie d’une
extraction de descripteurs locaux, codant la géométrie locale de l’image. Ces étapes ont été
adaptées aux spécificités des images radar. Pour cela, une nouvelle notion de gradient a été
développée au préalable. Le gradient par différence présente en effet des limites quand il est
appliqué aux images radar, en raison du caractère multiplicatif du bruit. L’algorithme SAR-
SIFT, basé sur ce nouveau gradient, est ainsi robuste au bruit de speckle. De la même façon
que SIFT, il est invariant à la rotation et au changement d’échelle, et relativement robuste
aux petites transformations affines. Il est utile pour comparer des images acquises avec
des capteurs différents, des résolutions différentes et/ou des angles d’incidence différents.
La contribution principale de ce travail de doctorat est le développement et la validation
de ce descripteur local SAR-SIFT, dédié aux images radar et reposant sur l’adaptation de
différentes étapes.
Ce descripteur a ensuite été exploité pour le développement d’applications en télé-
détection. Une application de recalage pour les images radar acquises dans des conditions
différentes est présentée. Les changements d’angle d’incidence, entraînant des variations sur
la géométrie des objets, compliquent particulièrement la comparaison des images. L’uti-
lisation de descripteurs locaux permet de gérer ces effets et montre son efficacité dans
l’extraction de points homologues pour l’estimation d’une transformation globale.
Enfin une méthode de détection de changements, basée sur les algorithmes SIFT et
SAR-SIFT, a été développée pour comparer deux images optiques ou deux images radar,
acquises dans différentes conditions. A l’instar de nombreuses autres méthodes de détection
de changements, cette approche ne nécessite pas de pré-traitement ou de recalage. Ces deux
méthodes représentant deux contributions applicatives de cette thèse.
Organisation du manuscrit
Le manuscrit est organisé en trois parties, suivies d’annexes.
La première partie décrit de façon précise le contexte d’étude et cerne les problé-
matiques.
7— Le Chapitre 1 décrit les caractéristiques des images de télédétection (optique et
radar). Une revue des différentes problématiques posées par les images Haute Ré-
solution en milieu urbain est proposée.
— Le Chapitre 2 présente un état de l’art commenté sur les descripteurs locaux de type
SIFT. Les différentes étapes de l’algorithme SIFT et ses variantes sont présentées
en détail.
— Le Chapitre 3 décrit les limites de l’algorithme SIFT sur les images bruitées, et plus
particulièrement sur les images radar. Des études expérimentales et théoriques sont
réalisées sur le comportement de l’étape de détection de points d’intérêt, ainsi que
sur le calcul du gradient par différence sur les images bruitées. Ce chapitre permet
d’identifier les étapes de l’algorithme SIFT qui doivent être adaptées à l’imagerie
radar.
La deuxième partie présente les contributions principales de la thèse :
— Dans le Chapitre 4 nous proposons un nouveau calcul de gradient adapté aux images
radar. Ce calcul se base sur des détecteurs de contour, tels que le ROA [Bov88,
TLB88], développés pour les données radar.
— Nous présentons dans le Chapitre 5 un algorithme de type SIFT pour les images ra-
dar, appelé SAR-SIFT. Nous détaillons les étapes de l’algorithme puis nous étudions
leurs performances respectives. Nous analysons enfin le comportement de l’algo-
rithme pour des paires d’images présentant des conditions d’acquisition différentes.
La troisième partie propose deux modalités d’application des descripteurs locaux
en télédétection :
— Dans le Chapitre 6, nous proposons d’utiliser l’algorithme SAR-SIFT pour estimer
la transformation globale entre deux images radar. Nous utilisons les points-clés
appariés comme points homologues afin d’estimer le modèle de déformation. Cette
méthode trouve son utilité pour le recalage d’images acquises avec des incidences
différentes.
— Dans le Chapitre 7 est présentée une étude prospective sur la détection de chan-
gements entre deux paires d’images optiques ou radar. La densité des points-clés
détectés est comparée à la densité des points appariés à l’aide d’une approche a
contrario. Nous proposons une première étude pour le choix des paramètres ainsi
que plusieurs exemples d’applications.
Les annexes apportent des informations supplémentaires sur les travaux présentés :
— L’Annexe A présente les images satellites mises à disposition pendant cette thèse.
— L’Annexe B décrit la variante de l’algorithme SIFT utilisée en imagerie optique et
pour les comparaisons avec SAR-SIFT. Des détails sont données pour l’implémen-
tation et les valeurs de paramètres choisis.
— Les détails de certains calculs et démonstrations se trouvent dans l’Annexe C.
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Chapitre 1
Contexte : imagerie satellitaire et
nouvelles problèmatiques des images
Haute Résolution en milieu urbain
Nous présentons dans ce chapitre les fondamentaux des images de télédétection optiques
et radar. Nous détaillons ensuite les nouvelles problématiques posées par les images de
nouvelle génération à haute résolution, et plus particulièrement en milieu urbain.
1.1 Imagerie optique
Cette section s’intéresse aux images satellites optiques. Elle s’appuie sur les références
suivantes : [Gao08,Spo10,TNI14].
1.1.1 Généralités
Un capteur optique est un capteur dit passif : il mesure la lumière provenant du soleil
qui est réfléchie sur la surface de la Terre. Ce signal lumineux est ensuite converti en
signal électrique, puis numérisé. Sur un satellite de télédétection optique, plusieurs capteurs
élémentaires sont assemblés sous différentes configurations afin d’obtenir une image.
1.1.2 Principes d’acquisition
1.1.2.1 Capteur élementaire
Les capteurs optiques captent les photons provenant d’une direction, la ligne de visée,
pendant un temps d’intégration Tint. À cause des lois de la diffraction, le système optique
(lentilles et miroir) définit un cône centré autour d’un rayon perspectif (la ligne de visée)
avec une ouverture angulaire δω. Cette ouverture est déterminée par l’ouverture du système
optique (dimension du miroir ou de la lentille) et la longueur d’onde λ étudiée. Dans le cas
de systèmes optiques circulaires, l’ouverture angulaire correspond au lobe principal d’une
ouverture circulaire dont la réponse impulsionnelle, ou PSF (Point Spread Function), est
définie par une fonction de Bessel. Pour un rayonnement monochromatique, on peut définir
l’ouverture angulaire avec l’expression δω = 1, 22 λL .
L’intersection de ce cône avec la surface de la Terre définit l’empreinte sol (ES) (Fi-
gure 1.1). Les ondes lumineuses réfléchies sur tous les objets contenus dans cette empreinte
sol sont alors mesurées par le capteur élementaire pendant le temps Tint. On obtient ainsi
une valeur pour un pixel.
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Figure 1.1 – Capteur élémentaire optique avec une ligne de visée verticale et une ouverture
angulaire δω. La surface de la Terre est considérée comme plane. L’empreinte sol est la
zone grise. Source : [TNI14].
On définit la résolution du capteur élementaire, soit la distance minimale permettant
de distinguer deux objets adjacents, par l’empreinte sol. Cette empreinte est déterminée
par l’ouverture angulaire δω, mais aussi par la position du satellite (altitude et ligne de
visée) et la surface de la Terre.
— Si l’on considère que la Terre présente une surface plane et que la ligne de visée est
verticale, l’empreinte au sol est égale à Rδω, avec R la distance entre le satellite et
l’objet observé.
— Si la surface de la Terre présente une pente locale α (Figure 1.2), l’empreinte au sol
est Rδωcosα .
— Dans le cas où la surface de la Terre est considérée comme plane mais que le capteur
présente une visée oblique d’angle θ (Figure 1.3), l’empreinte au sol est Rδω
cos2 θ
.
x
δω δωδω
α
αES ES ES
élémentaireCapteur
Figure 1.2 – Capteurs élémentaires optiques avec une ligne de visée verticale et différentes
pentes locales. Source : [TNI14].
13
ES
ES (θ )
ES (θ )
x
δω
δωθ θ δω
1
2
2 1
Capteur élémentaire
Figure 1.3 – Capteurs élémentaires optiques avec différentes lignes de visée obliques
d’angle θ. La surface de la Terre est considérée comme plane. Source : [TNI14].
1.1.2.2 Système d’acquisition des images
Les images sont acquises selon deux directions perpendiculaires : la fauchée et la trace,
cette dernière étant parallèle à la trajectoire du satellite. L’acquisition le long de la fauchée
se fait à partir de plusieurs capteurs positionnés sur le satellite. Les capteurs peuvent
être assemblés en ligne (pushbroom) ou en une matrice rectangulaire (whiskbroom). Dans
le dernier cas, la fauchée est obtenue grâce à la rotation d’un miroir et plusieurs lignes
sont acquises en même temps. L’acquisition selon la trace se fait grâce au mouvement du
satellite. Pour le système pushbroom, elle se fait ainsi ligne par ligne. Cependant l’intervalle
de temps ∆t entre deux acquisitions doit être supérieur au temps d’intégration Tint des
capteurs élémentaires.
L’acquisition par le mouvement permet aussi d’améliorer la sensibilité du système.
La technique TDI (time delay and integration) consiste à assembler plusieurs lignes de
capteurs de type pushbroom et à accumuler ainsi plusieurs expositions d’un même objet
grâce au mouvement du satellite. Cela permet d’augmenter le temps d’intégration de chaque
objet et pareillement le rapport signal sur bruit. Cette technologie est aujourd’hui la plus
couramment utilisée.
1.1.3 Résolution spatiale
La résolution spatiale est déterminée par la construction du système.
— L’échantillonage de la fauchée∆x = fRd dépend de la focale f du capteur, la distance
R entre le sol et le satellite et la distance d entre deux capteurs.
— L’échantillonage selon la trace ∆y = Vsol∆t dépend de la vitesse Vsol du satellite
projetée au sol et du temps ∆t entre deux acquisitions.
Les deux échantillonages doivent cependant vérifier le critère de Shannon qui impose :
∆x ≤ Rδω et ∆y ≤ Rδω (1.1)
En effet, Rδω correspond à l’empreinte sol du capteur sur une surface plane.
1.1.4 Résolution spectrale
Les résolutions sont différentes en fonction du type d’acquisition utilisé :
— En mode panchromatique, une large gamme de fréquences, correspondant souvent
aux fréquences du visible, est observée. Les images obtenues sont en noir et blanc
et sont très bien résolues spatialement.
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— En mode multispectral, différentes bandes spectrales plus étroites sont observées
indépendamment. Ces bandes correspondent souvent aux trois couleurs naturelles,
mais il peut y avoir d’autres choix ainsi que l’association d’une bande dans le proche
infrarouge, correspondant à la mesure de la végétation. En combinant ces bandes on
peut ainsi obtenir des images en couleur, cependant moins bien résolues spatialement
que les images panchromatiques. En effet, l’utilisation de filtres couleurs limite le
nombre de photons reçu sur chaque capteur. Pour éviter un rapport signal sur bruit
trop faible, il est nécessaire d’augmenter l’ouverture angulaire des capteurs et donc
de diminuer la résolution spatiale.
1.1.5 Radiométrie
Le capteur élementaire mesure l’énergie lumineuse reçue pendant le temps d’observa-
tion Tint, puis la quantifie en un signal électrique. Les niveaux de quantification possibles
déterminent la dynamique de l’image et sont différents d’un capteur à l’autre. On défi-
nit la résolution radiométrique comme la possibilité de distinguer des petites variations
d’intensité. Les capteurs actuels permettent d’obtenir des données codées entre 8 et 16
bits.
1.1.6 Aspects géométriques
L’empreinte sol des capteurs dépend de la pente locale et de l’angle de la ligne de visée
(Section 1.1.2.1). Sur les zones à fort relief, la résolution n’est donc pas constante sur toute
l’image. Afin de comparer différentes images, il est souvent nécessaire de les géoréférencer,
c’est à dire de faire correspondre à chaque pixel de l’image une coordonnée géoréférencée
(longitude, latitude altitude). Pour cela il est nécessaire de connaître l’élévation des terrains
et d’avoir un modèle de transformation entre les positions des pixels de l’image (lignes et co-
lonnes) et les coordonnées géographiques (longitude et latitude). Ces modèles sont souvent
approchés par une transformation de type fonction rationnelle (RPM ou Rational Polyno-
mial Model) décrite par ses coefficients RPC (Rational Polynomial Coefficients). Ces RPC
peuvent être fournis directement avec les images optiques correspondantes ou déterminés
à partir de points homologues extraits dans deux images (dont une orthorectifiée).
De la même façon, la représentation des bâtiments dépend de l’angle de la ligne de
visée. En visée verticale (appelée prise de vue au nadir), les façades verticale des bâtiments
ne sont pas présentes sur l’image et il n’y a pas de phénomène de parallaxe (Figure 1.4(a)).
Il est alors difficile d’avoir des informations sur la hauteur des bâtiments. En visée oblique,
les façades face à la trajectoire du satellite sont observables. Cependant certaines parties de
l’image seront obstruées, et cela d’autant plus que l’angle de la ligne de visée par rapport
au nadir et la hauteur des bâtiments sont importants (Figure 1.4(b)).
1.1.7 Statistiques des images
Les images obtenues par les satellites optiques présentent un faible bruit. C’est une
combinaison d’un bruit électronique et d’un bruit de compression, que l’on peut modéliser
par un bruit blanc gaussien additif. Des filtres standards, comme les filtres moyenneurs,
médians ou gaussiens, peuvent être utilisés. Cependant le rapport signal à bruit est très
bon et il est rarement nécessaire de filtrer ces images.
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(a) Image Worldview, 50 cm de réso-
lution et 2° par rapport au nadir.
(b) Image Pleïades, 70 cm de résolu-
tion et 23° par rapport au nadir.
Figure 1.4 – Exemples d’images satellite optiques de la même zone avec des lignes de
visée différentes.
1.2 Imagerie radar
Cette section présente les fondamentaux de l’imagerie radar à synthèse d’ouverture
(RSO). Ces informations proviennent des références suivantes : [NTD10,Spo10,TNI14].
1.2.1 Généralités
Les systèmes radar sont basés sur le principe d’écholocation. Un capteur radar (RAtio
Detection And Ranging) émet une onde électromagnétique à l’aide d’une antenne puis
mesure par la même antenne la rétrodiffusion de l’onde sur des objets à la surface de la
Terre. Le capteur est dit actif parce qu’il mesure la rétrodiffusion d’un signal qu’il a lui-
même émis. Le principal avantage de ce système est qu’il est indépendant des conditions
temporelles et météorologiques. En effet un capteur radar peut obtenir des données de jour
comme de nuit et à travers les nuages, à l’inverse des capteurs optiques. Cependant les
ondes électromagnétiques utilisées sont cohérentes. Le signal mesuré est alors complexe,
composé d’une phase et d’une amplitude, et ce signal d’amplitude est fortement bruité par
un bruit que l’on peut modéliser comme multiplicatif.
1.2.2 Système radar
Principes du radar Comme la vitesse de propagation c des ondes électromagné-
tiques peut être supposée constante dans l’atmosphère, la mesure du temps de parcours t
d’une onde permet d’obtenir la distance entre le satellite et l’objet rétrodiffusé :
r =
ct
2
(1.2)
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(a) Echantillonnage temporel du signal. (b) Correspondance entre échantillonnage temporel
et spatial.
Figure 1.5 – Principe du Radar (observation dans un plan radial) : une antenne à une
distance R émet un signal avec une ligne de visée oblique d’angle θ. Le lobe principal de
l’antenne est présenté ici. Le signal présente un échantillonnage temporal δt correspondant
à un échantillonnage spatial δr = cδt2 et un pixel au sol δx =
δr
sin θ . Source : [NTD10].
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Figure 1.6 – Antennes radar avec différentes lignes de visée obliques d’angle θ1 et θ2 et
visant le même point. La surface de la Terre est considérée comme plane. L’empreinte sol
suit une loi en 1sin θ . Source : [TNI14].
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Figure 1.7 – Antennes radar avec une ligne de visée oblique de même angle θ et différentes
pentes locales. Source : [TNI14].
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Figure 1.8 – Antenne radar avec une ligne de visée selon un angle θ et une extension
azimutale δωL. La surface de la Terre est considérée comme plane. La zone grise est l’em-
preinte sol. Source : [TNI14].
Le signal reçu par l’antenne est alors échantillonné temporellement avec une période δt,
appelée case temps. Cet échantillonnage entraîne un échantillonnage spatial δr = cδt2 ,
appelé case distance (Figure 1.5). Toutes les contributions de la même case distance sont
additionnées de façon cohérente (en complexe) dans un même échantillon temporel. Les
échos de tous les objets à une même distance r du satellite seront confondus. L’intersection
entre le lobe principal de l’antenne et la case distance correspond alors à l’empreinte sol
δx.
La ligne de visée, appelée axe distance, est presque toujours oblique, avec un angle
θ. Quand la visée est verticale (au nadir), les éléments de part et d’autre de la verticale
sont confondus dans la même case distance, entrainant ainsi un repliement de l’image. On
utilise ce type de visée avec un lobe très fin pour mesurer la distance entre le satellite et
le sol. Cela correspond à un radar altimètre.
Si l’on considère la surface de la Terre plane, l’empreinte sol en distance δx est égale à
δr
sin θ =
cδt
2 sin θ . Elle dépend de la résolution en distance δr et de l’angle de visée θ (Figure 1.6).
En présence de pentes locales α (Figure 1.7), l’empreinte sol est égale à cδt2 sin(θ−α) . On
remarque que plus la pente locale s’oriente en direction du capteur, plus l’empreinte est
grande.
Antennes radar Une antenne radar est de forme rectangulaire, de dimension L× l.
La ligne de visée est perpendiculaire à l’antenne et définit l’axe distance (slant range)
spécifié précédemment (Figure 1.8). Le côté de dimension L est parallèle à la trajectoire
du satellite et définit l’axe azimut. La troisième direction, perpendiculaire à l’axe azimut,
est l’axe distance projeté au sol (ground range). L’ouverture angulaire de l’antenne est
définie par le lobe principal. Les extensions angulaires selon respectivement les directions
distance et azimutale sont :
δωl =
λ
l
et δωL =
λ
L
, (1.3)
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avec λ la longueur d’onde de l’onde électromagnétique. Ces grandeurs définissent la taille
du lobe d’antenne Rδωl en distance et RδωL en azimut, avec R la distance au satellite.
En distance, on effectue un échantillonnage temporel dans ce lobe. Afin d’améliorer la
résolution, on procède à une modulation en fréquence du signal suivi d’un filtrage adapté.
Les retours de plusieurs cibles proches peuvent alors être séparés. En azimut la résolution
du lobe δa = λRL est trop grossière et on effectue la synthèse d’ouverture. Puisqu’un objet
est illuminé plusieurs fois par le satellite radar en mouvement, cette synthèse consiste à
effectuer un traitement des données par transformée de Fourier et à simuler ainsi une
antenne avec une très grande résolution.
Fréquences des ondes Différentes bandes fréquentielles peuvent être utilisées en
radar, de 0.225 GHz à 94 GHz (soit des longueurs d’onde entre 133 et 0.3 cm). Les bandes
intermédiaires entre 1 et 12 GHz (L, S, C et X) sont les plus utilisées. Le choix des bandes
se fait en fonction de l’application du satellite. La bande X par exemple, autour de 8 GHz,
permet d’obtenir des images à haute résolution et est très utilisée pour la détection d’objets
et la cartographie (TerraSAR-X, CosmoSky-Med).
1.2.3 Formation des images
Acquisition des données A la différence des satellites optiques, les satellites radar
ne présentent qu’un seul capteur. La fauchée, soit la largeur de l’image, est construite en
analysant le signal sur un intervalle temporel TF très grand devant δt. En effet, en échan-
tillonnant ce signal temporellement en case temps, on effectue aussi un échantillonnage
spatial en case distance. En supposant la surface de la Terre plane, la fauchée est égale
à LF =
cTF
2 sin θ . On peut ainsi acquérir simultanément une ligne de l’image. Comme pour
les satellites optiques, les images sont ensuite construites lignes par lignes, en utilisant le
mouvement du satellite et en effectuant des tirs radar à la fréquence FRI (Fréquence de
Répétition des Impulsions) ou PRF (Pulse Repetition Frequency). Afin d’éviter de mé-
langer les signaux provenant de deux tirs différents, il est nécessaire que la période TFRI ,
l’inverse de la FRI, soit supérieure à TF . Ce mode d’acquisition est appelé Stripmap.
Il existe cependant d’autres modes d’acquisition sur les satellites récents. Le mode
SpotLight par exemple maximise le temps d’illumination des objets observés en faisant
varier en azimut la direction de visée de l’antenne. La zone couverte est réduite mais la
résolution spatiale est améliorée.
L’acquisition peut se faire avec une visée à gauche ou à droite (selon le satellite), et
en orbite descendante ou ascendante selon la trajectoire du satellite. Un bâtiment peut
être observé de deux côtés différents. Dans ces situations, les deux acquisitions sont très
différentes (Figure 1.9) : la géométrie et la texture des bâtiments peuvent fortement chan-
ger. Toutes les images présentées dans la suite du manuscrit sont acquises avec une visée
à droite.
Typologie des données Les mesures obtenues par le capteur sont appelées données
Raw. Différents traitements leur sont appliqués pour les représenter sous forme d’images.
Les données sont alors représentées en géométrie radar (slant geometry), dans un repère
composé des axes azimut et distance (slant range). Ce type de données est appelé Single
Look Complex (SLC). Enfin des corrections géométriques et radiométriques peuvent être
appliquées pour projeter les données en géométrie terrain (ground geometry), dans un
repère composé des axes azimut et distance au sol (ground range).
Radiométrie Les données obtenues sont des données complexes (réponse du champ
électromagnétique) composées de la partie réelle et imaginaire du signal. Elles sont co-
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(a) Image Cosmo-SkyMed acquise en phase
descendante. Le satellite est à droite de
l’image.
(b) Image TerraSAR-X acquise en phase
ascendante. Le satellite est à gauche de
l’image.
Figure 1.9 – Exemple de deux images radar acquises sous des orbites différentes. Les deux
images ont la même résolution (1 m) et sont acquises avec une même visée à droite sous
un même angle d’incidence (34°). Elles ne proviennent cependant pas du même capteur.
dées sur 32 bits, 16 bits pour chaque partie. Ces images présentent donc une dynamique
importante caractéristique des images radar. A partir des parties réelle et imaginaire, on
peut extraire l’amplitude et la phase du signal. L’amplitude donne des informations sur la
rétrodiffusion des objets de la scène imagée. La valeur des pixels dépend de la réflectivité
des objets rétrodiffusés : la réflectivité est la capacité d’un objet à réfléchir l’onde électro-
magnétique. Elle dépend de différents paramètres comme le type de matériau, la texture,
la forme de la cible ou l’humidité.
1.2.4 Résolution spatiale
Comme présenté précedemment, la résolution en distance est δr = cδt2 . Cela correspond
à la plus petite distance entre deux cibles selon l’axe des distances pouvant être séparées
par le capteur radar. La résolution azimutale dépend de l’extension de l’antenne et de la
distance au satellite : δa = λRL .
Cependant, des améliorations ont été apportées aux derniers satellites afin d’augmenter
la résolution. Pour la résolution en distance, l’onde électromagnétique est compressée par
une modulation linéaire en fréquence. La modulation est réalisée par un chirp défini par sa
largeur de bande Butile. Le signal reçu est ensuite démodulé. Après compression, la résolu-
tion obtenue en distance est δr⋆ = c2Butile . Pour la résolution en azimut, il faudrait de très
grandes antennes pour obtenir une résolution fine. Pour pallier cela, on peut synthétiser de
façon artificielle une antenne plus grande que celle utilisée avec une synthèse d’ouverture.
En effet le lobe d’antenne étant large, une même cible est éclairée plusieurs fois par le
satellite le long de sa trajectoire. Le signal est alors modulé en fréquence grâce au mouve-
ment du capteur (effet Doppler). On obtient alors comme résolution en azimut δa⋆ = L2 . Ce
type d’image est appelé RSO (Radar à Synthèse d’Ouverture) ou SAR (Synthetic Aperture
Radar).
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Figure 1.10 – Exemple schématique de distorsions géométriques observées sur les images
Radar. La courbe noire présente un exemple de relief. La ligne de visée du satellite est
oblique d’angle θ. Les lignes en pointillés verts définissent différentes cases temps ou cases
distance. Trois distorsions sont observées : contraction (1, en rouge), recouvrement (2, en
bleu) et ombrage (3 et 4, en vert). Notons que dans la case 3 il y a aussi recouvrement.
1.2.5 Aspects géométriques
Le système d’écholocation et la visée latérale entraîne des distorsions géométriques
caractéristiques des images radar le long de l’axe des distances. Ces déformations com-
pliquent l’interprétation et l’exploitation des images. On dénote trois types de distorsions
(Figure 1.10) :
— la contraction (forshortening) : les pentes orientées face au capteur sont réduites et
celles dans l’autre sens sont étirées.
— le recouvrement (layover) : les signaux provenant de deux objets différents mais à
la même distance du satellite (donc dans la même case temps) sont mélangés.
— l’ombrage (shadow) : un objet caché par un autre objet peut ne pas être éclairé par
le satellite, et donc ne pas apparaître sur l’image.
Ces distorsions sont influencées par la hauteur des objets, l’angle de la ligne de visée,
les pentes locales et la position des objets.
La Figure 1.11 présente un extrait d’images radar avec des exemples de recouvrement
et d’ombrage. On remarque que la tour à gauche recouvre même une route et que la tour en
haut à droite recouvre une partie de l’ombre de celle à gauche. Notons que ces distorsions et
occlusions sont aussi importantes sur une image optique avec un grand d’angle d’incidence.
Les empreintes sol sont comparables pour une incidence θ pour le radar et π/2 − θ pour
l’optique. Cela est illustré avec la Figure 1.16 présentant deux autres exemples d’images
optiques de la même zone : une image avec de fortes ombres et une image avec un angle
d’incidence de 23°.
De la même façon que les images optiques (Section 1.1.6), il est possible de géoréférencer
des images radar à l’aide d’un modèle numérique de terrain (MNT) et d’un RPM, qui peut
être fourni avec les images.
1.2.6 Statistiques des images radar
Les images radar présentent la caractéristique d’être fortement bruitées par un bruit
multiplicatif appelé speckle ou chatoiement. Cela est dû à la nature cohérente des ondes
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(a) Image optique Quickbird à 60 cm de résolution
(b) Image radar TerraSAR-X de résolution 1 m et d’angle d’incidence de
34°.
Figure 1.11 – Exemple réel de distorsions géométriques sur une image radar. Les deux
images représentent la même zone. Sur l’image Radar, le satellite est à gauche et les trois
tours présentent un recouvrement (en rouge) suivi d’un ombrage (en vert).
électromagnétiques rétrodiffusées. Les images peuvent être observées en amplitude ou en
intensité. Les valeurs des pixels en intensité représentent la réflectivité de la zone observée.
Modèles statistiques Dans le cas d’un speckle pleinement développé et sur des
zones homogènes, la distribution de probabilité en intensité d’une image radar peut être
décrite par une loi exponentielle :
p(I|R) = 1
R
exp
(
− I
R
)
I ≥ 0 (1.4)
avec R la réflectivité moyenne de la zone. L’espérance et l’écart-type de I sont égaux à
R. La variabilité des valeurs dépend donc de la réflectivité de la zone. La distribution en
amplitude A =
√
I suit une loi de Rayleigh :
p(A|R) = 2A
R
exp
(
−A
2
R
)
A ≥ 0. (1.5)
Afin de réduire le speckle, on peut moyenner L images en intensité décorrélées pour
obtenir une image en intensité L-vues. Ces images sont obtenues en découpant l’ouverture
synthétique en L sous-ouvertures. L’image multi-vue obtenue aura donc une plus faible
résolution. Pour une image L-vues, l’intensité suit une loi Gamma généralisée à deux pa-
ramètres :
p(I|R,L) = L
L
RLΓ(L)
IL−1 exp
(
−LI
R
)
(1.6)
et l’amplitude une loi de Raleigh-Nakagami :
p(A|R,L) = 2L
L
RLΓ(L)
A2L−1 exp
(
−LA
2
R
)
, (1.7)
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avec Γ la fonction Gamma. Ces lois sont bien adaptées aux images basse résolution, mais
elles sont insuffisantes pour les images à haute résolution et particulièrement les milieux
urbains.
La loi de Fisher est cependant bien adaptée à ce type d’images. C’est une loi à trois
paramètres µ, L et M :
Fµ,L,M (I) =
L
Mµ
Γ(L+M)
Γ(L)Γ(M)
(
LI
Mµ
)L−1
(
1 + LIMµ
)L+M (1.8)
avec ici µ = R. L’espérance et la variance de I sont égales à :
E [I] =
M
M − 1µ
V ar [I] =
M2(L+M − 1)
L(M − 1)2(M − 2)µ
2.
(1.9)
Estimation des paramètres des lois Plusieurs méthodes existent afin d’estimer
les paramètres, comme la méthode des moments ou du maximum de vraissemblance. On
peut aussi citer la méthode des log-moments [Nic02], valable pour des variables x positives.
Pour une loi de probabilité p(x) on définit le log moment d’ordre i :
m˜p,i =
∫ +∞
0
(log x)ip(x) dx. (1.10)
Ces log-moments correspondent aux moments de la variable log x. Connaissant la loi p(x),
on peut calculer m˜p,i et obtenir une formule dépendant des paramètres de p(x). En esti-
mant les log-moments à partir de données expérimentales, on peut en déduire les valeurs
des paramètres. Avec les mêmes formules reliant les moments aux cumulants, on définit
les log-cumulants κ˜p,i à partir des log-moments m˜p,i. Cela permet d’obtenir par exemple
l’espérance et la variance de log x.
Filtrage des images radar De nombreux filtres ont été proposés pour le débruitage
des images radar. Des filtres classiques peuvent être utilisés comme le filtre multi-vues,
moyenneur ou médian. D’autres filtres prennent en compte les modèles statistiques des
images radar. On peut citer par exemple les filtres de type MAP tel que le Gamma-MAP ou
Fisher-MAP, ou les filtres de Lee et Kuan. Des filtres récents s’appuient sur des approches
non-locales comme NL-SAR [DDT+13] ou SAR-BM3D [MFFL10,PPAV12]. On trouvera
une revue récente de ces filtres dans [ALAB13].
1.3 Images de télédétection Haute Résolution et nouvelles
problématiques en milieu urbain
1.3.1 Images à Haute Résolution
La dernière génération de satellites a permis une amélioration de la résolution spatiale
des images. Les capteurs radar obtiennent une résolution de l’ordre du mètre (TerraSAR-X
et Cosmo-SkyMed à 1 m en mode Spotlight) et les capteurs optiques de l’ordre de plusieurs
dizaines de centimètres (Geoeye à 50 cm, Pleïades à 70 cm). Cette amélioration du niveau
de détail entraîne cependant une augmentation de la complexité des images.
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(a) Image Geoeye (b) Image TerraSAR-X (satellite à gauche)
Figure 1.12 – Exemple d’une image optique et radar présentant la même zone.
(a) Image Quickbird à
60 cm de résolution
(b) Image Geoeye à 50 cm de
résolution
Figure 1.13 – Changement de résolution
entre deux images optiques provenant de cap-
teurs différents.
(a) Image Geoeye à
50 cm de résolution
(b) Image World-
view à 50 cm de
résolution
Figure 1.14 – Rotation entre deux images
optiques provenant de capteurs différents.
1.3.2 Comparaisons optique/radar
Les images optiques ont des résolutions proches des images radar, mais elles offrent une
très bonne précision des détails et un faible bruit. Leur mode d’acquisition étant proche des
appareils photographiques, elles sont facilement interprétables. Cependant l’acquisition de
ces images est fortement dépendante des conditions temporelles et météorologiques (nuit,
nuages...). A l’inverse il est possible d’acquérir des images radar la nuit et à travers les
nuages. Néanmoins ces images sont très bruitées, présentent des distorsions géométriques
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(a) Mode Stripmap 3 m de
résolution
(b) Mode Spotlight 1 m de résolution
Figure 1.15 – Changement de résolution entre deux images radar Cosmo-SkyMed.
liées à la visée latérale nécessaire et sont donc plus difficilement interprétables (Figure 1.12).
Lorsqu’elles sont disponibles, les images optiques sont généralement préférées. Mais dans
de nombreuses situations, et tout particulièrement la détection de changements après ca-
tastrophe, les images radar sont souvent les premières disponibles. Par ailleurs, les images
radar sont utiles pour des applications spécifiques. Par exemple, elles sont intensivement
utilisées pour les modèles numériques d’élévation et le suivi des mouvements de terrain
grâce à l’interférométrie. Elles sont aussi très utiles pour la détection des surfaces inon-
dées ou des pollutions marines difficilement visibles en optique. Par ailleurs la polarimétrie
apporte des informations très fines sur la végétation.
1.3.3 Séries d’images multi-capteurs, multi-résolutions en milieu urbain
Dans des situations comme la détection de changements après catastrophe, le choix des
images disponibles est souvent limité. On peut être amené à comparer des images provenant
de différents capteurs, avec des résolutions et angles de prise de vue différents, ou même des
modalités différentes. La comparaison entre une image optique et une radar (Figure 1.12)
est un problème à part entière à cause de la différence de système d’acquisition : les objets
sont en effet présentés avec une géométrie différente sur les images radar en raison des
angles d’incidence élevés (par rapport à l’imagerie optique) qui sont utilisés. Cependant
comparer des images haute résolution d’une même modalité n’est pas exempt de difficultés.
La différence de capteurs et de conditions d’acquisition entraîne des problèmes récurrents :
Changement d’échelle Les images peuvent présenter une différence de résolution
liée à des capteurs différents (Figure 1.13) ou des modes d’acquisitions différents, comme
les modes Stripmap et Spotlight en radar (Figure 1.15). Ce changement d’échelle entraîne
des différences pour la taille des objets ou le niveau de détails.
Rotation A cause de la trace du capteur et des paramètres d’acquisitions, les images
peuvent présenter une rotation, souvent faible (Figure 1.14).
Parallaxes et distorsions géométriques Comme présenté précédemment, les chan-
gements d’angle de ligne de visée ont une forte influence sur la géométrie apparente des
objets. Pour les images optiques, il se produit des phénomènes de parallaxe et d’occlu-
sions (Figure 1.4 et 1.16). Les images radar présentent des distorsions géométriques (Sec-
tion 1.2.5), plus ou moins fortes en fonction de l’angle d’incidence. Des exemples sont
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(a) Image Worldview, 2° par rapport au na-
dir.
(b) Image Pleïades, 23° par rapport au
nadir.
Figure 1.16 – Différences d’ombres et de parallaxes entre deux images optiques. Pour
l’image (b), le satellite est à droite de l’image. On observe bien les façades des tours à
droite des toits.
(a) Image Quickbird (b) Image Geoeye
Figure 1.17 – Différence d’illumination entre deux images optiques.
présentés Figure 1.18. On peut notamment remarquer que les objets sont plus «étalés»
quand l’angle d’incidence est grand (bâtiments 2 et 3, et alignement d’arbres 6) et que
certaines lignes brillantes sont déplacées (bâtiments 1, 2, 4 et 5).
Des distorsions interviennent aussi si l’acquisition des images ne se fait pas du même
côté : par exemple entre une orbite descendante et ascendante pour une visée à droite
(Figure 1.9). Dans ces situations, les différences sont très fortes et la comparaison des
images est particulièrement difficile.
Luminosité et dynamique La radiométrie des images dépendant des capteurs, des
différences peuvent apparaître pour la luminosité de certains objets ou la dynamique des
images. On peut observer un exemple de changement d’illumination sur la Figure 1.17 en
optique et sur la Figure 1.18 (bâtiment 3) en radar.
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(a) Angle d’incidence de 48° (b) Angle d’incidence de 34°
(c) Angle d’incidence de 48° (d) Angle d’incidence de 34°
Figure 1.18 – Images radar CosmoSky-Med prises avec des angles d’incidence différents.
Les numéros font référence à des objets présentant des distorsions quand l’angle d’incidence
varie.
Ombres Les ombres des bâtiments peuvent fortement varier en fonction de la position
du soleil (déterminée par l’heure et la saison). Ce phénomène est d’autant plus important
si le bâtiment est haut (Figure 1.16).
1.3.4 Conclusions
Du fait des problèmes présentés précédemment, la comparaison d’images haute résolu-
tion prises dans des conditions non identiques ne peut se faire par des approches pixelliques.
L’utilisation de descripteurs locaux est alors à privilégier. Un descripteur local, ou carac-
téristique, décrit une zone de l’image de façon compacte et discriminante. L’information
27
codée peut être la couleur, la géométrie, la texture, la forme... Ces descripteurs sont souvent
extraits à des positions particulières de l’image, après une étape de détection de points inté-
ressants. Grâce à certaines normalisations, ils permettent souvent de gérer les problèmes de
translation, rotation, changement d’échelle et d’illumination. En associant ces descripteurs
à l’aide de distances, on peut ainsi mettre en correspondance différents objets d’une image.
L’utilisation de descripteurs permet donc de gérer les problèmes liés à notre contexte.
De nombreux descripteurs ont été développés pour les images numériques et tout par-
ticulièrement l’algorithme SIFT [Low04]. Certains descripteurs ont déjà été appliqués aux
images optiques, cependant leurs performances restent très limitées pour les images radar.
Nous présenterons dans la suite de cette partie un état de l’art commenté sur l’al-
gorithme SIFT et ses variantes, suivi d’une étude préliminaire de la robustesse de cet
algorithme sur les images bruitées.
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Chapitre 2
Présentation de l’algorithme SIFT et
variantes
L’algorithme SIFT (Scale-invariant feature transform), développé par David Lowe [Low99,
Low04], est un algorithme d’analyse d’images très utilisé dans le domaine de la vision par
ordinateur mais aussi en télédétection. Il est particulièrement utile pour la comparaison
d’images, mais également pour la détection ou la reconnaissance d’objets. Il associe une dé-
tection de points d’intérêts et une extraction de descripteurs locaux. Il présente l’avantage
d’être invariant par translation, rotation et changement d’échelle, ainsi que d’être robuste
aux changements d’illumination et aux transformations affines. Il est ainsi utilisé pour de
nombreuses applications comme la mise en correspondance entre images, la détection et
la reconnaissance d’objets, l’indexation ou le recalage. Dans ce qui suit, nous nous restrei-
gnons aux applications des SIFTs à la mise en correspondance.
Différentes variantes de l’algorithme ont été développées, mais elles reposent toutes sur
le même principe :
1. Dans un premier temps des points-clés sont extraits à partir d’un espace-échelle.
La détection est invariante à différentes transformations (translation, changement
d’échelle et d’illumination, rotation) et robuste au bruit (supposé gaussien la plupart
du temps).
2. Une ou plusieurs orientations principales sont associées à chaque point. On obtient
des points-clés caractérisés par quatre paramètres : une position (x, y), une échelle
σ et une orientation θ, assurant ainsi l’invariance à la translation, au changement
d’échelle et à l’orientation.
3. A chaque point-clé est ensuite associé un descripteur qui caractérise la géométrie
locale de l’image autour du point. En utilisant les quatre paramètres du point, ce
descripteur est invariant à différentes transformations.
4. Enfin, dans le cas où l’on cherche à mettre en correspondance deux images, les
descripteurs de deux images sont comparés (en calculant des distances par exemple)
afin d’apparier leurs points-clés respectifs.
Chacune de ces quatre étapes sera présentée pour l’algorithme SIFT original ainsi que
pour les différentes variantes proposées dans la littérature. S’en suivra un rapide état de
l’art sur l’application de l’algorithme SIFT aux images de télédétection.
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2.1 Détection de points-clés
La première étape consiste à extraire des points d’intérêts, dits points-clés, en appli-
quant un opérateur différentiel à un espace-échelle. Ces points sont caractérisés par une
position (x, y) et un facteur d’échelle caractéristique σ qui donne une information sur la
taille de la structure détectée. Une étape est souvent rajoutée afin de filtrer certains points
non intéressants et de préciser la position et l’échelle des points.
Cette section présente au préalable l’espace-échelle gaussien et trois opérateurs diffé-
rentiels. Plusieurs détecteurs proposés dans la littérature et basés sur ces opérateurs seront
ensuite décrits.
2.1.1 Opérateurs différentiels appliqués à un espace-échelle
Soit une image en niveaux de gris :
I : (x, y) ∈ Ω ⊂ R2 7→ I(x, y) ∈ R
et un noyau gaussien de paramètre σ, avec σ > 0 :
Gσ : (u, v) ∈ R2 7→ 1
2πσ2
exp
(
−u
2 + v2
2σ2
)
.
La famille de convolutions de cette image I avec le noyau Gσ :
Iσ(x, y) := Gσ ∗ I(x, y) =
∫∫
(u,v)∈Ω
I(u, v)Gσ(x− u, y − v)dudv (2.1)
est une représentation en espace-échelle linéaire couramment utilisée. L’opération de convo-
lution permet de lisser l’image à différentes échelles, et donc d’estomper des détails plus
ou moins grands. On obtient ainsi une représentation de l’image en trois dimensions, avec
la position (x, y) et l’échelle σ.
Afin d’extraire de cette représentation des points de façon robuste et répétable, diffé-
rents opérateurs différentiels sont proposés.
2.1.1.1 Laplacien normalisé
Lindeberg [Lin98] propose un détecteur de blob 1 avec le laplacien normalisé :
∆σIσ(x, y) := σ
2∆Iσ(x, y) =
{(
x2 + y2
σ2
− 2
)
Gσ(x, y)
}
∗ I(x, y). (2.2)
Ce détecteur répond fortement aux structures de type blob, avec une relation entre l’échelle
σ de détection et la taille des «blobs». Une normalisation du laplacien selon l’échelle est
cependant nécessaire pour avoir une invariance au changement d’échelle. On appelle La-
placien de Gaussienne (Laplacian of Gaussian ou LoG) le filtre :
∆σG(x, y) := σ2∆Gσ(x, y) =
(
x2 + y2
σ2
− 2
)
Gσ(x, y).
Pour obtenir les points d’intérêt, on sélectionne alors les extrema locaux de ∆σIσ(x, y)
en espace (x, y) et en échelle σ.
1. Un blob est une «tache», une zone homogène pouvant avoir différentes tailles.
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(a) Exemples de détection avec le Laplacien dans différents cas simples :
Un segment de largeur 2N et de contraste M (en 1D) :
Soit I(x) =
{
M si −N ≤ x ≤ N
0 sinon,
la convolution gaussienne de I et son laplacien normalisé sont donnés par :
Iσ(x) =
M
2
(
erf
(
N − x
σ
√
2
)
+ erf
(
N + x
σ
√
2
))
∆σIσ(x) =
2MN√
2πσ2
exp
(
−x
2 +N2
2σ2
)
cosh
(
xN
σ2
)(
x
N
tanh
(
xN
σ2
)
− 1
)
.
La fonction erf est la fonction d’erreur de Gauss :
erf(x) =
2
π
∫ x
0
e−t
2
dt.
Les extrema locaux du laplacien normalisé selon x et σ satisfont :{
x = 0
σ = N.
Un extremum est trouvé au centre du segment pour σ = N , ce qui donne une information
sur la taille du segment.
Un coin : Considérons un coin infini de contraste M :
I(x, y) =
{
M si x, y ≥ 0
0 sinon.
La convolution gaussienne de I et son laplacien normalisé sont représentés par :
Iσ(x, y) =
M
4
(
1 + erf
(
x
σ
√
2
))(
1 + erf
(
y
σ
√
2
))
∆σIσ(x, y) = − M√
2π
xe− x22σ2
σ
(
1 + erf
(
y
σ
√
2
))
+
ye−
y2
2σ2
σ
(
1 + erf
(
x
σ
√
2
)) .
Les extrema locaux selon x, y et σ satisfont x = y = aσ, avec a ≃ 1.13. Pour chaque
échelle on obtient un extremum sur la bissectrice du coin. En théorie, il n’y a pas d’extrema
au sens strict en échelle, mais en raison de la discrétisation des images et des échelles on
en obtient de nombreux à différentes échelles.
Une gausienne de moyenne µ et d’écart-type ς : Dans le cas mono-dimensionnel
et avec un contraste M , cette gaussienne s’écrit :
I(x) =
M√
2πς2
exp
(
−(x− µ)
2
2ς2
)
,
la convolution gaussienne de I et son laplacien normalisé sont représentés par :
Iσ(x) =
M√
2π(ς2 + σ2)
exp
(
− (x− µ)
2
2(ς2 + σ2)
)
∆σIσ(x) =
σ2M√
2π(ς2 + σ2)
3
2
(
(x− µ)2
ς2 + σ2
− 1
)
exp
(
− (x− µ)
2
2(ς2 + σ2)
)
.
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Les extrema locaux selon x et σ satisfont :{
x = µ
σ = ς
√
2
On trouve donc un extremum en µ avec comme échelle ς
√
2.
On remarque que les extrema du LoG sont invariants aux changements de contraste
affines de l’image. Ce détecteur présente donc l’avantage d’être invariant à l’illumination,
mais aussi à la rotation et au changement d’échelle. En pratique on ne conserve cepen-
dant que les extrema locaux pour lesquels ∆σIσ est supérieur à un seuil, il y a donc une
dépendance au contraste.
(b) Calculs pratiques : Pour calculer le laplacien normalisé sur des images discrètes,
il est nécessaire d’échantillonner le domaine des échelles avec une progression géométrique :
σk = σ0 · rk avec k ∈ {0, ..., kmax}
avec k l’indice de l’échelle, σ0 la plus petite échelle étudiée et r le rapport entre deux
échelles successives. Les extrema du laplacien sont sélectionnés en observant les voisins
dans les trois dimensions de chaque point (x, y, σ). A cause de la discrétisation des images,
on observe de nombreux extrema détectés autour des structures pour de faibles valeurs du
laplacien. Pour pallier ce problème, on calcule les extrema de |∆σIσ(x, y)| et on seuille les
faibles valeurs avec :
|∆σIσ(x, y)| < tl. (2.3)
Lowe [Low04] propose comme valeur tl = 0.03, considérant que l’image I a été préalable-
ment normalisée dans l’intervalle [0, 1]. Cette opération limite cependant l’invariance au
contraste.
(c) Deux approximations sont proposées dans [Low04] afin d’optimiser la convolu-
tion gaussienne et le calcul du laplacien. Pour la convolution gaussienne, l’espace-échelle
est représenté par une pyramide : l’image I est sous-échantillonnée successivement par un
facteur 2 à chaque fois que l’échelle σk atteint une puissance de 2. Les séries d’images
successives ayant la même taille sont appelées octave. En réduisant la taille de l’image, on
peut ainsi diminuer la complexité de la convolution gaussienne pour les grandes échelles.
Une interpolation est ensuite réalisée afin d’améliorer la précision de la position des points
détectés.
La deuxième approximation concerne le calcul du laplacien normalisé. Sachant que dans
le cas discret on a comme approximation :
Gσk+1 ≃ Gσk + (σk+1 − σk)
∂Gσ
∂σ
= Gσk + σk(r − 1)
∂Gσ
∂σ
(2.4)
et que Gσ vérifie l’égalité :
∂Gσ
∂σ
= σ∆σGσ, (2.5)
on peut approximer le LoG par une différence de gaussiennes (Difference of Gaussians ou
DoG) :
Gσk+1 − Gσk ≃ (r − 1)σ2k∆Gσk = (r − 1)∆σkGσk . (2.6)
Le laplacien normalisé est alors estimé par :
∆σkIσk ≃
Iσk+1 − Iσk
r − 1 . (2.7)
La pyramide laplacienne est ainsi obtenue par soustraction de deux images successives de
la pyramide gaussienne.
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Figure 2.1 – Exemple jouet idéal, à gauche sans bruit et à droite avec ajout de bruit
gaussien centré d’écart-type ν = 2. Les objets ont pour niveau de gris M1 = 170, et le fond
M2 = 100.
(a) Calcul sur l’image non bruitée,
avec seuillage tl = 0.03.
(b) Calcul sur l’image non bruitée,
sans seuillage tl.
(c) Calcul sur l’image bruitée avec un
écart-type ν = 2, avec seuillage tl =
0.03.
(d) Calcul sur l’image bruitée avec un
écart-type ν = 5, avec seuillage tl =
0.03.
Figure 2.2 – Extrema locaux en 3D du laplacien normalisé calculés sur l’image jouet
bruitée et non bruitée de la Figure 2.1. Les échelles utilisées sont calculées avec σ0 = 0.63,
r = 21/3 et kmax = 13. Les extrema sont représentés à l’aide de points rouges, de taille
proportionnelle à leur échelle σ.
(d) Exemples : Afin d’étudier le comportement du laplacien normalisé, on observe le
calcul des extrema sur un exemple jouet avec et sans bruit (Figure 2.1). Les points détectés
sont présentés Figure 2.2. Comme attendu, un extremum est détecté au centre de chacun
des objets, à une échelle caractéristique de la taille de l’objet. On remarque que le seuillage
sur les faibles valeurs du laplacien est nécessaire pour supprimer les nombreux extrema sur
les contours des objets. Concernant les rectangles, des points sont bien détectés au niveau
des coins mais ils sont décalés par rapport au coin. Cependant pour le losange, aucun
point n’est détecté dans les coins. De plus, même avec l’utilisation du seuil, des points sont
détectés à côté des bords de chacun des objets. Ceci est lié aux dérivées partielles secondes
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Figure 2.3 – Exemple d’une image satellite optique
qui entrainent des extrema autour des bords stricts. Ces points ne sont pas très informatifs
et risquent de causer des erreurs lors de la mise en correspondance. En effet deux points
d’un même bord peuvent représenter la même information.
La détection sur une image bruitée présente de nombreuses détections de points-clés le
long des bords. Comme expliqué précédemment, ces points ne sont pas intéressants. Leur
localisation est d’ailleurs peu précise à cause de la présence de bruit. On remarque aussi
que pour un bruit plus fort (ν = 5), il y a de nombreuses fausses détections dans les zones
homogènes. Ces erreurs ne sont pas filtrées par le seuil sur le laplacien tl, mais un seuil
plus strict risquerait de supprimer des points dans des zones caractéristiques.
La Figure 2.4 présente un exemple de calcul du laplacien normalisé et de ses extrema
sur une image satellite (Figure 2.3). De nombreux points sont détectés sur des structures
intéressantes. On observe cependant beaucoup de détections peu informatives (sur les zones
homogènes, de végétation, de bord...), notamment pour les faibles échelles. Comme pour
l’exemple jouet, ces détections ne sont pas pertinentes. Il est donc nécessaire d’utiliser un
critère pour les filtrer.
(e) Conclusions : Le LoG est un détecteur de blob invariant aux changements de
contraste affines, à la rotation et au changement d’échelle. Il nécessite cependant le recours
à un seuillage pour limiter les détections qui lui font perdre son invariance au contraste.
Il a la particularité d’être un très bon estimateur de l’échelle caractéristique de structures
de type blobs [MS01], mais il présente une mauvaise précision concernant la position en
espace des points d’intérêts et est peu robuste face à au bruit. Il est nécessaire d’associer
un critère de filtrage à ce détecteur.
2.1.1.2 Critère de Harris multi-échelle
(a) Critère de Harris : Une autre sélection de points d’intérêt en espace-échelle [MS01]
se base sur le détecteur de coin de Harris [HS88].
Ce détecteur repose sur le calcul de la matrice de Harris en un point (x, y) :
MH(x, y) = w ∗
[
( ∂I∂x(x, y))
2 ∂I
∂x · ∂I∂y (x, y)
∂I
∂x · ∂I∂y (x, y) (∂I∂y (x, y))2
]
(2.8)
Avec w une pondération spatiale. Pour une pondération avec une fenêtre gaussienne G de
paramètre s fixé, on obtient :
MH(x, y) = Gs ∗
[
( ∂I∂x(x, y))
2 ∂I
∂x · ∂I∂y (x, y)
∂I
∂x · ∂I∂y (x, y) (∂I∂y (x, y))2
]
(2.9)
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(a) Echelle σ = 1
(b) Echelle σ = 2
(c) Echelle σ = 4
(d) Echelle σ = 8
Figure 2.4 – Exemple de calcul du laplacien normalisé et de ses extrema sur l’image 2.3.
Sur chaque ligne sont représentés de gauche à droite la convolution gaussienne, le laplacien
normalisé en valeur absolue et la position spatiale des extrema pour une échelle σ. Les
positions des extrema locaux (en espace et en échelle, calculés en 26-connexité) sont repré-
sentées à l’aide de points rouges. Les point candidats sont filtrés avec le test de l’Equation
(2.3) pour tl = 0.03.
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Figure 2.5 – Représentation de CH(x, y) en fonction des valeurs propres λ1 et λ2 avec
k1 = 0.04.
 
 
(a) Exemple de coin
 
 
−1
0
1
2
3
4
x 104
(b) Critère de Harris
Figure 2.6 – Calcul du critère de Harris CH(x, y) sur un coin pour s = 5 et k1 = 0.04.
Cette matrice décrit la courbure de l’image localement :
— Si ses deux valeurs propres λ1 et λ2 ont conjointement des fortes valeurs et sont de
même signe, il y a deux orientations principales autour du point : on suppose qu’on
se trouve sur un coin.
— Si λ1 est faible et λ2 fort (ou inversement), il y a une orientation principale autour
du point : on suppose qu’on se trouve sur un bord.
— Si λ1 et λ2 sont toutes les deux faibles, il n’y a pas d’orientation principale : on
suppose qu’on se trouve sur une zone homogène.
Pour éviter de calculer les valeurs propres, Harris et Stephens [HS88] proposent d’uti-
liser le critère :
CH(x, y) = det(MH(x, y))− k1.Tr(MH(x, y))2 = λ1λ2 − k1(λ1 + λ2)2 (2.10)
avec k1 un paramètre à définir empiriquement.
Comme présenté Figure 2.5, ce critère prend de fortes valeurs quand les valeurs propres
λ1 et λ2 sont conjointement importantes. En effectuant le test :
CH(x, y) > dh (2.11)
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On peut ainsi détecter les coins d’une image. Le paramètre positif dh est à définir em-
piriquement. Les valeurs 1500 [MS01] ou 2000 [Rab09] sont régulièrement utilisées pour
les images numériques codées sur 8 bits. La Figure 2.6 présente un exemple de calcul du
critère de Harris sur un coin. On observe bien que CH(x, y) présente de fortes valeurs sur
les zones que l’on souhaite identifier comme des coins, des valeurs négatives pour les bords
et des valeurs nulles pour les zones homogènes. Un seuil dh important permet donc de
sélectionner les points sur le coin. Ce détecteur a l’avantage principal d’être invariant à la
rotation. Il est cependant dépendant du contraste de l’image et du paramètre d’échelle s
choisi.
(b) Invariance au changement d’échelle : Une adaptation multi-échelle du critère
est proposée par [DSH00] pour obtenir une invariance au changement d’échelle. La matrice
et le critère de Harris multi-échelle sont calculés sur Iσ et définis par :
MH(x, y, σ) = σ
2Ga1σ ∗
[
(∂Iσ∂x (x, y))
2 ∂Iσ
∂x · ∂Iσ∂y (x, y)
∂Iσ
∂x · ∂Iσ∂y (x, y) (∂Iσ∂y (x, y))2
]
CH(x, y, σ) = det(MH(x, y, σ))− k1.T r(MH(x, y, σ))2.
(2.12)
Afin d’assurer l’invariance au changement d’échelle, la matrice de Harris est normalisée
par σ2 et l’écart-type de la pondération gaussienne G est proportionnel à σ (a1 étant un
paramètre supérieur à 1). De la même façon que le critère initial, les coins sont détectés
en effectuant le test :
CH(x, y, σ) > dh. (2.13)
Afin de sélectionner des points dans un contexte multi-échelle, Mikolajczyk et Schmid [MS01]
proposent d’utiliser ce critère pour une analyse en espace-échelle. Comme pour le lapla-
cien normalisé, une représentation en espace-échelle d’une image I est construite avec des
échelles σk = σ0r
k suivant une progression géométrique. Les extrema en espace satisfaisant
le test de l’Equation (2.13) sont sélectionnés comme points d’intérêt. La sélection ne se fait
pas en trois dimensions (espace et échelle) puisque en pratique CH(x, y, σ) atteint rarement
des extrema en échelle. Dans [MS01], la sélection se fait donc en deux dimensions et le LoG
est ensuite utilisé pour déterminer l’échelle la plus pertinente de chaque point.
La sélection des extrema est invariante aux changements de contraste, mais pas l’étape
de seuil dh. En effet, CH(x, y, σ) est dépendant du contraste de l’image. Le critère de
Harris multi-échelle d’une image I2 = m · I1 est CH,2(x, y, σ) = m4 · CH,1(x, y, σ). Sur les
zones homogènes bruitées, des erreurs liées au bruit pourront ainsi être filtrées. Cependant
cette dépendance au contraste risque de supprimer des points sur des structures de faible
contraste, le critère n’est ainsi pas invariant aux changements d’illumination. Dans [MS01]
la valeur de dh est fixée à 1500 pour une image sur 8 bits.
(c) Exemples : La Figure 2.7 présente le calcul des extrema du critère de Harris sur
l’image jouet de la Figure 2.1. Comme pour le laplacien normalisé, un seuillage dh sur les
faibles valeurs du critère est nécessaire pour supprimer des erreurs liées à la discrétisation
des images. On observe ici que pour chacun des objets, des points sont détectés au centre,
mais aussi sur les coins. La détection sur des images bruitées avec un bruit gaussien plus
ou moins important n’entraine cependant pas de fausses détections sur les bords ou les
zones homogènes. La position des points d’intérêt n’est que faiblement perturbée.
La Figure 2.8 présente un exemple de calcul du critère de Harris multi-échelle ainsi
qu’une sélection des extrema locaux en 3D (en espace et en échelle) et en 2D (en espace). On
remarque que dans les deux cas les extrema sont situés en grande partie sur des structures
intéressantes et qu’il y a peu de détections parasites. On remarque également qu’il y a peu
d’extrema locaux en 3D.
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(a) Calcul sur l’image non brui-
tée, avec seuillage dh = 1500.
(b) Calcul sur l’image non brui-
tée, sans seuillage dh.
(c) Calcul sur l’image bruitée
pour ν = 2, avec seuillage dh =
1500.
(d) Calcul sur l’image bruitée
pour ν = 5, avec seuillage dh =
1500.
Figure 2.7 – Extrema locaux en 2D du critère de Harris multi-échelle calculé sur l’image
jouet bruitée et non bruitée de la Figure 2.1. Les échelles utilisées sont calculées avec
σ0 = 0.63, r = 2
1/3 et kmax = 13. Les extrema sont représentés à l’aide de points rouges,
de taille proportionnelle à leur échelle σ.
(d) Conclusions : Le critère de Harris multi-échelle est un détecteur de coin invariant
à la rotation et au changement d’échelle. Il est plus précis que le laplacien normalisé pour
la position des coins [MS02], mais est plus limité concernant l’estimation en échelle. Il
est assez robuste face à du bruit, notamment grâce au filtrage sur les faibles valeurs. Sa
dépendance au contraste risque cependant de supprimer des points sur des structures de
faible contraste.
2.1.1.3 Critère basé sur la matrice hessienne
(a) Matrice hessienne : La détection de points d’intérêt peut aussi se faire à partir
de la matrice hessienne :
H(x, y) =
[
∂2I
∂x2
(x, y) ∂
2I
∂x∂y (x, y)
∂2I
∂y∂x(x, y)
∂2I
∂y2
(x, y)
]
, (2.14)
ou sa version multi-échelle :
Hσ(x, y) = σ
2
[
∂2Iσ
∂x2
(x, y) ∂
2Iσ
∂x∂y (x, y)
∂2Iσ
∂y∂x(x, y)
∂2Iσ
∂y2
(x, y)
]
. (2.15)
Cette matrice donne une information sur la courbure de l’image Iσ au point (x, y) : si
les deux valeurs propres de Hσ sont proches, il y a des variations de gradient dans les deux
directions. On peut ainsi détecter les structures de type blob et les coins. Comme pour la
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(a) Echelle σ = 1
(b) Echelle σ = 2
(c) Echelle σ = 4
(d) Echelle σ = 8
Figure 2.8 – Exemple de calcul du critère de Harris multi-échelle et de sélection des
extrema sur l’image 2.3. Sur chaque ligne est représenté de gauche à droite le critère de
Harris multi-échelle et la sélection des extrema locaux en 3D et en 2D pour une échelle
σ. Les extrema locaux en 3D sont sélectionnés en espace et en échelle en 26-connexité et
ceux en 2D seulement en espace en 8-connexité. Pour les deux situations, seuls les points
vérifiant le test de l’Equation (2.13) avec dh = 2000 sont conservés afin de ne garder que
les points intéressants. La position de ces points est représentée en rouge.
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matrice de Harris, Lindeberg [Lin98] propose d’observer la trace et le déterminant :
Tr(Hσ(x, y)) = σ
2
(
∂2Iσ
∂x2
(x, y) +
∂2Iσ
∂y2
(x, y)
)
Det(Hσ(x, y)) = σ
4
(
∂2Iσ
∂x2
(x, y) · ∂
2Iσ
∂y2
(x, y)− ∂
2Iσ
∂y∂x
(x, y)2
) (2.16)
Les points correspondant aux extrema simultanés de la trace et du déterminant sont sé-
lectionnés. On remarque que la trace correspond exactement au LoG. La combinaison
des extrema du DoH (Determinant of Hessian) avec ceux du LoG permet de supprimer
les détections de points le long des bords, souvent obtenus avec le LoG. Mikolajczyk et
Schmid [MS04a] proposent de sélectionner les extrema en 3D du DoH, puis d’utiliser le LoG
(ou la trace de la matrice Hessienne) pour préciser l’échelle des points. De la même façon
que le LoG, la sélection des extrema du DoH est indépendante du contraste. Cependant il
est souvent nécessaire de seuiller les faibles valeurs du DoH pour supprimer les erreurs de
détection liées au bruit. Cette opération limite l’indépendance au contraste.
(b) Exemples : la Figure 2.9 présente un exemple de calcul du déterminant de la
matrice hessienne pour différentes échelles σ sur un exemple jouet. On remarque que pour
presque tous les objets, un point est détecté au centre pour une certaine échelle caracté-
ristique, à la fois sur les images bruitées et non bruitées. Pour les objets de type rectangle,
des points sont trouvés avec une bonne précision sur les coins mais aucun sur les bords. La
(a) Calcul sur l’image non brui-
tée, avec seuillage the.
(b) Calcul sur l’image non brui-
tée, sans seuillage the.
(c) Calcul sur l’image bruitée
pour ν = 2, avec seuillage the.
(d) Calcul sur l’image bruitée
pour ν = 5, avec seuillage the.
Figure 2.9 – Extrema locaux en 3D du déterminant de la matrice hessienne calculés sur
l’image jouet bruitée et non bruitée de la Figure 2.1. Les échelles utilisées sont calculées avec
σ0 = 0.63, r = 2
1/3 et kmax = 13. Les extrema sont représentés à l’aide de points rouges,
de taille proportionnelle à leur échelle σ. Pour les images 2.9(c) et 2.9(d), les valeurs de
|Det(Hσ(x, y))| ont été seuillées par the = 0.03 pour supprimer les fausses détections liées
au bruit ou à la discrétisation, en considérant que l’image I est normalisée dans l’intervalle
[0, 1].
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présence de buit gaussien n’entraine pas de fausses détections. La localisation des points
d’intérêt est faiblement perturbée en présence de fort bruit (ν = 5).
La Figure 2.10 présente un exemple de calcul du DoH ainsi qu’une sélection des extrema
locaux en 3D. On trouve de nombreux extrema sur des structures intéressantes avec peu
de fausses détections. Cependant le nombre de points détectés est assez faible.
(c) Conclusions : Le hessien est un détecteur de «blob» invariant à l’illumination,
à la rotation et au changement d’échelle. Il permet une meilleure localisation des points
d’intérêt que le critère de Harris [MS02], mais détecte moins de points. Il est assez robuste
face à du bruit. Son association avec le LoG (ou la trace de la matrice hessienne) permet
ainsi de limiter les fausses détections, notamment le long des bords.
2.1.2 Détecteurs de points d’intérêt
Différents détecteurs, basés sur les opérateurs différentiels précédemment présentés,
sont définis dans la littérature. Ces détecteurs sont tous invariants par rotation et change-
ment d’échelle. Ils sont composés d’une sélection en espace-échelle, suivie d’un ou plusieurs
filtrages des points candidats. Cette deuxième étape est nécessaire pour supprimer les
points de bords et les fausses détections liées au bruit. En effet, l’étape de filtrage est sou-
vent dépendante du contraste de l’image, contrairement aux sélections en espace-échelle.
On obtient ainsi des points caractérisés par trois paramètres (x, y, σ), leur position et leur
échelle.
2.1.2.1 Points-clés de l’algorithme SIFT
Le détecteur de point-clé de l’algorithme SIFT [Low99, Low04] est un détecteur de
«blob» basé sur une pyramide DoG. La pyramide est construite avec les deux approxi-
mations présentées précédemment (différence de gaussiennes et sous-échantillonnage). Les
extrema en 3D sont sélectionnés. Leur position sous-pixellique est précisée à l’aide d’une
interpolation de la pyramide. Les points de faible contraste sont supprimés à l’aide d’un
seuil sur la différence de gaussienne. Enfin un critère basé sur la matrice hessienne est
utilisé pour filtrer les points de bord :
Tr(Hσ(x, y))
2
Det(Hσ(x, y)
< tr (2.17)
En définissant λ1 et λ2 comme les valeurs propres de Hσ(x, y) et r le rapport
λ1
λ2
, on peut
écrire :
Tr(Hσ(x, y))
2
Det(Hσ(x, y)
=
(λ1 + λ2)
2
λ1λ2
=
(1 + r)2
r
(2.18)
Ce rapport atteint sa valeur minimale pour r = 1, donc quand les deux valeurs propres sont
égales. Comme expliqué précédemment, si λ1 et λ2 ont des valeurs proches, la courbure de
l’image est importante en ce point. Le critère de l’Equation (2.17), avec tr =
(1+r0)2
r0
pour
une valeur de r0 légèrement supérieure à 1, permet donc de supprimer les points de bord.
2.1.2.2 Harris-Laplace
Le détecteur appelé Harris-Laplace [MS01,MS04a] se base sur le critère de Harris multi-
échelle. Ce critère est appliqué à l’espace-échelle gaussien et les extrema en espace sont
choisis. Les points de faible contraste et de bord sont filtrés avec un seuil sur les valeurs
du critère. Un critère de sélection est ensuite appliqué afin de vérifier qu’un point x a bien
été détecté à sa bonne échelle caractéristique : les points pour lesquels le LoG n’atteint
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(a) Echelle σ = 1
(b) Echelle σ = 2
(c) Echelle σ = 4
(d) Echelle σ = 8
Figure 2.10 – Exemple de calcul du DoH et sélection des extrema en 3D sur l’image 2.3.
Sur chaque ligne est représentée à gauche le hessien et à droite la sélection des extrema
locaux en 3D pour une échelle σ. Les extrema locaux en 3D sont sélectionnés en espace et
en échelle en 26-connexité. Seuls les points vérifiant |Det(Hσ(x, y))| < the avec the = 0.03
sont conservés, en considérant que l’image I est normalisée dans l’intervalle [0, 1].
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pas un extremum en échelle en x et est inférieur à un certain seuil sont supprimés. Le
Harris-Laplace est un détecteur de coin.
2.1.2.3 Hessian-Laplace
Le détecteur appelé Hessian-Laplace [MS04a] reprend la même idée que le détecteur de
Harris-Laplace mais en utilisant l’opérateur différentiel DoH. Les points sont sélectionnés
comme extrema en espace du déterminant de la matrice hessienne et extrema en échelle
de la trace de la matrice hessienne, qui est égale au LoG. Des seuils sur le déterminant et
la trace de la matrice hessienne permettent de supprimer les points de faible contraste. Ce
détecteur est un détecteur de «blob».
2.1.2.4 LoG-Harris
Un autre détecteur proposé par [Rab09] associe une sélection des extrema en 3D du
LoG (avec seuillage des faibles valeurs) et un filtrage des points de bord à l’aide d’un seuil
sur le critère de Harris multi-échelle. Dans la suite, on appelera ce détecteur LoG-Harris.
2.1.2.5 Détecteur Fast-Hessian
Le détecteur Fast-Hessian [BTG06] sélectionne aussi les maxima du hessien. Cependant
le calcul de ce déterminant est optimisé : les dérivées secondes sont approximées en utilisant
des filtres moyenneurs dont la taille du masque augmente avec l’échelle σ.
2.1.2.6 Détecteur de régions affines
Certains détecteurs inspirés des SIFT ont rajouté une invariance aux changements
affines. Le détecteur A-SIFT [YM09,MY09] extrait 6 paramètres pour chaque point-clé au
lieu de 4, les deux supplémentaires définissant les angles d’orientation de l’appareil photo.
Différentes prises de vue de l’image sont simulées en faisant varier ces paramètres. Les
points sont ensuite sélectionnés en appliquant l’algorithme SIFT à ces images. Le Harris-
Affine [MS04a] et le Hessien-Affine [MTS+05] sont des améliorations des détecteurs Harris-
Laplace et Hessian-Laplace. Dans les deux cas, une région elliptique autour du point-clé
est estimée à l’aide d’une méthode itérative basée sur la matrice d’auto-corrélation.
2.1.2.7 Exemples de détecteurs non basés sur des opérateurs différentiels
D’autres détecteurs proposés dans la littérature ne reposent pas sur des opérateurs diffé-
rentiels. Kadir et Brady [KB01] proposent par exemple un détecteur multi-échelle basé sur
un calcul de l’entropie sur des voisinages de différentes tailles. Le détecteur SUSAN [SB97]
repère les coins ou les bords en observant, sur un masque circulaire, le nombre de pixels
avec des valeurs proches du point central. Le détecteur FAST [RD05] reprend le même
concept en observant 16 pixels sur un cercle autour du point étudié et en cherchant si
au moins 12 pixels contigus ont tous des valeurs supérieures ou inférieures au point cen-
tral. Enfin certains algorithmes de mise en correspondance de descripteurs sélectionnent
les points d’intérêt avec des méthodes plus simples. Dalal et Triggs [DT05] utilisent une
grille dense avec un espacement uniforme des points. Belongie et al. [BMP02] choisissent
d’utiliser les positions de points de contour obtenus par un détecteur de contour.
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2.2 Sélection des orientations
Après avoir sélectionné des points dans un espace-échelle, une ou plusieurs orienta-
tions leur sont assignées en observant la géométrie de leur voisinage. Ceci permet ensuite
d’assurer l’invariance à la rotation. Plusieurs méthodes sont proposées dans la littérature.
2.2.1 Maxima d’histogramme d’orientation
Lowe [Low04] propose d’observer les orientations du gradient autour du point d’intérêt.
Pour chaque échelle σ, l’amplitude et l’orientation du gradient de l’image Iσ sont calculées
avec les formules suivantes :
gn(x, y) =
√
(Iσ(x+ 1, y)− Iσ(x− 1, y))2 + (Iσ(x, y + 1)− Iσ(x, y − 1))2
gt(x, y) =
{
arctan
(
Iσ(x,y+1)−Iσ(x,y−1)
Iσ(x+1,y)−Iσ(x−1,y)
)
π
2 , si Iσ(x+ 1, y)− Iσ(x− 1, y) = 0.
(2.19)
Pour chaque point-clé (x, y, σ), un histogramme d’orientation du gradient gt est construit
sur un voisinage centré en (x, y) et de taille proportionnelle à σ. L’histogramme est quantifié
sur 36 classes. Les contributions en chaque pixel sont pondérées par la norme du gradient gn
ainsi que par une fenêtre Gaussienne circulaire de paramètre ρ = 1.5σ centrée sur (x, y). Les
orientations choisies correspondent aux maxima locaux de l’histogramme, pour des valeurs
supérieures à 80% de la valeur maximale. On obtient ainsi une ou plusieurs orientations θ.
Plusieurs points-clés détectés peuvent avoir la même position et la même échelle, mais une
orientation différente. Cela permet de considérer les différentes orientations d’une structure,
notamment les coins.
2.2.2 Sélection a contrario sur histogramme d’orientation
Une autre méthode [Rab09] extrait les modes principaux de l’histogramme d’orien-
tation, en utilisant un algorithme a contrario de segmentation d’histogramme [DMM03].
Jusqu’à deux orientations peuvent être sélectionnées par point-clé.
Deux exemples de calcul d’orientations de point-clé sont représentés Figure 2.11.
(a) Image jouet non bruitée de la Fi-
gure 2.1
(b) Image satellite optique
Figure 2.11 – Exemples de calcul d’orientations. La position des points-clés est représentée
par des points rouges, les orientations par des traits verts.
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(a) Extrait d’une image du satellite Quick-
bird (60 cm de résolution). Ici σ = 4 et
θ = 1.7.
(b) Extrait d’une image du satellite Geoeye
(50 cm de résolution). Ici σ = 5 et θ = 1.8.
Figure 2.12 – Exemple de deux points-clés représentant un même objet sur deux images
satellites optiques différentes. La position des points-clés est repérée par un point-bleu, leur
orientation θ par un trait vert et leur échelle σ par un cercle rouge (diamètre proportionnel
à σ). Les deux images ont ici la même taille, mais pas la même résolution. Les images ne
présentent qu’une très faible rotation.
2.2.3 Sélection à l’aide de réponses d’ondelettes de Haar 2D
Bay et al [BTG06] proposent une autre méthode basée sur les ondelettes de Haar. Pour
un point-clé (x, y, σ), les réponses d’ondelettes de Haar 2D pour les directions horizontales
et verticales sont calculées sur l’image Iσ sur un voisinage circulaire de rayon 6σ centré
autour de (x, y). La taille de ces ondelettes est σ. Après pondération des réponses par
une Gaussienne de paramètre 2.5σ centrée autour du point-clé, les réponses verticales sont
représentées en fonction des réponses horizontales. Les sommes des réponses horizontales
et verticales sont ensuite calculées à l’intérieur d’une fenêtre glissante couvrant un angle
de π3 . Pour chaque orientation de la fenêtre, un vecteur de deux dimensions est obtenu.
L’orientation correspondant au vecteur le plus long est choisie comme orientation principale
du point (x, y, σ).
2.3 Extraction des descripteurs
On obtient ainsi des points-clés caractérisés par quatre paramètres : leur position, leur
échelle et leur orientation principale. Chaque point-clé (x, y, σ, θ) définit une région d’intérêt
invariante à la translation, rotation et au changement d’échelle. Un exemple d’extraction de
point-clé est présenté Figure 2.12 : les deux points sont extraits sur deux images différentes
mais représentent une même structure. En effet leur position et leur orientation sont très
proches. L’échelle des points, représentée par les cercles rouges, représente la même région.
Le rapport entre les échelles 45 = 0.8 est en effet à peu près égal à l’inverse du rapport des
résolutions 5060 = 0.83.
La Figure 2.13 présente les régions d’intérêt définies par les deux points-clés précédents.
Ce sont des patchs, extraits des images de Figure 2.12, centrés autour des positions (x, y),
de tailles proportionnelles à l’échelle σ et ayant subi une rotation de −θ. Ces deux extraits,
bien que provenant d’images de résolution et de dynamique différentes, montrent la même
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(a) Point-clé de l’image du satellite
Quickbird.
(b) Point-clé de l’image du satellite Geoeye.
Figure 2.13 – Extraction des régions d’intérêt des point-clé de Figure 2.12. La position
du point-clé est représentée par un point bleu.
zone d’intérêt. Définir la taille comme proportionnelle à σ permet d’assurer l’invariance au
changement d’échelle, et pivoter l’image autour de θ permet d’obtenir une invariance à la
rotation. Par la suite nous appellerons ce type de patch «région d’intérêt normalisée».
En comparant ces zones d’intérêt, on peut associer deux points-clés provenant d’images
différentes. Différentes méthodes sont proposées dans la littérature pour coder l’information
géométrique contenue dans ces zones. On peut utiliser directement les patchs extraits
autour des points-clés et les comparer à l’aide d’une distance euclidienne, d’une mesure
de corrélation ou d’un maximum de vraisemblance. Cependant ces patchs peuvent être de
grande taille et le temps de calcul est alors important. Ils sont également peu robustes
aux petites distorsions locales et trop discriminants : certains détails peuvent être présents
seulement sur l’image mieux résolue, les ombres et illuminations peuvent être différentes
et un décalage de quelques pixels ne peut être toléré. Ces techniques sont adaptées aux
situations où les images sont prises dans les mêmes conditions (même capteur, même
résolution). Mais pour des situations plus complexes, elles ne sont pas assez robustes et
entrainent de nombreuses erreurs.
De nombreux articles proposent de décrire ces zones d’intérêt de façon compacte et
robuste à différentes transformations, tout en étant la plus discriminante possible. Ces
régions d’intérêt normalisées sont alors représentées par un vecteur, appelé descripteur,
de dimension réduite par rapport aux patchs. Le descripteur SIFT [Low99, Low04] est
un descripteur très discriminant et présentant de très bonnes performances [MS05]. Il est
invariant à la translation, au changement d’échelle et d’illumination et à la rotation. Ce
descripteur et quelques variantes sont présentés dans ce qui suit :
2.3.1 SIFT
Le descripteur SIFT [Low99,Low04] propose de représenter la géométrie locale autour
des points-clés par des histogrammes d’orientation du gradient. La Figure 2.14 illustre le
calcul du descripteur. Pour un point-clé (x, y, σ, θ), on sélectionne l’image de la pyramide
DoG (Section (c)) correspondant à l’échelle σ et on calcule la norme et l’orientation du
gradient sur un voisinage autour de (x, y). Afin d’assurer l’invariance à la rotation, les
coordonnées des pixels et les valeurs d’orientations du gradient subissent une rotation de −θ
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Figure 2.14 – Schéma de calcul du descripteur SIFT d’un point-clé (x, y, σ, θ). L’image Iσ
est pivotée pour s’aligner sur θ et un patch centré autour de (x, y) est défini. Ici pour des
raisons pratiques on représente (à gauche) un patch de taille 8x8 pixels, divisé en quatre
secteurs de 4x4 pixels. Les normes et orientations du gradient sont calculées en chaque
pixel, et les valeurs de la norme sont pondérées par une fenêtre Gaussienne (représentée
en bleu sur la figure du centre). Des histogrammes d’orientation du gradient sont ensuite
construits sur chaque secteur avec 8 directions (à droite).
autour du point-clé. Un patch centré autour de (x, y) est ensuite extrait, de la même façon
que les régions d’intérêt normalisées présentées précédemment. La taille des patchs est fixe
ici (16x16 pixels) mais comme les images de la pyramide DoG sont sous-échantillonnées en
fonction de σ, la taille de la zone d’intérêt dépend effectivement de l’échelle caractéristique.
Les valeurs de la norme sont pondérées à l’aide d’une fenêtre Gaussienne centrée en (x, y)
et de paramètre égal à la moitié de la largeur du patch. Ceci permet de donner plus de
poids aux pixels proches du point-clé. Le patch est ensuite divisé en 16 secteurs de taille
4x4 pixels. Sur chacun de ces secteurs, un histogramme d’orientation du gradient pondéré
par la norme est construit avec 8 directions. Un schéma du calcul du descripteur SIFT est
représenté Figure 2.14. Ces 16 histogrammes sont concaténés en un vecteur, par la suite
normalisé à l’unité, que l’on nomme descripteur SIFT.
Cette configuration permet de gérer les effets de bords liés à de faibles erreurs pour la dé-
tection de point-clé. En effet si deux points-clés présentent un faible décalage de quelques
pixels et/ou une faible erreur d’orientation, l’utilisation d’histogrammes calculés sur un
bloc de pixels permet d’atténuer ces imprécisions, contrairement à l’utilisation directe des
patchs. La normalisation du vecteur est nécessaire pour obtenir une invariance aux chan-
gements affines de contraste sur la région d’intérêt. Ce descripteur est donc bien invariant
par translation, changement d’échelle, rotation et changement d’illumination localement
affine.
2.3.2 HOG
Le descripteur HOG (Histograms of Oriented Gradients) [DT05] est une version simpli-
fiée du descripteur SIFT. Ces descripteurs sont ici calculés sur une grille dense et non sur
une sélection de points d’intérêt. Les HOG sont extraits de la même façon que les SIFT,
mais ils ne présentent pas d’orientation et sont tous calculés pour une même échelle. La
grille de détection est construite de façon à ce que plusieurs descripteurs se superposent.
Les régions d’intérêt peuvent avoir une forme carrée comme les SIFT, mais des formes
circulaires ou rectangulaires sont aussi proposées. Ce détecteur est très efficace pour la
détection de piétons [DT05].
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Figure 2.15 – Masque du descripteur SIFT-circulaire, découpé en 9 régions.
2.3.3 PCA-SIFT
Le descripteur PCA-SIFT [KS04] est très proche de SIFT mais présente une plus petite
dimensionalité. La sélection des patchs est la même que pour SIFT, mais avec une taille de
41x41 pixels. Ensuite pour chaque patch est calculé le gradient horizontal et vertical. On
obtient ainsi un vecteur de dimension 2x39x39 = 3042, normalisé pour une invariance à
l’illumination. La méthode d’analyse en composante principale permet ensuite de réduire la
dimension du vecteur à 20. Le vecteur obtenu est appelé PCA-SIFT. C’est un descripteur
très discriminant [MS05] malgré sa faible dimension.
2.3.4 GLOH
Le descripteur GLOH (Gradient location-orientation histogram) [MS05] est une amélio-
ration de SIFT plus robuste et discriminante. La région d’intérêt normalisée est ici circulaire
et divisée en 17 secteurs avec une grille de positions log-polaires, plutôt qu’en sous-régions
carrées. Les histogrammes d’orientation sont calculés sur chaque secteur comme pour SIFT,
mais avec 16 directions. La dimension du vecteur obtenu est réduite de 272 à 128 ou 64
avec une PCA.
2.3.5 SIFT-circulaire
Pour ce descripteur [Rab09], la région d’intérêt normalisée est définie comme un masque
circulaire (rayon de 12σ) avec une division log-polaire (Figure 2.15), comme le GLOH.
Les images de gradient sont calculées sur l’image I0.4σ. En effet, il a été observé que sur
l’image Iσ la plupart des détails ont été effacés par le flou Gaussien et les histogrammes
sont plats. Par contre il n’y a pas ici de pondération Gaussienne pour la construction des
histogrammes. Du fait de la géométrie de ce descripteur, l’intérêt de cette pondération est
très limité. Comme pour le descripteur SIFT, les histogrammes d’orientation du gradient
sont ensuite calculés sur chaque secteur, puis concaténés en un vecteur normalisé. On
appellera dans la suite ce descripteur SIFT-circulaire.
Un exemple d’extraction du descripteur SIFT-circulaire est présenté sur la Figure 2.16
pour trois points-clés différents. On remarque que les descripteurs des deux premiers points-
clés, représentant la même structure, sont assez proches, alors qu’ils sont assez différents du
descripteur du dernier point-clé, présentant un autre objet. La distance euclidienne entre
les deux premiers descripteurs est égale à 0.095, alors que celle entre le premier et dernier
descripteur est égale à 0.21.
2.3.6 SURF
Le descripteur SURF (Speeded Up Robust Features) [BTG06] est inspiré du descripteur
SIFT, mais présente un temps de calcul optimisé. Il repose sur un calcul d’ondelettes de
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Figure 2.16 – Exemple d’extraction de descripteurs pour 3 points-clés différents. À gauche
sont présentées les régions d’intérêt normalisées de ces points-clés (les points bleu repré-
sentent leur position), à droite les descripteurs SIFT-circulaires correspondant. Ces des-
cripteurs sont calculés sur 9 secteurs et avec des histogrammes de 12 directions. Les deux
premiers points-clés sont extraits de deux images satellites différentes mais présentent une
même structure, les deux derniers proviennent de la même image mais représentent des
structures différentes.
Haar plutôt que sur un calcul du gradient.
Pour chaque point-clé, une région d’intérêt normalisée, du même type que celles de la
Figure 2.13 et de taille 10σ, est extraite sur I. Les réponses en ondelettes de Haar 2D pour
la direction horizontale, Dx, et la direction verticale, Dy, sont calculées avec une taille
d’ondelette de 2σ. Les réponses Dx et Dy sont pondérées par une Gaussienne centrée en
(x, y) et de paramètre 3.3σ. La région d’intérêt est ensuite divisée en 4x4 sous-régions. Sur
chacune d’elles est extrait un vecteur de 4 dimensions : v = (
∑
Dx,
∑
Dy,
∑ |Dx|,∑ |Dy|).
Tous ces vecteurs sont rassemblés dans un même vecteur de dimensionalité 64. Ce vecteur
est ensuite normalisé à l’unité pour obtenir l’invariance au contraste. Le vecteur obtenu
est appelé descripteur SURF.
2.4 Mise en correspondance
On s’intéresse maintenant à la mise en correspondance de deux images I1 et I2 afin de
déterminer si un ou plusieurs objets sont communs aux deux images. Pour cela, des points-
clés αi=1..N1 et βj=1..N2 sont extraits respectivement sur les images I1 et I2. A chaque point-
clé αi (ou βj) est ensuite associé un descripteur ai (ou bj) décrivant la géométrie locale. En
50 2. Présentation de l’algorithme SIFT et variantes
associant les descripteurs, on peut apparier des points-clés provenant des deux images. Du
fait de leur invariance à différentes transformations, des descripteurs représentant un même
objet mais avec des tailles, orientation et/ou positions différentes devraient être semblables.
Une mesure de dissimilarité entre descripteurs associée à un critère d’appariement permet
donc d’apparier les points-clés de deux images.
Différentes mesures de dissimilarité peuvent être utilisées, les plus courantes étant la
distance euclidienne, la distance L1 ou la distance L1 cumulée. Concernant les critères
d’appariement, deux méthodes sont présentées dans ce qui suit.
2.4.1 Méthode NNDR
La méthode Nearest Neighbord Direct Ratio (NNDR) [Low04] utilise la restriction au
plus proche voisin et un critère de suppression des fausses mises en correspondance.
Cette méthode suit deux étapes. Premièrement, pour chaque descripteur ai, on calcule
la distance avec tous les descripteurs bj . Le descripteur ai est ensuite apparié à bj1 , le
descripteur présentant la plus faible distance ‖bj − ai‖. Cette étape est la restriction au
plus proche voisin (NN : Nearest Neighbor). Dans un second temps, la correspondance
ai ←→ bj1 est conservée si le rapport ‖b
j1−ai‖
‖bj2−ai‖ est inférieur à un seuil th, b
j2 étant le
deuxième plus proche voisin de ai. L’idée est que, s’il n’y a pas de descripteur correspondant
à ai dans I2, ses deux plus proches voisins sont dus au hasard et les distances ‖b
j1 − ai‖ et
‖bj2 −ai‖ devraient être proches. Cette étape est le filtrage du rapport des distances (DR :
Distance Ratio).
Ce filtrage repose sur l’hypothèse qu’un descripteur ai ne peut avoir qu’un seul descrip-
teur correspondant dans l’image I2. En effet, dans le cas où l’on cherche à reconnaître deux
instances d’un même objet, le descripteur ai peut avoir deux descripteurs correspondants
dans I2, soit idéalement ses deux plus proches voisins b
j1 et bj2 . Les distances ‖bj1 − ai‖
et ‖bj2 − ai‖ étant logiquement proches, leur ratio sera proche de 1. La mise en correspon-
dance ai ←→ bj1 ne sera alors pas conservée, de même que ai ne pourra être associé à bj2 .
Cette méthode, bien qu’efficace, n’autorise donc pas l’association d’un même descripteur
ai à plusieurs descripteurs bj . En particulier, elle ne permet pas de reconnaître plusieurs
instances d’une même structure.
La Figure 2.17 présente un exemple de mise en correspondance de points-clés utili-
sant ce critère. Le patch extrait de la Figure 2.12(a) est correctement reconnu dans la
Figure 2.12(b). On remarque que les points-clés présentés Figure 2.12 sont correctement
mis en correspondance.
2.4.2 Méthode a contrario
Cette méthode [RDG09] , basée sur une approche a contrario [DMM07], permet de
calculer automatiquement des seuils adaptatifs de mise en correspondance. Elle autorise
également la mise en correspondance de plusieurs occurences d’un même objet.
A chaque descripteur ai de I1, on souhaite associer un, plusieurs ou aucun descripteurs
bj de I2. Pour comparer deux descripteurs, on suppose que la mesure de dissimilarité
D(ai, bj) s’écrit :
D(ai, bj) =
M∑
m=1
dm(a
i
m, b
j
m) (2.20)
avec aim et b
j
m les histogrammes du secteur m des descripteurs ai et bj , et dm une distance.
M est le nombre total de secteurs. L’idée de l’algorithme a contrario est de limiter le nombre
d’erreurs en calculant la probabilité de fausses alarmes de chaque mise en correspondance.
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Figure 2.17 – Exemple de mise en correspondance entre deux images (extraits de Fi-
gure 2.12). Le seuil th est fixé à 0.8 pour le filtrage des mises en correspondance. 8 mises
en correspondance sont obtenues, avec seulement une erreur.
On définit l’hypothèse H0 suivante : pour chaque descripteur ai fixé et quelque soit le
descripteur b de I2, les distances dm(a
i
m,bm) sont des variables indépendantes.
Soit la probabilité sous H0 que D(ai,b) ≤ α :
PH0(D(a
i,b) ≤ α) = PH0
(
9∑
m=1
dm(a
i
m,bm) ≤ α
)
(2.21)
Soit pm la densité de la distribution de dm(a
i
m,bm). Alors sous H0, la densité de
D(ai,b) est p1 ∗ ... ∗ pM . On peut donc calculer :
Fi(α) := PH0(D(a
i,b) ≤ α) =
∫ α
0
p1 ∗ ... ∗ pM (x)dx (2.22)
On apprend pm empiriquement en faisant varier b dans l’ensemble
{
b1, b2, ..., bj , ..., bN2
}
.
Les nombres N1 et N2 correspondent aux nombre de points-clés des images I1 et I2. En
construisant l’histogramme des valeurs obtenues, on a donc la distribution empirique des
distances dim(a
i
m, b
j
m) quand j parcourt {1, ..., N2}.
On obtient ainsi une fonction Fi(α) croissante de α, et on définit le «nombre de fausses
alarmes» pour deux descripteurs ai et bj comme :
NFA(ai, bj) := N1N2Fi(D(a
i, bj)) (2.23)
Deux descripteurs ai et bj sont alors mis en correspondance si NFA(ai, bj) est inférieur
à un seuil ε. Ce seuil permet d’assurer que, sous l’hypothèse H0, le nombre moyen de
fausses mises en correspondance, lorsque l’on compare tous les descripteurs de I1 à ceux de
I2, est inférieur à ε [RDG09]. Une distance maximale entre deux descripteurs est cependant
prise en compte pour supprimer rapidement des mises en correspondances aberrantes afin
de limiter le temps de calcul.
Un exemple de mise en correspondance est présenté Figure 2.18. On remarque que cer-
tains points-clés de l’image de gauche sont mis en correspondance avec plusieurs points de
l’image de droite. Ainsi, les six occurences d’un même modèle de bâtiment sont reconnues.
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Figure 2.18 – Exemple de mise en correspondance a contrario entre deux images. Les
deux extraits proviennent d’images satellites optiques de même résolution (50cm) mais de
capteurs différents (Geoeye à gauche et Worldview à droite). Le seuil ε est ici fixé à 0.8. 28
points-clés de l’image de gauche sont mis en correspondance avec 69 de l’image de droite.
2.5 Applications de l’algorithme SIFT en télédétection
L’algorithme SIFT présenté est un algorithme efficace pour la détection et la recon-
naissance de points d’intérêt [MS05]. Ses invariances à la translation, rotation, changement
d’échelle, ainsi que sa robustesse aux changements d’illumination et aux transformations
affines en font un choix intéressant pour les images de télédétection. Cet algorithme a déjà
été appliqué à des images optiques, celles-ci ont en effet des caractéristiques similaires aux
images naturelles. Des exemples d’applications sont présentés dans ce qui suit.
Recalage Plusieurs méthodes [LWLC09, HPHZ12, SME11] proposent d’utiliser les
points-clés SIFT comme points de contrôle afin d’estimer une déformation. Li et al. [LWLC09]
prennent en compte la spécificité des images de télédétection en considérant que la déforma-
tion entre deux images peut être limitée à une translation, une rotation et un changement
d’échelle. Ils introduisent alors un nouveau critère de mise en correspondance avec des
restrictions sur l’échelle et l’orientation des points. Huo et al. [HPHZ12] proposent une
amélioration de cette méthode en ajoutant une approche multi-échelle et l’utilisation de
l’algorithme RANdom SAmple Consensus (RANSAC). Sedaghat et al. [SME11] adaptent
l’algorithme SIFT pour obtenir des points-clés avec une distribution spatiale uniforme et
filtrent les mauvaises mises en correspondance en appliquant un modèle projectif. Joglekar
et al. [JGKM14] utilisent les descripteurs SIFT pour estimer la matrice épipolaire entre
deux images stéréo.
Classification Yang et Newsam [YN13] représentent les descripteurs SIFT sous forme
de sac de mots, ou bag of words (BoW), afin de classifier des images entre occupation et
utilisation du sol (land-use/land-cover). Risojevic and Babic [RB13] reprennent la même
idée mais effectuent une fusion entre les BoW des descripteurs SIFT et un descripteur de
texture basé sur les filtres de Gabor.
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Détection d’objects Sirmacek et Unsalan [SU09] réalisent la détection de bâtiments
à l’aide des points-clés SIFT et de la théorie des graphes. Les zones urbaines sont extraites
à l’aide d’une méthode de mise en correspondance de graphes multiples. Les bâtiments sont
ensuites sélectionnés séparemment avec une méthode de graph cut. Tao et al. [TTCT11]
effectuent la détection d’aéroports en combinant un clustering effectué sur les points-clés
SIFT et une segmentation de l’image.
Détection de changements Li et al. [LXWH06] proposent de détecter des change-
ments en zone urbaine en comparant les lignes extraites sur des images pré-recalées. Les
erreurs liées à la parallaxe et aux ombres sont supprimées à l’aide de l’algorithme SIFT.
L’algorithme de détection de changements GeoCDX [KCS+13] utilise les SIFT pour reca-
ler des images multi-capteurs et multi-résolutions tout en mesurant une erreur moyenne
de recalage. Les changements sont détectés en comparant des caractéristiques (entropie,
coefficient de dissymétrie et lignes), tout en considérant une tolérance spatiale.
2.6 Conclusions
L’algorithme SIFT est donc pertinent pour étudier la détection de changement entre
images optiques. Il présente des invariances (rotation, translation et changement d’échelle)
et robustesses (changement d’illumination et transformations affines) intéressantes pour
la comparaison d’images optiques haute résolution. Ses performances sont cependant très
faibles pour les images radar. La présence de speckle perturbe en effet les traitements.
Des améliorations ont été proposées pour l’adapter, mais restent limitées (Section 3.3).
Considérant le large champ d’application offert par l’algorithme SIFT en imagerie optique,
il serait particulièrement intéressant d’obtenir un algorithme de type-SIFT performant et
adapté aux images radar.
Le prochain chapitre présentera les limites de l’algorithme SIFT sur les images bruitées
(bruit gaussien et speckle), puis détaillera les propositions d’adaptation des SIFT aux
images radar présentes dans la littérature. Dans le reste du manuscrit, nous utiliserons
comme algorithme de type SIFT l’implémentation décrite dans l’Annexe B.
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Chapitre 3
Limites de l’algorithme SIFT sur les
images bruitées
L’algorithme SIFT, présenté dans le chapitre précédent, voit ses performances diminuer
sur les images bruitées. Afin d’adapter l’algorithme aux images radar, nous souhaitons
mettre en évidence les étapes affectées par le bruit. Pour cela nous étudierons l’influence
du bruit (gaussien et speckle) sur la détection de points-clés puis sur le calcul du gradient
(nécessaire à l’assignation d’orientation et l’extraction de descripteurs). Enfin un état de
l’art sur les adaptations de l’algorithme SIFT aux images radar sera présenté.
3.1 Détection de points-clés
3.1.1 Observations
Dans un premier temps, nous étudions l’influence du bruit gaussien sur le nombre de
points-clés détectés. Pour cela, nous ajoutons du bruit gaussien sur quatre images numé-
riques (Figure 3.1) et détectons les points-clés avec la méthode LoG-Harris. On suppose
que le bruit originel de ces images est négligeable. L’implémentation décrite en Annexe B
est utilisée, mais sans la pondération du contraste de l’image pour le critère de Harris. Nous
observons, pour chaque écart-type ς de bruit gaussien ajouté, le nombre total de points-clés
détectés sur les quatre images pour une échelle σ donnée. La Figure 3.3 présente l’évolution
de ce nombre de points-clés en fonction de l’échelle σ des points-clés puis en fonction de
l’écart-type ς du bruit.
On remarque que les échelles ς supérieures à 2 ne sont pas affectées par la présence de
bruit, contrairement aux petites échelles. En effet, les quatre premières échelles présentent
une augmentation croissante du nombre de points-clés, allant de pair avec l’augmentation
de ς. Ceci est encore plus marqué pour les échelles à 0.8 et 1, où ce nombre est multiplié
par respectivement 7 et 6. On peut noter que les variances de bruit utilisées sont fortes,
mais ceci est à mettre en perspective avec le fort bruit de speckle des images radar.
Les détections sur la version bruitée et non bruitée d’une image sont présentées Fi-
gure 3.2. On remarque que sur l’image non bruitée on ne trouve des points que sur les
objets (phare, arbres). Cependant sur l’image fortement bruitée, il y a des détections sur
l’ensemble de l’image : objets mais aussi zones homogènes (ciel, herbe). On trouve donc
de nombreuses fausses détections. Celles-ci semblent être réparties spatialement de façon
uniforme.
L’ajout de bruit gaussien entraîne donc une explosion du nombre de détections sur
l’ensemble de l’image. Celles-ci se concentrent surtout dans les petites échelles.
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Figure 3.1 – Exemples d’images numériques
(a) ς = 0 (b) ς = 50
Figure 3.2 – Détection de points-clés sur une image non bruitée (à gauche) et bruitée
(à droite) avec un bruit gaussien centré d’écart-type ς. Les points-clés sont représentés en
rouge, leur taille est proportionnelle à leur échelle σ.
3.1.2 Remarques théoriques
Les détecteurs de points-clés présentés en Section 2.1 présentent tous la même construc-
tion : une sélection d’extrema locaux à l’aide d’un opérateur différentiel appliqué à un
espace-échelle, puis un ou plusieurs filtrages des points candidats. Nous étudions de façon
théorique l’influence du bruit sur ces deux étapes.
Opérateurs appliqués à un espace-échelle Les points-clés sont extraits à partir
des extrema en espace et/ou en échelle de ces opérateurs (LoG, trace et déterminant de
Harris, critère de Harris). Comme présenté en Section 2.1, la sélection de ces extrema
est indépendante du contraste. Sur une zone homogène bruitée, le pourcentage de fausses
détections sera donc le même quelque soit l’intensité du bruit et le contraste de l’image. Par
exemple pour la méthode LoG-Harris, on mesure expérimentalement que ce pourcentage
est autour de 3.5% pour du bruit gaussien et de 3.1% pour du speckle. La Figure 3.4
présente la répartition selon les échelles du nombre d’extrema du LoG en 3D pour une
image ne présentant qu’un bruit gaussien. Les points extraits n’ont pas été filtrés. On peut
noter que le nombre d’extrema détectés diminue de façon inversement proportionnelle à
l’échelle.
Sur les images naturelles, les zones homogènes ne sont jamais idéales et il y a toujours
un faible bruit (lié à la texture, au capteur photographique...). Quelque soit l’intensité
du bruit, il y aura donc toujours des fausses détections sur les zones homogènes bruitées.
Cependant comme on peut l’observer sur la Figure 3.2(a), il n’y a pas de détections sur les
zones homogènes. Ces points ont donc été probablement supprimés par l’étape de filtrage.
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(a) Nombre de points-clés en fonction de l’échelle σ. Les cou-
leurs correspondent à différentes valeurs de l’écart-type ς du
bruit.
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(b) Nombre de points-clés en fonction de l’écart-type ς du bruit.
Les couleurs correspondent aux différentes échelles σ des points-
clés.
Figure 3.3 – Les deux courbes présentent l’évolution du nombre de points-clés détectés
par la méthode LoG-Harris sur les images de la Figure 3.1 auxquelles a été ajouté du
bruit gaussien. Cette évolution est présentée en fonction de l’échelle σ des points, puis en
fonction de l’écart-type ς du bruit. Ces nombres sont obtenus en additionnant le nombre
de points-clés détectés sur les quatre images.
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Figure 3.4 – Répartition en échelle des
extrema en 3D du LoG d’une image de
taille 1000 × 1000 ne présentant qu’un
bruit gaussien de moyenne m = 100 et
d’écart-type ς = 5.
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Figure 3.5 – Nombre de points-clés
détectés sur une image homogène de
moyennem = 100 et de taille 1000×1000
en fonction de l’écart-type ς du bruit
gaussien ajouté. Les points-clés détectés
sont des extrema en 3D du LoG, suivi
d’un filtrage à l’aide du critère de Harris
(seuil th = 2000).
Filtrage des points-clés Après la sélection de points candidats, un ou plusieurs
filtrages sont nécessaires afin de supprimer les points de bords, mais aussi les fausses dé-
tections liées au bruit. Ces filtrages impliquent toujours un seuil sur un critère dépendant
du contraste local de l’image (critère de Harris, seuil sur le LoG ou DoH). Pour un faible
niveau de bruit (cas de la plupart des images numériques), la majorité des erreurs sont
filtrées avec un seuil raisonnable. Ceci explique l’absence de fausses détections sur les zones
homogènes pour la plupart des images numériques (comme sur la Figure 3.2(a)). En cas
de fort bruit, un seuil important sera cependant nécessaire. Il faut donc trouver un com-
promis entre supprimer les erreurs liées au bruit et garder des points intéressants de faible
contraste. On peut remarquer sur la Figure 3.3 que le seuil utilisé est robuste jusqu’à un
bruit gaussien d’écart-type autour de 10-20. Au delà, le seuil n’est pas suffisant. L’augmen-
tation du nombre de points-clés se produit en premier pour les petites échelles, puisque
c’est à ce niveau que se produisent le plus de fausses détections (Figure 3.4).
La Figure 3.5 illustre la robustesse du critère de Harris face au bruit. Des points-
clés sont extraits sur une image présentant un bruit gaussien de moyenne m = 100 et
différentes valeurs d’écart-type ς. La sélection se fait avec les extrema en 3D du LoG, suivi
d’un filtrage sur le critère de Harris (th = 2000). On observe l’évolution du nombre de
points-clés détectés en fonction de ς. Jusqu’à ς = 20, aucun point n’est détecté. Puis le
nombre de points-clés augmente rapidemment. Le critère de Harris dépend donc bien du
contraste local de l’image. Le filtrage avec un seuil th = 2000 est robuste face à un bruit
blanc gaussien, mais tant que l’écart-type du bruit est inférieur à 20.
Deux raisons expliquent l’augmentation des détections pour les petites échelles observée
en Section 3.4. Premièrement, comme présenté sur la Figure 3.4, les fausses détections
parmi les extrema 3D du LoG ont lieu principalement aux petites échelles. Or, le critère de
Harris est plus efficace pour les grandes échelles que pour les petites. En effet, l’ajout de
flou gaussien d’écart-type σ à une image présentant un bruit gaussien d’écart-type ς permet
de réduire l’écart-type du bruit résiduel à ν = ς
2
4πσ2
(Annexe C.1). Plus le flou gaussien
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(a) Image radar en amplitude avec trois bandes
de réflectivité R homogène (
√
R est égal à, de
gauche à droite, 50, 75 et 100).
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(b) Histogramme des valeurs en amplitude.
(c) Détection de points-clés avec la méthode
LoG-Harris (seuil th = 2000).
Figure 3.6 – Exemple de detection de points-clés et d’histogramme des valeurs en ampli-
tude calculées sur une image radar.
est important, plus l’écart-type ν diminue. Pour les grandes échelles, le bruit résiduel est
faible et donc les fausses détections sont plus facilement filtrées par le critère de Harris.
Cas des images radar Les images radar sont fortement perturbées par du bruit de
type multiplicatif. Si on considère que les valeurs d’une image suivent une loi Gamma en
intensité, l’écart-type d’une zone homogène est égal à la réflectivité R de la zone étudiée.
En amplitude, les valeurs suivent alors une loi de Rayleigh avec comme écart-type
√
Rπ
4 .
Plus une zone aura une réflectivité importante, plus le bruit sera important. Il n’est donc
pas aisé de fixer un seuil pour le filtrage des erreurs.
La Figure 3.6 présente un histogramme des valeurs en amplitude ainsi que la détection
de points-clés d’une image jouet. L’image étudiée présente trois zones homogènes mais avec
des valeurs de réflectivité différentes. Sur l’histogramme, on remarque bien que les valeurs
sont fortemment étalées par rapport aux valeurs de réflectivité. On observe beaucoup de
fausses détections de points-clés, mais avec une répartition non uniforme. En effet, il y a
plus de fausses détections sur la bande de forte réflectivité que sur les deux autres bandes.
Il n’y a d’ailleurs aucune fausse détection sur la bande de faible réflectivité. Le taux de
fausses détections n’est donc pas constant.
A cause du caractère multiplicatif du speckle, les détecteurs de points-clés présentés en
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(a) Image idéale avec comme va-
leurs de gauche à droite m1 et
m2.
(b) Ajout de bruit gaussien
d’écart-type ς.
(c) Ajout de bruit de speckle (loi
Gamma).
Figure 3.7 – Modèle de bord.
Section 2.1 ne sont pas adaptés aux images radar. Ils entraînent un taux de fausse détection
non constant. Il est donc nécessaire d’étudier les caractéristiques du bruit de speckle pour
définir un nouveau détecteur de points-clés adapté aux images radar.
3.2 Calcul du gradient
Les étapes d’assignation d’orientation et d’extraction de descripteurs se basent princi-
palement sur le calcul du gradient. Hors en cas de fort bruit gaussien ou de speckle, ce calcul
est perturbé. Prenons l’exemple du calcul du gradient sur un bord vertical (Figure 3.7).
3.2.1 Bruit gaussien
Soit une image I idéale d’un bord vertical séparant deux bandes de valeurs m1 et m2
(Figure 3.7(a)). On ajoute à I un bruit gaussien B ∼ N (0, ς2) (Figure 3.7(b)). On choisit
de calculer les valeurs de gradients horizontaux et verticaux d’une image I avec les formules
suivantes :
gx(x, y) =
I(x+ 1, y)− I(x− 1, y)
2
gy(x, y) =
I(x, y + 1)− I(x, y − 1)
2
.
Ce calcul de gradient est appelé gradient par différence. On obtient les valeurs de normes
et d’orientation du gradient avec :
gm(x, y) =
√
gx(x, y)2 + gy(x, y)2
θ(x, y) = arctan
(
gy(x, y)
gx(x, y)
)
.
Les composantes verticales et horizontales du gradient suivent respectivement les lois nor-
males N (m2−m12 , ς
2
2 ) et N (0, ς
2
2 ). On observe la distribution des valeurs de normes gm et
d’orientation gt sur la ligne de bord pour différentes valeurs de m1,m2 et ς (Figure 3.8). On
remarque que les valeurs de normes et d’orientations semblent suivre une loi unimodale.
De façon empirique, on calcule que les valeurs de normes ont pour moyenne nm =
|m1−m2|
2
et pour écart-type ςm =
ς
2 . Pour les valeurs d’orientations, les lois sont centrées en zéro
et l’écart-type est égal à σt =
ς
√
2
|m2−m1| . La distribution empirique des valeurs d’orientation
est conforme à la densité de probabilité calculée théoriquement en Annexe C.2 :
fθ(t) =
exp(−m2
4ς2
)
2π
+
m cos t
4
√
πς
exp
(−m2 sin2 t
4ς2
)(
1 + erf
(
m cos t
2ς
))
,
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Figure 3.8 – Répartition des valeurs de normes et d’orientations du gradient sur un bord
vertical en présence de bruit gaussien pour différentes valeurs de m1, m2 et ς.
avec m = m2 −m1 le contraste de l’image non bruitée. Comme on peut s’y attendre, les
valeurs de normes et d’orientations sont donc d’autant plus étalées que le bruit de l’image
est important. En cas de fort bruit gaussien, le calcul du gradient est donc très instable.
3.2.2 Bruit de speckle
On ajoute à une image de bord idéale de réflectivités R1 et R2 un bruit de speckle
suivant une loi Gamma (Figure 3.7(c)). On souhaite étudier le comportement de la com-
posante verticale du gradient par différence sur la ligne de bord.
On utilise comme estimateur du gradient la différence des intensités moyennées :
d = I1 − I2. (3.1)
Les moyennes arithmétiques des intensités I1 et I2 sont calculées sur les zones de réflecti-
vités respectives R1 et R2, et avec respectivement N1 et N2 pixels (Fig. 3.9). L’estimateur
d est l’estimateur au maximum de vraissemblance (MV) de la différence des réflectivitiés
R1−R2 [Fjo99]. En effet l’estimateur MV de la réflectivité Ri d’une zone homogène est la
moyenne arithmétique des intensités [OBW96] :
Rˆi = Ii =
1
Ni
Ni∑
k=1
Ii (k) . (3.2)
La quantité d peut être considérée comme un estimateur du gradient par différence selon la
direction verticale. La distribution de d pour une image radar monovue est [TLB88,Fjo99] :
pd(d) =

αN1+N2−1
Γ(N1)Γ(N2)β
N1
1 β
N2
2
e
d
β2
∑N2−1
k=0
(
N2−1
k
)
Γ(N1 +N2 − k − 1)
(− dα)k d < 0
αN1+N2−1
Γ(N1)Γ(N2)β
N1
1 β
N2
2
e
− d
β1
∑N1−1
k=0
(
N1−1
k
)
Γ(N1 +N2 − k − 1)
(
d
α
)k
d ≥ 0
(3.3)
avec β1 =
R1
N1
, β2 =
R2
N2
et 1α =
1
β1
+ 1β2 .
L’espérance et la variance de la différence des intensités moyennes sont [Fjo99] :
E [d] = R1 −R2
V ar [d] =
R21
N1
+
R22
N2
.
(3.4)
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Figure 3.9 – Schéma de calcul de l’estimateur du gradient d. L’image présente un bord
séparant deux zones de réflectivités R1 et R2. Les moyennes I1 et I2 sont calculées respec-
tivement sur les carrés de couleurs rouge et bleu, de tailles respectives N1 et N2 pixels.
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Figure 3.10 – Distribution de la différence des intensités moyennes à travers un bord et
sur une zone homogène pour des fenêtres symétriques (N1 = N2 = 20) avec différents
contrastes.
L’estimateur d est donc non biaisé, mais sa variance dépend des réflectivités R1 et R2.
Sur une zone homogène, la variance augmente alors avec la réflectivité. Ceci est confirmé par
la représentation des distributions de d pour différentes valeurs de R1 et R2 (Figure 3.10).
Dans le cas d’une application de détection de contour, le but est de repérer les discon-
tinuités de réflectivités. L’espérance de d sur une zone homogène étant nulle, les valeurs
de d sont centrées autour de zéro. Deux seuils (un positif et un négatif) sont appliqués
à d pour séparer les zones de bord des zones homogènes. Ces seuils doivent permettre de
détecter correctement les contours tout en ayant le moins de fausses détections possibles
sur les zones homogènes.
On souhaite détecter le contour de la Figure 3.7(b) avec comme valeurs de réflectivités
R1 = 1 et R2 = 4. Pour cela on observe la distribution de d sur un bord avec R1 = 1 et
R2 = 4, et sur deux zones homogènes de réflectivité R0 = 1 et R0 = 4 (Fig. 3.10). On
remarque que le seuil t1 = −1 sur d permet un taux de fausses alarmes quasi-nul sur la
zone de réflectivité R0 = 1 et un taux de détection du bord presque maximal. Cependant
ce seuil entraine un taux de fausses alarmes important sur la zone de réflectivité R0 = 4.
Cela peut être observé directement sur la Figure 3.11. Pour un seuil donné, le taux de
fausse détection dépend de la réflectivité de la zone. La détection de contour n’est donc
pas à taux de fausses alarmes constant (TFAC).
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(a) Différence des intensités moyennées d (b) Seuillage de d avec t1 = −1
Figure 3.11 – Calcul de la différence des intensités moyennées d de l’image 4.1(b) avec
R1 = 1 et R2 = 4, et seuillage de d avec t = −1. Des fenêtres symétriques ont été utilisées
pour calculer d avec N1 = N2 = 20 pixels.
On ne peut donc utiliser cet estimateur pour le calcul du gradient, il entraînerait plus
de fortes valeurs sur les zones de fortes réflectivités que sur les faibles. L’ajustement des
seuils en fonction de la radiométrie locale compliquerait son utilisation et nous préférons
donc développer une autre solution.
3.3 Etat de l’art des adaptations de l’algorithme SIFT aux
images radar
Comme expliqué précédemment, les algorithmes de détection de points-clés et de calcul
du gradient utilisés pour les images numériques sont difficilement applicables aux images
radar. Le caractère multiplicatif du speckle entraîne des problèmes récurrents sur les zones
de fortes réflectivités. On trouvera plus de fausses détections pour les points-clés et plus
de fortes valeurs de gradient sur ces zones que sur les zones de faibles réflectivités.
Des améliorations ont été proposées dans la littérature afin d’augmenter les perfor-
mances de l’algorithme SIFT sur ce type d’images. On peut les regrouper en différentes
catégories :
Simplifications de l’algorithme On peut contraindre l’algorithme en supprimant
des étapes afin d’obtenir de meilleures performances. Plusieurs auteurs [SSRS10,SSRU09,
WYF12,FHPK13] s’accordent à dire que les détections de points-clés aux petites échelles
sont instables, comme présenté en Section 3.1. Ils proposent pour cela l’algorithme SIFT-
OCT qui saute la première octave de la pyramide DoG (Section (c)) et ne sélectionne donc
que des points avec une échelle σ supérieure à 2. Cela permet en effet de réduire le nombre
de fausses détections, puisque comme présenté en Section 3.1.1 l’augmentation des détec-
tions avec le bruit se produit à ces échelles. Une autre simplification consiste à supprimer
l’assignation d’orientation [SSUR10,FHPK13] dans les situations où les images ont été ac-
quises dans les mêmes conditions (même angle de prise de vue et même orientation). Dans
ces cas-là, les images ne présentent qu’une faible rotation et l’assignation d’orientation peut
entraîner des erreurs, si ce calcul n’est pas robuste face au bruit. Cependant, cela limite le
champ d’application de l’algorithme.
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Améliorations de l’algorithme Les étapes de l’algorithme peuvent être aussi mo-
difiées. Dans [LWW08], les valeurs d’intensité de l’image sont seuillées pour obtenir des
points-clés distribués spatialement de façon uniforme et la taille de la région utilisée pour
calculer le descripteur est étendue. Cela limite cependant le caractère distinctif du descrip-
teur et empêche l’application de l’algorithme à des images présentant de grands change-
ments. Dans [LWGZ09], une nouvelle pyramide avec un sous-échantillonnage progressif est
utilisée pour la détection de points-clés et le descripteur SIFT est remplacé par une version
améliorée du descripteur Shape Context [BMP02]. Ce nouvel algorithme est plus rapide
que l’algorithme SIFT, mais il ne présente pas de meilleures performances. Dans l’algo-
rithme BF-SIFT [WYF12], un espace-échelle anisotropique est utilisé à la place de l’espace-
échelle gaussien. Un nouveau calcul du gradient est proposé par Suri et al. [SSUR10] pour
construire les descripteurs mais il présente certaines erreurs. Ceci sera discuté plus préci-
sément en Section 4.1.4.
Réduction de l’influence du speckle à l’aide d’un pré-filtrage Plusieurs au-
teurs proposent de pré-filtrer les images afin de réduire l’influence du bruit. Le débruitage
peut s’effectuer avec un filtre multi-vues [XTPG11,WHR07], une transformée en onde-
lettes [LY08] ou un filtre ISEF (Infinite Symmetric Exponential Filter) [SSRU09]. Cette
étape de débruitage est coûteuse en temps de calcul et peut causer une perte d’information
ou la création d’artefacts.
Suppression des fausses mises en correspondance Certaines études suggèrent
d’améliorer les performances en rejetant les mises en correspondance aberrantes. Lv et
al. [LYWW11] divisent l’image maître en quatre sous-régions et ainsi contraignent les rela-
tions spatiales entre les points-clés mis en correspondance. Cet algorithme permet de gérer
des situations de changement de résolution, mais se retrouve limité pour des cas de rotation.
L’algorithme BF-SIFT ne conserve que les mises en correspondance réalisées dans les deux
sens (image I1 contre image I2 puis inversement). Pour une application de recalage, Fan
et al. [FHPK13] estiment la déformation entre les images à l’aide des meilleures mises en
correspondance mais ils imposent une transformation restreinte. Xiaoping et al. [XTPG11]
limitent la zone de recherche en effectuant un pré-recalage manuel. Plusieurs algorithmes
utilisent un autre algorithme ou des informations capteur afin d’estimer une transformation
affine entre les images et supprimer les points en dehors du modèle : Wu et Yang [WY11]
utilisent la mesure de similarité CRA (cluster reward algorithm) ; Liu et Yu [LY08] les don-
nées capteur ; Wessel et al. [WHR07] les informations sur l’orbite et un modèle numérique
de terrain ; Suri et al. [SSRU09] l’information mutuelle.
De nombreux algorithmes se basent donc sur des informations de prise de vue qui ne
sont pas toujours connues (les données capteur) ou s’appuient sur un autre algorithme.
Leurs performances sont meilleures que celles de SIFT, mais le nombre de mises en cor-
respondances correctes est insuffisamment dense et ne permet pas d’envisager une autre
application que le recalage. De plus, ces algorithmes ne prennent pas en compte les carac-
téristiques statistiques du bruit de speckle.
3.4 Conclusions
L’arrivée de nouveaux capteurs optiques et radar pour les satellites de télédétection
a eu pour conséquence la multiplication des images disponibles ainsi que l’augmentation
de leur résolution. De nouvelles problématiques sont apparues, tout particulièrement pour
la comparaison d’images multi-capteurs, multi-résolutions (Section 1). L’algorithme SIFT
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et ses variantes, présentés en Section 2, a prouvé son efficacité pour de nombreuses ap-
plications en télédétection optiques (Section 2.5). Ses invariances (rotation, changement
d’échelle, translation) et robustesses (changements d’illumination, transformations affines)
sont particulièrement adaptées à la comparaison d’images à haute résolution.
Cependant, cet algorithme présente des limitations pour les images radar. En effet,
l’étape de détection de points-clés entraîne de nombreuses fausses détections, d’autant
plus sur les zones de fortes réflectivités, et le calcul du gradient par différence n’est pas
adapté aux images présentant un bruit multiplicatif. Les améliorations proposées dans la
littérature ne permettent pas une amélioration notable des performances.
Nous proposons dans la partie suivante un nouvel algorithme de type SIFT, efficace
pour les images radar. Pour développer un tel algorithme, il est nécessaire de prendre
en compte les spécificités des images radar. Dans un premier temps nous présenterons
un nouveau calcul du gradient, robuste face au bruit de speckle (Section 4). Ce gradient
nous sera ensuite utile pour adapter différentes étapes de l’algorithme SIFT : un nouveau
détecteur de point-clé, un nouveau calcul d’orientation et un descripteur local adapté aux
images radar seront développés (Section 5).
66 3. Limites de l’algorithme SIFT sur les images bruitées
Deuxième partie
Un nouveau descripteur pour les
données radar : SAR-SIFT
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Chapitre 4
Calcul du gradient sur une image
radar
Les étapes de calcul de l’orientation et des descripteurs de l’algorithme SIFT se basent
sur un histogramme de l’orientation du gradient pondérée par la norme. Le gradient par
différence, habituellement utilisé pour des images naturelles, n’est cependant pas adapté
aux images radar à cause de la présence de bruit multiplicatif [TLB88] (Section 3.2.2). En
nous basant sur les travaux réalisés pour des applications de détection de contour [TLB88,
FLMCC98], un autre estimateur est proposé pour évaluer le gradient d’une image radar.
Dans le reste du chapitre, le speckle sera toujours de type monovue et on suppose que
les valeurs en intensité de l’image suivent une loi exponentielle (Section 1.2.6).
4.1 Propositions dans la littérature
De nombreux travaux ont été réalisés afin de définir une détection de contour à taux
de fausses alarmes constant (TFAC) pour les images radar. Dans les cas étudiés dans cette
section, la détection consiste à appliquer un ou deux seuils sur une quantité mesurée. Nous
présentons ici les différentes quantités envisagées dans une optique de détection d’un bord
vertical (Figure 4.1(b)).
Nous reprenons les mêmes notations que dans la Section 3.2.2 : le bord vertical sépare
deux zones de réflectivités R1 et R2, avec comme valeurs d’intensité des pixels I1 et I2. Les
quantités envisagées se basent sur la comparaison de N1 pixels I1 et N2 pixels I2.
(a) Image de réflectivité idéale avec
R1 à gauche et R2 à droite.
(b) Image d’amplitude avec du spe-
ckle monovue.
Figure 4.1 – Modèle de bord.
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Figure 4.2 – Distribution de la différence des moyennes des logarithmes de l’intensité à
travers un bord et sur une zone homogène pour des fenêtres symétriques (N1 = N2 = 20)
et avec différents contrastes.
4.1.1 Différence des moyennes des logarithmes
Le speckle étant un bruit multiplicatif, le bruit d’une image radar devient additif
quand on calcule le logarithme de l’image. Soit alors la différence des moyennes des lo-
garithmes [Fjo99] :
dlog = log I1 − log I2. (4.1)
Les moyennes arithmétiques du logarithme des intensités log I1 et log I2 sont calculées
sur les zones de réflectivités respectives R1 et R2 et avec respectivement N1 et N2 pixels,
de la même façon que les moyennes I1 et I2 définies en Section 3.2.2 (voir Fig. 3.9).
Il est difficile de calculer la distribution de dlog, mais on peut la représenter à l’aide de
simulations (Figure 4.2).
On observe que la variance de la distribution est constante, que l’on soit sur une zone de
bord ou sur une zone homogène, et quelque soient les réflectivités. La présence d’un bord
entraîne la translation de la distribution de T = logR1 − logR2. La détection de contour
est donc TFAC, et la quantité dlog peut être utilisée comme estimateur du gradient.
Cette quantité est équivalente à un rapport des moyennes géométriques des intensi-
tés. Cependant l’estimateur optimal de la réflectivité est la moyenne arithmétique et non
géométrique des intensités [OBW96]. Il est donc plus intéressant d’utiliser un estimateur
considérant la moyenne arithmétique.
4.1.2 Rapport des moyennes des intensités
Afin de détecter le bord entre deux zones homogènes de réflectivité R1 et R2, on peut
définir le test d’hypothèse suivant :{
H0 : R1 = R2 = R0
H1 : R1 6= R2.
(4.2)
Le cas H0 définit l’absence de bord. Dans notre contexte, le rapport de vraissemblance
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s’exprime comme :
λ =
P ((I1(i))1≤i≤N1 , (I2(j))1≤j≤N2 |H0, R0)
P ((I1(i))1≤i≤N1 |H1, R1)P ((I2(j))1≤j≤N2 |H1, R2)
(4.3)
Comme les valeurs des réflectivités sont inconnues, on calcule le rapport de vraissem-
blance généralisé en remplaçant R0, R1 et R2 par les estimateurs au sens du Maximum de
Vraissemblance (MV). La moyenne arithmétique des intensités étant l’estimateur MV de
la réflectivité, on obtient [OBW96] les log-vraissemblances généralisées des hypothèses H0
et H1 comme :
λ1 = −N1 log I1 −N2 log I2 − (N1 +N2) (4.4)
λ0 = −(N1 +N2) log N1I1 +N2I2
N1 +N2
− (N1 +N2). (4.5)
La différence des log-vraissemblances est donnée par :
λD ≡ λ1 − λ0 = −N1 log I1 −N2 log I2 + (N1 +N2) log N1I1 +N2I2
N1 +N2
. (4.6)
Le test λD > 0 permet d’identifier les zones de bord. On peut montrer que λD ne dépend
que du rapport des intensités moyennes r = I1
I2
:
λD = N1 log r − (N1 +N2) log
(
N1
N1 +N2
(r − 1) + 1
)
(4.7)
Selon le test d’hypothèse présenté, la mesure du rapport r permet alors d’évaluer la présence
de bord. Par ailleurs, ce rapport r est l’estimateur MV du rapport des réflectivités C =
R1
R2
[Fjo99].
La distribution de ce rapport pour une image radar monovue le long d’un bord suit
une loi de Fisher, ou loi Beta de deuxième espèce, [Fjo99] :
pr(r) =
Γ (N1 +N2)
Γ (N1) Γ (N2)
1
r
(
β2r
β1
)N1
(
1 + β2rβ1
)N1+N2 , (4.8)
avec comme paramètres L = N1,M = N2 et µ =
β1N1
β2N2
= R1R2 = C (Eq. 1.8). L’espérance
et la variance du rapport de deux intensités moyennées sont alors :
E [r] =
N2
N2 − 1C
V ar [r] =
N22 (N1 +N2 − 1)
N1(N2 − 1)2(N2 − 2)C
2.
(4.9)
Le rapport r est biaisé mais le biais ne dépend que du nombre de pixels N2 utilisé pour
calculer la moyenne I2. La variance de r ne dépend pas de la réflectivité pour une zone
homogène (C = 1). L’utilisation de r permet donc une détection de contour à taux de
fausses alarmes constant.
On observe Figure 4.3 la distribution de ce rapport le long d’un bord et sur une zone
homogène pour différentes valeurs du contraste. La variance de la distribution augmente
bien avec le rapport des intensités moyennes, mais elle est indépendante de la réflectivité
pour une zone homogène. Considérant la détection d’un contour avec R1 = 1 et R2 = 2,
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Figure 4.3 – Distribution du rapport des moyennes des intensités à travers un bord et
sur une zone homogène pour des fenêtres symétriques (N1 = N2 = 20) et avec différents
contrastes.
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Figure 4.4 – Courbes ROC des opérateurs dlog et r pour la détection d’un contour séparant
deux zones de réflectivités R1 = 1 et R2 = 2.
on présente Figure 4.4 les courbes ROC (Receiver Operating Characteristic) des opéra-
teurs dlog et r. En faisant varier le seuil sur r ou dlog, on calcule le taux de détection en
fonction du taux de fausses alarmes à l’aide des distributions présentées précédemment.
On remarque bien que l’opérateur r présente de meilleurs performances. Cet opérateur est
donc plus adapté aux images radar que l’opérateur dlog.
Plusieurs détecteurs de contour ont été proposés à partir de ce rapport. Le Ratio of
Averages (ROA) [TLB88,Bov88] par exemple calcule les moyennes d’intensités de part et
d’autres d’une direction i (Figure 4.5(a)) puis sélectionne le minimum entre le rapport et
son inverse afin d’être invariant au sens de variation de la réflectivité :
rmin{i} = min
{
I1{i}
I2{i}
,
I2{i}
I1{i}
}
. (4.10)
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(a) Schéma du ratio des moyennes locales
pour la direction i = 3, correspondant à
l’orientation pi
2
.
(b) Quatre directions principales,
pour calculer respectivement T3, T1,
T2 and T4, correspondant aux orien-
tations pi
2
, 0, pi
4
, 3pi
4
.
Figure 4.5 – Schéma du détecteur ROA [TLB88,Bov88].
Ce ratio normalisé rmin{i} est calculé selon plusieurs directions i (Figure 4.5(b)). Et le
minimum :
r0 = min
i
(rmin{i}) (4.11)
correspondant à la direction de bord la plus probable, est choisi pour construire l’image de
contour de l’image originale. On obtient ainsi une estimation de la norme du gradient de
l’image.
Une estimation de l’orientation du gradient peut être obtenue en choisissant pour
chaque pixel :
t0 = (argmin
i
(rmin{i})− 1)× π
4
. (4.12)
Néanmoins cette méthode limite le nombre de directions possibles. Plus de quatre
directions peuvent être envisagées mais cela entraîne alors une augmentation du temps de
calcul.
4.1.3 Rapport de moyennes pondérées exponentiellement
Pour diminuer le taux de fausses alarmes et augmenter le taux de détection, il faut
diminuer la variance de la distribution et donc augmenter le nombre de pixels N1 et N2
utilisés pour calculer les moyennes. Néanmoins dans un modèle de contours multiples, on
risque de ne pas détecter les structures fines. Dans des situations multi-contours, il faut
donc trouver un compromis entre l’atténuation du speckle et la résolution spatiale de la
détection de contour.
Le Ratio of Exponentially Weighted Average (ROEWA) [FLMCC98] est une amélio-
ration du ROA : les moyennes sont calculées avec une pondération exponentielle. Pour la
direction présentée Figure 4.5(a), on obtient par exemple au point (a, b) :
re,α{i = 3}(a, b) = I1,α{i = 3}(a, b)
I2,α{i = 3}(a, b)
. (4.13)
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Figure 4.6 – Filtre exponentiel pour le calcul des moyennes pondérées
Avec :
I1,α{i = 3}(a, b) =
∫
x=R
∫
y=R+
I(a+ x, b+ y)× e− |x|+|y|α dx dy
I2,α{i = 3}(a, b) =
∫
x=R
∫
y=R−
I(a+ x, b+ y)× e− |x|+|y|α dx dy.
(4.14)
L’utilisation d’un filtre exponentiel (Fig. 4.6) est adapté au modèle multi-contours des
images. Le paramètre α (toujours supérieur à 1) permet un lissage plus ou moins important
de l’image. La détection de contour à l’aide de la quantité re,α est toujours TFAC.
Le ratio est normalisé pour être invariant au sens de variation de la réflectivité :
rmax,α{i} = max
{
re,α{i}, 1
re,α{i}
}
. (4.15)
Cette opération est réalisée pour la direction horizontale et verticale afin d’obtenir :
rx,α = rmax,α{i = 1}
ry,α = rmax,α{i = 3}.
(4.16)
Par analogie avec les détecteurs de contours des images optiques basés sur le gradient,
on obtient l’image de contour avec :
r0,α =
√
r2x,α + r
2
y,α. (4.17)
4.1.4 Gradient radar basé sur le ROEWA
En se basant sur le détecteur de contour ROEWA, Suri et al. [SSUR10] proposent
d’estimer le gradient horizontal et vertical par rx,α et ry,α. Et donc de définir la norme du
gradient par r0,α et l’orientation par :
t0,α = arctan
(
ry,α
rx,α
)
. (4.18)
Les ratios normalisés rx,α et ry,α donnent bien une information sur la variation de
la réflectivité selon la direction horizontale et verticale, mais ils entraînent des erreurs
75
importantes s’ils sont utilisés pour calculer l’orientation du gradient. En effet, rx,α et ry,α
étant toujours positifs, t0,α ne peut prendre que des valeurs entre 0 et
π
2 . Aussi en calculant
le gradient le long du bord de la Figure 4.1(b) (avec R1 < R2), on obtient :
rx,α =
R2
R1
ry,α = 1.
(4.19)
L’orientation est alors :
t0,α = arctan
(
R1
R2
)
(4.20)
et dépend donc des valeurs des réflectivités, alors qu’en théorie elle est constante et égale
à zéro.
Les ratios normalisés rx,α et ry,α ne devraient donc pas être utilisés comme estimateurs
du gradient.
4.2 Proposition de nouveau gradient adapté aux images ra-
dar : Gradient par Ratio
Afin d’obtenir un bon estimateur de l’orientation du gradient sur les images radar,
nous étudions le comportement du logarithme du ROA et du ROEWA. Cela nous permet
ensuite de proposer un nouveau gradient adapté aux images radar : le Gradient par Ratio
(GR).
4.2.1 Logarithme du ROA
Le logarithme du rapport r des moyennes des intensités :
rl = log(r) = log
(
I1
I2
)
(4.21)
a l’avantage d’être l’estimateur MV de Cl = log
(
R1
R2
)
, contrairement à dlog (voir An-
nexe C.3). La distribution de cet estimateur se calcule facilement à partir de celle de r :
prl(rl) =
β1
β2
Γ(N1 +N2)
Γ(N1)Γ(N2)
(β2β1 e
rl)N1−1
(1 + β2β1 e
rl)N1+N2
. (4.22)
En effet le rapport r suit une loi de Fisher (Eq. 1.8) avec comme paramètres L = N1,
M = N2 et µ =
β1N1
β2N2
= R1R2 (Section 4.1.2). Comme présenté Section 1.2.6, les moments
centrés de rl peuvent être obtenus à partir des log-cumulants de r. En calculant les log-
cumulants de la loi de Fisher (voir Annexe C.4), on obtient alors l’espérance et la variance
de rl :
E [rl] = log
(
R1
R2
)
+ (Ψ (N1)− log (N1))− (Ψ (N2)− log (N2))
V ar [rl] = Ψ (1, N1) + Ψ (1, N2) .
(4.23)
Dans le cas où N = N1 = N2, on obtient :
E [rl] = log
(
R1
R2
)
V ar [rl] = 2Ψ (1, N) .
(4.24)
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Figure 4.7 – Distribution du logarithme du rapport des moyennes de l’intensité à travers
un bord et sur une zone homogène pour des fenêtres symétriques (N1 = N2 = 20) avec
différents contrastes
La quantité rl est alors l’estimateur MV mais aussi non biaisé de Cl = log
(
R1
R2
)
. De
plus, sa variance dépend seulement de N et non de C, contrairement à r. Elle peut alors
être considérée comme un bon estimateur du gradient.
La Figure 4.7 présente la distribution de rl pour différentes valeurs de réflectivité. On
observe bien que rl est centré autour de zéro pour une zone homogène et que quelque soient
les valeurs des réflectivités, la variance de la distribution est constante.
4.2.2 Logarithme du ROEWA
Afin de détecter les contours multiples, il peut être plus intéressant d’utiliser le loga-
rithme de re,α plutôt que celui de r :
rel,α = log(re,α) (4.25)
On représente Figure 4.8 les distributions de rel,α pour deux valeurs de α à l’aide de
simulations. La quantité rel,α comme rl, suit une loi semblable à une gaussienne, dont
la variance est aussi indépendante des réflectivités. Cette variance n’est cependant pas la
même que pour rl et dépend du paramètre α. L’utilisation d’une plus forte valeur de α
entraîne une diminution de la variance. Ceci est cohérent puisque l’image est alors plus
lissée. Néanmoins, on observe les mêmes espérances pour rel,α et rl avec les mêmes valeurs
de réflectivités.
L’espérance de rel,α semble être égale à celle de rl :
E [rel ] = E [rl] = Cl = log
(
R1
R2
)
(4.26)
On vérifie cette formule à l’aide de simulations en calculant la moyenne de rel,α sur N
échantillons d’images simulées. Le pourcentage d’erreur par rapport à la valeur attendue
de l’espérance en fonction du nombre d’échantillons est représenté Figure 4.9. On observe
qu’à partir de N = 1000 échantillons l’erreur reste inférieure à 1%. Expérimentalement,
l’espérance de rel,α correspond bien à Cl.
77
−3 −2 −1 0 1 2 3 4 5 6
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
rel ,α
p
r
e
l,
α
(r
e
l,
α
)
 
 
R1 = 1 R2 = 1 (0dB)
R1 = 4 R2 = 4 (0dB)
R1 = 1 R2 = 4 (6dB)
R1 = 2 R2 = 1 (-3dB)
(a) α = 2
−3 −2 −1 0 1 2 3 4 5 6
0
0.5
1
1.5
2
2.5
rel ,α
p
r
e
l,
α
(r
e
l,
α
)
 
 
R1 = 1 R2 = 1 (0dB)
R1 = 4 R2 = 4 (0dB)
R1 = 1 R2 = 4 (6dB)
R1 = 2 R2 = 1 (-3dB)
(b) α = 6
Figure 4.8 – Distribution du logarithme du rapport des moyennes de l’intensité pondérées
exponentiellement (α = 2 et α = 6) à travers un bord et sur une zone homogène avec
différents contrastes
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Figure 4.9 – Pourcentage d’erreur sur le calcul empirique de l’espérance de rel,α par
rapport à la valeur attendue en fonction du nombre d’échantillons (avec Cl = 2.3 et α = 2).
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(b) Variance de rel,α en fonction de l’in-
verse du paramètre de pondération expo-
nentielle α, pour Cl = 2.3.
Figure 4.10 – Evolution de la variance de rel,α en fonction du contraste Cl ou du paramètre
de pondération exponentielle α (calculée avec N = 10000 échantillons à chaque fois)
Concernant la variance de rel,α, on représente Figure 4.10 son évolution en fonction
de différentes valeurs du contraste Cl ou du paramètre de pondération exponentielle α.
On observe que la variance est indépendante de la réflectivité de la zone mais dépend
linéairement de l’inverse du paramètre α. Comme on pouvait l’espérer, la variance ne
dépend que du paramètre α. La quantité rel,α semble donc être un bon estimateur du
gradient.
4.2.3 Proposition du Gradient par Ratio
Définition On propose ici de définir comme composantes horizontales et verticales
du gradient :
Gx,α = log (rx,α) = rel,α{i = 1}
Gy,α = log (ry,α) = rel,α{i = 3}
(4.27)
et de calculer la norme et l’orientation par les formules habituelles :
Gn,α =
√
G2x,α +G
2
y,α
Gt,α = arctan
(
Gy,α
Gx,α
)
.
(4.28)
Avantages de cet estimateur du gradient La quantité rl est l’estimateur MV
et non biaisé de Cl = log
(
R1
R2
)
. La pondération exponentielle permet de lisser l’image à
différentes échelles, sans pour autant modifier l’espérance de l’estimateur. On peut alors
comparer cet estimateur au gradient par différence appliqué sur une image avec un flou
Gaussien.
L’utilisation du logarithme permet d’éviter les problèmes de calcul d’orientations pré-
sentés Section 4.1.4. Gx,α et Gy,α peuvent prendre ici des valeurs positives et négatives.
Ainsi toutes les valeurs possibles d’orientations sont prises en compte. D’autre part, l’orien-
tation du gradient est bien égale à zéro le long d’un bord vertical (Section 4.1.4). On obtient
en effet comme valeurs de gradient :
Gx,α = log(R1)− log(R2)
Gy,α = 0.
(4.29)
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(a) Rectangle bruité avec du
speckle
(b) Gradient par difference (c) Gradient par Ratio (Eq.
(4.27,4.28))
Figure 4.11 – Exemple d’un rectangle bruité avec du speckle et sa norme du gradient avec
deux méthodes de calcul différents.
(a) Extrait d’une image Cosmo-
SkyMed ® avec un angle d’incidence de
43° et 1 m de resolution.
(b) Extrait d’une image
TerraSAR-X ® avec un angle
d’incidence de 34° et 1 m de
resolution.
Figure 4.12 – Extraits d’image radar
Comme on calcule un ratio plutôt qu’une différence, on peut noter que ce calcul de
gradient est invariant au changement de contraste multiplicatif.
La Figure 4.11 présente la norme du gradient d’un rectangle bruité avec du speckle,
calculée avec le Gradient par différence et le Gradient par Ratio. On remarque que l’utilisa-
tion du GR, contrairement au Gradient par différence, n’entraîne pas plus de fortes valeurs
de gradient sur les zones de fortes réflectivités. Cet estimateur du gradient est donc bien
adapté aux images radar.
Un exemple de calcul du GR sur une image multi-contours bruitée est présenté Fi-
gure 4.13 pour deux valeurs de α différentes. Le speckle est mieux réduit pour une forte
valeur de α, cependant les contours proches sont plus atténués. Faire varier le paramètre
α permet donc d’étudier des structures de différentes tailles.
Exemples de calcul du Gradient La Figure 4.14 présente les Gradient par diffé-
rence et Gradient par Ratio de l’image de la Figure 4.12(a). Le Gradient par différence
semble présenter une meilleure réduction du bruit de speckle, mais les valeurs du gradient
(norme, composantes horizontale et verticale) sont plus importantes sur les zones de fortes
réflectivités que sur celles de faibles réflectivités. On remarque que le Gradient par Ratio
ne présente pas ce problème.
L’influence de α est illustrée Figure 4.15 : le Gradient par Ratio de l’image de la
Figure 4.12(b) est calculé pour deux valeurs de α. Les détails sont mieux conservés pour
α = 2. Pour α = 6, l’image est plus lissée. Les contours sont donc plus nets et on distingue
bien les grandes structures. Faire varier ce paramètre permet donc d’obtenir des images de
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gradient à différentes échelles.
(a) Image multi-contours
idéale
(b) Image multi-contours avec
du speckle monovue
(c) Composante horizontale
du Gradient par Ratio avec
α = 2.
(d) Norme du Gradient par
Ratio avec α = 2.
(e) Composante horizontale
du Gradient par Ratio avec
α = 6.
(f) Norme du Gradient par
Ratio avec α = 6.
Figure 4.13 – Exemple de calcul du Gradient par Ratio sur une image multi-contours
avec du speckle monovue.
4.3 Conclusions
Nous avons présenté un nouveau calcul du gradient adapté aux images radar, permet-
tant de calculer une norme et une orientation du gradient robuste face au bruit de speckle.
Ce gradient permet aussi d’obtenir des images de gradient à différentes échelles.
Ce Gradient par Ratio nous permet maintenant de développer un algorithme de type
SIFT pour les images radar. Le chapitre suivant présente ce nouvel algorithme appelé SAR-
SIFT. Les étapes de détection de points-clés, d’assignation d’orientations et d’extractions
de descripteurs ont été adaptées aux caractéristiques des images radar. La suite du chapitre
exposera une évaluation expérimentale de l’algorithme ainsi qu’une étude des performances.
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(a) Composante horizontale
(b) Composante verticale
(c) Norme
(d) Orientation
Figure 4.14 – Calcul du gradient appliqué sur l’image de Fig. 4.12(a) : à gauche Gradient
par différence avec un flou Gaussien de σ = 2 et à droite Gradient par Ratio avec α = 2.
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(a) Composante horizontale
(b) Composante vertical
(c) Norme
(d) Orientation
Figure 4.15 – Calcul du Gradient par Ratio de l’image de Fig. 4.12(b) avec α = 2 (à
gauche) et α = 6 (à droite).
Chapitre 5
SAR-SIFT : un descripteur local
pour les images radar
5.1 Présentation
Nous présentons ici un algorithme original pour coder la géométrie des images radar.
Cet algorithme suit le même principe que l’algorithme SIFT, avec une détection de points-
clés suivie d’une extraction de descripteurs locaux. Le schéma de calcul de cet algorithme,
que nous avons appelé SAR-SIFT, est présenté en Figure 5.12.
5.1.1 Détection de points-clés
5.1.1.1 Introduction
Concernant la détection de points-clés sur les images radar, une première idée est de
considérer l’algorithme SIFT-OCT [SSRU09] (Section 3.3) qui consiste à omettre les petites
échelles pour la détection. Une autre approche peut être de considérer le détecteur LoG-
Harris (Section 2.1.2.4) appliqué au logarithme de l’image. Cela permet de faire face à un
bruit gaussien au lieu d’un bruit multiplicatif, et ainsi de ne plus avoir le problème du
grand nombre de fausses détections sur les zones de fortes réflectivités. Bien que tentantes
par leur simplicité, ces approches ne sont pas assez robustes face à un fort bruit typique des
images radar et n’améliorent pas grandement les performances du détecteur LoG-Harris
original.
La Figure 5.1 présente un exemple de calcul des points-clés sur une image synthétique
d’un rectangle bruitée avec du speckle monovue. Trois méthodes sont testées : LoG-Harris
sur l’image d’amplitude, LoG-Harris avec suppression des petites-échelles (SIFT-OCT) et
LoG-Harris sur le logarithme de l’image. Le calcul des points-clés sur l’image non bruitée
avec LoG-Harris est présenté à titre de comparaison. La détection avec LoG-Harris entraîne
de nombreuses fausses détections sur la zone de forte réflectivité. La suppression des petites
échelles permet d’en supprimer un grand nombre. Avec l’application de LoG-Harris sur le
logarithme de l’image, on trouve toujours un nombre conséquent de fausses détections mais
elles sont réparties sur l’ensemble de l’image. Dans les trois cas on trouve des points-clés
situés sur les coins (ce qui est attendu), mais ils semblent mal localisés et peu stables.
Les deux approches envisagées (SIFT-OCT et LoG-Harris sur le logarithme de l’image) ne
présentent pas une amélioration significative des performances de LoG-Harris.
Parmi les opérateurs présentés en Section 2.1.1, le LoG et le DoH reposent sur un calcul
des dérivées secondes. Comme le gradient présente une forte variance sur les images avec
du bruit multiplicatif (Section 3.2.2), ces opérateurs ne semblent pas facilement adaptables
aux images radar. Le critère de Harris multi-échelle [DSH00] (Section 2.1.1.2) repose lui
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(a) LoG-Harris
(b) LoG-Harris (c) LoG-Harris avec suppres-
sion des échelles σ < 2
(d) LoG-Harris appliqué au
logarithme de l’image
Figure 5.1 – Calcul des points-clés à l’aide de différentes méthodes sur une image de
rectangle idéale (a) et bruitée (b), (c) et (d). Le nombre de points-clés détectés est de 21
(a), 62 (b), 21 (c) et 38 (d).
sur les dérivées premières. A partir du calcul du gradient adapté aux images radar présenté
au Chapitre 4, nous proposons une nouvelle approche inspirée de ce critère Harris multi-
échelle.
5.1.1.2 Détection de points-clés SAR-Harris
(a) Critère SAR-Harris Pour rappel (Section 2.1.1.2), la matrice et le critère de
Harris multi-échelle d’une image I sont définis par :
MH(x, y, σ) = σ
2Ga1σ ⋆
[
(∂Iσ∂x (x, y))
2 ∂Iσ
∂x · ∂Iσ∂y (x, y)
∂Iσ
∂x · ∂Iσ∂y (x, y) (∂Iσ∂y (x, y))2
]
CH(x, y, σ) = det(MH(x, y, σ))− k1.T r(MH(x, y, σ))2.
(5.1)
Ce critère permet de sélectionner des points situés sur des coins à l’aide du test :
CH(x, y, σ) > dh. (5.2)
En s’inspirant de cette définition et du Gradient par Ratio défini en Section 4, nous
proposons un nouveau détecteur de coins adapté aux images radar. Nous obtenons ainsi
la nouvelle matrice et le nouveau critère SAR-Harris multi-échelle, respectivement définis
comme :
MSH(x, y, α) = Ga2α ⋆
[
(Gx,α)
2 Gx,α ·Gy,α
Gx,α ·Gy,α (Gy,α)2
]
CSH(x, y, α) = det(MSH(x, y, α))− k2.T r(MSH(x, y, α))2
(5.3)
avec a2 > 1 et k2 des paramètres à définir. Les composantes du GR Gx,α, Gy,α sont
calculées sur l’image I à l’aide de l’Equation (4.27), α étant le paramètre de pondération
exponentielle. De la même façon que le critère de Harris multi-échelle, cet opérateur permet
de sélectionner des points situés sur des coins en effectuant le test :
CSH(x, y, α) > dSH (5.4)
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(a) Exemple de coin bruité (b) Critère SAR-Harris
Figure 5.2 – Calcul du critère SAR-Harris CSH(x, y, α) sur un coin en présence de speckle
pour α = 5.
Figure 5.3 – Exemple d’image jouet avec du speckle
avec dSH un paramètre dont le choix sera discuté au paragraphe (d). Comme la pondération
exponentielle pour le calcul du GR permet d’obtenir des images de gradient à différentes
échelles, on peut s’affranchir de l’étape de flou et calculer directement le gradient sur
l’image d’origine. La normalisation σ2 de la matrice de Harris n’est pas nécessaire ici pour
assurer l’invariance au changement d’échelle (voir Annexe C.5). Nous utiliserons pour la
suite les valeurs a2 =
√
2 et k2 = 0.04 comme pour le critère de Harris original.
La Figure 5.2 présente un exemple de calcul de ce critère sur une image synthétique
d’un coin avec du bruit de speckle. On remarque que le critère répond de la même façon
que le critère de Harris appliqué à une image non bruitée (Fig. 2.6) : les valeurs sont fortes
au niveau du coin, négatives sur les bords et proche de zéro sur les zones homogènes. Ce
détecteur est donc efficace pour détecter les coins. On peut observer Figure 5.4 la réponse
du critère pour différentes échelles α sur l’image jouet de Figure 5.3. Ce critère présente
des extrema sur les coins, mais aussi au centre d’objets à certaines échelles.
Nous proposons d’utiliser ce critère pour développer un détecteur de points-clés adapté
aux images radar. L’idée est de s’inspirer du détecteur LoG-Harris en construisant un
espace-échelle en calculant CSH(x, y, α) à différentes échelles et en sélectionnant les ex-
trema. Pour cela, nous étudions dans un premier temps la réponse du critère sur un carré.
(b) Réponse du critère SAR-Harris sur un carré Nous souhaitons utiliser le cri-
tère SAR-Harris comme espace-échelle pour la détection de points-clés en sélectionnant les
extrema locaux en échelle α et en espace (x, y). Pour que l’information d’échelle soit perti-
nente, un objet et sa version sous-échantillonnée devraient donc être détectés à des échelles
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(a) α = 2 (b) α = 4
(c) α = 6 (d) α = 8
Figure 5.4 – Réponse du critère SAR-Harris CSH(x, y, α) sur une image jouet (Fig. 5.3)
en présence de speckle pour différentes valeurs de α.
différentes. Il faut donc vérifier expérimentalement que, au centre de l’objet, l’échelle pour
laquelle le critère de Harris est maximal dépend de sa taille de manière approximativement
linéaire.
Pour cela, nous observons la réponse du critère au centre de carrés de différentes tailles,
tout en faisant varier l’échelle α. On représente Figure 5.5(a) les courbes obtenues pour
différentes tailles de carrés (t : demi-taille des carrés). On remarque que le maximum selon
l’échelle n’est pas atteint pour les mêmes valeurs de α quand t varie. L’échelle correspondant
à ce maximum dépend linéairement de la longueur du carré (Fig. 5.5(b)). La sélection des
extrema en échelle permet donc de sélectionner l’échelle caractéristique de l’objet étudié.
Cependant nous avons remarqué expérimentalement que le critère SAR-Harris atteint
rarement des extrema locaux en trois dimensions. Cette situation a aussi été observée pour
le critère de Harris multi-échelle [MS01]. Il est ainsi préférable de se limiter à une sélection
des extrema en 2D et à un seuillage des faibles valeurs. Plusieurs points-clés peuvent alors
être détectés à la même position (x, y) mais avec des échelles α différentes. Le seuil dSH
permet de conserver les points (x, y, α) correspondant à une valeur maximale du critère
pour les différentes valeurs de α détectées. L’échelle de ces points est alors caractéristique
de la taille de l’objet détecté.
(c) Détection de points-clés SAR-Harris Nous proposons de remplacer l’espace-
échelle LoG par une représentation multi-échelle de l’image, obtenue en calculant le critère
SAR-Harris (Eq. 5.3) à différentes échelles αn = α0 · cm (avec α0, c des réels fixes et m
prenant des valeurs entières dans {0, ...,mmax}). Les extrema locaux en espace sont ensuite
sélectionnés à chaque échelle en 8-connexité. Les positions sous-pixelliques des points-clés
sont obtenues à l’aide d’une interpolation bilinéaire de CSH(x, y, α) autour des extrema
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Figure 5.5 – Relation entre la taille d’un carré et l’échelle à laquelle il serait détecté.
locaux. Un seuil dSH sur sur CSH(x, y, α) permet de filtrer les points de bords ou de faible
contraste (Eq. 5.4). Nous obtenons alors des points caractérisés par leur position (x, y) et
leur échelle α.
Cette approche, que nous définissons comme le détecteur SAR-Harris, regroupe les deux
étapes du détecteur LoG-Harris de façon à éviter l’utilisation de dérivées secondes. Elle a
l’aussi l’avantage d’être invariante à un changement multiplicatif du contraste global de
l’image, de la même façon que le GR (Section 4.2.3).
(d) Choix des paramètres
Seuil sur le critère SAR-Harris Le seuil dSH doit permettre de filtrer les détections
liées au bruit et les détections sur les bords. Cependant il ne doit pas être très important
pour ne pas supprimer des points intéressants mais faiblement contrastés. Pour cela nous
étudions la réponse du critère SAR-Harris sur une zone homogène, un bord et un coin.
La Figure 5.6 présente la répartition des valeurs du critère pour ces trois situations. Les
données sont mesurées pour différentes valeurs de α et de contraste local C = R1R2 en
intensité. En effet, le critère SAR-Harris est invariant au contraste global de l’image, il ne
dépend que du contraste local.
Les observations sont conformes à ce qu’on attend de ce critère. Les valeurs sont proches
de zéro sur une zone homogène, alors qu’elles sont négatives sur un bord et largement posi-
tives sur un coin. Dans les trois cas l’augmentation de la valeur de α permet de resserrer les
distributions. En effet, l’image est ainsi plus lissée et on trouve donc plus souvent les mêmes
valeurs de gradient. On note que les valeurs sur les coins et les bords se rapprochent de zéro
quand les contrastes locaux C diminuent. Dans ces situations, les courbes de répartitions
ont tendance à se chevaucher et il sera alors difficile de sélectionner les coins.
Afin de déterminer le seuil dSH optimal, nous observons alors les probabilités de fausses
alarmes et de détection du critère pour différentes valeurs de α et C. On cherche un
compromis entre un fort taux de détection (TD) sur les coins et un faible taux de fausses
alarmes (TFA) sur les zones homogènes et les bords. On observe les seuils dSH permettant
d’obtenir un TD de 99% et un TFA de 0.1%, en faisant varier α et C (Figure 5.7). Il y a
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(a) Répartition sur une zone homogène (C = 1).
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(b) Répartition sur un bord.
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Figure 5.6 – Histogrammes normalisés des valeurs du critère SAR-Harris CSH(x, y, α) en
fonction de α et du contraste de la zone C = R1R2 , pour différentes configurations géomé-
triques. Pour les trois configurations, R1 = 100.
chevauchement entre les seuils pour les coins et bords avec un contraste C < 16, et tout
particulièrement pour les bords avec de petites échelles (α < 4). On choisit comme seuil
dSH = 0.8, afin d’éviter en grande majorité les fausses détections, tout en maintenant un
fort taux de détection sur les coins pour C ≥ 16.
Échelles On choisit d’utiliser les mêmes échelles α que dans l’algorithme SIFT, à
l’exception des plus faibles. En effet comme présenté en Section 3.1, la première octave
(σ < 2) est à l’origine de nombreuses fausses détections. Nous venons également de voir
que plus l’échelle α est proche de 1, plus les valeurs du critère SAR-Harris sont étalées.
Cela entraîne donc une diminution du TD et une augmentation du TFA. Nous choisissons
finalement les valeurs αn = α0 · cm pour m ∈ {0, ...,mmax}, avec α0 = 2, c = 21/3 et
mmax = 7.
(e) Exemples La Figure 5.8 présente le calcul des points-clés avec la méthode SAR-
Harris sur un carré avec du speckle. On trouve bien des points-clés sur les coins, comme
attendu, et aucune fausse détection. Sur la Figure 5.9, on observe la détection de points-
clés sur l’image jouet de la Figure 5.3 avec et sans le seuil dSH . Le seuil est efficace pour
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Figure 5.7 – Seuils permettant d’avoir un taux de détection de 99% et un taux de fausses
alarmes de 0, 1% en fonction de l’échelle α pour différentes valeurs de contraste C.
supprimer les fausses détections. Des points-clés sont détectés au niveau des coins des
objets, mais finalement assez peu en leurs centres.
La Figure 5.10 présente un exemple de détection de points-clés pour plusieurs détec-
teurs. Comme attendu, on observe que les points-clés détectés avec la méthode LoG-Harris
appliquée sur l’image d’amplitude se trouvent principalement sur les zones de fortes ré-
flectivités. De nombreuses fausses détections se produisent sur les zones homogènes de
forte radiométrie. Concernant les points-clés obtenus avec la méthode LoG-Harris sur le
logarithme, on trouve aussi beaucoup de fausses détections sur les zones homogènes mais
elles apparaissent autant sur les zones de fortes que faibles réflectivités. En revanche, les
points-clés détectés avec la méthode SAR-Harris sont en grande majorité positionnés sur
les coins et points brillants. Le nombre de fausses détections est aussi très faible.
Figure 5.8 – Calcul des points-clés sur le carré de Fig. 5.1(a) à l’aide de la méthode
SAR-Harris. Plusieurs points-clés sont superposés au niveau des coins.
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(a) Avec seuil dSH = 0.8 (b) Sans seuil dSH
Figure 5.9 – Calcul des points-clés de l’image jouet de Fig. 5.3 avec la méthode SAR-
Harris, avec et sans le seuil dSH .
(a) Détecteur LoG-Harris appli-
qué sur l’image d’amplitude (435
points-clés)
(b) Détecteur LoG-Harris appli-
qué sur le logarithme de l’image
(435 points-clés)
(c) Détecteur SAR-Harris (433
points-clés)
Figure 5.10 – Détection de points-clés sur l’image de Fig. 4.12(a) avec le détecteur LoG-
Harris, appliqué sur l’image d’amplitude (Fig. 5.10(a)) et le logarithme (Fig. 5.10(b)), et le
détecteur SAR-Harris (Fig. 5.10(c)). Le seuil dh a été ajusté pour obtenir le même nombre
de points-clés à chaque détection.
Figure 5.11 – Masque du descripteur circulaire, découpé en 9 secteurs. Le voisinage est
recentré sur l’orientation θ du point-clé. Le rayon du descripteur nσ dépend de l’échelle du
point-clé (n = 12 ici). Les coefficients appliqués à nσ pour obtenir les rayons des cercles
intérieures et extérieurs sont respectivement 0.25 et 0.73.
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5.1.2 Sélection des orientations et extraction des descripteurs
Dans l’algorithme SIFT original, ces deux étapes de calcul d’orientations et d’extrac-
tions de descripteurs reposent sur des histogrammes d’orientations du gradient. Ces histo-
grammes sont calculés sur un voisinage carré de chaque point-clé.
Ici nous proposons d’utiliser le Gradient par Ratio (GR), présenté en Section 4, à la
place du gradient par différence pour construire ces histogrammes. Dans la suite nous
appellerons les échelles des points-clés σ comme dans l’algorithme SIFT, plutôt que α.
Assignation des orientations En un point-clé (x, y, σ) , un histogramme d’orien-
tation du gradient est construit sur un voisinage circulaire de rayon 6σ autour du point-clé
étudié. L’histogramme est construit sur 36 classes. Les modes principaux de l’histogramme
sont sélectionnés avec la méthode a contrario [Rab09] présentée en Section 2.2.2. Jus-
qu’à deux orientations peuvent être choisies pour chaque point : une si un seul mode de
l’histogramme est significatif, deux si deux modes ou plus sont significatifs.
Extraction des descripteurs Au lieu d’un voisinage carré divisé en secteurs de 4x4
pixels, nous utilisons un voisinage circulaire et des secteurs log-polaires, comme les descrip-
teurs GLOH [MS05] et SIFT-circulaire [Rab09] (Section 2.3.5). La Figure 5.11 présente le
schéma de calcul (le même que pour SIFT-circulaire). Autour du point (x, y), nous considé-
rons un voisinage circulaire de rayon 12σ, divisé en 9 secteurs log-polaires. Sur chacun des
secteurs, on construit sur 12 classes un histogramme d’orientation du gradient pondéré par
la norme du gradient, en utilisant le GR. Les orientations sont calculées relativement à θ,
l’orientation du point-clé. Tous ces secteurs sont ensuite regroupés dans un vecteur norma-
lisé. Le descripteur obtenu est appelé descripteur Ratio. Dans le cas où deux orientations
θ ont été sélectionnées pour le même point-clé, on calcule deux descripteurs.
Ce descripteur est construit de la même façon que le descripteur SIFT-circulaire. La
différence se trouve dans le calcul du gradient : gradient par différence pour SIFT-circulaire
et GR pour Ratio.
5.2 Evaluations
Dans cette section, nous évaluons les performances du nouvel algorithme SAR-SIFT en
comparaison avec l’algorithme SIFT original. Nous utilisons ici l’implémentation décrite
en Annexe B. Le détecteur SAR-Harris est donc comparé au détecteur LoG-Harris (Sec-
tion 2.1.2.4), et le descripteur Ratio au descripteur SIFT-circulaire (Section 2.3.5). Nous
étudions tout d’abord la stabilité et la robustesse des détecteurs de points-clés en mesurant
leur taux de répétabilité. Ensuite des courbes ROC (Receiver Operating Characteristic)
permettent d’évaluer les performances des détecteurs et des descripteurs, puis de mesurer
la pertinence de l’utilisation du GR plutôt que du gradient par différence pour le calcul
des orientations.
Ici, nous souhaitons apprécier le comportement de SAR-SIFT face à du bruit de spe-
ckle. L’étude est réalisée sur des paires d’images acquises dans les mêmes conditions. Nous
utilisons 18 paires d’images de taille 512 × 512. Ces extraits proviennent de deux images
TerraSAR-X acquises dans les mêmes conditions (Données 2 présentées en Annexe A.1).
Pour chaque paire, les images présentent un recalage sous-pixellique et aucun changement
temporel apparent. Seule la réalisation de bruit diffère. Deux paires de ce type sont pré-
sentées en Figure 5.13.
Les paramètres utilisés pour l’algorithme SAR-SIFT sont ceux présentés en Section 5.1.
Pour l’algorithme SIFT, ils sont détaillés en Annexe B. Cependant comme les images radar
ont des dynamiques différentes, le seuil dH sera adapté à chaque image afin d’obtenir
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Figure 5.12 – Schéma de l’algorithme SAR-SIFT : détection de points-clés SAR-Harris,
sélection des orientations et extraction des descripteurs à l’aide de GR. Les contributions
apportées apparaissent en rouge.
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(a) Paire 1
(b) Paire 2
Figure 5.13 – Exemple de deux paires d’images recalées utilisées pour les expériences de
la Section 5.2.
environ le même nombre de points-clés détectés quelque soit la méthode de détection (à
5% près).
5.2.1 Répétabilité des détecteurs de points-clés
Le critère de répétabilité [SMB00] donne une mesure de la stabilité des détecteurs
de points-clés, en présence de perturbations sur les images. Ici la perturbation étudiée
est le bruit de speckle. On souhaite que la détection SAR-Harris soit indépendante de
la réalisation du bruit. Le nouveau détecteur SAR-Harris est comparé au détecteur LoG-
Harris, appliqué sur l’image d’amplitude et le logarithme.
La méthode de calcul du critère est la suivante. Soit une paire d’images recalées. Pour
chaque point-clé de la première image, nous cherchons le plus proche détecté sur l’autre
image avec le même détecteur. Ensuite nous mesurons, pour différents seuils u, le nombre de
points-clés répétés sur l’autre image à une distance inférieure à u. La Figure 5.14 présente,
pour chaque détecteur, le pourcentage de points-clés répétés sur l’ensemble des paires
en fonction de l’erreur de localisation u. Les seuils dH ont été adaptés afin d’obtenir en
moyenne le même nombre de points-clés que le détecteur SAR-Harris. Nous obtenons pour
tout le jeu de données un total de 25032 points-clés extraits avec le détecteur LoG-Harris,
24729 points-clés quand le logarithme de l’image est utilisé et 21253 avec le détecteur
SAR-Harris. La densité de points-clés est donc presque la même pour chaque détecteur.
On remarque que le détecteur SAR-Harris est plus performant que les deux détecteurs
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Figure 5.14 – Taux de répétabilité des points-clés, construits sur 18 paires d’images,
en fonction de l’erreur de localisation. Les points-clés sont extraits avec trois détecteurs
différents : le détecteur LoG-Harris appliqué sur l’image d’amplitude et le logarithme, et
le détecteur SAR Harris.
LoG-Harris. Par exemple pour une erreur de localisation u = 1.5 pixels, plus de 50% des
points-clés extraits par le détecteur SAR-Harris sont répétés. Ce taux est seulement de
30% pour les points extraits avec les deux autres méthodes. Nous n’observons pas d’amé-
liorations des performances du détecteur LoG-Harris quand il est appliqué au logarithme
de l’image.
Le détecteur SAR-Harris est donc robuste face à du bruit de speckle.
5.2.2 Performances des mises en correspondance
Des courbes ROC sont construites pour différentes combinaisons de détecteurs de
points-clés et de types de descripteurs. Les points-clés de deux images différentes sont
associés à l’aide de leurs descripteurs respectifs. Nous utilisons ici la méthode d’association
NNDR, décrite en Section 2.4.1. Cette méthode est constituée de deux étapes : l’association
du plus proche voisin (étape NN) et le filtrage du rapport des distances (étape DR).
Soit Mk(P1,i, P2,j) une mise en correspondance entre un point P1,i(x1,i, y1,i, σ1,i, θ1,i)
d’une image I1 et un point P2,j(x2,j , y2,j , σ2,j , θ2,j) d’une image I2. Considérant la défor-
mation T de l’image I1 par rapport à l’image I2, la mise en correspondance Mk est définie
comme correcte si :
||T (x1,i, y1,i)− (x2,j , y2,j)||2 < t1 ·min(σ1, σ2), (5.5)
Le paramètre t1 a été fixé empiriquement à 5. Ici les paires d’images sont recalées avec
une précision sous-pixellique, donc il n’y a pas de déformation entre les images et T est la
fonction identité.
Dans un premier temps, tous les points P1,i sont associés à leur plus proche voisin P2,j
(étape NN). On définit alors les quantités #CMall et #FMall comme le nombre total de
mises en correspondance correctes et fausses sur toutes les paires. Les mises en correspon-
dances Mk sont ensuite filtrées avec un seuil th sur le rapport des distances au premier et
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Figure 5.15 – Courbes ROC, construites sur 18 paires d’images, afin d’évaluer les per-
formances des détecteurs LoG-Harris et SAR-Harris, ainsi que des descripteurs Ratio et
SIFT-circulaire.
deuxième plus proche voisin (étape DR). On nomme #CM et #FM le nombre de mises
en correspondances correctes et fausses obtenus pour ce seuil. Pour obtenir des courbes
ROC, on représente le pourcentage de points-clés correctement associés #CM#CMall+#FMall en
fonction du taux de fausses alarmes #FM#CM+#FM en faisant varier th.
Nous comparons ici deux détecteurs : LoG-Harris sur l’image d’amplitude (Section 2.1.2.4)
et SAR-Harris (Section 5.1.1.2), ainsi que deux descripteurs, SIFT-circulaire (Section 2.3.5)
et Ratio (Section 5.1.2). Les résultats des quatre situations ainsi considérées sont représen-
tés en Figure 5.15. Comme les images ne présentent pas de rotation, aucune orientation
n’est assignée aux points-clés pour cette expérience. Les distances L1 et L2 ont été testées
pour le calcul des similarités entre descripteurs. Nous avons observé que les résultats avec
la distance L1 sont toujours meilleurs que ceux avec la distance euclidienne. Pour simplifier
la lecture, seuls les résultats avec la distance L1 sont affichés.
Nous observons que les meilleures performances sont obtenues avec une combinaison du
détecteur SAR-Harris et du descripteur Ratio. En effet, pour un taux de fausses alarmes
de 1%, presque 50% des associations sont correctes. Pour les autres configurations, ce taux
est inférieur à 30%. Ce taux de fausses alarmes est le pourcentage de fausses associations
parmi toutes les mises en correspondance obtenues avec un seuil th. Nous remarquons
que l’utilisation du détecteur SAR-Harris avec le descripteur SIFT-circulaire améliore déjà
grandement les performances de l’algorithme. L’utilisation du détecteur LoG-Harris avec
le descripteur Ratio apporte une amélioration notable mais moins importante.
Pour cette expérience, les taux de fausses alarmes 1% et 0.1% sont obtenus pour des
seuils respectifs th = 0.88 et th = 0.83.
On montre 5.16 un exemple de mises en correspondance entre les deux images de
Fig. 5.13(b), effectuées avec l’algorithme SIFT original (détecteur LoG-Harris + descrip-
teur SIFT-circulaire) et l’algorithme SAR-Harris (détecteur SAR-Harris + descripteur Ra-
tio). Ce deuxième algorithme permet d’obtenir plus de trois fois plus de bons appariements
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(a) Détecteur LoG-Harris + descripteur SIFT-
circulaire : 149 mises en correspondances dont 1
fausse.
(b) Détecteur SAR-Harris + descripteur Ratio : 526
mises en correspondance dont 2 fausses.
Figure 5.16 – Exemple de mises en correspondance entre les deux images de Fig. 5.13(b).
Les appariements avec th < 0.85 sont affichés.
pour un même seuil th = 0.85.
Pour résumer, le détecteur SAR-Harris est plus stable et robuste face au bruit que le
détecteur LoG-Harris et le descripteur Ratio surpasse le descripteur SIFT-circulaire. La
combinaison de SAR-Harris et du descripteur Ratio est utilisée dans l’algorithme SAR-
SIFT (Fig. 5.12). Cet algorithme atteint ainsi de meilleurs résultats que l’algorithme SIFT
original sur les images radar.
5.2.3 Invariance à la rotation
L’invariance à la rotation est obtenue grace aux orientations assignées à chaque point-
clé. Pour l’algorithme SAR-SIFT, nous avons choisi d’utiliser une méthode a contrario
avec le calcul du Gradient par Ratio. Nous souhaitons évaluer l’intérêt de cette méthode
par rapport à la méthode des maxima de l’histogramme (Section 2.2.1), mais aussi appré-
cier l’opportunité d’utiliser le GR plutôt que le gradient par différence pour le calcul des
histogrammes.
Pour cela, nous construisons des courbes ROC à l’aide de paires d’images qui diffèrent
d’une rotation. Quatre méthodes d’assignation d’orientation sont testées, soit les différentes
combinaisons entre les deux méthodes d’assignation et les deux calculs de gradient pos-
sibles. Nous utilisons la méthode SAR-Harris pour le calcul des points-clés et le descripteur
Ratio pour l’extraction des descripteurs. Les paires d’images utilisées sont les mêmes que
précédemment, à la différence que pour chaque paire, une image a subi une rotation de 90°.
Cela permet d’effectuer une rotation sans pour autant perturber la géométrie de l’image
ou effectuer une interpolation qui pourrait modifier les propriétés statistiques des pixels.
Les points-clés sont ensuite reprojetés sur l’image d’origine et la classification des mises en
correspondance se fait de la même façon que dans la section précédente (Eq. 5.5).
Les résultats sont présentés sur la Figure 5.17. On remarque que les quatre calculs
d’orientations offrent des résultats assez proches pour de faibles taux de fausses alarmes. Le
calcul des orientations avec la méthode a contrario et le GR offre cependant les meilleurs
performances. Pour un taux de fausses alarmes de 1%, cette méthode offre 13, 3% de
bons appariements, contre 9, 94% quand on choisit d’utiliser le gradient par différence.
L’utilisation du GR ne fournit ainsi qu’une modeste amélioration. Ce résultat s’explique
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Figure 5.17 – Courbes ROC, construites sur 18 paires d’images présentant une rotation,
afin d’évaluer les performances du calcul des orientations des points-clés. La figure de droite
présente un recentrage des résultats pour de faibles taux de fausses alarmes.
par le fait que, dans le cas du gradient par différence, les histogrammes d’orientation du
gradient sont calculés sur des images avec un flou gaussien et sur un voisinage important
(de rayon 6σ). Par conséquent, l’influence du speckle est fortemment atténuée et le calcul
d’orientation est assez fiable. L’avantage apporté par le GR est assez faible pour cette
étape.
Par contre, pour le calcul du descripteur Ratio, les histogrammes sont calculés sur de
plus petits zones (12 secteurs sur un voisinage de rayon 12σ). L’intérêt du GR est donc
plus évident pour l’étape d’extraction des descripteurs.
En conclusion, les trois premières étapes de l’algorithme SAR-SIFT (détecteur SAR-
Harris, calcul des orientations avec GR et descripteur Ratio) offrent de meilleurs résultats
que celles de l’algorithme SIFT original.
5.3 Précision de l’appariement des points-clés
Cette section étudie la précision de la mise en correspondance des points-clés de l’al-
gorithme SAR-SIFT, à l’aide d’une expérience synthétique avec transformations simulées.
On considère une mise en correspondance, supposée correcte, entre un point-clé kp1,i d’une
image I1 et un point-clé kp2,j d’une image I2. La transformation entre les images I1 et I2
est une similitude. D’autre part, les images ne présentent pas la même réalisation de bruit.
On étudie la distance entre le point-clé kp1,i et le projeté kp2,j sur l’image I1. En observant
les distances pour un ensemble d’appariement, on obtient une idée de leur précision.
Présentation de l’expérience L’étude est réalisée à partir d’une image radar dé-
bruitée I0 (100 vues) de taille 409x409 (Figure 5.18). Des transformations Ti sont appliquées
à I0 pour obtenir des images IT i. Nous avons choisi de nous limiter à des similitudes, soit
une rotation d’angle ϑ et un changement d’échelle de facteur ρ. Les points-clés, orientations
et descripteurs sont extraits sur une version bruitée de I0 et IT i en utilisant l’algorithme
SAR-SIFT présenté en Section 5.1. La méthode d’appariemment utilisée est le calcul de
la distance L1 entre descripteurs et la méthode NNDR. Les points-clés kp2,j extraits sur
l’image IT i sont reprojetés sur l’image I0. On calcule ensuite le vecteur de déplacement
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Figure 5.18 – Image 100 vues du CNES à Toulouse.
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Figure 5.19 – Distribution de l’erreur de précision des points-clés appariés pour ρ = 2 et
ϑ = 0.
entre les points-clés kpr2,j reprojetés et leurs correspondants kp1,i. Les points-clés sont tous
reprojetés sur l’image d’origine I0, les distances sont donc calculées avec la même échelle.
Deux expériences sont réalisées. Dans la première on étudie le changement d’échelle.
Le facteur d’échelle ρ varie de 0, 5 à 2 et il n’y a pas de rotation. Dans la deuxième, on
s’intéresse à la rotation. L’angle de rotation ϑ (en radian) varie de 0 à π et il n’y a pas de
changement d’échelle. Pour chaque valeur de ρ ou ϑ, on réalise 20 fois le même test avec
des réalisations de bruit différentes pour IT i. On regroupe les mises en correspondances
pour former un ensemble M1(ρ, ϑ) de mises en correspondances.
Observations Pour chaque valeur de ρ et ϑ, on observe la distribution des com-
posantes horizontales et verticales du vecteur de déplacement des points-clés de tous les
appariements de M1(ρ, ϑ). On choisit comme seuil th = 0.8 pour limiter le nombre de
fausses alarmes.
La Figure 5.19 représente un exemple de ces distributions pour ρ = 2 et ϑ = 0. On
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Figure 5.20 – Influence du facteur d’échelle ρ sur le MAD des composantes horizontale
et verticale de l’erreur de précision entre points-clés appariés.
remarque que la distribution des deux composantes est centrée en zéro. Le seuil th a per-
mis de supprimer la quasi totalité des outliers. On est passé de 25% de faux appariements
(norme de l’erreur de précision supérieure à 10 pixels) à 0.15%. L’écart-type de la dis-
tribution donne une idée de la précision des points-clés mis en correspondance. Pour le
déterminer, nous avons choisi d’utiliser l’estimateur Median Absolute Deviation (MAD),
plus robuste à un fort nombre d’outliers que le calcul traditionnel de l’écart-type. Pour une
distribution X = Xi, i ∈ {1, ..., N}, le MAD se calcule de la façon suivante
MAD(X) = median(|Xi −median(Xj)|). (5.6)
Pour cet exemple, le MAD donne 0.59 et 0.57 pour les composantes horizontale et verticale,
quand on obtient 2.62 et 2.66 avec le calcul traditionnel de l’écart-type. Les valeurs du MAD
sont plus conformes à l’allure de la distribution. On mesure aussi ici que 84% des points-
clés sont appariés avec une erreur inférieure à 2 pixels. La précision des points-clés mis en
correspondance est donc très élevée ici.
Les études suivantes présentent l’évolution du MAD en fonction de ρ et ϑ.
Influence du changement d’échelle La Figure 5.20 présente l’évolution du MAD
en fonction du facteur d’échelle. Il n’y a pas eu de rotation des images ici. Les valeurs
du MAD sont sensiblement les mêmes pour les composantes verticale et horizontale du
vecteur de déplacement entre points-clés appariées. Elles sont assez faibles et varient de
1.35 à 0.57. Quand la taille de l’image diminue (faible valeur de ρ), le MAD augmente
fortement. Inversement, il diminue faiblement quand la taille de l’image augmente (forte
valeur de ρ).
Le changement de taille d’une image influe donc peu sur la précision des mises en
correspondance, sauf quand l’image devient trop petite. En effet, dans ce contexte, moins
de points-clés sont détectés. Cela pourrait être amélioré en utilisant des échelles plus faibles
dans la pyramide de détection des points-clés mais on risque alors de se retrouver avec
beaucoup de fausses détections instables. Aussi, même avec une détection sous pixellique
des points-clés, la précision de la détection est moindre sur une image de taille deux fois
plus petite en nombre de pixels. A l’inverse, plus la taille de l’image augmente, plus on a
de points-clés. Cela peut expliquer la légère amélioration de la précision.
La précision des points-clés mis en correspondance est donc très importante, tant que
la taille d’une image et donc son contenu sont significatifs.
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Figure 5.21 – Influence de l’angle de rotation ϑ sur le MAD des composantes horizontale
et verticale de l’erreur de précision entre points-clés appariés.
Influence de la rotation La Figure 5.21 présente l’influence de la rotation sur le
Median Absolute Difference des composantes du vecteur de déplacement entre points-clés
appariés. Les valeurs du MAD restent faibles, entre 0.67 et 0.9. Elles présentent cependant
une augmentation en π/4 et en 3π/4, à la fois pour la composante verticale et pour celle
horizontale. Ces rotations correspondent à une plus forte déformation de l’image, ce qui
peut donc diminuer la précision des points-clés mis en correspondance. Les performances
dans ces cas (π/4 et 3π/4) restent cependant acceptables (valeurs du MAD inférieures à 1).
Conclusions Les transformations étudiées (rotation et changement d’échelle) dé-
gradent peu les performances de la précision de la mise en correspondance des points-clés.
L’écart-type des composantes vectorielles des distances entre points-clés appariés (après
reprojection) est assez faible (inférieur à 1). Cependant quand la taille de l’image devient
trop petite, la précision est fortement dégradée. Dans une moindre mesure, la rotation
dégrade la précision pour des angles en π/4+ kπ.
5.4 Comportement de SAR-SIFT avec des conditions d’ac-
quisitions différentes
Les sections précédentes ont présenté une validation expérimentale de l’efficacité de
l’algorithme SAR-SIFT face à du bruit de speckle, ainsi qu’une étude sur la précision des
mises en correspondance en cas de transformation de type similitude. Nous analysons ici
le comportement de l’algorithme dans des situations plus complexes et en particulier avec
des modes d’acquisition différents.
Nous concentrons notre étude sur des paires d’images présentant des différences de réso-
lution et/ou d’angles d’incidence (Section 1.2). Afin d’avoir une situation de référence, nous
considérons aussi des paires d’images acquises dans les mêmes conditions. L’algorithme de-
vrait présenter de bons résultats pour les situations avec une différence de résolution. La
situation est plus compliquée quand il y a changement d’angle d’incidence. La géométrie de
l’image change et le signal SAR reçu peut être différent (Section 1.2.5). On s’attend alors
à une diminution du nombre de bons appariements de points-clés. Cette section étudie la
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Jeu Capteur Angle d’incidence Résolution Orbite Nombre Taille
a Cosmo-SkyMed® 48◦ 1 m Descendante 4 2048× 2048
b Cosmo-SkyMed® 34◦ 1 m Descendante 2 2097× 1914
c Cosmo-SkyMed® 43◦ 3 m Descendante 6 646× 550
d TerraSAR-X 34◦ 2 m Ascendante 2 1500× 3000
e TerraSAR-X 34◦ 1× 2 m Ascendante 1 750× 1500
Table 5.1 – Images utilisées : caractéristiques, nombre pour chaque jeu et taille en pixels.
Toutes les images ont été acquises en mode SpotLight ou Stripmap et avec une visée à
droite.
variabilité de ce nombre dans différentes conditions.
Les jeux d’images disponibles sont présentés dans le Tableau 5.1, avec leurs caractéris-
tiques (capteur, angle d’incidence, résolution, orbite), nombre d’images et taille en pixels.
Pour les images acquises dans les mêmes conditions, les mises en correspondance sont cal-
culées entre toutes les images de chaque jeu de données respectifs a, b et c. Pour obtenir
une situation avec un changement de résolution, un moyennage multi-vue (Section 1.2.6)
est calculé dans la direction azimuth des images du jeu d afin d’obtenir un facteur d’échelle
de deux avec les images du jeu e. La Figure 5.22 montre une image de chaque jeu. Les zones
imagées offrent un très faible relief. Les paires d’images affichent peu de changements.
Afin d’obtenir une vérité terrain, des grilles de déformations ont été estimées pour
chaque paire d’image étudiée. Elles ont été obtenues à partir d’un recalage utilisant les
paramètres capteur fournis par les agences spatiales [NTF+12], associé à une correction
manuelle. Les mises en correspondance sont évaluées en utilisant l’Equation 5.5. Le para-
mètre t1 est fixé à 5, à l’exception des situations avec des changements d’angle d’incidence
où il est fixé à 7 à cause des effets de recouvrement (Section 1.2.5). En effet, à cause des
distorsions le long de l’axe des distances, les tailles des bâtiments peuvent varier et un seuil
plus lâche devrait être considéré.
Nous observons en premier la capacité de l’algorithme à associer les points-clés cor-
respondant en utilisant seulement l’étape NN (Section 2.4.1). Nous souhaitons vérifier que
l’algorithme peut obtenir un nombre suffisant de bons appariements, sans considérer l’étape
DR. Cette deuxième étape n’est qu’une étape de filtrage et le nombre de bons appariements
dépend fortemment de la première étape. Le Tableau 5.2 présente le pourcentage moyen
de points-clés correctement appariés pour chaque configuration.
Ensuite, on examine, à l’aide de courbes ROC, l’aptitude de l’étape DR à filtrer un
maximum de faux appariements tout en conservant un maximum de bons. En utilisant
les mêmes notations que dans la Section 5.2.2, on trace le pourcentage de bons apparie-
ments obtenus #CM#CMall en fonction du pourcentage de faux appariements
#FM
#CM+#FM pour
différentes valeurs de th (Fig. 5.23). Le pourcentage #CM#CMall donne le nombre de bons ap-
pariements obtenus avec le seuil th parmi tous les bons appariements sélectionnés lors de
l’étape NN.
Comme on peut s’y attendre, l’algorithme présente de très bonnes performances dans les
situations présentant les mêmes conditions d’acquisition ou un changement de résolution.
L’étape NN permet d’obtenir un fort pourcentage de points-clés correctement appariés,
respectivement 61% et 27%. Parmi ces associations correctes, respectivement environ 80%
et 45% peuvent être sélectionnées avec l’étape DR pour un taux de fausses alarmes de 1%.
Quand on considère une différence d’angle d’incidence, les résultats sont bien plus
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(a) a (b) b
(c) c
(d) d (e) e
Figure 5.22 – Images du Tableau 5.1. Pour une meilleure lisibilité, les images ne sont pas
à la même échelle.
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Facteur Différence entre les Pourcentage de points-clés
d’échelle angles d’incidence correctemment appariés
- - 61%
2 - 27%
3 5◦ 9.4%
3 9◦ 6.7%
- 14◦ 4.5%
Table 5.2 – Pourcentage moyen de points-clés correctemment appariés avec l’étape NN
pour différentes conditions (changement de résolution et/ou différence d’angles d’inci-
dence).
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Figure 5.23 – Courbes ROC construites avec les images du Tableau 5.1 afin d’évaluer le
comportement de l’algorithme SAR-SIFT dans des conditions d’acquisitions différentes.
faibles. Seulement 5% à 10% des points-clés sont correctement appariés avec l’étape NN.
Cela correspond à environ 500 à 2500 appariements, en fonction de l’image (les différences
sont liées à la taille des images). Ces nombres seraient tout à fait utilisables, seulement
l’étape DR échoue à sélectionner les bons appariements. Les taux de fausses alarmes sont
alors très importants. On peut toutefois faire remarquer que l’algorithme SIFT présente
aussi des performances limitées quand il est appliqué à des paires d’images optiques avec
des différences d’angle d’incidence non négligeables. Il est intéressant de constater que
l’influence du changement de résolution est limité, contrairement à la différence d’angle
d’incidence. En effet, la mise en correspondance entre les jeux a et b, avec une différence
d’angle d’incidence de 14° et la même résolution, présente de plus faibles résultats que la
mise en correspondance entre les jeux b et c, ou entre les jeux a et c, les deux situations
présentant un changement d’échelle de 3 et une différence d’angle de respectivement 9° et 5°.
Sur les images acquises avec les mêmes conditions ou avec un changement de résolution,
la géométrie des images change peu et SAR-SIFT réussit à apparier un grand nombre de
points-clés. Cependant, avec une différence d’angle d’incidence, le signal radar varie et cela
entraine des distorsions qui ne sont pas prises en compte dans les invariances de SAR-SIFT.
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Plus cette différence d’angle est importante, plus les variations des images seront grandes
et plus grande sera la difficulté pour SAR-SIFT de trouver des points-clés correspondants.
5.5 Conclusions
En s’inspirant du Gradient par Ratio présenté en Section 4, nous avons présenté un
nouvel algorithme de type SIFT, adapté aux images radar. Les trois premières étapes
de l’algorithme ont été modifiées afin de s’adapter aux spécificités des images radar. Un
nouveau détecteur de points-clés, SAR-Harris, et un nouveau descripteur, Ratio, ont no-
tamment été proposés. Les performances de ce nouvel algorithme surpassent en tout point
l’algorithme SIFT original. Cependant, il présente des limitations quand il est appliqué à
des images acquises sous des angles d’incidence différents.
Dans la partie suivante, nous présentons des applications en télédétection pour les
algorithmes de type SIFT (utilisation de SIFT en optique et SAR-SIFT en radar). Le cha-
pitre 6 s’intéresse à l’estimation de transformation globale et au filtrage des appariements
dans les situations de changement d’angles d’incidence pour les images radar. Enfin le
chapitre 7 propose une application de détection de changements pour les images radar et
optiques.
Troisième partie
Applications des algorithmes SIFT et
SAR-SIFT pour les images de
télédétection
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Chapitre 6
Estimation d’une déformation
globale entre deux images radar
En première approximation, on considère que deux images satellites représentant la
même scène peuvent être reliées par une déformation globale rigide. Sur des scènes ap-
proximativement planes, cette déformation est souvent modélisée par une transformation
affine [ZF03]. Les images radar peuvent présenter des distorsions locales (Section 1.2.5)
mais la relation globale entre deux images radar peut être décrite par ce modèle, sous
réserve qu’elles soient acquises avec la même orbite (ascendante ou descendante). Pour les
zones avec du relief, il est nécessaire d’utiliser un modèle numérique de terrain (MNT) et
d’intégrer l’information de hauteur dans le modèle.
Les appariements obtenus avec l’algorithme SAR-SIFT peuvent être utiles pour esti-
mer la transformation affine entre deux images. Cependant, lorsque le nombre de faux
appariements est trop important (Section 5.2.2), nous ne pouvons estimer directement
les transformations. L’algorithme RANSAC (RANdom Sample Consensus) [FB81] permet
d’estimer de façon itérative un modèle donné à partir d’un ensemble de données contenant
des valeurs aberrantes. D’autre part, il fournit en sortie un sous-ensemble de données satis-
faisant le modèle estimé. RANSAC peut alors être utilisé pour estimer une transformation
globale à partir d’un ensemble d’appariements, tout en sélectionnant un sous-ensemble
d’appariements cohérents avec cette transformation. Nous utiliserons cet algorithme pour
deux applications : l’estimation de la déformation globale entre deux images et le filtrage
des faux appariements.
Dans un premier temps, nous détaillerons l’algorithme RANSAC ainsi que AC-RANSAC,
une version a contrario de RANSAC plus performante dans des situations affichant un
grand pourcentage de valeurs aberrantes. Puis nous montrerons l’intérêt de ce type d’al-
gorithme pour les deux applications proposées.
6.1 Présentation des algorithmes RANSAC et AC-RANSAC
Nous présentons ici les algorithmes RANSAC et AC-RANSAC, puis nous indiquons
leur utilisation dans notre contexte.
Algorithme RANSAC Considérons un ensemble de données C = {ci, i = 1, ..., N}.
Cet ensemble est composé de données suivant un même modèle, appelées inliers, (ici les
appariements corrects) mais aussi de données aberrantes, appelées outliers (ici les faux ap-
pariements). Ces outliers perturbent l’estimation du modèle. Par exemple, une estimation
par moindres carrés ne résistera pas à un pourcentage d’outliers trop conséquent. L’algo-
rithme RANSAC [FB81] consiste à tester itérativement différentes estimations du modèle
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en sélectionnant aléatoirement un faible nombre de données ci. Le modèle satisfaisant le
plus grand nombre de données est choisi. On suppose ensuite que les données satisfaisant
ce modèle sont correctes. Cet algorithme nécessite cependant de fixer plusieurs paramètres,
comme le nombre d’itérations, le nombre minimal d’inliers obtenus pour l’estimation du
modèle ou le seuil de tolérance pour la distance des données au modèle. En outre, il n’est
pas toujours efficace quand le pourcentage d’outliers est important.
Algorithme AC-RANSAC L’algorithme AC-RANSAC [MS04b,RDGM10] est une
version a contrario de RANSAC qui s’intéresse plus particulièrement aux appariements de
points entre deux images suivant un même modèle. Il offre l’avantage de ne nécessiter la
sélection que d’un seul paramètre, le nombre d’itérations imax. Par ailleurs, cette méthode
produit de bons résultats même en présence d’un fort pourcentage d’outliers (jusqu’à 90%).
Soit un ensemble d’appariements de points C = {(P1,k, P2,k)|k = 1, ..., N} entre deux
images I1 et I2. On se limite ici à la recherche d’une transformation affine. Cette méthode
repose sur l’hypothèse nulleH0 selon laquelle la distribution des appariements est uniforme.
On suppose donc que les points P1,k et P2,k sont des variables aléatoires mutuellement
indépendantes mais aussi que tous les points P1,i et P2,j sont répartis uniformément sur
respectivement les images I1 et I2. Un ensemble d’appariements sera considéré comme
significatif s’il est peu probable qu’il apparaisse sous cette hypothèse H0.
Soit un sous-ensemble S′ de C constitué de n appariements sélectionnés aléatoirement.
On estime la matrice TS′ de la transformation affine entre I1 et I2 à partir des appariements
de S′. Le nombre n est choisi comme le nombre minimal de données nécessaires à l’estima-
tion de la transformation. Pour une transformation affine, n est égal à 3. Considérant un
sous-ensemble S de C, avec S′ ∩ S = ∅, on définit la rigidité de S sous la transformation
TS′ par :
α(S, TS′) := max
(P1,k,P2,k)∈S
max
(
π
A2
d(TS′P1,k, P2,k)
2,
π
A1
d(P1,k, T
−1
S′ P2,k)
2
)
. (6.1)
Les quantités A1 et A2 sont les aires respectives des images I1 et I2. L’opérateur d est la
distance euclidienne. L’algorithme AC-RANSAC consiste à chercher un ensemble S pour
lequel le nombre de fausse-alarme NFA(S, S′) soit inférieur à ε. Un tel ensemble est dit
ε-significatif. Le nombre de fausses alarmes est défini par :
NFA(S, TS′) := (N − n)
(
N
K
)(
N −K
n
)
(α(S, TS′))
K , (6.2)
avec K le nombre d’appariements de S. On fixe le seuil ε à 1 et le nombre n à 3 (trans-
formation affine) [RDGM10]. Le seul paramètre à choisir est donc le nombre d’itérations
imax.
A chaque itération, on extrait aléatoirement n appariements de C pour former l’en-
semble S′ et on estime la transformation TS′ . On cherche ensuite l’ensemble S dans C\S′
permettant de minimiser NFA(S, S′). On considère que cet ensemble est significatif si
NFA(S, S′) < 1. Cette opération est réalisée pour imax itérations et on sélectionne l’en-
semble S présentant le plus petit nombre de fausses alarmes NFA(S, S′). On obtient ainsi
un ensemble d’appariements S que l’on suppose comme corrects et la transformation asso-
ciée TS′ entre les deux images. Si aucun ensemble ne satisfait NFA(S, S
′) < 1, on suppose
que les points ne suivent aucun modèle. Plus de détails sur l’algorithme et l’implémentation
se trouvent dans [MS04b,RDGM10].
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Approche proposée Nous proposons d’appliquer l’algorithme AC-RANSAC à l’en-
semble des appariements obtenus avec l’étape NN de l’algorithme SAR-SIFT. L’étape
de filtrage DR n’étant pas efficace quand les images présentent des différences d’angles
d’incidence (Section 5.2.2), cela permet d’obtenir le plus grand nombre possible de bons
appariements. Cependant, pour accélérer le temps de calcul, les appariements utilisés pour
estimer la déformation sont sélectionnés aléatoirement parmi les appariements présentant
un rapport des distances inférieure au seuil th = 0.9. Cette valeur est plus élevée que les
choix classiques, plus proches de th = 0.8 [Low99]. Le but ici est seulement de réduire le
nombre d’appariements obtenus avec l’étape NN afin que l’algoritme AC-RANSAC n’ait
pas à traiter un trop grand nombre de cas aberrants, tout en conservant un nombre d’ap-
pariements suffisant pour la mesure précise de la transformation. La valeur 0.9 est un bon
compromis. Nous avons choisi imax = 10000 comme nombre d’itération. La transforma-
tion recherchée étant une transformation affine, nous devons estimer les coefficients de la
transformation polynomiale suivante :
x2 = a1 + a2 · x1 + a3 · y1
y2 = b1 + b2 · x1 + b3 · y1.
(6.3)
L’algorithme AC-RANSAC nous donne en sortie une estimation des coefficients ai et bi,
ainsi qu’un ensemble de mises en correspondance que l’on suppose comme correctes. Pous
plus de lisibilité, nous appelerons par la suite cette méthode SAR-SIFT + AC-RANSAC.
Nous présentons maintenant son intérêt pour l’estimation de la transformation globale
puis pour le filtrage des faux appariements dans des situations de changement d’angle
incidence.
6.2 Estimation de la déformation globale entre deux images
Nous exposons ici l’intérêt d’utiliser SAR-SIFT + AC-RANSAC pour rechercher la
déformation globale entre deux images radar acquises dans des conditions différentes. Nous
produisons dans un premier temps un état de l’art sur le recalage d’images radar. Cet état
de l’art ne se veut pas exhaustif mais donne une vision générale des techniques actuelles.
6.2.1 Etat de l’art sur le recalage d’images radar
En traitement d’images, le recalage consiste à rechercher la transformation géométrique
optimale reliant deux images d’une même zone, afin de pouvoir les comparer ou les fusion-
ner. Le recalage peut s’effectuer entre deux images acquises selon la même modalité (deux
images radar) ou selon des modalités différentes (une image optique et une image radar).
En télédétection, ce problème peut être envisagé sous deux angles. On peut chercher tout
simplement à recaler une image sur une autre, comme pour le recalage d’images natu-
relles. Une autre approche consiste à utiliser les données capteur fournies par les agences
spatiales afin de géoreferencer les images. Ces informations nous permettent de relier les
positions des pixels (ligne et colonne) aux coordonnées des objets (latitude, longitude et
hauteur). On peut ainsi projeter indépendemment deux images dans la même géométrie.
Cette méthode n’est pas à proprement parler du recalage puisque nous ne recherchons
pas de transformation. Les données capteur comportent toutefois des imprécisions et il est
souvent nécessaire d’effectuer un ajustement avec des méthodes de recalage traditionnelles.
Nous aborderons ici les deux types d’approche. On distingue toutefois en premier lieu le
cas particulier du recalage d’images en configuration interférométrique.
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Recalage d’images en configuration interférométrique La comparaison d’une
paire d’images dans cette configuration est aisée. En effet elles présentent très peu de
changements puisqu’elles ont été acquises par un même capteur (ou un capteur similaire)
et dans des conditions presque équivalentes. Les déformations sont ainsi souvent réduites à
une translation. En outre, les techniques d’interférométrie nécessitent un recalage inférieur
au dixième de pixel. Ce problème a donc été très étudié et les techniques de recalage sont
aujourd’hui abouties. La méthode la plus couramment utilisée est la maximisation de la
cohérence complexe. Cela permet d’estimer des transformations rigides et donne de très
bons résultats sur ce type d’images. Cette technique est utilisée par exemple dans la toolbox
Nest de l’ESA.
La situation est plus compliquée pour les images acquises dans des conditions diffé-
rentes, par exemple avec un angle d’incidence ou un capteur différent. Un changement
d’angle entraîne des déformations - d’autant plus notables que le relief est important -
ainsi qu’une modification de la géométrie des objets (Section 1.3). Le modèle de défor-
mation entre les images n’est plus une simple translation. Par ailleurs, les différences de
géométrie compliquent la comparaison des images. L’utilisation de la corrélation croisée
n’est pas efficace et de nouvelles méthodes ont ainsi du être développées.
Utilisation des données capteur Les méthodes utilisant les données capteur sont
dites «en aveugle», c’est à dire qu’elles ne se basent pas sur les données propres de l’image.
Elles consistent à reprojeter indépendamment des images dans la même géométrie. Elles
s’appuient fortement sur des informations annexes, commes les paramètres capteurs fournis
par les agences spatiales ou les modèles numériques de terrain (MNT). Les paramètres
capteurs [SBM+06,NTF+12] nous informent sur la trajectoire du satellite et permettent
ainsi d’obtenir la localisation précise en longitude et latitude de chaque pixel. L’utilisation
d’un MNT est cependant nécessaire pour prendre en compte le relief à la surface de la
Terre. Ces données n’étant pas toujours disponibles, on peut se satisfaire de l’altitude
moyenne de la zone étudiée si elle est globalement plate. Ce n’est par contre pas suffisant
sur une zone avec un fort relief. La localisation des pixels permet ensuite de reprojeter
l’image étudiée dans la géométrie terrestre. Ainsi deux images géoréférencées devraient
être recalées de façon précise. Neanmoins, le recalage n’est pas toujours parfait. Il peut
en particulier exister des distorsions si le MNT n’est pas parfait ou indisponible. D’autre
part, il existe souvent un décalage pixellique du à une imprécision sur le temps de départ
des acquisitions. Il est alors nécessaire d’utiliser des méthodes de recalage traditionnelles
pour estimer la déformation résiduelle.
Les agences spatiales peuvent aussi fournir directement des modèles de déformation de
type RPM (Ratio Polynomial Model) [ZFL+10] pour le géoréférencement (Section 1.1.6).
Ces modèles nécessitent aussi de connaître l’élévation du terrain. Néanmoins, ces RPM
comme les informations capteurs ne sont pas toujours fournis avec une grande précision,
ni même mis à disposition. Les agences spatiales utilisent ces méthodes pour fournir des
images géoréférencées avec une très grande précision. Cependant, en l’absence de ces infor-
mations annexes, d’autres méthodes, basées sur la comparaison des images, doivent être
envisagées.
Recalage par comparaisons d’images L’utilisation de méthodes de recalage tra-
ditionnelles est utile quand on souhaite affiner le recalage obtenu par géoréférencement
ou que l’on a pas accès à des données annexes, de type données capteur ou MNT. On
cherche alors à estimer la transformation géométrique entre deux images. Selon le type
d’images comparées, cette transformation peut être définie par une transformation affine,
une projection, un quotient de polynômes ou d’autres transformations.
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Afin d’estimer les coefficient de la transformation, une méthode courante consiste à
sélectionner des points homologues extraits sur une paire d’images. Ces points peuvent être
sélectionnés de façon manuelle, en repérant des points stables comme des carrefours de route
ou même en plaçant des coins réflecteurs sur la zone étudiée avant l’acquisition [LZbPQ10].
Cette extraction prend beaucoup de temps et présente une part d’erreur. De nombreuses
méthodes proposent de sélectionner automatiquement des points et de les apparier. On peut
citer l’extraction de jonctions de routes et de carrefours [DGL04] à l’aide d’une méthode
automatique de détection de lignes. Les points sont ensuite mis en correspondance en
considérant des informations comme le nombre de routes adjacentes, leurs orientations ou
le type de jonction. D’autres méthodes se basent sur l’appariement de points de bords par
l’optimisation d’une mesure de similarité basée sur la somme de gradients [KA06,CCS14].
L’algorithme ARRSI [WC07] s’appuie sur la congruence de phase. Les valeurs maximales
de la phase de la transformée de Fourier sont détectées comme points significatifs. Leur
comparaison se fait à l’aide de moments calculés sur des patchs extraits de l’image de
phase. Enfin l’algorithme SIFT ou des variantes [WYF12, FHPK13] peuvent être utilisés
pour trouver des points homologues.
Afin d’évaluer l’alignement entre deux images, d’autres méthodes se basent sur le cal-
cul de similarité entre les intensités de pixels. On peut citer par exemple l’utilisation du
maximum de vraisemblance [LL04] ou de l’information mutuelle [SR10].
6.2.2 Proposition d’une nouvelle méthode de recalage
Nous proposons d’utiliser la méthode SAR-SIFT + AC-RANSAC pour recaler des
images dans deux situations particulières :
— L’estimation de la transformation affine entre deux images radar acquises avec des
angles d’incidence différents. Rappelons que dans ce cas, la déformation entre deux
images peut être modélisée en première approximation par une transformation af-
fine [ZF03]. Cette approximation n’est cependant valable que pour les points au sol,
ainsi que dans les zones de faible relief.
— L’estimation de la translation résiduelle entre deux images géoréférencées au moyen
des paramètres capteurs.
6.2.2.1 Estimation de la transformation affine entre deux images
Le Tableau 6.1 décrit la paire d’images utilisée pour évaluer la précision du recalage.
Les images ont la même résolution mais une différence d’angle d’incidence de 14°. Comme
il n’y avait pas de vérité-terrain à disposition, nous avons extrait manuellement 30 points
de contrôle sur la paire d’images. Ils sont ensuite utilisés pour obtenir un recalage manuel
ainsi qu’une mesure de la précision du recalage. La Figure 6.1 affiche la paire utilisée ainsi
que la position des points de contrôle.
Dix des points de contrôle sont sélectionnés de façon aléatoire afin d’évaluer les para-
mètres de l’Eq. (6.3) et obtenir un recalage manuel. Les vingt autre points sont utilisés
pour mesurer la précision des deux méthodes de recalage, SAR-SIFT + AC-RANSAC et
Capteur Angle d’incidence Résolution Orbite Taille
Cosmo-Skymed® 48° 1 m Descendante 2048× 2048
Cosmo-Skymed® 34° 1 m Descendante 2048× 2048
Table 6.1 – Paire d’images utilisées pour évaluer la précision de la méthode de recalage
SAR-SIFT + AC-RANSAC. Les images sont acquises sur la zone de Toulouse, France, et
ne présente qu’un faible relief.
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Figure 6.1 – Images du Tableau 6.1 (à gauche 48° et à droite 34°) avec les points de
contrôle utilisés pour évaluer la précision du recalage.
Figure 6.2 – Superposition de deux images recalées (différence d’angle de 14°) du Ta-
bleau 6.1 avec la méthode SAR-SIFT + AC-RANSAC. L’image maître est en rouge et
l’image esclave en bleue.
Méthode de recalage Recalage manuel SAR-SIFT + AC-RANSAC
Erreur quadratique moyenne 2.46 2.03
Table 6.2 – Précision des deux méthodes de recalage pour les images du Tableau 6.1.
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la méthode manuelle, en calculant l’erreur quadratique moyenne. Ce processus est répété
10000 fois et les moyennes des erreurs quadratiques sont présentées dans le Tableau 6.2.
La superposition des deux images recalées par SAR-SIFT + AC-RANSAC est présentée
en Fig. 6.2. Le décalage systématique autour des objets élevés (bâtiments, arbres) est dû
aux effets de recouvrement (Section 1.2.5).
La méthode automatique, SAR-SIFT + AC-RANSAC, offre une bonne précision du re-
calage, comparable à la méthode manuelle. Sachant que l’extraction des points de contrôle
est fastidieuse et sujette aux erreurs, cette nouvelle méthode est intéressante pour le reca-
lage d’images radar acquises dans des conditions différentes.
6.2.2.2 Estimation de la translation résiduelle
Nous souhaitons ici évaluer la translation résiduelle entre des images géoréférencées.
Nous n’estimons donc pas une transformation affine, mais juste un décalage. Les images
étudiées sont décrites dans le Tableau 6.3 et observables en Figure 6.4. Elles ont été géo-
référencées à l’aide des paramètres capteur et d’un MNT [NTF+12]. Toutes les images
Cosmo-Skymed d’un côté et TerraSAR-X de l’autre sont donc recalées entre elle avec une
précision inférieure au pixel. Nous souhaitons estimer le décalage résiduel (de l’ordre du
pixel) entre toutes les paires Cosmo-Skymed/TerraSAR-X, soit 195 paires. Le décalage
entre chaque paire d’images Cosmo-Skymed/TerraSAR-X doit donc être sensiblement le
même. Manuellement nous avons mesuré le décalage suivant : (7 , -1.5 ).
Pour chacune des paires étudiées, nous estimons une translation avec la méthode SAR-
SIFT + AC-RANSAC. La répartition des décalages horizontaux et verticaux est représentée
Figure 6.3. On obtient (7.29 , -1.79) comme valeurs moyennes et (0.59 , 0.67) comme
écarts-types des décalages. Ces valeurs moyennes sont très proches du décalage estimé
manuellement. Les écarts-types sont inférieurs au pixels, et comme on peut l’observer
Figure 6.3 on ne trouve pas de décalages aberrants.
Capteur Angle d’incidence Résolution Orbite Taille Nombre
Cosmo-Skymed® 34° 3 m Ascendante 1024× 1024 15
TerraSAR-X® 34° 3 m Ascendante 1024× 1024 13
Table 6.3 – Paire d’images utilisées pour évaluer la précision de la méthode de recalage
SAR-SIFT + AC-RANSAC. Les images sont acquises sur la zone de Saint-Gervais, France.
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Figure 6.3 – Répartition des décalages horizontaux et verticaux estimés pour chaque paire
d’images Cosmo-Skymed/TerraSAR-X à l’aide de la méthode SAR-SIFT + AC-RANSAC.
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(a) Cosmo-Skymed® (b) TerraSAR-X®
Figure 6.4 – Exemples de deux images du Tableau 6.3.
Figure 6.5 – Superposition des deux images de Figure 6.4 recalées avec la méthode SAR-
SIFT + AC-RANSAC. Le décalage estimé est (7.97,−1.77).
D’autre part, on mesure que 90% des décalages ont une erreur en distance inférieure à
1.5 pixels, par rapport au décalage estimé manuellement. La méthode SAR-SIFT + AC-
RANSAC est donc efficace pour mesurer ces translations résiduelles. Les décalages sont
mesurés avec une erreur de précision de l’ordre du pixel, ce qui est suffisant pour ce type
de situations.
Afin d’illustrer cette expérience, nous présentons Figure 6.5 la superposition des images
de Figure 6.4 après recalage.
6.3 Filtrage des faux appariements
Comme présenté dans la Section 5.2.2, l’étape de filtrage DR des appariements échoue
dans des situations de changement d’angle d’incidence. Néanmoins le pourcentage d’ap-
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Jeu Capteur Angle d’incidence Résolution Orbite Nombre Taille
a Cosmo-SkyMed® 48◦ 1 m Descendante 4 2048× 2048
b Cosmo-SkyMed® 34◦ 1 m Descendante 2 2097× 1914
Table 6.4 – Images utilisées : caractéristiques, nombre pour chaque jeu et taille en pixels.
Toutes les images ont été acquises en mode SpotLight ou Stripmap et avec une visée à
droite.
Situation étudiée Etape NN Filtrage DR Filtrage AC-RANSAC
Bons appariements 2251 45 1979
Faux appariements 48747 11 104
Table 6.5 – Nombre moyen d’appariements (bons et faux) par paire d’images. Trois si-
tuations sont étudiées : les appariements obtenus avec l’étape NN, ceux filtrés par l’étape
DR (th = 0.8) et ceux par l’algorithme AC-RANSAC.
pariements corrects n’est pas nul (autour de 5 à 10%). Il peut être intéressant d’obtenir
une plus grande quantité d’appariements, notamment pour des applications de détection
de changements (voir Chapitre 7). Dans cette section, nous étudions la capacité de l’algo-
rithme AC-RANSAC à filtrer les faux appariements dans ce type de situation.
Nous reprenons les données de Section 5.4 et nous concentrons notre étude sur la
comparaison des images des jeux a et b (Tableau 6.4). Cette situation offre la plus grande
différence d’angle d’incidence (14°) et s’est montrée difficile pour l’algorithme SAR-SIFT.
Pour chaque paire d’images considérée, nous filtrons les appariements avec la méthode
proposée basée sur AC-RANSAC et nous calculons le nombre d’appariements corrects
et faux obtenus. Les mises en correspondance sont évaluées de la même façon que dans
la Section 5.4. Pour avoir un élément de comparaison, nous avons aussi calculé le nombre
d’appariements corrects et faux obtenus avec l’étape NN puis avec le filtrage DR (seuil th =
0.8 sur le rapport des distances). Le Tableau 6.5 présente le nombre moyen d’appariements,
corrects et faux, par paire d’images, pour les trois situations étudiées. L’utilisation de AC-
RANSAC permet de supprimer la très grande majorité des faux appariements, tout en
conservant 88% des bons. Le pourcentage d’appariement aberrants passe de 95% à 5%.
Nous pouvons atteindre un grand nombre de bons appariements tout en conservant un
taux de fausses alarmes raisonnable. En comparaison, le filtrage DR limite fortement le
nombre d’erreurs mais le nombre d’appariements obtenus est beaucoup trop faible.
La Figure 6.6 montre les points-clés mis en correspondance entre une des paires pré-
cédemment étudiées. Deux filtrages sont considérés : DR avec un seuil th = 0.8 sur le
rapport des distances, et AC-RANSAC avec une transformation affine. Cet exemple met
bien en évidence une limitation du filtrage DR et l’intérêt d’utiliser AC-RANSAC. En effet,
le nombre d’appariements obtenus avec le filtrage DR pour un tel seuil est faible (61) et
le taux de fausses alarmes (18%) est assez important. Le filtrage avec l’algorithme AC-
RANSAC conserve un nombre très important d’appariements (2234) tout en maintenant
un faible taux de fausses alarmes (1%).
Un autre exemple de mise en correspondance est présenté à la Figure 6.7. La paire
d’images utilisée offre une situation multi-capteurs multi-angles d’incidence. Les images
ont été acquises avec des satellites différents (TerraSAR-X et Cosmo-SkyMed), en passe
ascendante et avec la même résolution (3 m), mais avec des angles d’incidence différents (34°
et 45°). Par ailleurs, les images représentent la ville de Saint-Gervais, France, située dans
une zone très montagneuse. On est alors en présence d’un relief important. Bien que cette
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(a) Paire d’image étudiée : Images Cosmo-SkyMed de même résolution (1 m) mais avec des
angles d’incidence différents (34° et 48°).
(b) Filtrage DR : 61 appariements dont 11 faux.
(c) Filtrage AC-RANSAC : 2234 appariements dont 23 faux.
Figure 6.6 – Affichage de points-clés mis en correspondance. Deux méthodes de filtrage
sont testées : DR avec le seuil th = 0.8 et AC-RANSAC avec une transformation affine.
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(a) Image Cosmo-SkyMed, avec 3 m de résolution
et 34° d’angle d’incidence.
(b) Image TerraSAR-X, avec 3 m de résolution
et 45° d’angle d’incidence.
(c) Filtrage DR : 31 appariements.
(d) Filtrage AC-RANSAC : 521 appariements.
Figure 6.7 – Affichage de points-clés mis en correspondance. Deux méthodes de filtrage
sont testées : DR avec le seuil th = 0.8 et AC-RANSAC avec une transformation affine.
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situation soit plus compliquée que la précédente, les résultats sont raisonnables. Le nombre
d’appariements passe de 31 avec le filtrage DR à 521 avec le filtrage AC-RANSAC (taille
des images : 1000×1000). L’absence de vérité-terrain ne permet pas d’évaluer correctement
les appariements, mais une inspection visuelle donne 2 faux pour le filtrage DR et aucun
pour le filtrage AC-RANSAC.
L’algorithme AC-RANSAC, associé à la recherche d’une transformation affine, est donc
particulièrement efficace pour filtrer les faux appariements obtenus avec SAR-SIFT, même
dans les zones non plates. Nous avons montré son intérêt dans des situations multi-angle
d’incidence et multi-capteurs.
6.4 Conclusions
L’algorithme AC-RANSAC, associé à la recherche d’une transformation affine, est donc
performant pour le filtrage de faux appariements et l’estimation de transformation globale
entre images acquises avec des angles d’incidence différents. La méthode SAR-SIFT +
AC-RANSAC peut être utilisée pour estimer la transformation affine entre deux images
acquises avec des angles d’incidence différents, sous réserve que les images ne présentent
pas un relief trop important, mais aussi pour évaluer le décalage résiduel entre deux images
géoréférencées à l’aide de paramètres capteur et de MNT. Sur les zones de relief, une trans-
formation affine ne permet pas de modéliser correctement la déformation. Cette méthode
ne permettra pas d’obtenir un recalage précis mais elle est suffisante pour filtrer les faux
appariements.
Le chapitre suivant présente une application de détection de changements à l’aide des
algorithmes SIFT et SAR-SIFT pour les images de télédétection.
Chapitre 7
Détection de changements par
descripteurs locaux
La détection de changements en télédétection consiste à repérer des variations dans une
paire ou une série d’images satellites (optiques, radar, multispectrales...). Ces changements
peuvent être structurels (construction ou destruction de bâtiments), mais aussi saisonniers
(végétation, champs). Les images de télédétection, grâce à leur importante couverture
spatiale et au large choix offert en résolution spatiale et spectrale, sont utilisées pour de
nombreuses applications pratiques, comme le suivi de végétation, l’évaluation de dommages
après catastrophes, la mesure de l’expansion urbaine ou le suivi d’occupation du sol.
Afin d’évaluer correctement les changements liés au contenu, il est nécessaire de les
séparer de changements causés par d’autres effets, comme l’illumination, les conditions
atmosphériques, la dynamique du capteur ou l’angle d’incidence. Ainsi, pour comparer deux
zones, il faudrait idéalement deux images acquises à des dates anniversaires, par le même
capteur, sous le même angle d’incidence et avec la même résolution, et il faudrait également
pouvoir les recaler avec une précision inférieure au pixel. Bien que cela soit possible pour
des programmes au long terme comme le suivi d’occupation du sol, cela est rarement le cas
dans les situations de catastrophe, où l’on souhaite avoir des données le plus rapidement
possible. Ainsi les méthodes de détection de changements nécessitent un pré-traitement
pour corriger au maximum les différences entre images non liées au contenu. Il est souvent
essentiel d’effectuer des corrections radiométriques, prenant en compte l’illumination de
la scène, l’atmosphère et les caractéristiques du capteur (données de calibration), ainsi
que des corrections géométriques précises (géoréférencement, recalage, prise en compte de
l’élévation du terrain). Les images corrigées sont ensuite comparées par des méthodes de
détection de changements que l’on peut regrouper en deux familles : les méthodes basées
sur la comparaison de pixels et celles basées sur la comparaison d’objets. Les méthodes
de haut niveau comme celles comparant des objets peuvent permettre de s’affranchir d’un
certain nombre de corrections radiométriques ou géométriques.
Ces dernières années ont vu une forte augmentation du volume de données acquises, al-
lant de pair avec une hausse du nombre de capteurs et une amélioration de la résolution. Le
suivi des changements peut ainsi se faire de façon plus précise et plus fréquente. Cependant
à cause de la quantité de données, le traitement doit se faire de façon plus automatique.
Conjointement, l’augmentation de la résolution et la multiplication des situations multi-
capteurs et multi-incidences compliquent la comparaison des images (voir la Section 1.3).
Il est ainsi plus difficile d’effectuer les corrections nécessaires à la comparaison des images.
Il est donc nécessaire de développer des méthodes automatiques et invariantes permettant
de détecter des changements dans des situations complexes.
Nous présentons ici une nouvelle méthode automatique de détection de changements
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entre deux images optiques ou deux images radar, reposant sur les algorithmes SIFT ou
SAR-SIFT (selon les modalités d’acquisition). Cette méthode ne nécessite pas de prétraite-
ment, ni de recalage. Nous illustrons cette approche avec différents exemples d’applications
(situations multi-capteurs ou multi-incidence).
Nous exposerons dans un premier temps les méthodes de détection de changements de
la littérature, puis nous développerons notre approche.
7.1 Etat de l’art sur la détection de changements en télédé-
tection
Les méthodes de détection de changements peuvent être regroupées en trois catégo-
ries [Dee98] selon le type de comparaison effectué : comparaison de pixels (pixel-based), de
caractéristiques (feature-based) ou d’objets (object-based).
Les méthodes de comparaison de pixels ou de caractéristiques sont assez proches. Les
deux se basent sur des comparaisons au niveau du pixel et ne prennent généralement pas
en compte le contexte spatial. Néanmoins, les méthodes de comparaison de caractéristiques
s’appuient sur des opérateurs statistiques appliqués en chaque pixel, et non sur les seules
valeurs de pixel. Ces deux types de méthodes nécessitent des recalages sous-pixelliques ainsi
que de possibles corrections radiométriques. Elles sont bien adaptées aux images de basse
et moyenne résolution, mais présentent des limites pour les images de haute résolution.
Dans les méthodes orientées objet, l’unité n’est plus un pixel individuel mais un groupe
de pixels (objet). Un objet est défini par un ensemble de pixels adjacents et homogènes.
Le critère d’homogénéité peut reposer sur des informations spectrales, texturales ou géo-
métriques. Ce type d’approche est apparenté à la vision humaine, qui identifie des objets
homogènes plutôt que des pixels individuels. Ces méthodes permettent de mieux gérer les
erreurs de recalage et de calibration. Elles sont particulièrement bien adaptées aux images
de haute résolution.
Nous présentons un résumé des méthodes de détections de changement pour ces trois
catégories. Une revue plus détaillée de ces techniques peut être trouvée dans [JHGQ08,
HCC+13].
Comparaison de pixels Ces méthodes sont les plus anciennes. On peut citer les
comparaisons directes de pixels, comme le calcul de la différence [CE96] ou le rapport [HW81]
entre deux images. Les pixels sont ensuite détectés comme changement à l’aide de seuils
adaptés.
Comparaison de caractéristiques Ces méthodes s’appuient sur la comparaison
d’informations mesurées en chaque pixel. Elles nécessitent une transformation des proprié-
tés spatiales ou spectrales de l’image. On peut ainsi citer l’analyse en composantes princi-
pales [DWDQ08] ou la comparaison de textures [TEK11]. L’algorithme GeoCDX [KCS+13]
calcule des caractéristiques comme l’entropie, l’asymétrie et l’orientation de lignes, puis ef-
fectue une détection de changements par pixel avec une tolérance spatiale sur l’erreur
de recalage. L’algorithme MIMOSA [QPPNL14] repose sur le calcul de deux types de
moyennes temporelles sur une pile d’images. Les changements sont ensuite relevés à l’aide
d’un seuillage automatique sur la densité de probabilité jointe de ces moyennes.
Comparaison d’objets Parmi les méthodes orientées objet, la comparaison post-
classification [JMTU06,KSS+12] est très utilisée : les changements sont mesurés en com-
parant les classifications de deux images. Les algorithmes d’apprentissage automatique
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(machine learning) de type réseaux de neurones [PPSA05] ou SVM (Support Vector Ma-
chine) [NY06,BBM08] ont prouvé leur efficacité pour ce type d’applications. On peut aussi
citer les méthodes combinant des détections orientées pixels et objets. Gamba [GDL06]
propose ainsi d’effectuer une comparaison de lignes extraites sur des images radar multi-
temporelles pour valider des changements détectés par une méthode pixellique.
7.2 Détection de changements à l’aide d’algorithmes de type
SIFT
Afin d’éviter les problèmes d’erreur de recalage ou de calibration radiométrique, nous
proposons d’utiliser les points-clés détectés et mis en correspondance entre deux images à
l’aide d’algorithmes de type SIFT. L’utilisation de ce type d’algorithme permet en effet la
comparaison directe d’images, sans avoir recours à des pré-traitements (radiométriques ou
géométriques) grâce aux propriétés d’invariance des points-clés et des descripteurs. L’idée
est de considérer que les points-clés donnent une information sur les zones présentant des
structures, tandis que les points appariés indiquent les emplacements qui n’ont pas changé.
On souhaite alors repérer les changements en recherchant les zones où l’on trouve des
points-clés mais peu d’appariements.
Dans ce chapitre, nous présentons une étude prospective sur l’utilisation des algorithmes
de type SIFT pour la détection de changement, suivant l’idée exposée ci-dessus. Nous
présentons dans un premier temps des observations préliminaires sur le comportement
des points-clés et des appariements en zone de changement et de non-changement. Ces
observations nous amènent à proposer une approche a contrario [DMM07] pour la détection
de changements sur des paires optiques ou radar. Nous réalisons ensuite une étude sur les
paramètres de cette méthode, suivie de quelques exemples d’applications sur des images
réelles. Enfin nous présentons des exemples d’applications de cette méthode avec des paires
d’images optiques et radar dans différentes situations (multi-capteurs ou multi-incidences).
(a) Image Geoeye 18/10/09. (b) Image Worldview 24/02/10
Figure 7.1 – Exemple de zone de changement. Les images ont été acquises par deux
capteurs différents avec des incidences proches du nadir et une même résolution (50 cm).
La zone de changement est entourée en vert.
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7.2.1 Observations préliminaires
Les points-clés sont détectés et mis en correspondance à l’aide de l’algorithme SIFT
pour les couples d’images optiques et SAR-SIFT (Section 5) pour les couples d’images
radar. Les appariements sont ensuite filtrés par l’algorithme AC-RANSAC, associé à la
recherche d’une transformation affine (voir la Section 6.1).
(a) points-clés détectés (en vert) et appariements (en rouge).
(b) points-clés non mis en correspondance (en bleu).
Figure 7.2 – Affichage des points-clés (en vert) et mises en correspondance (en rouge)
du couple de Figure 7.1. On trouve 4388 points-clés et 1065 appariements sur l’image de
gauche, et 3567 points-clés et 965 appariements sur l’image de droite. Les points-clés non
mis en correspondance sont ensuite présentés en bleu.
Afin d’observer le comportement des points-clés et des appariements sur les zones de
changement et de non changement, l’algorithme SIFT est appliqué au couple de la Fi-
gure 7.1, offrant un exemple de changement avec un bâtiment en cours de construction.
La Figure 7.2(a) présente les points-clés détectés (en vert) et les appariements (en rouge)
sur chacune des images. On remarque que des points-clés sont détectés sur l’ensemble de
l’image, zone de changement ou non. Par contre on trouve très peu d’appariements sur la
123
zone de changement, à l’inverse du reste de l’image.
Sur les zones sans changement apparent, le nombre d’appariements est faible comparé
au nombre de points-clés détectés. Le pourcentage de points-clés mis en correspondance
après filtrage est de l’ordre de 25% sur ces images. Supprimer les points-clés appariés du
reste des points ne permet pas de mettre en évidence les changements. L’affichage des
points-clés non mis en correspondance (Fig. 7.2(b)) montre que ce n’est pas suffisant. On
ne peut donc pas considérer les points-clés individuellement et il faut plutôt prendre en
compte leur densité. On appellera densité la répartition des points-clés sur l’image par
rapport au nombre total de points-clés.
Néanmoins la densité des points-clés n’est pas constante sur toute l’image. Certaines
structures vont présenter plus de points-clés que d’autres de taille similaire. On ne peut pas
non plus se contenter de soustraire la densité des appariements à la densité des points-clés.
Il y aurait en effet un risque de détecter par erreur comme changement certaines zones
avec de nombreux points-clés.
Il semble ainsi plus adéquat de comparer les distributions de points-clés et d’apparie-
ments de façon locale. Dans la suite, nous proposons une approche s’appuyant sur cette
idée pour mettre en évidence les zones de changement.
7.2.2 Détection de changements par densité de points-clés et approche
a contrario
Nous rappelons dans un premier temps le principe des approches a contrario [DMM07],
puis proposons une approche originale de détection de changement.
7.2.2.1 Principe de l’approche a contrario
L’approche a contrario est basée sur le principe de Helmholtz [DMM07] : nous ne
percevons une structure que s’il est peu probable qu’elle soit due au hasard. Cette approche
repose sur deux concepts :
— un modèle de fond définissant les configurations pour lesquelles aucune structure ne
devrait être détectée (hypothèse H0)
— une mesure x sur les structures à détecter.
A l’aide de ces concepts, on définit la quantité NFA (Nombre de Fausses Alarmes) qui est
une borne sur l’espérance du nombre de structure générée par le modèle de fond. Une faible
valeur de NFA correspondra à des structures ayant une faible probabilité d’apparaître et
indiquera donc la présence de structures pertinentes. Le NFA est obtenu à partir de la
probabilité P (X ≥ x), X étant la variable aléatoire correspondant au modèle de fond. Les
structures sont détectées à l’aide d’un seuillage NFA ≤ ε, avec de faibles valeurs de ε.
7.2.2.2 Approche proposée
On effectue la supposition suivante : la densité de points-clés sur une zone A de l’image
est la même que la densité des appariements. La densité de points-clés est la proportion
de points dans A par rapport à l’ensemble des points-clés. Connaissant la densité des
appariements sur une zone, on s’étonnera si l’on trouve bien plus de points-clés qu’attendu.
Cette situation caractérise bien les zones de changement : on y trouve, en proportion par
rapport au reste de l’image, bien plus de points-clés que d’appariements.
Afin d’exprimer cette situation dans une approche a contrario, le modèle de fond H0
est défini de la façon suivante : les points-clés sont distribués selon un processus de Poisson
de même densité que les appariements. La distribution des appariements est ainsi choisie
comme référence.
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(a) Valeurs de NFA.
(b) points-clés détectés comme changement.
Figure 7.3 – Exemples de détection de changements sur la paire d’image de 7.1.
On se donne une zone de l’image A. On mesure la quantité x comme le nombre de
points-clés réellement détectés dans la zone A, parmi les N points-clés détectés sur toute
l’image. On définit une variable X comme la distribution du nombre de points-clés sous
l’hypothèse H0. On appelle p l’intensité du processus de Poisson sur la zone A (dont le
calcul est explicité plus loin). Conditionnellement au fait que le domaine de l’image contient
N points-clés et que les points-clés sont distribués selon un processus de Poisson, X suit
une loi binomiale de paramètre p. La probabilité de trouver x points-clés dans A sous
l’hypothèse H0 est ainsi :
PH0(X = x) =
(
N
x
)
px(1− p)N−x. (7.1)
Nous obtenons ensuite comme valeur de NFA :
NFA = Ntest · PH0(X ≥ x) =
N∑
i=x
(
N
i
)
pi(1− p)N−i. (7.2)
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La quantité Ntest correspond au nombre de points-clés N .
En pratique, on définit A comme un voisinage circulaire de rayon r centré sur un point-
clé. On définit également la quantité n de points-clés dans A et m d’appariements. On en
déduit les valeurs x = n et p = mM , où M est le nombre total d’appariements. La quantité
NFA est ainsi calculée en chaque point-clé. Les points-clés sont ensuite classifiés comme
changement à l’aide du seuil ε sur NFA. Les deux paramètres à fixer dans cette approche
sont le rayon r et le seuil ε, dont nous allons étudier l’influence.
Les détections sont calculées indépendamment sur chaque image. La détection n’est
donc pas symétrique. S’il y a apparition d’un objet sur une zone homogène, le change-
ment ne sera détecté que sur la deuxième image. En effet, il n’y aura pas de détection de
points-clés sur la zone correspondante dans la première image. Une comparaison des zones
détectées comme changement pourrait permettre de mettre en évidence les apparitions ou
disparition d’objets.
Un exemple d’application sur le couple d’images de la Figure 7.1 est présenté en Fi-
gure 7.3. Le choix des paramètres (r = 60 et ε = 10−15) est empirique. De nombreux
points sont correctement classifiés dans la zone de changement, et on ne trouve aucune
fausse détection sur le reste de l’image. Cet exemple offre ainsi un premier résultat encou-
rageant. Le principal problème réside maintenant dans le choix des paramètres r et ε. Les
zones de changement étant de tailles quelconques, il n’est pas aisé de déterminer les valeurs
optimales.
7.2.2.3 Etude de l’influence des paramètres
Nous présentons une étude sur des images simulées. Nous avons utilisé des images
optiques et radar débruitées auxquelles ont été ajoutés de façon aléatoire des carrés homo-
gènes de différentes tailles. Du bruit (gamma pour l’image radar et gaussien pour l’image
optique) a été ajouté sur chacune des images afin d’éviter que les points-clés et descripteurs
soient identiques. Les couples d’images étudiées sont présentées Figure 7.4. Neuf carrés sont
rajoutés par image et leur taille varie de 100 à 380. Ces tailles correspondent aux change-
ments observés sur des images réelles (construction/destruction de bâtiments). Le taux de
points-clés appariés dans cette expérience est autour de 50%, tandis qu’il varie de 10 à 30%
sur les images réelles. Nous avons choisi de supprimer de façon aléatoire des appariements
pour atteindre un taux de 10%.
La méthode a été appliquée pour différentes valeurs de r et ε et deux données sont
mesurées : le taux de détection et le taux de fausses alarmes. Pour le taux de détection nous
avons choisi de compter le nombre de carrés présentant au moins 30 points-clés classifiés
comme changement. L’idée est en effet qu’une zone de changement doit être repérée par
un nombre suffisant de points mais qu’il n’est pas nécessaire que tous les points-clés de la
zone soient détectés comme changement. Les changements ne seront observés que sur les
images originales («images sans carrés»). En effet, on ne devrait pas trouver de changement
sur les images auxquelles ont été ajoutés des carrés («images avec carrés») car elles ne
présentent aucune nouvelle structure. La Figure 7.5(a) présente le nombre de carrés détectés
en fonction de r et ε. Le nombre maximal de carrés est dix-huit.
Le taux de fausses alarmes est calculé comme le pourcentage de points-clés classifiés
comme changements dans les zones de non-changement. Ce taux a été calculé sur les
«images sans carrés» (Fig. 7.5(b)) et sur les «images avec carrés» (Fig. 7.5(c)).
En premier lieu, on peut remarquer que le nombre maximal de détections est atteint
pour de nombreuses combinaisons de r et ε. Le taux de fausses alarmes pour les «images
avec carrés» dépend peu de r et atteint des valeurs proches de zéro rapidement quand ε
diminue (dès ε = 10−5). En conséquence, la valeur de r ne semble pas influencer le taux
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(a) Images optiques.
(b) Images radar.
Figure 7.4 – Couples d’images simulées utilisées pour évaluer les paramètres de l’approche
a contrario. A gauche les images originales («images sans carrés»), à droite les «images
avec carrés», où sont simulées des zones de changement.
de fausses alarmes sur les zones sans changement. Ce taux dépend seulement de ε. Cette
observation n’est pas valable pour le taux de fausses alarmes sur les «images sans carrés».
Pour les grandes valeurs de ε (ε > 10−5), ce taux est autour de 1% pour r < 60 mais il
devient vite très grand quand r est supérieur à 60. On observe également une augmentation
de ce taux pour ces valeurs de r quand, conjointement, r augmente et ε diminue. On
suppose que de trop fortes valeurs de r entrainent de nombreuses fausses détections dans
le voisinage des zones de changements. Toutefois, les taux de fausses alarmes sont proches
de zéro pour 10−20 < ε < 10−10 et 40 < r < 80. Par ailleurs, ces valeurs correspondent à
de très bons taux de détection. Les valeurs de r et ε doivent donc être choisies dans cette
plage de valeurs.
Nous choisissons ici r = 60 et ε = 10−10 pour obtenir un compromis entre un bon
taux de détection et un faible taux de fausses alarmes. D’autres études sont néanmoins
nécessaires pour préciser ces paramètres.
127
log10 ε
r
 
 
−20 −15 −10 −5
20
40
60
80
100
120
140
160
180
200
N
o
m
b
re
d
e
ca
rr
e´s
d
e´t
ec
te´
s
0
2
4
6
8
10
12
14
16
18
(a) Nombre de carrés détectés.
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(b) Taux de fausses alarmes sur les images sans car-
rés.
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(c) Taux de fausses alarmes sur les images avec car-
rés.
Figure 7.5 – Nombre de carrés détectés et taux de fausses alarmes pour les couples de
Fig. 7.4 et pour différentes valeurs de r et ε. Pour facilier la lecture, l’échelle définit log10 ε
plutôt que ε.
7.2.2.4 Exemples de résultats
Nous présentons dans la suite quatre exemples de détection de changements : deux
paires radar (Fig. 7.6 et 7.7) et deux paires optiques (Fig. 7.8 et 7.9). Pour chaque cas, la
zone de changement est entourée en vert sur les première images. Les points-clés détectés
comme changements sont ensuite affichés en rose. Les paramètres ont été fixés à r = 60 et
ε = 10−10 pour ces expériences.
Les Figures 7.6, 7.7 et 7.8 représentent une même zone subissant un changement ré-
current : l’occupation régulière d’un parking. Dans les trois situations, le parking est vide
ou faiblement occupé sur une image, tandis qu’il est majoritairement occupé sur l’autre.
On souhaite alors détecter ces changements, soit apparition et disparition d’objets. Il y a
aussi un changement supplémentaire sur la Figure 7.8 avec une zone en construction.
Néanmoins, les trois situations n’offrent pas la même complexité. La Figure 7.6 est un
cas plutôt simple puisqu’elle présente deux images radar acquises dans les mêmes conditions
et avec des dates proches. Elles sont donc facilement comparables. Le cas de la Figure 7.7
est plus compliqué : ce sont deux images radar acquises avec des incidences différentes. Les
images de la Figure 7.8 sont des images optiques acquises par des capteurs différents mais
dans des conditions proches.
L’approche proposée est efficace pour détecter les zones de changement dans les trois
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(a) Paires d’images Cosmo-SkyMed.
(b) Points-clés détectés comme changement.
Figure 7.6 – Exemple de détection de changements sur une paire d’images radar Cosmo-
SkyMed. Les images ont été acquises dans les mêmes conditions (48° d’angle d’incidence
et 1 m de résolution) et à des dates proches (16 jours d’écart).
cas. Un grand nombre des points-clés détectés dans ces zones sont correctement classifiés
comme changement. On trouve cependant quelques erreurs liées aux différences de géomé-
trie des bâtiments pour la Figure 7.7. Sur la Figure 7.8, d’autres points-clés sont détectés
comme changements, mais ils sont liés à des différences de végétation ou des déplacements
de voitures. Ce ne sont donc pas à proprement parler des erreurs.
La Figure 7.9 présente un dernier exemple, avec une paire d’images optiques acquises
dans des conditions différentes et avec un écart de plusieurs années. Cette paire présente une
grande zone de changement qui est correctement repérée sur l’image de droite, mais moins
bien sur l’image de gauche. On remarque aussi d’autres détections liées à de la végétation
ou des voitures. On trouve cependant des fausses détections sur plusieurs bâtiments (en
haut de l’image). Ces bâtiments offrent des différences de luminosité très importantes et
l’algorithme SIFT échoue à les mettre en correspondance.
129
(a) Images CosmoSkyMed 34° (à gauche) et 48° d’incidence (à droite).
(b) Points-clés détectés comme changement.
Figure 7.7 – Exemple de détection de changements sur une paire d’images radar
CosmoSky-Med. Les images ont été acquises avec la même résolution (1 m) mais des
incidences différentes. L’acquisition s’est faite avec quelques mois d’écart (04/11 et 09/11),
il y a donc des variations pour la végétation.
7.2.2.5 Conclusions
Nous avons proposé une nouvelle méthode de détection de changement, basée sur l’al-
gorithme SIFT et une approche a contrario. Cette méthode présente des résultats encou-
rageants sur différents types de situations : paires d’images optiques et radar, en situation
multi-capteurs et/ou multi-incidences. Il semble cependant nécessaire d’effectuer des études
plus poussées pour déterminer les paramètres optimaux. Une approche multi-échelle peut
être envisagée afin de considérer les différentes tailles de changements possibles. Une dé-
tection annexe de la végétation et des voitures pourrait être effectuée afin de supprimer les
détections liées à ces perturbations.
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(a) Image Geoeye 10/09 (à gauche) et Worldview 02/10 (à droite).
(b) Points-clés détectés comme changement.
Figure 7.8 – Exemple de détection de changements sur une paire d’images optiques. Les
images ont été acquises par des capteurs différents (Geoeye et Worldview), avec une même
résolution (50 cm) et une même incidence (proche du nadir). L’acquisition s’est faite avec
quelques mois d’écart (10/09 et 02/10), il y a donc des variations pour la végétation.
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(a) Image Geoeye (à gauche) et Worldview (à droite).
(b) Points-clés détectés comme changement.
Figure 7.9 – Exemple de détection de changements sur une paire d’images optiques. Les
images ont été acquises par des capteurs différents (Quickbird et Geoeye), avec des réso-
lutions différentes (60 et 50 cm) et des incidences proches (proche du nadir). L’acquisition
s’est faite à plusieurs années d’intervalles (04/02 et 10/09), il y a donc des variations au
niveau de la végétation mais aussi des bâtiments et du sol.
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Conclusions et perspectives
Conclusions
L’objectif de ce travail doctoral était de proposer des descripteurs locaux pour les
images de télédétection, puis d’étudier leur intérêt pour différentes applications. Devant la
multiplication des données et des types d’acquisition, les descripteurs locaux apportent un
intérêt certain pour des applications en télédétection, compte tenu de leur efficacité pour
mettre en correspondance des images acquises dans des conditions différentes. Nous avons
choisi d’adopter l’algorithme SIFT, déjà couramment utilisé en imagerie optique en raison
de ses invariances et de son efficacité sur les images naturelles. Cet algorithme associe une
détection de points d’intérêt à l’extraction de descripteurs locaux, codant la géométrie
locale.
A la différence des images optiques, les images radar présentent cependant un fort bruit
multiplicatif, dit de speckle, qui complique les traitements. Nous avons mis en évidence les
limites de l’algorithme SIFT sur ce type d’images puis identifié les étapes à améliorer. Nous
avons constaté qu’il était nécessaire de développer un nouveau calcul du gradient adapté
à ce type de bruit. En nous inspirant de travaux sur la détection de contour, nous avons
proposé le Gradient par Ratio, qui permet de calculer, à différentes échelles, une norme et
une orientation du gradient robustes face au bruit de speckle. Nous nous sommes appuyés
sur cet opérateur pour adapter les étapes de l’algorithme SIFT aux statistiques des images
radar et ainsi proposer un nouvel algorithme, appelé SAR-SIFT, pour la comparaison
d’images radar. Cet algorithme représente la contribution principale de nos travaux. Nous
avons montré que les performances de l’algorithme SAR-SIFT sont supérieures, dans ce
contexte, à celle de l’algorithme SIFT original. Nous avons ensuite évalué son comportement
pour des paires d’images acquises dans des conditions différentes. L’algorithme montre ses
limites dans des situations où l’angle d’incidence varie.
Nous avons proposé des approches pour des applications en télédétection, basées sur les
descripteurs locaux. Nous avons démontré l’utilité de l’algorithme SAR-SIFT pour l’esti-
mation d’une transformation globale entre deux images radar. L’utilisation des points-clés
mis en correspondance comme points homologues, associée à l’algorithme AC-RANSAC,
nous a permis d’envisager deux applications de recalage : l’estimation d’une transformation
affine entre deux images pour les zones plates et l’estimation de la translation résiduelle
entre deux images géoréférencées. Nous avons également dégagé un autre avantage de l’uti-
lisation de l’algorithme AC-RANSAC : le filtrage des faux appariements, en particulier pour
les paires d’images avec des changements d’angle d’incidence.
Enfin, nous avons mené une étude prospective sur l’utilisation des descripteurs locaux
(SIFT en imagerie optique et SAR-SIFT en imagerie radar) pour la détection de change-
ments en télédétection. Nous avons proposé de comparer, à l’aide d’une approche a contra-
rio, les densités de points-clés mis en correspondance aux densités de points-clés détectés.
Nous avons mis en évidence l’intérêt de cette méthode à l’aide de résultats préliminaires
sur des paires d’images radars et des paires d’images optiques.
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Perspectives
A partir des travaux que nous avons développés, différentes pistes peuvent être envisa-
gées.
Adaptation de l’algorithme SAR-SIFT aux transformations affines L’algo-
rithme proposé est invariant aux transformations de type similitude (translation, rotation
et changement d’échelle). Cependant, on rencontre souvent des situations de transforma-
tions affines, notamment pour les paires d’images acquises avec des angles d’incidence
différents. La transformation globale des points au sol peut effectivement être modélisée
par une transformation affine (Section 6.2.2). D’autre part, les changements d’incidence
entraînent des distorsions géométriques pour les objets en hauteur (Fig. 1.18) que l’on peut
rapprocher des effets de parallaxe en imagerie optique. Nous avons remarqué que l’algo-
rithme SAR-SIFT offre des performances limitées dans ces situations. Il semble intéressant
de développer l’invariance du descripteur Ratio aux transformations affines. Nous pour-
rions nous inspirer du détecteur Harris-Affine [MS04a], qui estime une région elliptique
autour de chaque point-clé détecté à l’aide de la matrice d’auto-corrélation.
Détection de changements basée sur les descripteurs locaux Nous avons pré-
senté une étude prospective de l’utilisation de descripteurs locaux pour une application
de détection de changements en télédétection. Cette étude mérite d’être prolongée à l’aide
de cas réels notamment. Par ailleurs, nous avons choisi de calculer le NFA (Nombre de
Fausses alarmes) de façon discrète (en chaque point-clé) mais il pourrait aussi s’effectuer
de façon plus dense en l’évaluant en chaque pixel. L’information d’échelle des points-clés
pourrait également être prise en compte, par exemple en donnant plus de poids aux mises
en correspondance des points avec de grandes échelles. Afin d’améliorer la précision de cette
approche de détection de changements, il est aussi nécessaire d’augmenter le pourcentage
de points-clés mis en correspondance. Cela peut s’effectuer en utilisant des descripteurs
locaux invariants aux transformations affines. Enfin, une détection annexe des zones de
végétation peut être envisagée pour gérer les détections liées aux changements saisoniers.
L’utilisation de la bande proche-infrarouge pour les images optiques, notamment, pourrait
être utile.
Reconnaissance d’objets à l’aide des descripteurs locaux En vison par or-
dinateur, les descripteurs locaux sont très utilisés pour la reconnaissance d’objets. Des
applications de reconnaissance de bâtiments à l’aide de l’algorithme SIFT sont déjà pro-
posées en imagerie optique [SU09]. On pourrait envisager de la même façon l’utilisation de
l’algorithme SAR-SIFT pour la reconnaissance de bâtiments en imagerie radar, avec des
approches comme les sacs de mots ou les graphes.
On peut aussi s’appuyer sur les descripteurs SIFT et SAR-SIFT pour définir un modèle
générique de représentation des objets à l’aide de graphes et de méthodes d’apprentissage.
L’appariements de graphes permet ensuite de comparer des paires d’images optiques/radar
ou des séries multi-temporelles. Cela peut être utile pour de la reconnaissance d’objets, mais
aussi de la détection de changements, de la reconstruction 3D ou de la segmentation.
Quatrième partie
Annexes
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Annexe A
Bases de données à disposition
A.1 Données radar
Les images à disposition proviennent de deux satellites, TerraSAR-X (TSX) et Cosmo-
SkyMed (CSK), et représentent la ville de Toulouse, France. Elles ont été acquises en mode
Stripmap (SM) ou Spotlight (SL), avec une visée à droite et en orbite ascendante (A) ou
descendate (D). Les images sont représentées en projection slant range (SLC). Ici nous
n’utilisons que les images en amplitude (ou en intensité).
Le tableau suivant détaille les cinq configurations d’images utilisées. Pour chaque confi-
guration, une ou plusieurs images étaient disponibles à différentes dates. Des exemples
d’images sont représentés par la suite.
Données 1 2 3 4 5
Satellite TSX TSX CSK CSK CSK
Acquisition SL SL SL SL SM
Angle d’incidence 34° 34° 48° 34° 43°
Range 1 m 2 m 1 m 1 m 3 m
Azimuth 1 m 1 m 1 m 1 m 3 m
Orbite A A D D D
Taille 7x5 km 10x5 km 10x10 km 10x10 km 40x40 km
Date
27/11/07 17/08/08 02/09/11 17/04/11 20/08/11
09/02/09 18/09/11 18/04/11 28/08/11
04/10/2011 05/09/11
05/10/2011 13/09/11
21/09/11
29/09/11
Figure A.1 A.2 A.3 A.4 A.5,A.6
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Figure A.1 – TerraSAR-X Spotlight 34° (27/11/2007)
Figure A.2 – TerraSAR-X Spotlight 34° (17/08/2008)
139
Figure A.3 – Cosmo-SkyMed Spotlight 48° (02/09/2011)
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Figure A.4 – Cosmo-SkyMed Spotlight 34° (18/04/2011)
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Figure A.5 – Cosmo-SkyMed Stripmap 43° (20/08/2011)
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Figure A.6 – Cosmo-SkyMed Stripmap 43° (08/20/2011) avec sélection du milieu urbain
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A.2 Données optiques
Nous avons à disposition une série temporelle avec des images acquises par des satellites
différents pour des résolutions et angles différents. Cinq images sont mises à disposition.
Elles ont toutes été acquises au dessus de la ville de Toulouse, France et proviennent de
quatre satellites différents. Le tableau suivant détaille les caractéristiques de chaque image.
Pour certaines images, l’angle de prise de vue n’est pas connu. Nous n’utilisons ici que les
images panchromatiques. Ces images sont représentées par la suite.
Satellite Quickbird Quickbird Geoeye Worldview Pleïades
Angle de visée 2° 23°
Résolution 60 cm 60 cm 50 cm 50 cm 70 cm
Date 14/03/02 01/04/02 18/10/09 24/02/10 07/05/12
Figure A.7 A.8 A.9 A.10 A.11
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Figure A.7 – Quickbird 60cm (14/03/2002)
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Figure A.8 – Quickbird 60cm (01/04/2002)
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Figure A.9 – Geoeye 50cm (18/10/2009)
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Figure A.10 – Worldview 50cm 2° (24/02/2010). Les données ont été fournies en deux
parties.
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Figure A.11 – Pleïades 70cm 23° (07/05/2012)
Annexe B
Algorithme de type SIFT utilisé en
imagerie optique
Ici nous utiliserons une variante de l’algorithme SIFT, développée par Rabin [Rab09].
Cette méthode sera utilisée pour l’imagerie optique, mais aussi pour comparer les perfor-
mances de l’algorithme SAR-SIFT, développé pour les images radar. Les étapes utilisées
ainsi que les paramètres sont présentés dans ce qui suit.
B.1 Détection de points-clés
La détection des points-clés se fait à l’aide de la méthode LoG-Harris (Section 2.1.2.4) :
sélection des extrema en 3D du LoG, avec filtrage sur les petites valeurs du LoG et seuil
sur le critère de Harris multi-échelle.
Les paramètres utilisés sont :
— kmax = 13 : nombre d’échelles pour la construction de l’espace-échelle du LoG
— σ0 = 0.63 : valeur de la première échelle
— r = 21/3 = 1.26 : rapport entre deux échelles successives
— tl = 1 : seuil sur les petites valeurs du LoG (mais avec l’image I non normalisée)
— a1 =
√
2 : le facteur de proportionnalité de l’écart-type de la pondération exponen-
tielle G du critère de Harris multi-échelle
— k1 = 0.04 : le paramètre de calcul du critère de Harris.
Le seuil dh sur le critère de Harris, nécessaire pour la suppression des fausses détections,
est souvent fixé à 1500 [MS01] ou 2000 [Rab09] pour les images numériques codées sur 8
bits. Cependant les images satellites optiques présentent généralement une radiométrie
plus importante et spécifique au capteur (Section 1.1.5). Le critère de Harris multi-échelle
étant proportionnel au contraste de l’image élevé à la puissance quatre, il est nécessaire de
l’adapter à chaque image étudiée. Pour chaque image, on observe la distribution des valeurs
des pixels et on mesure les valeurs c1 et c2 correspondant respectivement au premier et au
dernier centile. On considère que le contraste de l’image étudiée est la différence c2 − c1
et que le contraste moyen cm d’une image numérique sur 8 bits est égal à 200. On définit
alors le seuil sur le critère de Harris comme dh = dh0
(
c2−c1
cm
)4
, avec dh0 = 2000.
B.2 Sélection des orientations
Les orientations sont choisies à l’aide de la méthode de sélection a contrario sur les
histogrammes d’orientation (Section 2.2.2). Les paramètres utilisés sont :
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— forient = 6 : facteur appliqué à l’échelle σ d’un point-clé pour définir le rayon de la
zone de calcul des orientations.
— nborient = 36 : nombre d’intervalles dans l’histogramme.
B.3 Extraction des descripteurs
Le type de descripteur utilisé est le descripteur SIFT circulaire présenté en section
2.3.5. Les paramètres utilisés sont :
— rdescp = 12, avec rdescpσ le rayon du descripteur
— r1 = 3, avec r1σ le rayon du premier anneau du masque
— r2 = 8.75, avec r2σ le rayon du deuxième anneau du masque
— nbdescp = 12 : nombre d’intervalles pour les histogrammes de chaque région
On obtient alors des descripteurs de taille 12× 9 = 128.
Annexe C
Calculs et démonstrations
C.1 Calcul du bruit résiduel d’une image bruitée après ajout
de flou gaussien
Soit une image I0 constante et non bruitée, à laquelle est ajouté un bruit blanc gaussien
B ∼ N (0, ς2). Cette image est convolée avec le filtre gaussien Gσ(i, j) afin d’obtenir :
Iσ = Gσ ∗ I = Gσ ∗ I0 +Gσ ∗B.
L’image I0 étant non bruitée, G ∗ I0 est donc l’image convolée de I0, soit une image
constante non bruitée. Le bruit résiduel de l’image Iσ est B2 = Gσ∗B. Expérimentalement,
on a vérifié que B2 est un bruit gaussien. On souhaite alors déterminer sa moyenne µ et sa
variance ν.
L’image B2 est la convolée de B :
B2(k, l) =
∑
i
∑
j
Gσ(i, j)B(k − i, l − j)
Les variables B(i, j) sont indépendantes et identiquement distribuées puisque B est un
bruit gaussien. Comme B2(k, l) est une combinaison linéaire des variables B(i, j), on peut
écrire :
µ = E(B2) =
1
2πσ2
∑
i
∑
j
Gσ(i, j)E(B)
ν = var(B2) =
1
2πσ2
∑
i
∑
j
Gσ(i, j)
2var(B)
L’espérance de B est nulle et sa variance est égale à ς2. On obtient alors pour la moyenne
µ = 0 et pour la variance :
ν = ς2
∑
i
∑
j
G(i, j)2
ν =
ς2
4πσ2
Le bruit résiduel d’une image bruitée avec un bruit gaussien de variance ς2 et après
ajout d’un flou gaussien de variance σ2 est un bruit blanc gaussien de variance ν2 = ς
2
4πσ2
.
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C.2 Influence du bruit gaussien sur l’orientation du gradient
d’un bord vertical ou horizontal
On effectue le calcul pour un bord horizontal. Soit une image I de dimension N ×M
avec :
I(x, y) =
{
m pour y > M/2
0 pour y ≤M/2.
On ajoute à I un bruit blanc gaussien B ∼ N (0, ς2). On choisit de calculer le gradient
de la façon suivante :
gx(x, y) =
I(x+ 1, y)− I(x− 1, y)
2
gy(x, y) =
I(x, y + 1)− I(x, y − 1)
2
.
Les valeurs de gradient gx(x, y) et gy(x, y) sont indépendentes et identiquement distribuées
puisqu’elles ne font pas intervenir les mêmes pixels. Pour y = {M/2,M/2 + 1}, et pour
tout x, les valeurs de gx(x, y) et gy(x, y) suivent les lois normales respectives N (0, ς22 ) et
N (m2 , ς
2
2 ).
Comme l’orientation du gradient est obtenue avec la formule θ(x, y) = arctan
(
gy(x,y)
gx(x,y)
)
,
les valeurs de θ(x, y) satisfont l’égalité : gy = gt tan θ. On souhaite calculer la fonction de
répartition de la variable θ : Fθ(t) = P[θ ≤ t]. A l’aide des symmétries, on n’étudie que le
cas 0 ≤ θ ≤ t avec 0 ≤ t ≤ π2 . La fonction de répartition est alors :
Fθ(t) = P[0 ≤ θ ≤ t, 0 ≤ t ≤ π
2
]
Fθ(t) = P[0 ≤ gx, 0 ≤ gy ≤ gx tan t]
Fθ(t) =
∫ a=+∞
a=0
∫ b=a tan t
b=0
fgy(b)fgx(a) db da
Fθ(t) =
1
πς2
∫ a=+∞
a=0
∫ b=a tan t
b=0
exp
(
−(b−
m
2 )
2
ς2
)
exp
(
−a
2
ς2
)
db da.
Après un changement de variables, on obtient :
Fθ(t) =
1
πς2
∫ u=t
u=0
∫ a=+∞
a=0
a(1 + tan2 u) exp(−a
2
ς2
) exp(−(a tanu−
m
2 )
2
ς2
) da du.
On calcule alors la densité de probabilité de θ avec fθ(t) = F
′
θ(t) :
F ′θ(t) =
1
πς2
∫ a=+∞
a=0
a(1 + tan2 t) exp
(
−a
2(1 + tan2 t)− am tan t+ m24
ς2
)
da.
On effectue une intégration par parties :
fθ(t) = exp(−m
2
4ς2
)
(
1
2π
+
m tan t
2πς2
∫ a=+∞
a=0
exp
(
−a
2(1 + tan2 t)− am tan t
ς2
)
da
)
puis une factorisation :
fθ(t) = exp(−m
2
4ς2
)
(
1
2π
+
m tan t
2πς2
exp
(
m2 sin2 t
4ς2
)∫ a=+∞
a=0
exp
(
−
(
a− m sin t cos t2
)2
ς2 cos2 t
)
da
)
153
−4 −3 −2 −1 0 1 2 3 4
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
t
f
θ
(t
)
 
 
m = 50 ς = 8
m = 50 ς = 20
m = 100 ς = 20
(a) Bord vertical
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(b) Bord horizontal
Figure C.1 – Fonction fθ sur un bord vertical ou horizontal pour différentes valeurs de m
et ς.
et enfin un changement de variables :
fθ(t) = exp(−m
2
4ς2
)
(
1
2π
+
m sin t
2πς
exp
(
m2 sin2 t
4ς2
)∫ a=+∞
a=−m sin t
2ς
exp(−u2) du
)
.
En utilisant la fonction d’erreur erf(x) = 2√
π
∫ u=x
u=0 exp(−u2) du, on obtient la formule
suivante pour la densité de probabilité des valeurs d’orientation :
fθ(t) =
exp(−m2
4ς2
)
2π
+
m sin t
4
√
πς
exp
(−m2 cos2 t
4ς2
)(
1 + erf
(
m sin t
2ς
))
.
Avec un changement de variable u = t − π/2, on obtient la densité de probabilité des
valeurs d’orientations sur un bord vertical :
fθ(t) =
exp(−m2
4ς2
)
2π
+
m cos t
4
√
πς
exp
(−m2 sin2 t
4ς2
)(
1 + erf
(
m cos t
2ς
))
. (C.1)
La Figure C.1 affiche les valeurs de fθ(t) en fonction de t sur un bord vertical et
horizontal pour différentes valeurs de m et ς. Les valeurs de θ sont centrées autour de 0
pour le bord vertical et π2 pour le bord horizontal. Dans les deux cas, les valeurs sont plus
resserrées quand m est important et/ou quand ς est faible.
C.3 Estimateur MV du logarithme du contraste d’une rup-
ture de réflectivité
Une intensité I sur une zone homogène de réflectivitéR bruitée avec du speckle monovue
suit la distribution :
pI(I|R) = e
− I
R
R
Soit I1 et I2 des vecteurs constitués respectivement des N1 intensités I1(k), k =
1, 2, ..., N1, et des N2 intensités I2(l), l = 1, 2, ..., N2, observées sur des zones de réflec-
tivités respectives R1 et R2. La distribution conjointe de ces intensités conditionnellement
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aux réflectivités R1 et R2 est :
pI1,I2(I1, I2|R1, R2) = pI1(I1|R1) · pI2(I2|R2)
=
N1∏
k=1
pI1(I1(k)|R1) ·
N2∏
l=1
pI2(I2(k)|R2)
=
N1∏
k=1
e
− I1(k)
R1
R1
·
N2∏
l=1
e
− I2(l)
R2
R2
On cherche à estimer le logarithme du rapport des intensités Cl = log
R1
R2
avec comme
observations I1 et I2. L’estimateur MV de Cl maximise la densité p(Cl, R2) = pI1,I2(I1, I2|R2eCl , R2)
[Fjo99] ou aussi log p(Cl, R2) :
log p(Cl, R2) = −N1Cl − (N1 +N2) logR2 − 1
R2
(N1I1e
−Cl +N2I2)
Avec comme notation :
I1 =
1
N 1
N1∑
k=1
I1(k) et I2 =
1
N 2
N2∑
l=1
I2(l).
L’estimateur Cl doit donc vérifier :
∂ log p(Cl, R2)
∂Cl
= 0 et
∂ log p(Cl, R2)
∂R2
= 0.
Soit :
∂ log p(Cl, R2)
∂Cl
= −N1 + N1I1e
−Cl
R2
= 0
∂ log p(Cl, R2)
∂R2
= −N1 +N2
R2
+
1
R22
(N1I1e
−Cl +N2I2) = 0.
On obtient Rˆ2 = I2 et Cˆl = log
I1
I2
. L’estimateur MV de Cl est bien le logarithme du
rapport des intensités moyennes.
C.4 Log-cumulants de la loi de Fisher
La loi de Fisher est obtenue avec la convolution entre une loi Gamma G et une loi
Gamma Inverse IG [NTD10] :
F [µ,L,M ](x) = G[1, L] ∗ IG[µ,M ],
avec
G[m1, L1](x) = L
L1
1
mL11 Γ(L1)
xL1−1 exp
(
−L1x
m1
)
IG[m2, L2](x) = (m2L2)
L2
Γ(L2)
x−L1−1 exp
(
−L2m2
x
)
.
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Soit deux lois pA et pB et leurs log-cumulants d’ordre n respectifs κ˜A,n et κ˜B,n. Les
log-cumulants de la convolution pA ∗ pB sont κ˜A,n + κ˜B,n [NTD10].
Les log-cumulants aux deux premiers ordres sont pour la loi Gamma G(m1, L1) :
κ˜G,1 = log(m1) + Ψ(L1)− log(L1)
κ˜G,2 = Ψ(1, L1)
et pour la loi Gamma Inverse :
κ˜IG,1 = log(m2)−Ψ(L2) + log(L2)
κ˜IG,2 = Ψ(1, L2),
avec Ψ la fonction Digamma et Ψ(r, L) la fonction Polygamma d’ordre r.
On obtient alors comme log-cumulants pour la loi de Fisher :
κ˜F ,n = κ˜G,n(1, L) + κ˜IG,n(µ,M).
Soit pour les deux premiers ordres :
κ˜F ,1 = log(µ) + Ψ(L1)−Ψ(L2)− log(L1) + log(L2)
κ˜F ,2 = Ψ(1, L1) + Ψ(1, L2).
C.5 Invariance aux changements d’échelle de la matrice SAR-
Harris
Soit deux images A et B telles que A(a, b) = B( am ,
b
m). On définit Ax,α, Ay,α, Bx,α
et By,α les composantes du GR de respectivement A et B avec comme paramètre de
pondération α. Afin de définir les notations, prenons l’exemple de la composante Ax,α :
Ax,α = log
A1x,α
A2x,α
avec :
A1x,α(a, b) =
∫
y=R
∫
x=R+
A(a+ x, b+ y)× e− |x|+|y|α dx dy
A2x,α(a, b) =
∫
y=R
∫
x=R−
A(a+ x, b+ y)× e− |x|+|y|α dx dy.
On peut écrire :
A1x,α(a, b) =
∫
y=R
∫
x=R+
B(
a+ x
m
,
b+ y
m
)× e− |x|+|y|α dx dy.
Après un changement de variable, on obtient :
A1x,α(a, b) =
∫
v=R
∫
u=R+ B(
a
m + u,
b
m + v)× e−
m(|u|+|v|)
α m2 du dv
A1x,α(a, b) = m
2B1x, α
m
( am ,
b
m).
Soit pour la composante Ax,α :
Ax,α(a, b) = log
m2B1x, αm
( a
m
, b
m
)
m2B2x, αm
( a
m
, b
m
)
Ax,α(a, b) = Bx, α
m
( am ,
b
m).
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On développe ensuite :
Gs ∗A2x,α(a, b) =
∫∫
(x,y)∈R2
Gs(x, y)A2x,α(a− x, b− y) dx dy
=
∫∫
(x,y)∈R2
Gs(x, y)B2x, α
m
(
a− x
m
,
b− y
m
) dx dy
puis on effectue un changement de variable :
Gs ∗A2x,α(a, b) =
∫∫
(u,v)∈R2
Gs(mu,mv)B2x, α
m
(
a
m
− u, b
m
− v)m2 du dv.
Or on peut réduire :
m2Gs(mu,mv) = m
2
2πs2
e−
m2(u2+v2)
2s2 = G s
m
(u, v).
On obtient alors l’égalité :
Gs ∗A2x,α(a, b) =
∫∫
(u,v)∈R2
G s
m
(u, v)B2x, α
m
(
a
m
− u, b
m
− v) du dv
Gs ∗A2x,α(a, b) = G sm ∗B
2
x, α
m
(
a
m
,
b
m
).
Afin d’être invariant aux changements d’échelle, le paramètre s doit donc être propor-
tionnel à l’échelle α. On définit la matrice SAR-Harris de la façon suivante, avec a2 > 1 :
MSH(a, b, α) = Ga2α ⋆
[
(Ax,α)
2 Ax,α ·Ay,α
Ax,α ·A2y,α (Ay,α)
]
.
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Descripteurs locaux pour l’imagerie radar et applications
Flora Dellinger
Résumé : Dans cette thèse, nous étudions l’intérêt des descripteurs locaux pour les images satellites optiques
et radar. Ces dernières années, la multiplication des satellites de télédétection haute résolution conduit à une forte
augmentation des situations multi-capteurs, multi-résolutions et multi-angles d’incidence. Les descripteurs locaux, du
fait de leurs invariances et de leur représentation compacte, présentent un intérêt certain pour la comparaison d’images
satellitaires acquises dans des conditions différentes. Bien que facilement applicables aux images optiques, ils offrent
des performances très limitées sur les images radar. Effectivement ces images sont très fortement bruitées par un bruit
multiplicatif qui perturbe le traitement et l’interprétation des données.
Nous proposons ainsi un descripteur local original pour la comparaison d’images radar. Cet algorithme, appelé
SAR-SIFT, repose sur la même structure que l’algorithme SIFT, à savoir une détection de points d’intérêts associée à
l’extraction de descripteurs locaux. Afin d’adapter ces étapes aux statistiques des images radar, nous avons au préalable
développé un nouvel opérateur différentiel, appelé Gradient par Ratio. Cet opérateur permet de calculer, de façon multi-
échelles, une norme et une orientation du gradient robustes au bruit multiplicatif des images radar. Nous nous sommes
ensuite appuyés sur ce gradient pour modifier les étapes de détection de points-clés et d’extraction de descripteurs. Les
performances de l’algorithme SAR-SIFT proposé sont supérieures à celle de l’algorithme SIFT original pour des données
radar. Nous avons ensuite testé le comportement de l’algorithme SAR-SIFT dans différentes situations d’acquisition.
Nous présentons par la suite deux applications pour la télédétection, basées sur les descripteurs locaux. En premier
lieu, nous estimons une transformation globale entre deux images radar à l’aide de l’algorithme SAR-SIFT. L’estimation
est réalisée à l’aide d’un algorithme de type RANSAC et en utilisant comme points homologues les points-clés mis en
correspondance. Nous proposons d’utiliser cette méthode pour estimer deux types de transformation : une transformation
affine entre deux images pour les zones plates, ou une translation résiduelle entre deux images géoréférencées. Enfin nous
avons mené une étude prospective sur l’utilisation des descripteurs locaux (SIFT en imagerie optique et SAR-SIFT en
imagerie radar) pour la détection de changements en télédétection. La méthode proposée consiste à comparer à l’aide
d’une approche a contrario les densités de points-clés mis en correspondance aux densités de points-clés détectés pour
mettre en évidence les zones de changement. L’intérêt de cette méthode est illustré sur des cas réels (paires d’images
optiques et radar).
Mots-clefs : imagerie radar, images satellites, SIFT, détection de changements, recalage d’images radar
