Embedding task graphs into hypercubes is a di cult problem. When the embedding is one-to-one, schedule length is strongly in uenced by dilation. Therefore, it is desirable to nd low dilation embeddings. This paper describes a heuristic embedding technique based upon evolutionary strategies. The technique has been extensively investigated using task graphs which are trees, forests, and butter ies. In all cases the technique has found low dilation embeddings. An e cient parallel implementation of the evolutionary strategy is also given.
Introduction
Embedding a task graph into a parallel processing array involves the assignment of a set of partially ordered computation tasks to processing elements (PEs) such that the overall schedule length is minimized. The precedence relationships between tasks is often depicted as a directed, acyclic graph where the graph nodes represent tasks and the arcs incident to nodes represent precedence relationships. Task execution times are typically non-uniform. Factors such as multiprocessor interconnection topology, precedence among individual tasks, and the number of processing elements all contribute to the di culty in nding good assignments. In general this problem is NP-hard which means heuristic approaches must be adopted 2, 3, 4, 5] .
Low dilation embeddings are desirable since they minimize congestion within the network. This paper presents a novel method based upon evolutionary strategies (ES) for nding low dilation embeddings of task graphs in hypercubes. This technique uses the principle of selection, reproduction, and survival of the ttest found in the natural world as a means for evaluating regions of the search space.
For test cases, we have speci cally chosen large task graphs where the optimal embedding in hypercubes is known. This choice is made conscientiously. With ne grained, one-to-one embeddings, dilation cost must be minimized if low schedule lengths are desired. If the ES can nd low dilation embeddings for the test case graphs, then it is reasonable to assume this approach can also nd low dilation embeddings for arbitrary task graphs. Choosing large task graphs where the optimal (i.e., dilation 1) hypercube embeddings is known gives us a standard against which our ES solution can be compared. This paper is organized as follows. First some preliminary de nition and a statement of the problem is given. This is followed by a brief introduction to ESs. Next, we de ne the problem to be solved and develop the genetic operators. The next section presents some of the test results obtained by using the ES approach. Finally, we show how to parallelize the ES for execution on multiprocessor systems. It is shown that this technique is capable of embedding graphs into hypercubes with low dilation and hence achieving low interprocessor communication times. 
Preliminary De nitions
Let G=(V; E) be a connected graph where V is the set of nodes and E is the set of ordered pairs of nodes. In task graphs, a node represents a task and an ordered pair (or edge) depicts task precedence. If x; y 2 V and hx,yi 2 E, then task x produces a result which is used in the execution of task y. G is called a tree if it is acyclic. If every component of G is a tree, then it is called a forest.
Of special interest are complete binary trees. A complete binary tree of height h has 2 h+1 ?1 nodes (2 h leaf nodes and 2 h?1 non-leaf nodes). The root is at level 0 (sometimes referred to as depth 0) and the leaf nodes are at level h. Each node has exactly one parent node and two children nodes except the root (which has no parent) and the leaf nodes (which have no children).
The r-dimensional ordinary butter y has (r+1)2 r nodes and r2 r+1 edges. The nodes correspond to pairs hw,ki where w is an r-bit binary number denoting the row of the node and k is the level or dimension. Two nodes hw,ki and hw 0 ,k 0 i are connected by an edge only if k 0 = k +1 and either w = w 0 or w and w 0 di er in the k-th bit position, 0 k r.
A r-dimensional wrapped butter y is formed by merging the rst and last columns into a single column. This graph has r2 r nodes. Two nodes hw,ki and hw 0 ,k 0 i are connected by an edge only if k 0 = k + 1 mod r and either w = w 0 or w and w 0 di er in the k-th bit position. Figure 1 shows a 3-dimensional ordinary butter y graph while Figure 2 shows the corresponding wrapped butter y graph.
A boolean n-cube (or hypercube) is a graph Q n = (V; E) where n denotes the dimension. An n-cube has 2 n nodes and n2 n?1 edges. Using the de nition of a cartesian product, the hypercube is recursively de ned as follows. Let Q 0 be a single node and K 2 be a 2-node complete graph. Then Q n = K 2 Q n?1 . Each node in an n-cube has exactly n neighbors. If the nodes are labeled from 0 to 2 n ? 1 in binary, then an edge connects two nodes if and only if their binary labels di er in exactly one bit position. The hamming distance between two nodes equals the minimal length of any path connecting these nodes.
Problem Statement
We naturally consider only acyclic task graphs G=(V G ; E G ). V G is the set of tasks and E G is the set of communications links used to pass results between tasks. The directions of the edges depicts a natural precedence among tasks. Similarly, let H be a non-shared memory hypercube where V H is the set of PEs in the array and E H is the set of dedicated links or buses between PEs. We assume there exists a mapping :V G ! V H such that the tasks in G have been assigned to PEs in H and a second mapping :E G ! P(E H ), where P( ) denotes a power set, so that all communications links in G have been assigned to paths in H. A time schedule for task execution can be developed once the assignments have been made.
Assigning tasks to PEs is sometimes referred to as an embedding. An embedding is called isomorphic if there is a one-to-one correspondence between the nodes and incident edges of the task graph with the nodes and incident edges, respectively, of a subgraph of the hypercube. An embedding is called homeomorphic if edges in the task graph must be dilated (i.e., nodes inserted into speci ed edges) to achieve an isomorphic embedding. For example, a simple cycle with three nodes cannot be isomorphically embedded into a 2-dimensional hypercube. However, if we insert a \dummy" node into any edge, a simple cycle with 4 nodes is formed. This dilated graph can be isomorphically embedded into a 2-dimensional hypercube. Some embeddings are many-to-one in which case a PE can be assigned more than one task. In this work we only consider embeddings where PEs are assigned a single task (i.e., isomorphic or homeomorphic).
With any embedding there is a dilation cost which is the maximal distance in H between images of adjacent nodes in G. This dilation cost translates into additional communication times between adjacent nodes (tasks) of G on H. In parallel arrays there is a heavy time penalty associated with communication between PEs. This penalty can be minimized with low dilation embeddings. Isomorphic embeddings are optimal as they have unit dilation. Unfortunately, for arbitrary task graphs, nding isomorphic or optimal dilation homeomorphic embeddings in hypercubes is an NP-complete problem. Hence, one must resort to heuristic embedding techniques. We show that the ES is an e cient technique for nding near-optimal (i.e., low dilation) embeddings. It is assumed that the processors are homogeneous making task execution times independent of their assignment.
Evolutionary Strategies
ESs have been successfully used to solve various types of optimization problems. Figure 3 shows the ES algorithm.
Population P(k) consists of chromosomes. Each chromosome is a data structure representing an assignment of tasks to processors in the multiprocessor system. The initial population is randomly generated but, ideally, should be uniformly distributed throughout the search space. The tness of every chromosome is evaluated in each generation. Chromosomes with high tness represent task assignments with low dilation thus producing low schedule lengths. The algorithm terminates after ? generations have been evaluated. New generations are produced by rst copying the old generation (of size ) to an intermediate population. All chromosomes are selected as parents and produce children using the genetic reproduction operators. (The genetic reproduction operators will be described shortly.) The children are added to the intermediate population giving a population size of + . The population size is reduced back to by deterministically selecting the ttest chromosomes which becomes the next generation. This is denoted by the term ( + )-ES. Notice that the least t chromosomes will naturally die out in succeeding generations.
The chromosomes we use have a data structure consisting of 1) a task list specifying the PE assignments, 2) a list of pointers to tasks dilated by 2 or more from their parent, 3) a list of unallocated PEs, and 4) the tness of the assignment. Chromosomes with tasks assignments having low dilation costs are considered to be highly t and will survive in the next generation. Conversely, chromosomes with task assignments having high dilation costs will die out. The ES terminates after a speci ed number of generations have been produced and evaluated.
Each chromosome is considered a parent. In each generation all of the chromosomes are selected for reproduction which means = children are produced. Reproduction consists of modifying the genetic material (i.e., the tasks assignments) via one of two mutation genetic operators M 1 and M 2 . Parents undergo mutation with probability p M1 and p M2 , respectively. By specifying p M1 + p M2 = 1, all parents are mutated by one of the operators.
The mutation operator M 1 randomly swaps the position of two tasks in the hypercube. Mutation operator M 2 randomly selects a task and transfers it to a free (unallocated) PE. Both of these operators a ect the dilation cost of the task graph embedding. In each generation the hamming distance from every task to its parent is determined. If the dilation is 2 or more, a pointer to that task is inserted into a list. (Each chromosome must maintain its own list of these tasks as di erent chromosomes represent di erent task allocations.) When a parent undergoes reproduction, the mutation operators randomly select tasks from this list. Thus the mutation operators concentrate their e orts on those tasks that must be reassigned in order to reduce the dilation cost. This self-adaptive characteristic helps to \ ne tune" the nal solution and improves the convergence rate of the ES. We discuss in the next section how to de ne an e cient tness function for task scheduling problems.
All task graphs are represented as a precedence list. The precedence list is similar to an adjacency list except the linked list indicates the parents (rather than the children) of a graph node. We use precedence lists because dilation costs are based upon the hamming distance of a task assignment from its parent's task assignment. Furthermore, maintaining a precedence list considerably reduces the computation e ort when evaluating the tness of a chromosome. With an N node task graph and a population size of chromosomes, a population can be evaluated in O( N) time.
Experimental Results
To test the ES, we embedded complete binary trees, forests, and butter y topologies. In this section we discuss the results. Numerous test cases have been investigated but, for brevity, only a sampling of these tests are presented here. These test cases are characteristic of the performance a user can expect from the ES approach. The initial populations were created by randomly assigning tasks to PEs in a one-to-one manner. This results in task assignments with a maximal dilation of n for embeddings in an n-cube. Unless otherwise stated, we chose p M1 =0.8 and p M2 =0.2. For brevity we did not consider other choices of reproduction probabilities to assess their a ect on the quality of the nal solution or upon the convergence rate as these a ects are discussed elsewhere 6].
The ES was run on a SPARC10 workstation. The running time of each test case depended upon the size of the task graph and the hypercube dimension. The average running time was typically under 10 minutes implying that results can be quickly obtained.
Complete Binary Trees
Let BT(h) represent a complete binary tree of height h. It is known that BT(h) can be isomorphically embedded into a (h+2)-cube for h 2 and homeomorphically embedded into a (h+1)-cube 12].
While it is true that low dilation implies high tness, not all dilations are treated equally. Suppose a complete binary tree was embedded and all nodes have unit dilation with respect to their parent except one node which has dilation 2. If this node has the root as its parent, it will be harder for the mutation operators to achieve a lower dilation embedding than if the node were at a lower level in the tree. For example, suppose a leaf node was dilated by 2 from its parent node. If the mutation operator reduced this dilation to 1, only that one leaf node Test h n-cube Dilation would have been reallocated. But, if the descendant of the root node were dilated by 2, reducing this to dilation 1 requires reallocating not only that one node, but also all of its descendants. The closer this node is to the root node, the larger the subtree that must be reallocated. Also, swapping PE assignments will do little to improve the dilation cost in this example.
Let v be a task and u be its parent task. Further, let P(v) and P(u) be the PEs that v and u have been assigned to, respectively. The tness function computes the hamming distance between P(v) and P(u) and divides this by the L v 2 where L v is the level in the tree in which task v resides. Thus dilation at lower levels in the tree (i.e., near the root) will have a heavier penalty than dilation at higher levels in the tree. The total penalty is subtracted from K where K is the number of edges in the tree. The resultant value is the tness of the chromosome. Table 1 shows the results. For each test case =50 and ?=1000. h and n-cube represents the tree height and hypercube dimension, respectively. The numbers in parenthesis represent the number of nodes with the indicated dilation (all other nodes had dilation 1). For example, in test case 4, two nodes had dilation 2 while the remaining 29 nodes had dilation 1. The rst 3 test cases have (optimally) unit dilation solutions while the last two tests cases had, at best, dilation 2 solutions. An optimal embedding was found for test cases 1, 2, and 4 and nearly in 5.
Forests
Let F N (k) represent a task graph that is a forest with N nodes (tasks) and k components. We created forests by removing m arbitrary edges (2 m 5) from a complete binary tree with N nodes. By removing edges, a subtree of the complete binary tree is isolated. Hence, the optimal dilation embeddings are the same as those of the complete binary trees. Some of these components are complete binary trees while the remaining components are arbitrary. Notice that k = m + 1. Test cases 1, 2, and 3 were embedded into a 7-cube; test case 4 was embedded into an 8-cube. The tness function was computed in a similar manner as was for the complete binary tree. The results are shown in Table 2 As before, the numbers in parenthesis indicate the number of nodes with the indicated dilation; all others had unit dilation with respect to their parent. For all cases, =50. While test cases 1-3 were run for 1000 generations, test case 4 was run for 5000 generations due to the large number of nodes. Notice that in each case a dilation 3 embedding was achieved and the total number of nodes with non-unity dilation is quite small.
Butter ies
Let BF r denote a r-dimension wrapped butter y. It is known that an N-node ordinary butter y is a subgraph of a dlog Ne-dimensional hypercube. Further, it can be shown that the r-dimensional wrapped butter y can be embedded one-to-one with dilation 2 in the rdimensional ordinary butter y 12]. Thus, an r-dimension wrapped butter y can be embedded in a dlog(r + 1)e + r-dimensional hypercube with at most dilation 2. Table 3 shows the results produced by the ES. In test cases 2 and 3, p M1 =1.0 and p M2 =0.0 since there are no free PEs. The case 2 embedding is noticeably worse than the case 3 embedding. The di erence is that in case 2 we used =10 while in case 3 =50. The greater population size provides a better sampling of the search space. The ES was run for 5000 generations.
Case 4 was run with =100 and 10000 generations were evaluated. Notice that a near optimal embedding was found. With large, dense task graphs the number of generations normally is increased as more reproduction operations are required for the ES to converge. The quality of the solution is generally proportional to the size of and to the number of generations. But high quality solutions may require excessive computation times. In such cases, a parallel implementation should be used.
Parallel Evolutionary Strategies
Ideally the initial population in an ES should be uniformally distributed throughout the search space. This ensures all regions of the search space are investigated. For the test cases that were run on a SPARC10, a population size of =50 was chosen. Considering the total number of possible embeddings, this is quite small and, intuitively, does not adequately represent the entire search space. This limitation can lead to suboptimal solutions though we were able to obtain reasonable results. The limitation can be removed by choosing a larger . However, this increases the computation time for each generation and the memory requirements on a single processor. To signi cantly improve the computation time, the ES should be executed on a multiprocessor system. In this section we describe how this can be done. Figure 4 shows the parallel ES algorithm.
Suppose we have a large and a processor machine. Without loss in generality, we assume and are integer powers of 2. The initial population is partitioned equally between the processors. Each processor then executes the ES on its local population. Ideally after every generation the global ttest should be selected to form the next generation. But this would involve signi cant communication costs in a multiprocessor system. A better approach is to rst let each processor execute for g generations using its local subset of the chromosomes and then participate in a global introduction of new genetic material. Let be the set of the ttest chromosomes where each processor contributes its ttest chromosomes. can range from 1 to 0 . The global ttest chromosomes from are then broadcast to every processor. These chromosomes replace the least t chromosomes at each processor. This is implemented with the call to the global-ttest procedure in Figure 4 .
The purpose of introducing new genetic material is to prevent a local ES computation from becoming trapped at a suboptimal solution. In order to reduce the possibility of prematurely saturating the population, should be quite small ( 0.1 0 ). The exact implementation of the global-ttest procedure depends on the interconnection network and routing mechanism of the multiprocessor system. For hypercubes, this broadcasting can be done in O( log ) time.
We ran a number of test cases on forests to evaluate the quality of the solutions produced by the parallel ES algorithm. For instance, we took a F 63 (4) and executed the parallel ES on a nCUBE2 multiprocessor system. The parameters used were 0 = 20, =128, g=10, and =1.
This gives a total population size of =2560. After 400 generations, several of the PEs had found a dilation 2 embedding of the forest where only one node had dilation 2. An exact complexity analysis of the parallel ES algorithms in comparison to the sequential ES algorithm should be done with care. Our parallel ES algorithm requires introduction of new genetic material from a partitioned population; the sequential ES algorithm has only a single population to process. Also, our parallel algorithm requires broadcasting the global ttest chromosomes after every g generations to all population partitions. Again this makes no sense for the sequential ES algorithm because of a single population partition. Nonetheless, an approximate analysis can be performed as follows.
We assume that both the sequential and parallel ES algorithms are run for the same number 
Conclusions
We have introduced a heuristic technique for scheduling ne grained task graphs into hypercubes. This technique uses ESs which are based upon the biological properties of natural selection. The test cases indicate that low dilation cost embeddings (which leads to low schedule lengths) can be obtained in a short period of time. We thus conjecture that the ES scheduling technique can also nd reasonable schedules for task graphs with arbitrary topologies. With dense graphs and large population sizes, a parallel version should be used to reduce the computation time of the ES. We presented a parallel ES algorithm which was implemented on a nCUBE2 multiprocessor system. The test results indicate that the parallel version can identify high quality solutions to the scheduling problem in signi cantly less time than that required by a single processor.
