A quadratically convergent valence bond self-consistent field method is described where the simultaneous optimisation of orbitals and the coefficients of the configurations (VB structures) is based on a Newton-Raphson scheme. The applicability of the method is demonstrated in actual calculations. The convergence and efficiency are compared with the Super-CI method. A necessary condition to achieve convergence in the Newton-Raphson method is that the Hessian is positive definite. When this is not the case, a combination of the Super-CI and Newton-Raphson methods is shown to be an optimal choice instead of shifting the eigenvalues of the Hessian to make it positive definite. In the combined method, the first few iterations are performed with the Super-CI method and then the Newton-Raphson scheme is switched on based on an internal indicator. This approach is found computationally a more economical choice than using either the Newton-Raphson or Super-CI method alone to perform a full optimisation of the nonorthogonal orbitals.
I. INTRODUCTION
The valence bond self-consistent field (VBSCF) method 1-3 describes the electronic structure of molecules with a few chemically meaningful configurations (VB structures). This method is a powerful generalisation of analogous MCSCF methods [4] [5] [6] [7] [8] which allows the use of nonorthogonal orbitals to construct molecular wave functions. Like in the MCSCF methods, usually a small number of configurations is sufficient to give an accurate description of the electronic structure of molecules. If required, however, all possible configurations within a given "active space" can also be employed which correspond to covalent and ionic VB structures.
Unlike the classical VB theory [9] [10] [11] which uses nonoptimised atomic orbitals, in the VBSCF method the orbitals and the coefficients of the configurations (in the following referred to as configuration interaction (CI) coefficients) are optimised according to the variational principle. The nonorthogonality amongst the orbitals presents a major difficulty in the optimisation procedures as compared to the equivalent methods which use orthogonal orbitals. Whereas in MCSCF methods, the most intensive computational step is generally the four index transformation required in each iteration, the case is more complicated in VBSCF method. In the latter, the additional challenge is the evaluation of matrix elements over the Slater determinants. In VBSCF calculations if the basis set (one-electron basis) is not too large, the time required for the four-index transformation is usually a small fraction of that taken in the calculations of matrix elements.
In the orbital optimisation procedure in the VBSCF methods, the orbital changes are derived from the vectors of a "Super-CI" (SCI) 5 matrix consisting of the VBSCF wave function and all singly excited configurations. The iterative a) Electronic mail: Z.Rashid@uu.nl.
procedure of Super-CI is divided into two parts. In the first part the CI coefficients are calculated by solving a linear variation problem in the configuration space. In the second part the orbital optimisation is performed while the CI coefficients are held fixed. The time taken by the first part is usually quite small compared to that required in the orbital optimisation procedure. The convergence behaviour of this method is quite robust and when combined with direct inversion in the iterative subspace (DIIS) 12, 13 and level shift 14 it almost always works. 15 However, with the Super-CI method only first-order convergence is achieved.
A second-order (quadratic) convergence behaviour is important for mainly two reasons. First, to calculate the molecular energy gradients or other properties of the molecules (e.g., dipole moment, response properties, etc.), the wave function has to be well converged. If the optimisation procedure is quadratically convergent, only a few iterations are required to reach the optimal solution. Second, the additional efforts required to calculate the second derivative matrix of the energy with respect to the wave function parameters (Hessian matrix) is usually compensated by a substantial reduction in the number of iterations.
In the past few decades, efficient schemes for the second-order MCSCF methods have been developed 7, [16] [17] [18] [19] [20] [21] [22] [23] [24] (for a review of these methods see Ref. 25 and references therein). For optimisation of nonorthogonal orbitals, however, the progress is less remarkable. For the spin-coupled valence bond (SCVB) method, Gerratt and co-workers 26, 27 developed a quadratically convergent method based on a Newton-Raphson scheme. Cooper and co-workers 28, 29 described a second-order converging complete active space valence bond (CASVB) method where a complete active space self-consistent field (CASSCF) wave function is transformed to a SCVB wave function. The second-order converging CASVB technique has also been extended to treat the excited states. 30 In most of these methods (for orthogonal or nonorthogonal orbitals), usually the quadratic convergence starts close to the minimum. However, it is still important due to the above mentioned reasons. Especially, when calculating potential energy surfaces, the solutions at neighbouring points (the previous step) usually provide very good starting orbitals. The quadratic convergence in that case is achieved from the very beginning and thus improves the efficiency considerably. In this article a quadratically convergent procedure for optimisation of VBSCF wave functions is described. This method is based on a Newton-Raphson scheme where the orbitals and CI-coefficients are optimised simultaneously. The linear equations which define the improved orbitals and CIcoefficients are solved in a single step by inverting the Hessian matrix. Explicit formulae for the orbital gradients and all second derivatives of energy with respect to the change in orbitals, CI-coefficients and coupled orbital-CI coefficients, which appear in the Newton-Raphson method, are presented for a general VBSCF wave function. Since all these second derivatives of energy are required in the Newton-Raphson method to get an overall quadratic convergence, a NewtonRaphson iteration is computationally more expensive than that of the Super-CI. To get convergence in the NewtonRaphson method, an essential requirement is that the second derivative matrix (Hessian) is positive definite. If this is not the case, the Hessian has to be augmented to make it positive definite otherwise the iterative procedure may not converge. When this is done, the Newton-Raphson method usually shows linear convergence at a substantially higher computational cost. In that case, instead of making the Hessian positive definite, we present an alternate approach where the optimisation procedure is started with the Super-CI method and after a few iterations switched to the Newton-Raphson method. We show that this approach is computationally more economical than using either the Super-CI or NewtonRaphson method alone.
II. VBSCF WAVE FUNCTIONS AND ENERGY EXPRESSIONS
In the VBSCF method the reference wave function is constructed from a linear combination of valence bond configurations (VB structures) as
Each in itself is a spin-adapted linear combination of Slater determinants:
and each Slater determinant is an antisymmetrised product of spin-orbitals (φ's) which are nonorthogonal to each other:
These orbitals are expanded as linear combinations of mutually nonorthogonal basis functions (AOs):
For a given set of orbitals and CI coefficients, the energy of the VBSCF wave function is calculated using Löwdin's formula 31 as
where
and
are one-and two-electron integrals over MOs.
are the first-and second-order cofactors of the overlap matrix. c p and c q are the coefficients of the determinants p and q , respectively. The indices i and j refer to the occupied orbitals in determinant p and k, l to the occupied orbitals in q . Efficient schemes for the rapid evaluation of nonorthogonal matrix elements and cofactors [32] [33] [34] have been developed based on the generalisation of Löwdin's formula 31 and SlaterCondon rules. 35, 36 The aim of the optimisation procedure is to minimise the energy of the wave function with respect to orbital rotations and CI coefficients. In the VBSCF method these orbitals may be fully optimised as in the spin-coupled VB approach 26, 27, [37] [38] [39] or they may be restricted to a subspace of the full orbital space, e.g., on the atoms where they are centred. The first approach (full optimisation) is called the VBdelocal method while the latter is called the VB-local method.
III. ORBITAL OPTIMISATION

A. The Super-CI method
The Super-CI method for orbital optimisation is well documented.
1, 2, 5, 6, 8, 15 Here we briefly describe this method again. To optimise the orbitals, consider the effect of an infinitesimal change in an orbital φ i , due to mixing with an other orbital φ j by an amount δγ ij :
This change in orbital φ i is accompanied by a corresponding change in the wave function 0 :
where ij is called a Brillouin state function which is obtained from the reference function 0 by replacing the spatial orbital φ i by the orbital φ j , once for α and once for β spin in each determinant of 0 . Thus the Brillouin state ij may be represented as follows:
where C i→j is an un-normalised excitation operator. 40 The total number of singly excited Brillouin states, n Brill , in Eq. (9) depends on the number of active occupied orbitals N and the number of basis functions m and, ignoring the spatial symmetry of the orbitals, is approximately equal to mN. Note that the above definitions are valid for multi-determinantal states without orthogonality restrictions as in the VBSCF method. The excitation operator, therefore, does not have to adhere to the unitary condition, as is the case for orthogonal orbitals. If orthogonality constraints are used, like in the MCSCF methods 5, 6 or orthogonal VB, the definition of the Brillouin state includes the unitary condition:
To find the optimum mixing coefficients δγ ij , which minimise the energy, the wave function is expanded in the space spanned by the reference function 0 and all the Brillouin state functions ij :
The SCI is called the Super-CI wave function. 5 The coefficients b 0 and b ij are obtained by solving this Super-CI problem which is a linear variation problem in the space of 0 and all ij . The b ij 's lower the energy expectation value, they are "absorbed" into the reference function so that 0 approaches SCI . This leads to the following orbital transformation:
From these new orbitals, φ i , new Brillouin state functions are generated and a new Super-CI problem is solved. This process is repeated until all b ij 's approach zero or at least below a certain threshold and a stationary condition for the energy is achieved.
B. The Newton-Raphson method
The Newton-Raphson set of linear equations is derived by expanding the energy of the VBSCF wave function up to second order around the current wave function parameters. Collecting the current wave function parameters in a vector x 0 and the new parameters (which result from the second-order energy expansion) in a vector x we can write:
The stationary condition is given by requiring that the gradient of E (2) (x) in Eq. (14) vanishes at x. This leads to the following set of Newton-Raphson equations:
where δc = (x − x 0 ) is the correction vector for the wave function parameters, g is the gradient, and H is the Hessian of energy at current parameters x 0 :
Equation (15) defines the sequence of the Newton-Raphson iterative procedure. If the energy is an exact quadratic function of the wave function parameters, a single iteration is required to reach the optimal solution. In general, however, more iterations are needed because the expansion in Eq. (14) also contains terms beyond the second-order. Typically NewtonRaphson method shows quadratic convergence if the initial guess parameters are close to the final solution and the second-order expansion of the energy is a good approximation to the true energy. In that case the norm of the gradient vector is reduced quadratically in each iteration, i.e., if the norm reduces by a factor of 1 in the first iteration, it will decrease by a factor of 2 in the second and a factor of 4 in the third iteration.
To get a quadratic convergence with the NewtonRaphson method, it is necessary that all the wave function parameters are optimised simultaneously. 7 For this we need the orbital and CI gradients and the orbital, CI, and coupled orbital-CI Hessian. When these are calculated, Eq. (15) is used to find the corrections to the old parameters.
C. The VBSCF gradient and Hessian
Using the definitions of orbital mixings and the Brillouin states given in the Sec. III A, the orbital gradient can be calculated by differentiation of E 0 with respect to the orbital mixing coefficients γ ij : 
The ij,kl appearing in the above equation is a doubly excited state which is obtained by applying two excitation operators C i→j and C k→l to the reference wave function. When the orbitals are orthogonal as in the MCSCF methods, the last two terms in Eq. (18) (18) is used as an approximation to the Hessian. The CI part of the gradient is calculated by differentiating E 0 with respect to change in CI coefficients:
The CI gradient is zero because for a given set of orbitals, the CI coefficients are already optimised. The CI part of the Hessian (H CI−CI ) is calculated by differentiating E 0 twice with respect to the CI coefficients: (20) where the last two CI gradient-like terms will disappear. The coupled orbital-CI Hessian (H Orb−CI ) is given as
again the last term in Eq. (21) will be zero. Equation (15) 
Equation (22) can be solved in a single step by inverting the Hessian matrix. Alternately, conjugate gradient methods can be used to solve it iteratively. Due to the normalisation condition (i.e., | = 1), not all wave function parameters are independent. In other words, if there are N total parameters, N − 1 can be determined independently while the Nth parameter is determined by the independent parameters and the normalisation constraint. This constraint reduces the dimensions of the Hessian matrix by 1. The new orbitals are found by adding the correction to the old vectors while setting one correction parameter equal to 1 for each orbital φ i :
The new orbitals are subsequently re-normalised and the process is then iterated until convergence. For a converged wave function, according to the Brillouin theorem, 4 the interaction between the 0 and all singly substituted states (i.e., the orbital gradient) will vanish
The necessary condition for the convergence of the Newton-Raphson scheme is that the Hessian matrix is positive definite. When far away from the solution the Hessian often has many negative or very small eigenvalues and Eq. (22) in that case produces very large values for the orbital corrections in the beginning. When this is the case, the Newton-Raphson method may lead to divergence. To force the iterative procedure to converge, a level shift is necessary which makes the Hessian positive definite and the step vector δc sufficiently small. In that situation (i.e., when the Hessian is not positive definite) we can either use the Super-CI method in the first few iterations (see Sec. V for more details) or the so-called "stabilised Newton-Raphson" approach. 26 In the stabilised Newton-Raphson method, the Hessian matrix is augmented as
where I is the unit matrix, 0 is the largest negative eigenvalue of the Hessian, and R is a suitably chosen scalar which ensures that the Hessian is positive definite.
IV. TEST CALCULATIONS
The Newton-Raphson method described above has been implemented in the VB program TURTLE 42 which is a part of the GAMESS-UK 43 quantum chemistry package. To test the convergence and efficiency of the method, calculations were performed on N 2 , cyclobutadiene, benzene molecules. The ccpVTZ ((10s,5p,2d,1f/5s,2p,1d) → [4s,3p,2d,1f/3s, 2p,1d] ) basis set was used in all the calculations. This is a fairly large basis set and adds more flexibility to the basis functions using p and d functions on H and d and f functions on C and N atoms. In the orbital optimisation procedure of the VB-SCF method two models are used. In the first model mixing between the orbitals that are centred on different atoms is not considered. This model is called the VB-local method. In the second model, called the VB-delocal method, a full optimisation is performed without any restrictions. Thus, all orbital mixings (i.e., with all singly occupied and all virtuals which are allowed by symmetry) are taken into account. All tests were run on a single core of an intel XEON X7542 2.67 GHz machine using the serial version of TURTLE. In the SCF procedure, full electronic Hessian (in the Newton-Raphson scheme) or a Super-CI matrix (in Super-CI method) was constructed in each iteration. To solve Eq. (22) in all test cases, the inversion of the full Hessian and the iterative conjugate gradient method were tested and it has been found that both these methods cost almost the same amount of time. However, when the Hessian matrix is very big, it is expected that conjugate gradient method would be a more economical choice than inverting the Hessian. For all VBSCF calculations a convergence criterion of 1.0 × 10 −10 was used for the correction to the VB energy. For the nitrogen molecule at each geometrical step the number of iterations required to get convergence, the maximum component of the orbital gradient vector (g Orb max ) after the final iteration and the total cpu time (in seconds) were noted. For cyclobutadiene and benzene, the decrease in g Orb max , the correction to the VB energy, and the cpu time were collected after each iteration.
A. Potential energy curves for the N 2 molecule
For the nitrogen molecule we calculated the potential energy (PE) curves for the singlet ground state of the molecule using the VB-local and VB-delocal methods. A single configuration VB wave function was used in these calculations which corresponds to the covalent structure of the N 2 molecule. In VB-local, the nitrogen 1s, 2s, 2p x , 2p y , and 2p z orbitals were used as starting vectors which were taken from a preceding atomic RHF/cc-pVTZ calculation and all these orbitals were optimised in the VBSCF calculations. The VB-local results are presented in Table I using the TABLE I . Convergence of the Newton-Raphson and Super-CI for PE curve calculations of N 2 using the VB-local method in cc-pVTZ basis.
Newton-Raphson
Super-CI Newton-Raphson and the Super-CI method. The NewtonRaphson method shows excellent convergence in this case. Although, a single Newton-Raphson iteration is computationally more expensive than a Super-CI iteration, the overall results (the total time for the calculation of the curve) show that this cost is overcompensated by a reduction in the number of iterations required in the Newton-Raphson method. In VB-delocal (see Table II ) at very compressed geometry (i.e., at 0.80 Å) almost the same number of iterations are need in the Newton-Raphson method as in the Super-CI method. So at that point the Newton-Raphson method is slightly more expensive than the Super-CI method. However, again the total time for the calculation of the curve using the Newton-Raphson method is less than that required using the Super-CI method.
B. Cyclobutadiene and benzene
For the cyclobutadiene and benzene molecules, RHF/ccpVTZ optimised geometries were used. The VBSCF calculations were performed on the orbitals of π -symmetry. For the doubly occupied orbitals of σ -symmetry, RHF-SCF orbitals were used which were kept frozen in the VB calculations. In the VB-local method, singly occupied atomic p-orbitals, taken from a preceding atomic Hartree-Fock calculation, were used as an initial guess. All spin-coupling modes between the singly occupied p-orbitals were considered in the VB wave function which correspond to 2 configuration state functions or VB structures for cyclobutadiene and 5 for benzene.
In the VB-local calculations for both molecules, the only orbital mixings are between the "singly occupied orbitals and the corresponding virtuals (on the same atom)." The results of the Newton-Raphson and Super-CI iterations are summarised in Tables III and IV . In the Newton-Raphson method the Hessian matrix exhibited no negative eigenvalues in any iteration for both molecules and the optimisation procedure goes quadratically from the very beginning. Only 3 iterations are required in this case to minimise the energy correction to less than 1 × 10 −10 hartree. With the same initial vectors the Super-CI converges more slowly and takes 5 iteration to decrease the energy correction to a similar value. The time required to perform one Newton-Raphson iteration for both systems is almost the same as that required in the Super-CI method. This is because the basis set is quite big compared to the number of active VB orbitals. So the 4-index transformation becomes more expensive than the calculation of the electronic Hessian in each iteration of VB-local calculations for these systems. As the Newton-Raphson scheme requires less iterations than Super-CI, a considerable time is saved using the former method.
Using the well converged VB-local orbitals as initial guess, the results of full optimisation (VB-delocal) are presented in Tables V and VI. For cyclobutadiene the Hessian matrix is positive definite and quadratic convergence is achieved from the 2nd iteration. However, the Super-CI method is equally good in this case. So the computational time is almost the same in both the Newton-Raphson and Super-CI methods. For the benzene molecule in the starting few iterations, the Hessian matrix has a few negative eigenvalues in the Newton-Raphson method. This is an indication that the starting vectors are not so good and they change a lot in the beginning. To restrict the step size, the Hessian was augmented according to Eq. (25) using R = 1.5. After the 5th iteration the Hessian becomes positive definite on its own and no further adjustment is required. Although, in case of benzene, the Newton-Raphson method shows quadratic behaviour in the last 4 iterations, it is still computationally less expensive than Super-CI which takes 13 iterations to converge as compared to 9 iterations in the Newton-Raphson method. Also the Newton-Raphson method provides a better converged wave function than the Super-CI method in all these calculations.
To check the relative performance of the NewtonRaphson scheme and the Super-CI method, another calculation was performed on cyclobutadiene at VB-delocal level without any frozen orbitals. Again the doubly occupied orbitals were taken from a RHF/cc-pVTZ calculation while the singly occupied orbitals were picked from a VB-local calculation. In this case, the doubly occupied orbitals can be orthogonalised to each other and to the singly occupied orbitals of π -symmetry while the singly occupied orbitals were allowed to remain nonorthogonal to each other. The results are shown in Table VII . The Newton-Raphson scheme takes only 6 iterations to converge as compared to 8 iterations using the Super-CI method. However, a single Newton-Raphson iteration is almost twice more expensive in terms of computational time than a Super-CI iteration. It is worth mentioning that the second-order VBSCF method described above is very general and, apart from VBlocal and VB-delocal methods, also works for the breathing orbital valence bond (BOVB) method 44, 45 and for the optimisation of nonorthogonal orbitals with (other) arbitrary restrictions, for example, bond distorted orbitals (where the orbitals are allowed to distort only towards certain centres), block localised wave functions (BLW), 46 and resonating block localised wave functions (RBLW).
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V. A COMBINED SUPER-CI AND NEWTON-RAPHSON APPROACH
As has been demonstrated previously 15 the Super-CI and the Newton-Raphson method are very closely related to each other. Our own experience tells us that the Super-CI method is quite good at the start. However, it becomes slow as convergence is approached. On the other hand, the Newton-Raphson method is not so good in the beginning if the Hessian matrix is not positive definite. In that case the Newton-Raphson method shows linear convergence in the starting few iterations at a considerably higher cost compared to Super-CI, due to the requirement to compute the exact Hessian matrix. However, close to the minimum it shows quadratic convergence. In our approach, we combine the advantages of both these methods. In this combined method, when the initial guess orbitals are far away from the minimum which is usually the case in the VB-delocal method, the optimisation procedure is started with the Super-CI method which produces very good correction vectors in the beginning. As the largest correction vector drops below a certain threshold the Newton-Raphson method is switched on. This approach is used for the optimisation of orbitals of π -symmetry for cyclobutadiene and benzene using the VB-delocal method. The well converged VB-local orbitals were used as initial guess in these calculations. A value of 0.02 for the maximum component of the orbital correction vector (the b ij /b 0 ratio in Eq. (13)) was used as switching criterion from the Super-CI to the Newton-Raphson method. The results are presented in Tables VIII and IX. As can be seen, this strategy considerably improves the efficiency. In case of cyclobutadiene it takes one iteration less than using either Newton-Raphson or Super-CI alone. While for the benzene molecule, the number of iterations is now reduced to 7 TABLE VIII. Convergence of the Newton-Raphson method combined with Super-CI for cyclobutadiene using the VB-delocal method (2 structures, 4 singly occupied and 12 doubly occupied/frozen orbitals, cc-pVTZ basis). instead of 9 in the Newton-Raphson or 13 in the Super-CI method which results in a considerable time saving.
VI. CONCLUSION
A second-order converging VBSCF method has been presented based on the Newton-Raphson scheme. Test calculations have shown that this method shows quadratic convergence from the start when the orbital mixings are only between the doubly or singly occupied orbitals and the virtual orbitals. This is usually the case when a restricted optimisation is performed as in the VB-local method. In that case, only 3-5 iterations have been found sufficient to reduce the energy correction to less than 1.0 × 10 −10 . When the singly occupied orbitals also mix with each other, the quadratic convergence behaviour was found in the last 4 or 5 iterations. A comparison of the Newton-Raphson method and the Super-CI have shown that the former is more efficient in most of the test calculations presented above. Since a full iteration is usually computationally more expensive in the Newton-Raphson method than in the Super-CI, another approach has been presented which combines these two methods. In the combined method the first few iterations were performed with the Super-CI and then the Newton-Raphson method was used. When performing a full optimisation, this approach has been found computationally more economical than using the NewtonRaphson method alone.
