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Resum– So´n molts els algoritmes de visio´ per computador que no poden funcionar correctament
quan les condicions d’il·luminacio´ a les quals es troben exposades les imatges varien de forma
substancial. Per aquest motiu, s’utilitza un model que proposa separar una imatge qualsevol en
dues imatges diferents: Shading i Reflecta`ncia. El shading conte´ la informacio´ dels il·luminants
en qualsevol imatge, i la reflecta`ncia conte´ informacio´ de les propietats fı´siques dels objectes.
L’objectiu d’aquest treball ha sigut utilitzar deep learning per realitzar aquesta separacio´. Diferents
arquitectures de deep learning han estat entrenades amb diferents bases de dades d’imatges
sinte`tiques, que s’han anat confeccionant a mesura que aquest treball progressava. Per u´ltim, es
mostren els resultats obtinguts amb cadascuna de les arquitectures provades i utilitzant les diferents
bases de dades generades.
Paraules clau– Imatges intrı´nseques, Deep learning, Reflecta`ncia, Shading, Unet, Segnet,
Deteccio´ d’objectes, Visio´ per computador, Intel·lige`ncia artificial, Xarxes neuronals.
Abstract– A lot of computer vision algorithms have trouble performing as the should due the
lighting conditions the images are exposed to. When the lighting conditions vary substantially, these
algorithms are just not able to perform nicely. For this reason, other authors have proposed a model
that separates any image into two different images: Shading and Reflectance. The shading contains
information about the lighting conditions of the scene. On the other hand, the reflectance contains
the physical characteristics of the objects. The goal of this work is to use deep learning to do this
separation. We have used different deep learning architectures with different databases build as this
work progressed. At the end of this paper we present the results obtained with each architecture
tested and each database generated.
Keywords– Intrinsic images, Deep learning, Reflectance, Shading, Unet, Segnet, Object de-
tection, Computer vision, Artificial intelligence, Neural networks.
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1 INTRODUCCIO´
LA deteccio´ d’objectes e´s un punt clau per resoldre di-ferents problemes que actualment els enginyers atot el mo´n estan intentant solucionar. La conduc-
cio´ auto`noma, videovigilancia o aplicacions que fan ser-
vir realitat augmentada so´n alguns dels casos on la detec-
cio´ d’objectes i la visio´ per computador presenten un paper
crı´tic pel funcionament correcte dels algoritmes proposats.
No obstant, el resultat que s’obte´ al capturar una imatge
amb la ca`mera pot variar molt en funcio´ de les condici-
ons d’il·uminacio´ d’aquell instant. Dues imatges captura-
des amb els mateixos objectes pero` amb il·luminacions di-
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ferents, poden semblar completament diferents, tal com po-
dem veure a la figura (1). La il·luminacio´ en la imatge de
la esquerra es suficient per poder distingir 3 objectes clara-
ment, mentre que a la imatge de la dreta ja e´s me´s difı´cil
distingir els 3 objectes i la forma de cadascun.
Fig. 1: Mateixa escena amb condicions de iluminacio´ dife-
rents
E´s per aquest motiu que s’utilitza un model d’imatge
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[1] que s’encarrega de separar els efectes que provoca la
il·luminacio´. Aquest model estipula que qualsevol imatge
pot ser separada en dos imatges diferents: Reflecta`ncia i
Shading, segons la equacio´ (1).
I = R ∗ S (1)
Com veiem, dividim qualsevol imatge en dos imatges di-
ferents, que si les multipliquem pı´xel a pı´xel, ens retornen
la imatge original. Aquestes dues imatges reben el nom
de imatges intrı´nseques, i contenen propietats molt carac-
terı´stiques i interessants de l’escena:
• Reflecta`ncia: Conte´ informacio´ de les propietats
fı´siques dels objectes. El color i forma del objecte de-
gut al material del qual esta` construı¨t es veura` reflectit
en aquesta imatge.
• Shading: Conte´ informacio´ de la il·luminacio´ de la es-
cena. Colors i intensitat de les llums, i les ombres
produı¨des per aquestes, les podrem veure en aquesta
imatge.
La intencio´ e´s separar la il·luminacio´ de la escena de la
forma i color dels objectes. A continuacio´, en les figures (2)
i (3) il·lustrem la separacio´ de les dues imatges de la figura
(1) en reflecta`ncia i shading.
= X
Fig. 2: Escena amb bona il·luminacio´
= X
Fig. 3: Escena amb una il·luminacio´ deficient
Com podem veure, la reflecta`ncia en la figura (3) i la figu-
ra (2) so´n exactament iguals. Aixo` e´s degut a que ambdues
imatges contenen exactament els mateixos objectes, en la
mateixa posicio´ i amb els mateixos materials. L’u´nic dife-
rent en la escena e´s la intensitat i el color de les llums i,
per tant, te´ sentit que la u´nica imatge que canvia sigui el
shading.
Doncs, la utilitat de separar reflecta`ncia i shading que-
da demostrada. Per exemple, qualsevol algoritme de de-
teccio´ d’objectes funcionara` millor fent servir la imatge de
reflecta`ncia, que la imatge original, degut a que diferents
condicions d’il·luminacio´ no faran variar la reflecta`ncia.
Ara que la utilitat de separar una imatge qualsevol en re-
flecta`ncia i shading queda explicada, podem passar a definir
els objectius d’aquest treball en concret.
1.1 Objectius
Per clarificar quin e´s l’objectiu principal d’aquest treball,
comenc¸arem dient que aquest treball no prete´n crear una
nova arquitectura de deep learning, ni proposar una inno-
vacio´ molt gran en els me`todes utilitzats per entrenar xarxes
neuronals fent servir imatges. Ja n’hi han diverses arquitec-
tures que es conegut que funcionen be´ per determinats pro-
blemes, aixı´ que no pretenem crear un tipus d’arquitectura
completament nova.
El objectiu principal d’aquest treball e´s determinar qui-
nes dades so´n me´s adients per tal d’entrenar un model
que sigui capac¸ de separar reflecta`ncia i shading en una
imatge qualsevol. Les arquitectures so´n conegudes, el que
no esta` clar e´s amb quin tipus de dades el model aprendra`
millor. De fet, la recerca en els u´ltims anys ha estat molt
enfocada en millorar i proposar noves arquitectures (cada
cop me´s complicades) pensant que el problema e´s que l’ar-
quitectura podria ser millor. No s’ha posat tant e`mfasi en
crear una base de dades que generalitzi i representi be´ les
diferents situacions possibles. Aquest treball prete´n de-
mostrar que les dades utilitzades so´n tant importants
com l’arquitectura escollida. Degut al cara`cter d’aquest
treball i que haurem de treballar tant en l’arquitectura esco-
llida com en les dades utilitzades, queden definits dos ob-
jectius ben diferenciats:
• Predir la reflecta`ncia de qualsevol imatge fent ser-
vir deep learning: L’objectiu e´s confeccionar un
software que sigui capac¸ d’extreure imatges de re-
flecta`ncia a partir d’una imatge qualsevol. Hem es-
collit dues arquitectures que han donat bons resultats
en els u´ltims anys (Segnet i U-net). Provarem aquestes
dues arquitectures amb les bases de dades generades i
escollirem la que funcioni millor pel nostre problema
determinat.
• Generar les bases de dades sinte`tiques necessa`ries:
Per tal de poder entrenar arquitectures de deep lear-
ning, necessitem molts exemples d’imatges originals
amb les seves corresponents reflecta`ncies. La forma
de generar aquests ’datasets’ ha estat utilitzant Blen-
der per generar tantes imatges com siguin necessa`ries.
De fet, s’han generat dos ’datasets’ diferents, el primer
d’ells amb 18000 imatges i el segon amb 24000.
Com podem veure, n’hi han dos camps ben diferenciats,
pero` per poder realitzar aquest treball correctament, ambdo´s
s’han de dur a terme. Per assolir un dels objectius s’hau-
ran de tenir coneixements en intel·lige`ncia artificial i xarxes
neuronals, i per assolir l’altre objectiu es necessitaran noci-
ons en disseny 3D i generacio´ d’imatges sinte`tiques.
1.2 Estat de l’art
El concepte de imatges intrı´nseques va ser introduı¨t per pri-
mera vegada per [10]. Els me`todes convencionals per obte-
nir imatges intrı´nseques estan basades en la teoria Retinex,
tractada en [11], [12], [13]. En aquesta teoria, s’associen
gradients grans en la imatge a canvis en la reflecta`ncia, i
gradients petits al shading.
Me´s recentment, la descomposicio´ d’imatges en imatges
intrı´nseques s’ha intentat fer mitjanc¸ant CNNs, com farem
en aquest mateix treball. Alguns dels articles que ho han
fet han sigut [14], [15], [16]. Per exemple, a [16] van utilit-
zar una CNN que directament aprenia a predir reflecta`ncia
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i shading utilitzant una imatge RGB, que e´s el que farem
nosaltres en el nostre treball.
Respecte les arquitectures utilitzades, s’han anat propo-
sant diverses en els u´ltims anys, ja que les CNNs so´n un
camp on molts investigadors es troben treballant actual-
ment. Per exemple, a [2] (2017) proposen l’arquitectura
Segnet, que e´s un tipus de CNN que van utilitzar per fer de-
teccio´ d’objectes en imatges. Dos anys abans (2015, a [3]
van proposar U-Net, una CNN utilitzada per segmentacio´
d’imatges en biomedicina. Aquestes so´n les dues arquitec-
tures que nosaltres provarem en el nostre treball.
2 METODOLOGIA
Es prete´n entrenar un model que aprengui a extreure la re-
flecta`ncia de qualsevol imatge fent servir deep learning i es
poden utilitzar diferents llenguatges de programacio´ i lli-
breries per fer-ho. En quant a llenguatge de programacio´
s’ha utilitzat Python 3 ja que e´s un llenguatge de progra-
macio´ amb el que ja estava familiaritzat i les llibreries de
deep learning per python s’actualitzen constantment i tenen
bon suport de la comunitat investigadora. Respecte quina
llibreria de deep learning utilitzar, s’ha escollit entre aques-
tes: TensorFlow, Theano, PyTorch, Keras + Theano, Keras
+ TensorFlow i Caffe.
S’ha escollit treballar amb tensorflow per sota de keras,
degut a que keras ens dona un nivell d’abstraccio´ que sim-
plifica molt la construccio´ dels models (encara que degut
a aixo`, perdrem llibertat i nivells de customitzacio´). Pro-
gramar xarxes neuronals amb Tensorflow o Theano e´s me´s
complicat ja que hem de controlar me´s a baix nivell les ca-
pes de la xarxa neuronal. El motiu pel qual s’ha escollit
TensorFlow per sota de Keras en lloc de Theano, e´s que
sembla que Theano sera` discontinuat en el futur recent i,
per tant, s’ha aprofitat per aprendre TensorFlow que sembla
que seguira` sent actualitzat en un futur recent.
Les arquitectures utilitzades en deep learning solen tenir
moltes capes amb moltes neurones i , per tant, necessitem
un hardware amb una bona capacitat. Un servidor amb va-
ries gra`fiques NVIDIA de l’estat de l’art( NVIDIA GTX
1080 Ti amb 11 GB) sera` utilitzat, de forma que no haurı´em
de tenir problemes per potencia de hardware a l’hora d’en-
trenar els nostres models.
Per altra banda, degut a que volem utilitzar deep lear-
ning necessitarem una quantitat de dades important per tal
de que el model pugui aprendre correctament. Per aixo`, la
base de dades utilitzada e´s tant important com l’arquitec-
tura utilitzada. Si la base de dades e´s prou general i conte´
informacio´ representativa del problema, el model aprendra`
caracterı´stiques interessants, pero` si les dades no so´n repre-
sentatives, el model no estara` aprenent res important. Per
aquest motiu, en aquest treball hem generat dos bases de
dades diferents:
• Una base de dades sinte`tica, de 18000 imatges, sim-
ple i similar a la que es troba generada en el paper
[2]. Aquesta base de dades sera` generada amb Blender,
fent servir molts tipus d’objectes diferents amb ’envi-
ronment maps’ (imatges de fons) diferents. Aquesta
base de dades no e´s fa`cilment generable en el mo´n
real, degut a que ha estat confeccionada fent servir
milers d’objectes diferents amb imatges de fons ale-
ato`ries. Els objectes utilitzats so´n provinents de la ba-
se de dades Shapenet ([8]). Es poden veure imatges
representatives d’aquesta base de dades en la figura 4
• Altre base de dades sinte`tica, tambe´ generada fent ser-
vir Blender. Aquesta base de dades conte´ 24000 imat-
ges, pero` en aquest cas sı´ que ens assegurarem de que
aquesta base de dades pot ser replicada en el mo´n
real. Hem reduı¨t el nu´mero d’objectes utilitzats a 8
i hem replicat en el mo´n sinte`tic una plataforma de
generacio´ d’imatges present al Centre de Visio´ per
Computador.
Aquesta plataforma consisteix d’una taula que pot ro-
tar 360 graus, i pot inclinar-se fins 45 graus. Tenim 9
llums de les quals podem canviar el color i la inten-
sitat, assegurant que podem tenir molts tipus diferents
d’il·luminants. La ca`mera i les llums es troben fixes a
la estructura, de forma que l’u´nic que es mou e´s la pla-
taforma amb els objectes. Els objectes es posen fixats
als forats de la plataforma, i la plataforma va rotant de
forma que podem capturar diferents punts de vista dels
objectes. D’aquesta forma, ens assegurem que aquesta
base de dades sı´ que pot ser replicada en el mo´n real.
S’han fet servir 20 configuracions d’objectes diferents,
on ens hem assegurat de combinar les posicions dels
objectes de forma que les ombres d’un estiguin a sobre
d’un altre objecte, per tal de que la xarxa pugui apren-
dre configuracions complicades. Respecte les llums,
tenim 6 configuracions diferents, on variem les llums
que es troben enceses en cada cas. A me´s, per cada
una d’aquestes 6 configuracions, ens assegurarem de
canviar el color de les llums a vermell, verd, blau i un
color aleatori, de forma que a la base de dades tindrem
il·luminants molt variats. Es poden veure imatges re-
presentatives de la base de dades resultant en la figura
6.
Fig. 4: Imatges de la primera base de dades (No e´s fa`cilment
replicable al mo´n real
En principi la primera base de dades (Fig. 4) e´s me´s
variada en quant a objectes i colors i aixo` sempre ajuda
quan estem entrenant una arquitectura de deep learning, ja
que podem assegurar que pel nostre model passaran mol-
tes imatges diferents i, per tant, aprendra` caracterı´stiques
interessants. No obstant, no la podem replicar en la reali-
tat i no podrem tenir en compte feno`mens fı´sics presents en
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Fig. 5: Esquema`tic de l’arquitectura segnet
Fig. 6: Imatges de la segona base de dades (Replicable al
mo´n real)
la realitat pero` no en el mo´n sinte`tic (per exemple, efecte
Fresnel).
Doncs, es disposen dues bases de dades diferents amb les
quals entrenarem les arquitectures de deep learning. A con-
tinuacio´ s’expliquen les dues arquitectures de deep learning
utilitzades en l’ordre cronolo`gic que es van provar.
2.1 Segnet [2]
Aquesta arquitectura va ser proposada a l’any 2017. Podem
veure un esquema`tic de la xarxa a la figura 5. La imatge
del esquema`tic s’ha agafat del article original [2]. E´s una
arquitectura que esta` formada per capes de convolucions,
normalitzacio´, activacio´, ’Pooling’ i ’Upsampling’. A con-
tinuacio´ expliquem la funcio´ de cadascuna:
• Convolucio´: S’encarrega de avaluar una determinada
zona de pı´xels (normalment 3x3) i d’aquesta forma ob-
tenim nous valors, mitjanc¸ant la combinacio´ d’un pı´xel
i els pı´xels veı¨ns.
• Normalitzacio´: S’encarrega de que els valors de la
imatge es trobin sempre normalitzats, e´s a dir, en el
rang [0,1]
• Relu: Decideix quines neurones s’han d’activar i qui-
nes no.
• ’Pooling’: Aquestes capes so´n les encarregades de re-
duir la mida de la imatge quan sigui necessari. D’a-
questa forma compactem la informacio´ en imatges ca-
da cop me´s petites.
• ’Upsampling’: Amb aquestes capes tornem a aug-
mentar la imatge. D’aquesta forma passem de infor-
macio´ compactada(imatges petites) a informacio´ me´s
difusa(imatges grans).
Ba`sicament, la idea d’aquesta arquitectura e´s compactar
la informacio´ de la imatge fent servir convolucions i poo-
lings, i despre´s tornar a fer gran la imatge. E´s important
tenir en compte que en el article original la van fer servir
per deteccio´ d’objectes i, per tant, la u´ltima capa de la xar-
xa neuronal e´s una capa softmax que retorna una classe de-
tectada (en realitat retorna una llista de probabilitats de de-
teccio´ de les diferents classes). En el nostre cas, no estem
realitzant cap classificacio´, aixı´ que la capa softmax ha estat
eliminada.
2.2 Unet [3]
L’altre arquitectura de deep learning que hem utilitzat en
aquest treball ha sigut U-net. El article original va ser pu-
blicat al 2015. Les capes utilitzades so´n les segu¨ents:
• Convolucio´: Tambe´ utilitza capes de convolucio´ com
Segnet.
• Relu: Exactament igual que Segnet.
• ’Pooling’: Igual que Segnet. Amb aquestes capes
anem fent la imatge me´s petita.
• ’Copy and crop’: Amb aquestes capes copiem la mei-
tat d’una imatge que trobem en una capa, i aquesta
meitat sera` utilitzada posteriorment per augmentar la
mida de la imatge me´s endavant.
Com podem veure ara quan hem d’ampliar la imatge, uti-
litzem porcions de les imatges obtingudes en les capes ante-
riors. E´s a dir, en lloc de d’ampliar una imatge extrapolant
valors pels pı´xels que estem creant, utilitzarem els pı´xels
de la imatge que vam obtenir en la capa oposada. Aquesta
arquitectura e´s pot veure representada a la figura (7). En
aquest cas, hem modificat lleugerament l’arquitectura pro-
posada en l’article original, ja que l’arquitectura original era
molt gran i no cabia a la memo`ria ram de la gra`fica propor-
cionada.
3 RESULTATS
El primer que hem de respondre e´s: Quina arquitectura fun-
ciona millor pel nostre problema? Per respondre a aquesta
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Fig. 7: Esquema`tic de l’arquitectura Unet
pregunta, vam entrenar cadascuna de les arquitectures fent
servir la primera base de dades confeccionada (Fig. 4) i es
van comparar els resultats obtinguts. Ambdues arquitectu-
res es van entrenar per un total de 20 e`poques i els resultats
obtinguts van ser els que es poden veure a la taula 1.
Groundtruth Segnet output Unet output
TAULA 1: RESULTATS DE SEGNET VS UNET
Com podem veure, tot i que Segnet sembla que prediu
d’una forma aproximada la reflecta`ncia de la imatge, U-net
presenta una resolucio´ i definicio´ molt me´s elevada. Aques-
ta resolucio´ de U-net e´s degut a que quan la imatge s’esta`
fent gran de nou per recuperar la mida original, s’utilitzen
trossos de les imatges obtingudes en les capes anteriors. En
canvi, en la xarxa Segnet simplement el que fem e´s extrapo-
lar els valors del pı´xels, i per aquest motiu veiem aquestes
taques difuses a les prediccions. De fet, Segnet va ser pen-
sada per problemes de classificacio´ d’objectes, on la resolu-
cio´ de la imatge no importa tant com en el nostre cas. Pero`,
encara podem anar me´s enlla`. Ara que hem vist que Unet
clarament s’adapta molt millor al nostre problema, ens fixa-
rem en si realment la xarxa neuronal esta` aprenent a separar
la ombra (shading) i la reflecta`ncia en una imatge qualsevol.
Abans de continuar, e´s important comentar que totes els
resultats presentats en aquest apartat s’han obtingut fent ser-
vir imatges de ’testing’. E´s a dir, que una petita part de les
bases de dades d’imatges no es van utilitzar per entrenar el
model i es van reservar per fer ’testing’. D’aquesta forma,
comprovem que el model no esta` fent overfitting del conjunt
d’entrenament.
En la figura 8 podem veure clarament com la xarxa neu-
ronal esta` aprenent a eliminar les ombres de la imatge origi-
nal, al menys amb imatges de la mateixa base de dades. A la
primera i segona columna, al principi la ombra e´s clarament
present, mentre que a mesura que augmenten les e`poques
la xarxa neuronal ja ha apre´s a eliminar la ombra correc-
tament. Les dues primeres columnes representen les pre-
diccions de imatges de la mateixa base de dades i la tercera
columna representa la prediccio´ en una imatge de l’altra ba-
se de dades. Quan aquest model intenta predir imatges de
l’altra base de dades, podem veure com ho fa molt mala-
ment. El me´s important e´s que no ha apre´s a eliminar la
ombra, com veiem a la tercera columna d’imatges de la fi-
gura 8. A me´s, tampoc ha apre´s a diferenciar el color dels
objectes respecte del color de la llum. Per aquest motiu, po-
dem afirmar que la base de dades 1 no e´s suficient per fer
que el nostre model aprengui, segurament degut a que ha
estat confeccionada nome´s amb 1 tipus de il·luminant.
Ara que hem comprovat que Unet pot aprendre a separar
correctament shading i reflecta`ncia, hem provat a entrenar
un altre cop utilitzant la mateixa arquitectura, pero` fent ser-
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Fig. 8: Aprenentatge qualitatiu de la xarxa Unet amb la pri-
mera base de dades a mesura que passen les e`poques. El
ordre cronolo`gic augmenta d’adalt abaix. Les dues prime-
res columnes corresponen a imatges de la mateixa base de
dades, mentre que la tercera columna correspon a una imat-
ge de l’altre base de dades. La primera fila correspon a la
imatge original.
vir l’altre base de dades que hem confeccionat, que conte´
diversos tipus d’il·luminants. Aquesta nova base de dades
no e´s tan ideal com la primera (infinitat d’objectes back-
grounds diferents), pero` s’acosta me´s a una base de dades
que podem confeccionar en el mo´n real.
A la figura 10 podem veure el proce´s d’entrenament de
la xarxa neuronal U-net fent servir la nova base de dades.
Com podem veure en el gra`fic, la majoria d’aprenentatge es
fa en les primeres e`poques, encara que a mesura que van
augmentant el nu´mero de e`poques el MSE (mean squared
error) va disminuint poc a poc. Aquesta e´s una senyal de
que la nostra xarxa neuronal esta` aprenent prou be´.
Fig. 9: Aprenentatge qualitatiu de la xarxa Unet amb la base
de dades realista a mesura que passen les e`poques. El ordre
cronolo`gic augmenta d’adalt abaix. Les dues primeres co-
lumnes corresponen a imatges de la mateixa base de dades,
mentre que la tercera columna correspon a una imatge de
l’altre base de dades. La primera fila correspon a la imatge
original.
Ara, passem a analitzar els resultats qualitatius. De la
mateixa forma que amb la primera base de dades, primer
mirarem si la mateixa xarxa esta` aprenent a eliminar sha-
ding de la imatge original. A la figura 9 podem veure els
resultats obtinguts. Les dues primeres columnes correspo-
nen a imatges de la mateixa base de dades, mentre que la
tercera columna correspon a una imatge de l’altre base de
dades. Els resultats so´n molt satisfactoris. E´s impres-
sionant com en imatges fosques, on a simple vista tenim
dificultats per distingir el color original i la mida dels ob-
jectes degut a una il·luminacio´ deficient, el model e´s capac¸
de separar shading i reflecta`ncia correctament.
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Fig. 10: Aprenentatge quantitatiu a mesura que passen les
e`poques utilitzant l’arquitectura Unet amb la base de dades
realista
Per exemple, en el cas de la primera columna (imatge ver-
da), a la imatge original gairebe´ no podem apreciar el cotxe
vermell. En canvi, podem veure com a mesura que augmen-
ten les e`poques el nostre model apre`n a detectar el cotxe
vermell correctament. A me´s, tambe´ es pot veure clarament
en les columnes 1 i 2, que elimina tot efecte de shading pre-
sent a la imatge original.
No obstant, com es pot veure a la tercera columna de la
figura 9, les imatges de l’altre base de dades presenten un
problema pel nostre model. Sı´ que e´s cert que en aquest cas
eliminem els efectes de shading (veiem que no n’hi ha cap
ombra en la tercera columna), pero` tambe´ s’elimina molt
color de la reflecta`ncia. E´s a dir, el fons de les imatges de
la tercera columna hauria de ser pu´rpura, com a la imatge
original, pero` la nostra xarxa neuronal prediu que e´s gris.
Atribuı¨m aquest error a l’abse`ncia de diferents colors
de fons en les imatges del nou dataset, degut a que a les
imatges sempre e´s present un color gris que prove´ de la pla-
taforma rotato`ria amb la qual s’agafen els objectes. Aquest
color gris s’hauria de substituir per color aleatoris o, al
menys, diferents colors, per tal de que la xarxa no aprengui
que el color de fons de la reflecta`ncia e´s sempre de color
gris.
4 CONCLUSIONS
Al llarg d’aquest treball hem pogut familiaritzar-nos amb el
u´s de CNNs per extreure caracterı´stiques interessants d’i-
matges. Hem apre´s com entrenar diferents CNNs amb dife-
rents bases de dades i s’han avaluat els resultats obtinguts.
La conclusio´ principal irrefutable que podem extreure e´s
que les dades utilitzades per entrenar qualsevol xarxa
neuronal so´n tan importants (o fins i tot me´s) que l’ar-
quitectura escollida. Hem pogut veure com exactament el
mateix model entrenat amb una base de dades o una altre,
era capac¸ o no d’eliminar shading de les imatges. S’ha de
recordar que un dels objectius principals del treball era pre-
cisament aixo`: Demostrar que les dades so´n tan importants
com el que fem amb elles. Doncs, un dels objectius princi-
pals d’aquest treball queda clarament assolit.
Per altra banda, altre dels objectius d’aquest treball era
determinar quin tipus de base de dades seria necessa`ria per
entrenar un model capac¸ de predir reflecta`ncia i shading
d’una imatge. A me´s, tambe´ volı´em saber quina arquitec-
tura funcionaria millor pel nostre problema: Segnet o Unet.
Com s’ha demostrat, sens dubte, Unet e´s l’arquitectura a
utilitzar, ja que presenta uns resultats molt me´s definits que
Segnet. Aixo` e´s degut a que Segnet va ser utilitzada per fer
’tagging’ d’objectes en imatges, on no es necessita bona de-
finicio´ en la imatge de sortida.
La forma d’intentar saber quin tipus de base de dades e´s
la ideal ha sigut generar dos tipus de bases de dades di-
ferents: una amb un u´nic il·luminant pero` amb molts ob-
jectes i imatges de fons aleato`ries i l’altre amb diversos
il·luminants pero` amb pocs objectes i un sistema fı´sic real
(sense diferents imatges de fons). Hem vist com entrenant
l’arquitectura Unet amb la primera base de dades, no e´rem
capac¸os de predir be´ imatges de la segona base de dades.
E´s a dir, l’arquitectura no havia apre´s a separar el shading
de la reflecta`ncia. Per altre banda, si utilitza`vem la segona
base de dades per entrenar, sı´ que es separava el shading de
la reflecta`ncia en imatges que no so´n provinents de la base
de dades utilitzada per entrenar. No obstant, els diferents
colors de fons no es podien estimar a la reflecta`ncia, degut
a que precisament aquesta base de dades no tenia diversos
colors de fons degut a que e´s un sistema fı´sic real.
Doncs, quina base de dades e´s la me´s adient per entrar
un model d’aquest tipus? Tot sembla indicar que la base
de dades ideal seria una mescla de les dues generades.
Es necessita una base de dades amb molts il·luminants dife-
rents, pero` assegurant-nos que no n’hi ha cap element fı´sic
que sigui sempre igual a les imatges. En aquest cas, tenim la
taula gris a sobre de la qual es troben els objectes, que sem-
pre e´s de color gris pel fet de que e´s una taula real i, per tant,
la xarxa apre`n que el fons (la part que no e´s objecte) sem-
pre e´s de color gris. Aixo` ha quedat demostrat clarament
quan hem testejat la base de dades realista amb imatges de
l’altre base de dades. Com a continuacio´ d’aquest treball,
quedaria pendent pensar com introduir imatges de fons ale-
ato`ries en un sistema d’adquisicio´ real com el que disposen
al Centre de Visio´ per Computador i, llavors, tornar a entre-
nar l’arquitectura U-net per veure si generalitza be´ per les
dues bases de dades.
En resum, creiem que s’han assolit tots els objectius
desitjats amb aquest treball i els resultats obtinguts han estat
molt satisfactoris.
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