A simple-triangle graph is the intersection graph of triangles that are defined by a point on a horizontal line and an interval on another horizontal line. The time complexity of the recognition problem for simple-triangle graphs was a longstanding open problem, which was recently settled. This paper provides a new recognition algorithm for simple-triangle graphs to improve the time bound from O(n 2 m) to O(nm), where n, m, and m are the number of vertices, edges, and non-edges of the graph, respectively. The algorithm uses the vertex ordering characterization in our previous paper that a graph is a simple-triangle graph if and only if there is a linear ordering of the vertices containing both an alternating orientation of the graph and a transitive orientation of the complement of the graph.
Introduction
A graph is called an intersection graph if there is a set of objects such that each vertex corresponds to an object and two vertices are adjacent if and only if the corresponding objects have a nonempty intersection. Such a set of objects is called a representation of the graph. See [3, 12, 22, 27] for survey. Let L 1 and L 2 be two horizontal lines in the plane with L 1 above L 2 . Trapezoid graphs are the intersection graphs of trapezoids that are defined by an interval on L 1 and an interval on L 2 . Trapezoid graphs have been introduced in [7, 8] as a generalization of both interval graphs and permutation graphs. Many recognition algorithms as well as structural characterizations are provided for trapezoid graphs [5, 6, 10, 14, 19, 20, 25] .
We obtain some interesting subclasses of trapezoid graphs by restricting the trapezoids in the representation. A trapezoid graph is a simple-triangle graph if every trapezoid in the representation is a triangle with the apex on L 1 and the base on L 2 . Similarly, a trapezoid graph is a triangle graph if every trapezoid in the representation is a triangle, but there is no restriction on which line contains the apex and the base. Simple-triangle graphs and triangle graphs have been introduced in [7] and are also known as PI graphs and PI* graphs, respectively [3, 4, 7, 27] , where PI stands for Point-Interval. Moreover, a trapezoid graph is a parallelogram graph if every trapezoid is a parallelogram, and parallelogram graphs coincide with bounded tolerance graphs [2, 13] . These three graph classes are proper subclasses of trapezoid graphs, and they contain both interval graphs and permutation graphs as proper subclasses.
The time complexity of the recognition of these three graph classes was a longstanding open problem [3, 27] , which was recently settled. While the recognition is NP-complete for triangle graphs [23] and parallelogram graphs [26] , an O(n 2 m)-time recognition algorithm has been given for simple-triangle graphs [24] , where n and m are the number of vertices and non-edges of the graph, respectively. This algorithm reduces the recognition problem of simple-triangle graph to the linear-interval cover problem, a problem of covering an associated bipartite graph by two chain graphs with additional conditions. In [30] , we showed a simpler algorithm for the linear-interval cover problem, but this does not improve the time bound for the recognition of simple-triangle graphs. Meanwhile, we showed in [29] a vertex ordering characterization that a graph is a simple-triangle graph if and only if there is a linear ordering of the vertices containing both an alternating orientation of the graph and a transitive orientation of the complement of the graph. Using this vertex ordering characterization, we show in this paper an O(nm)-time recognition algorithm for simple-triangle graphs, where m is the number of edges of the graph.
Our algorithm is shown in the next section, and correctness of the algorithm is proved in Section 3. We finally discuss our results and further research in Section 4.
The recognition algorithm
2.1. Preliminaries. Notation. In this paper, we will deal only with finite graphs having no loops and multiple edges. Unless stated otherwise, graphs are assumed to be undirected, but this paper also deals with graphs having directed edges. We write uv for the undirected edge between a vertex u and a vertex v, and we write (u, v) for the directed edge from u to v. For a graph G = (V, E), we sometimes write V(G) for the vertex set V of G and write E(G) for the edge set E of G.
Let G = (V, E) be an undirected graph. The complement of G is the graph G = (V, E) such that for any two vertices u, v ∈ V, uv ∈ E if and only if uv E. A sequence of distinct vertices
These edges are called the edges on the path. The length of the path is the number k of the edges on the path. A path
. . , v k−1 v k and v k v 0 are called the edges on the cycle. The length of the cycle is the number k + 1 of the edges on the cycle. A chord of a path (cycle) is an edge between two vertices that are not consecutive on the path (cycle). A path (cycle) is chordless if it contains no chords. We sometimes denote the chordless paths and cycles with n vertices by P n and C n , respectively.
An orientation of an undirected graph G = (V, E) is a graph obtained from G by orienting each edge in E, that is, replacing each edge uv ∈ E with either (u, v) or (v, u). An oriented graph is an orientation of some graph. A partial orientation of G is a graph obtained from G by orienting each edge in a subset of E. A partially oriented graph is a partial orientation of some graph. Notice that a (partially) oriented graph contains no two directed edge (u, v), (v, u) for some vertex u, v. We will denote a (partial) orientation of a graph only by the edge set since the vertex set is clear from the context.
The edges on the path (cycle) and the length of the path (cycle) are defined analogously to the undirected case. A (partial) orientation of a graph is called acyclic if it contains no directed cycles. A linear extension (or topological sort) of an acyclic (partial) orientation F is the linear ordering of the vertices such that (u, v) ∈ F if and only if u is a predecessor of v in the ordering. Let F s ⊆ F be a set of directed edges in H. The reversal F −1 s of F s is the set of directed edges obtained from F s by reversing all the edges in F s , that is,
A graph is called a comparability graph if it has a transitive orientation. The complement of a comparability graph is called a cocomparability graph. The class of cocomparability graphs contains the class of trapezoid graphs (and simple-triangle graphs) as a proper subclass [7, 8] . Note that any cocomparability graph contains no chordless cycle of length greater than or equal to 5 (see [3] for example), and hence the length of every chordless cycle in a cocomparability graph is at most 4.
An
We can see that an orientation is transitive if and only if it is quasi-transitive and acyclic. Trivially, a graph having a transitive orientation also has a quasi-transitive orientation. The converse is also known to be true [11, 16] , that is, if a graph G has a quasi-transitive orientation F, then G has another quasi-transitive orientation F ′ that is also acyclic.
There is a well-known algorithm for recognizing comparability graphs and producing a transitive orientation of a graph, which takes O(nm) time (see [12] for example). A linear-time algorithm is also known for producing a transitive orientation of a comparability graph [21] (To be precise, the algorithm produces a linear extension of the transitive orientation). However, even if the given graph is not a comparability graph, the linear-time algorithm may produce an orientation that is not transitive. Hence, to recognize comparability graphs, we must verify the transitivity of the orientation. The best known method for verifying the transitivity uses boolean matrix multiplication to test whether A 2 = A, where A is the adjacency matrix of the orientation F (see [27] for example). A simple alternative method for verifying the transitivity, which takes O(m 3/2 ) time, is discussed in Section 11.1.4 of [27] .
The linear-time algorithm of [21] also can produce a linear extension of an orientation F of the complement G of a graph G such that F is transitive if and only if G is a cocomparability graph. We show a method for verifying the transitivity of F in O(nm) time.
Recall that an orientation is transitive if and only if it is quasi-transitive and acyclic. It is obvious that F is acyclic, and we can test whether F is quasi-transitive by checking for any path (u, v, w) of length 3 in G, either (u, v), (w, v) ∈ F or (v, u), (v, w) ∈ F. Since all the paths of length 3 can be found in O(nm) time, we have the following.
Theorem 1. Cocomparability graphs can be recognized in O(nm) time.
Alternately orientable graphs. An orientation of a graph is called alternating if it is (quasi-)transitive on every chordless cycle of length greater than or equal to 4, that is, the directions of the edges alternate. A graph is called an alternately orientable graph [17] if it has an alternating orientation. It is clear from the definition that alternately orientable graphs generalize comparability graphs. A polynomial-time recognition algorithm is known for alternately orientable graphs [17] .
We say a graph is an alternately orientable cocomparability graph if it is a cocomparability graph that has an alternating orientation. Obviously, alternately orientable cocomparability graphs can be recognized in polynomial time. It is also known that any alternately orientable cocomparability graph is a trapezoid graph but the converse is not true [9] .
We say an orientation is an acyclic alternating orientation if it is alternating and acyclic, and we say a graph is acyclic alternately orientable if it has an acyclic alternating orientation. We can see that an alternating orientation is acyclic if it contains no directed cycles of length 3. Recall that a graph has a quasi-transitive orientation if and only if it has an orientation that is quasi-transitive and acyclic. It was conjectured in [17] that a similar statement might hold for alternating orientation, that is, a graph is alternately orientable if and only if it has an acyclic alternating orientation. Later, however, a counterexample was provided in [18] . Thus, the class of acyclic alternately orientable graphs is a proper subclass of alternately orientable graphs. Moreover, we have that the recognition problem is NP-complete for acyclic alternately orientable graphs.
Theorem 2. The recognition problem is NP-complete for acyclic alternately orientable graphs.
Proof. Since it can be verified in polynomial time that an orientation is alternating and acyclic, the problem is in NP. We show a polynomial-time reduction from the non-betweenness problem, which is known to be NP-complete [15] . Given a finite set A and a collection C of ordered triples (a i , a j , a k ) of distinct elements of A, the non-betweenness problem is to decide whether there is a Input: A graph G.
Step 1: Compute a transitive orientation F of the complement G of G.
If G has no transitive orientations, then report that G is not a simple-triangle graph.
Step 2: Compute a partial orientation F of G that satisfies the following three conditions:
(1) F ∪ F contains no ∆-obstructions, (2) The edges on every chordless cycle of length 4 are oriented so that the directions of the edges alternate (Notice that the length of every chordless cycle in G is at most 4 since G is a cocomparability graph), and (3) The other edges remain undirected. If G has no such orientations, then report that G is not a simple-triangle graph.
Step 3: Choose a vertex v of G. Let F v be the set of all the edges (w, u) ∈ F such that (u, v, w) form a directed cycle. Reverse the orientation of all the edges in F v to compute another orientation
Repeat this procedure for all the vertices of G. We denote the resultant orientation of G by F ′′ .
Step 4: Output a linear extension of F ′′ ∪ F. Figure 1 . The recognition algorithm for simple-triangle graphs
It is immediate from the construction that an orientation F of G is alternating if and only if for any three vertices
The vertex ordering characterization of simple-triangle graphs. Now, we show the vertex ordering characterization of simple-triangle graphs we showed in the previous paper [29] . Notice that an acyclic orientation of a complete graph naturally corresponds to the linear ordering of the vertices of the graph.
Theorem 3 ( [29]). A graph G is a simple-triangle graph if and only if there is an (acyclic) alternating orientation F of G and a transitive orientation F of the complement G of G such that F ∪ F is acyclic. Moreover, if G is a simple-triangle graph, then for any transitive orientation F of G, there is an (acyclic) alternating orientation F of G such that F ∪ F is acyclic. The orientation F ∪ F is called an apex ordering of a simple-triangle graph since it coincides with the ordering of the apices of the triangles in the representation.
Theorem 3 implies that a simple-triangle graph is an (acyclic) alternately orientable cocomparability graph, but the converse is not known to be true [29] .
2.2. The recognition algorithm. Let F be an alternating orientation of a graph G, and let F be a transitive orientation of the complement G of G. Suppose that F ∪ F is not acyclic. It is well known that an orientation of a complete graph is not acyclic if and only if it contains a directed cycle of length 3. Any directed cycle of length 3 in F ∪ F consists of either three edges in F or two edges in F with one edge in F, since F is a transitive orientation. We will refer to a directed cycle
It is clear from Theorem 3 that if a graph G is a simple-triangle graph, then there is a pair of an acyclic alternating orientation F of G and a transitive orientation F of G such that F ∪ F contains no ∆-obstructions. Conversely, a graph G is a simple-triangle graph if, for a transitive orientation F of G, there is an acyclic alternating orientation F of G such that F ∪ F contains no ∆-obstructions. The following is our main result, which states correctness of our algorithm.
Theorem 4. Let F be a transitive orientation of G. If G has a (not necessarily acyclic) alternating orientation F such that F ∪ F contains no ∆-obstructions, then G also has an acyclic alternating orientation F ′ of G such that F ′ ∪ F contains no ∆-obstructions, that is, G is a simple-triangle graph. Figure 1 shows our algorithm to recognize simple-triangle graphs. The algorithm finds an apex ordering of the given graph if it is a simple-triangle graph or report that the graph is not a simple-triangle graph.
In Step 2 of the algorithm, we keep an edge undirected if it is not on a chordless cycle of length 4. It is needed to do Step 3 and Step 4 correctly. If we do not need to find an apex ordering of the given graph, then in Step 2, we only have to compute an alternating orientation F of G such that F ∪ F contains no ∆-obstructions.
Details of the algorithm. We will prove the correctness of the algorithm in the next section. In the rest of this section, we show that the algorithm runs in O(nm) time. We assume without loss of generality that the given graph is connected and n ≤ m, since otherwise we apply the algorithm to each connected component.
In Step 1, we use the linear-time algorithm of [21] , which produces a linear extension of a transitive orientation F of G if G is a cocomparability graph. As shown in Theorem 1, we can verify the transitivity of F in O(nm) time, and hence Step 1 can be performed in the same time bound.
In Step 2, we construct the auxiliary graph G + of G that is bipartite if and only if G is alternately orientable. Then, we construct a 2CNF formula φ, an instance of the 2-satisfiability problem, from G + . The partial orientation of G can be obtained from a truth assignment τ of φ. When G + is not bipartite or φ cannot be satisfied, the algorithm report that G is not a simple-triangle graph.
The vertices of the auxiliary graph G + are all the ordered pairs
is a path of length 3 on a chordless cycle of length 4. We can see that G is alternately orientable if and only if G + is bipartite, and an alternating orientation of G can be obtained from one color class of G + . The number of vertices of G + is 2m, and the number of edges of G + is at most m + 2nm since the number of paths of length 3 is at most nm in G. Hence, we can test the bipartiteness of G + in O(nm) time. Now, we show that the auxiliary
is a chordless cycle of length 4. Thus, we can construct the auxiliary graph G + by the following method. (v, u) . We obtain the partial orientation F of G from τ by orienting each edge uv ∈ E(G) as (u, v) ∈ F if l (u,v) = 0 in τ. It is obvious from the construction of φ that a truth assignment τ satisfies φ if and only if F ∪ F contains no ∆-obstructions. We can also see that the edges on every chordless cycle of length 4 is alternately oriented and the other edges remain undirected. The 2CNF formula φ has at most 2m Boolean variables and at most nm clauses. We can also see that φ can be constructed in O(nm) time, since all the paths of length 3 can be found in O(nm) time. Since a satisfying truth assignment of a 2CNF formula φ can be computed in time linear to the size of φ (see [1] for example), Step 2 can be performed in O(nm) time.
It is easy to see that Step 3 and Step 4 can be performed in O(nm) time and O(n 2 ) time, respectively. Now, we have the following.
Theorem 5. Simple-triangle graphs can be recognized in O(nm) time, and an apex ordering of a simple-triangle graph can be computed in the same time bound.
From
Step 1 and Step 2 of the algorithm, we also have the following as a byproduct.
Theorem 6. Alternately orientable cocomparability graphs can be recognized in O(nm) time, and alternating orientation of a cocomparability graph can be computed in the same time bound.
Correctness of the algorithm
In this section, we prove the correctness of our algorithm. To prove the correctness, it suffices to show that when Step 3 is finished, F ′′ ∪ F is acyclic, where F ′′ is the resultant orientation of Step 3.
Recall that the graph G is an alternately orientable graph and the complement G of G is a comparability graph with a transitive orientation F. Since G is a cocomparability graph, the length of every chordless cycle in G is at most 4. Recall also that G has a partial orientation F that satisfies the following three conditions: (1) F ∪ F contains no ∆-obstructions, (2) The edges on every chordless cycle of length 4 are oriented so that the directions of the edges alternate, and (3) The other edges remain undirected. For a vertex v of G, let F v be the set of all the edges (w, u) ∈ F such that (u, v, w) is a directed cycle in F, and let F ′ be the partial orientation of G obtained from F by reversing the orientation of all the edges in F v , that is, Figure 2 . An alternating 6-cycles. An arrow a → b denotes edge (a, b) ∈ F, and a dashed arrow a b denotes edge (a, b) ∈ F.
The outline of the proof is as follows. An alternating 2k-cycle in F ∪ F with k ≥ 2 is a directed cycle (a 0 , b 0 , a 1 , b 1 , . . . , a k−1 , b k−1 ) of length 2k with (a i , b i ) ∈ F and (b i , a i+1 ) ∈ F for any i = 0, 1, . . . , k − 1 (indices are modulo k). See Figure 2 for example. We first show that -F is acyclic if and only if F ∪ F contains no alternating 6-cycles. We next show the following:
-F ′ ∪ F contains no alternating 6-cycles having the vertex v, the reversing the direction of the edges in F v generates no alternating 6-cycles, the directions of the edges still alternate in F ′ on every chordless cycle of length 4, and -F ′ ∪ F is still contains no ∆-obstructions. Thus, continuing in this way for each vertex, we obtain the acyclic orientation F ′′ such that F ′′ ∪ F contains no ∆-obstructions, that is, F ′′ ∪ F is acyclic.
3.1. Definitions and facts. We begin to state some definitions and facts. Proof. Recall that F is a transitive orientation. If (a 0 , a 1 ) ∈ F, then we have from (a 1 , b 0 ) ∈ F that (a 0 , b 0 ) ∈ F, a contradiction. If (a 1 , a 0 ) ∈ F, then we have from (a 0 , b 1 ) ∈ F that (a 1 , b 1 ) ∈ F, a contradiction. Thus, we have a 0 a 1 ∈ E(G). Similarly, if (b 0 , b 1 ) ∈ F, then we have from (a 1 , b 0 ) ∈ F that (a 1 , b 1 ) ∈ F, a contradiction. If (b 1 , b 0 ) ∈ F, then we have from (a 0 , b 1 ) ∈ F that (a 0 , b 0 ) ∈ F, a contradiction. Thus, we have b 0 b 1 ∈ E(G).
Suppose F ∪ F contains an alternating 4-cycle (a 0 , b 0 , a 1 , b 1 ) with (a 0 , b 0 ), (a 1 , b 1 ) ∈ F and (b 0 , a 1 ), (b 1 , a 0 ) ∈ F. We have from Fact 7 that (a 0 , a 1 , b 1 , b 0 ) is a chordless cycle of length 4. The directions of the edges on this cycle must alternate in F, but (a 0 , b 0 ), (a 1 , b 1 ) ∈ F, a contradiction. Thus, F ∪ F contains no alternating 4-cycles. An alternating 4-anticycle of F ∪ F is a subgraph consisting of distinct four vertices a 0 , b 0 , a 1 , b 1 with (a 0 , b 0 ), (a 1 , b 1 ) ∈ F and (a 0 , b 1 ), (a 1 , b 0 ) ∈ F. We have from Fact 7 that (a 0 , a 1 , b 1 , b 0 ) is a chordless cycle of length 4. The directions of the edges on this cycle must alternate in F, but (a 0 , b 0 ), (a 1 , b 1 ) ∈ F, a contradiction. Thus, F ∪ F contains no alternating 4-anticycles.
The following claim states the direction of chords of an alternating 6-cycle.
∈ F for any i = 0, 1, 2 (indices are modulo 3). Then, (b 2 , a 1 ), (b 2 , b 0 ), (a 0 , a 1 ) ∈ F, (b 0 , a 2 ), (b 0 , b 1 ), (a 1 , a 2 ) ∈ F, and (b 1 , a 0 ), (b 1 , b 2 ), (a 2 , a 0 ) ∈ F. See Figure 2 .
Proof. If (b 2 , a 1 ) ∈ F, then (a 1 , b 1 , a 2 , b 2 ) is an alternating 4-cycle, a contradiction. If (a 1 , b 2 ) ∈ F, then we have from (b 0 , a 1 ), (b 2 , a 0 ) ∈ F that (b 0 , a 0 ) ∈ F, a contradiction. Thus, we have b 2 a 1 ∈ E(G). We have from Fact 7 that (a 0 , b 0 , b 2 , a 1 ) is a chordless cycle of length 4. Since the directions of the edges on this cycle alternate in F, we have (b 2 , a 1 ), (b 2 , b 0 ), (a 0 , a 1 ) ∈ F. By similar arguments, we also have (b 0 , a 2 ), (b 0 , b 1 ), (a 1 , a 2 ) ∈ F and (b 1 , a 0 ), (b 1 , b 2 ), (a 2 , a 0 ) ∈ F.
Recall that for any directed edge (u, v) ∈ F, there are another two vertices w, z in G such that (u, v, w, z) is a chordless cycle of length 4, since an edge of G remains undirected if it is not on a chordless cycle of length 4. If there are four vertices a, b, c, d with (a, b), (b, c), (c, d) ∈ F and (d, a) ∈ F, then there are another two vertices e, f with (b, e), ( f, c), ( f, e) ∈ F and b f, ce ∈ E(G). In addition, we have -(a, f ), (d, b), (d, f ), (c, a) , (e, a), (e, d) ∈ F and there is an alternating 6-cycle consisting of the vertices a, b, c, d , e, f .
Proof. Since (b, c) is oriented in F, there are another two vertices e, f with (b, e), ( f, c), ( f, e) ∈ F and b f, ce ∈ E(G). If (a, c) ∈ F, then we have from (d, a) ∈ F that (d, c) ∈ F, a contradiction. If (c, a) ∈ F, then (a, b, c) is a ∆-obstruction, a contradiction. Thus, we have ac ∈ E(G). Similarly, if (b, d) ∈ F, then we have from (d, a) ∈ F that (b, a) ∈ F, a contradiction. If (d, b) ∈ F, then (b, c, d) is a ∆-obstruction, a contradiction. Thus, we have bd ∈ E(G).
If (e, a) ∈ F, then (a, b, e) is a ∆-obstruction, a contradiction. Suppose (a, e) ∈ F. If a f ∈ E(G), then (a, b, e, f ) is a chordless cycle of length 4 with (a, b), (b, e) ∈ F, a contradiction. Thus, we have a f ∈ E(G) . If ( f, a) ∈ F, then we have from (a, e) ∈ F that ( f, e) ∈ F, a contradiction. If (a, f ) ∈ F, then we have from (d, a) ∈ F that (d, f ) ∈ F, but then ( f, c, d) is a ∆-obstruction, a contradiction. Thus, we have ae ∈ E(G).
If a f ∈ E (G), then (a, e, f, c) is a chordless cycle of length 4. Since ( f, c), ( f, e) ∈ F, we have (a, c), (a, e) ∈ F, but then (a, c, d) is a ∆-obstruction, a contradiction. Thus, we have a f ∈ E(G) . If (d, f ) ∈ F, then ( f, c, d) is a ∆-obstruction, a contradiction. If ( f, d) ∈ F, then we have from (d, a) ∈ F that ( f, a) ∈ F, a contradiction. Thus, we have d f ∈ E(G). If de ∈ E(G), then (d, b, e, f ) is a chordless cycle of length 4. Since (b, e), ( f, e) ∈ F, we have (b, d), ( f, d) ∈ F, but then (a, b, d) is a ∆-obstruction, a contradiction. Thus, we have de ∈ E(G).
Since (a, b, d, f ) is a chordless cycle of length 4 and (a, b) ∈ F, we have (a, f ), (d, b) , Since (a, e, d, c) is a chordless cycle of length 4 and (c, d) ∈ F, we also have (c, a), (e, a), (e, d) ∈ F. We can verify that for any directions are assigned to the edges b f, ce ∈ E(G), there is an alternating 6-cycle consisting of the vertices a, b, c, d , e, f . Thus, we have the claim. Proof. Since (a, b) is oriented in F, there are another two vertices d, e with (a, d), (e, b), (e, d) ∈ F and ae, bd ∈ E(G). We have c d from bc ∈ E(G) and bd ∈ E(G). We also have c e from (b, c), (e, b) ∈ F. If (a, e) ∈ F, then we have the claim from Fact 9, since (e, b, c, a) is a directed cycle of length 4 in F ∪ F. If (d, b) ∈ F, then we also have the claim from Fact 9, since (b, c, a, d) is a directed cycle of length 4 in F ∪ F. Therefore, we can assume (e, a),
We have a f from (a, b), (b, f ) ∈ F. We also have a g from ab ∈ E(G) and bg ∈ E(G). If (b, g) ∈ F, then we have the claim from Fact 9, since (g, c, a, b) is a directed cycle of length 4 in F ∪ F. If ( f, c) ∈ F, then we also have the claim from Fact 9, since (c, a, b, f ) is a directed cycle of length 4 in F ∪ F. Therefore, we can assume (g, b) , (c, f ) ∈ F.
We have d f from bd ∈ E(G) and b f ∈ E(G). We also have d g from (b, d), (g, b) ∈ F. Similarly, we have e f from (e, b), (b, f ) ∈ F. We also have e g from be ∈ E(G) and bg ∈ E(G). Therefore, the seven vertices a, b, c, d, e, f, g are distinct.
If (e, f ) ∈ F, then four vertices b, f, e, d form an alternating 4-anticycle, a contradiction. If ( f, e) ∈ F, then (e, b, f ) is a ∆obstruction, a contradiction. Thus, we have e f ∈ E(G). Then, we have from Fact 7 that (a, c, e, f ) is a chordless cycle of length 4. Since (c, a) ∈ F, we have (c, e), ( f, a), ( f, e) ∈ F.
If (d, c) ∈ F, then we have from (b, d) ∈ F that (b, c) ∈ F, a contradiction. If (c, d) ∈ F, then four vertices c, a, e, d form an alternating 4-anticycle, a contradiction. Thus, we have cd ∈ E(G). Then, we have from Fact 7 that (c, d, f, b) is a chordless cycle of length 4. Since (b, c), (b, f ) ∈ F, we have (d, c), (d, f ) ∈ F. Now, we can see that (a, b, d, c, f, e) is an alternating 6-cycle in F ∪ F. Thus, we have the claim. Proof. We have the claim from Fact 10 and 8.
3.2.
Main part of the proof. Now, we show the following series of claims, which proves the correctness of the algorithm. It is immediate from Fact 8 that if F ∪ F contains an alternating 6-cycle, then F contains a directed cycle of length 3. The following claim states that the converse is also true.
Claim 12. If F is not acyclic, then F ∪ F contains an alternating 6-cycle.
Proof. Before proving the claim, we introduce the middle edge of a cycle of length 4. Let C 4 = (a, b, c, d) be a cycle of length 4 in G with (a, b), (a, d), (c, b) , (c, d) ∈ F and (a, c), (b, d) ∈ F. We call the edge (c, b) the middle edge of the cycle C 4 in F ∪ F. We also say an edge is a middle edge in F ∪ F if there is a chordless cycle of length 4 such that the edge is the middle edge of the cycle. Notice that for any edge (u, v) on C 4 , there is the directed path from u to v in F ∪ F consisting of the edges in F and the middle edge. For example, there is the directed path (a, c, b, d) for the edge (a, d) .
Recall that any directed edge in F is on a cycle of length 4. Thus, we have that if F contains a directed cycle, then F ∪ F contains a directed cycle C = (v 0 , v 1 , . . . , v k−1 ) with k ≥ 3 consisting of the edges in F and the middle edges in F ∪ F.
We now show that if (v i , v i+1 ) and (v i+1 , v i+2 ) are middle edges in F ∪ F for some i (indices are modulo k), then either
We also have v i d from v i v i+1 ∈ E(G) and v i+1 d ∈ E(G). Similarly, we have a v i+2 from av i+1 ∈ E(G) and v i v i+1 ∈ E(G). We also have a c from av i+1 ∈ E(G) and v i c ∈ E(G). Moreover, we have a d from (v i+1 , a), (d, v i+1 ) ∈ F. By similar arguments, we have b v i+2 , c, d. Therefore, the seven vertices v i , v i+1 , v i+2 , a, b, c, d are distinct.
If (b, c) ∈ F, then four vertices v i+1 , c, b, a form an alternating 4-anticycle, a contradiction. If (c, b) ∈ F, then (b, v i+1 , c) is a ∆-obstruction, a contradiction. Thus, we have bc ∈ E(G).
) is a ∆-obstruction, a contradiction. Thus, we have v i v i+2 ∈ E(G). Then, we have from Fact 7 that (v i , v i+2 , b, c) is a chordless cycle of length 4, and hence the edge
We have from Fact 10 that if
contains an alternating 6-cycle, and we have the claim. Therefore, we can assume that the directed cycle C contains no two middle edges that are consecutive on C.
Thus, we can assume that C contains no two edges in F that are consecutive on C, that is, C is an alternating cycle.
It remains to show that if F∪F contains an alternating 2k-cycle with k ≥ 4, then F∪F also contains an alternating 6-cycle. Suppose that F ∪ F contains an alternating 2k-cycle with k ≥ 4 but contains no alternating 6-cycles. Let (a 0 , b 0 , a 1 , b 1 , . . . , a k−1 , b k−1 ) be such an alternating 2k-cycle with (a i , b i ) ∈ F and (b i , a i+1 ) ∈ F for any i = 0, 1, . . . , k − 1 (indices are modulo k). We assume without loss of generality that the length of this cycle is minimal, that is, F ∪ F contains no alternating cycle of length smaller than 2k. If (b 2 , a 1 ) ∈ F, then (a 1 , b 1 , a 2 , b 2 ) is an alternating 4-cycle, a contradiction. If (b 0 , a 3 ) ∈ F, then (a 0 , b 0 , a 3 , b 3 , . . . , a k−1 , b k−1 ) is an alternating 2(k−2)cycle, a contradiction. If (a 1 , b 2 ) ∈ F, then we have from (b 0 , a 1 ), (b 2 , a 3 ) ∈ F that (b 0 , a 3 ) ∈ F, a contradiction. If (a 3 , b 0 ) ∈ F, then we have from (b 2 , a 3 ), (b 0 , a 1 ) ∈ F that (b 2 , a 1 ) ∈ F, a contradiction. Thus, we have a 1 b 2 , b 0 a 3 ∈ E(G). Then, we have from Fact 7 that (a 1 , b 2 , b 0 , a 3 ) is a chordless cycle of length 4. If (a 1 , b 2 ), (a 1 , a 3 
is an alternating 6-cycle, a contradiction. Thus, we have the claim.
Recall that for a vertex v of G, F v is the set of all the edges (w, u) ∈ F such that (u, v, w) is a directed cycle in F. Recall also that F ′ is the partial orientation of G obtained from F by reversing the orientation of all the edges in F v , that is,
The following claim states that F ′ ∪ F contains no alternating 6-cycles having the vertex v.
Claim 13. There is no alternating 6-cycles of F ′ ∪ F having the vertex v.
Proof. We prove the claim by contradiction. Suppose that F ′ ∪F contains an alternating 6-cycle (a 0 , b 0 , a 1 , b 1 , a 2 , b 2 ) with (a i , b i ) ∈ F and (b i , a i+1 ) ∈ F for any i = 0, 1, 2 (indices are modulo 3). Suppose v = a i . It is obvious that
The following claim states that the reversing the orientation of the edges in F v generates no alternating 6-cycles.
Claim 14. No edges in F −1
v is an edge of any alternating 6-cycle of F ′ ∪ F.
Proof. We prove the claim by contradiction. Suppose that F ′ ∪F contains an alternating 6-cycle (a 0 , b 0 ,
Thus, at most one edge on the alternating 6-cycle is in F −1 v . We assume without loss of generality that (a 0 , b 0 )
is an alternating 4-cycle, a contradiction. We also have v a 2 since otherwise (v = a 2 , b 0 , a 1 , b 1 ) is an alternating 4-cycle, a contradiction. Therefore, the seven vertices v, a 0 , b 0 , a 1 , b 1 , a 2 , b 2 are distinct.
We have from Fact 11 that there is a vertex z such that (a 0 , z), (z, b 0 ) ∈ F and either (v, z) ∈ F or (z, v) ∈ F. We first suppose (z, v) ∈ F. It is obvious from a 1 b 0 , a 0 b 2 ∈ E(G) that z a 1 , b 2 . We have z b 1 since otherwise (a 2 , b 2 , a 0 , z = b 1 ) is an alternating 4-cycle, a contradiction. We also have z a 2 since otherwise (z = a 2 , b 0 , a 1 , b 1 ) is an alternating 4-cycle, a contradiction. Therefore, the eight vertices v, z, a 0 , b 0 , a 1 , b 1 , a 2 , b 2 are distinct.
If (b 1 , v) ∈ F, then (v, b 0 , a 1 , b 1 ) is an alternating 4-cycle, a contradiction. If (z, a 2 ) ∈ F, then (a 2 , b 2 , a 0 , z) is an alternating 4-cycle, a contradiction. If (v, b 1 ) ∈ F, then we have from (z, v), (b 1 , a 2 ) ∈ F that (z, a 2 ) ∈ F, a contradiction. If (a 2 , z) ∈ F, then we have from (b 1 , a 2 ), (z, v) ∈ F that (b 1 , v) ∈ F, a contradiction. Thus, we have vb 1 , za 2 ∈ E(G). Then, we have from Fact 7 that (v, b 1 , z, a 2 ) is a chordless cycle of length 4.
If (b 1 , v), (b 1 , z), (a 2 , v), (a 2 , z) ∈ F, then (v, b 0 , a 1 , b 1 , a 2 , z) is an alternating 6-cycle in F ∪ F, and hence we have from Fact 8 that (a 1 , b 1 ) ∈ F v , a contradiction. If (v, b 1 ), (v, a 2 ), (z, b 1 ), (z, a 2 ) ∈ F, then (v, b 1 , a 2 , b 2 , a 0 , z) is an alternating 6-cycle in F ∪ F, and hence we have from Fact 8 that (a 2 , b 2 ) ∈ F v , a contradiction.
When we suppose (v, z) ∈ F, we also have either (a 1 , b 1 ) ∈ F v or (a 2 , b 2 ) ∈ F v , a contradiction. Thus, we have the claim.
The following claim states that the directions of the edges still alternate in F ′ on every chordless cycle of length 4. (a, b, c, d) (a, d), (c, b) , (c, d) ∈ F. We have from Fact 11 that there is a vertex z such that (b, z), (z, a) ∈ F and either (v, z) ∈ F or (z, v) ∈ F. In either case, we have from Fact 9 that (v, c), (d, v) ∈ F. Thus, we have (a, d) ,
The following claim states that the reversing the orientation of the edges in F v generates no ∆-obstructions, and thus, F ′ ∪ F still contains no ∆-obstructions. We have from Fact 11 that there is a vertex z such that (a, z), (z, b) ∈ F and either (v, z) ∈ F or (z, v) ∈ F. We first suppose (v, z) ∈ F. If (z, c) ∈ F, then we have from (c, a) ∈ F that (z, a) ∈ F, a contradiction. If (c, z) ∈ F, then (z, b, c) is a ∆-obstruction in F ∪ F, a contradiction. Thus, we have zc ∈ E(G). Then, we have from Fact 7 that (z, c, v, a) is a chordless cycle of length 4. Since (a, v), (a, z) ∈ F, we have (c, v), (c, z) ∈ F, but then we have from (v, b), (b, c), (c, v) ∈ F that (b, c) ∈ F v , a contradiction. We next suppose (z, v) ∈ F. If (v, c) ∈ F, then we have from (c, a) ∈ F that (v, a) ∈ F, a contradiction. If (c, v) ∈ F, then (v, b, c) is a ∆-obstruction in F ∪ F, a contradiction. Thus, we have vc ∈ E(G). Then, we have from Fact 7 that (v, c, z, a) is a chordless cycle of length 4. Since (a, v), (a, z) ∈ F, we have (c, v), (c, z) ∈ F, but then we have from (
, (a, b) ∈ F and (c, a) ∈ F. We have from Fact 11 that there is a vertex z such that (b, z), (z, c) ∈ F and either (v, z) ∈ F or (z, v) ∈ F. We first suppose (v, z) ∈ F. If (a, v) ∈ F, then we have from (c, a) ∈ F that (c, v) ∈ F, a contradiction. If (v, a) ∈ F, then (a, b, v) is a ∆-obstruction in F ∪ F, a contradiction. Thus, we have va ∈ E(G). Then, we have from Fact 7 that (v, c, z, a) is a chordless cycle of length 4. Since (v, c), (z, c) ∈ F, we have (v, a), (z, a) ∈ F, but then we have from (v, a), (a, b), (b, v) ∈ F that (a, b) ∈ F v , a contradiction. We next suppose (z, v) ∈ F. If (a, z) ∈ F, then we have from (c, a) ∈ F that (c, z) ∈ F, a contradiction. If (z, a) ∈ F, then (a, b, z) is a ∆-obstruction in F ∪ F, a contradiction. Thus, we have za ∈ E(G). Then, we have from Fact 7 that (z, c, v, a) is a chordless cycle of length 4. Since (v, c), (z, c) ∈ F, we have (v, a), (z, a) ∈ F, but then we have from (v, a), (a, b), (b, v) ∈ F that (a, b) ∈ F v , a contradiction. Thus, we have the claim.
Concluding remarks
In this paper, we provided a new algorithm for the recognition of simple-triangle graphs to improve the time bound from O(n 2 m) to O(nm). The algorithm uses the vertex ordering characterization in our previous paper [29] that a graph is a simple-triangle graph if and only if there is a linear ordering of the vertices containing both an alternating orientation of the graph and a transitive orientation of the complement of the graph. The algorithm finds such a vertex ordering or report that the graph is not a simple-triangle graph. The correctness of the algorithm is due to the following structural characterization of simple-triangle graphs: a graph G is a simpletriangle graph if and only if there is a pair of an alternating orientation F of G and a transitive orientation F of the complement G of G such that F + F contains no ∆-obstructions. As a byproduct, we also showed that the recognition problem is NP-complete for acyclic alternately orientable graphs (Theorem 2), and alternately orientable cocomparability graphs can be recognized in O(nm) time (Theorem 6).
Finally, we list some open problems related to the results of this paper: -Is there a recognition algorithm for simple-triangle graphs with time complexity less than O(nm)? -Is there a polynomial time algorithm for the isomorphism problem for simple-triangle graphs [28, 29, 31] ? -Is there a forbidden characterization for simple-triangle graphs?
