Variational inequalities, nonlinear programming, complementarity problems and other problems can be reduced to nonsmooth equations, for which some generalizations of Newton's method are known. The Newton path, as a natural generalization of the Newton direction, was suggested by D. Ralph for enlarging the convergence region (globalization) of Newton-Robinson's method in the nonsmooth case. We investigate some properties of both the Newton direction and the Newton path, which seem to be basic for various globalization strategies. In particular, a simple formula for the derivative of an arbitrary norm of residuals along the Newton direction, derived earlier by the author for the smooth equations, is generalized here for the derivative along the Newton path.
Introduction
Consider the problem of solving a nonlinear equation f(x) = 0; (1) where the mapping f : D X ! Y , and X and Y are Banach spaces. For brevity we will use the same notation k k both for k k X and k k Y .
Nonlinear programming problems, variational inequalities, complementarity problems and other problems can be reduced to a smooth or nonsmooth equation Eq. 1. Some generalizations of the Newton method were suggested 1?7 for solving such equations.
The classic Newton iteration 8;9 is based upon a linear approximation It is known 8;9 that, although it has a high rate of convergence, the classical Newton's method is guaranteed to converge only in the local vicinity of the solution. One of the possibilities to enlarge the region of its convergence is to apply a line search 9 along the vector connecting x c and the solution to Eq. 3, called the Newton direction. In this line search, a norm of residuals k f(x) k (or some other merit function 10 ) is reduced. In the local vicinity of the solution, these modi cations coincide automatically with the classical Newton's method. Such globalization strategies apply the Armijo-Danilin-Goldstein step-size rules 11?13 , well known in the unconstrained minimization. The basic property of the Newton direction enabling this application is that the function k f(x) k is di erentiable along the Newton path, and that the formula for this derivative 14;15 is very simple.
For globalization in the nonsmooth case, Ralph 7 suggested a generalization of the Newton direction, called the Newton path, and a search along this nonsmooth path, which can be also regarded as a generalization of the line search.
The purpose of this work is to present new properties of the Newton search direction for the smooth Eq. 1 (Section 2) and of the Newton path for the nonsmooth case (Section 3). These properties are expected to be useful for globalization. We investigate them at an arbitrary point x c 2 int(D) without any assumption on the existence of a solution to Eq. 1.
Smooth Equations
Consider the smooth case and suppose that the following assumption holds. for all su ciently small > 0. Hence the Newton direction is a descent direction of k f(x) k for any norm. This fact is well known 8 , but a stronger statement involving the derivative of k f(x) k along p N will be further discussed.
The reasoning above enables us to formulate the following property of the Newton direction, that can be used as a basis for various generalizations of the Newton's method for various problems. 
Since, by construction, B 0 is a restricted, closed, convex and equilibrated (y 2 B 0 implies ?y 2 B 0 ) set containing 0 as an interior point, the functional (y) is a norm in Y . Note that the point f c is the only intersection of L with B 0 , and ( (f c + t )) 0 t=+0 > 0: This implies that (f(x c + d)) > (f c ) for all su ciently small > 0, because L is a tangent line to f(x c + d). This inequality contradicts the assumption that d is a descent direction of k f(x) k for any norm, including the one given by Eq. 6. 2
Though the norm k f(x) k is, generally speaking, not di erentiable with respect to x, it turns out that the function k f(x c + p N ) k of the argument is di erentiable at = 0. Moreover, in the case of arbitrary norm the formula k f(x c + p N ) k 0 =0 = ? k f c k (7) holds independent of the distance of x c from the solution of Eq. 1, indeed, independent of the existence of such a solution. This formula was published 14 earlier and its complete proof was given 15 for the nite dimensional case. By Proposition 3 of the next section, it is valid also for the in nite dimensional case.
The Armijo-Danilin-Goldstein line search algorithms are used widely for globalization of unconstrained minimization methods 8;9 . They use the derivative of the smooth minimized function along the search direction. Formula Eq. 7 provides a basis for generalizing them for the case of nonlinear equations, if one regards k f(x) k as a function (nondi erentiable, in general) to be decreased along the Newton direction or its approximation. The formula was applied in the case of smooth Eq. 1 for constructing various globalization strategies for the Newton's 14;15 and quasi-Newton's 17 methods. Moreover, this property of the Newton direction seems to be fundamental for other globalization strategies (see 9;10 for the references). Formula Eq. 7 and Proposition 4 of Section 3 (appeared earlier 18 ) were also used 19 in developing of a global convergence theory for arbitrary norm trust-region methods for smooth equations.
Nonsmooth Equations
Supposing here that the mapping f is nonsmooth, we regard the smooth equations as a special case. Consider the following generalization of Newton's method suggested by 
for all 2 ( ? ; + ) , and also such that
Note that this assumption is less restrictive than those used by Ralph 7 . In particular, it requires neither the invertibility nor the continuity of the mappings f and A c . Moreover, the continuity of the mapping p is assumed only at = 0. Consider properties of the Newton path p( ). In the following proposition we show that in spite of the possible nondi erentiability of f(x) at x c and p( ) at = 0, the curve f(p( )) is smooth at = 0, and give a formula for the tangent line similar to Eq. 4. Proposition 2. Suppose Assumption 2 holds. Then the mapping 7 ! f(p( )) is di erentiable at = 0, and the rst derivative is given by the formula (f(p( ))) 0 =0 = ?f c : (11) Proof. It is necessary to show that k f(p(
Eqs. 8 and 10 give
Substituting here Eq. 9 we nally prove Eq. 12.
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Now we can derive a formula similar to Eq. 7. We will show that the function 7 !k f(p( )) k is di erentiable at = 0, in spite of the possible nondi erentiability of both k k and the other mappings that compose the function. Proposition 3. Suppose Assumption 2 holds. Then the function 7 !k f(p( )) k is di erentiable at = 0 and the rst derivative is given by the formula k f(p( )) k 0 =0 = ? k f c k : (14) Proof. Denote ( ) = k f(p( )) k. It is necessary to show that ( ) ? (0) ? 0 (0) = o( );
where 0 (0) = ? (0). Indeed, from Eqs. 8 and 10 we have
Applying here Eq. 13, we prove Eq. 15. there is a point x such that k f(x) k < k f c k. This contradicts the assumption that x c is a local minimizer for k f(x) k. One can see that the properties of the Newton path presented in this section are very similar to those of the Newton direction (compare, e.g., Eq. 4 and Eq. 11, and also Eq. 7 and Eq. 14). It con rms that the Newton path is a natural generalization of the Newton direction.
In conclusion, we note that it is possible to use formula Eq. 14 for constructing various globalization strategies for solving nonsmooth equations based on the ArmijoDanilin-Goldstein step-size rules. All the strategies suggested by the author 14;15 for smooth equations are directly applicable to the nonsmooth case with the use of the approach developed by Ralph 7 . Though the latter paper 7 focuses on nite dimensional
Euclidean spaces X and Y , the main results of that work remain valid also when X and Y are Banach spaces with arbitrary norm.
