ABSTRACT This paper presents a once-differentiable control strategy for a class of uncertain nonaffine nonlinear systems based on self-structuring neural networks (SSNNs) approximation, such that the system output tracks the desired trajectory. The optimal weight for each neuron in current SSNN is time-varying signals factually, and current stability analysis is only fit for a dwell time. Current SSNN control laws are not smooth and even not continuous, due to addition or pruning of neurons in the approximation procedure. In this paper, a new SSNN estimator and a new weight update law are proposed to ensure the optimal SSNN weights being constant values and the control law being once-differentiable. The effectiveness of the proposed control law is illustrated by the stability analysis in the whole tracking procedure and shown by the simulation results.
I. INTRODUCTION
Improving control robustness against system uncertainties is important, because the uncertainties always exist in control systems due to modeling errors and disturbances. One effective way in improving control robustness is to estimate and compensate the uncertainties by reliable approximations in adaptive control [1] - [3] . Neural networks (NNs) have been widely used for adaptive control of nonlinear systems to approximate uncertainties due to their inherent function approximation abilities [4] - [6] .
In fixed-structure NNs, the neurons centers and basis functions have to be fixed and determined before their applications. Since NN inputs in adaptive control are usually not defined in prescribed compact sets, how to select network parameters for NNs with fixed structures is a problem at the beginning of control design. Usually, network structures are determined offline in [7] - [10] by trial and error or using presumptive training data that may not be available. Then, the predetermined neural network (NN) structures may become unreliable in online NN approximation. Therefore, structure determination for the fixed-structure NNs brings difficulties in their online applications.
Self-structuring NN (SSNN) approximation-based adaptive controllers have been proposed in [11] - [16] , in which the NN structures are adjusted by online adding/pruning neurons. In [11] - [14] , neurons are added if certain conditions are satisfied in order to improve NN approximation ability. In [11] and [12] , adaptive controllers are designed for affine nonlinear systems based on self-structuring Gaussian RBF NN approximation and selforganizing locally weighted learning approximation, respectively. In [13] and [14] , adaptive controllers are proposed for uncertain nonaffine nonlinear systems based on selfstructuring multilayer feedforward NN approximation and self-structuring Gaussian RBF NN, respectively. However, the SSNN in [11] - [14] may become redundant since there is no neuron pruning procedure, which is illustrated by simulations in [15] . To alleviate the possible redundancy, variable-structure Gaussian RBF NNs with neuron pruning procedures are designed in adaptive control of affine systems [15] , [16] . Though much progress has been obtained in adaptive SSNN control, the stability analysis in [11] - [15] neglect structure variation of NNs and is not fit for the whol control procedure and the adaptive SSNN control schemes in [15] and [16] are not continuous due to neurons pruning.
In this paper, a new adaptive SSNN control law is proposed for a class of uncertain nonaffine nonlinear systems. A new SSNN estimator and a weight update law are designed to ensure the optimal SSNN weights being constant values and the control law being once-differentiable. Adding neuron centers for the RBF neuron is added in time according to locations of the system's state. Stability analysis in the whole tracking procedure is conducted to verify the effectiveness of the proposed control law.
II. PROBLEM STATEMENT
Consider the following nth order SISO nonlinear system:
where
is an unknown smooth nonlinear function, and y is the system output.
for all (x, u) ∈ x × R, with a controllability region x . Assumption 2: The reference trajectory y d satisfies y
Our objective is to design SSNN approximation-based adaptive control for the nonlinear system (1), such that the system output y tracks the desired trajectory y d with all signals in the closed-loop control system being bounded and the tracking error e 1 = x 1 − y d being converging.
III. SELF-STRUCTURING NEURAL CONTROL
A. CONTROL DESIGN Define auxiliary errors e 2 , · · · , e n as
with α i , i = 1, 2, · · · , n being positive design parameters. The auxiliary error e i , i = 2, 3, · · · , n can be further expressed as
where the constants b i,j ∈ R are obtained by substituting (4) into (3) and comparing coefficients. Based on (1), (3) and (4), time derivative of e n can be expressed aṡ
which can be rewritten aṡ
Design the control law u as
where γ is a positive design parameter and u nn is the NN approximation to deal with system uncertainties and
with α n as a positive design parameter. Substituting (7) and (8) into (6), yieldṡ
Lemma 1 [12] , [16] : Let the constant γ satisfies γ > 0.5∂f /∂u. Then, there exists a unique function u * nn (x, u s ) such that
with (x, u s ) ∈ x × R. From Lemma 1, we can see that the NN with (x, u s ) as input can be used to approximate u * nn .
B. SELF-STRUCTURING NEURAL APPROXIMATION
The function u * nn (X ), with
, is approximated by self-structuring raised cosine RBF NN where the basis functions are chosen as
with d i,θ i and 2δ i being centers and radiuses, respectively, θ i = 1, 2, · · · , n i , and n i the number of centers for X i . In the proposed SSNN, no pruning NN neuron is needed, but the computational complexity is satisfied which can be Initialization: Denote S 1 × · · · × S n+1 as the n-dimensional center grid, where S i is the location set in the ith coordinate. Initializing the ith location set as S i = {X i (0)};
Adding NN neurons: The new element X i (t) is added to the location set S i , if |X i (t) − d nearest,i (t)| ≥ δ i holds with d nearest,i (t) being the nearest element in S i to X i (t).
The self-organizing RBF network estimator was conventionally described as
is the number of hidden neurons, w j are the adjustable weights from the j-th hidden neuron to the corresponding output neuron, and j (X ) is the RBF for the j-th hidden neuron.
Then, the SSNN estimator (12) can be equivalently expressed as u nn (X ) = W T .
The equation (12) accurately describes the self-organizing RBF NN estimator, but such an expression brings in two disadvantages as follows:
1) since M (t) is a time-varying signal, for the compact sets X and F , the optimal weight vector
is not a constant, but a time-varying signal with varying dimensionality; 2) since M (t) is time-varying, taking time derivative of
2 j withw j = w * j − w j in stability analysis is difficult, which is the reason why the stability analysis in [11] - [16] is only fit for a dwell time.
In the paper, the SSNN estimator is stated as
where N is the ultimate (maximum) number of neurons. Define compact sets j = {w j : |w j | ≤ w j,max }, j = 1 to n + 1 with w j,max being constants.
: w j ∈ j , j = 1, · · · , n + 1}. Then, the optimal weight vector can be described as
which are constant values. Based on the subsequent analysis, weights are updated bẏ
where w j (0) = 0, q is a positive design parameter, the projection operator Proj(w j , ·) is defined as 
with the jth neuron being active if j (X ) > 0, vice versa. As
Define c as c = max
and the optimal approximation error as
which is assumed to satisfy
for X ∈ X , where max is a positive constant.
Remark 1:
The definition of the ultimate (maximum) number of neurons N is to facilitate stability of the closed-loop control system. The ultimate number N can be determined after achievement of the control stability. Though N can not be determined prior, there is no difficulty in application of the control (14) . Factually, u nn (X ) is equal to U nn (X ), which can be seen from (12), (14) and (16) .
Remark 2: In [11]- [16] , the optimal weight vectors are defined similarly to (13) . Therefore, the optimal weights in [11] - [16] are not constant, but time-varying signals, which brings difficulties to stability analysis of the closed-loop control system. In the paper, the defined optimal weights in (15) are constants.
Remark 3: From the basis functions defined in (11) and the 'Adding NN neurons' procedure, we can conclude that activated neurons for X i is two and the number of activated neurons for the SSNN is no more than 2 N +1 . Therefore, the computational complexity is allowable and the redundant problem in [10] - [14] is avoided.
C. STABILITY ANALYSIS
Theorem 1: Consider the nonaffine nonlinear system (1) with Assumption 1 being satisfied. Design the control law as (7) with u s in (8), the SSNN approximation in (14) and the weights are updated by (16) . Then, we can obtain the following results: 1) The ultimate neurons number N of the SSNN is finite; 2) The proposed SSNN control law is once differentiable; 3) All signals in the closed-loop control VOLUME 5, 2017 system are bounded and the tracking error e 1 converges to a small neighborhood of zero.
Proof: 1) The ultimate neurons number N of the SSNN is finite. Otherwise, there exists θ i such that θ i = ∞. Then, there exists an infinite sequence of center locations
Since X is a compact set, the infinite sequence {d i,θ i } ∞ θ i =1 has a convergent subsequence {d i,θ ik } ∞ θ ik =1 and there exists a positive integer , such that for θ ik > , ||d i,θ ik − d i,θ i,k+1 || < δ i /2, which conflicts the fact that any two elements in S i have a distance no smaller than δ i .
2) Addition or pruning of RBF neurons in SSNN may lead to unsmooth of SSNN estimators in [12] - [19] . Since Assumption 2 holds, the control u s in (8) is once differentiable. In this paper, at the sampling times when adding neurons is conducted, the time derivative of added neurons is zero. Therefore, the proposed SSNN control law is once differentiable.
3) Consider the following candidate Lyapunov function:
Taking the time derivative of V in (22) and substituting (3) and (9) into the resultant expression, we can geṫ
Since the following expressions hold:
Applying (16) into (27) yieldṡ
where λ = min{α n−1 − 1/2, α n − 1, α j , j = 1, · · · , n − 1} and ρ = 2 max /2 + λc/2. Based on (28), we can obtain
from which we can see that all signals in the closed-loop control system are bounded. Since e 2 1 /2 ≤ V (t)
from which we can get lim sup
From (19), (31) and the definition of ρ, we can see that c and ρ/λ can be sufficiently small if q and λ are chosen sufficiently large. Therefore, by properly choosing the control parameters, the output tracking error e 1 converges to a small neighborhood of zero.
Remark 4:
In [12] - [19] , stability analysis for the closedloop control system is only fit for the time intervals between neighboring time instants when neurons are added or pruned. Though stability analysis using a switched system approach is taken in [15] , the defined optimal weights are not constants, which makes the stability analysis is also not fit for the whole tracking procedure. From proof of Theorem 1, we can see that stability analysis in the paper is fit for the whole tracking procedure.
Remark 5: The number of the raised consine RBF with nonzero values for each X i is either one or two for a given NN input X . Then, the number of active neuron nodes is at most N = 2 n+1 and the NN redundance is avoided in the proposed SSNN.
IV. SIMULATION RESULTS
The effectiveness of the proposed control scheme is demonstrated by taking simulations on the system:
It is assumed that the system nonlinearities are unknown and the reference trajectory is x d = 2 sin(0.5t). Obviously, Assumption 2 is satisfied, since ∂f (x, u)/∂u > 0. The design parameter γ in Assumption 2 is chosen as γ = 0.75. In the simulation, the system initial value is chosen as x 1 (0) = 1 and x 2 (0) = 0, the control parameters α 1 and α 2 are chosen as α 1 = 2 and α 2 = 3, the δ i , i = 1, 2, 3 are chosen as δ i = 0.2 and q in (16) and (19) 
FIGURE 3. Control input u(t ).
error e 1 is less than 0.02 after 1.5 seconds and the system can accurately and quickly track the desired trajectory under the control in Fig. 3 . Therefore, the effectiveness of the proposed control law can be concluded.
V. CONCLUSIONS
This paper proposes a SSNN approximation-based adaptive control for a class of uncertain nonaffine nonlinear systems, where neurons are added according to the locations of the system states. The proposed approach has the following advantages: 1) the proposed SSNN is with allowable computational complexity and avoids the possible redundant problem; 2) the proposed control law is once-differentiable control; and 3) the stability analysis is fit for the whole control procedure. We have obtained that the output tracking errors converge to a small neighborhood of zero if control parameters are properly chosen. The effectiveness of the proposed control law is illustrated by the stability analysis in the whole tracking procedure and shown by the simulation results. In the future research, we will design SSNN approximation-based adaptive control for uncertain nonlinear systems with input constraints and for robotic systems.
