Abstract. We consider the Schrödinger operator with magnetic field,
Introduction
Consider the Schrödinger operator with magnetic field
where i = √ −1, V : R n → R is the electric (scalar) potential and a : R n → R n is the magnetic (vector) potential. Under some natural conditions on a and V , H admits a self-adjoint realization, which is still denoted by H, in L 2 (R n ). In this paper we shall study its eigenvalue asymptotics and exponential decay of its eigenfunctions.
Let N (λ, H) denote the number of eigenvalues (counting multiplicity) of H smaller than λ (or the dimension of the spectral projection for H corresponding to (−∞, λ) ). In the case a (x) ≡ 0 , the following phase-space volume estimate due to Cwickel-Lieb-Rosenbljum [Si1, Theorem 9.3, p. 95] is classical:
where c n is a constant depending on n. On the other hand, there exist some simple degenerate potentials V (x) (i.e., potentials which do not tend to infinity in all direction as |x| → ∞, e.g., V (x) = V (x 1 , x 2 , . . . , x n ) = x 2 1 x 2 2 . . . x 2 n ) for which, the right-hand side of (0.2) is infinite and, nevertheless, −∆ + V (x) has a discrete spectrum. Furthermore, in the case where a (x) ≡ 0 and V (x) ≡ 0, the phase-space volume of the set where the symbol of H is less than λ,
is always infinite for any a (x) = (a 1 (x), a 2 (x), · · · , a n (x)) and λ > 0. Recently, there has been considerable interest in this kind of non-classical eigenvalue asymptotics. See e.g. [F] [T] .
The main purpose of this paper is to introduce a class of potentials for which we can estimate N (λ, H) in the spirit of (0.2) both from above and below.
More precisely, we consider potentials which locally belong to the reverse Hölder class.
Definition 0.3. Suppose W ∈ L p loc (R n ) (1 < p < ∞) and W ≥ 0 a.e. on R n . We say W ∈ (RH) p, loc if there exists C 0 ≥ 1 such that 1 |B(x, r)| B(x,r) W p (y)dy B(x,r) W (y)dy (0.4) for every x ∈ R n and 0 < r ≤ 1, where B(x, r) denotes the ball centered at x with radius r. If (0.4) holds for 0 < r < ∞, we say W ∈ (RH) p .
The reverse Hölder class (RH) p (also known as the B p weights) was introduced by Gehring [Ge] and Muckenhoupt [Mu] in the study of quasi-conformal mapping and weighted norm inequalities, respectively. It is not hard to see that, if P (x) is a polynomial and α > 0, then W = |P (x)| α ∈ (RH) p for any p > 1. Also, note that W (x) = e |x| is in (RH) p, loc , but not in (RH) p . Hence, The function m(x, W ) is closely related to the uncertainty principle. If W = |P (x)| α where α > 0 and P (x) is a polynomial of degree k, it is shown in [Sh2] that
be the magnetic field generated by a (x) where
The following is one of main results in the paper. where |B| = |B(x)| = j,k |b jk (x)|. Then, there exist constants C > 0 and c > 0, which depend only on n and the constants C 0 , C 1 , C 2 in (0.4) and (0.10), such that, for λ ≥ C,
Theorem 0.9 allows one to estimate the leading power of N (λ, H( a , V )) in many cases for degenerate potentials V (x), as well as degenerate magnetic fields B(x). In particular, we have Corollary 0.11. Suppose a and V satisfy the same hypothesis of Theorem 0.9. Then H( a , V ) has a discrete spectrum if and only if
Our estimates in Theorem 0.9 are closely related to that in [MoN] , where similar results are obtained for potentials which are polynomials or behave like polynomials. Indeed, in [MoN] , it is assumed that
Using the Taylor formula, one can show that, if B and V satisfy (0.12), then
In fact, (0.12) implies that, for 0 < r ≤ 1,
Clearly, condition (0.10) follows from (0.13) and (0.14). Thus, our Theorem 0.9 generalizes the results in [MoN] . The main interest here is that our assumption (0.10) is much weaker and only requires minimal smoothness condition for the magnetic field B(x) and no smoothness condition for the electric potential V (x).
The proof of Theorem 0.9 relies on the following estimate: Sh1] . In particular, for the case where a (x) ≡ 0 and V is a nonnegative polynomial, (0.15) follows from [F, Main Lemma, p. 146] . The estimate was generalized to the case a ≡ 0 and V ∈ (RH) n/2 in [Sh1] .
In the case when the magnetic potential a (x) is present, (0.15) was proved for polynomial potentials in [HN1] and for potentials which satisfy (0.12) in [HMo] [ MoN] . This was done by using the technique of higher-order commutators, which could not be applied to our case due to the lack of smoothness on a and V . Instead, we shall adapt the idea of Fefferman-Phong [F] and exploit the uncertainty principle.
Theorem 0.9 follows from estimate (0.15) and the use of the minimax principle, by constructing certain subspaces of L 2 (R n ). In this paper we shall also investigate the exponential decay of eigenfunctions of H( a , V ) under the assumption of Theorem 0.9.
Following [HN2] , we introduce the distance function d(x, y) for the modified Agmon metric
(0.17)
For λ > 0, let
Theorem 0.20. Under the same assumption of Theorem 0.9, there exist C > 0 and ε > 0 depending only on n and
Remark 0.21. If, in addition, we assume in Theorem 0.20 that
Theorem 0.20 generalizes the results in [HN2] , where a similar estimate was proved for polynomial electrical and magnetic potentials. The approach in [HN2] is based on a higher-order estimate of H m , obtained by the techniques of Lie algebra. In our case, the definition of H m is even problematic. Here we shall rely on the estimate (0.15) and some L ∞ -estimates of H( a , V ).
The paper is organized as follows. In Section 1 we study the properties of the auxiliary function m(x, W ) defined in (0.5) and establish a simple form of Fefferman-Phong type estimate for the magnetic Schrödinger operator (Theorem 1.9). Estimate (0.15) is proved in Section 2 (Theorem 2.7). The proof of Theorem 0.9 is given in Section 3. Finally, we prove Theorem 0.20 in Section 4.
Throughout this paper, unless otherwise indicated, we will use C and c to denote positive constants, which depend at most on the dimension n and the constants in (0.4) and (0.10). By A ≈ B, we mean that there exist constants C > 0 and c > 0, such that c ≤ A/B ≤ C.
Preliminaries
In this section we shall study the properties of the auxiliary function m(x, W ) defined in (0.5) and establish a simple form of Fefferman-Phong type estimate for the magnetic Schrödinger operator (Theorem 1.9).
Recall that we say W ∈ (RH) p for some p > 1 if there exists C ≥ 1 such that
It is well known that, if W ∈ (RH) p , then W ∈ (RH) p+ε for some ε > 0 which depends only on n and the constant in (
In fact, W dx is an A ∞ weight. As a consequence, there exists c > 0 such that
Similar properties hold for functions in (RH) p, loc if we require that the radius of the ball is less than one.
The proof is exactly the same as in the case of (RH) p , hence omitted. We refer readers to [St, Chapter V] for references on (RH) p .
Proof. Since W ∈ (RH) n/2, loc , by part (a) of Proposition 1.4, W ∈ (RH) p, loc for some p > n/2. Thus, by Hölder inequality, for 0 < r < R ≤ 1,
where we have used (0.4) in the last inequality. It follows that r
Hence, by (1.6), it is not hard to see that
Part (b) follows. Part (c) also follows from the fact that W dx is a doubling measure on balls with radius less than one. In the case W ∈ (RH) n/2 , similar estimates were proved in [Sh1, Lemma 1.4] for all x, y ∈ R n . Since |x − y| ≤ 1 and {m(x, V )} −1 ≤ 1, the same argument as in [Sh1] may be carried out without any modification. We omit the details.
where a j ∈ L 2 loc (R n ) is a real-valued function. The following lemma is very important in this paper. In the case a j (x) ≡ 0, it is the Main Lemma in [F, p. 146] .
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for some x 0 ∈ R n , r > 0 and c 0 > 0. Then there exists a constant C > 0 depending on n and c 0 , such that, for every
where
Thus,
Hence,
Let ε → 0; by Fatou's Lemma we have
Integrating in y over B, we get
This, together with the identity
The lemma then follows from the assumption
We now prove a simple version of the Fefferman-Phong type estimate for the magnetic Schrödinger operator. The complete version, which takes the magnetic field into the account, will be given in the next section (Theorem 2.7).
Proof. Replacing V by V +1 if necessary, we may assume, without loss of generality, that V ≥ 1.
It follows from part (b) of Proposition 1.4 that
Thus, by Lemma 1.8,
The theorem follows by integrating above inequality in x 0 over R n and observing that
which is a consequence of part (b) of Lemma 1.5.
The Fefferman-Phong Estimate
In this section we establish a Fefferman-Phong type estimate for the Schrödinger operator with magnetic field
, loc (Theorem 2.7). We begin with a partition of unity. The following proposition follows easily from [Hö, Theorem 1.4.10, p. 30] and part (b) of Lemma 1.5.
and
Recall that
We are now ready to prove
Proof. Since W = |B| + V + 1 ∈ (RH) n/2, loc , we may apply Proposition 2.1 to obtain {x } ⊂ R n and {φ } ⊂ C We now use formula (2.4). Note that, by (2.5), (2.6), (2.10) and (2.11),
It follows that
(2.12)
We claim that
The theorem follows easily from (2.12) and (2.13).
To see (2.13), we note that there exists c > 0, such that, if x ∈ R n , r = {m(x, |B| + V + 1)} −1 , then
Indeed, since ψ(y) ∼ r −2 for y ∈ B(x, r),
This proves (2.14). Now, let r = r = {m(x , |B| + V + 1)} −1 ; by Lemma 1.8 and (2.14),
where B = B(x , r ), = 1, 2, . . . . Since 
Eigenvalue Asymptotics
This section is devoted to the proof of Theorem 0.9 stated in the introduction.
We begin with a lower bound for N(λ, H( a , V )).
Lemma 3.1. Suppose a (x) ∈ C 2 (R n ) and V (x) ≥ 0. Also assume that
where B = B(x) = curl a (x). Then there exists c > 0 such that, for any λ > 0,
Proof. Fix λ > 0. We divide R n into a grid of cubes {Q } with side length 1/ √ λ whose sides are parallel to the coordinate axes. Let
where m is the number of cubes Q such that
for every u in H. This, together with the minimax principle, implies that
The lemma then follows since λ is arbitrary. To show (3.3),we suppose Q ∩ E λ = ∅ for = 1, 2, . . . , m. We define, for x, y ∈ Q ,
where x = (x 1 , x 2 , . . . , x n ), y = (y 1 , . . . , y n ), and
(See [I] ). It follows that
We have
for x ∈ Q , = 1, 2, . . . , m. Hence,
Now, let η ∈ C ∞ 0 (Q(0, 1)) with η 2 = 1 where Q(x, r) denotes the cube centered at x with side length r. Suppose Q = Q(x , 1 √ λ ), = 1, 2, . . . , m. We let
Clearly, dim H = m and
We claim that, for 1 ≤ j ≤ n and 1 ≤ ≤ m,
where we have used assumption (3.2). (3.10) then follows from (3.5).
To summarize, we have proved that
Finally, note that, since
by (1.6),
3) is then proved. The proof of Lemma 3.1 is finished.
We now establish an upper bound for N (λ, H( a , V )), using the estimate in Theorem 2.7.
where B = curl a . Then there exists C > 0 such that, for any λ ≥ C,
By the minimax principle, it suffices to show that, there exists a subspace H of
To this end, let {φ } ∞ =1 be the sequence of functions constructed in Proposition 2.1 for the potential W = |B(x)| + V (x) + 1. Then
where B = B(x , {m(x , |B| + V + 1)} −1 ), = 1, 2, . . . . Summing over = 1, 2, . . . , we have
where we have used Theorem 2.7 in the last inequality. We need to consider two cases for .
This, by part (b) of Lemma 1.5, implies that
It then follows from Theorem 2.7 that
Next, we consider the case B ⊂ E λ . In this case we define the function g j (x, y) by (3.4) for x, y ∈ B and j = 1, 2, . . . , n. Then
where we have used assumption (3.15) in the second inequality and part (b) of Lemma 1.5 in the third. Now, let
Then
as in the proof of Lemma 3.1 (see (3.6)). It follows that
We divide Q further into a set of disjoint subcubes {Q β } with side length ≈ 1/ √ λ. This is possible since r = {m(
where the last inequality is (3.21). Thus, putting together two cases, we may conclude that, if u satisfies (3.22),
if u satisfies (3.22) and λ ≥ c 4 > 0. Finally, let
It is easy to see that, for each B ⊂ E, the number of cubes in
and for any u ∈ Domain of H( a , V ), u ⊥ H and λ ≥ c 4 > 0, (3.18) holds. The proof is finished.
Finally, we are in a position to give the Proof of Theorem 0.9. Note that, by Lemma 3.1, for any λ > 0,
Similarly, by Lemma 3.14, for λ ≥ C > 0,
This completes the proof of Theorem 0.9.
is finite for any λ > 0. This, by Theorem 0.9, implies that N (λ, H) < ∞ for every λ > 0. It follows that H has a discrete spectrum.
Conversely, suppose lim |x|→∞ m(x, |B| + V + 1) = ∞. Then there exists a sequence {x } such that |x | → ∞ and m(x , |B| + V + 1) ≤ M. It follows from part (b) of Lemma 1.5 that
Hence, |{x ∈ R n : m(x, |B| + V + 1) ≤ C · M}| = ∞ and the spectrum of H can not be discrete by Theorem 0.9.
This gives the proof of Corollary 0.10 in the introduction since m(x, |B|+V +1) ≈ m(x, |B| + V ) + 1.
Exponential Decay of Eigenfunctions
In this section we give the proof of Theorem 0.20 stated in the introduction. We begin with some general properties of eigenfunctions. Recall that
The following is a Caccioppoli-type inequality.
Then, for any x ∈ R n , R > 0,
The proof of Lemma 4.1 is similar to that of the usual Caccioppoli's inequality and hence omitted.
Lemma 4.2. Under the same assumptions of Lemma 4.1, we have, for every
It follows from [LS, Lemma 6, p. 7] that
for any ε > 0. Now let ε = λ and x ∈ B(x 0 , R/8);
where we have used Hölder inequality, Lemma 4.1 and the assumption λR 2 ≤ 1.
It then follows from Young's inequality that, if
The lemma then follows from above estimate by a bootstrap argument.
In the rest of this section we will assume that
Definition 4.3. We define
We first need to regularize the distance function d λ (x), as in [HN2] .
Lemma 4.6. There exists
where {x } ⊂ R n and {φ } ⊂ C ∞ 0 (R n ) are constructed in Proposition 2.1 using the potential W = |B| + V + 1. It follows that
To see part (b), let β = (0, . . . , 0) and |β| ≤ 2. Then, if x ∈ B(x 0 , r 0 ) and
Remark 4.9. For some technique reasons, we shall need a sequence of bounded C ∞ functions which approximate ψ λ (x). As in [HN2] , we fix
We now establish an L 2 decay estimate for eigenfunctions of H( a , V ).
Then there exist ε > 0 and
Proof. Let ψ = ψ T λ,µ (x) be given by (4.10) where T > 1 is to be chosen later. A computation shows
By (4.13),
Thus, by Theorem 2.7, {m(x, |B| + V + 1)}u ∈ L 2 (R n ) and
where we have used the assumption λ ≥ 1. Choosing ε so small that Cε < 1/2, we obtain
where we have used (4.15) in the last inequality.
Choosing T large, we get
The lemma follows by letting µ → ∞ in ψ = ψ T λ,µ (x) and using Fatou's Lemma, (4.11) and part (a) of Lemma 4.6. where we have used Lemma 4.14 in the last inequality.
We need one more lemma before we carry out the proof of Theorem 0.20. It follows that
where ε > 0 is given in Lemma 4. The proof of Theorem 0.20 is finished.
