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Re´sume´
L’antagonisme entre la capacite´ d’e´mission d’informations haut de´bit (line´arite´)
et le rendement e´nerge´tique, dans le contexte des e´metteurs radio, est l’axe des
travaux de cette the`se.
Nous proposons une architecture mate´rielle base´ sur circuits FPGA1 pour
l’imple´mentation de fonctionnalite´s de pre´distorsion nume´rique (DPD) pour la
line´arisation d’amplificateurs RF. Nous articulons nos approches a` partir de la
se´paration entre les processus de pre´distorsion et d’adaptation. Ainsi, nous pouvons
proposer une structure mate´rielle –le BPC2 ou Cellule Basique de Predistorsion –
bien adapte´e pour l’imple´mentation du module de pre´distorsion.
Le module de pre´distorsion base´ sur BPC peut eˆtre reconfigurable au besoin,
et, en plus, il reste inde´pendant de la me´thodologie particulie`re de de´rivation de la
fonction de pre´distorsion. Afin d’effectuer des validations, deux prototypes permet-
tant de tester des strate´gies de pre´distorsion performantes et novatrices ont e´te´ mis
en œuvre.
Dans un premier temps, nous avons imple´mente´ un syste`me DPD base´ sur
la the´orie des syste`mes hyperstables sur une plateforme mixte FPGA/DSP3. En
comple´ment des re´sultats expe´rimentaux, nous rentrons dans le de´tail des fonc-
tions comple´mentaires a` la pre´distorsion et l’adaptation ne´cessaires pour produire
la pre´distorsion.
Le deuxie`me prototype adresse la line´arisation et la compensation des effets
me´moire de l’amplificateur RF. Nous pre´sentons et validons expe´rimentalement une
structure de pre´distorsion du type NARMA4, imple´mente´e au moyen d’un re´seau
de cellules BPC. Au passage, nous e´tudions la consommation de la pre´distorsion et
son impact sur le rendement. Si l’utilisation de la pre´distorsion s’ave´re ine´vitable
pour contrer les effets me´moire, nous proposons de de´grader la Classe de l’am-
plificateur, dans le but d’obtenir un e´metteur aussi line´aire mais plus performant
e´nerge´tiquement.
Finalement, au dela` de la pre´distorsion seule, nous proposons, analysons et va-
lidons expe´rimentalement un syste`me de pre´distorsion + commande dynamique
de l’alimentation de l’amplificateur RF. La structure de traitement du signal
nume´rique de´veloppe´e, permet de : 1/pre´distordre le signal et 2/commander des
modulateurs d’amplitude lents (par rapport a` la largeur de bande de l’application
cible, mais ayant de forts rendements de conversion). L’inclusion de capacite´s de
pilotage de l’alimentation autour de la pre´distorsion s’ave`re peu couˆteuse et permet
1FPGA :Field Programmable Gate Array
2BPC : Basic Predistortion Cell
3DSP : Digital Signal Processor
4NARMA : Nonlinear Auto-Regressive Moving Average
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d’atteindre des rendements ame´liore´s sans perte de line´arite´.
Abstract
The antagonism between information capacity and energetic efficiency in the
context of wireless communications, more precisely : the trade-off between trans-
mitter linearity and its efficiency ; is the main driver of this thesis.
A FPGA5-based architecture for digital predistortion (DPD) linearizers for RF
power amplifiers is proposed in this thesis. By means of separating the adaptation
process from the predistortion itself, a convenient, simple hardware building block
for the DPD architecture inside the FPGA –the Basic Predistortion Cell (BPC)–
has been identified.
A BPC-based architecture provides independency from the particular DPD
function derivation method, and it is easily scalable and reconfigurable, depending
on the operation mode and degree of impairments introduced by the transmitter
chain in each particular case. In order to support those claims and provide experi-
mental evidence, two main different prototyping scenarios have been developed.
In the first one, a DPD adaptive linearizer based on the passivity theory
(hyperstable systems) has been designed and implemented on a low-cost mixed
FPGA/DSP6 platform. Besides experimental results, complementary signal proces-
sing techniques to DPD are also addressed, thus giving a wide insight on realistic
scenarios of DPD systems.
In the second scenario, an advanced, adaptive DPD system aimed at compensa-
ting not only PA’s nonlinear behavior, but also its memory effects, is presented. It is
based on a Nonlinear Auto-Regressive Moving Average7 structure which is mapped
into hardware using a BPC grid-structure. Besides the experimental results on PA
efficiency and linearity, FPGA implementation issues –such as adaptation and po-
wer consumption– are also studied. The manipulation of the PA class of operation
to improve its efficiency, provided that DPD may be unavoidable due to the impact
of memory effects, is discussed as well.
Finally, to further improve efficiency, a DPD linearizer with dynamic supply
built-in capabilities has been proposed and implemented as discussed in the last part
of this thesis. There, an efficient, bandwidth limited, switched DC-DC converter is
in charge of the PA supply modulation. The thorough design procedure targeting
a FPGA implementation shows how the necessary functions for commanding the
supply modulator can be seamlessly integrated within the DPD processor. The
experimental results highlight how the proposed solution maintains linearity and
enhances the PA efficiency when compared to a DPD-only method.
5FPGA :Field Programmable Gate Array
6DSP : Digital Signal Processor
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Chapitre 1
Introduction Ge´ne´rale
Ce manuscrit est le re´sultat de 3 ans de recherches, dans le sein du groupe
ISGE1 au LAAS-CNRS2, a` Toulouse.
Dans ce manuscrit, le lecteur aura du mal a` trouver de l’Inte´gration, mais
en revanche, il pourra trouver des Syste`mes et de la Gestion de l’Energie.
Plus pre´cise´ment, il pourra trouver des architectures consacre´es a` l’e´pargne
e´nerge´tique d’un type de syste`me particulier : les e´metteurs hertziens pour
te´le´communications.
On constate la presque omnipre´sence des syste`mes de communica-
tion sans fil dans notre entourage. Dans nos poches, on peut trouver des
te´le´phones, agendas e´lectroniques, syste`mes de positionnement par satellite,
tous communicant entre eux et avec l’exte´rieur. Au bureau ou a` la maison,
nous sommes entoure´s de dispositifs de stockage de donne´es, ordinateurs,
centres multime´dia et TV, alarmes et capteurs, eux aussi communicant.
Et toutes ces communications sans fil, impliquant liberte´, disponibilite´ et
confort, peuvent s’e´tablir graˆce a` une invention vieille de plus de cent ans,
permettant le transfert d’informations sur les ondes hertziennes : la radio.
Pourquoi donc, encore une dissertation a` propos d’un tel sujet, tellement
ancien ?
D’abord, en raison de la quantite´ toujours croissante d’informations que
les utilisateurs e´changent. Nous ne nous contentons plus de parler avec un
interlocuteur au te´le´phone, mais nous exigeons une qualite´ de son tre`s bonne.
Pourquoi pas, l’image en temps re´el de l’interlocuteur. Et encore, pouvoir
lui transfe´rer des fichiers en meˆme temps. Les ope´rateurs de te´le´phonie, eux
aussi, veulent maximiser le nombre d’abonne´s, la qualite´ qui leur est offerte,
et le nombre de communications qui s’e´tablissent, et donc souhaitent maxi-
miser la quantite´ d’information et la capacite´ des re´seaux. C’est le meˆme cas
par exemple dans les cas de la diffusion TV ou des acce`s a` internet sans fil.
1Inte´gration de Syste`mes de Gestion de l’Energie
2Laboratoire d’Architecture et d’Analyse des Syste`mes - Centre National de la Re-
cherche Scientifique
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Des utilisateurs de plus en plus gourmands en de´bit de donne´es, information
et capacite´ d’un coˆte´ ; et fournisseurs en concurrence entre eux afin de sa-
tisfaire au mieux les besoins en termes de qualite´ et quantite´ d’information
des utilisateurs.
Or, qui dit information dit, en quelque sorte, e´nergie. Plus d’infor-
mations a` transmettre dans moins de temps, implique directement plus
d’e´nergie ne´cessaire de´pense´e par l’e´metteur. Et ceci d’autant plus que le
canal radio impose des contraintes e´nerge´tiques se´ve`res par rapport a` la
puissance d’e´mission, dans le but ultime de faire parvenir le message au
re´cepteur. Dans ces conditions, toute de´pense e´nerge´tique dans la partie
radio, au-dela` de l’e´nergie qui est effectivement rayonne´e au niveau de
l’antenne, peut avoir un impact majeur sur la consommation du syste`me
e´metteur.
Nos travaux de recherche se placent dans ce contexte double ou`, d’un
coˆte´, la radio doit pouvoir transmettre un de´bit e´leve´ de donne´es, avec un
couˆt e´nerge´tique lui aussi e´leve´. De l’autre coˆte´, on observe de plus en plus
des besoins de re´duction de la consommation de la partie radio. Dans les
appareils portables, pour des besoins d’autonomie. Dans les postes e´metteurs
fixes, a` cause de la demande pressante de re´duction des couˆts de capital et
d’exploitation lie´s a` la consommation e´nerge´tique.
C’est pre´cise´ment cette proble´matique re´currente qui est au cœur de cette
the`se : l’antagonisme entre la capacite´ d’e´mission d’informations et le ren-
dement e´nerge´tique des e´metteurs radio. Ainsi, nous parlons plutoˆt du com-
promis entre le rendement spectral et le rendement e´nerge´tique, ou encore,
du compromis entre la line´arite´ de l’e´metteur et son rendement e´nerge´tique.
Ces travaux se veulent une contribution a` l’e´tablissement de ces compromis.
Le de´but de ces recherches s’est inse´re´ dans le contexte du re´seau d’excellence
TARGET3, du 6eme Programme Cadre de l’Union Europe´enne.
1.1 Line´arisation : Pre´distorsion
Les modulations nume´riques plus inte´ressantes du point de vue du de´bit
de transmission, profitant efficacement des ressources spectrales en termes
de bits par seconde et par hertz, ou celles inte´ressantes par leur robustesse
face aux proble`mes de la propagation multi-chemin, tirent leurs atouts des
proprie´te´s statistiques des signaux qui les ve´hiculent, dont des fortes varia-
tions dans la dynamique du signal. Il est impe´ratif afin de pre´server la fide´lite´
et les bonnes proprie´te´s de ces signaux, que tous les e´le´ments concerne´s dans
la chaˆıne e´mettrice soient bien line´aires, et ceci pour toute la plage dyna-
mique du signal. Or, l’amplificateur de puissance RF, en charge de monter
en puissance le signal a` e´mettre, pre´sente un comportement non-line´aire,
3Top Amplifier Research Group in an European Environement
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d’autant plus qu’il est amene´ a` travailler pre`s de son point de saturation, ce
qui est, d’autre part, inte´ressant du point de vue du rendement e´nerge´tique.
Ainsi, cette the`se attaque cette proble´matique en adoptant le point de
de´part pragmatique qui est que la line´arite´, vis-a`-vis du signal a` e´mettre,
doit eˆtre d’abord garantie. Ce positionnement s’appuie sur le fait que les
standards de communication imposent des re`gles strictes par rapport a` la
qualite´ du signal e´mis, qui ne peuvent eˆtre respecte´s que si le syste`me d’am-
plification est line´aire (ou a` peu pre`s).
Cette proble´matique de la fide´lite´ du signal est a` l’origine de l’utilisation
de techniques de line´arisation, qui font l’objet principal des travaux expose´s
dans ce manuscrit. Parmi les techniques de line´arisation, nous avons fait le
choix de la pre´distorsion nume´rique, relevant des domaines du traitement
du signal, de l’e´lectronique nume´rique et de l’inge´nierie RF. Nous proposons
la de´finition d’une architecture mate´rielle ge´ne´rale pour l’imple´mentation
de fonctionnalite´s de pre´distorsion. Une mise en œuvre afin d’effectuer des
validations a e´te´ faite au moyen de deux prototypes permettant de tester
des strate´gies de pre´distorsion performantes et novatrices, convenables
a` l’imple´mentation sur circuits FPGA4. De plus, les solutions que nous
proposons sont bien adapte´es a` une proble´matique adjacente a` la line´arite´ :
les effets me´moire que manifestent les amplificateurs RF.
1.2 Ame´lioration du Rendement : Alimentation
dynamique
Les techniques de line´arisation re´pondent a` la question du rendement
de manie`re implicite, permettant de se passer de l’utilisation d’amplifica-
teurs surdimensionne´s, mais ne proposent pas un me´canisme explicite pour
ame´liorer le rendement pour une re´alisation donne´e. Meˆme si les perfor-
mances en line´arite´ sont toujours indispensables, on ne peut pas ignorer
ou rele´guer a` un deuxie`me plan la question du rendement e´nerge´tique chez
l’e´metteur, et des solutions explicites pour ce faire doivent eˆtre envisage´es.
Or, bien que les proble´matiques de line´arite´ et rendement sont e´troitement
lie´es, les deux sujets ont e´te´ traditionnellement traite´s se´pare´ment. C’est
donc la question du compromis qui reste d’actualite´ et d’avenir, d’autant
plus que les modulations nume´riques sont de plus en plus exigeantes du
point de vue des besoins en line´arite´, ce qui se traduit par des difficulte´s
accrues pour atteindre des bons rendements e´nerge´tiques.
Pour ces raisons, dans la dernie`re partie de cette the`se, nous proposons
d’aborder la question de l’ame´lioration du rendement de l’e´metteur, tout en
pre´servant les caracte´ristiques de line´arite´ obtenues graˆce a` la pre´distorsion
4FPGA :Field Programmable Gate Array
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nume´rique, ou, d’apre`s l’approche que nous proposons, comple´ter la
pre´distorsion. Plus pre´cise´ment, nous proposons, analysons et validons
expe´rimentalement une architecture consistant a` entourer le module de
pre´distorsion des fonctions ne´cessaires afin de commander dynamique-
ment l’alimentation de l’amplificateur RF au moyen d’un modulateur
d’alimentation, imple´mente´ par un convertisseur DC-DC a` de´coupage. En
effet, les techniques d’alimentation dynamique permettent d’ame´liorer le
rendement des amplificateurs RF, faisant varier leur alimentation suivant
l’amplitude du signal RF a` e´mettre. Or, les applications restent restreintes
aux syste`mes radio a` bande e´troite si le modulateur d’alimentation doit
suivre les variations de l’enveloppe du signal RF, car les rendements de
conversion des convertisseurs DC-DC large bande sont toujours modestes,
ce qui fait perdre l’inte´reˆt de l’alimentation dynamique. L’originalite´ de la
solution que nous proposons re´side dans le fait de permettre d’utiliser des
modulateurs d’amplitude lents5, ayant de fort rendements de conversion,
pour des applications large bande dans des postes e´metteurs RF fixes.
1.3 Organisation
L’organisation de ce manuscrit est la suivante (Figure 1.1) :
– Dans le Chapitre 2, il est propose´ une introduction aux e´metteurs
radio, ou` les concepts de base re´currents dans ces travaux seront in-
troduits
– Le Chapitre 3 de´crira succinctement les principales techniques de
line´arisation et d’ame´lioration du rendement au niveau syste`me, dont
la pre´distorsion et l’alimentation dynamique
– Le Chapitre 4 approfondira la line´arisation par pre´distorsion
nume´rique, et fera le point sur le vaste e´tat de l’art depuis une pers-
pective pratique qui viendra supporter la motivation et l’approche des
travaux que nous proposerons par la suite
– Dans le Chapitre 5, nous de´crirons notre premier prototype de
syste`me nume´rique de pre´distorsion, depuis la conception de l’algo-
rithme original de pre´distorsion jusqu’aux aspects de mise en œuvre
du prototype
– Le Chapitre 6 traitera de la conception et de l’imple´mentation d’un
deuxie`me prototype mate´riel de syste`me pre´distorsion nume´rique, plus
performant que son pre´de´cesseur. Plusieurs algorithmes et structures
de pre´distorsion originaux seront valide´s expe´rimentalement a` ce stade.
En base a` ces re´sultats, une dernie`re partie de ce chapitre sera de´die´e a`
l’e´tude de la relation entre la pre´distorsion nume´rique et le rendement
5par rapport a` la largeur de bande de l’application RF cible
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de l’amplificateur
– Le Chapitre 7 approfondira le sujet de l’ame´lioration du rendement
d’un e´metteur line´arise´ par pre´distorsion, au moyen des techniques
d’alimentation dynamique, dans le cas ou` le modulateur d’amplitude
est limite´ en largeur de bande par rapport a` la bande passante du
signal RF. La conception et imple´mentation d’un module nume´rique
de pilotage de l’alimentation+pre´distorsion, ainsi que sa validation
expe´rimentale, seront amplement discute´es
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Ce premier chapitre est consacre´ aux rappels des aspects essentiels
et ge´ne´raux des communications radio nume´riques, du point de vue de
l’e´metteur, auxquels il est fait souvent appel dans les autres chapitres de
cette the`se.
L’objectif ici est de faire comprendre au lecteur les simples me´canismes
qui permettent le bon fonctionnement d’un e´metteur radio nume´rique. En
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particulier, nous mettons en avant les principaux liens entre le fonctionne-
ment d’un e´metteur plus ou moins line´aire et son rendement e´nerge´tique,
et donc les raisons qui font qu’il fonctionne beaucoup moins bien du point
de vue line´arite´ si on souhaite qu’il pre´sente un bon rendement e´nerge´tique,
par exemple.
Ainsi, a` partir du simple concept de modulation nume´rique, nous forma-
lisons l’augmentation du rendement spectral et des de´bits en e´mission, par le
biais de l’augmentation de la puissance (e´nergie) en e´mission, et l’implication
sur les proprie´te´s dynamiques et statistiques du signal. Nous passons ensuite
en revue quelques principes des architectures radio, ainsi que des exemples
de syste`mes commerciaux, pour fixer quelques cas de figures en termes de
capacite´ et puissance. Ces derniers nous ont servi a` situer nos travaux par
rapport a` des cas concrets et ainsi faire les premie`res validations.
Apre`s ces concepts de haut niveau dans la hie´rarchie syste`me de
l’e´metteur, nous descendons d’un e´chelon pour se focaliser sur l’amplifica-
teur de puissance RF, e´le´ment incontournable, mais qui se concilie mal avec
ces signaux haute capacite´, tel qu’il est explique´ dans le troisie`me volet de
ce chapitre. Cette mauvaise conciliation est a` l’origine des proble´matiques
de line´arite´ contradictoires avec celles du rendement, et la raison d’eˆtre de
cette the`se.
Toujours par rapport a` l’amplificateur, nous nous inte´ressons aux effets
me´moire, impliquant que la sortie de l’amplificateur, en plus d’eˆtre non-
line´aire, est de´pendante a` la fois de l’entre´e pre´sente, mais aussi de l’his-
torique du signal en entre´e. Ce qui rend difficile la taˆche de line´arisation.
Nous terminons ces rappels de concepts par l’ajout de notions me´triques de
distorsion et de qualite´ du signal e´mis -au sens de la fide´lite´ par rapport
a` la forme d’onde cense´e eˆtre transmise-, pour donner au lecteur les bases
ne´cessaires pour la compre´hension des autres chapitres.
2.1 Modulations Nume´riques
Dans les syste`mes de communication a` distance qui ve´hiculent des
donne´es sur des portions du spectre e´lectromagne´tique1, il est possible de
transporter des informations a` l’aide d’ondes e´lectromagne´tiques en modu-
lant certains parame`tres comme la fre´quence, la longueur d’onde, l’amplitude
ou la phase.
Pour les e´metteurs radio, on parle de modulation d’une porteuse, pour
faire re´fe´rence au fait d’incruster les donne´es dans une porteuse en changeant
certaines de ses proprie´te´s, et fournir un signal radio a` e´mettre. Ce signal
radio pourra se propager le long du canal afin d’atteindre un ou plusieurs
re´cepteurs. Dans un re´cepteur, un processus inverse de de´modulation doit
1Cas des communications sur cuivre, optiques, infrarouges mais e´galement des commu-
nications radio et microondes
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eˆtre fait, en rejetant la porteuse tout en re´alisant l’extraction des informa-
tions utiles.
On s’inte´resse aux syste`mes de communications nume´riques, dans les-
quels la modulation se fait par des variations discre`tes, par exemple en en-
voyant une valeur 0 pendant une pe´riode de temps appele´e le Temps de
Symbole (Tsymb) sur une fre´quence, et une valeur 1 sur une autre fre´quence
durant une autre pe´riode de meˆme dure´e. Le re´cepteur peut extraire les in-
formations contenues dans le signal en identifiant la fre´quence rec¸ue durant
chaque pe´riode Tsymb. Ceci est le cas d’une modulation en fre´quence (FM
ou FSK2).
De la meˆme manie`re, il est possible de produire des modulations en
amplitude (AM ou ASK3) ou` diffe´rents niveaux d’amplitude servent a` coder
les valeurs 0 et 1, ou encore des modulations de phase (PM ou PSK4) quand
chaque valeur discre`te d’information correspond a` un de´calage en phase
pre´cis de la porteuse. Il est bien entendu possible de songer a` des modulations
combine´es, notamment d’amplitude et de phase.
Les avantages bien connues des modulations nume´riques sur les modula-
tions analogiques sont la robustesse face au bruit et les interfe´rences, pouvant
offrir une qualite´ ame´liore´e (voire parfaite) en re´ception. De plus, le traite-
ment nume´rique permet directement ou indirectement des re´ductions de la
puissance d’e´mission par utilisation de techniques de compression du signal,
codage, multiplexage, et d’autres. Ces techniques ne font pas l’objet de nos
travaux, et par la suite, nous supposerons que les signaux concerne´s ont
e´ventuellement subi ces manipulations.
2.1.1 Largeur de bande et Capacite´
La largeur de bande d’un signal est la diffe´rence entre ses composantes
fre´quentielles maximale et minimale, autour de la porteuse. La largeur de
bande est une mesure de la quantite´ de spectre occupe´e par le signal. Pour les
communications nume´riques, la capacite´ maximale d’un canal est de´duite de
la loi de Shannon (2.1)5 , [Sha48], qui e´tablit la relation entre les principaux
facteurs limitant n’importe quelle transmission nume´rique : la largeur de
bande et la relation signal sur bruit.




Ou` C est la capacite´ exprime´e en bits par seconde, BW , la largeur de
bande du canal (Hertz) et SN , le rapport de puissances entre le signal et le
2FM provient plutoˆt du contexte des communications analogiques dans le passe´. En
nume´rique on parle plutoˆt de modulations FSK, Frequency Shift Keying
3Comme tout a` l’heure, il serait plus correct dans notre contexte nume´rique de faire
re´fe´rence aux modulations ASK, Amplitude Shift Keying
4Modulation nume´rique : Phase Shift Keying
5Dans sa version plus ce´le`bre, supposant un canal avec bruit gaussien
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bruit. Il s’en suit que la manie`re la plus directe d’augmenter la capacite´ est
d’augmenter la largeur de bande du signal. Puisque, pour un standard de
communication fixe´, cette largeur de bande est aussi fixe´e, le seul moyen
d’augmenter la capacite´ est d’augmenter le rapport SN . En pratique, quand
un signal radio se propage a` travers le canal, il perd de la puissance, au
minimum, en suivant une loi de proportionnalite´ avec l’inverse du carre´ de
la distance parcourue (S ∝ 1
d2
). En plus, il subit des interfe´rences en prove-
nance d’autres e´metteurs ainsi qu’a` d’autres e´le´ments de l’environnement6,
ce qui fait augmenter la puissance du bruit N .
Les diffe´rents types de modulation pre´sentent des proprie´te´s particulie`res
vis-a`-vis du rendement spectral (exprime´ comme CBW , en terme du nombre
de bits par seconde et par hertz), quantite´ qui donne justement une mesure
du nombre de bits pouvant eˆtre transmis durant un temps et une largeur
de bande donne´es. Etant donne´e la nature limite´e et l’encombrement du
spectre de fre´quences, l’inte´reˆt de bien en profiter par maximisation de CBW
est clair.
Ceci est possible en de´finissant plusieurs e´tats discrets possibles pour
la modulation, au lieu de deux seulement (0 ou 1). Ainsi, on peut coder k
bits dans la dure´e d’un symbole, si on pre´voit 2k symboles ou e´tats discrets
possibles de la modulation. L’augmentation de niveaux possibles fait aug-
menter le de´bit de donne´es7. Cependant, ces modulations multi-niveau ont
pour inconve´nient la diffe´rentiation parmi les diffe´rents niveaux discrets au
fur et a` mesure que le de´bit de donne´es (k) et/ou le bruit augmentent.
Par exemple, conside´rant que la largeur de bande est fixe, doubler le
nombre de bits par seconde graˆce a` une modulation multi-niveau implique
que le terme log2(1 + SN ) double si C l’est aussi, d’apre`s (2.1). En pratique,
cela impose un besoin du type quadratique sur le rapport signal sur bruit :
si C ⇒ 2C alors SN ⇒ ( SN )2.
Ce fait est illustre´ sur la figure 2.1. Cette figure est divise´e en trois par-
ties, ou` nous repre´sentons diffe´rents signaux affecte´s par du bruit gaussien.
Le rapport SN est maintenu e´gal dans les trois cas. En haut, un signal peu
informatif, qui n’ame`ne que 1 bit/symbole se voit peu perturbe´ par le bruit :
il est facilement interpre´table en re´ception, et aucune erreur n’est possible.
Au milieu, un signal plus informatif, amenant 2 bits/symbole se voit davan-
tage perturbe´ par le bruit, ce qui rendra plus difficile son interpre´tation en
re´ception. Finalement, le signal en bas, amenant 3 bits/symbole risque de
produire carre´ment des erreurs en re´ception, car le bruit empeˆche de faire
la diffe´rence entre deux niveaux adjacents. En d’autres termes, si SN n’est
pas augmente´ quand k augmente, la limite impose´e par (2.1) interdit toute
communication, car les diffe´rents niveaux ne sont plus discernables. Il aurait
fallu augmenter le rapport SN , et donc S pour le rendre davantage lisible en
6En l’occurrence, lui-meˆme, quand il y a une propagation multi-chemin ou des e´chos
72 e´tats ⇒ 0, 1⇒ k = 1 bits/symbole ; 4 e´tats ⇒ 0, 1, 2, 3⇒ k = 2 bits/symbole
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re´ception.






k = 1 bit/symbole, 2 niveaux






k = 2 bit/symbole, 4 niveaux






k = 3 bit/symbole, 8 niveaux
Fig. 2.1: Exemple de la relation entre la Capacite´ et le besoin d’un rapport SN e´leve´.
Ici, le rapport SN est constant dans les trois cas. En conse´quence, le signal devient de
moins en moins discernable au fur et a` mesure que la capacite´ augmente
Ainsi, les modulations multi-niveau, inte´ressantes du point de vue de la
capacite´, sont tre`s sensibles au bruit et a` la line´arite´ des composants. Les
valeurs ne´cessaires du rapport SN sont de plus en plus e´leve´s au fur et a
mesure que la capacite´ du syste`me augmente : les besoins en capacite´ se
transposent directement en besoins de puissance et line´arite´ en e´mission.
2.1.2 Modulations d’Amplitude et de Phase
Les sche´mas de modulation les plus efficaces en termes de rendement
spectral sont les modulations d’amplitude et de phase (AM/PM), qui
peuvent ve´hiculer l’information a` travers les variations d’amplitude et de
phase. Les modulations AM et PM sont donc un sous-ensemble des modu-
lations AM/PM. Un tel type de modulation produit un signal passe-bande
du type :
s(t) = A(t)cos(2pifct+ θ(t)) = I(t)cos(2pifct) +Q(t)sin(2pifct) (2.2)
avec fc la fre´quence porteuse, I(t) la composante en phase et Q(t) la
composante en quadrature. Dans nos travaux, lorsqu’il est fait re´fe´rence au
signal en bande de base, on fait appel a` la paire carte´sienne complexe (I,Q)
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ou I + jQ, qui contient toute l’information sur l’amplitude et la phase de la
porteuse, a` travers les relations bien connues (2.3). Ces relations sont aussi









Fig. 2.2: Re´presentation de signaux en bande de base sur le plan complexe









Notons que le terme a` droite dans (2.2) est la somme de deux modulations
en amplitude, et correspond a` la proce´dure de ge´ne´ration du signal RF
appele´e modulation en quadrature. Les deux composantes en bande de base
I(t) et Q(t) sont translate´es se´pare´ment en fre´quence, avec un de´calage de
pi
2 entre les porteuses, puis additionne´es.
Par la suite les modulations AM-PM et ses de´rive´es seront nomme´es
modulations line´aires, du fait que les proprie´te´s temporelles et spectrales des
signaux en bande de base I(t) et Q(t) sont pre´serve´es lors de sa conversion
RF. En contraste, les modulations du type FM sont des modulations non-
line´aires.
Par la suite, nous de´crirons brie`vement quelques formats de modulation
pour illustrer le de´veloppement ante´rieur, avec les formes d’onde ou alpha-
bets possibles dans le domaine complexe en bande de base. En comple´ment
de ces formalismes, la figure 2.3 illustre graphiquement leur repre´sentation
dans l’espace complexe du signal.
1. Modulation On-Off-Keying (OOK) : quand l’alphabet en
e´mission est du type :
A(t) = {0, A} ; (k − 1)Tsymb < t ≤ kTsymb, k ∈ N
θ(t) = 0 ; ∀t
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Fig. 2.3: Espace du signal pour les modulations OOK, BPSK, QPSK et 16-QAM
ou` tout simplement l’un des deux e´tats binaires possibles est signale´
par l’absence de signal, et l’e´tat comple´mentaire par la pre´sence de
signal. Ce type de modulation est rarement utilise´ en transmission
sans fil en raison des proble`mes de synchronisme lors d’absences
prolonge´es de signal. Notons toutefois qu’il s’agit du principe du code
Morse.
2. Modulation Binary Phase-Shift Keying (BPSK) : quand l’al-
phabet en e´mission est du type :
A(t) = {±A} ; (k − 1)Tsymb < t ≤ kTsymb, k ∈ N
θ(t) = 0 ; ∀t
qui est d’ailleurs e´quivalent a` l’alphabet :
A(t) = A ; ∀t
θ(t) = {±pi} ; (k − 1)Tsymb < t ≤ kTsymb, k ∈ N
14 Ge´ne´ralite´s
Ici, les e´tats binaires sont repre´sente´s par phases oppose´es de 180
de´gre´s de la porteuse. De par sa simplicite´ c’est une des techniques de
modulation les plus robustes qui soit face au bruit, mais le rendement
spectral reste faible car a` chaque pe´riode de symbole, un bit seulement
est transmis.
3. Modulation Quadrature Phase-Shift Keying (QPSK) : quand
l’alphabet en e´mission est du type
A(t) = {±
√
2A} ; (k − 1)Tsymb < t ≤ kTsymb, k ∈ N
θ(t) = {±pi} ; (k − 1)Tsymb < t ≤ Tsymb, k ∈ N
qui, exprime´ en termes des composantes en phase et quadrature est
e´quivalent a` :
(I(t), Q(t)) = {(±A,±A)} ; (k − 1)Tsymb < t ≤ kTsymb, k ∈ N
Ici quatre e´tats sont possibles, avec une amplitude
√
2A et quatre
phases se´pare´es de pi/2 de´gre´s, profitant vraiment de la capacite´ de
moduler en meˆme temps l’amplitude et la phase. Par rapport au
BPSK, le rendement spectral se voit augmente´ du fait de transmettre
deux bits par symbole, mais la robustesse face au bruit de´croˆıt en
raison de la moindre se´paration entre symboles. En tout cas, de par
sa simplicite´ et le compromis de performances, cette modulation ou
ses variantes diffe´rentielles (D-QPSK) sont les modulations de choix
dans plusieurs standards de communication, notamment pour les
liaisons montantes entre l’unite´ portable et la station de base et dans
des normes de re´seau sans fil telles que la IEEE 802.11.
4. Modulations M-ary Quadrature Amplitude Modulation (M-
QAM) : quand jusqu’a` M symboles/e´tats sont possibles, avec un
alphabet en e´mission du type :




)} ; (k − 1)Tsymb < t ≤ kTsymb, k ∈ N
Qi,Qq ∈ {1, 3, 5, . . . ,
√
M − 1}
permettant donc d’encapsuler 2m bits par symbole quand M = 22m
(m = 0, 1, 2, . . .). La modulation QPSK en est le cas particulier quand
M = 4. Les rendements spectraux sont d’autant plus e´leve´s que le
nombre M augmente. La technique QAM est utilise´e dans plusieurs
applications, dont les syste`mes 802.11 (Wi-Fi), 802.16 (WiMax), et
3G W-CDMA/HSDPA.
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5. Modulations Orthogonal frequency-division multiplexing
(OFDM) : dans ce cas, la bande totale disponible est divise´e en K
sous-bandes. Chacune d’elles est module´e ensuite au moyen d’une mo-
dulation line´aire simple parmi celles de´crites pre´ce´demment. Dans le
cas typique ou` chaque sous-porteuse est module´e en M-QAM, l’alpha-






j2pikt/T , 0 < t ≤ T
ou` Xk re´presente le symbole QAM correspondant a` la porteuse k :
ej2pikt/T , et T , la dure´e du symbole OFDM. L’espacement de 1/T entre
sous-porteuses les rend orthogonales sur une pe´riode de symbole, ce
qui e´vite les interfe´rences intersymboles meˆme si les spectres module´s
de chaque sous-porteuse se chevauchent avec ceux des voisines.
Les de´bits de donne´es sont proches de ceux d’une modulation M-QAM
qui utiliserait la meˆme largeur de bande. Le principal avantage des
modulations OFDM est leur robustesse face a` la propagation multi-
chemin ou les interfe´rences a` bande e´troite. En effet, la proce´dure
d’e´galisation du canal se voit simplifie´e a` partir du moment ou` le
re´cepteur interpre`te le signal OFDM comme une somme de signaux
bas de´bit a` bande e´troite.
Graˆce a` cette robustesse, l’OFDM devient un format de modulation
de plus en plus populaire, qui a de´ja` e´te´ adopte´ pour les standards
802.11, 802.16x, 802.20x et les e´volutions des normes 3G. Il est a` la
base des visions des syste`mes 4G a` venir.
2.1.3 Peak to Average Power Ratio (PAPR)
Afin de caracte´riser statistiquement les proprie´te´s dynamiques des si-
gnaux module´s, on fait souvent appel a` la mesure du Peak-to-Average Power
Ratio (PAPR), de´fini comme le rapport entre la valeur creˆte de la puissance




Le PAPR est au cœur de la question de l’amplification non line´aire et la
perte de rendement de l’amplificateur de puissance. En effet, on constate que
les dynamiques des signaux augmentent avec l’efficacite´ spectrale des mo-
dulations. Leur PAPR augmente et ceci implique directement une chute du
rendement e´nerge´tique des e´metteurs et plus pre´cise´ment des amplificateurs.
Pour e´viter les re´gions non-line´aires de l’amplificateur, la puissance
























Fig. 2.4: Peak-to-Average Power Ratio (PAPR), de´fini comme le rapport entre la valeur
creˆte et la puissance moyenne du signal
niveau de saturation en entre´e que de la valeur du PAPR en dB (cf. section
2.3.2). Ce ne sera alors que tre`s rarement que le signal entrera dans les zones
a` fort rendement de l’amplificateur, situe´es pre`s de son point de saturation.
Ceci implique alors une sous utilisation des possibilite´s e´nerge´tiques de l’am-
plificateur. L’exemple de la figure 2.5 montre l’interpre´tation du PAPR vis-a`-
vis de la dynamique du signal en entre´e et de la caracte´ristique entre´e/sortie
de l’amplificateur. Il est ainsi facile de constater qu’e´viter les zones non-









PAPR ZONE NON LINEAIRE,
FORT RENDEMENT
Fig. 2.5: Repre´sentation du lien entre le PAPR et la proble´matique du rendement d’un
amplificateur de puissance
Pour les modulations du type QAM, avant filtrage de mise en forme (voir
section 2.2.1), il est possible d’obtenir d’une expression analytique pour le
PAPR, lorsque la probabilite´ de chaque symbole est connue (typiquement
e´quiprobables) et que le nombre de symboles est fini. Apre`s le filtrage de mise
en forme, et en fonction de la valeur de roll-off, cette valeur s’incre´mente en
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raison des fluctuations au-dela` du temps de symbole, et ceci d’autant plus
que le roll-off s’approche de ze´ro.
Dans le cas des modulations OFDM, le PAPR peut rapidement devenir
tre`s e´leve´ quand le nombre de sous porteuses augmente. En effet, les ampli-
tudes fluctuantes et les phases ale´atoires des sous porteuses peuvent amener
a` des combinaisons constructives qui feraient remonter la valeur de creˆte.
D’ailleurs, il est possible de de´montrer que la valeur the´orique du PAPR
dans le cas OFDM est e´gal au nombre de sous porteuses N :
PAPR = 10log(N)(dB) (2.5)
En re´alite´, la probabilite´ que les sous porteuses se recombinent de fac¸on a`
atteindre effectivement cette valeur est faible et dans certains cas, on de´crit
le PAPR a` l’aide de fonctions de re´partition qui de´terminent la probabilite´
que le PAPR de´passe une valeur de seuil, ou bien encore son espe´rance et
e´cart type [OI01].
2.2 Architecture et Syste`mes commerciaux
2.2.1 L’e´me´tteur
Un e´metteur radio a pour objectif de faire la conversion d’un signal in-
formatif en bande de base afin de produire un signal RF module´. Ce proce´de´
se fait en plusieurs e´tapes, que nous de´crivons de fac¸on simplifie´e pour le cas
des modulations line´aires.
Supposons l’existence d’une source d’information nume´rique, qui four-
nit des bits a` transmettre a` sa sortie. Dans une premie`re e´tape, l’e´metteur
regroupe tous les k bits d’information provenant de la source en symboles
appartenant a` un alphabet de 2k symboles possibles et de dure´e Tsymb. Puis
chaque symbole est mis en correspondance avec un couple complexe dont
les composantes carte´siennes correspondent aux composantes en phase (I)
et quadrature (Q) du signal8. Afin de limiter en bande le signal, les par-
cours d’un symbole vers un autre ne se font pas instantane´ment, mais d’une
manie`re continue : les composantes I et Q sont sure´chantillonne´es et filtre´es
par le filtre de mise en forme H(ω). Ce dernier ayant pour but de limiter la
largeur de bande en e´mission, et de re´duire les interfe´rences inter-symbole
ainsi que de maximiser le rapport SN en re´ception. Dans la figure 2.6 on
peut voir l’effet du facteur de roll-off de H(ω) sur un signal QPSK quand
le filtre H(ω) est du type cosinus sure´leve´9. Un signal peu abrupte dans le
temps (faible roll-off ) occupe moins de largeur de bande. En revanche, sa
dynamique est plus complexe, et son PAPR est plus e´leve´.
8cf. sec 2.1.2, figure 2.3 a` la page 13. Dans le cas OFDM, la me´thodologie est quelque
peu diffe´rente, mais pour ce qui nous inte´resse, le signal en bande de base est aussi complexe
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Fig. 2.6: Signal QPSK. Filtrage des composantes I et Q avec diffe´rents filtres du type
cosinus sure´leve´
Selon le moment ou` se fait la conversion entre le domaine nume´rique
et le domaine analogique, ainsi que les translations en fre´quence du si-
gnal, on peut distinguer plusieurs architectures d’e´metteur (a` conversion
directe, he´te´rodyne, de type low-IF ). Dans nos travaux nous avons utilise´
un e´metteur du type conversion directe, comme celui de la figure 2.7, ou`
la conversion nume´rique/analogique est faite juste avant la modulation en
quadrature des deux voies I et Q. La conversion en haute fre´quence est faite
d’un coup, sans passage par une fre´quence interme´diaire, graˆce au dispositif
appele´ up-converter qui re´alise la modulation en quadrature.
Plus re´cemment, les progre`s des technologies de traitement nume´rique
et de conversion nume´rique/analogique ont mis a` la porte´e des concep-
teurs la possibilite´ de re´aliser la modulation en quadrature dans le do-
maine nume´rique, et les architectures appele´es low-IF sont de plus en plus
re´pandues. Dans cette tendance, meˆme des architectures tout nume´rique
commencent a` eˆtre expe´rimente´es [SSW+05] pour des applications a` enve-
loppe constante. C’est dans ce contexte qu’on entend parler de plus en plus
de Radio Logicielle10. Dans le paradigme SDR, le traitement du signal est
fait par logiciel dans la mesure du possible : filtrage, se´lection de canal dans
la bande, et e´mission simultane´e dans plusieurs canaux. Cela fournit un
degre´ d’adaptabilite´ qui est tout a` fait inte´ressant au niveau des stations de
base.
L’e´metteur devant e´galement transmettre le signal RF, a` un niveau de
puissance pre´de´fini pour garantir un niveau de SN en re´ception et donc une
qualite´ de liaison de´termine´e, on utilise alors un (ou plusieurs) amplificateurs
de puissance RF pour augmenter le niveau de signal avant l’antenne.
Les exigences sur la puissance d’e´mission de´pendent fondamentalement
de la porte´e requise, qui, a` son tour, de´pend de l’architecture du re´seau
et s’exprime a` partir de ses composantes I et Q
9en anglais, Raised Cosine
10en anglais, Software Defined Radio : SDR























Fig. 2.7: Architecture d’un e´metteur nume´rique de conversion directe
radio, dont les deux cas plus repre´sentatifs sont les re´seaux de diffusion et les
re´seaux cellulaires11 . En meˆme temps, les contraintes impose´es a` l’e´metteur
de´pendent aussi de sa mobilite´. On analyse ces aspects par la suite.
Particularite´s des Unite´s Portables
En tant qu’e´quipement d’utilisateur, sa conception et particularite´s sont
dicte´es par les e´conomies a` grande e´chelle de production massive.
Il s’agit en ge´ne´ral de dispositifs alimente´s par batteries, et donc limite´s
e´nerge´tiquement. Les niveaux de puissance en e´mission restent typiquement
en dessous des quelques watts (en fonction de la position du terminal par
rapport a` la station de base), et on choisit des formats de modulation avec
PAPR re´duits, afin de favoriser le rendement e´nerge´tique devant le rende-
ment spectral.
Une des cle´s du succe`s du syste´me GSM a e´te´ justement l’utilisation
de modulations a` enveloppe constante (PAPR = 0 dB) pour lesquels les
amplificateurs a` fort rendement utilise´s ont permis, non seulement de fournir
une dure´e de batterie raisonnable aux clients, mais aussi l’utilisation de
transistors RF a` forte densite´ de puissance, de taille re´duite et faible couˆt.
L’essor des modulations a` amplitude variable dans les syste`mes de te´le´phonie
et d’e´change de donne´es mobiles post-GSM impose beaucoup plus de de´fis
de conception [Lar97, LW00, RAC+02].
On cherche en ge´ne´ral pour les terminaux portables, le meilleur compro-
mis en taille, dure´e d’autonomie des batteries et faible couˆt ; au de´triment
de la capacite´ (bps), transposant la complexite´, dans la mesure du possible,
a` la station de base.
11certes, d’autres types de re´seau existent, notamment les re´seaux e´mergeants de cap-
teurs type ad-hoc. Ces derniers sont en dehors de la porte´e de ces travaux
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Particularite´s des Stations de Base
La station de base12 est le syste`me en charge de la liaison radio avec
les stations de re´ception, e´ventuellement mobiles. Dans sa version la plus
simple dans un re´seau de distribution, une station de base est compose´e
essentiellement d’une liaison avec une station la controˆlant, d’un e´metteur
radio et d’une antenne. La puissance d’e´mission est tre`s variable, et de´pend
de la porte´e souhaite´e. Puisque la station peut eˆtre branche´e au re´seau
e´lectrique, elle n’est pas affecte´e -en principe- par des limitations vis-a`-vis
de son rendement e´nerge´tique.
Bien entendu, dans un syste`me cellulaire, il s’agit d’un
e´metteur/re´cepteur, voire de plusieurs, pour desservir des antennes
sectorise´es -typiquement chaque antenne couvrant un angle de 120 degre´s,
divisant ainsi la cellule en trois secteurs- ce qui permet d’augmenter la
capacite´ du syste`me. Dans chaque secteur, plusieurs utilisateurs ou canaux
en fre´quence peuvent eˆtre desservis en meˆme temps, selon deux possibilite´s.
Une possibilite´ est d’utiliser une chaine amplificatrice pour chaque canal
et puis de faire une combinaison de puissance. Cette option est encombrante
et peu souple en termes de gestion des ressources radio, car une bande fixe
est affecte´e a` chaque sous-e´metteur.
L’autre possibilite´ est d’utiliser un seul amplificateur pour plusieurs por-
teuses, qui peuvent eˆtre combine´s dans le domaine nume´rique [LF95]. Dans
ce cas, on parle de syste`mes Multiporteuse (Multicarrier), pre´sentant l’avan-
tage de la flexibilite´ d’allocation de fre´quences et de largeurs de bande. En
revanche il s’ave`re difficile de maintenir un haut niveau de line´arite´ le long
d’une large plage de fre´quences, et ceci dans des conditions d’ope´ration chan-
geantes et tre`s variables. En plus, la combinaison de porteuses fait augmenter
le PAPR des signaux, et donc diminuer le rendement e´nerge´tique de l’am-
plificateur RF (cf. figure 2.5, a` la page 16).
Actuellement, il existe parmi les ope´rateurs une tendance a` augmen-
ter le nombre de stations de base, en re´duisant les porte´es pour densifier
le maillage de cellules, dans le but d’augmenter la capacite´ globale des
re´seaux. Cette tendance re´ve`le de nouveaux besoins en termes de rende-
ment e´nerge´tique. En effet, l’importance des couˆts d’exploitation, dont la
consommation e´lectrique, croˆıt avec le nombre de stations de base de´ploye´s.
Pour des raisons de couˆt et de placement, les ope´rateurs s’inte´ressent aussi
a` la re´duction de la taille des stations de base. Cette re´duction de couˆt et de
volume est possible si le rendement e´nerge´tique des amplificateurs augmente,
permettant de s’affranchir des e´quipements de refroidissement, encombrants,
ne´cessitant de l’entretien, et susceptibles de de´faillance.
Une station de base reste donc un syste`me tre`s complexe, pouvant des-
servir des dizaines d’utilisateurs en meˆme temps. En tant qu’e´metteur, la
12souvent appele´e BTS : Base Transceiver Station dans le contexte de la te´le´phonie
cellulaire
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station de base assure l’activation et de´-activation de la liaison physique ra-
dio de chaque utilisateur, ainsi que l’encodage, la modulation, et l’e´mission
du signal, tout en effectuant un controˆle de puissance afin de ne pas in-
terfe´rer avec les cellules voisines ou re´duire l’effet near-far. Cette complexite´
est ge´re´e nume´riquement par des techniques Radio Logicielle sur des mi-
croprocesseurs et des dispositifs de´die´s de traitement du signal : DSP13 et
FPGA.
2.2.2 Standards de communication radio commerciaux
Dans cette section nous passons en revue quelques standards
repre´sentatifs de communication radio, relevant de divers contextes et
diffe´rentes applications : te´le´phonie sans fil, diffusion de TV nume´rique, et
transfert de donne´es. Nous nous sommes inte´resse´s aux caracte´ristiques de
leur liaison radio, afin de donner des cas de figure et situer les contraintes
que ces standards imposent aux amplificateurs de puissance RF.
DVB-T : En terme de service de diffusion, le standard DVB-T14 ve´hicule
le service de TV nume´rique hertzienne, utilisant d’ailleurs la meˆme
bande de fre´quences UHF que la TV analogique hertzienne.
EDGE, UMTS/HSPDA : Ces deux exemples correspondent a` des
normes de te´le´phonie mobile. Les deux s’appuient sur le concept de
re´seau cellulaire. La norme EDGE15 est une e´volution du syste`me
GSM, permettant aux ope´rateurs disposant d’un tel re´seau d’augmen-
ter les de´bits de donne´es avec un minimum de modifications et d’inves-
tissements. L’Universal Mobile Telecommunications System (UMTS)
est l’une des technologies de te´le´phonie mobile de troisie`me ge´ne´ration
(3G). La norme UMTS s’appuie sur une interface hertzienne de Mul-
tiplexage par code large bande, W-CDMA16 [Hol04], qui constitue
l’imple´mentation europe´enne des spe´cifications IMT-2000 de l’UIT
pour les syste`mes radio cellulaires 3G. Le HSDPA (High Speed Down-
link Packet Access) est de´fini dans la version WCDMA - 3GPP Rel.
5. (3GPP) [CMO99, 3GP02].
WiFi : Comme exemple de normes de´crivant les caracte´ristiques d’un
re´seau local sans fil (WLAN), on s’inte´resse aux standards IEEE 802.11
(ISO/CEI 8802-11), permettant des liaisons haut de´bit entre ordina-
teurs, machines de bureau, e´quipements, assistants personnels (PDA),
pe´riphe´riques, etc. Les re´seaux Wi-Fi re´pondent a` la norme 802.11,
et les deux nomenclatures se confondent, quoique le terme Wi-Fi fai-
13DSP : Digital Signal Processor
14Digital Video Broadcast Terrestre, en contraste avec les applications satellite DVB-S
ou par caˆble, DVB-C
15Enhanced Data Rates for GSM Evolution
16Wideband Code Division Multiple Access
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sait initialement re´fe´rence au nom de la certification de´livre´e par l’al-
liance d’entreprises inte´resse´es a` maintenir l’interope´rabilite´ entre les
mate´riels re´pondant a` la norme 802.11b.
WiMAX : L’ensemble de normes WiMAX17 se placent dans un contexte
de re´seau me´tropolitain sans fil (Metropolitan Area network, MAN).
Ces normes de´finissant des connexions a` haut-de´bit, a` des e´quipements
fixes (normes 802.16-2004 et 802.16c) et mobiles (802.16e), comme
alternative au caˆble pour le re´seau d’acce`s, comme re´seau de collecte
et de transport, ou encore comme re´seau cellulaire comple´mentaire
des re´seaux Wi-Fi et UMTS.
Le Tableau 2.1 re´sume quelques-unes des caracte´ristiques de ces stan-
dards du point de vue de l’e´metteur et la couche physique (liaison radio).
Quelques faits sont a` remarquer, dont le fait que le rendement spectral est
plus ou moins corre´le´ avec le PAPR. Autre constat, les niveaux de puis-
sance sont d’autant plus e´leve´s que la porte´e est grande, et inversement, les
puissances en jeu diminuent quand la densite´ du maillage du re´seau est pe-
tite, selon les principes de re´utilisation de fre´quences des re´seaux cellulaires.
Bien entendu, nous avons re´fe´rence´ ici les caracte´ristiques des stations de
base quand ce concept s’applique ; en opposition aux unite´s portables, qui
restent en dehors de la porte´e de ces travaux.
En tout cas, on constate que les largeurs de bande sont de l’ordre
des MHz, et les puissances au-dela` des quelques watts, avec des signaux
pre´sentant des PAPR e´leve´s. C’est dans ce contexte que nous plac¸ons nos
travaux expe´rimentaux par la suite.
17Worldwide Interoperability for Microwave Access
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10 W – kW 0,1 – 10 W 0,1 – 20 W 0,1 – 100 W 0.1 – 1W
Tab. 2.1: Caracte´ristiques des standards DVB-T, EDGE, 3G, WiFi et WiMAX (Liaison
Radio)
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2.3 L’Amplificateur de Puissance RF
La finalite´ d’un amplificateur de puissance RF est d’augmenter le niveau
de puissance du signal a` e´mettre, ide´alement sans de´formation du signal ap-
plique´ a` son entre´e. De plus, il est souhaitable que le rapport entre l’Energie
RF de´livre´e a` l’antenne et l’Energie DC consomme´e de la source d’alimen-
tation soit maximise´ (rendement e´nerge´tique). Or, les circuits amplificateurs
sont construits a` partir de transistors, qui sont des dispositifs actifs et en
principe non-line´aires. Selon la conception du circuit a` l’entour du transistor,
la Classe de l’amplificateur, des compromis entre la puissance de´livre´e, la
line´arite´ du signal e´mis et le rendement e´nerge´tique, peuvent eˆtre obtenus.
Nous rappellerons les principes des diffe´rentes classes d’ope´ration des
amplificateurs de puissance et leurs performances en termes de line´arite´ et
rendement. Puis, nous analysons les parame`tres de base et les effets non-
line´aires a` partir de mesures classiques a` un ou deux tons. Ensuite, les
mode`les d’amplificateur plus re´currents dans la litte´rature sont pre´sente´s,
allant de mode`les simples sans me´moire jusqu’aux mode`les plus complexes
qui prennent en compte les effets me´moire.
2.3.1 Rendement et Classes d’Ope´ration
Un amplificateur RF, de notre point de vue, est un dispositif transforma-
teur d’e´nergie, pre´sentant deux entre´es et une sortie : les entre´es d’alimenta-
tion et de signal a` amplifier, et une sortie pour le signal amplifie´. L’alimen-
tation de l’amplificateur fournit une puissance totale PDC , qui ide´alement
devrait eˆtre entie`rement convertie en puissance utile, PRF , sans pertes de
conversion. Malheureusement, en re´alite´, il faut aussi conside´rer une puis-
sance de pure perte PD dissipe´e au sein de l’amplificateur, comme il est







Fig. 2.8: Bilan de puissances dans un syste`me amplificateur RF
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On parle de rendement e´nerge´tique pour donner une mesure de la
quantite´ de PDC qui a e´te´ effectivement convertie en PRF . Les figures de
rendement fournissent une information a` propos des pertes PD, un as-
pect extreˆmement important pour la conception et le dimensionnement des
syste`mes d’e´vacuation de la chaleur ou de refroidissement. Parmi les me-
sures possibles de rendement, la plus re´pandue (et que nous utilisons en
permanence dans ce manuscrit), est celle du rendement DC, de´fini comme le
rapport entre la puissance RF fournie a` la charge, l’antenne en l’occurrence,





D’autres mesures du rendement e´galement bien connues sont le rende-
ment total (2.7), et le rendement nomme´ Power Added Efficiency (PAE),









avec Pi repre´sentant la puissance en entre´e de l’amplificateur. Ces me-
sures permettent de donner une ide´e du rendement et du gain en meˆme
temps, contrairement au rendement DC.
Plus ge´ne´ralement, il est bien suˆr possible de de´finir de la meˆme manie`re





qui prennent en compte des contributions PDC,i a` la consommation
autres que la puissance de l’alimentation de l’amplificateur. Parmi les contri-
butions inte´ressantes, la consommation du mate´riel en charge de taˆches de
line´arisation, PDC,lin fait l’objet d’une attention particulie`re dans nos tra-
vaux.
En tout cas, le rendement de´pend de la conception du circuit amplifica-
teur a` l’entour du dispositif actif, le transistor. Dans nos travaux, nous nous
inte´ressons aux amplificateurs dits line´aires [Ken00], travaillant en Classe
A, B et AB, et qui partagent quasiment la meˆme architecture circuit. Ici le
terme Classe fait re´fe´rence au type de polarisation du transistor et donc a` son
angle de conduction. Ce sont les architectures de circuit les plus re´pandues
pour l’amplification de signaux a` enveloppe non constante18. Chacune de ces
18De la meˆme fac¸on, les amplificateurs dits non line´aires sont regroupe´s dans les Classes
C, D, E, F, G, H et S. Dans ces cas on parle souvent d’amplificateurs pour signaux a`
enveloppe constante (PAPR=0) non affecte´s par les non line´arite´s des composants
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Classes d’ope´ration pre´sente ses particularite´s et ses compromis en termes
de polarisation, line´arite´ et rendement, comme il est montre´ par la suite.
Classe A : Pour les amplificateurs Classe A, le signal en entre´e et la
polarisation du transistor sont dimensionne´s de fac¸on a` ce que le transistor
soit toujours en conduction. La polarisation du transistor est telle qu’il fonc-
tionne le plus souvent au centre de sa re´gion line´aire, oscillant entre les zones
de fonctionnement en mode bloque´ et en mode sature´, sans pour autant y
entrer, ce qui minimise la cre´ation de distorsion sur le signal en sortie.
En ne´gligeant les effets des adaptations d’impe´dance, on peut faire une
analyse petit signal du comportement d’un amplificateur Classe A, a` partir
de sa configuration montre´e dans la figure 2.9. Si on suppose une entre´e
sinuso¨ıdale a` une certaine fre´quence RF, ω = 2pi f , le courant de collecteur
est donne´e par :
ic(t) = Icq − Imax sin(ωt) (2.10)
ou` Icq est le courant de polarisation et Imax, la valeur creˆte du courant
en sortie produit par le transistor. L’inductance de choc RF (LCRF ) entre
le collecteur et l’alimentation empeˆche les courants a` la fre´quence RF de
passer vers l’alimentation et a` l’inverse, la capacite´ de de´couplage en sortie
entre le collecteur et la charge empeˆche les composantes DC de passer vers la
charge. De ce fait, on obtient pour les courants d’alimentation et de sortie,
respectivement :
IDC = Icq (2.11)
io(t) = Imax sin(ωt) (2.12)
et enfin les tensions de sortie et de collecteur peuvent eˆtre obtenues
comme suit :
vo = ImaxR sin(ωt) = Vmax sin(ωt) (2.13)
vc(t) = Vcc + Vmax sin(ωt) (2.14)
Pour e´viter la zone bloque´e, il faudra que la tension de collecteur soit
positive tout le temps. Graˆce a` l’isolement entre AC et DC fourni par l’in-
ductance LCRF , la composante RF de la tension de collecteur peut de´passer
V cc/2 et atteindre ide´alement Vcc comme valeur de pic : V max ≤ V cc. Dans
ces conditions, le courant en sortie doit aussi eˆtre positif :






On obtient la puissance moyenne PDC fournie par l’alimentation et la




























Fig. 2.9: Exemple de circuit amplificateur fonctionnant en Classe A














Par ailleurs, si on suppose que la puissance en entre´e de l’amplificateur







On voit bien que si le gain est e´leve´e, alors Pi ≪ V
2
max
2R , et le PAE tend lui
aussi vers 0.5. Cette valeur de rendement, qualitativement faible, est lie´e a`
l’importance du courant continu de polarisation, qui existe meˆme en absence
de signal.
Classe B : Par rapport a` la Classe A, les amplificateurs Classe B
pre´sentent un rendement bien meilleur, mais il y a de´gradation de la line´arite´.
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Le dimensionnement du courant de polarisation du transistor est choisi pour
que le transistor ne conduise que pendant la moitie´ d’un cycle d’onde ; com-
pare´ a` la conduction permanente du transistor fonctionnant en Classe A. De
ce fait, en prenant le meˆme circuit que celui de la figure 2.9, et en supposant





Par de´finition de polarisation en Classe B, et en de´veloppant l’expression
du courant ic(t) en se´rie de Fourier, nous pouvons identifier le terme continu
DC (lie´ a` la consommation) et le fondamental du signal :
ic(t) =
{
Imax sin(wt) si 0 ≤ wt < pi
































vo,max = Vmax ≤ Vcc ⇒ Imax = 2Vcc
R
(2.23)
A partir de la consommation moyenne de courant dans (2.21) et la va-
leur de Imax de´duite dans (2.23), la puissance DC devant eˆtre fournie par
l’alimentation est :











≤ pi/4 = 0.785 (2.25)
Il est a remarquer que le rendement s’est ame´liore´ par rapport a` celui
de la Classe A. En revanche, le gain de l’amplificateur s’est re´duit. Ainsi,
pour une meˆme puissance de sortie (2.20), il faudra un niveau a` l’entre´e plus
e´leve´ afin de pouvoir atteindre une valeur Imax comme dans (2.23). Un autre
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inconve´nient de la Classe B est la perte de line´arite´ due a` la cre´ation d’har-
moniques (2.21) qui ne peuvent jamais eˆtre entie`rement filtre´s. En pratique,
il se produit une discontinuite´ de signal au moment ou` le transistor change
de mode d’ope´ration, ce phe´nome`ne s’appelle la distorsion de croisement.
Classe AB : Les amplificateurs Classe AB repre´sentent le compromis
entre les Classes A et B, en appliquant une polarisation interme´diaire
entre la conduction permanente de la Classe A et la conduction pendant
la moitie´ du cycle de la Classe B. Le Tableau 2.2 re´sume les principales
caracte´ristiques des amplificateurs en ClasseA et en Classe B. Celles d’un
amplificateur Classe AB se placeront quelque part entre les deux.





















Tab. 2.2: Principales caracte´ristiques des amplificateurs ClasseA et Classe B. Celles
d’un amplificateur Classe AB se placent quelque part entre les deux
Rendement pour des signaux module´s
Lors des analyses pre´ce´dentes, les rendements ont e´te´ calcule´s en sup-
posant une excursion en sortie qui atteignait la valeur maximale possible a`
chaque cycle, et qui, en plus, correspondait a` la valeur de saturation (Vcc
maximale). Or, en re´alite´, les signaux les plus inte´ressants, ou plutoˆt les plus
informatifs, sont a` enveloppe non constante. Dans un tel cas, ou en ge´ne´ral
quand le signal en sortie n’atteint pas la valeur maximale, si l’alimentation
de l’amplificateur reste constante, les rendements se re´duisent, comme il est
montre´ dans la figure 2.10.
Pour des signaux module´s a` amplitude non constante, les rendements
moyens peuvent eˆtre obtenus de manie`re analytique en faisant appel a` la dis-
tribution de probabilite´ des signaux. Ainsi, a` partir de la puissance moyenne
en sortie (2.26) et de la puissance consomme´e moyenne (2.27), le rendement
moyen peut eˆtre de´duit a` partir de l’expression (2.28).
Pout =
∫
Pout · prob {Pout} dPout (2.26)
PDC =
∫
PDC (Pout) · prob {Pout} dPout (2.27)
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Fig. 2.10: Rendement de l’Amplificateur en fonction de la Classe et du recul par
rapport a` la saturation. Le rendement de la Classe AB se place quelque part entre les





Expe´rimentalement, les rendements peuvent eˆtre mesure´s avec un banc
d’essais comme celui indique´ en figure 2.11. Ainsi, a` l’aide d’un wattme`tre et
d’une sonde de courant, les valeurs moyennes de puissance RF et de courant





Fig. 2.11: Banc de mesures du rendement. Les valeurs fournies par le wattme`tre et la
sonde de courant sont des valeurs moyennes
2.3.2 Parame`tres de Base des Amplificateurs de Puissance
Gain et saturation. L’amplificateur ide´al serait comple`tement de´crit par
son gain en tension ou en puissance, le plus souvent, selon les relations ci-
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ou encore, par la relation souvent utilise´e, en dB
GP (dB) = Pout (dB)− Pin (dB) (2.30)
Il est a` remarquer dans ces relations ide´ales la nature sans me´moire du
gain, ou` la sortie a` un moment donne´ de´pend uniquement de l’entre´e au
meˆme instant, et ne de´pend pas de l’historique des entre´es (ou des sorties).
Comme il est montre´ dans la section 2.4, ceci n’est pas exactement le cas en
re´alite´, mais le gain de l’amplificateur ainsi de´crit reste un des premiers pa-
rame`tres de dimensionnement lors de la conception d’un syste`me e´metteur.
En pratique nul amplificateur ne peut fournir un gain constant au fur
et a` mesure que le niveau du signal en entre´e augmente, re´sultant en un
comportement du type e´creˆteur :
Vout =

−Vout,sat si Vin 6 −Vin,sat
GVin si |Vin| < |Vin,sat|
Vout,sat si Vin > Vin,sat
(2.31)
Le point de saturation est simplement le niveau a` l’entre´e pour lequel
la sortie atteint son niveau maximum possible, et il est lie´ a` la tension
d’alimentation de l’amplificateur.
La puissance de saturation est parmi les parame`tres de conception les
plus lie´s au prix de l’e´metteur en ge´ne´ral, et en particulier de la partie am-
plificatrice. En effet, le niveau de saturation de´termine la taille du transistor
et du circuit amplificateur. Il a alors un impact majeur sur les aspects de
packaging, dissipation et me´thodes de refroidissement, la puissance d’alimen-
tation, et, enfin, le poids et le volume du syste`me complet.
Point de compression a` 1dB. Le passage de la zone d’amplification
line´aire vers la saturation ne se produit pas de fac¸on abrupte comme dans
(2.31), mais d’une manie`re plus or moins douce et avec une de´rive´e continue
jusqu’au niveau de saturation. Le gain diminue progressivement a` mesure
que l’amplitude de l’entre´e augmente, tout en passant par ce qu’on appelle
justement la zone de compression du gain.
Pour analyser ce phe´nome`ne, revenons sur la relation d’entre´e/sortie de
l’amplificateur dans l’expression (2.31). En termes d’amplitude, la tension
de sortie peut s’approximer sous forme polynomiale :
Vout = a1Vin + a2V 2in + a3V
3
in + . . . (2.32)
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Si on applique un ton pur a` l’entre´e a` la fre´quence f = ω2pi ,
Vin = A cos(ωt) (2.33)
on peut obtenir l’expression du signal en sortie, a` partir de (2.32) et
(2.33), apre`s regroupement des termes des diffe´rentes composantes harmo-



























La ge´ne´ration de composantes harmoniques est un signe de comporte-
ment non-line´aire. La puissance de sortie est alors re´partie entre la com-
posante de´sire´e a` la fre´quence ω et les composantes harmoniques. On peut
facilement filtrer ces fre´quences non souhaite´es, tre`s e´carte´es de la compo-
sante principale, mais reste le proble`me de pertes de rendement que cela
entraˆıne.
On de´finit le point de compression a` 1dB, comme e´tant le niveau de
puissance a` l’entre´e pour lequel la puissance en sortie de l’harmonique fon-
damental est 1dB en dessous de son niveau ide´al, comme montre´ sur la figure
2.12. D’apre`s (2.34), le gain a` la fre´quence fondamentale est (en dB) :
G(dB) = 20 log(a1 +
3a3A2
4




Pour comparaison, le gain ide´al, en conditions line´aires, ne de´pend que
de a1 a` la fre´quence fondamentale :
Gnom(dB) = 20 log(a1) (2.36)
La perte de 1 dB de gain se produit quand l’amplitude en entre´e vaut19
la valeur de gain nominale moins 1 dB, soit :




19puisque a1 < 0 et a3 > 0
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Point d’interception d’ordre 3. De l’expression (2.34), on constate que
la puissance de la composante principale augmente d’1dB quand la puissance
d’entre´e augmente d’autant, ce qui correspond a` un comportement line´aire.
En revanche, pour les composants harmoniques a` 2ω et 3ω, la relation est res-
pectivement de 2dB et 3dB d’incre´ment en sortie par dB en entre´e. Comme
on verra plus loin, ce sont les composantes de troisie`me ordre -et en ge´ne´ral
celles d’ordre impair- qui ont la plus grande contribution a` la non-line´arite´
de l’amplificateur.
De ce fait, on de´finit une mesure de line´arite´ de l’amplificateur nomme´e
le Point d’Interception d’ordre 3 a` l’entre´e (IIP320). Le IIP3 correspond ainsi
au niveau du signal a` l’entre´e pour lequel les composantes du fondamental
et l’harmonique d’ordre 3 en sortie ont le meˆme niveau.
De meˆme, on de´finit le Point d’Interception d’ordre 3 en sortie (OIP321),
si on le fait par rapport au niveau de signal en sortie. Ces deux mesures
sont exprime´es graphiquement dans la figure 2.12. On constate comment
ces points se placent bien au-dela` de la puissance maximale de sortie de
l’amplificateur, a` l’intersection des droites de gain line´aire de la composante
fondamentale et du troisie`me harmonique, comme il est montre´ dans la fi-
gure.
Il faut retenir que les figures de me´rite montre´es jusqu’a` maintenant,
bien que pratiques dans un premier temps et re´currentes dans les datasheets
des fabricants, proviennent d’une analyse simple quand une fre´quence pure
est applique´e a` l’entre´e. En pratique, une analyse plus approfondie de l’am-
plificateur est ne´cessaire par rapport aux conditions re´alistes d’ope´ration.
Ceci peut eˆtre fait dans un premier temps graˆce a` l’analyse classique a` deux
tons de´veloppe´e par la suite.
20IIP3 : 3rd order Input Intercept Point
21OIP3 : 3rd order Output Intercept Point



























Fig. 2.12: Points de Compression a` 1dB, de Saturation et d’Interception
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2.3.3 Analyse a` deux tons
En pratique, les signaux a` amplifier sont des porteuses module´es. Leur
enveloppe varie lentement par rapport a` la fre´quence centrale, et dans ce
cas on parle de modulations en bande e´troite. Pour ce type d’applications,
une caracte´risation de l’amplificateur tre`s re´currente qui recre´e en partie les
conditions d’une porteuse module´e, correspond a` l’utilisation du test a` deux
tons. Ce test permet d’e´valuer la croissance spectrale hors bande ge´ne´re´e
par l’amplificateur de puissance.
Ainsi, si on conside`re un signal en entre´e de l’amplificateur du type deux
tons, soit avec des amplitudes A1 etA2 aux fre´quences respectives f1 = ω12pi
et f2 = ω22pi ,
Vin = A1 cos(ω1t) +A2 cos(ω2t) (2.38)
applique´ en entre´e de l’amplificateur dont le comportement est de´crit
par (2.32), on obtient en sortie les termes fondamentaux, les harmoniques
et la composantes de compression du gain, ainsi que de nouveaux termes
correspondant aux me´langes entre les deux fre´quences originales, comme il






















































cos (3ω2t)+ . . .
+a2A1A2
 ≈DC︷ ︸︸ ︷cos ((ω2 − ω1) t)+ ≈2ω︷ ︸︸ ︷cos ((ω2 + ω1) t)





 ≈3ω︷ ︸︸ ︷cos ((2ω1 + ω2) t)+ ≈ω︷ ︸︸ ︷cos ((2ω1 − ω2) t)





 ≈3ω︷ ︸︸ ︷cos ((2ω2 + ω1) t)+ ≈ω︷ ︸︸ ︷cos ((2ω2 − ω1) t)

(2.39)
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On constate l’apparition de :
Harmoniques. Comme dans l’analyse a` un ton pre´ce´dent (2.34), des
termes harmoniques du deuxie`me et troisie`me ordre apparaissent. Puisque
ω1 et ω2 sont relativement proches, des termes pre`s de la composante conti-
nue apparaissent aussi. Tous ces termes peuvent eˆtre facilement filtre´s car
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dBc
Fig. 2.13: Entre´e deux tons a` ω1 et ω2 : Composantes en sortie de l’amplificateur
Termes de Blocage. Evidemment, les termes avec amplification line´aire
et compression aux composantes fondamentales apparaissent aussi (lignes 2
et 3 dans 2.39), sauf que dans ce cas a` deux tons, une nouvelle composante de
compression fait son apparition. Ces nouvelles composantes sont la cause du
phe´nome`ne connu sous le nom de blocage ou de´sensibilisation du gain. L’effet
qui en re´sulte est que la compression sur l’un des deux tons de´pend de l’am-
plitude de l’autre ton. Ainsi, le blocage peut devenir tre`s proble´matique dans
les e´tages amplificateurs des re´cepteurs radio, quand des signaux interfe´rents
a` forte amplitude dans les canaux adjacents risquent de masquer totalement
un signal utile a` faible amplitude. Puisqu’en e´mission il est raisonnable de
conside´rer que les deux tons auront la meˆme amplitude, le blocage est perc¸u
simplement comme un facteur de compression ajoute´.
Produits d’Intermodulation. La proble´matique majeure dans les
e´quipements e´metteurs est l’apparition des Produits d’Intermodulation
(IMD). Les produits IMD sont caracte´rise´s par leur ordre, qui correspond
a` la somme des fre´quences composant le produit, de´finies de la manie`re
suivante :
fIMDN = pω1 ±mω2 (2.40)
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ou` l’ordre N vaut N = p+m.




et en ge´ne´ral les termes provenant des produits d’ordre impair : IMD5,
IMD7, etc ; sont tre`s re´ve´lateurs des effets non line´aires. Ils ont un inte´reˆt
particulier car ils sont tre`s proches du signal utile, tel qu’il est montre´ dans
la figure 2.13 et ne peuvent pas eˆtre facilement filtre´s. Ils sont a` l’origine de
l’apparition de distorsions dans les bandes adjacentes.
Typiquement on exprime la magnitude des produits IMD en dBc, c’est-
a`-dire dB relatifs au rapport entre l’amplitude des porteuses et le produit
d’intermodulation conside´re´. Alternativement, on verra dans la section 2.5.1,
page 50, une mesure des effets des produits IMD dans des cas re´alistes de
signaux module´s. Les produits d’IMD sont ne´gligeables lorsque l’amplifica-
teur fonctionne en line´aire mais deviennent tre`s vite geˆnants lorsque l’on est
proche de la saturation. Le constat que les termes pairs ne contribuent pas a`
la ge´ne´ration de produits d’intermodulation permet de ne pas les prendre en
compte dans 2.39 dans l’analyse des distorsions, et des mode`les analytiques
sont souvent utilise´s sous la forme [Cri99] :
Vout = a1Vin + a3V 3in + a5V
5
in + . . . (2.41)
Les phe´nome`nes non-line´aires de´crits jusqu’a` maintenant, et notamment
le cas le plus inte´ressant des produits d’intermodulation, peuvent eˆtre mis
en e´vidence expe´rimentalement a` l’aide d’un banc de mesure comme celui
montre´ dans la figure 2.14 dans lequel on a utilise´ un ge´ne´rateur EG4000A
et un analyseur de spectre pour mesurer la ge´ne´ration de produits IMD.
Un exemple de re´sultat est montre´ dans la figure 2.15. Cet essai portait sur
la mesure d’un amplificateur base´ sur le transistor re´fe´rence´ MRF21170 de
la socie´te´ Freescale. Les signaux ”spurious” entre les produits IMD3 et les
porteuses principales sont dus aux me´langes entre la fre´quence porteuse et
les tons de test.
2.3.4 Re´ponses AM-AM et AM-PM et mode`les sans
me´moire
Le plus souvent, la mode´lisation des amplificateurs se fait a` partir de ce
que l’on appelle les re´ponses de conversion d’amplitude a` amplitude (AM-
AM) et d’amplitude a` phase (AM-PM). Ainsi, si on conside`re un signal
module´ en amplitude et en phase a` l’entre´e de l’amplificateur tel que :
x(t) = A(t) cos [ωt+ ϕ(t)] (2.42)




Générateur de signaux RF Analyseur de spectres RF
Fig. 2.14: Banc de mesure typique des termes IMD. Les ge´ne´rateurs tel que l’EG4000A




Fig. 2.15: Re´sultats des mesures des produits d’IMD
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et que, de plus, le gain de l’amplificateur et la phase du signal en sortie ne
de´pendent que de l’amplitude a` l’entre´e, alors le signal dans la bande utile en
sortie, apre`s une transformation non-line´aire en amplitude et la contribution
en phase, peut eˆtre exprime´ comme suit :
y(t) = F [A(t)] cos [ωt+ ϕ(t) + Φ [A(t)]] (2.43)
ou` F [A(t)] est la fonction de conversion AM-AM et Φ [A(t)] est la fonc-
tion de conversion AM-PM. Notons le caracte`re additif de la fonction AM-
PM ainsi de´finie, par rapport a` ϕ(t).
Les caracte´ristiques AM-AM et AM-PM peuvent eˆtre releve´es a` partir
de mesures expe´rimentales, a` une ou plusieurs fre´quences, ou avec des si-
gnaux module´s. Ensuite, des mode`les compacts d’amplificateur tels que le
mode`le polynomiale dans (2.32) ou (2.41), et bien d’autres, peuvent alors
eˆtre obtenus en faisant un ajustement avec les donne´es expe´rimentales.
Il en re´sulte des mode`les comportementaux, du type boˆıte noire, dans
lesquels seule la relation entre l’entre´e et la sortie est de´crite, sans faire appel
aux e´quations des phe´nome`nes physiques de base mais qui donnent toutefois
comme re´sultat le comportement observe´. Ce type de mode´lisation est tre`s
re´pandu parce qu’il offre un bon compromis entre la fide´lite´ du mode`le et son
couˆt d’extraction et de calcul. Parmi les mode`les les plus utilise´s on trouve
celui de Saleh [Sal81] et les polynoˆmes complexes, que nous rappelons ci-
dessous, bien que d’autres mode`les ont e´te´ propose´s [GS91, Rap91, CP02b].
Mode`le de Saleh. Le mode`le de Saleh [Sal81] a e´te´ probablement
celui le plus utilise´e pour approximer les caracte´ristiques AM-AM et
AM-PM d’amplificateurs sans effets me´moire. Dans sa repre´sentation po-
laire, ses caracte´ristiques s’expriment a` l’aide des 4 parame`tres suivants,
αAM−AM , βAM−AM , αAM−PM , βAM−PM . Ainsi :
F [ρ] =
αAM−AM × ρ
1 + βAM−AM × ρ2 (2.44)
Φ [ρ] =
αAM−PM × ρ2
1 + βAM−PM × ρ2 (2.45)
ou` ρ correspond a` l’amplitude de l’enveloppe en entre´e de l’amplificateur.
Mode`le polynomial complexe. Une manie`re confortable et compacte
d’exprimer le comportement en bande de base d’un amplificateur, tout en
prenant en compte les effets de de´phasage, est au moyen des se´ries de Taylor




c2p+1 |x(t)|2p x(t) (2.46)
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ou` y(t) est la sortie en bande de base du PA, x(t) est l’entre´e, en bande
de base aussi, et c2p+1 sont des coefficients complexes. D’ailleurs, quand
les coefficients sont re´els, (2.46) revient a` (2.41). A partir de (2.46), il est
possible d’obtenir les fonctions AM-AM et AM-PM, a` partir du moment ou`
l’amplitude de y(t), |y(t)|, ne de´pend que de l’amplitude de l’entre´e |x(t)|,













2.4 Effets me´moire dans les Amplificateurs
Classiquement, dans la caracte´risation d’un amplificateur, on suppose
que la sortie de l’amplificateur a` un instant donne´ ne de´pend que de son
entre´e a` cet instant : c’est ce qu’on appelle couramment un comportement
statique ou sans me´moire de l’amplificateur. Or, en re´alite´, le signal en
sortie de l’amplificateur, associe´ aux distorsions qu’il cre´e, de´pendent de
l’amplitude et de la largeur de bande du signal en entre´e, ainsi que de
la tempe´rature ambiante, de l’auto-e´chauffement des dispositifs actifs, du
vieillissement des composants et d’autres parame`tres de mise en œuvre pra-
tique. La caracte´ristique de l’amplificateur n’est pas fixe´e mais varie au cours
du temps.
Dans cette section, nous nous inte´resserons aux phe´nome`nes, au niveau
dispositif et au niveau circuit dans les amplificateurs, qui font que la sortie
de l’amplificateur soit de´pendante non seulement de l’entre´e pre´sente, mais
aussi de l’historique du signal en entre´e.
Ces phe´nome`nes sont regroupe´s sous l’appellation effets me´moire de
l’amplificateur. Sur le plan temporel, les effets me´moire cre´ent des hyste´re´sis
dans la re´ponse non line´aire de l’amplificateur, ainsi que des re´ponses AM-
AM et AM-PM qui de´pendent de la fre´quence du signal et de sa largeur
de bande. La distorsion en soi n’est pas un effet me´moire. En revanche,
une de´pendance de cette distorsion avec la fre´quence, peut eˆtre conside´re´e
comme une manifestation des effets me´moire.
Les effets me´moire sont a` l’origine de de´gradations supple´mentaires du
signal e´mis, ainsi que d’incertitudes dans les mode`les d’amplificateur n’en te-
nant pas compte. Il est donc ne´cessaire de disposer des mode`les de pre´diction
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des de´gradations ajoute´es par les effets me´moire afin de pouvoir les contrer
d’une fac¸on efficace.
2.4.1 Manifestation et origine des effets me´moire
La manifestation la plus connue des effets me´moire dans les amplifica-
teurs de puissance RF se produit quand, lors des caracte´risations a` deux
tons, les amplitudes des produits IMD a` droite et a` gauche ne sont pas
e´gales, et que ces asyme´tries de´pendent de l’e´cart en fre´quence des deux
tons originaux. Or, d’apre`s (2.39), les amplitudes pour les produits IMD de-
vraient eˆtre e´gales, de´pendantes de l’amplitude des tons, mais inde´pendantes
de l’espacement entre les tons.
Pour expliquer ceci, dans [VRM01] et [VMR01] il est explique´ que si les
phases des composantes de 3eme et 5eme ordre ne sont pas e´gales, alors il
s’en suit une distorsion en phase pour les composantes IMD3 de´pendante
de l’amplitude en entre´e. D’autres auteurs ont e´galement traite´ l’origine des
asyme´tries et sont arrive´s a` d’autres explications comple´mentaires [KK03b,
KK03a], comme :
– les de´calages en phase du signal de´pendants de la distorsion en ampli-
tude [Cri99]
– les (des)adaptations d’impe´dance en bande de base et aux fre´quences
des produits d’intermodulation [CP02a] ainsi qu’aux fre´quences de
l’enveloppe [WLT02]
– les effets parasites des inductances et les fre´quences de re´sonance des
capacite´s de de´couplage sur l’enveloppe du signal en entre´e qui pro-
voquent des variations dans le temps des conditions de polarisation
[BG89]
– les constantes de temps lie´es aux phe´nome`nes thermiques agissant sur
le dispositif actif et le re´seau de polarisation [BG03, DRF03]
Nous ne rentrons pas dans les de´tails physiques qui sont tout a` fait en de-
hors de la porte´e de ces travaux. En revanche, nous nous sommes concentre´s
sur les effets geˆnants vis-a`-vis de la qualite´ de l’e´mission, et surtout, sur des
me´thodes qui permettent de contrer ces effets me´moire.
Toutes ces recherches sur l’impact des effets me´moire nous apprennent
qu’ils sont de´pendants de la bande passante du signal, et qu’ils provoquent
un maximum de de´gaˆts quand sa constante de temps est comparable au
taux de variation de l’enveloppe du signal. Ainsi on pourra typiquement
ne´gliger les effets me´moire de courte dure´e lie´s a` la re´ponse instantane´e de
l’amplificateur a` la fre´quence RF en particulier issus du transistor et des
circuits d’adaptation.
Les effets me´moire a` constante de temps lente, dus notamment aux
re´alimentations e´lectrothermiques qui produisent des variations de gain et
d’amplitude comme conse´quence des auto-e´chauffements, peuvent se re´ve´ler
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geˆnants pour des signaux a` bande e´troite, quand les constantes de temps
de variation de l’enveloppe deviennent comparables a` celles des phe´nome`nes
thermiques. En revanche, pour des signaux large bande, ces effets lents sont
en principe moins geˆnants parce que les variations d’enveloppe sont beau-
coup plus rapides et les fluctuations thermiques ne peuvent que suivre la
moyenne de ces variations, et restent dans un e´tat stationnaire. Bien en-
tendu, les phe´nome`nes thermiques restent un souci majeur pour les syste`mes
a` multiplexage temporel, quand les effets thermiques transitoires se mani-
festent lors des activations et de´sactivations de l’amplificateur.
Avec un banc expe´rimental comme celui de la figure 2.14, on a pu mettre
en e´vidence les asyme´tries des produits d’intermodulation pour des signaux
a` deux tons et a` 16 tons (figure 2.16). Dans le domaine temporel, quoique
moins re´current dans la litte´rature, il est aussi possible de mettre en e´vidence
l’apparition des effets me´moire, comme il est montre´ dans la figure 2.17, a`
gauche. Ici, la dispersion de la fonction AM-AM provient de la re´ponse en
fre´quence de l’amplificateur alte´re´e par les effets me´moire. Nous montrons
sur la meˆme figure, au centre, comment le fait de line´ariser par pre´distorsion
sans prendre en compte ces effets me´moire, ne contribue pas a` la re´duction
de la dispersion. Alternativement, nous avons pu constater comment des
strate´gies de pre´distorsion prenant en compte ces effets peuvent re´duire la
dispersion sur la courbe AM-AM, a` nouveau dans la figure 2.17, a` droite.
Beaucoup plus sur ce sujet et l’imple´mentation de la pre´distorsion sera
pre´sente´ dans les Chapitres 4 et 6.
Ref 0 dBm #Atten 10 dB







#Res BW 3 kHz VBW 3 kHz
Span 50 MHz







 Marker Trace   Type X Axis   Amplitude
 1 (3)    Freq 2.106250 GHz -23.59 dBm
 2 (3)    Freq 2.105750 GHz  -50.3 dBm
 3 (3)    Freq 2.114250 GHz  -53.6 dBm
 4 (3)    Freq 2.113750 GHz -24.34 dBm
Ref 0 dBm #Atten 10 dB







#Res BW 3 kHz VBW 3 kHz
Span 40 MHz






 Marker Trace   Type X Axis   Amplitude
 1 (3)    Freq 2.1075 GHz -8.867 dBm
 2 (3)    Freq 2.1125 GHz -9.366 dBm
 3 (3)    Freq 2.1025 GHz -44.78 dBm
 4 (3)    Freq 2.1175 GHz -51.05 dBm
Fig. 2.16: Asyme´tries des produits IMD mesure´es, a` gauche avec le test a` deux tons,
a` droite avec une entre´e 16 tons. L’amplificateur sous test est base´ sur le transistor
MRF21170 de Freescale
Comme il est montre´ de fac¸on re´currente dans la litte´rature, et plus
pre´cise´ment dans [KMK02], les effets me´moire se manifestent, devenant
spe´cialement perturbateurs, principalement dans trois cas : quand des fortes
puissances sont mises en jeu, dans les applications a` large bande, et fina-
lement dans les applications avec des PAPR e´leve´es, car les constantes de
temps des effets thermiques peuvent eˆtre de l’ordre de grandeur des temps
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Fig. 2.17: Caracte´ristique AM-AM expe´rimentale avec effets me´moire, a` gauche. Avec
correction par pre´distorsion simple, au centre. Avec pre´distorsion prenant en compte les
effets me´moire, a` droite. L’amplificateur est le meˆme qui celui utilise´ dans les mesures
de la figure 2.16
d’apparition des pics de puissance : le re´gime thermique n’atteint pas le
re´gime stationnaire mais e´volue au rythme des pics de puissance.
Notons que dans des applications telles les stations de base, a` forte puis-
sance, multiporteuses et donc large bande, avec des PAPR e´leve´s, tous les
cas pre´ce´dents se produisent, provoquant ainsi un maximum d’effets non
de´sire´s qui devront eˆtre pris en compte et compense´s. En revanche, dans les
applications portables a` puissance plus faible et avec des signaux avec des
PAPR bien plus re´duits, la contribution des effets me´moire sera ne´gligeable
[KMK02].
2.4.2 Mode`les de l’amplificateur avec effets me´moire
On s’inte´resse dans cette section aux mode`les d’amplificateur permet-
tant de pre´dire les effets me´moire. Pour des raisons de couˆt de calcul, on
se focalise sur les mode`les comportementaux, qui n’ont pas forcement une
correspondance explicite avec les phe´nome`nes physiques de base qui sont a`
l’origine des effets me´moire.
Lors qu’on parle de couˆt de calcul, on parle en termes d’un objectif :
line´ariser l’amplificateur pre´sentant des effets me´moire ; et en termes de la
me´thode pour ce faire : la pre´distorsion nume´rique qui fera appel a` l’in-
verse du mode`le d’amplificateur pour compenser ces effets me´moire. De ce
point de vue, nous nous inte´ressons dans cette section aux mode`les base´s
sur les se´ries de Volterra, permettant la mode´lisation et/ou la pre´distorsion
a` partir de deux ope´rations facilement transposables a` une imple´mentation
mate´rielle : le filtrage line´aire et les e´valuations de polynoˆmes. En quelque
sorte, le filtrage correspond avec les phe´nome`nes de me´moire du syste`me,
alors que les phe´nome`nes non line´aires sont traite´s a` l’aide de polynoˆmes.
Les se´ries de Volterra sont a` la base de la plupart des mode`les com-
portementaux d’amplificateur de puissance de´crits dans la litte´rature. Bien
sur d’autres types de mode`les comportementaux existent, quoique moins
re´pandus dans la litte´rature, et en dehors de la porte´e de nos travaux, dont
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les mode`les base´s sur les re´seaux de neurones [IWR05, IBSC98, LBG04].
Les se´ries de Volterra sont un outil mathe´matique puissant et complet
permettant de de´crire des syste`mes non line´aires et temporellement inva-
riants. Dans les cas de la mode´lisation d’amplificateurs RF, on peut postu-
ler la relation HNL−M entre les enveloppes complexes en bande de base en
entre´e (x[n]) et sortie (y[n]) d’un tel syste`me comme :
y[n] = HNL−M (x[n]) (2.49)
D’apre`s la the´orie de Volterra, cette relation HNL−M peut s’exprimer





ou`K fait re´fe´rence au degre´ de non-line´arite´ du syste`meHNL−M , comme









hk(m1,m2, . . . ,mk)×
x[n−m1]x[n−m2] . . . x[n−mk]
(2.51)
et hk(τ1, τ2, . . . , τk) est appele´ l’e´quivalent en bande de base du noyau de
Volterra d’ordre k, et M correspond a` la me´moire du syste`me.
Le premier terme dans (2.50) correspond a` l’ope´ration de convolution.
Ainsi, la the´orie des syste`mes line´aires est un sous-ensemble de la the´orie
ge´ne´rale de Volterra, quand K = 1 :




Inversement, si on e´tablit M = 0, la simplification qui en re´sulte de´voile
clairement la nature non-line´aire, du type polynomiale, des se´ries de Vol-
terra. Dans ce cas M = 0⇔ hk(τ1, τ2, . . . , τk) = akδ[τk], a` partir de (2.51) :
yk[n] = akxk[n] (2.53)
y[n] = a1x[n] + a2x2[n] + a3x3[n] + . . . (2.54)
qui ressemble tout a` fait aux premie`res approximations polynomiales de
l’amplificateur (2.32), vues pre´ce´demment, sans me´moire.
En pratique les se´ries de Volterra deviennent rapidement difficiles a` ma-
nier, car le nombre d’inconnues est de l’ordre de (M + 1)K , ce qui impose
une charge computationnelle tre`s lourde lors de l’estimation des noyaux hk
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[BR71]. De ce fait l’utilisation directe des se´ries de Volterra est rare. En
revanche, une multitude de simplifications ont e´te´ propose´es afin d’offrir un
bon compromis entre la finesse du mode`le et le couˆt de l’estimation de ses
parame`tres. Nous montrons par la suite quelques unes de ces simplifications,
sa de´rivation a` partir de la the´orie ge´ne´rale (2.51)-(2.50), et les relations qui
existent entre ces simplifications.
Memory Polynomials. Une premie`re possibilite´ de simplification est de
supposer qu’une grande partie des noyaux hk(τ1, τ2, . . . , τk) valent ze´ro, et
qu’ils ne sont de´finis que quand τ1 = τ2 = . . . = τk, ainsi :
hk(τ1, τ2, . . . , τk) =
{
hk(τ) si τ1 = τ2 = . . . = τk = τ
0 autrement
(2.55)
Sans rentrer dans les de´tails du de´veloppement, a` partir de (2.50) et





= F0(x[n]) + F1(x[n− 1]) + F1(x[n− 2]) + . . .
(2.56)
avec Fm(x[n − m]) =
∑K
k=1 hk(m)x
k[n − m], ce qui se correspond a`
un sche´ma du type filtrage FIR ou` les coefficients ont e´te´ remplace´s par







Fig. 2.18: Structure du mode`le Memory Polynomials. Notons la similitude avec celle
des filtres FIR de la the´orie des syste`mes line´aires, sauf pour le fait que les coefficients
ne sont plus des constantes mais des fonctions non-line´aires, Fm, exprime´es sous une
forme polynomiale. A chaque e´chantillon dans la ligne de retard correspond une fonction
non-line´aire Fm
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Cette structure a permis de mode´liser avec succe`s les effets me´moire des
amplificateurs [JK01, RQG04, KK03c] tout en relaˆchant les contraintes de
calcul vis-a`-vis des se´ries de Volterra ge´ne´rales. Nous reviendrons souvent sur
lesMemory Polynomials dans cette the`se car nos travaux sur la pre´distorsion
feront appel a` des structures de ce genre.
Mode`le de Hammmerstein. Ce mode`le re´sulte d’une simplification de
la simplification pre´ce´dente (2.55) [NG66]. Si, sur le de´veloppent pre´ce´dent
pour les memory polynomials on postule les noyaux de Volterra comme
ayant une re´ponse LTI commune (h˜) affecte´ d’une constante qui de´pend de
k, bk :
hk(τ) = bkh˜(τ) (2.57)
alors, l’expression de la sortie du syste`me se re´duit a` une ope´ration
















La structure de mode´lisation qui en re´sulte correspond au sche´ma-bloc







Fig. 2.19: Mode`le de Hammerstein, de´duit a` partir de la simplification du mode`le
memory polynomials
Mode`le de Wiener. En reprenant la se´rie de Volterra ge´ne´rale, il est
possible de produire une autre simplification [CCM+98b] en faisant ap-
pel a` la se´parabilite´ des noyaux d’ordre k, c’est-a`-dire, en supposant qu’ils
peuvent eˆtre exprime´s comme le produit de k fonctions unidimensionnelles,





Sous ces conditions, l’expression de la sortie du syste`me revient a` une
transformation non-line´aire, F (•), apre`s une ope´ration de convolution (fil-




















La structure qui en re´sulte, qui est montre´e sous sa forme de sche´ma-bloc
dans la figure 2.20, est l’inverse de la structure de Hammerstein. Du coup,
pour des taches de line´arisation par pre´distorsion, cette proprie´te´ est tout a`








Fig. 2.20: Mode`le de Wiener
Quand plusieurs syste`mes de Wiener, comme celui de la figure 2.20, sont
place´s en paralle`le pour former une structure comme celle dans la figure
2.21, on parle justement du mode`le de Wiener en paralle`le [KMK02]. Dans
ce cas, il est a` remarquer que si les coefficients des filtres Ψq(n) = δ(n−q), la
structure Wiener en paralle`le revient a` la structure memory polynomials de
la figure 2.18. Le modele memory polynomials peut eˆtre donc perc¸u comme
un cas particulier du mode`le Wiener en paralle`le.
Cette endogamie dans les mode`les de´rive´s des se´ries Volterra
est repre´sente´e dans la figure 2.22. Ces interrelations ont d’e´normes
conse´quences au moment d’effectuer la line´arisation par pre´distorsion a` par-
tir de ces mode`les [DZM+04]. Sans rentrer dans le de´tail, car ce sujet est
plus amplement traite´ dans le Chapitre 4, le point ici est que ces mode`les,
qui servent a` mode´liser l’amplificateur, sont a` la base des structures de
line´arisation par pre´distorsion. Bien entendu, des mode´lisations encore plus
complexes, mais moins inte´ressantes du point de vue de la pre´distorsion,
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Fig. 2.21: Mode`le de Wiener en paralle`le
peuvent eˆtre envisage´es en partant des principes expose´s. Le lecteur pourra
trouver dans [PM05, LBG05, IWR06] d’excellents travaux concernant di-









Fig. 2.22: Mode`les de´rive´s des se´ries de Volterra et les relations qui s’e´tablissent entre
eux
2.5 Mesure des distorsions
Pour terminer le tour des ge´ne´ralite´s a` propos des e´metteurs radio, cette
section est consacre´e aux de´finitions ge´ne´rales des mesures de qualite´ en
e´mission qui permettent d’e´valuer objectivement la line´arite´ d’un e´metteur.
Des mesures dans le plan fre´quentiel permettront d’e´valuer la puissance des
produits d’intermodulation a` coˆte´ de la bande utile, et on s’inte´ressera ici
aux mesures d’ACPR. Dans le domaine temporel, la ve´rification de la fide´lite´
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du signal e´mis peut eˆtre e´value´e par moyen de l’EVM, comme on le montre
plus loin.
2.5.1 Adjacent Channel Power Ratio (ACPR)
Si on perc¸oit un signal module´ comme la somme d’un nombre e´leve´,
voire infini, de tons aux phases ale´atoires place´s dans la bande du canal
e´metteur d’inte´reˆt, alors les raisonnements de´veloppe´s dans la section 2.3.3,
expliquent l’apparition non seulement de composantes IMD discre`tes, mais
de bandes late´rales entie`res de distorsion aux coˆte´s du canal principal. Cet
effet est couramment appele´ croissance spectrale. Cette croissance spectrale
est doublement non de´sirable parce qu’elle re´duit la puissance qui normale-
ment devrait eˆtre e´mise dans le canal principal, et en plus, elle vient cre´er
des interfe´rences dans les canaux voisins qui de´gradent leur rapport SN .
En raison de la nature limite´e du spectre radio, et l’inte´reˆt de profiter
au maximum de cette ressource sans avoir a` surdimensionner les bandes
de garde entre canaux, les organismes re´gulateurs ont de´fini des valeurs de
puissance maximales dans les bandes adjacentes a` ne pas de´passer, et qui
doivent eˆtre respecte´es par les fabricants afin de pouvoir homologuer leurs
produits.
Ainsi, l’ACPR donne une mesure de la quantite´ de puissance e´tale´e dans
les canaux adjacents a` cause des non line´arite´s de l’amplificateur. Il est de´fini
tout simplement comme le rapport entre la puissance e´mise dans le canal





Des variations plus pre´cises -pour chaque standard de communication
particulier- de la de´finition ge´ne´rale (2.61) font apparaˆıtre explicitement les
largeurs de bande des canaux affecte´s et les offsets en fre´quence (bandes de
garde) ou` on vient mesurer la puissance interfe´rente, comme il est montre´
graphiquement dans la figure 2.23 et dans l’e´quation 2.62. Dans l’exemple
de la figure nous avons mesure´ l’ACPR d’une porteuse WCDMA, dans les
quatre canaux adjacents : deux a` droite et deux a` gauche de la porteuse
principale. Les e´quipements de test des grands fabricants permettent d’au-
tomatiser ces mesures par le biais de bases de donne´es avec les re´glages et
spe´cificite´s d’un grand nombre de standards de communications radio.
ACPR =
∫
canal Pout (f) df∫
canal adj.gauche Pout (f) df +
∫
canal adj.droite Pout (f) df
(2.62)
En ge´ne´ral il est difficile faire le lien entre les points d’interception IP3
et l’ACPR car le premier est de´fini a` partir de mesures simples a` un ou deux
tons, tandis que l’ACPR reste tre`s de´pendant de la modulation utilise´e.
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Fig. 2.23: Mesure d’ACPR pour une porteuse WCDMA, liaison descendante. Le canal
principal est de´limite´ par C0, et les canaux adjacents par cl et cu (upper, lower)
Des me´thodes analytiques de pre´diction de l’ACPR ont e´te´ propose´es par
[Cot05], quoique la simulation avec mode`les comportementaux (cf. section
2.4.2) de l’amplificateur donne de bons compromis entre la finesse de la
pre´diction et le couˆt computationnel [PM05, IWR06]
2.5.2 Error Vector Magnitude (EVM)
Dans le domaine temporel, une e´mission radio peut eˆtre de´crite a` par-
tir des variations en amplitude et phase autour d’une porteuse principale,
comme il a e´te´ montre´ plus amplement dans la section 2.1.2, page 11. Nous
avons vu comment ces variations de la porteuse sont exprime´es en bande
de base au format carte´sien comme une paire complexe, avec une compo-
sante en phase, I, et une composante en quadrature Q. Lors du passage par
l’amplificateur, les non-line´arite´s et les effets me´moire de´gradent le signal
e´mis. Les composantes I et Q re´cupe´re´es en re´ception, apre`s de´modulation,
peuvent alors conduire a` des erreurs lors de l’e´chantillonnage par de´calage
hors de la re´gion de de´cision du symbole. Ceci est a` e´viter car entraˆıne
l’augmentation du taux d’erreur.
Puisque le canal de transmission lui-meˆme viendra ajouter des
atte´nuations, e´vanouissements, e´chos, interfe´rences, et d’autres effets non
souhaite´s qui de´graderont le signal en re´ception, il est donc important d’as-
surer une qualite´ optimale du signal de`s l’e´mission.
De la meˆme manie`re que pour les e´missions hors bande, les organismes
re´gulateurs imposent des limites sur l’erreur maximum en transmission a` ne
pas de´passer pour acceptation des produits. Ainsi, l’EVM est une figure de
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me´rite qui donne une information de la fide´lite´ entre un signal de re´fe´rence
ide´al et un signal (e´mis) mesure´, apre`s de´modulation du signal radio, en
bande de base, sur les composantes en phase et quadrature.
On appelle z(k) au signal e´mis pour lequel on veut calculer l’EVM, qui
a e´te´ amene´ en bande base et nume´rise´. Le signal de re´fe´rence ide´al, avec
l’index de temps n correspondant aux instants de de´cision du symbole est
appele´ s(n), et a e´te´ normalise´ a` la valeur unitaire. On appelle z′(n) le
signal sous-e´chantillonne´ modifie´ obtenu a` partir de z(k), apre`s ’matched-
filtering’, e´limination des de´calages temporels, offsets et rotations de phase,
e´chantillonnage au taux de symbole n, et enfin normalisation a` la valeur
unitaire qui minimise l’erreur instantane´ entre s(n) et z′(n). Ainsi l’EVM
est calcule´ comme :
EVM =
√∑ |z′(n)− s(n)|2∑ |s(n)|2 (2.63)
Il est important de remarquer que le signal mesure´ z(k) est transforme´ de
la manie`re la plus convenable en termes de de´calages temporels et de phase,
offsets DC et amplitude afin que sa version e´chantillonne´e z(n) ressemble le
plus possible a` la re´fe´rence s(n). Graphiquement, tel qu’il est montre´e dans
la figure 2.24 d’apre`s la de´finition ge´ne´rale 2.63, l’EVM est une mesure de










A partir de cette de´finition ge´ne´rale, les diffe´rents standards de communi-
cation ajoutent des pre´cisions au calcul de l’EVM, comme les caracte´ristiques
des filtres en termes de largeur de bande et roll-off (matched-filtering) ou
bien de longueur des se´quences sur lesquelles est calcule´e l’EVM.
2.6 Conclusions au Chapitre 2
Dans cette the`se nous conside´rons le contexte des communications radio
utilisant modulations spectralement efficaces et large bande (MHz). Nous
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avons vu dans ce chapitre les contraintes et proble´matiques que ce type de
modulations imposent, notamment, aux amplificateurs RF. En particulier,
nous avons de´voile´ l’antagonisme qui existe entre la line´arite´ et le rende-
ment e´nerge´tique. La line´arite´ est lie´e au niveau de saturation de l’ampli-
ficateur. La ne´cessite´ de line´arite´ de´pend des niveaux d’ACPR et/ou EVM
qui peuvent eˆtre tole´re´s, d’apre`s les organismes re´gulateurs.
Nous avons e´voque´ comment les architectures des re´seaux radio ont e´te´
conc¸ues pour soulager cette proble´matique du coˆte´ de l’utilisateur, ramenant
autant que possible les de´fis du coˆte´ des e´quipes e´metteurs fixes du re´seau,
qui seront confronte´s a` des situations forte puissance, multiporteuses, large
bande, et PAPR e´leve´. Nous avons vu comment tous ces ingre´dients ont un
impact spe´cialement ne´gatif en termes de line´arite´, rendement e´nerge´tique
et d’apparition d’effets me´moire dans l’amplificateur RF.
Surdimensionner un amplificateur peut eˆtre une possible solution a` la
line´arite´, au prix du rendement e´nerge´tique et du couˆt de l’e´metteur. En
effet, ce couˆt est de´termine´ en grande partie par le dimensionnement de
l’e´metteur en termes de puissance, meˆme si cette puissance disponible en
exce`s n’est pas utilise´e par des questions de line´arite´. Quand ces besoins
de puissance en exce`s, pour raison de line´arite´, pre´dominent sur le prix
de l’e´metteur, il est justifie´ de faire appel aux techniques de line´arisation,
afin de relaˆcher les besoins en puissance et enfin, le couˆt de l’e´metteur. Ces
techniques sont traite´es dans le chapitre suivant.
Notons donc le crite`re plutoˆt e´conomique et non de rendement
e´nerge´tique qui justifie le de´ploiement des techniques de line´arisation. Or,
si la line´arite´ est indispensable, le rendement e´nerge´tique est souhaitable,
et ceci d’autant plus que le maillage des re´seaux radio augmente sa densite´.
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Pour obtenir de l’amplificateur la line´arite´ exige´e par les standards de
communication, on peut travailler loin de la zone de saturation, avec des
amplificateurs tre`s line´aires du type Classe-A. En revanche, le rendement
e´nerge´tique dans ces cas se re´ve´lera tre`s pauvre, et ceci, d’autant plus que les
formats de modulation pre´senteront des gros e´carts entre la valeur moyenne
et la valeur de pic de puissance en e´mission (PAPR, voir section 2.1.3, a` la
page 15 ).
Le fait de faire reculer la puissance de sortie de l’amplificateur par rap-
port a` sa capacite´ maximale s’appelle justement recul ou back-off. Le back-off
re´sulte en un pauvre rendement e´nerge´tique et surcouˆt du circuit parce que
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l’amplificateur doit eˆtre surdimensionne´ par rapport a` la puissance de pic, et,
surtout, par rapport a` la puissance moyenne. Dans ces conditions, minimi-
ser les distorsions, tout en permettant l’utilisation d’un amplificateur donne´
jusqu’a` son niveau de compression, sans back-off, ame`ne au de´veloppement
de techniques de line´arisation pour amplificateurs de puissance.
En d’autres termes, les techniques de line´arisation viennent au secours
pour permettre l’utilisation d’amplificateurs a priori peu line´aires pour l’ap-
plication cible, mais moins couˆteux et e´ventuellement plus performants en
rendement. En conse´quence, on s’attend donc a` une augmentation implicite
du rendement de l’amplificateur, tandis que les performances en niveaux de
line´arite´ sont atteintes, quoique, paradoxalement, le rendement global de
l’e´metteur puisse eˆtre re´duit si la line´arisation fait appel a` des composants
actifs qui ajoutent de la consommation. Nous avons e´voque´ pre´ce´demment le
crite`re e´conomique qui impulse l’utilisation des techniques de line´arisation.
Ce n’est que dernie`rement que les constructeurs d’e´quipements et les opera-
teurs commencent a` regarder de plus pre`s les Watt de consommation, mais
avant tout, les dB d’ACPR doivent impe´rativement eˆtre respecte´s !
En ge´ne´ral un sche´ma de line´arisation quelconque se placera soit
pre´alablement a` l’amplificateur, agissant sur le signal a` e´mettre afin de
pre´venir la parution de distorsions en sortie ; soit apre`s l’amplificateur afin
de re´duire, voire d’e´liminer, les distorsions qui ont e´te´ cre´es ou, encore, a`
coˆte´ de l’amplificateur afin d’en modifier les caracte´ristiques d’ope´ration en
fonction du signal a` e´mettre. Du point de vue de son imple´mentation, deux
approches principales peuvent eˆtre adopte´es : la line´arisation au niveau du
circuit ou bien la line´arisation au niveau syste`me.
Line´arisation au niveau dispositif et circuit. Ces approches, typi-
quement de nature analogique, procurent des solutions tre`s compactes et
inte´grables a` coˆte´ ou en comple´ment des dispositifs actifs dans la puce
de l’amplificateur. Bien qu’elles pre´sentent des possibilite´s de re´duction
des produits IMD moyennes ou faibles, il s’agit de solutions qui res-
tent tre`s compe´titives et bon marche´, et qui en conse´quence s’adressent
plutoˆt aux e´quipements portables et de production en masse tels que
les terminaux d’utilisateur [Cri02]. Quelques re´sultats tre`s remarquables
[WPT06, WTP07] ont e´te´ re´cemment obtenus au sein du LAAS dans
ce contexte. A ce niveau, la conception et inte´gration de techniques de
line´arisation sont e´troitement lie´es aux choix technologiques et structu-
rels lors de la conception des parties actives [Ped97, IAL+00], ainsi qu’aux
avance´es en technologie de dispositifs, ne´cessitant de fait une information
de´taille´e et des mode`les pre´cis desdits dispositifs, pour fournir des solutions
taille´es sur mesure.
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Line´arisation au niveau syste`me. Dans ce cas, l’amplificateur est
perc¸u comme une boˆıte noire, plus ou moins line´aire, dont on n’a pas
acce`s a` l’inte´rieur, mais qui sera inse´re´e autour d’une architecture pre´cise
permettant d’ame´liorer sa line´arite´ et/ou son rendement. Des approches
analogiques aussi que nume´riques, ou bien me´lange des deux sont envi-
sageables dans ce cas, augmentant la complexite´ de l’e´metteur. Il s’agit
typiquement de solutions plutoˆt adresse´es aux e´quipements d’usage pro-
fessionnel et fixes comme les stations de base, pour lesquels on attend des
performances en line´arite´ significatives sous cahiers de charges parfois tre`s
exigeants (largeur de bande, gestion concurrente de plusieurs porteuses,
puissance des e´metteurs, PAPR,. . . )
Dans la suite de ces travaux on restreint le vaste champ concernant
la line´arisation aux approches syste`me, pour des e´quipements fixes. Ces
approches sont comple´mentaires des approches au niveau circuit lors de
sa mise en oeuvre, et leur e´tude peut aussi eˆtre re´alise´ de fac¸on assez
inde´pendante.
Le reste de ce chapitre est divise´ en deux parties principales. La premie`re
est consacre´e a` la re´vision des sche´mas classiques de line´arisation pour am-
plificateurs de puissance, dont la pre´distorsion que nous allons de´velopper
plus amplement dans la partie centrale de cette the`se. La deuxie`me partie de
ce chapitre est consacre´e aux architectures classiques fort rendement, dont
celles agissant sur la commande de l’alimentation de l’amplificateur qui rap-
prochent de celle que nous allons de´velopper dans la dernie`re partie de cette
the`se, en comple´ment de la pre´distorsion nume´rique.
3.1 Techniques de line´arisation
Cette section pre´sente les techniques de line´arisation classiques. Le trait
commun de ces techniques est qu’elles supposent l’existence d’un amplifi-
cateur assez line´aire (Classe A ou AB), et les crite`res de fide´lite´ du signal
et d’e´limination des distorsions hors bande pre´dominent sur les aspects de
rendement dans leurs me´thodologies et principes de fonctionnement.
3.1.1 Feedforward
La me´thode Feedforward a e´te´ la technique plus re´pandue de line´arisation
pendant des de´cennies en raison de son principe tre`s simple, fonctionnant
en boucle ouverte, ainsi que graˆce a` la maturite´ de cette technologie, qui a
e´te´ invente´e par Black dans les anne´es 20.
Dans sa forme la plus simple, un amplificateur Feedforward se compose
des e´le´ments montre´s sur la figure 3.1. Son mode d’ope´ration peut s’expliquer
par moyen de 2 tons a` l’entre´e du syste`me. Le signal a` l’entre´e est divise´ dans
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deux chemins, un chemin direct et un autre de re´fe´rence. Une partie du signal
provenant de l’amplificateur principal est dirige´ par le coupleur directif C1
vers un hybride de 180o, qui re´alise une soustraction avec le signal provenant
du chemin de re´fe´rence apre`s un de´calage dans le temps. Le re´sultat de cette
soustraction est un signal d’erreur qui contient l’information de distorsion
de l’amplificateur principal. Ide´alement, sans traces du signal orignal. On










Fig. 3.1: Structure Feedforward
Le signal d’erreur est amplifie´ de fac¸on line´aire au niveau souhaite´ afin
de minimiser la distorsion dans le chemin direct. A` ce point la`, le signal
du chemin principal est de´cale´ d’un temps e´gal au de´lai de l’amplificateur
d’erreur, juste avant d’eˆtre combine´ avec le signal d’erreur par le moyen
du coupleur en antiphase C2. Le re´sultat est de re´duire l’information de
distorsion dans le chemin principal, en laissant le signal original sans trace
de distorsion. Comme le niveau du signal d’erreur est faible, il est raisonnable
de penser que l’amplificateur d’erreur ne vient pas additionner de distorsion
significative.
Les principaux avantages de cette me´thode, qui ont contribue´ a` sa po-
pularite´, proviennent de sa nature analogique, qui permet de traiter des
signaux large-bande ; ainsi que de sa nature boucle ouverte qui assure la
stabilite´. En plus, l’amplificateur d’erreur est cense´ amplifier seulement les
composantes de distorsion et peut donc eˆtre sous-dimensionne´ par rapport
a` l’amplificateur principal.
La principale difficulte´ en ce qui concerne la mise en œuvre de cette
me´thode provient de sa sensibilite´ face aux imperfections des composants de
la boucle de correction en termes d’amplitude, phase et de´calage. Il est donc
requis un haut de´gre´ de finesse dans ces e´le´ments de la boucle de correction
si on veut atteindre des performances de line´arite´ souhaite´es [Ken00]. Cette
question est d’autant plus critique que les de´viations des caracte´ristiques
des composants avec le temps dues a` la tempe´rature ou au vieillissement ne
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peuvent pas eˆtre corrige´es en raison de la nature en boucle ouverte de cette
solution : des me´thodes raffine´es de controˆle adaptatif ont e´te´ propose´es
[YKY+00, Cav02].
La faiblesse de la me´thode Feedforward provient de la quantite´
d’e´le´ments a` inse´rer apre`s l’amplificateur principal -amplificateur d’er-
reur, ligne de retard, coupleurs- qui contribuent a` la complexite´ et, sur-
tout, ajoutent des pertes d’insertion qui re´duisent davantage le rendement
e´nerge´tique, en plus de la propre consommation de l’amplificateur d’erreur.
3.1.2 Feedback
Les diverses me´thodes de line´arisation par Feedback, s’appuyant sur des
boucles de contre-re´action, profitent des principes bien e´tablis pour tels
syste`mes afin de re´duire la sensibilite´ de l’amplificateur face aux pertur-
bations et non-line´arite´s. Il s’agit peut-eˆtre de la me´thode la plus simple et
e´vidente qui soit permettant de re´duire les distorsions ge´ne´re´es par l’amplifi-
cateur, et ses premie`res applications remontent aussi aux anne´es 30 d’apre`s
les travaux, a` nouveau, de Black [Bla34].
Logiquement, les principes fondamentaux des syste`mes a` contre-re´action
s’appliquent. En particulier le fait qu’augmenter le gain de contre-re´action
permet d’augmenter la line´arite´ de l’amplificateur, mais au prix d’une perte
du gain de l’ensemble, perte qui est proportionnelle justement au gain de
la boucle de retour. En outre, afin de pre´server la stabilite´ d’un tel syste`me
il est primordial de respecter la marge de phase et donc d’e´viter les de´lais
dans la boucle de retour. Or, aux fre´quences RF et microondes, les faibles
longueurs d’ondes font augmenter l’impact des de´lais en termes de de´calage
de phase significatifs, limitant la fre´quence porteuse et les largeurs de bande
des signaux susceptibles d’eˆtre line´arise´s par cette me´thode. Pour cette rai-
son le Feedback tel quel1, reste limite´ aux applications bande e´troite a` basse
fre´quence.
Pour surmonter cette limitation due a` l’impact du retard de la boucle de
retour sur la phase de la fre´quence porteuse, plusieurs travaux ont explore´
la possibilite´ de n’appliquer la contre-re´action que sur l’enveloppe du signal,
donnant lieu ainsi a` l’ensemble des techniques connues justement par En-
veloppe Feedback. Ici le signal d’erreur est forme´ a` partir de la comparaison
entre l’enveloppe du signal en sortie de l’amplificateur et celle du signal a`
e´mettre, qui sert de re´fe´rence. Le signal d’erreur ainsi obtenu peut moduler
le signal en entre´e de l’amplificateur, comme dans la figure 3.2(a), ou en-
core modifier le point d’ope´ration de l’amplificateur, comme dans la figure
3.2(b), [AW71, CG95]. On reparlera de cette dernie`re structure lors qu’on
traitera les techniques d’ame´lioration du rendement consistant en variations
de l’alimentation de l’amplificateur (cf. page 70). Notons que ces sche´mas,
1souvent appele´ Feedback RF
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n’agissant que sur l’enveloppe du signal, ne fournissent aucun me´canisme














Fig. 3.2: Structures Enveloppe Feedback
La compensation en amplitude et phase peut eˆtre faite en agissant
sur les composantes en phase et quadrature, en bande de base, du signal
RF. L’ensemble des techniques connues sous le nom Cartesian Feedback
appliquent ce principe, et deux boucles de contre-re´action, en paralle`le,
compensent se´pare´ment l’amplitude de chacune des voies orthogonales I
et Q, suivant une architecture telle que celle de la figure 3.3. Le signal en
sortie de l’amplificateur subit une de´modulation en quadrature pour obtenir
les composantes I et Q en bande de base. A partir de ces composantes
et des composantes a` transmettre, les signaux d’erreur sont forme´s par
soustraction et le re´sultat, apre`s modulation en quadrature a` la fre´quence
porteuse, est finalement amplifie´ [Ken00].
La principale proble´matique des techniques de contre-re´action est la dif-
ficulte´ de traiter des signaux large bande, au-dela` des quelques MHz. En
effet, les marges de stabilite´ de la boucle de line´arisation, e´tablies a` partir
des marges de gain et de phase, se voient d’autant plus re´duites que la lar-
geur de bande du signal est grande. En pratique, les retards introduits par
la chaˆıne d’amplification et le reste des composants imposent des limites a`















Fig. 3.3: Structure Cartesian Feedback
la largeur de bande.
3.1.3 Pre´distorsion
Le principe de la pre´distorsion est illustre´ dans la figure 3.4. Cette tech-
nique consiste en la distorsion du signal, avant son passage par l’amplifica-
teur de puissance, de fac¸on a` ce que la re´ponse de l’ensemble de la chaˆıne
soit line´aire. La pre´distorsion fait subir une expansion a` l’enveloppe du signal
pour les fortes amplitudes, afin de compenser la perte de gain de l’amplifi-
cateur dans ce cas. Elle doit aussi de´phaser le signal d’une quantite´ qui soit






Fig. 3.4: Structure et principe de pre´distorsion
De fac¸on plus formelle, e´tant donne´ le signal a` e´mettre x(t), et gPA la
re´ponse de l’amplificateur de puissance, la fonction de pre´distorsion doit
pre´senter une re´ponse fPD, telle qu’en sortie de l’amplificateur on trouve :
gPA (fPD (x (t))) = GPDx (t) (3.1)
GPD e´tant un facteur de gain. Ce qui veut dire que :
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gPA ◦ fPD = Id (3.2)
et donc qu’il faut cre´er une caracte´ristique de distorsion qui soit l’inverse
de celle de l’amplificateur, pas dans le sens alge´brique de la fonction inverse
( 1x), mais dans le sens de la composition de fonctions, de fac¸on a` anticiper
les distorsions sur le signal, avant de l’envoyer a` l’amplificateur de puissance.
L’implication imme´diate qui en de´coule est qu’il faut une connaissance
de la caracte´ristique de l’amplificateur afin de trouver cette fonction de
pre´distorsion. Toute imple´mentation de la pre´distorsion ne´cessite soit au
pre´alable de caracte´riser l’amplificateur, soit de re´gler chacune des compen-
sations en gain et en phase induites par fPD, de manie`re adaptative, en
boucle ferme´e, suivant le signal applique´.
Typiquement, un module d’adaptation est inclus, ayant pour but de
minimiser la diffe´rence entre le signal a` e´mettre et le signal en sortie de
l’amplificateur. Cette capacite´ d’adaptation modifie convenablement fPD
de fac¸on a` minimiser un certain crite`re d’erreur sur le signal en sortie de
l’amplificateur.
En pratique, fPD peut s’imple´menter de fac¸on analogique ou nume´rique ;
et ceci sur le signal en bande de base, ou sur la porteuse module´e, a` la
fre´quence RF, ou encore a` la fre´quence interme´diaire (IF). Par la suite
on abordera les ge´ne´ralite´s de ces diffe´rentes variantes. Puisque un des ob-
jets principaux des travaux pre´sente´s dans cette the`se est la pre´distorsion
nume´rique en bande de base, un chapitre a` part est consacre´ a` ce sujet,
notamment en ce qui concerne l’obtention de fPD et la compensation des
effets me´moire. Ces sujets ne sont pas aborde´s a` ce stade.
Pre´distorsion Nume´rique
Dans ce cas, la fonction de pre´distorsion se re´alise sur le signal nume´rique
en bande de base, avant la monte´e en fre´quence, selon le sche´ma de la figure
3.5, au moyen de techniques de traitement du signal. Ces techniques sont au
centre des travaux de cette the`se.
A partir de connaissances des fonctions AM-AM et AM-PM, et suppo-
sant dans un premier temps que l’amplificateur peut eˆtre conside´re´ sans
me´moire, on de´taille graphiquement, sur le plain complexe, le fonctionne-
ment de la pre´distorsion nume´rique, dans la figure 3.6. Conside´rons le signal
en bande de base a` e´mettre comme e´tant une suite d’e´chantillons nume´riques
x(n) = xI(n) + jxQ(n) apre`s le filtre de mise en forme2. Observons un
e´chantillon quelconque a` e´mettre de plus pre`s, comme celui de la figure 3.6
2dans une approche connue comme predistorsion sur le signal, qui convient tout a` fait
pour minimiser les distorsions hors bande. En revanche, les approches de pre´distorsion
sur les donne´es [KS89], agissant sur la constellation, avant le filtrage de mise en forme, ne
peuvent contribuer que sur le taux d’erreur de bit, mais non en termes de distorsion sur
le plan fre´quentiel (ACPR)



































Fig. 3.5: Architecture d’un syste`me de pre´distorsion nume´rique en bande de base et
repre´sentation du signal a` chaque stade. L’expansion et rotation en phase sur le signal
en bande de base a` e´mettre compensent les non line´arite´s de l’amplificateur
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Fonction y = fPD (x) nom
y = x+Φ(x) Mapping
avec Φ = ΦI (xI) + jΦQ (xQ) [Nag89]
y = x · γ Complex Gain
avec γ = γI (|x|) + jγQ (|x|) [Cav90]
y = x ·K · ejϕ Polar
avec K = K (|x|) la correction de gain, et [WD92, FJ94]
ϕ = ϕ (|x|) la correction de phase
y = α1x+ α3x|x|2 + α5x|x|4 Polynomial [SC92]
Tab. 3.1: Fonctions classiques de pre´distorsion nume´rique en bande de base
a` gauche. Son amplitude est |x| et la phase est ∠x. L’effet du passage par
l’amplificateur, sans pre´distorsion, est montre´ au centre (sauf le facteur de
gain) : le re´sultat e´tant une nouvelle amplitude |gPA(x)| et un de´phasage
∠x+ ∠gPA(x). L’objectif de la fonction de pre´distorsion est donc, toujours
dans le plan complexe, d’amener le point x a` e´mettre vers un nouveau point
y avant l’amplificateur, de fac¸on a` re´cupe´rer le point z = x (sauf facteur de



















Fig. 3.6: Principe de pre´distorsion
La fac¸on de re´aliser la transformation de pre´distorsion fPD, fait la
diffe´rence entre les diffe´rentes techniques de pre´distorsion nume´rique en
bande de base classiques qu’on re´sume sur le Tableau 3.1. Ces fonctions de
pre´distorsion consistent en manipulations additives, multiplicatives (com-
plexes ou non), des rotations de phase, ou encore d’e´valuations polyno-
miales entre les e´chantillons a` e´mettre (x) et des coefficients de pre´distorsion
(Φ, γ,K, ϕ, . . .) qui de´pendent justement de la valeur de l’e´chantillon a`
e´mettre. La pre´distorsion peut se faire soit sur les composantes en phase
et quadrature (Mapping, Complex Gain, Polynomial), soit sur les compo-
santes en amplitude et phase (Polar) du signal a` e´mettre.
L’un des crite`res de choix parmi les possibilite´s montre´es dans le Ta-
bleau 3.1 est celui du couˆt de calcul, pour des raisons de largeur de
bande en e´mission, car la transformation de pre´distorsion est faite pour
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chaque e´chantillon en e´mission, et doit eˆtre accomplie dans les de´lais im-
pose´s par la fre´quence d’e´chantillonnage (temps-re´el dont la contrainte est
lie´e directement au de´bit d’e´chantillonnage). A son tour, cette fre´quence
d’e´chantillonnage et donc la largeur de bande du signal de pre´distorsion sont
conditionne´es par le degre´ n des produits d’intermodulation (n = 3, 5, 7, . . .)
que l’on veut supprimer. La largeur de bande a` conside´rer dans ce cas est
nBWtx, BWtx e´tant la largeur de bande du signal a` e´mettre. Ainsi, le taux
d’e´chantillonnage devra eˆtre au moins le double de la largeur de bande de
distorsion a` e´liminer :
fs ≥ 2nBWtx (3.3)
La contrainte est de fournir un e´chantillon pre´distordu au de´bit de cette







Afin d’acce´le´rer encore les calculs, et de gagner du temps et de la
bande passante, on garde les valeurs de correction (Φ, γ,K, ϕ, . . .) dans des
tables me´moire (LUT3) auxquelles on acce`de en fonction de la valeur de
l’e´chantillon du signal a` e´mettre4, pour ne pas devoir calculer la valeur du
facteur de correction a` chaque e´chantillon.
Dans les cas avec me´moire, des procedures plus complexes que celles
dans le Tableau 3.1 sont envisage´es, inte´grant des fonctions non-line´aires et
de filtrage dans le domaine nume´rique.
Pre´distorsion Analogique
Typiquement imple´mente´e au niveau circuit, la pre´distorsion analogique
s’applique sur le signal module´ a` la fre´quence RF, a` l’aide de diodes ou
dispositifs actifs [RAC+02]. Dans son principe, le comportement non line´aire
de ces dispositifs est exploite´ afin de produire un effet d’expansion sur le
signal a` e´mettre. Ainsi, les caracte´ristiques de gain et phase du dispositif
en charge de la pre´distorsion doivent eˆtre soigneusement re´gle´es en fonction
de celles de l’amplificateur, typiquement sous un crite`re de minimisation
des produits IMD3 [DBM95]. On trouve dans la litte´rature des sche´mas
utilisant diodes en se´rie avec l’amplificateur [YMN+96, LP03], ou en paralle`le
[YMN+97] ; et des transistors [NMY+95, KKYL99].
Dans tous les cas, il faut e´viter que les non-line´arite´s -autres que celles
souhaite´es- introduites par le dispositif de pre´distorsion ne de´gradent
en exce`s les performances. Pour tout ceci, les niveaux de line´arisation
atteignables au moyen de la pre´distorsion analogique restent modestes, sous
3LUT : Look-Up Tables
4Composantes I et Q, amplitude, puissance et bien d’autres [Cav99, MKK99]
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peine d’augmenter la complexite´ [YYP+00]. En revanche, on peut obtenir
des solutions tre`s peu couˆteuses de par la facilite´ d’inte´gration a` coˆte´ des
dispositifs d’amplification. Bien entendu, ceci requiert une forte interaction
des processus de conception de l’amplificateur et du circuit de pre´distorsion
lors de la conception circuit, imposant de fortes exigences aux logiciels de
mode´lisation afin de prendre en compte les effets combine´s.
La combinaison de strate´gies de pre´distorsion analogiques commande´es
nume´riquement a e´te´ aussi e´tudie´e dans la litte´rature. Dans ce cas, on
espe`re profiter de la largeur de bande de correction des dispositifs analo-
giques, ainsi que des capacite´s d’adaptation et d’ajustement fin du trai-
tement nume´rique permettant d’augmenter les performances en line´arite´,
comme dans [Rey99, BLG04, WMK04, Bra06], ou` des multiplicateurs RF
-plutoˆt modulateurs vectoriels- sont utilise´s pour ajuster en amplitude et
phase le signal RF en entre´e de l’amplificateur, selon le sche´ma simplifie´
dans la figure 3.7. En re´alite´, la largeur de bande de correction reste limite´e
par le temps d’acce`s aux coefficients de correction dans les tables me´moire.
Du coup, l’encombrement et performances de ces syste`mes devient compa-
rable aux me´thodes de pre´distorsion nume´rique en bande de base, et les
















Fig. 3.7: Pre´distorsion analogique commande´e nume´riquement
3.2 Techniques d’ame´lioration du rendement
L’amplification quasi line´aire des circuits Classe A ou AB pre´sente la
proble´matique majeure du rendement, notamment aux faibles puissances en
sortie. Les techniques d’ame´lioration du rendement montre´es par la suite
adoptent une approche radicalement diffe´rente vis-a`-vis des techniques de
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line´arisation de´crites pre´ce´demment : les solutions propose´s supposent l’in-
clusion de composants re´alisant les taˆches d’amplification avec un rendement
tre`s e´leve´, et ce n’est qu’apre`s que la conception de l’architecture globale per-
mettra de soulager les proble`mes de line´arite´ inhe´rents aux composants a`
fort rendement, peu line´aires.
3.2.1 Linear Amplification with Non-linear Components
(LINC)
Le principe de cette technique remonte aux travaux de Chireix dans les
anne´es 30, et on trouve indistinctement dans la litte´rature des re´fe´rences a`
la technique d’Outphasing de Chireix ou aux Amplificateurs LINC.
L’ide´e d’un syste`me LINC, montre´ dans la figure 3.8, est de de´composer le
signal a` e´mettre a` enveloppe et phase variables, s(t) = A(t)cos(2pifc+ θ(t)),
en deux composantes a` amplitude constante et phase variable, selon les
identite´s ci-dessous [Cri99, Ken00] :
2s(t) = s1(t) + s2(t)
= A cos(2pifc + θ(t) + α(t)) +A cos(2pifc + θ(t)− α(t))




De`s que les amplitudes de s1(t) et s2(t) sont constantes, les signaux
peuvent eˆtre amplifie´s se´pare´ment par des amplificateurs identiques, fort
rendement, du type classe C, D ou E. Les signaux re´sultants sont ensuite
combine´s afin de re´cupe´rer le signal original. Le re´sultat est donc un syste`me
avec un tre`s bon rendement e´nerge´tique, the´oriquement du 100%, et en
principe line´aire.
Typiquement le calcul de la fonction de l’inverse du cosinus sera re´alise´
dans le domaine nume´rique pour fournir les signaux de commande des mo-
dulateurs en phase. Il est a` remarquer que les signaux s1(t) et s2(t) auront
une largeur de bande beaucoup plus importante (> d’un ordre de gran-
deur) que celle de s(t). Ce syste`me est tre`s efficace et tre`s simple dans son
concept, mais ses faiblesses re´sident dans le besoin de deux amplificateurs
aux performances identiques et dans la difficulte´ de re´aliser le re´seau large
bande de recombinaison en sortie. Des extensions boucle ferme´e du syste`me
LINC, appele´es CALLUM5[JM99], ont e´te´ propose´es pour minimiser l’im-
pact des ine´vitables disparite´s entre les amplificateurs. Les solutions a` la
proble´matique de la conception du re´seau de combinaison en sortie passent
par une conception judicieuse de la charge en termes de compensation des
re´actances [Raa85, Cri99].
5CALLUM : Combined Analog Locked Loop Universal Modulator














Fig. 3.8: Structure LINC
3.2.2 Doherty
Cette architecture amplificatrice, propose´e dans les anne´es 30 par Do-
herty, repose sur l’ide´e d’utiliser deux amplificateur en paralle`le, dont ty-
piquement un amplificateur principal line´aire en Classe A ou AB, et un










Fig. 3.9: Structure Doherty
Pour les faibles niveaux de puissance a` l’entre´e, seul l’amplificateur prin-
cipal conduit. L’amplificateur secondaire est polarise´ de fac¸on a` ce qu’il
commence a` conduire quand l’amplificateur principal commence a` saturer,
et ceci de manie`re a` maintenir une sortie line´aire de l’ensemble, avec aligne-
ment en phase entre les deux voies.
Cette description tre`s simplifie´e cache en fait une conception beaucoup
plus subtile, base´e sur le principe de disposer d’une impe´dance variable
comme charge. A de´faut cette charge est dimensionne´e pour eˆtre e´leve´e,
ce qui force l’amplificateur principal a` entrer dans la zone de saturation
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bien avant sa puissance de pic (6dB typiquement [NAD+03]). A partir de la`,
l’impe´dance de charge est re´duite progressivement, ce qui permet a` l’ampli-
ficateur de continuer a` augmenter la puissance en sortie tout en restant dans
la re´gion de saturation, a` fort rendement. Logiquement, la caracte´ristique de
rendement est de´cale´e a` gauche de 6dB par rapport a` l’entre´e comme il est
montre´ dans la figure 3.10 si on la comparait avec celle de l’amplificateur seul.
Cette impe´dance ajustable est en pratique re´alise´e avec une ligne de trans-
mission de λ4 en sortie de l’amplificateur principal, de manie`re a` lui pre´senter
une impe´dance en sortie Zl′ = Z
2
o
Zl (avec Zo l’impe´dance caracte´ristique de
la ligne et Zl l’impe´dance de la charge). Quand l’amplificateur secondaire
commence a` conduire, l’impe´dance Zl′ de´croˆıt, et ceci de manie`re progres-
sive au fur et a` mesure que le niveau de sortie de cet amplificateur secondaire
augmente, jusqu’a` son niveau de saturation. Alors, la puissance de´livre´e a`
la charge atteint son maximum et ce qui est plus inte´ressant, les deux am-
plificateurs sont aussi au maximum de leur rendement, ce qui se correspond
avec le deuxie`me pic de rendement dans la figure 3.10. Pour compenser la
perte de rendement entre les deux pics, des configurations a` plusieurs e´tages
















Fig. 3.10: Rendement Doherty
Notons que les ine´vitables de´saccords entre les caracte´ristiques de
compression des deux amplificateurs se manifesteront sous la forme d’un
comportement non-line´aire en sortie. En conse´quence, des syste`mes de
line´arisation en comple´ment (pre´distorsion typiquement) devront eˆtre uti-
lise´s [IWC+01, ZILA03]. Autre remarque, la taille des lignes en λ4 aux
fre´quences RF utilise´s dans les syste`mes commerciaux sont de l’ordre du
centime`tre, donc relativement encombrantes. Pour ces deux raisons, les
cibles d’application pour les architectures Doherty sont typiquement les
e´quipements fixes, type station de base, plutoˆt que les unite´s portables.
Remarque finale, de`s que des lignes λ4 sont utilise´es, la flexibilite´ en termes
de variation de la fre´quence porteuse et de largeur de bande d’une telle
solution, reste limite´e, car fixe´es par le mate´riel.
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3.2.3 Enveloppe Elimination and Restauration (EER)
La technique EER, e´limination et puis restauration de l’enveloppe,
consiste a` se´parer les informations d’amplitude et phase du signal a` e´mettre,
de fac¸on a travailler avec un signal RF a` amplitude constante et donc sus-
ceptible d’eˆtre traite´ par un amplificateur non line´aire, en mode tout ou rien,
a` rendement tre`s e´leve´ (Classe D, E, F ). L’architecture EER est montre´e
dans la figure 3.11. Le signal RF a` e´mettre, s(t) = A(t)cos(2pifc + θ(t)),
est se´pare´ en deux, et chaque composante est traite´e se´pare´ment par la suite :
– D’un coˆte´ par le biais d’un limiteur qui fournit un signal a` amplifier
a` amplitude constante, mais qui contient l’information en phase du
signal original : sp(t) = cos(2pifc + θ(t)).
– De l’autre coˆte´ par un de´tecteur d’enveloppe pour extraire l’informa-











Fig. 3.11: Structure EER
On attaque l’entre´e de l’amplificateur avec le signal sp(t), tandis que
l’information d’amplitude sA(t) sert a` moduler dynamiquement l’alimenta-
tion de l’amplificateur. Le signal en sortie sera une copie fide`le du signal a`
e´mettre, lorsqu’on adapte judicieusement le point d’ope´ration de l’amplifica-
teur, suivant les variations d’enveloppe. L’information d’amplitude est ainsi
re´tablie sur le signal RF au moment de l’amplification [Kah52], pre´servant
en sortie tout le contenu informatif du signal original.
L’utilisation d’un amplificateur dans une Classe d’ope´ration fort rende-
ment, permet offrir, the´oriquement, des rendements de conversion DC vers
RF de 100%, comme le cas LINC. De plus, l’information d’amplitude peut
eˆtre traite´e par des circuits amplificateurs basse fre´quence (non RF). Dans
une version plus moderne, profitant des capacite´s de traitement des cir-
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cuits nume´riques, la se´paration de composantes peut se faire au moyen de
me´thodes performantes de calcul de module et phase (algorithme CORDIC6)
a` partir des composantes I et Q en bande de base [ALG01].
Cette me´thode dont l’e´le´gant principe fut de´crit par Kahn il y a plus
de 50 anne´es est revenue au centre de l’actualite´ de nombreux travaux de
recherche et d’application en raison de son potentiel en line´arite´ et surtout
en rendement, et ceci pour des signaux a` enveloppe variable, quoique la
mise en oeuvre d’un tel type d’architecture doit faire face a` de nombreuses
proble´matiques d’imple´mentation, de´taille´es ci-dessous.
Synchronisme : Un premier aspect de´licat est la ne´cessite´ d’un synchro-
nisme tre`s fin entre les signaux d’amplitude et phase qui attaquent l’ampli-
ficateur pour garder les performances de line´arite´. Il a e´te´ de´montre´ [Raa96]
que, a` cause du de´salignement, la magnitude des produits d’IMD pour un
test a` deux tons est proportionnelle aux carre´s du de´phasage et de la bande
passante du signal :
IMD ∝ B2RF∆τ2 (3.6)
en pratique, le de´phasage doit eˆtre bien infe´rieur a` l’inverse de la largeur
de bande a` e´mettre pour garder un minimum de performances [Rud02] ;
moins que 130 par exemple pour un signal type OFDM d’apre`s [BBVD03].
Typiquement la source principale de retard est le filtre passe-bas de la source
d’alimentation dans le chemin de l’enveloppe. Des solutions avec des retards
explicites ont e´te´ ainsi propose´es [RR94]. D’autres conceptions utilisent une
boucle de contre-re´action dans le chemin de l’enveloppe afin d’en re´duire le
retard, graˆce au gain de la boucle [SM98].
Line´arite´ : Ensuite, une autre source de non-line´arite´s sur le signal en
sortie provient de la relation non-line´aire entre la tension d’alimentation
de l’amplificateur (le transistor) et le niveau de l’enveloppe en sortie, car
l’amplificateur ne se comporte pas comme un multiplieur ide´al. De la meˆme
manie`re, les variations de phase en sortie du dispositif actif en fonction de
sa tension de´gradent aussi la fide´lite´ du signal en sortie dudit amplificateur.
L’application en boucle ferme´e a e´te´ envisage´e pour corriger ces effets. Si la
boucle de contre-re´action n’agit que sur l’enveloppe [KF89, RSMJ98, SM98],
la distorsion de phase ne peut pas eˆtre corrige´e, et on classe souvent ce type
de syste`mes dans la cate´gorie de l’Enveloppe Feedback (voir section 3.1.2,
page 59). En revanche, lorsqu’on introduit une boucle de correction de la
phase, comme montre´ dans la figure 3.12, on parle plutoˆt d’architectures Po-
lar Transmitter7 [SRP+04]. Dans ce cas l’erreur entre les enveloppes controˆle
la partie d’alimentation dynamique, comme le ferait un e´metteur du type
6CORDIC : COordinate Rotation DIgital Computer
7ou encore : Polar Feedback ou Polar Modulation
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Enveloppe Feedback. Dans une deuxie`me boucle, la comparaison entre les
phases fournit la commande a` un circuit VCO, formant d’ailleurs une struc-















Fig. 3.12: Structure Polar Transmitter
Bande passante : Finalement, la limitation principale a` l’application des
syste`mes EER provient du fait que la largeur de bande de la circuiterie de
l’alimentation dynamique doit de´passer largement celle de l’enveloppe, afin
de pouvoir en reproduire exactement les variations. Par ailleurs, la largeur
de bande de l’enveloppe du signal est bien plus e´tendue que celle des com-
posantes I et Q d’origine, en raison de la relation non-line´aire qu’e´tablit la
relation (2.3) [Rud02, WKP+06]. Or, la conception d’un tel circuit, line´aire
et capable de traiter des bandes passantes au dela` des MHz, a` fort ren-
dement, n’est pas e´vidente. Remarquons que l’utilisation d’amplificateurs
line´aires type Classe A, large bande et non-RF, pour fournir l’alimenta-
tion a` l’amplificateur RF ne ferait que transposer le proble`me du rendement
d’un amplificateur (RF) a` l’autre (BF), tout en compliquant inutilement la
conception, et cette possibilite´, du coup, est absurde.
Pour fournir l’alimentation variable a` l’amplificateur principal, on utilise
en fait des dispositifs pouvant pre´senter des rendements tre`s e´leve´s, typi-
quement sous la forme de convertisseurs DC-DC commute´s ou modulateurs
d’amplitude Classe S 8. L’obtention de tels circuits, capables de pouvoir
traiter les largeurs de bande en jeu dans les syste`mes large bande reste
8De fac¸on tre`s simpliste, les deux structures fonctionnent avec le principe de faire
commuter en mode tout ou rien un ou plusieurs dispositifs actifs, avec un de´coupage
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toujours dans l’air [Raa96, Cri99], car les rendements de ces convertisseurs
diminuent au fur et a` mesure que les fre´quences de de´coupage augmentent,
en raison des pertes de commutation. D’apre`s [KF89, SM98], le rapport
entre la fre´quence de de´coupage et la bande a` e´mettre est > 100. A titre
d’exemple, une seule porteuse WCDMA de 5MHz requerrait des fre´quences
de de´coupage du convertisseur DC-DC au dela` de 500MHz.
En raison de toutes ces difficulte´s d’imple´mentation, diverses versions
sous-optimales (en termes de rendement) du principe EER ont e´te´ pro-
pose´es, dont les techniques de suivi d’enveloppe Envelope Tracking (ET)
et ses sous-variantes ; ainsi que d’autres approches comple´mentaires visant
a` e´largir la bande passante de la circuiterie d’alimentation dynamique. Ces
strate´gies sont de´crites en bref par la suite. Dans nos travaux nous avons
mis en ouvre un syste`me du type ET comple´mentaire a` la pre´distorsion
nume´rique. Beaucoup plus sur ce sujet dans le Chapitre 7.
3.2.4 Envelope Tracking (ET)
Cette simplification de la me´thode EER suppose que l’amplificateur est
du type line´aire (Classes A, AB) et que le signal RF qui s’applique a` l’entre´e
contient toujours les variations en amplitude et phase, sans circuit limiteur,
comme il est montre´ dans la figure 3.13. Cependant, on maintient la partie
d’extraction de l’enveloppe du signal RF, pour commander dynamiquement
l’alimentation de l’amplificateur [HCA+99, AC01, WOK+04]. Attention a`
la nomenclature, car dans la litte´rature, cette meˆme technique d’augmenta-
tion du rendement est nomme´e dynamic power supply par [HCA+99], bias
adaptation par [Cri99] et enfin envelope tracking par [Ken00].
Si on conside`re un amplificateur line´aire comme e´tant une source de
courant qui de´bite dans une charge, la puissance maximum est atteinte
quand l’amplitude maximum de sortie et l’alimentation Vcc sont e´gales. Pour
des puissances de sortie infe´rieures, l’excursion de la tension en sortie est
infe´rieure a` l’alimentation Vcc. La technique ET consiste donc a` adapter
l’alimentation Vcc de l’amplificateur de manie`re qu’elle soit juste suffisante
pour garantir une excursion de la tension de sortie de´termine´e sans e´creˆtage.
En tout cas, la particularite´ dans le sche´ma ET est que la plage de
variation de l’alimentation peut eˆtre dimensionne´e de manie`re a` laisser une
marge par rapport au niveau de saturation, afin de minimiser les distorsions,
empeˆcher l’e´creˆtement du signal en sortie, et re´duire l’impact du synchro-
nisme entre les signaux RF et d’alimentation.
L’ET pre´sente logiquement un rendement bien infe´rieur a` celui de l’EER,
d’abord en raison du fait d’utiliser un amplificateur line´aire, contrairement
module´ par largeur d’impulsion (PWM), puis e´limination des composantes haute fre´quence
et pre´servation de la composante continue et basse fre´quence de l’enveloppe, par filtrage
L-C










Fig. 3.13: Structure ET
au cas EER qui suppose un PA fonctionnant en mode tout ou rien, fort
rendement. En outre, le rendement dans l’ET se de´grade d’autant plus que
la marge de la tension d’alimentation est e´leve´e par rapport a` la valeur de
creˆte du signal RF. En revanche, c’est cette marge qui offre la possibilite´
de minimiser l’impact des contraintes d’imple´mentation du syste`me EER
original et en conse´quence la complexite´ d’imple´mentation. Ainsi, la finesse
du synchronisme entre les deux chemins du signal peut eˆtre relaˆche´e. Il en
est du meˆme vis-a`-vis du controˆle sur l’alimentation, dont la tole´rance face
aux de´viations par rapport a` l’enveloppe en sortie se voit renforce´e tant que
la marge reste assez e´leve´e.
En bref, cette technique essaie d’ame´liorer le rendement d’un amplifi-
cateur qui est de´ja` line´aire au de´part, par le biais d’e´tablir un compromis
entre la difficulte´ d’imple´mentation et le rendement, qui de´pend de la marge
d’alimentation.
Le fait de changer l’alimentation de l’amplificateur provoque comme effet
non souhaite´ des variations de gain et de ses caracte´ristiques re´sultantes AM-
AM et, surtout, AM-PM, tel qu’il est montre´ qualitativement dans la figure
3.14, en haut et au centre. En contrepartie, comme il est montre´ en bas,
le rendement re´sultant est nettement ame´liore´ par rapport a` une situation
d’alimentation statique.
Dans les travaux de l’Universite´ de Californie a` San Diego (UCSD) il est
a` plusieurs reprises e´voque´ [HCA+99, ALG01, RKH+00, WOK+04] com-
ment le controˆle nume´rique d’un modulateur d’amplitude (ou convertisseur
DC-DC) qui fournit l’alimentation variable, couple´ avec une proce´dure de
pre´distorsion nume´rique en bande base permet de contrer ces effets non-
line´aires tout en optimisant le rendement de l’amplificateur. Dans nos tra-
vaux nous avons en quelque sorte suivi cette e´cole de raisonnement, quoique
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dans le cours de nos recherches, c’est l’ET qui comple`te la pre´distorsion afin
d’ame´liorer le rendement, et non la pre´distorsion qui vient au secours des


































Fig. 3.14: Caracte´ristiques AM-AM, AM-PM et rendement de l’architecture ET. Ici,
Vcc,MAX > Vcc,2 > Vcc,3 > Vcc,MIN , repre´sentent diffe´rentes valeurs de tension d’ali-
mentation de l’amplificateur
Tout comme dans le cas EER, la principale limite de l’ET reste
l’imple´mentation de la circuiterie d’alimentation dynamique, large bande :
toujours plus e´leve´e que celle de l’enveloppe a` suivre, tout comme dans le
cas EER.
Ainsi, des sous-variantes ont e´te´ encore propose´es pour s’affranchir des
limitations en largeur de bande des circuits d’alimentation dans l’architec-
ture ET ge´ne´rique. Si le suivi d’enveloppe se fait d’apre`s sa valeur rms ou
moyenne au lieu de sa valeur instantane´e, on parle alors plutoˆt d’EF (En-
veloppe Following) ou encore d’AET (Average ET ) [SGN+99, SGN+00]. A
l’oppose´, l’ET tel quel, qui suit tout a` fait l’enveloppe du signal est souvent
appele´ WET (Wideband Enveloppe Tracking).
Dans le cas AET, l’architecture reste essentiellement la meˆme que celle de
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la figure 3.13, et les meˆmes principes s’appliquent, sauf que, profitant du fait
que les variations du signal enveloppe rms sont infe´rieures aux variations du
signal enveloppe original, la largeur de bande ne´cessaire pour le re´gulateur
d’alimentation peut eˆtre conse´quemment re´duite. En revanche, le rendement
creˆte dans ce cas la` diminue. L’approche ET que nous proposerons a` partir
du Chapitre 7 retient ce principe du modulateur d’amplitude a` largeur de
bande re´duite par rapport a` la largeur de bande du signal a` e´mettre.
Plus pre´cise´ment nous nous sommes penche´s sur la question d’e´viter les
e´creˆtements sur le signal RF dans un tel cas. En effet, comme il est montre´
dans la figure 3.15, les variations d’alimentation dans le cas WET sont bien
supe´rieures a` celles de l’approche AET. En revanche, si on veut e´viter les
e´creˆtements dans l’enveloppe du signal en sortie, l’AET doit faire face a`
un compromis entre le surdimensionnement de la marge d’alimentation et
le nombre d’occurrences des e´creˆtements. Ces e´creˆtements sont a` e´viter car
ils sont une source de distorsions et de croissance spectrale, ce qui de´grade
l’ACPR du signal e´mis. Or, le surdimensionnement de la marge d’alimenta-
tion re´duit le rendement de l’amplificateur. Dans l’approche que nous propo-
serons, nous tenterons d’optimiser ce compromis afin de baisser -en moyenne-
le niveau d’alimentation, et en meˆme temps e´viter les e´creˆtements, tel qu’il





































Fig. 3.15: Exemple des variations de l’alimentation dans les cas alimentation statique,
WET, AET et propose´e. Le rendement est d’autant plus e´leve´ que la surface entre
l’enveloppe du signal et l’excursion de l’alimentation est re´duite
Pour re´duire davantage les contraintes en largeur de bande sur l’ali-
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mentation, [SRM04] propose par exemple une solution pour adapter le
niveau d’alimentation sur le long terme, en s’appuyant sur les normes de
te´le´phonie cellulaires qui pre´voient d’ajustements de la puissance d’e´mission
par rafales (±1dB en puissance d’e´mission tous les 1.2ms pour la norme
CDMA-IS95), sans vraiment suivre l’enveloppe au rythme de la puissance
instantane´e, au de´bit des symboles, mais plutoˆt par rapport au controˆle de
puissance.
Les approches AET ou EF se caracte´risent par une mise en oeuvre sim-
plifie´e, et la re´duction de la largeur de bande des modulateurs d’amplitude
(par re´duction de la fre´quence de de´coupage) habilitent des rendements de
conversion tre`s e´leve´s.
Alternativement il est possible de re´duire l’effet d’ondulation re´siduelle
en sortie, nuisant au bon fonctionnement de l’amplificateur et aux exigences
de purete´ spectrale en e´mission requises dans les standards de communica-
tions. Par me´lange, les composantes en fre´quence du spectre de l’ondulation
en sortie du modulateur d’amplitude, a` la fre´quence de de´coupage, se re-
trouvent de part et d’autre de la porteuse principale dans le spectre RF en
e´mission [SDD04, SS06]. Cet effet est illustre´ sur la figure 3.16. L’ampli-
tude de ces composantes spectrales non de´sire´es de´pend de la sensibilite´ du
gain de l’amplificateur vis-a`-vis de variations de l’alimentation, ainsi que de
l’atte´nuation du filtre en sortie du modulateur d’amplitude. En conse´quence,
si la largeur de bande du filtre L-C de l’alimentation de´coupe´e peut eˆtre
re´duite, le fondamentale de la fre´quence de de´coupage est d’autant plus
atte´nue´ que cette fre´quence est e´loigne´e de la bande passante du filtre L-C,
et l’impact de l’ondulation re´siduelle sur le spectre RF en sortie est moins
se´ve`re.
Plus re´cemment, dans [Pin06] il a e´te´ propose´ l’utilisation d’un circuit
actif pour ge´ne´rer une image inverse de l’ondulation de tension en sortie a`
partir de la tension de´coupe´e. Cette image injecte´e directement en sortie,
selon un principe Feedforward, permet de compenser l’ondulation re´siduelle
ge´ne´re´e au sein du convertisseur.
Enfin, d’autres auteurs ont propose´ de faire l’adaptation de l’alimen-
tation de manie`re discre`te, parmi un ensemble limite´ de valeurs possibles,
[KMMG04, DGL+04, FBQ+04], et dans ces cas on parle plutoˆt d’architec-
tures step ET (SET) ou Voltage Scaling. Le SET semble plus adapte´ au
controˆle de puissance sur le long terme que pour effectuer un vrai suivi d’en-
veloppe, en raison du nombre e´leve´ (infini) de valeurs que peut prendre un
signal RF apre`s filtrage de mise en forme.






























Fig. 3.16: Effet de l’ondulation re´siduelle sur le spectre RF en sortie de l’amplificateur
3.2.5 Linear Assisted Power Converter
Cette nouvelle variante sur le sche´ma EER, ou plutoˆt ampliation de cette
technique, a e´te´ e´tudie´ dans [Raa04] et [WXY+05], dans le but d’ame´liorer
les performances en largeur de bande sans pe´naliser le rendement. L’ide´e
derrie`re les Linear Assisted Power Converter est de combiner un convertis-
seur a` de´coupage, fort rendement, et un amplificateur line´aire large bande
pour fournir l’alimentation dynamique a` l’amplificateur, d’apre`s un sche´ma














Fig. 3.17: Structure Linear Assisted Power Converter. Le controˆle nume´rique re´alise la
conversion du format I,Q au format polaire, puis la se´paration des composantes basse
et haute fre´quence de l’enveloppe, qui sont amplifie´es se´pare´ment
En effet, la plupart de l’e´nergie de l’enveloppe d’un signal RF est
concentre´e dans les basses fre´quences (jusqu’a` quelques kilohertz). Ainsi,
le DC-DC s’occupe du suivi des variations lentes, long terme mais tre`s
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e´nerge´tiques, de l’enveloppe ; tandis qu’un amplificateur line´aire fournit la
capacite´ de suivi rapide de l’enveloppe. Ensuite les deux contributions a`
l’alimentation de l’amplificateur sont combine´es.
Il s’agit d’une solution attractive du point de vue de sa facilite´ d’harmoni-
sation avec un controˆle nume´rique, tant pour la commande du convertisseur,
que pour la commande de l’amplificateur line´aire ou encore pour la com-
mande du circuit modulateur de phase dans le chemin RF. En contrepartie,
le prix a` payer pour augmenter la largeur de bande passante est celui de la
complexite´ du syste`me par rapport aux architectures EER ou ET, car deux
sources d’alimentation doivent eˆtre incluses, controˆle´es et synchronise´es.
La se´paration fre´quentielle du signal original afin d’obtenir les com-
mandes du convertisseur et de l’amplificateur qui re´sulteront en un signal
parfaitement line´aire en sortie s’ave`re difficile [YAM05], quoique le fait
de controˆler nume´riquement le syste`me et l’atout de pouvoir ajouter des
fonctions de pre´distorsion nume´rique font croire au potentiel de cette so-
lution. Les premiers re´sultats expe´rimentaux rapporte´s par les auteurs le
de´montrent, notamment sur le plan du rendement, meˆme si ces re´sultats
ont e´te´ obtenus avec un test a` deux tons se´pare´s d’1MHz, a` faible puissance
(15-20 dBm) restant donc dans des largeurs de bande et des dynamiques du
signal assez modestes.
Les chercheurs a` l’UCSD ont re´cemment applique´ ce meˆme principe du
modulateur d’amplitude avec se´paration de bandes de fre´quence [WKP+06].
Dans l’imple´mentation propose´e, un e´tage non line´aire a` de´coupage fournit
l’alimentation de l’amplificateur RF tant que l’enveloppe reste dans la re´gion
petit signal, ou que le taux de variation de l’enveloppe est en dessous d’un
certain seuil de conception. Dans le cas inverse, d’enveloppe fort signal ou
taux de variation trop rapide pour l’e´tage a` de´coupage, qui ne peut que
fournir la composante DC, l’e´tage line´aire fournit la composante AC man-
quante. Cette conception est montre´e sche´matiquement dans la figure 3.18,
et se diffe´rencie de [WXY+05], entre autres choses, en ce que la conception
conjointe des parties line´aire et non line´aire -a` de´coupage- du modulateur
d’amplitude simplifient la commande du modulateur, qui peut eˆtre perc¸u
comme une seule source d’alimentation, et non deux. Cette structure, inse´re´e
dans un e´metteur type EER hybride9, a e´te´ prouve´e pour une porteuse type
802.11 (WiFi), de 20MHz de largeur de bande et 19dBm de puissance.
Pour le lecteur qui de´sirerait approfondir ce type d’architectures Linear
Assisted Power Converter et hybrides, dans [Pin06] il est propose´ une ex-
cellente discussion, plus e´tendue, et qui inclut des crite`res de se´lection de
l’architecture (se´rie, paralle`le), ainsi qu’une me´thodologie de conception.
Comme re´flexion finale, il est clair que le maillon faible des architectures
EER ou ET reste le modulateur d’amplitude, large bande, fort rendement,
9EER hybride = structure ET, sans limiteur, mais avec un amplificateur RF non
line´aire, type Classe-E










Fig. 3.18: Structure du modulateur d’amplitude d’apre`s [WKP+06], inse´re´ dans un
e´metteur type EER hybride
haute puissance, et que ce champ de recherche pre´sente de grandes oppor-
tunite´s, mais pose des de´fis a` la communaute´ scientifique et industrielle.
3.3 Conclusions au Chapitre 3
Ce chapitre a introduit diverses architectures de line´arisation et
d’ame´lioration du rendement pour amplificateurs RF, au niveau syste`me.
On a ainsi constate´ que la poursuite de la line´arite´ et l’augmentation du
rendement ne´cessite des architectures relativement complexes autour des
amplificateurs RF.
Les techniques de line´arisation, ne´cessitant l’ajout d’e´le´ments actifs,
ne permettent pas de re´soudre les questions relatives au rendement si ce
n’est qu’implicitement, en permettant de relaˆcher le surdimensionnement
des amplificateurs RF. Parmi les techniques pre´sente´es, nous retenons la
pre´distorsion nume´rique en bande de base pour une e´tude approfondie
ulte´rieure, en raison de sa flexibilite´, facilite´ d’imple´mentation et perfor-
mances potentielles. Ces performances de´pendent en fait de l’e´tat de l’art
des technologies nume´riques (circuits DSP, FPGA) et de conversion D/A,
ce qui rend ce type de syste`mes de pre´distorsion de plus en plus inte´ressant
et adapte´ aux applications industrielles, en vue de l’e´volution des prix et
performances de ces technologies nume´riques.
Dans une deuxie`me partie, nous avons discute´ comment l’ensemble de
techniques d’ame´lioration du rendement adressent spe´cifiquement la ques-
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tion de l’obtention d’un e´metteur line´aire en utilisant des amplificateurs qui
ne le sont pas, mais qui pre´sentent des rendements e´leve´s. En ajoutant de
la complexite´, les principes LINC, Doherty, EER et ET devraient permettre
d’atteindre ces rendements e´leve´s, tout en conservant la line´arite´ ; toutefois
chacun de ces principes pre´sente ses avantages et ses inconve´nients, et aucun
d’entre eux ne peut eˆtre proclame´ meilleur que l’autre.
En pratique, les performances en line´arite´ de tels syste`mes sont re-
lativement modestes, et ne´cessitent un comple´ment de line´arisation, la
pre´distorsion en l’occurrence. Tel est le cas des deux techniques plus muˆres
a` pre´sent, en ce qui concerne la technologie des stations de base : Doherty
-en cours d’eˆtre imple´mente´-, ou ET -le candidat que la communaute´ des
spe´cialistes appre´cie, mais qui manque toujours de largeur de bande a` cause
du modulateur d’amplitude-. En effet cette me´thode conjugue les atouts de
la faisabilite´, de la complexite´ mode´re´e et permet a priori d’obtenir des
performances en termes de rendement et de line´arite´ inte´ressantes.
Dans nos recherches, nous creuserons l’approche pre´distorsion nume´rique
+ ET. La pre´distorsion nume´rique est un outil puissant (Chapitre 4), tantoˆt
capable de re´aliser des fonctions de line´arisation simples avec une complexite´
minimale (Chapitre 5), tantoˆt capable de compenser les effets me´moire des
amplificateurs RF (Chapitre 6), un atout indispensable sur la sce`ne actuelle
dans les syste`mes station de base : forte puissance, large bande et confronte´s
a` des signaux avec un PAPR e´leve´. Finalement (Chapitre 7), on se proposera
d’ajouter des fonctionnalite´s au bloc de pre´distorsion nume´rique pour venir
commander la tension d’alimentation de l’amplificateur, avec un modulateur
d’amplitude limite´ en largeur de bande par rapport a` la bande du signal a`
e´mettre.
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Les techniques de pre´distorsion nume´rique sont en phase d’implanta-
tion sur les plans industriel et commercial. L’opportunite´ existe donc de
faire dans ce chapitre une synthe`se ou distillation de l’innombrable quan-
tite´1 de travaux qui ont e´te´ faits dans le monde de la recherche sur le do-
maine. Cette maturite´, en conjonction avec la disponibilite´ de plateformes
mate´rielles nume´riques de plus en plus performantes, expliquent le succe`s
de la pre´distorsion nume´rique, qui est en train de remplacer les approches
1Plus de 71000 entre´es dans Google pour digital baseband predistortion, plus de 800
entre´es dans ieeexplore.ieee.org pour le terme predistortion, dont 136 pour digital predis-
tortion, comme resultat de presque 20 ans de recherches, si on plac¸ait le de´but de l’e´poque
de la pre´distorsion nume´rique au moment des travaux pionniers de Nagata [Nag89]
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Feedforward comme principale technique de line´arisation dans les stations
de base.
Or, peu de diffusion de connaissances a e´te´ faite a` propos des aspects
architecturaux, d’imple´mentation, et expe´rimentaux de tels syste`mes. La
recherche plus puriste du coˆte´ acade´mique est souvent reste´ e´loigne´e des
conside´rations pratiques, se restreignant souvent a` des environnements de
simulation. Bien e´videment, du coˆte´ industriel, pour des raisons de concur-
rence et de confidentialite´, peu de de´tails ont e´te´ de´voile´s a` propos des as-
pects pratiques d’imple´mentation de la pre´distorsion nume´rique.
C’est a` partir ce cette vision que ces travaux de the`se ont pris un tour
tre`s de´veloppement et expe´rimentation, justement dans le but de creuser ces
deux perceptions, ou univers, un peu trop inde´pendants. Ainsi, nous avons
partage´ cette vision au sein de la communaute´ acade´mique dans le cadre
du projet europe´en TARGET, qui profite de´sormais des acquis et outils,
logiciels et mate´riels, de´veloppe´s le long de cette the`se a` propos des aspects
plus pratiques de la pre´distorsion nume´rique.
Ce chapitre fera donc le parcours de l’e´tat de l’art sous cette perspective
pratique qui viendra supporter, et en quelque sorte justifiera, la motivation
et l’approche des travaux que nous proposons. Les principes ge´ne´raux
de fonctionnement de la pre´distorsion nume´rique ont e´te´ expose´s dans
le chapitre pre´ce´dent et seront comple´te´s ici. Ainsi, nous articulerons
notre discours autour de concepts qualitatifs : Qu’est-ce qu’un algorithme
de pre´distorsion ? Quelle relation avec les algorithmes d’adaptation ? A
quel rythme l’adaptation doit-elle s’effectuer ? Quelles me´thodes ? Quelles
strate´gies pour combattre les effets me´moire ? Quelles architectures seront
bien adapte´es pour l’imple´mentation ? Sur quelles plateformes mate´rielles ?
Quels compromis entre complexite´ et performances ?
Le chapitre est organise´ de manie`re a` n’introduire explicitement la
compensation des effets me´moire jusqu’a` la section 4.5. A part les de´finitions
ge´ne´rales dans la section 4.1, les me´thodologies pre´sente´es dans les sections
4.2, 4.3 et 4.4 supposent que l’amplificateur est sans me´moire, pour des
raisons historiques2 et de simplicite´. Cependant, comme on verra le moment
venu, la compensation des effets me´moire reprend un bon nombre d’ide´es,
me´thodologies et concepts qui s’introduisent dans les premie`res sections du
chapitre.
Au niveau de la nomenclature, quand on traitera les principaux signaux
d’inte´reˆt lors de la discussion a` propos des syste`mes de pre´distorsion, on
utilisera :
2ce n’est que dernie`rement que les effets me´moire ont commence´ a` eˆtre pris en compte
par les chercheurs et industriels de´sireux de line´ariser les amplificateurs en appliquant la
pre´distorsion nume´rique
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– x : pour re´fe´rencer le signal a` e´mettre
– y : pour re´fe´rencer le signal en sortie du module de pre´distorsion et en
entre´e de l’amplificateur
– z : pour re´fe´rencer le signal en sortie de l’amplificateur
Par souci de simplicite´, on supprimera des graphiques les parties de
conversion A/D et D/A, filtrage, les e´tages de modulation et de´modulation,
les e´tages de synchronisation, etc. Ainsi le syste`me de pre´distorsion complet
et de´taille´ de la figure 4.1 en haut, sera repre´sente´ de manie`re toute simple
























Fig. 4.1: Conventions de nomenclature et graphisme lors de la repre´sentation de
syste`mes de pre´distorsion. Dans nos graphismes nous supprimerons les e´tapes de conver-
sion nume´rique ⇒ RF et vice-versa. Nous supposerons aussi que tous les signaux
concerne´s sont synchronise´s
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4.1 Pre´distorsion et Adaptation
Avant tout, nous proposons ici l’e´tablissement d’une nomenclature a`
propos de la pre´distorsion. L’ope´ration de pre´distorsion toute seule est une
ope´ration en principe simple, qui s’effectue sur chaque e´chantillon a` trans-
mettre, au de´bit d’e´chantillonnage, donc (cf. page 62).
On parle d’ope´ration en boucle ouverte quand la caracte´ristique -ou dans
un abus de langage, la fonction de transfert- de l’e´tage de pre´distorsion est
fixe du de´part, et pendant toute la vie de l’e´metteur. Dans ce cas une parfaite
caracte´risation de l’amplificateur est ne´cessaire au pre´alable, pour ensuite
pouvoir de´duire la fonction inverse ou de pre´distorsion. Notons qu’un tel
mode d’ope´ration n’est pas capable de suivre les de´rives de la caracte´ristique
de l’amplificateur dues au vieillissement ou aux variations de tempe´rature.
Le re´sultat est donc un risque de perte de performances au cours du temps.
En tout cas, cette mise en ouvre minimaliste de la pre´distorsion nous per-
met d’identifier et de´finir deux entite´s ne´cessaires et suffisantes pour la
pre´distorsion ; elles sont de´finies ci-dessous.
Module de Pre´distorsion. C’est la structure de calcul qui affecte le
signal d’apre`s la fonction de pre´distorsion. Elle peut prendre la forme
d’une somme complexe, comme dans [Nag89], ou d’une multipli-
cation complexe [Cav90], ou explicitement une forme polynomiale,
par exemple. La contrainte principale qu’on impose au module
de pre´distorsion est celle d’ope´rer au de´bit d’e´chantillonnage. De
ce fait il sera inte´ressant de trouver des architectures qui sim-
plifient au maximum la mise en ouvre de ce module. Comme on
le montrera par la suite, puisque la fonction de pre´distorsion est
forcement non line´aire, une me´thode inte´ressante d’imple´mentation
fait appel a` des tables de me´moire qui contiennent les re´sultats
de l’ope´ration non-line´aire a` effectuer. Ainsi on pourra e´changer
la difficulte´ d’e´valuer une fonction polynomiale complexe (nombre
e´leve´ de multiplications et sommes) contre un acce`s en me´moire ou`
est place´ directement le re´sultat de l’e´valuation de ce meˆme polynoˆme.
Fonction de Pre´distorsion (fPD). C’est carre´ment la fonction in-
verse de la caracte´ristique de l’amplificateur qui fait que la chaˆıne
pre´distorsion + amplificateur re´sulte en un comportement line´aire.
Le module de pre´distorsion tel qu’on l’a de´fini tout a` l’heure est donc
un simple exe´cuteur de cette fonction de pre´distorsion : il prend un
e´chantillon a` predistordre, et lui fait subir la fonction de pre´distorsion
avant transmission. Logiquement, la fonction de pre´distorsion est
de´duite a` partir de la caracte´ristique de l’amplificateur, et ce sera la
pre´cision et justesse de cette fonction par rapport aux caracte´ristiques
de l’amplificateur qui de´terminera en grand partie les performances
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en line´arite´. La fonction de pre´distorsion peut prendre une allure
analytique, typiquement une forme polynomiale ou tout simplement
une forme implicite, type tableau, qui ferait correspondre des valeurs
d’entre´e/sortie, ce dernier cas simplifiant e´norme´ment la taˆche du
module de pre´distorsion. Bien entendu il est possible de mate´rialiser
la fonction de pre´distorsion sous forme de tableau a` partir de sa
de´finition analytique, en faisant un pre´-calcul des valeurs, ce qui
permet de rendre le module de pre´distorsion inde´pendant de la
fonction de pre´distorsion (voir section 4.8).
Il est rare qu’un syste`me de pre´distorsion nume´rique ne comporte pas la
possibilite´ de pouvoir adapter la fonction de pre´distorsion par rapport aux
de´rives subies par la caracte´ristique de l’amplificateur au long du temps.
Ainsi, l’ope´ration en boucle ferme´e a pour objectif de fournir au syste`me une
capacite´ d’adaptation face aux changements de la caracte´ristique de l’ampli-
ficateur, ce qui est indispensable vis-a`-vis du maintien des performances de
la pre´distorsion. En d’autres termes, l’identification, ou la correction, ou en-
core l’adaptation de la fonction de pre´distorsion se fait en cours d’ope´ration
de l’e´metteur.
Algorithme d’adaptation. Relevant des domaines de l’estimation, iden-
tification et mode´lisation comportementale des syste`mes non-line´aires,
lesdits algorithmes d’adaptation sont en charge de l’extraction de la
fonction de pre´distorsion a` partir de l’observation du signal en sortie de
l’amplificateur ainsi que de l’observation des signaux de re´fe´rence (soit
en entre´e du module de pre´distorsion, soit en entre´e de l’amplifica-
teur). Question langage, on parle d’algorithme d’adaptation, plutoˆt
que d’algorithme d’estimation ou d’identification, pour apporter la
connotation de suivi, plus ou moins fre´quent, des changements de la
caracte´ristique de l’amplificateur. Bien entendu, l’estimation et l’iden-
tification font partie de l’adaptation. En tout cas, du point de vue
pratique, l’adaptation viendra ajouter des couˆts :
– De calcul, inde´pendants des couˆts de calcul du module de
pre´distorsion. Quoique, il est a` noter que puisque l’algorithme
d’adaptation conditionne comment la fonction de pre´distorsion
s’exprime-t-elle (sommes, multiplications, polynoˆmes, etc), l’adap-
tation elle-meˆme peut influencer le couˆt de calcul du module de
pre´distorsion en charge d’exe´cuter la fonction de pre´distorsion.
– Mate´riels, car il est ne´cessaire de fournir un chemin d’observation
de la sortie de l’amplificateur. On parlera souvent de la voie ou du
chemin de retour vers l’adaptation. Ce chemin pre´le`ve une partie
du signal en e´mission apre`s l’amplificateur et, apre`s de´modulation,
descente en fre´quence et conversion en nume´rique, cette informa-
tion permet de connaˆıtre l’e´tat du syste`me pour ensuite de´duire la
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fonction de pre´distorsion approprie´e. Le nouveau mate´riel ajoute´
comporte donc un coupleur, de´modulateur a` la meˆme fre´quence
porteuse que l’e´metteur, et convertisseurs A/D (cf. figure 4.1).
L’algorithme d’adaptation est un processus en principe beaucoup plus
complexe que celui du module de pre´distorsion. En revanche, il s’agit de
deux processus inde´pendants, certes relie´s entre eux par la fonction de
pre´distorsion, dont le module de pre´distorsion jouerait le roˆle du consom-
mateur et dont l’algorithme d’adaptation serait le fournisseur. Alors, tant
que les de´rives de l’amplificateur se produisent dans une e´chelle de temps
lente par rapport a` l’activite´ du module de pre´distorsion, c’est-a`-dire sans ses
contraintes temps-re´el / temps d’e´chantillonnage, il est possible et d’ailleurs
inte´ressant de se´parer explicitement ces deux processus. Ainsi il est possible
d’attaquer se´pare´ment les questions relatives au module de pre´distorsion,
qui rele`veront du domaine des architectures nume´riques de calcul perfor-
mantes ; de celles relatives a` l’adaptation, qui rele`veront de l’estimation et
l’identification de syste`mes. Dans la figure 4.2 chacun des trois blocs qu’on

















ƣPA( ) Ö ƣPA( )-1 Ö fPD( )
Fig. 4.2: Pre´distorsion Nume´rique et relations entre ses syste`mes constitutifs : module
de pre´distorsion, fonction de pre´distorsion et module d’adaptation
Cette vision est plus moderne et diffe´rente de celle des me´thodes
pionnie`res de pre´distorsion nume´rique qui proposaient un paradigme de
l’adaptation e´chantillon a` e´chantillon, avec une distinction moins explicite
entre l’adaptation et le module de pre´distorsion, he´ritage des syste`mes as-
servis, dans un contexte plus automatique et controˆle. D’ailleurs c’est sous
cette perspective qu’on parle justement d’algorithme de pre´distorsion.
Algorithme de pre´distorsion. Etiquette ou nom donne´ a` une certaine
manie`re d’organiser et ge´rer, en meˆme temps, les processus de
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pre´distorsion et adaptation, pre´cise´ment dans le contexte du para-
digme de l’adaptation e´chantillon a` e´chantillon. Ainsi, le module de
pre´distorsion et l’algorithme d’adaptation partagent carre´ment la
fonction de pre´distorsion (qui ge´ne´ralement s’exprime sous forme de
tableau me´moire/LUT). Le premier lit les valeurs de pre´distorsion au
taux d’e´chantillonnage, et simultane´ment, au taux d’e´chantillonnage
aussi, le processus d’adaptation fait une actualisation du ta-
bleau me´moire/fonction de pre´distorsion. La figure 4.3 repre´sente
sche´matiquement l’organisation d’un tel syste`me. L’adaptation,























Fig. 4.3: Algorithme de pre´distorsion nume´rique classique, base´ sur un paradigme
d’adaptation directe, e´chantillon a` e´chantillon
4.2 Algorithmes classiques de pre´distorsion
Dans nos travaux, nous sommes partis d’une approche algorithme
de pre´distorsion, jusqu’a` ce que nous comprenions qu’un syste`me de
pre´distorsion est beaucoup plus puissant du moment ou` l’on conside`re
se´pare´ment la pre´distorsion d’un coˆte´ et l’adaptation de l’autre, par le biais
des trois premie`res de´finitions dans la section pre´ce´dente.
Voyons tout de meˆme les exemples les plus ce´le`bres d’algorithmes de
pre´distorsion parus dans la litte´rature (de´ja` e´voque´s dans la section 3.1.3,
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a` la page 62). Conside´rons que le signal a` e´mettre est du type enveloppe
variable, et que le signal en entre´e du syste`me de pre´distorsion est forme´e
par le couple complexe des composantes en phase et quadrature, x(n) =
(xI(n), xQ(n)), du signal modulant en bande de base, apre`s filtrage de mise
en forme. Supprimons de´sormais l’indice de temps n par simplicite´.
En faisant appel a` une architecture de pre´distorsion avec adaptation
directe, comme celle dans la figure 4.3, les algorithmes de pre´distorsion cal-
culent la fonction de pre´distorsion sous un crite`re de minimisation de l’erreur
entre le signal a` e´mettre (x) et le signal en provenance de la sortie de l’am-
plificateur (z).
A partir des observations de x et z = gPA(y), ou` y = fPD(x), la solu-
tion fPD = g−1PA ne peut pas eˆtre obtenue directement, mais re´cursivement,
comme il va eˆtre expose´ ci-dessous.
4.2.1 Pre´distorsion Mapping/Nagata
Dans [Nag89] on propose d’additionner une valeur complexe au signal a`
e´mettre pour compenser la distorsion de l’amplificateur,
y = fPD(x) = x+Φ(x) (4.1)
avec Φ ∈ C, Φ = ΦI (xI) + jΦQ (xQ), de telle fac¸on qu’en sortie de
l’amplificateur, on re´cupe`re le signal sans distorsions :
GPDx(t)ejωot = gPA(x(t) + Φ(t))ejωot (4.2)
Avec ωo la pulsation de la porteuse, GPD le gain line´aire souhaite´ et gPA
la caracte´ristique non-line´aire de l’amplificateur.
L’entre´e x(n) sert comme adresse pour obtenir les valeurs Φ (x) qui
pre´distorsionnent le signal. Ces valeurs complexes Φ (x) sont enregistre´es
dans une table a` deux dimensions : l’espace de me´moire des coefficients de
correction est arrange´ sous forme de matrice, adressable par la composante
en phase xI pour les colonnes, et par la composante en quadrature xQ pour
les lignes.
Quand l’e´galite´ (4.2) n’est pas satisfaite, il faut actualiser les valeurs
de Φ (x). Avec cet objectif, une partie de la sortie de l’amplificateur
est de´module´e pour fermer la boucle d’adaptation. Disons qu’on re´cupe`re
z(n) = (zI(n), zQ(n)), apre`s le convertisseur A/D. Chaque e´chantillon de z
est compare´ avec la re´fe´rence x pour actualiser la me´moire :
e(n) = x(n)− z(n)
Φn+1 (x) = Φn (x) + µe(n)
(4.3)
La valeur µ est le gain de l’actualisation. Une valeur grande rend l’ac-
tualisation plus rapide, et une valeur petite est bonne du point de vue de
la finesse et de la stabilite´. En calculant Φ (x) de fac¸on ite´rative chaque fois
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que le signal a` e´mettre prend la valeur x, les valeurs de Φ convergent en
sorte que l’erreur e(n) tend vers ze´ro.
De`s qu’il existe un de´lai entre le chemin direct et le chemin de retour,
il est impe´ratif de pouvoir estimer et compenser ce de´lai afin de re´aliser
le calcul de l’erreur a` l’instant pre´cis. Ceci est valable pour tout processus
d’estimation ou de calcul d’une erreur par rapport a` une re´fe´rence donne´e.
4.2.2 Pre´distorsion Polar et Complex Gain
En faisant une hypothe`se de syme´trie sur la caracte´ristique de l’ampli-
ficateur, [WD92, FJ94] ont propose´ l’algorithme appele´ Polar predistortion
afin de re´duire la taille de la table me´moire et donc le temps d’adaptation.
En contrepartie, le nombre et la complexite´ des ope´rations augmente par
rapport a` l’algorithme Mapping, en raison des conversions entre les formats
carte´sien et polaire.
On dispose ici de 2 tables unidimensionnelles (1-D), qui gardent les va-
leurs de correction de gain et phase dont on a besoin pour compenser la non-
line´arite´ de l’amplificateur. Le module du signal d’entre´e, |x| sert d’adresse
pour lire les corrections de gain K = K (|x|), et phase ϕ = ϕ (|x|).
y = x ·K · ejϕ (4.4)
Puisque cette correction de phase doit s’appliquer sur le signal x qui
est exprime´ en notation carte´sienne, un e´tage explicite de rotation de phase
pour effectuer le calcul
y = K (|x|) · (xI + jxQ) · (cos(ϕ (|x|)) + j sin(ϕ (|x|))) (4.5)
est ne´cessaire, afin de rendre un signal predistordu au format carte´sien.
L’interpre´tation d’une table 1-D adresse´e par le module |x| consiste a`
disposer de cercles d’adresse constante, de rayon = |x|, et de centre = 0, sur
le plan complexe, d’ou` l’hypothe`se de syme´trie. Tous les e´chantillons avec le
meˆme module subiront le meˆme gain K (|x|) et le meˆme de´calage en phase
ϕ (|x|) de pre´distorsion, ce qui re´duit la taille de la me´moire et augmente la
fre´quence d’actualisation de chaque entre´e. Dans cet algorithme, l’adapta-
tion se fait se´pare´ment pour les gains et les phases, a` partir de l’erreur entre
le signal a` e´mettre x et le signal pre´leve´ en sortie de l’amplificateur, z :
|e(n)| = |x(n)| − |z(n)|
∠e(n) = ∠x(n)− ∠z(n) (4.6)
Kn+1 (x) = Kn (x) + µ|e(n)|
ϕn+1 (x) = ϕn (x) + µ∠e(n)
(4.7)
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La variante de ce sche´ma polaire permettant de se passer de ces conver-
sions de format afin de re´duire le couˆt de calcul est l’algorithme Complex
Gain, propose´ par [Cav90] et repris par [SFJ96]. Cet algorithme est essen-
tiellement le meˆme du point de vue conceptuel, quoi qu’en pratique il e´vite
les calculs de sin( ) et cos( ) dans (4.5) par le biais d’une seule table de
facteurs de correction, complexes carte´siens, de valeurs :
γ (|x|) = γI (|x|) + jγQ (|x|) =
= K (|x|) (cos(ϕ (|x|)) + j sin(ϕ (|x|))) (4.8)
De manie`re que le signal soit pre´-distordu par le moyen d’une seule mul-
tiplication complexe :
y(n) = x(n) · γ (|x(n)|) (4.9)
ce qui alle`ge le couˆt de calcul du module de pre´distorsion, au prix d’une
transposition de la complexite´ du cote´ du processus d’adaptation, engageant
des divisions complexes et ne´cessitant les valeurs passe´s du signal d’erreur
dans l’algorithme original d’adaptation par se´cante propose´ dans [Cav90].
Poste´rieurement, dans [Cav96], le meˆme auteur propose une technique adap-
tative alternative pour effectuer le remplissage ite´ratif des tables me´moire
contenant les valeurs γ, quelque peu moins complexe, mais faisant toujours
intervenir des divisons complexes.
4.2.3 Pre´distorsion par polynoˆmes
Dans une approche quelque peu diffe´rente, car il n’y a plus de tables
me´moire LUT engage´es, il a e´te´ envisage´ dans [SSMZ95, BLN00] une
me´thode de pre´distorsion base´e sur l’expression explicite de la fonction de
pre´distorsion a` l’aide de deux polynoˆmes : l’un pour l’amplitude et l’autre
pour la phase, ainsi :
|y| = αa,1|x|+ αa,2|x|2 + αa,3|x|3 + . . . (4.10)
∠y = ∠x− (αp,0 + αp,1|x|+ αp,2|x|2 + . . .) (4.11)
tout comme une me´thode ite´rative pour l’obtention des coefficients re´els
des polynoˆmes de pre´distorsion ~αa = [αa,1, αa,2, . . .] et ~αp = [αp,0, αp,1, . . .].
Par exemple pour le calcul de ~αa, a` partir d’un crite`re de minimisation de




, entre la re´fe´rence et le signal
pre´leve´ en sortie de l’amplificateur :
ea(n) = |x(n)| − |z(n)| (4.12)
3MSE : Mean Squared Error
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l’algorithme du gradient stochastique LMS4, s’approxime successivement
a` la valeur ~αa en supposant que E
{
e2a(n)
} ≈ e2a(n), soit :
~αa











ou` ~xan = [|x(n)|, |x(n)|2, |x(n)|3, . . .], µ est le pas de l’adaptation, et
le terme ∂|z(n)|∂|y(n)| est la de´rive´e de la re´ponse AM-AM de l’amplificateur.
Puisque cette re´ponse n’est pas connue a priori, certains auteurs ne´gligent
ce terme car il est toujours positif [BLN00] si la re´ponse AM-AM est
toujours croissante.
En tout cas, l’algorithme LMS pre´sente une complexite´ de l’ordre de L
multiplications et L additions/soustractions par ite´ration, ou` L est le nombre
de coefficients a` de´terminer. A coˆte´, le calcul de ~xan ne´cessite aussi L mul-
tiplications. Enfin, la pre´distorsion de l’amplitude d’apre`s (4.10) pre´sente
une complexite´ de l’ordre de L multiplications et L additions. Sachant que
la pre´distorsion de phase ne´cessite aussi d’une adaptation LMS et un cal-
cul polynoˆmial (4.11), l’ordre de complexite´ total de la pre´distorsion plus
adaptation est d’environ 5L multiplications et 4L additions/soustractions
par e´chantillon. De plus, si les e´chantillons x, y et z se repre´sentent au for-
mat carte´sien (I,Q), il faut ajouter les couˆts de conversion de format (×2
carte´sienne ⇒ polaire, ×1 polaire ⇒ carte´sienne).
4.2.4 Re´flexions a` propos des algorithmes de pre´distorsion
En pratique, ce type d’algorithmes ou` chaque e´chantillon a` e´mettre
sert de re´fe´rence pour l’adaptation, pre´sente l’inconve´nient, si on veut res-
pecter la contrainte de vitesse de transmission, de devoir accomplir la
pre´distorsion (ne´cessitant un temps de calcul ou de proce`s TDPD) et l’adap-
tation (ne´cessitant un temps Tadapt) dans un intervalle temps inferieur a` la
pe´riode d’e´chantillonnage (Tsample) :
TDPD + Tadapt < Tsample (4.14)
si les actions de pre´distorsion et d’adaptation s’effectuent
se´quentiellement. Si on conside`re une re´alisation avec paralle´lisme, on
peut relaˆcher les contraintes :
max(TDPD, Tadapt) < Tsample (4.15)
4LMS : Least Mean Squares
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Algorithme TDPD Tadapt Conversion Complexite´
format globale
Mapping 2ADD/SUB 4ADD/SUB +
2MULT
2ADD/SUB, 4ADD/SUB, 2× Rect ⇒ Pol
Polar 6MULT, 2MULT ++
2 sin / cos
Complex 2ADD/SUB, 10ADD/SUB,
Gain 4MULT 8MULT, ++++
1DIV COMPLX.
Polynomial 2LADD/SUB, 2LADD/SUB, 2× Rect ⇒ Pol, ++(+)
3LMULT 2LMULT 1× Pol ⇒ Rect
Tab. 4.1: Couˆt de calcul des algorithmes classiques de pre´distorsion nume´rique en
bande de base
Nous avons vu par exemple dans l’algorithme Complex Gain comment
la transformation de pre´distorsion pouvait se faire au moyen d’un produit
complexe au format carte´sien, d’ou` il en re´sulte un TDPD e´quivalent a` la
re´alisation d’une multiplication complexe. Cette ope´ration est relativement
facile a` imple´menter et peu couˆteuse du point de vue mate´riel, au contraire
des rotations de phase du cas polaire, ou encore l’e´valuation de polynoˆmes
du dernier exemple. On de´veloppe cette ide´e dans le tableau 4.1, ou` ils
sont montre´s les bilans de complexite´ en termes computationnels pour les
algorithmes pre´ce´dents. Notons que l’algorithme Mapping pre´sente le couˆt
global de pre´distorsion et d’adaptation le plus re´duit parmi les algorithmes
e´tudie´s, et que l’algorithme Complex Gain pre´sente un gros de´se´quilibre
entre les couˆts de pre´distorsion et d’adaptation. Dans ce cas, d’apre`s (4.14)
ou (4.15), Tadapt pre´domine sur Tsample.
Un autre possible crite`re de choix parmi ces diffe´rents algorithmes pour-
rait eˆtre celui de la vitesse de convergence. Nous avons e´tudie´ le cas d’un
e´metteur OFDM, pour lequel l’EVM et l’ACPR sont calcule´s a` chaque sym-
bole OFDM e´mis. Les re´sultats sont montre´s dans les figures 4.4 et 4.5.
On constate que les algorithmes Complex Gain et polynomial convergent
rapidement, tandis que l’algorithme Mapping converge beaucoup plus len-
tement, du fait de la taille de la me´moire (2-D) et du caracte`re additif de
l’actualisation des coefficients de pre´distorsion stocke´s dans cette me´moire.
En pratique, tant que les de´rives dans la caracte´ristique de l’amplificateur
sont lentes, par rapport a` la vitesse de convergence, ceci n’est pas un han-
dicap, et le suivi de ces variations pourra eˆtre effectue´ en douceur.
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Fig. 4.4: Convergence des algorithmes Complex Gain et polynomial avec adaptation
LMS, sous un signal OFDM


























Fig. 4.5: Convergence de l’algorithme Mapping sur un signal OFDM
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4.3 Algorithmes avec adaptation par apprentis-
sage indirect
Toujours dans un paradigme d’adaptation e´chantillon a` e´chantillon, il
a e´te´ plus re´cemment propose´ une architecture alternative a` celle de la
pre´distorsion avec adaptation directe. Cette nouvelle architecture, appele´e
pre´distorsion d’apre`s adaptation de la postdistorsion, ou bien pre´distorsion
avec apprentissage indirect, correspond au sche´ma de la figure 4.6. La boucle
ne se ferme pas entre x et z, mais entre y et z, et l’apprentissage indirect
fournit une solution e´le´gante au proble`me de l’inversion de la caracte´ristique



























Fig. 4.6: Architecture de pre´distorsion avec apprentissage indirect ou postdistorsion
Par rapport a` la figure 4.6, admettons que fPD = fPOST . A partir de
cette hypothe`se, quand l’erreur entre y et yˆ converge vers ze´ro, il s’en suit
que y = yˆ, et donc que fPD(x) = fPOST (z) et, logiquement, x = z : le
but de la line´arisation est atteint. En d’autres termes, fPD est une copie de
fPOST , et le fait de minimiser l’erreur entre y et yˆ produit un comportement
line´aire de l’ensemble fPD plus amplificateur.
L’avantage est que si la fonction fPOST est de´crite sous une forme pa-
rame´trique et line´aire vis-a`-vis de ses parame`tres (forme polynomiale, par
exemple), la minimisation du crite`re MSE entre y et yˆ fournit une solution
directe pour ces parame`tres, a` partir de solutions ite´ratives du type LMS ou
RLS5, tel qu’il est de´crit dans [IEG97] ou [MJB03].
5RLS : Recursive Least Squares
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Reportons-nous a` la figure 4.6 pour expliquer le fonctionnement de
l’adaptation dans ce cas RLS. Admettons que le module de pre´distorsion
effectue l’ope´ration polynomiale complexe de´crite dans (4.16) sur chaque





= w0x(n) + w1x(n)|x(n)|2 + w2x(n)|x(n)|4 + . . .
(4.16)
ou` ~w = [w0, w1, . . . , wp] est le vecteur de coefficients qui correspond aux
fonctions polynomiales fPD et fPOST . Bien entendu, wi ∈ C. Le proble`me
d’identification a` re´soudre par l’algorithme d’adaptation est celui de l’esti-
mation des coefficients, ~w , de fPD. En pratique, l’application de l’algorithme
















e(n) = y(n)− yˆ(n) = y(n)− ~wTn−1~z(n)
~g(n) =
P (n− 1)~z(n)
λ+ ~zT (n)P (n− 1)~z(n)
P (n) = λ−1
[
P (n− 1)− ~g(n)~zH(n)P (n− 1)]
~wn = ~wn−1 + e(n)~g∗(n)
(4.17)
λ est un facteur de me´moire, et P (n) est une matrice d’ordre (P + 1)×
(P + 1), qui est initialise´ a` une certaine valeur P (0) = δ−1I au de´but des
ite´rations. I est la matrice identite´ d’ordre (P + 1) × (P + 1). Les super
index T ,H et ∗ font re´fe´rence aux ope´rations de transposition, transposition
conjugue´e, et conjugaison, respectivement.
La complexite´ de l’algorithme d’adaptation RLS est de l’ordre L2
ope´rations par e´chantillon, avec L le nombre de coefficients a` estimer
(L = P + 1 dans ce cas). A contrario, nous avons vu comment l’algorithme
LMS implique une complexite´ de l’ordre L ope´rations par e´chantillon. Par
rapport a` la complexite´ de l’adaptation, le couˆt de calcul, et donc la vitesse
de transmission, l’algorithme LMS est plus avantageux que le RLS.
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En revanche, la convergence est beaucoup plus rapide avec RLS. Puisque
les non line´arite´s d’ordre e´leve´ a` estimer prennent des valeurs tre`s faibles,
le LMS, et en ge´ne´ral les algorithmes base´s sur le gradient, re´sultent en une
convergence lente, voire tre`s lente quand les coefficients a` estimer prennent
des valeurs complexes6. Pour illustrer ceci, nous avons repris le cas de
l’e´metteur OFDM des exemples pre´ce´dents, pour lequel nous avons aussi cal-
cule´ l’EVM et l’ACPR a` chaque symbole OFDM e´mis, avec adaptation RLS
e´chantillon a` e´chantillon. Les re´sultats, dans la figure 4.7, montrent comment
l’algorithme RLS converge au bout de deux symboles OFDM, de´passant lar-
gement les performances en vitesse de convergence des exemples pre´ce´dents.


























Fig. 4.7: Convergence de l’algorithme RLS sous un signal OFDM, avec apprentissage
indirect, pour diffe´rentes valeurs de P
Les figures 4.7 et 4.4 nous montrent aussi qu’il n’y a pas d’algorithme
qui soit meilleur que l’autre, dans le sens ou` tous arrivent a` des niveaux
comparables d’ACPR ou d’EVM. Seul le dimensionnement des algorithmes,
en termes de taille de me´moire (LUT) ou l’ordre des polynoˆmes, de´terminera
la qualite´ de l’estimation, car, en fait, tous ces algorithmes sont cense´s
converger vers la condition e = 0 ! Plus pre´cise´ment, la figure 4.7 de´voile
le fait que, en augmentant la complexite´ de l’estimation, dans ce cas en aug-
mentant l’ordre du polynoˆme (P ), les performances peuvent e´ventuellement
s’ame´liorer : a` mesure que P augmente, l’estimation de fPD est plus pre´cise.
En revanche, ceci fait augmenter la complexite´ du module de pre´distorsion
et les temps de convergence, notamment dans le cas LMS. C’est pareil pour
6dans l’exemple Polynomial de la figure 4.4, a` la page 95, la convergence e´tait
spe´cialement rapide car les coefficients a` de´terminer e´taient des nombres re´els et, en plus,
on avait utilise´ ∂|z(n)|
∂|y(n)| apre`s une estimation pre´alable de la caracte´ristique AM-AM
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les algorithmes utilisant des LUT, comme le Complex Gain, quand on aug-
mente la taille des tableaux me´moire : la finesse augmente, mais aussi le
temps de convergence, s’il faut parcourir a` plusieurs reprises chaque entre´e
dans la LUT avant d’atteindre sa bonne valeur.
4.4 Adaptation diffe´re´e
Nous avons traite´ jusqu’a` ici les aspects de pre´distorsion et d’adap-
tation, sous une perspective d’adaptation e´chantillon a` e´chantillon. Nous
avons mis en avant le fait que l’ope´ration de pre´distorsion en soi est
relativement simple, et en fin de compte assez inde´pendante de la strate´gie
d’adaptation sous-jacente. On a vu que le fait d’utiliser des algorithmes
relativement complexes, du type RLS, pour effectuer l’adaptation permet
augmenter la vitesse de convergence de l’estimation de fPD. Ceci impose
des contraintes se´ve`res au niveau mate´riel, si le processus d’adaptation,
dont le poids sur la complexite´ computationnelle est dominant, doit
s’effectuer dans un temps infe´rieur a` la pe´riode d’e´chantillonnage. La figure
4.8 illustre graphiquement les principaux compromis qui s’e´tablissent entre :
– la largeur de bande en e´mission,
– la complexite´ ou charge computationnelle, et
– la finesse ou vitesse de convergence
Mapping, par exemple, permet l’obtention de largeurs de bande e´leve´es
avec une puissance de calcul minimale. En revanche, la vitesse de conver-
gence s’ave`re extreˆmement lente. L’utilisation de sche´mas de postdistor-
sion avec adaptation RLS offre une vitesse de convergence rapide, au prix
d’un couˆt de calcul tre`s e´leve´, ce qui pe´nalise en terme de largeur de
bande en e´mission. Dans les approches Complex Gain, Polar ou polyno-
mial, l’incre´ment de complexite´ de l’adaptation favorisera les performances
de line´arisation, mais ralentira la vitesse de convergence et pe´nalisera l’ob-
tention de largeurs de bande e´leve´es dans le cas polynomial.
Par ailleurs, en pratique, les syste`mes d’acquisition de donne´es a` haute
vitesse qui seraient ne´cessaires dans un cas d’application large bande, pour
l’e´chantillonnage et l’enregistrement des donne´es z(t), travaillent typique-
ment par ensembles ou lots d’e´chantillons, et non e´chantillon a` e´chantillon.
Ceci peut s’expliquer si nous pensons au cas d’un microprocesseur qui devrait
acquitter une interruption a` chaque requeˆte en provenance du syste`me d’ac-
quisition signalant l’arrive´e d’un nouvel e´chantillon. Imaginons que le service
de ces interruptions consiste a` placer dans une queue l’e´chantillon en prove-
nance du syste`me d’acquisition afin d’eˆtre traite´ par le processus d’adapta-
tion ensuite. Au fur et a` mesure que les interruptions sont de plus en plus











Fig. 4.8: Compromis et concessions pour les diffe´rents algorithmes de pre´distorsion
e´tudie´s
de l’application sont de plus en plus pre´dominantes, ce qui pe´nalise les capa-
cite´s d’exe´cution du syste`me. Pour cette raison, les syste`mes nume´riques de
traitement du signal incorporent des moyens pour capturer les donne´es par
ensembles ou lots, pour eˆtre traite´s ulte´rieurement, sans pe´naliser l’exe´cution
en cours.
Dans les applications que nous conside´rons, large bande, tous ces fac-
teurs s’opposent a` l’application de politiques d’adaptation base´es sur le pa-
radigme du traitement e´chantillon a` e´chantillon qu’on a vu pre´ce´demment.
Conside´rons alors une approche alternative afin de ne pas eˆtre limite´ en
vitesse de transmission par la complexite´ des calculs de l’adaptation.
En plus, puisque les de´rives de l’amplificateur sont lentes, ce n’est pas
la peine d’eˆtre presse´ pour calculer l’adaptation, et on peut conside´rer
deux e´chelles de temps diffe´rentes dans le syste`me. Pour le module de
pre´distorsion, le de´bit de donne´s fixe toujours la contrainte de devoir fournir
l’e´chantillon predistordu avant de transmettre un nouvel e´chantillon :
TDPD < Tsample (4.18)
Mais pour l’adaptation, il suffira que le suivi de la caracte´ristique (actua-
lisation de la fonction de pre´distorsion fPD) se fasse a` une vitesse beaucoup
moindre, au rythme des de´rives de l’amplificateur :
Tadapt < Tderives (4.19)
Ainsi, on pourra assumer le fait de compliquer en quelque sorte l’adapta-
tion pour rendre le module de pre´distorsion le plus simple possible (comme
dans le Complex Gain) et donc plus rapide. Par le meˆme raisonnement, ce
ne sera pas la peine de conside´rer tous les e´chantillons e´mis pour adapter.
En conse´quence, le processus d’adaptation, au contraire du processus de
pre´distorsion qui, force´ment, doit se re´aliser e´chantillon-a`-e´chantillon, peut
se re´aliser en diffe´re´, a` partir d’ensembles ou lots d’e´chantillons de z et
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x ou y. En appliquant ces principes, on ne parlera plus d’algorithme de
pre´distorsion, mais d’architectures comprenant un module de pre´distorsion,
un algorithme d’adaptation, et une fonction de pre´distorsion qui s’adapte
(s’actualise) lentement par rapport au de´bit de donne´es, d’apre`s un sche´ma
comme celui de la figure 4.2, dans la page 88.
4.4.1 Estimation de l’Amplificateur, puis inversion
Cette famille d’approches, tel que son nom fait penser, agissent en deux
temps successifs. Dans un premier temps, la caracte´ristique entre´e/sortie
de l’amplificateur, gˆPA, est estime´e a` partir d’observations de y et z, les
donne´es en sortie du module de pre´distorsion et en sortie de l’amplificateur,
respectivement. Dans un deuxie`me temps, en diffe´re´, l’inverse de ce mode`le,
qui se correspond a` la fonction de pre´distorsion recherche´e, est de´duit.
Ainsi, [HH00], propose une me´thodologie tre`s intuitive base´e sur le rem-
plissage d’une table LUT de gains complexes a` partir de la connaissance
des couples (z, y), correspondant au passage du signal par l’amplificateur.
Le fonctionnement de la proce´dure est esquisse´ dans la figure 4.9. Dans un
premier temps, les couples |y| ⇔ |z| et |y| ⇔ ∠z − ∠y sont ordonne´s dans
des tableaux (en haut dans la figure). A ce stade, on dispose de gˆPA.
Ensuite, en bas dans la figure, pour chaque amplitude possible de |x| a`
e´mettre, on effectue une recherche de l’entre´e dans le tableau |z| correspon-
dant au niveau d’amplitude de´sire´ en sortie pour ce |x| : GPD · |x|. Cette
entre´e dans |z| correspond univoquement avec une valeur |y| et un certain
de´phasage ∠z − ∠y. Finalement, l’entre´e du tableau LUT de gains com-
plexes correspondant a` la valeur |x| est remplie avec la valeur γ telle que
gPA(x · γ (|x|)) = GPD · x, qui vaut, justement :
γ (|x|)) = |y||x|e
−j(∠z−∠y) (4.20)
Dans une approche bien diffe´rente, esquisse´e dans la figure 4.10, [JVJ99]
reprend sa propre approche pour estimer fPD sous forme polynomiale via
l’algorithme LMS (cf. page 92). La particularite´ ici re´side en ce que, au lieu
d’utiliser les donne´es x et z en temps re´el pour estimer fPD, un mode`le
polynomiale de l’amplificateur est d’abord de´duit a` partir d’ensembles de
couples (y, z) en utilisant l’algorithme RLS. Ensuite, il de´duit fPD, sous
forme polynomiale et en diffe´re´ bien entendu, en appliquant des donne´es de
synthe`se au mode`le d’amplificateur juste de´duit, e´chantillon-a`-e´chantillon,
via LMS ou meˆme RLS, puisque les contraintes d’exe´cution dans une pe´riode
d’e´chantillonnage ne se posent plus.
On constate dans ces approches la complexite´ accrue par rapport aux al-
gorithmes de pre´distorsion e´chantillon-a`-e´chantillon, mais sans pour autant
pe´naliser la pre´distorsion en elle-meˆme, car le module de pre´distorsion reste
a` l’e´cart de l’avancement et de la complexite´ du processus d’adaptation.
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Fig. 4.9: Me´thodologie de base pour le remplissage d’une table LUT de gains complexes
















RLS Ö ƣPA( )
ƣPA( )donnéessynthèse Module de prédistorsion
fPD( )
LMS,RLS
Fig. 4.10: Estimation diffe´re´e de fPD a` partir du mode`le de l’amplificateur et des
donne´es de synthe`se, propose´ par [JVJ99]
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4.4.2 Estimation diffe´re´e par apprentissage indirect de fPD :
Moindres carre´s
Pour l’estimation directe de fPD, sans passage par gˆPA, on peut utili-
ser une philosophie de postdistorsion et apprentissage indirect. En ge´ne´ral,
cette approche est pre´fe´re´e a` celle de l’estimation puis inversion en raison
des proble´matiques lie´es a` l’inversion de la caracte´ristique de l’amplifica-
teur quand on prend en compte leurs effets me´moire. Meˆme si cette sec-
tion ne traite pas explicitement sur la compensation des effets me´moire, la
me´thodologie qui suit pourra eˆtre applique´e dans un tel cas, et est d’ailleurs
largement re´pandue.
En ge´ne´ral, il existe un grand nombre d’algorithmes du type moindres
carre´s pour l’estimation de coefficients de mode`les dont les coefficients se
combinent de manie`re line´aire avec des signaux non-line´aires. Ceci est tout
a` fait le cas des mode`les polynomiaux des amplificateurs (e´quation 2.46),
ou celui des fonctions de pre´distorsion exprime´es sous forme polynomiale
complexe (e´quation 4.16).
Bien que les algorithmes re´cursifs type LMS ou RLS qu’on a discute´s
pre´ce´demment puissent eˆtre approprie´s pour effectuer une estimation diffe´re´e
de l’amplificateur, ils ne conviennent pas, de par leur nature re´cursive, a`
l’estimation diffe´re´e de fPD par apprentissage indirect. En effet, de tels al-
gorithmes re´cursifs ne´cessiteraient, a` chaque ite´ration, un nouveau couple de
donne´es y et z ayant subi l’effet du passage par le module de pre´distorsion
avec la fPD de l’ite´ration pre´ce´dente. Or, si l’adaptation se produit en diffe´re´,
par lots de donne´es, tous les couples y et z sont associe´s a` une meˆme trans-
formation fPD du passe´, celle qui s’appliquait au moment de capturer ces
donne´es. Ceci empeˆche traiter les couples y et z une-a`-une, ite´rativement,
et un traitement par lot de donne´es est utilise´.
Pour ce faire, rapportons-nous a` l’estimation de fPD d’apre`s le sche´ma de
la figure 4.6 et l’e´quation 4.16. La formulation du proble`me de l’estimation
indirecte des P + 1 coefficients complexes de fPD, exprime´e par rapport au
module de postdistorsion et l’ensemble de N couples y et z disponibles, peut
se faire ainsi :























z(1) z(1)|z(1)|2 . . . z(1)|z(1)|2P
z(2) z(2)|z(2)|2 . . . z(2)|z(2)|2P










z(N) z(N)|z(N)|2 . . . z(N)|z(N)|2P

(4.22)
ou` chaque ligne dans l’e´quation 4.21 correspond a` une sorte de pre´diction
de l’entre´e y(i) de l’amplificateur, yˆ(i), a` partir de sa sortie associe´e z(i) et
des coefficients ~w a` de´terminer, apre`s passage par le module de postdistor-
sion :
yˆ(i) = w0z(i) + w1z(i)|z(i)|2 + . . .+ wP z(i)|z(i)|2P (4.23)
L’erreur de cette estimation ou pre´diction s’exprime comme :
e(i) = y(i)− yˆ(i) (4.24)
ou, alternativement, en notation vectorielle sur un ensemble de N
e´chantillons,
~e = ~y − ~ˆy (4.25)
Ce qui permet d’e´crire la solution LS7 pour les coefficients a` de´terminer
qui minimise l’erreur quadratique comme :
~w = (ZHZ)−1ZH~y (4.26)
La me´thode LS est un outil tre`s puissant et pre´cis pour de´river la fonction
de pre´distorsion a` partir de lots de donne´es. Par ailleurs, un peu plus loin
on verra comment il est possible d’appliquer ces meˆmes raisonnements pour
de´duire fPD lorsque l’on conside`re les effets me´moire de l’amplificateur.
La complexite´ en termes de puissance de calcul est de l’ordre de (P + 1)2
ope´rations par e´chantillon, tout comme le cas RLS.
7LS :Least Squares
4.5 Compensation des Effets Me´moire 105
4.5 Compensation des Effets Me´moire
Les effets me´moire peuvent de´grader les performances de l’e´metteur tout
comme la seule non-line´arite´ de l’amplificateur. Logiquement, les perfor-
mances des syste`mes de pre´distorsion ne les prenant pas en compte peuvent
se voir re´duites, voire annule´es au fur et a` mesure que les effets me´moire
deviennent pre´ponde´rants dans le comportement de l’amplificateur, ce qui
arrive dans les cas haute puissance, large bande [KMK02]. En ge´ne´ral les
effets me´moire sont difficiles a` manipuler et a` compenser parce qu’ils sont
provoque´s par une multiplicite´ de facteurs, et se re´ve`lent a` diffe´rentes e´chelles
de temps (cf. section 2.4.1 a` la page 42).
Il est clair que si l’amplificateur est non-line´aire et avec me´moire, son
inverse (la fonction de pre´distorsion recherche´e) sera elle aussi non-line´aire
avec me´moire. A partir de ce constat trivial, un grand nombre de recherches,
la plupart d’ailleurs, dans le domaine, se basent sur le raisonnement suivant :
“si j’arrive a` obtenir un bon mode`le de l’amplificateur, je me de´brouillerai
pour trouver la fonction inverse (de pre´distorsion) qui va bien avec, et qui
forcement, ressemblera plus ou moins au mode`le de l’amplificateur”. Cette
approche est connue comme pre´distorsion base´e sur le mode`le, et est ty-
piquement mene´ avec un sche´ma d’apprentissage indirect/postdistorsion a`
partir du mode`le de Volterra, ou de ses simplifications8.
Plus pre´cise´ment, cette approche permet la pre´distorsion en bande de
base, avec compensation des effets me´moire, a` partir de l’identification d’un
mode`le complexe e´quivalent en bande de base de l’amplificateur gˆPA (voir
figure 4.11). Cette identification est calcule´e a` partir des donne´es, discre`tes
et en bande de base, en entre´e et sortie de l’amplificateur. Ceci donne une
ide´e de l’allure ou structure de fPD, car fPD = gˆ−1PA . Ensuite, les parame`tres
de fPD peuvent eˆtre de´duits.
La pre´distorsion base´e sur le mode`le s’ave`re extreˆmement efficace, tel
que de´montre´ a plusieurs reprises dans la litte´rature. D’ailleurs, nos travaux
en ce qui concerne la compensation des effets me´moire sont base´s sur cette
approche. Cependant, elle peut amener a` des confusions ou ne pas re´pondre
directement au proble`me de la line´arite´ et de la mise en œuvre de me´thodes
de pre´distorsion. Eclaircissons ce point, qui ne se veut pas pole´mique mais
critique.
Premie`rement, le fait d’attaquer le proble`me de la line´arisation par le
biais de trouver d’abord un bon mode`le de l’amplificateur pre´sente le risque
d’e´loigner la discussion de l’objectif principal, qui est la line´arisation. Des
mode`les d’amplificateur de plus en plus complexes et pre´cis ont e´te´ propose´s,
a` partir de mesures soigne´es dans un environnement tre`s maˆıtrise´ de labora-
toire, avec des excitations (signaux) tre`s concrets, utilisant des instruments
8mode`les de Hammerstein, Wiener, memory polynomial, . . . ; dont on a parle´ dans la






fPD( ) = ƣPA( )-1
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Module de prédistorsion
Fig. 4.11: Pre´distorsion base´e sur le mode`le. L’identification d’un mode`le complexe
e´quivalent en bande de base de l’amplificateur gˆPA, donne une ide´e de l’allure de fPD
extreˆmement fins pour capter le moindre effet me´moire du syste`me. Or, bien
que ces recherches soient extreˆmement importantes pour la compre´hension
des me´canismes a` l’origine des effets me´moire [KK03a, BG03, JSME03] et
servent, certes, a` donner de pre´cieux indices a` la conception de me´thodes de
pre´distorsion, il n’en est pas moins vrai que les mode`les sont taille´s sur me-
sure selon type de signal, et rarement confronte´s avec d’autres excitations.
De plus, l’extreˆme finesse de ces mode`les, est-elle tellement ne´cessaire, vu
le prix en complexite´ qui vient avec ? Dans un cas re´el de pre´distorsion, a`
diffe´rence du cas laboratoire, la boucle de retour sera limite´e en termes de
bruit au moins par les convertisseurs A/D, les atte´nuateurs et les imperfec-
tions du de´modulateur (laissons a` part le bruit de quantisation des calculs
nume´riques de l’algorithme d’adaptation), et dans ce cas de figure, les effets
me´moire plus subtils resteront cache´s par le bruit. Ne l’oublions pas : le but
est de line´ariser, de respecter les seuils de qualite´ du signal impose´s par les
standards. De ce point de vue, inutile de raffiner un mode`le d’amplificateur
pour ame´liorer de quelques dB la mode´lisation d’effets qui se manifestent
plusieurs de´cades en puissance en dessous du signal.
Le deuxie`me point a` propos duquel il faut conside´rer avec prudence cer-
tains travaux, rapportant des re´sultats sur la pre´distorsion, est le manque
de re´sultats expe´rimentaux, le travail e´tant effectue´ dans un environnement
de simulation seulement. En effet ce type de travaux rarement re´pondent
a` la question de la faisabilite´ des approches propose´es, et ce qui plus est,
peuvent pie´ger le lecteur en supposant ad hoc un mode`le d’amplificateur
pour ensuite de´finir une fonction de pre´distorsion qui va (tre`s) bien avec,
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logiquement ! Par exemple : supposer que l’amplificateur peut eˆtre mode´lise´
avec un mode`le de Wiener pour ensuite trouver une fonction de pre´distorsion
du type mode`le de Hammerstein qui se correspond exactement avec l’inverse
du mode`le d’amplificateur [KCY99, DZM+04]. Pre´cisons bien que ce sont
des travaux a` regarder avec prudence et esprit critique. En effet, le mode`le
d’amplificateur peut eˆtre tout a` fait bien adapte´ a` la re´alite´, et la me´thode
de pre´distorsion marcher tre`s bien en pratique.
4.5.1 Me´caniques ge´ne´raux d’obtention de fPD
Les solutions au proble`me de la de´duction de la fonction fPD dans les
cas avec me´moire s’appuient, en premie`re instance, sur les mode`les d’ampli-
ficateur de´crits dans la section 2.4.2 permettant l’e´tablissement de l’allure
convenable pour fPD, du type filtre non line´aire, tout a` fait similaire aux











Fig. 4.12: Principe de fonctionnement de la compensation des effets me´moire au moyen
de filtres non line´aires
Ensuite, l’identification proprement dite de fPD se re´duit a` l’identifica-
tion de ses parame`tres, et s’appuie sur des algorithmes connus du type LMS,
RLS, LS ou encore d’autres plus e´labore´s. Comme pour le cas sans me´moire,
cette identification peut eˆtre mene´e a` partir d’une estimation pre´alable de
l’amplificateur, puis inversion ; ou par apprentissage indirect/postdistorsion,
sans avoir a` de´duire explicitement le mode`le de l’amplificateur.
Certains auteurs proposent des algorithmes d’estimation base´s sur un
paradigme d’adaptation e´chantillon-a`-e´chantillon (Volterra via LMS dans
[EP95], ou Volterra via RLS dans [EP97, ZB01]). De´ja` dans le cas sans
me´moire on avait discute´ combien la complexite´ d’un tel paradigme e´tait
contraignante vis-a`-vis de l’application aux syste`mes large bande. Alors,
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pour le cas avec me´moire, ou` le nombre de parame`tres a` estimer peut devenir
conside´rablement plus e´leve´, cette possibilite´ n’est pas du tout pratique ni
envisageable.
Dans la suite, nous resterons pragmatiques, et nous nous focaliserons
sur des me´canismes base´es sur l’adaptation diffe´re´e, qui est plus convenable
du point de vue pratique, si on conside`re l’e´tat de l’art des syste`mes de
traitement nume´rique sous-jacents.
Estimation de l’Amplificateur, puis inversion
On parle ici d’une approche en deux temps. Dans un premier temps,
les parame`tres de l’amplificateur non line´aire et avec me´moire sont iden-
tifie´s. Pour ce faire, il faut supposer que l’amplificateur est convenablement
de´crit par un certain mode`le, typiquement appartenant a` la famille des
mode`les de´rive´s de Volterra. Ensuite, dans un deuxie`me temps, la fonction
non line´aire avec me´moire fPD est de´duite a` partir de l’estimation pre´alable.
La technique d’indentification de syste`mes non linaires avec me´moire
utilisant des se´ries de Volterra tronque´es, connue sous le nom de l’inverse
d’ordre p9, a e´te´ reprise par [FJZP01, TCW01] pour des applications de
line´arisation par pre´distorsion. Dans son principe, cette me´thode propose de
cascader en se´rie un syste`me de Volterra (fPD) avec le syste`me de Volterra
a` line´ariser (gPA), assurant que les noyaux jusqu’a` l’ordre p du syste`me
global re´sultant valent ze´ro. En revanche, des noyaux d’ordre plus e´leve´ que
p peuvent apparaˆıtre, meˆme s’ils e´taient nuls dans le mode`le d’amplificateur
du de´part. Il est a` remarquer la complexite´ de cette approche, de´ja` parce qu’il
faut supposer la connaissance d’un mode`le de Volterra de l’amplificateur.
De plus, la fonction de pre´distorsion qui en re´sulte, avec une structure de
Volterra, pre´sente l’inconve´nient du couˆt computationnel e´leve´, ce qui la
rend peu pratique pour l’imple´mentation dans des applications large bande.
Dans le but de re´duire la complexite´ de la pre´distorsion et de l’estimation,
dans [JK01], un mode`le d’amplificateur du typememory polynomials comme
celui de l’e´quation (2.55), avec un seul terme de retard, est obtenu dans un
premier temps. Ainsi, le mode`le de l’amplificateur re´pond a` la formulation
suivante, ou` les termes β( ) de´signent une fonction non line´aire :
z(n) = β0(|y(n)|)y(n) + β1(|y(n− 1)|)y(n− 1) (4.27)
Dans un deuxie`me temps, puisque d’apre`s (4.27) l’entre´e de l’amplifica-




β0(|y(n)|) (z(n)− β1(|y(n− 1)|)y(n− 1)) (4.28)
9en anglais, p-th order inverse
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et que la fonction de pre´distorsion doit imposer que la sortie de l’am-




β0(|y(n)|) (x(n)− β1(|y(n− 1)|)y(n− 1)) (4.29)
Pour re´soudre le proble`me lie´ a` ce que y(n) de´pend de |y(n)|, les
auteurs proposent approximer ite´rativement la valeur souhaite´e pour y(n)
en partant plutoˆt de β0(|x(n)|) pour une premie`re approximation de (4.29).
Le re´sultat y˜(n) obtenu est utilise´ pour e´valuer β0(|y˜(n)|) dans (4.29), ce
qui rend une deuxie`me approximation ˜˜y(n), et ainsi successivement.
Bien qu’on avait rejete´ les algorithmes d’adaptation e´chantillon-a`-
e´chantillon a` cause de leur complexite´ si cette adaptation doit se pro-
duire en temps re´el, il est possible d’utiliser une approche comme celle pro-
pose´e par [JVJ99], qu’on avait discute´e tout a` l’heure, ou` fPD e´tait de´rive´e
ite´rativement, en diffe´re´, a` partir de gˆPA (cf. section 4.4.1, en page 101 et
figure 4.10). Ceci est par exemple le cas dans [KCY99], ou` a` partir d’une
estimation LMS du mode`le Wiener de l’amplificateur, la fonction fPD, du
type Hammerstein, est de´duite via un nouvel algorithme ite´ratif propose´ par
les auteurs.
Estimation de fPD par apprentissage indirect
Cette me´thodologie est sans doute largement plus re´pandue que celle de
l’estimation, puis inversion. En effet, passer par gˆPA ne s’ave`re pas ne´cessaire
si on e´voque les raisonnements montre´s dans la section 4.4.2. Ainsi, il est
possible obtenir directement fPD a` partir d’observations de y et z.
Par exemple dans [DZM+04], les auteurs montrent comment effectuer
l’estimation via LS des parame`tres ne´cessaires a` une fonction fPD qui pren-
drait une forme du type memory polynomial, tout comme celle du mode`le
dans l’e´quation (2.55). Plus pre´cise´ment, si on suppose que fPD a une







akqx(n− q)|x(n− q)|k−1 (4.30)
Puisque les parame`tres a` de´terminer akq se combinent de manie`re line´aire
avec les termes x(n−q)|x(n−q)|k−1 pour fournir y(n), on peut tout simple-
ment re´cupe´rer l’e´quation (4.21) pour formuler le proble`me d’identification :
~ˆy = U~a (4.31)
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Cette fois-ci, en de´finissant au pre´alable ukq = z(n−q)|z(n−q)|k−1 pour






















u10(N) . . . uK0(N) . . . u1Q(N) . . . uKQ(N)

(4.32)
Ainsi, la solution LS qui en re´sulte est :
~a = (UHU)−1UH~y (4.33)
Alternativement, dans [LBG06], les auteurs montrent comment de´duire
les parame`tres d’une fonction de pre´distorsion qui correspond a` une structure
Hammerstein (cf. e´quation 2.58) en identifiant se´pare´ment les composantes
non line´aires et line´aires (via RLS) de fPD. Puisque les algorithmes ite´ratifs
ne sont pas en principe approprie´es a` l’estimation de fPD a` partir de blocs
de donne´es, les auteurs avouent la ne´cessite´ d’effectuer a` plusieurs reprises la
proce´dure RLS avec diffe´rents blocs de donne´es. Du moment ou` le proble`me
peut s’e´crire sous forme line´aire, il est pre´fe´rable d’utiliser l’algorithme LS
tout simplement.
En tout cas, il en re´sulte une me´thodologie plus simple que celles de´crites
dans [LRG02] pour le meˆme cas de pre´distorsion avec une structure Hammer-
stein, ne´cessitant plusieurs estimations LS et/ou de´compositions matricielles
(algorithmes de Narendra-Gallman et LS/SVD).
4.6 De´monstrateurs Expe´rimentaux et Applica-
tions Industrielles
Apre`s avoir discute´ les principes et me´thodologies de pre´distorsion
nume´rique et d’adaptation de fPD, nous nous inte´ressons dans cette sec-
tion aux re´alisations expe´rimentales de tels syste`mes. Nous avons trie´ les
contributions les plus remarquables dans le domaine expe´rimental. Ainsi, la
Table 4.2 pointe les principales re´fe´rences de travaux concernant la mise en
œuvre de la pre´distorsion sans compensation des effets me´moire. Dans la
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Table 4.3, ils sont montre´s les principales contributions expe´rimentales pour
le cas de la pre´distorsion avec compensation des effets me´moire.
En ge´ne´ral, on constate un plus grand nombre de de´monstrateurs sans
compensation qu’avec compensation des effets me´moire, pour lesquels on n’a
pas vraiment trie´ les re´fe´rences, mais cite´ celles dont on a pris connaissance,
car la plupart des travaux apparus se restreignent au champ de la simulation.
Enfin, dans le tableau 4.4, les re´fe´rences de produits de pre´distorsion
nume´rique dans le domaine industriel sont aussi cite´es. Les de´tails qu’on a
pu rassembler sont tre`s maigres, mais nous permettent d’avoir une ide´e de
la maturite´ du sujet. Certainement d’autres grands industriels, fournisseurs
des stations de base, tels Lucent-Alcatel ou Nokia-Siemens manquent dans
la liste, mais on n’a pas re´ussi a` trouver de de´tails a` propos de leurs produits
ou imple´mentations.
Dans tout les cas, on constate qu’il existe peu de publications a` propos
de re´alisations expe´rimentales de pre´distorsion nume´rique, autant de la
recherche que dans l’industrie. En ge´ne´ral, nous conside´rons que divers
aspects assez remarquables autour de la pre´distorsion n’ont e´te´ gue`re
traite´s, comme par exemple :
– Les architectures approprie´es pour l’imple´mentation, les aspects pra-
tiques, et les contraintes temps re´el ; en opposition aux environnements
tre`s maˆıtrise´s de laboratoire
– Le rendement. Lorsqu’on conside`re des architectures de plus en plus
complexes pour re´aliser la pre´distorsion, il reste en l’air la question de
la consommation de la circuiterie de´die´e a` pre´distorsion, et l’impact
sur les rendements de l’e´metteur
– La de´pendance des effets me´moire et des politiques d’adaptation et de
pre´distorsion en fonction du type de signal applique´. Cette question
pose ensuite celle de la robustesse des syste`mes de pre´distorsion dans
un contexte SDR, avec des signaux applique´s a` l’amplificateur qui
changent souvent de proprie´te´s statistiques et de largeur de bande
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Tab. 4.2: Se´lection de travaux concernant la mise en oeuvre de la pre´distorsion sans
compensation des effets me´moire
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Tab. 4.3: Se´lection de travaux concernant la mise en oeuvre de la pre´distorsion avec
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Tab. 4.4: Se´lection de produits et applications industrielles concernant la pre´distorsion
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4.7 Ge´ne´ralisation d’une architecture de
pre´distorsion et choix du mate´riel
Nous avons jusqu’a` pre´sent propose´ un parcours des principes et de l’e´tat
de l’art, tout en faisant appel autant que possible aux concepts de module de
pre´distorsion, algorithme d’adaptation et fonction de pre´distorsion, de´finis
en de´but du chapitre. A partir de ces bases, il est possible de re´aliser une
abstraction permettant d’aboutir a` une architecture mate´rielle et pratique
pour les syste`mes de pre´distorsion. D’ailleurs, les processus de pre´distorsion
et d’adaptation pouvant eˆtre bien diffe´rencie´s, on peut postuler une architec-
ture ge´ne´rique de pre´distorsion, au plus haut niveau d’abstraction, comme






















Fig. 4.13: Architecture ge´ne´rique de pre´distorsion et contraintes des deux modules
constitutifs
Dans cette abstraction, on se´pare le syste`me en deux blocs fonctionnels,
par rapport aux
– Contraintes temps re´el et d’e´chantillonnage
– Types d’ope´rations a` effectuer :
– simples, re´pe´titives et syste`matiques, ou bien
– complexes et algorithmiques
qui correspondent d’ailleurs aux fonctions du module de pre´distorsion
et du processus d’adaptation. En effet, le module de pre´distorsion doit res-
pecter des contraintes d’exe´cution temps re´el par rapport a` la largeur de
bande a` e´mettre. Chaque e´chantillon a` pre´distordre doit eˆtre traite´ dans le
temps d’e´chantillonnage alloue´, et on a vu comment, en pratique, ceci peut
se faire au moyen d’ope´rations simples et me´caniques. Au contraire, l’adap-
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tation requiert des ope´rations complexes, sous forme algorithmique, mais
pour lesquelles les contraintes d’exe´cution au de´bit de l’e´chantillonnage ne
s’appliquent pas.
Au vu de tout ceci, et avec l’objectif de construire un banc d’essais
expe´rimental de pre´distorsion nume´rique ; le mate´riel qui nous semble le plus
approprie´ se compose d’un circuit DSP10, en charge du processus d’adapta-
tion, et d’un circuit FPGA11, pour la pre´distorsion. D’ailleurs on retrouve
cette meˆme ide´e, logiquement, dans le bilan de de´monstrateurs des tables
4.2 et 4.3, notamment dans les dernie`res anne´es. Les expe´riences avec seule-
ment circuits DSP ne peuvent pas concurrencer l’approche DSP+FPGA en
termes de largeur de bande en e´mission. En effet, le choix de cette disposition
mate´rielle est justifie´ par la pertinence des FPGA pour l’imple´mentation
de structures de calcul hautement paralle´lise´es, qui conviennent tout a`
fait a` la re´alisation du module de pre´distorsion, dans le but d’obtenir
un de´bit de donne´es e´leve´. En comple´ment, les circuits DSP sont bien
adapte´s a` la re´alisation de taˆches se´quentielles plus abstraites et com-
plexes, sous forme algorithmique, faisant appel a` des flots d’exe´cution du
type if . . . else par exemple. Ces possibilite´s conviennent tout a` fait vis-
a`-vis de l’imple´mentation des processus d’adaptation, supervision, pre´ et
post-traitement des donne´es brutes, etc, ne´cessaires a` coˆte´ du module de
pre´distorsion.
La figure 4.14 repre´sente la re´alisation de re´fe´rence de l’approche
DSP+FPGA dans un degre´ d’abstraction de´ja` tre`s proche de la re´alisation
mate´rielle. On commence a` esquisser dans cette figure le partage de taˆches
(DSP) ou fonctionnalite´s (FPGA) entre les deux dispositifs. On rentrera
dans les de´tails du partage de taˆches dans les Chapitres 5 et 6 a` venir, ou`
on de´crit deux imple´mentations de techniques de pre´distorsion innovantes a`
l’aide de cette architecture mate´rielle.
10Digital Signal Processor
11Field Programmable Gate Array ≈ Re´seau de Portes Logiques Programmable
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Fig. 4.14: Architecture ge´ne´rique de pre´distorsion au niveau mate´riel, et partage de
taˆches et fonctionnalite´s
4.8 Proposition d’une Cellule Basique de
Pre´distorsion (Basic Predistorsion Cell,
BPC)
En nous rapprochant encore de l’objectif final d’imple´mentation d’un
syste`me de pre´distorsion, nous nous inte´ressons ici a` l’e´tude des possibilite´s
vis-a`-vis du module physique de pre´distorsion. Or, aucun ou tre`s peu de
de´tails ont e´te´ de´voile´s dans la litte´rature existante par rapport a` la question
de la re´alisation pratique de ce bloc constitutif essentiel.
Nous avons parle´ des diffe´rents attributs de fPD. Par rapport au format
de donne´es, nous avons cite´ des solutions au format carte´sien, polaire ou
me´lange des deux. Par rapport a` l’expression de fPD, nous avons cite´ des
travaux ou` fPD prend explicitement une forme polynomiale, et, alternative-
ment, d’autres ou` fPD s’exprime directement au moyen de valeurs dans une
table LUT. A partir de ces observations, la question que nous nous posons
ici est : Existe-t il une configuration de ces attributs qui soit plus avantageuse
que les autres pour l’imple´mentation ?
Il est certain que des configurations ne le sont suˆrement pas. Typique-
ment, les donne´es d’origine, a` pre´distordre, en provenance des syste`mes en
aval de l’e´metteur sont repre´sente´es au format carte´sien. Ainsi, les configura-
tions pour le module de pre´distorsion ne´cessitant des conversions de format
de donne´es Rectangulaire ⇒ Polaire et vice-versa posent un proble`me de
complexite´ de calcul si on veut respecter la contrainte 4.18 lie´e au de´bit de
donne´es. A titre d’exemple, l’imple´mentation sur silicium de l’algorithme
CORDIC permettant ces conversions de format ne´cessite un nombre de
coups d’horloge e´gal a` la longueur des mots, en nombre de bits, a` convertir.
Dans la version paralle´lise´e de l’algorithme, certes, un e´chantillon est dis-
ponible en sortie a` chaque coup d’horloge, mais dans ce cas-la` les besoins
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mate´riels sont au moins double´s [Vol59, Wal71]. Nous pensons que le module
de pre´distorsion doit rester le plus simple possible et qu’il ne devrait pas eˆtre
ne´cessaire de faire appel a` la conversion de format de donne´es.
D’ailleurs, dans l’approche que nous proposons, qui se veut la plus
ge´ne´rale et ge´ne´rique possible, nous conside´rons que la forme la plus avanta-
geuse d’imple´mentation du module de pre´distorsion dans une FPGA, de par
sa simplicite´, est au moyen de produits entre e´chantillons a` e´mettre et gains
complexes stocke´s dans une table LUT. Re´ciproquement, les circuits FPGA
se preˆtent bien a` ce genre d’ope´rations. Une telle approche doit permettre
de tester plusieurs configurations pour le module de pre´distorsion, ainsi que
diffe´rentes strate´gies de pre´distorsion, tout en permettant un haut degre´ de
re´utilisation lors de la conception.
Nous avons vu que dans le cas le plus simple de pre´distorsion sans com-
pensation d’effets me´moire, la sortie du module de pre´distorsion peut s’ex-
primer en ge´ne´ral comme y = fPD(x). fPD est, bien entendu, la fonction de
pre´distorsion : au format polynomial, ou exprime´e d’apre`s un tableau, ou
pre´sentant n’importe quel autre format. En ge´ne´ral, on pourra de´composer
fPD ainsi :
y(n) = fPD(x(n)) = fPD(x(n), |x(n)|2) = x(n) · gNL(|x(n)|2) (4.34)
c’est-a`-dire, en termes d’un produit complexe entre e´chantillon a` e´mettre
et gain complexe de´pendant uniquement de la puissance de l’enveloppe
du signal. Cette ge´ne´ralisation est d’importance cruciale pour aboutir a`
l’imple´mentation d’un module de pre´distorsion ge´ne´rique sur FPGA, car
– Il permet d’exprimer le module de pre´distorsion en termes de ce que
nous avons baptise´ Cellule Basique de Pre´distorsion (BPC, Basic
Predistortion Cell), qui est une structure extreˆmement simple et bien
adapte´e a` l’imple´mentation sur FPGA. Une BPC se compose d’une
table me´moire LUT, d’un multiplicateur complexe et d’un ge´ne´rateur
d’adresses, tel que montre´ dans la figure 4.15. Le travail du module de
pre´distorsion ainsi conc¸u se re´duit a` un acce`s me´moire et un produit
complexe par e´chantillon et par BPC
– Il rend une imple´mentation du module de pre´distorsion inde´pendante
des attributs particuliers de fPD. En effet, si la fonction gNL d’apre`s
fPD est mappe´e dans une table me´moire LUT, un pointage sur
cette LUT a` travers la puissance de l’e´chantillon permettra obtenir
directement la valeur g() ne´cessaire a` la pre´distorsion. Par exemple
la de´rivation de gNL au format complexe carte´sien a` partir d’une
fPD exprime´e au format polaire est triviale tant qu’on n’a pas de
contraintes temporelles. Ainsi cette taˆche de conversion de format
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peut s’effectuer en diffe´re´, au rythme de l’adaptation de fPD, en
dehors du module de pre´distorsion. Pareillement, si fPD est exprime´e
sous forme polynomiale, ou polynomiale avec bases orthogonales
[RQG04], ou avec en ge´ne´ral n’importe quelle fonction de base, tant
que la de´composition fPD = x ·gNL(x) peut se re´aliser, il sera possible
de remplir le tableau LUT avec ces valeurs de gNL a` partir de la
de´composition (4.34) et de l’e´valuation de gNL en fonction des valeurs
correspondant aux entre´es de la table LUT
– Les structures du type Volterra, convenables pour compensation des









Fig. 4.15: Cellule basique de Pre´distorsion (BPC). Les contenus de la LUT sont e´cris
au moyen des signaux de controˆle Data, Addr, cs et wr
4.8.1 Exemple : fPD avec structure memory polynomial
On pre´cise tout ceci par la suite a` travers l’exemple de pre´distorsion avec
compensation des effets me´moire. Supposons une fPD avec une structure




fi(x(n− τi), |x(n− τi)|2) (4.35)
Avec fi fonctions non line´aires. L’e´chantillon predistordu en sortie est
obtenu par addition de diffe´rentes contributions non line´aires, de´cale´es, de
l’e´chantillon en entre´e. D’ailleurs la pre´distorsion statique en est un cas par-
ticulier quand M=0. En utilisant la de´composition (4.34), on peut re´e´crire
les fonctions fi de fPD comme :
fi
(
x(n− τi), |x(n− τi)|2
)






ou` les fonctions de gain complexe gNL,i sont a` de´duire. En ge´ne´ral, ceci








x(n− τi), |x(n− τi)|2
)
x(n− τi) (4.37)
puisque les fonctions fi sont cense´es eˆtre connues d’apre`s la proce´dure
d’estimation et/ou d’adaptation. Si plus particulie`rement on suppose que
les fonctions fi sont de´crites par des polynoˆmes, ainsi :
fi
(





αpix(n− τi) |x(n− τi)|2p (4.38)
alors le de´veloppement de (4.35) a` partir de (4.38) permet de reconnaˆıtre
une structure base´e sur la re´plication de cellules BPC, tel qu’il est montre´
dans la figure 4.16, et fournit directement les fonctions ge´ne´ratrices des
contenus des tables me´moire LUT de chaque BPC :























1M |x (n− τM )|2 + · ·+α∗PM |x (n− τM )|2P
]
︸ ︷︷ ︸
LUT M=gNL,M (|x(n−τM )|2)
(4.39)
On constate dans ce cas que l’utilisation de BPC -avec les tables LUT
en charge de la re´alisation des fonctions non line´aires- e´vite d’avoir a` e´valuer
explicitement chacune des fonctions polynomiales. De plus, la complexite´ de
la re´alisation ne de´pend pas de l’ordre du polynoˆme. L’imple´mentation de
fonctions non line´aires sur LUT permet de de´faire le lien entre la complexite´
de la fonction fi et la complexite´ de l’imple´mentation.
En comparaison, le fabricant de circuits FPGA Xilinx sugge`re une
re´alisation paralle´lise´e directe de la meˆme fonction 4.35 radicalement
diffe´rente, tel qu’esquisse´ dans la figure (4.17). Dans sa proposition, pour un
ordre P = 2 et me´moire M = 2, jusqu’a` 11 multiplicateurs complexes sont
engage´s, alors qu’une approche avec BPC ne´cessiterait seulement 3 multipli-
cateurs complexes. En revanche, les besoins en me´moire sont ici inexistants
en comparaison avec l’approche BPC.
















Fig. 4.16: Exemple de re´alisation d’un module de pre´distorsion avec compensation des












Fig. 4.17: Structure de pre´distorsion sugge´re´e par Xilinx, a` comparer avec celle que
nous avons propose´e dans la figure 4.16
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A part la discussion relative a` l’opportunite´ d’e´conomiser plutoˆt en
me´moire ou plutoˆt en nombre de multiplicateurs, un des avantages de
l’imple´mentation du module de pre´distorsion en termes de cellules BPC cas-
cade´es est le potentiel pour redimensionner, voire reconfigurer, l’ope´ration
du module de pre´distorsion a` chaud, sans devoir reconfigurer le FPGA, si
les attributs (M,P ) ou la structure meˆme de fPD doivent eˆtre change´s.
Ceci peut s’ave´rer utile dans les architectures radio de´finies par logi-
ciel ou les applications multibande. Dans de tels cas, le comportement de
l’amplificateur peut eˆtre tre`s de´pendant de la bande de travail, du type de
signal, du niveau de puissance, et d’autres parame`tres de l’application a`
chaque moment. La fonction fPD, dans ses attributs et parame`tres, mais
aussi dans sa structure, sera force´ment de´pendante de ce comportement et
devra eˆtre adapte´e. Une architecture base´e sur BPC permet un redimen-
sionnement direct des polynoˆmes de fPD et gNL sans changement de la
disposition mate´rielle. L’activation/de´sactivation de cellules BPC permet
de dimensionner directement la me´moire du module de pre´distorsion.
4.9 Conclusions au Chapitre 4
Nous avons approfondi dans ce chapitre les syste`mes de pre´distorsion
nume´rique adaptatifs.
La flexibilite´ de pouvoir effectuer le traitement du signal dans le domaine
nume´rique, en bande de base, offre un large e´ventail de me´thodes adapte´es
a` la re´duction des distorsions et de l’impact des effets me´moire sur le signal
en e´mission. Nous avons passe´ en revue quelques-unes de ces principales
me´thodes, les plus repre´sentatives, et a` notre avis les plus inte´ressantes,
dans ce chapitre.
De par l’extension et maturite´ et de ce sujet de recherche, nous
avons pris une approche de distillation de l’e´tat de l’art plutoˆt que de
simple e´nume´ration. Ainsi, nous avons articule´ notre discours autour de
la se´paration entre les processus de pre´distorsion et d’adaptation. Ce po-
sitionnement s’est appuye´ sur la perspective d’aboutir a` une plateforme
expe´rimentale ge´ne´rique sur laquelle poursuivre nos recherches, car nous
avons fait le constat que tre`s peu de syste`mes ont e´te´ de´crits dans la
litte´rature dans une perspective expe´rimentale et de prototypage, proche
des applications cible.
Nous avons pu e´tablir que l’adaptation rele`ve du domaine de l’estima-
tion du syste`me, et que la pre´distorsion en soi rele`ve plutoˆt du domaine des
architectures de calcul performantes et rapides. Qui plus est, la se´paration
-en e´chelle temps et physique- entre ces deux processus nous a mene´ a` re-
connaˆıtre l’architecture mixte DSP+FPGA comme la plus convenable pour
l’imple´mentation mate´rielle du banc d’essais que nous proposerons. Dans
cette architecture, le FPGA est en charge d’appliquer la correction au signal
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a` e´mettre, tandis que le DSP est en charge d’actualiser les parame`tres de
line´arisation vis-a`-vis des caracte´ristiques et des e´tats de fonctionnement de
l’e´metteur a` un instant donne´. Quelques travaux apparus re´cemment dans
la litte´rature, au moment de nos recherches, supportent aussi cette vision
(cf. Tableau 4.3).
Finalement, nous avons contribue´ a` propos des structures adapte´es a`
l’imple´mentation FPGA du module de pre´distorsion, en proposant de baˆtir
des me´thodologies de pre´distorsion a` partir des simples Cellules Basiques
de Pre´distorsion (BPC), dont nous ve´rifierons les qualite´s plus loin. Par
ailleurs, dans nos travaux, nous avons mis a` l’e´preuve expe´rimentale deux
prototypes de syste`me de pre´distorsion innovateurs base´s sur le concept BPC
et l’architecture DSP+FPGA. La conception et l’imple´mentation de chacun
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Dans le chapitre pre´ce´dent, nous avons discute´ des principes de la
pre´distorsion nume´rique et de diffe´rentes approches et architectures pos-
sibles, pour enfin aboutir au choix d’une architecture ge´ne´rique base´e sur
une ope´ration mixte DSP+FPGA qui se preˆte bien a` la se´paration entre
les processus de pre´distorsion et d’adaptation. Dans le but de valider
cette architecture, nous avons construit un premier prototype de syste`me
nume´rique de pre´distorsion. Ce chapitre traite des aspects de mise en œuvre
et expe´rimentaux de ce prototype.
Nous pre´senterons dans un premier temps le principe des algorithmes que
nous utiliserons pour valider le prototype construit. Ces algorithmes reposent
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sur les travaux pionniers de Zozaya et Bertran a` l’Universite´ Polytechnique
de Catalogne (UPC) [ZB04]. Ensuite, nous proposons des modifications aux
algorithmes pre´ce´dents afin d’aboutir a` une forme pratique et implantable
des fonctionnalite´s de line´arisation.
On exploitera la se´paration de processus pre´distorsion/adaptation afin
d’ame´liorer le compromis entre largeur de bande et complexite´ qui se pose
dans les travaux orignaux de Zozaya. On fera aussi dans le pre´sent chapitre
une mention des aspects mate´riels et logiciels d’implantation. Finalement
nous de´crirons brie`vement la proce´dure expe´rimentale et nous montrerons
quelques premiers re´sultats obtenus au moyen du prototype re´alise´.
Les contenus de ce chapitre ont e´te´ en partie pre´sente´s au IEE Workshop
on High Efficiency Power Amplifier Design for Next Generation Wireless
Applications, qui a eu lieu le 23 mai de 2006 a` Cambridge, UK. Ces contenus
peuvent eˆtre consulte´s dans la base de donne´es ieeexplore.ieee.org [CMD+06].
Ils ont aussi fait l’objet d’une pre´sentation lors des 9e`mes journe´es Natio-
nales du Re´seau Doctoral de Microe´lectronique (JNRDM’06), qui ont eu lieu
a` Rennes, les 10-12 mai de 2006 [CD06].
5.1 Principes du line´arisateur hyperstable
Nous reprenons dans ce volet les travaux, pre´sente´s dans [ZB04] et plus
amplement dans [Zoz04], portant sur la line´arisation d’apre`s la the´orie de
la passivite´ et des syste`mes hyperstables. Le principe de fonctionnement
du line´arisateur initialement propose´ dans lesdits travaux est entie`rement
analogique et adaptatif. Ne´anmoins, Zozaya propose, dans la partie pers-
pectives de son manuscrit de the`se, la possibilite´ d’e´tendre les principes
au domaine nume´rique. C’est dans ce contexte que nous avons entame´ la
poursuite des recherches dans ce sens. De plus, cette direction offre aussi
un pre´texte pour valider l’architecture ge´ne´rique de pre´distorsion propose´e,
c’est-a`-dire, la mise a` l’e´preuve de la capacite´ d’accueillir une me´thode de
pre´distorsion quelconque. Nous verrons ensuite les principes de l’algorithme
original, analogique, ainsi que l’ide´e d’imple´mentation nume´rique propose´e
initialement par Zozaya, tout comme les re´flexions qui nous ont mene´es a`
devoir modifier les principes initialement propose´s si on veut aboutir a` une
re´alisation pratique.
5.1.1 Algorithme orignal - analogique
L’architecture de ce line´arisateur, travaillant en bande de base, est
montre´e dans la figure 5.1.
Pour expliquer son fonctionnement, et sans rentrer dans le de´tail des
the´ories de controˆle qui sont derrie`re, on peut identifier la structure d’adap-
tation propose´e comme e´tant la version analogique de l’algorithme LMS
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Fig. 5.1: Architecture originale propose´e dans [ZB04]. La figure a e´te´ reprise de cette
meˆme re´fe´rence. La de´signation ASP MODULE fait re´fe´rence a` Analog Signal Proces-
sing Module pour mettre en e´vidence la nature analogique de la me´thode initialement
propose´e. Dans notre de´veloppement, nous n’avons pas utilise´ le bloc proportionnel k2
([BB03] et e´quation (4.13)), essayant d’e´tablir un gain constant, a` tout mo-
ment, pour toute la plage dynamique du signal. Nous avons retenu la partie
de controˆle inte´gral, et non la branche proportionnelle. Ainsi, la valeur de




et la sortie du line´arisateur, ou module de pre´distorsion, est donne´e par :
y(t) = w∗(t)x(t) (5.2)
x(t) e´tant le signal de re´fe´rence. On note G(t) le gain de l’amplificateur
a` corriger a` l’instant t, et e(t) le signal d’erreur entre :
– la sortie de l’amplificateur : w(e, t)x(t)G(t), et
– la re´fe´rence : k0x(t)
e(t) = k0x(t)− w(e, t)x(t)G(t) (5.3)
Sous certaines conditions [Zoz04], le fonctionnement en tant que LMS
fait converger l’erreur vers ze´ro, e(t) −→ 0, et donc :
k0 = w(e, t)G(t)⇐⇒ k0x(t) = w(e, t)x(t)G(t) (5.4)
Ce qui veut dire que la cascade d’e´le´ments -y compris l’amplificateur- se
comporte d’une fac¸on line´aire. En d’autres mots, on force un gain constant
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pour tout x(t) au moyen d’un asservissement controˆle´ par l’erreur entre la
re´fe´rence et la sortie de l’amplificateur.
Une des limitations pratiques de ce syste`me provient notamment de sa
sensibilite´ vis-a`-vis du de´calage temporel entre le signal de re´fe´rence et le si-
gnal dans la boucle de retour. Ceci est tout a` fait logique lorsqu’on conside`re
qu’il s’agit d’un syste`me d’asservissement, et on verra que ceci est le princi-
pal obstacle a` l’imple´mentation nume´rique de ce principe.
D’autres proble´matiques ont e´te´ identifie´es aussi, dont notamment la dif-
ficulte´ de faire analogiquement la multiplication complexe entre x(t) et le
signal d’erreur e(t) lorsque l’erreur converge vers ze´ro, a` cause de la dispo-
nibilite´ du mate´riel et les tensions de seuil -proches de ze´ro- des composants
analogiques utilise´s.
5.1.2 Algorithme orignal - nume´rique
Dans les raisonnements dans [Zoz04], il est propose´e une version
nume´rique du line´arisateur, telle que montre´e dans la figure 5.2, dans le
but de pre´server les atouts de simplicite´ et performances potentielles du
principe pre´ce´dent ; tout en contournant les proble´matiques lie´es aux pro-
duits complexes, par le biais d’un traitement du signal nume´rique. Comme
on le voit dans la figure, il s’agit en fait d’une translation directe du principe
montre´ pre´ce´demment au domaine nume´rique, avec x[n] = x(nT0) –avec n










y[n] = w∗[n]x[n] (5.6)
Du coup les multiplications avec des valeurs proches de ze´ro ne poseront
plus de proble`mes, pourvu que la re´solution de calcul soit suffisante et que le
bruit du syste`me soit comparable ou en dessous du bruit de quantification.
En revanche, comme Zozaya le laisse entrevoir dans sa the`se, des restrictions
de largeur de bande en e´mission apparaissent dans ce cas. Du coup, le passage
en nume´rique, fait passer au premier plan la proble´matique du de´calage entre
voies qu’on a e´voque´ pre´ce´demment. Nous analysons cette question dans la
suite.
5.1.3 Re´flexions a` propos de la solution nume´rique
De manie`re intuitive, puisque le coefficient de correction, w[n] dans ce
cas, doit eˆtre actualise´ a` une vitesse beaucoup plus rapide que le temps de



































Fig. 5.2: Version nume´rique propose´e dans [ZB04]. La figure a e´te´ reprise de cette
meˆme re´fe´rence. La de´signation Modulo de Procesado Digital fait re´fe´rence au Module
de Traitement Nume´rique, mettant en e´vidence la nature nume´rique de cette approche
symbole1 , on a besoin d’une tre`s grande fre´quence d’e´chantillonnage par
rapport au de´bit de donne´es (ou pe´riode de symbole). En conse´quence :
– si on veut lineariser un signal a` grande largeur de bande, il faut une
fre´quence d’e´chantillonnage beaucoup plus grande que la largeur de
bande du signal
– re´ciproquement, pour une fre´quence d’e´chantillonnage fixe´e, on est
contraint de ne pouvoir line´ariser que des signaux a` faible largeur de
bande
De plus, si on suppose que le de´calage entre les voies de re´fe´rence x et
de retour z est fixe et diffe´rent de ze´ro, on se rend compte qu’il faudra faire
encore des concessions en largeur de bande afin que ce de´calage entre voies
soit petit par rapport au temps de symbole. Dans la figure 5.3, extraite du
manuscrit de the`se de Zozaya, l’impact des de´calages sur la perte de per-
formances en re´duction des interfe´rences est montre´. Dans cet exemple, des
de´calages de 14% et 25% sur la pe´riode de symbole (τ3 et τ4, respectivement)
de´gradent significativement la capacite´ de re´duction d’interfe´rences dans les
canaux adjacents a` la porteuse.
En effet, duˆ a` la nature nume´rique de la structure de calcul, le de´calage
τ entre voies sera force´ment un nombre entier et diffe´rent de ze´ro, D > 1,
de pe´riodes d’e´chantillonnage T0 : τ = DT0. Si on conside`re que dans le
domaine nume´rique chaque symbole est sure´chantillonne´ par un facteur M ,
1afin que l’erreur, et donc l’inte´grale dans 5.1, qui devient une somme dans 5.5, puisse
converger plus rapidement que les changements de gain de l’amplificateur
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Fig. 5.3: Impact des de´calages sur la perte de performances en re´duction de l’ACPR.
La figure a e´te´ reprise de [ZB04]. Pi fait re´fe´rence au signal a` e´mettre, et Po au signal
apre`s amplification, sans line´arisation
la pe´riode de symbole est Tsymb = MT0. Il s’en suit que le de´calage, en







A titre d’exemple, on peut voir que pour τTsymb < 14%, il fautM > 7.14D
e´chantillons par symbole. S’il n’y avait qu’une composante analogique du
retard, qui est ne´gligeable face a` la pe´riode d’e´chantillonnage, on serait dans
le cas D = 1, le plus favorable. Malheureusement ceci n’est pas du tout le cas
en pratique car les convertisseurs ADC et les calculs dans la voie de retour
ajoutent des latences de conversion de plusieurs pe´riodes d’e´chantillonnage,
de sorte que, en re´alite´, D > 1, ce qui fait monter davantage les besoins de
sure´chantillonnage pour maintenir un niveau de re´duction d’interfe´rences.
Pour illustrer ces raisonnements a` propos du passage au nume´rique
du line´arisateur, on a simule´ son fonctionnement a` l’aide d’un mode`le
Matlab. On travaille dans l’exemple ci-dessous avec un signal de test
QPSK, Roll-Off = 0.77, repre´sente´ en 16 bits comple´ment a` 2, avec une
fre´quence d’e´chantillonnage fixe f0 = 12,5 MHz. On a simule´ le comporte-
ment du syste`me avec des conditions d’ope´ration ide´ales2, en fonction du
2sans bruit thermique, ni de´fauts de gain ou de quadrature dans les modulateurs, ni
offsets DC
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sure´chantillonnage, avec M = 16, 32, 64 e´chantillons/symbole, comme il est
montre´ dans la figure 5.4, en haut, au centre et en bas, respectivement.
Dans chacune des trois figures dans 5.4, on compare´ trois densite´s spectrales
de puissance :
– celle du signal a` e´mettre
– celle du signal sans line´arisation, en sortie de l’amplificateur
– celle du signal avec line´arisation, a` l’aide de l’algorithme nume´rique
selon la figure 5.2
De manie`re tre`s optimiste, on a suppose´ D = 1, c’est-a`-dire, que toutes
les ope´rations concernant la boucle de retour, y compris l’acquisition par les
ADC et les ope´rations a` effectuer, se font en une pe´riode d’e´chantillonnage.
Bien entendu, l’ensemble de re´sultats qui sont montre´s dans les figures sont
normalise´s par rapport au signal a` e´mettre, de fac¸on a` pouvoir e´tablir des
comparaisons en s’affranchissant du facteur de gain de l’amplificateur. Le
mode`le d’amplificateur utilise´ dans le simulateur a e´te´ obtenu a` partir d’une
caracte´risation a` un ton d’un amplificateur ZHL-211 de Minicircuits, puis
extrapolation de la fonction polynomiale, comme on peut voir dans la figure
5.5.
Comme pre´vu, on voit comment les performances en termes d’ACPR
s’ame´liorent a` mesure qu’on augmente le nombre d’e´chantillons par sym-
bole. Par contre, la largeur de bande e´mise diminue, puisque la fre´quence
d’e´chantillonnage est constante (observer l’axe ”x” des figures). En tout
cas, on constate qu’on peut ame´liorer les interfe´rences jusqu’au plancher de
bruit de quantification. En ge´ne´ral on conclut que ce syste`me n’est perfor-
mant que pour des valeurs de M grandes, ce qui est raisonnable car lorsque
le sure´chantillonnage M augmente, le de´calage entre voies par rapport au
temps de symbole diminue, d’apre`s (5.7). Mathe´matiquement on peut expri-
mer les effets du de´lai D et le sure´chantillonnageM a` partir de la translation
des lois analogiques au domaine nume´rique dans (5.5), en s’apercevant que,
dans ce cas-la`, l’erreur e[n], a` cause des de´lais, est fonction du passe´ par
l’interme´diaire de x[n−D] et G[n−D] :
e[n] = k0x[n−D]− w[e, n−D]x[n−D]G[n−D] = e[n,D] (5.8)
alors que tout a` l’heure (expression 5.3), l’erreur ne de´pendait que de
l’instant pre´sent. Ceci fait que la commande elle aussi est de´pendante du
passe´ a` cause du de´lai du signal d’erreur :
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Fig. 5.4: Etude de l’algorithme nume´rique en fonction du taux de sure´chantillonnage.
En haut M = 16, au centre M = 32, en bas M = 64
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Fig. 5.5: Re´ponse AM-AM de l’amplificateur ZHL utilise´ dans les simulations
Si M À D, alors les e´chantillons retarde´s ressemblent aux e´chantillons
a` transmettre. La mesure de l’erreur est donc valide :
x[n−D] ≈ x[n]
e[n−D] ≈ e[n] (5.10)
et finalement le syste`me converge : k0 = w[e, n]G[n]
Si au contraire M ≈ D, alors les e´chantillons retarde´s ne ressemblent
pas force´ment aux e´chantillons a` transmettre :
x[n−D] 6= x[n]
e[n−D] 6= e[n] (5.11)
et l’effet c’est d’obtenir une loi de commande qui de´pend d’un passe´
[n−D] qui ne ressemble plus forcement au pre´sent [n] et qui n’est donc plus
valable :
w[n] = w[n, e] = w [x[n], x[n−D], G[n−D]] =⇒
G[n]w[n] = w [x[n], x[n−D], G[n−D]] 6= k0 (5.12)
et donc il s’en suit que la condition d’adaptation n’est pas satisfaite et
que le syste`me ne converge pas.
En re´sume´, vis-a`-vis d’une imple´mentation pratique, le simple passage
de l’hyperstabilite´ au domaine nume´rique pre´sente des compromis en :
1. Largeur de bande d’e´mission
2. Couˆt des composants
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3. Capacite´ de Re´duction d’interfe´rences
Effectivement, si on veut les meilleures performances en 3), il faut aug-
menter M . Dans ce cas :
– si on veut garder 1), cela fait augmenter 2) parce qu’on a besoin de
convertisseurs et structures de calculM fois plus rapides, et donc plus
che`res et plus consommatrices.
– si on veut garder 2), et donc vitesse ”lente” des convertisseurs et al-
gorithmes, alors 1) diminue de fac¸on inversement proportionnelle a`
M .
De fac¸on re´ciproque, si on raisonne dans le sens d’assurer un niveau
de performances en 1), soit il faudra augmenter M et donc 2) pour eˆtre
performant en 3), soit on maintient 2) en imposant M petit, ce qui de´grade
3).
En ge´ne´ral, la moralite´ est que la translation directe de paradigmes du
controˆle et de l’automatique au domaine nume´rique se voit limite´e par les
retards dans la boucle de retour (i.e. marge de phase dans un contexte
automatique), ce qui limite en pratique les vitesses des asservissements et
leurs bandes passantes. En particulier, cette simple translation au domaine
nume´rique du principe hyperstable, ne semble pas tre`s compe´titive telle
qu’elle, et pour ceci nous en proposons une modification d’apre`s le principe
de se´paration des processus de pre´distorsion et d’adaptation.
5.2 Modification de l’Algorithme Hyperstable
Nume´rique : adaptation diffe´re´e
Une possibilite´ pour re´soudre les difficulte´s expose´es tout a` l’heure est
de se´parer le processus d’adaptation (obtention de w[n]) et de pre´distorsion
(application de w[n]). L’ide´e pour ce faire est de supposer que l’amplificateur
n’a pas d’effets me´moire, et donc que le gain G(t) de l’amplificateur ne
de´pend que de l’amplitude -ou puissance- a` l’entre´e de l’amplificateur a`
l’instant t dans l’e´quation 5.3, soit :
G(t) = G(x(t)) = G(|x|) (5.13)
Il s’en suit qu’il existe une correspondance unique entre chaque |x| et G,
les amplitudes a` transmettre et les gains possibles de l’amplificateur, ce qui
permet de supposer l’existence d’une correspondance unique aussi entre |x|,
G et des coefficients w(|x|) = f(G) tels que la condition de convergence soit
satisfaite
xw(|x|)G(|x|) = k0x⇐⇒ w = f(G) = f(|x|) (5.14)
et du coup la loi de commande, qui raisonnablement ne doit de´pendre
que du gain de l’amplificateur, de´pend en fait de l’amplitude du signal a`
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transmettre, ce qui permet de pre´distordre le signal :
y[n] = x[n]w∗[n] = x[n]w∗[x[n]] (5.15)
y[n] e´tant la sortie du module de pre´distorsion, x[n] le signal a` e´mettre
et w[x] le coefficient multiplicatif de correction qui de´pend de l’amplitude
de x[n]. Bien entendu, y[n], x[n] et w[x] sont des valeurs complexes.
Nous avons vu que si M ≈ D, le retard de l’erreur par rapport
a` l’e´chantillon a` transmettre empeˆche la convergence du syste`me de
line´arisation. Pour nous affranchir du de´calage du signal d’erreur, on fait
l’hypothe`se que w(|x|) peut s’obtenir ite´rativement en fonction de l’ampli-
tude plutoˆt qu’en fonction du temps, en de´veloppant la re´cursivite´ dans
(5.5) :
w[n] = w[n− 1] + ke∗[n]x[n] (5.16)
et puis indexant les coefficients w par rapport a` |x| plutoˆt que par rapport
a` n, sachant que les calculs de l’erreur (eq. 5.8) se font par rapport a` n−D
w[|x|] = w[|x|] + ke∗[|x|]x[n−D] (5.17)
Graphiquement, la modification de l’algorithme est montre´e dans le
sche´ma de la figure 5.6. L’application de la pre´distorsion se fait au de´bit
d’e´chantillonnage, les coefficients w[|x|] sont obtenus par se´lection parmi un
ensemble de coefficients w[|x|] correspondant aux diffe´rentes valeurs pos-
sibles du module de x. En pratique ces coefficients seront emmagasine´s dans
un tableau me´moire, et pourront eˆtre indexe´s d’apre`s |x| ou encore |x|2,
ope´ration plus simple a` re´aliser. Ainsi, pour chaque e´chantillon a` e´mettre,
il suffit de calculer l’amplitude (ou la puissance) du signal a` e´mettre, et de















Fig. 5.6: Modification de l’algorithme hyperstable. Les coefficients w[|x|] sont lus,
calcule´s et indexe´s par rapport a` |x|2
136 Pre´distorsion DSP+FPGA
Pre´distorsion Adaptation
4 MULT 2 ADD/SUB e[n]
2 ADD/SUB x[n]w[|x|] 4 MULT, 2 ADD/SUB e[n]x[n−D]
2 MULT ke[n]x[n−D]
2 ADD/SUB w = w + ke[n]x[n−D]
COUT = 6 COUT = 12
Tab. 5.1: Comparatif des couˆts de calcul de la pre´distorsion et de l’adaptation
La partie d’adaptation synchronise au mieux le signal en provenance de
la boucle de retour et x[n], puis elle re´alise les ope´rations typiques de calcul
d’erreur et multiplication par x[n] (5.8)-(5.9) et ce n’est qu’au moment de
calculer la re´cursion (la somme) qu’on indexe par rapport a` l’amplitude (ou
puissance) de x[n] (5.17), de manie`re que seulement le w[|x|] concerne´ est
actualise´ a` chaque pe´riode d’e´chantillonnage.
Les processus d’adaptation et de pre´distorsion sont ainsi se´pare´s, ce qui
permet de relaˆcher les besoins de sure´chantillonnage, dus aux retards D, lors
de l’imple´mentation.
A ce stade-la`, la modification que nous proposons de l’algorithme hy-
perstable ressemble tout fait a` l’algorithme Complex Gain propose´e par
Cavers (cf. 4.2.2 a` la page 91) en ce qui concerne la pre´distorsion, quoique le
me´canisme d’adaptation soit diffe`rent. Si on en restait la`, on ne profiterait
vraiment de la se´paration entre pre´distorsion et adaptation, si l’adaptation
se fait e´chantillon a` e´chantillon.
En effet, le de´bit de donne´es est limite´ par le proce´de´ le plus lent3, qui
est celui de l’adaptation, comme il est montre´ dans le bilan de calculs a`
effectuer dans le tableau 5.1.
D’apre`s ce bilan grossier dans le tableau 5.1, on observe que pour un de´bit
de donne´es en e´mission fixe´, le compromis en complexite´ est tel qu’il faut que
le mate´riel tourne au double de la vitesse strictement ne´cessaire, en cas de
pre´distorsion/adaptation en paralle`le. En cas de pre´distorsion/adaptation
se´quentielle, le surdimensionnement devrait eˆtre d’un facteur 3 en termes de
vitesse de calcul.
Afin d’e´viter ce surdimensionnement, on propose de faire carre´ment
l’adaptation off-line ou diffe´re´e, a` partir d’ensembles ou vecteurs de donne´es
de longueur N , dans un module a` part de celui qui effectue la pre´distorsion :
~e = [e[n], e[n− 1], e[n− 2], . . . , e[n−N ]]
~x = [x[n−D], x[n−D − 1], x[n−D − 2], . . . , x[n−D −N ]]
Ceci convient tout a` fait a` l’architecture mate´rielle FPGA+DSP e´tudie´e,
3si les ope´rations de pre´distorsion et adaptation se font en paralle`le. Autrement, si les
ope´rations se font se´quentiellement, la limite est impose´e par la somme du couˆt de calcul
des deux proce´de´s, voir section 4.2.4 a` la page 93
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ou` le FPGA est en charge de la pre´distorsion sans pour autant devoir at-
tendre le re´sultat de l’adaptation, qui s’effectue dans le DSP a` un rythme
plus lent, a` partir des vecteurs ~e et ~x. C’est sous cette perspective, montre´e
dans la figure 5.7, que nous avons proce´de´ par la suite, autant pour l’e´tude














Fig. 5.7: Sche´ma-bloc du concept de l’adaptation diffe´re´e
5.2.1 Re´sultats en simulation et raffinement du principe
On modifie le mode`le de simulation Matlab dont on dispose pour e´valuer
les performances de l’approche off-line qu’on vient de de´crire. On impose les
meˆmes conditions que lors des simulations pre´ce´dentes pour ainsi pouvoir
e´tablir des comparaisons cohe´rentes.
Avec M = 16 e´chantillons/symbole on obtient des re´sultats contradic-
toires, a` la fois encourageants et de´cevants, comme on le voit sur la figure
5.8(a), a` gauche, ou` on compare la sortie de l’amplificateur sans line´arisation
a` celle avec line´arisation. Certes, la re´duction d’interfe´rences est remar-
quable, meˆme a` M = 16 , mais un effet de bruit hors bande apparaˆıt.
Apre`s une e´tude du phe´nome`ne, on conclut que cet effet a deux origines :
– A cause de la diffe´rente probabilite´ de passage par chaque valeur
d’indexage, meˆme quand le syste`me adaptatif a converge´, les coeffi-
cients w[|x|] ne sont pas actualise´s de manie`re uniforme. Quelques-uns
sont adapte´s tre`s peu de fois (amplitudes |x| peu probables) tan-
dis que des autres sont adapte´s plus souvent (|x| plus probable).
Normalement, c¸a ne poserait pas de proble`mes dans un paradigme
d’adaptation e´chantillon a` e´chantillon dans le re´gime permanent.
Pour chaque coefficient w[|x|], l’erreur finirait pour converger vers
ze´ro, avec une vitesse qui de´pendrait de la probabilite´ de |x| justement.
– En raison qu’on utilise un principe d’asservissement dans un syste`me
qui ne l’est plus, car l’adaptation est diffe´re´e, ainsi qu’aux diffe´rentes
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probabilite´s de |x| qu’on vient d’e´voquer, il se produit un effet de
sur-adaptation des coefficients w[|x|] plus sollicite´s dans un vecteur
de donne´es. Supposons que pour produire l’adaptation, on ait releve´
deux vecteur de donne´es, ~e et ~x, qui contiennent plusieurs e´chantillons
correspondant a` un certain coefficient w[|x|]. Pour le tout premier
e´chantillon correspondant a` w[|x|], l’adaptation d’apre`s (5.17) pro-
duira un re´sultat juste, w[|x|] s’approchant de sa valeur ide´ale. Mais
par la suite, lorsqu’on applique (5.17) sur ce meˆme w[|x|], les erreurs
ne prenant pas en compte la correction pre´ce´dente, car ils ont e´te´
releve´s au de´but de l’e´tape, un effet de de´passement de la valeur
ide´ale de w[|x|] se produit.


































Fig. 5.8: Etude de l’algorithme hyperstable nume´rique modifie´, adaptation diffe´re´e,









N=1 flip LUT-Wi 
LUT-Wq 
Fig. 5.9: Structure du filtre forward-backward
En pratique, ces deux effets combine´s, produisent des discontinuite´s et
incohe´rences dans l’ensemble des valeurs de w[|x|]. Lorsqu’en fin de l’adap-
tation on applique les coefficients au signal, ces discontinuite´s prennent la
forme de bruit hors bande. Un exemple de l’ensemble de coefficients w[|x|] a`
un moment donne´ est montre´ dans la figure 5.10(a), a` gauche. Or, puisque
cet ensemble de facteurs de correction de´pend implicitement des re´ponses
AM-AM et AM-PM de l’amplificateur, qui sont des fonctions continues, on
attendrait une fonction continue aussi.
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Fig. 5.10: Ensemble des coefficients w[|x|], avec et sans lissage
La solution triviale a` ce proble`me est de re´duire la taille des vecteurs de
donne´es utilise´s pour l’adaptation de manie`re a` ce que chaque w[|x|] ne soit
adapte´ qu’une seule fois. A la limite, ceci veut dire produire une adaptation
e´chantillon-a`-e´chantillon, qui n’est pas inte´ressante en termes de vitesse de
convergence.
Dans nos expe´riences, nous avons pre´fe´re´ une autre solution. Nous pro-
posons d’ajouter une fonction de lissage de coefficients qui prenne l’ensemble
de valeurs w[|x|] a` un moment donne´ comme vecteur d’entre´e et re´alise un
double filtrage du type forward-backward [Smi99], comme il est montre´ dans
la figure 5.9, pour rendre un ensemble de coefficients w[|x|] lisse´s. L’inte´reˆt
d’utiliser ce filtre est sa simplicite´ d’imple´mentation, et puisqu’il est bidi-
rectionnel il est donc anti-causal et sa re´ponse en phase est e´gale a` ze´ro,
ce qui permet de garder les valeurs sur les extreˆmes de l’ensemble w[|x|].
Comme on voit dans la figure 5.10(b), a` droite, la fonction de lissage rend
un ensemble de valeurs continues, ce qui permet en pratique d’ame´liorer
les performances en re´duction d’interfe´rences et bruit, comme il est montre´
dans la figure 5.8(b), a` droite.
5.3 Conception logicielle et mate´rielle
Finalement, nous avons re´alise´ l’imple´mentation mate´rielle de la me´thode
valide´e par simulation sur l’architecture e´mettrice FPGA+DSP propose´e
dans le chapitre pre´ce´dent, dans le but de line´ariser l’amplificateur de puis-
sance RF en aval de la chaˆıne de l’e´metteur, graˆce a` l’ope´ration en boucle
ferme´ et la suite de traitement conjoint au sein du DSP et la FPGA. Le
traitement du signal sera en fait partage´ entre ces deux dispositifs, dont on
cite les principaux roˆles par la suite :
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FPGA En charge du stockage du signal a` transmettre, de l’exe´cution de
la fonction de line´arisation, de l’envoi du signal dans les e´tapes en aval de
l’e´metteur, et, finalement de la re´cupe´ration du signal de´module´ dans la
boucle de retour pour extraction de la fonction d’adaptation. En l’occur-
rence, nous avons utilise´ une carte de de´veloppement qui inclut un dispositif
Xilinx Virtex-II. Notons que les convertisseurs DAC et ADC sont lie´s au
FPGA, mais exte´rieurs a` ce dispositif, bien entendu, et non relie´s directe-
ment au DSP. La fre´quence d’e´chantillonnage des convertisseurs, conjointe-
ment avec le nombre d’e´chantillons par symbole, e´tablit la largeur de bande
d’e´mission/correction du syste`me.
DSP Maˆıtre du syste`me. Rec¸oit du FPGA les buffers de donne´es trans-
mises et rec¸ues, et a` partir de ces donne´es calcule la fonction d’adaptation,
et surveille le fonctionnement du syste`me. Nous avons utilise´ une carte de
de´veloppement d’Analog Devices qui inclut le dispositif AD-21065L et des
facilite´s de communication avec des dispositifs externes via une interface
appele´e EMAFE4 dont on se servira pour communiquer avec le FPGA.
5.3.1 Communications FPGA - DSP
Afin de faire communiquer les deux dispositifs, une interface de com-
munication a e´te´ caˆble´e pour permettre une liaison a` travers le connec-
teur EMAFE de la carte DSP. Le connecteur EMAFE dispose d’un bus
de donne´es, d’un bus d’adresses, une ligne d’interruption (IRQ) et d’autres
lignes de controˆle. La liaison physique entre le DSP et la FPGA est montre´e
dans la figure 5.11. Cette liaison via EMAFE permettra au FPGA d’agir
comme un esclave du DSP. En effet, le FPGA sera mappe´ sur une partie
pre´cise de l’espace de me´moire du DSP. Ainsi, du coˆte´ DSP, la communica-
tion avec le FPGA se re´sume a` des acce`s de lecture/e´criture dans l’espace
de me´moire re´serve´ a` cet effet.
Pour expliciter le de´roulement des communications, voici un exemple que
nous avons utilise´ lors des essais de la mise en œuvre de la partie mate´rielle,
dans la figure 5.12. Afin de tester en meˆme temps les lectures et les e´critures,
nous avons programme´ le FPGA pour fonctionner comme dispositif d’e´cho,
le FPGA devant renvoyer en sortie la donne´e qui lui a e´te´ e´crite par le DSP.
Cet exemple tre`s banal montre non seulement la diffe´rence des approches
de programmation entre les deux dispositifs, mais surtout, le fait que le
DSP exe´cute se´quentiellement des ope´rations, acce`s en me´moire et ite´rations,
alors que dans le FPGA il n’y a rien qui s’exe´cute dans ce sens du mot.
Au contraire, la description du mate´riel produit carre´ment une re´alisation
de ce mate´riel, en l’occurrence portes logiques simples (or), multiplexeurs
(when), registres (process).
4EMAFE=Enhanced Modular Analog Front End
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DSP FPGA
ADDR[6…0]

















Fig. 5.11: Liaison physique entre le DSP et FPGA a` travers le module d’expansion
EMAFE sur la carte AD-21065L
C’est justement sous cette perspective que nous avons choisi de ramener
les taˆches de pre´distorsion sur le FPGA, et celles concernant l’adaptation
vers le DSP. Et c’est aussi a` partir des capacite´s de chaque dispositif que
nous avons e´tabli le protocole de communication et d’exe´cution de taˆches
entre les deux dispositifs, comme il est discute´ par la suite.
Afin que le DSP soit capable de calculer la fonction de pre´distorsion,
il faut que le FPGA lui envoie les donne´es rec¸ues apre`s de´modulation, qui
contiennent l’information de la distorsion ; mais aussi les donne´es a` e´mettre,
qui serviront de re´fe´rence. Le FPGA pre´distorsionne, transmet et capture
continuellement des donne´es, et les enregistre temporellement dans un buffer.
En meˆme temps, le DSP proce`de a` l’adaptation des coefficients. Quand
le DSP a fini l’adaptation, il transfe`re les re´sultats au FPGA, sous forme
de table de coefficients w[|x|]. Ensuite, il fait une requeˆte de transfert de
donne´es au FPGA, qui arreˆte la capture de donne´es de`s que le buffer est
plein, et transfe`re les donne´es du buffer vers le DSP pour qu’un nouveau
cycle d’adaptation puisse de´marrer. Le diagramme d’e´ve´nements dans la
figure 5.13 illustre le flux d’actions pre´ce´demment de´crites.
5.3.2 Partie Adaptation et DSP
Dans ce volet nous traitons la conception logicielle concernant l’adapta-
tion de la fonction de pre´distorsion, tel qu’elle est repre´sente´e dans la figure
5.13. L’adaptation prend comme entre´es les vecteurs de donne´es rec¸us du
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wrenable <= cs or wr;   
LATCH <=  DATA when wrenable = '0'; -- FPGA reads data
process (CLK)
begin
if CLK'event and CLK = '1' then
      DATA_OUT <= LATCH;
end if;
end process;
rdenable <= cs or rd;      -- FPGA writes data 
DATA <= DATA_OUT when rdenable='0' else "ZZZZZZZZ"; 
For data = 0x00 to 0xFF 
Ecrire data sur la FPGA 
Buffer(data) = lire un byte de la FPGA 
Si buffer(data) == data Æ OK 
Sinon, erreur++ 
End for 
Description matérielle de la fonction de la FPGA (VHDL) 
Code s’exécutant dans le DSP 
Fig. 5.12: Fonction Echo. Exemple d’e´tablissement de communication entre le DSP
et la FPGA, cs,wr et rd e´tant les signaux de controˆle, en provenance du DSP vers la
FPGA, et DATA le mot de donne´es binaire e´change´ entre les deux dispositifs
FPGA, et donne comme sortie l’ensemble de coefficients w[|k|] qui serviront
a` predistordre le signal. En pratique, la partie adaptation se compose d’une
suite de taˆches avant et apre`s le simple calcul de l’e´quation (5.17) qui fournit
les coefficients w[|k|] ne´cessaires au module de pre´distorsion. L’adaptation
se compose de trois e´tapes se´quentielles, tel qu’il est montre´ dans la figure
5.14.
1. Pre´traitement. Etape dans laquelle les donne´es a` traiter ulte´rieurement
sont traite´es dans le but d’ame´liorer les performances du calcul de
coefficients.
2. Calcul des coefficients. A partir des vecteurs de donne´es de re´fe´rence
et les donne´es de la boucle de retour, traite´s lors de l’e´tape pre´ce´dente,
le calcul des coefficients d’apre`s (5.17) se produit.
3. Post-traitement. L’ensemble de coefficients complexes w[|k|] est lisse´
selon le sche´ma propose´ dans la section 5.2.1, a` la page 139.
Pre´traitement
Le pre´traitement se de´compose a` son tour de plusieurs taˆches. En
ge´ne´ral, trois proble`mes d’estimation sont a` re´soudre :



































Fig. 5.13: Flux d’actions du coˆte´ DSP/adaptation (a` gauche) et du coˆte´
FPGA/pre´distorsion (a` droite). Dans le DSP les actions s’enchaˆınent se´quentiellement,
alors que dans le FPGA le mate´riel de´die´ a` chaque fonction permet un haut degre´ de
paralle´lisme
– L’estimation du de´calage temporel D entre :
– le signal a` e´mettre, qui se trouve dans le buffer :
~x = [x[n], x[n− 1], x[n− 2], . . .]
– le signal en sortie de l’amplificateur, en provenance de la boucle de
retour, qui se trouve dans le buffer :
~z = [z[n−D], z[n−D − 1], z[n−D − 2], . . .]
La contribution principale a` ce de´calage est la latence des conver-
tisseurs ADC dans la voie de retour, et, dans une moindre mesure,
du temps de propagation du signal dans la chaˆıne de l’e´metteur
(modulateur, amplificateur, de´modulateur). Normalement, pour une
imple´mentation donne´e, ce de´calage restera fixe le long de la vie
ope´rationnelle du syste`me.
– Estimation de l’offset DC dans le vecteur de donne´es ~z. Les donne´es
en provenance de la boucle de retour pre´sentent un niveau de
tension continu extreˆmement geˆnant pour la suite des ope´rations.
Cette composante continue est due aux imperfections du mate´riel,
dont, surtout, le mixage de la porteuse avec elle-meˆme lors de la
de´modulation. Ce mixage se produit a` cause de l’isolement non infini
entre l’entre´e du signal RF et l’entre´e de la porteuse de re´fe´rence
dans le de´modulateur. Cette composante continue non souhaite´e est
susceptible de de´rives au cours du temps ainsi qu’en fonction de la
porteuse, et donc l’inte´reˆt est de pouvoir faire un suivi permanent de













Fig. 5.14: Etapes de l’adaptation
– Estimation grossie`re du de´phasage entre le signal complexe dans la
voie de re´fe´rence et celui de la boucle de retour. Ce de´phasage est
fonction de la fre´quence porteuse. Lorsqu’on transmet un certain
signal, et qu’on re´cupe`re ce signal de´phase´, il s’agit de de´terminer
l’angle de rotation θ, tel qu’il est montre´ dans la figure 5.15. Le
processus d’estimation du de´phasage devra avoir lieu non seulement
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Fig. 5.15: Exemple du proble`me de l’estimation du de´phasage. La constellation I/Q de
de´part est de´phase´e d’un certain angle θ a` estimer lors de la re´ception
Estimation du de´calage entre ~x et ~z. Pour de´terminer le de´calage tem-
porel (en nombre d’e´chantillons) entre les donne´es de re´fe´rence et celles en
provenance de la boucle de retour, on s’est servi de la fonction de corre´lation
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entre les valeurs de puissance des buffers ~x et ~z. En particulier, la fonction
de corre´lation croise´e circulaire entre les puissances de ~x et ~z donne moins
d’ambigu¨ıte´ que la seule fonction de corre´lation croise´e et plus de souplesse
d’imple´mentation dans le DSP. L’index du maximum de cette fonction est
l’estimation du de´calage en nombre d’e´chantillons.
Il est a` remarquer dans ce cas l’avantage de travailler avec des vecteurs
de donne´es au lieu de travailler sous un paradigme d’adaptation e´chantillon
a` e´chantillon, ce qui ne permettrait pas re´aliser une telle proce´dure de syn-
chronisation. Dans la figure 5.16 il est montre´ le fonctionnement et le re´sultat
de l’ope´ration de corre´lation. D’apre`s les e´chantillons d’un signal QAM en
~x et ~z, complexes, de´livre´s par la FPGA (en haut, a` gauche), la puissance
I2 +Q2 de chaque buffer est calcule´e (en haut, a` droite). Puis ensuite nous
avons e´value´ les performances de la corre´lation normale entre puissances (en
bas, a` gauche), et le re´sultat de la corre´lation circulaire entre puissances (en
bas, a` droite).



























Fig. 5.16: Exemple de calcul du de´calage. Buffers ~x et ~z I/Q de 64 e´chantillons,
de´calage de 14 e´chantillons, plus un certain de´phasage. L’ope´ration circulaire donne un
bon re´sultat, sans ambigu¨ıte´, et le de´phasage (rotation de la constellation) ne pose pas
de proble`me car la corre´lation se fait d’apre`s la puissance I2 +Q2, qui supprime toute
information de phase
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En pratique, cette fonction de synchronisation est exe´cute´e a` plusieurs re-
prises lors de l’initialisation du syste`me, avant toute proce´dure d’adaptation,
et une de´cision a` la majorite´ est prise. La synchronisation s’exe´cute aussi
pe´riodiquement quand le syste`me commute en mode de supervision (voir
figure 5.13). En revanche, ce n’est pas ne´cessaire de l’exe´cuter a` chaque fois
qu’on proce`de a` l’adaptation, le de´calage e´tant cense´ eˆtre fixe, ceci permet-
tant de re´duire la charge de travail du DSP.
Estimation de l’offset DC. En ce qui concerne l’e´limination de la com-
posante continue, pour chaque voie I et Q, on essaiera de de´terminer l’offset
pour en faire la compensation avant la suite des calculs. Par de´finition des
signaux QAM utilise´s dans nos expe´riences, les moyennes des voies I et Q
doivent eˆtre ide´alement ze´ro. A partir de l’estimation de la composante conti-
nue, on pourra l’e´liminer par soustraction sur les donne´es ~z en provenance
du FPGA. Nous avons aborde´ l’estimation de l’offset comme un proble`me
de filtrage, sachant comme le DSP se preˆte a` effectuer ce type d’ope´rations.
En l’occurrence, il s’agit de faire passer les e´chantillons de ~z a` travers un
filtre a` re´ponse fre´quentielle suffisamment e´troite afin qu’en sortie il ne reste
que la composante continue du signal, a` soustraire de ~z ensuite.
Apre`s e´tude de plusieurs possibilite´s pour la conception du filtre (FIR
Moving Average, IIR d’ordre 1 ou 2, ou encore enchaˆınement de deux e´tapes
IIR d’ordre 1), nous avons conclu qu’un bon compromis entre performances,
couˆt d’imple´mentation et maniabilite´ des coefficients est de proce´der en deux
e´tapes :
1. Calculer la moyenne arithme´tique des buffers en re´ception (taille 64
e´chantillons, typiquement)
2. Filtre par IIR, ordre 1, les moyennes pre´ce´dentes, en actualisant la
mesure de l’offset a` chaque re´ception d’un nouveau buffer ~z
Nous avons teste´ ce principe en simulation, avec les re´sultats montre´s
dans la figure 5.17. En haut les moyennes tous les 64 e´chantillons, en bas le
re´sultat final apre`s filtrage des moyennes pre´ce´dentes avec un filtre IIR du
premier ordre.
En pratique, il s’ave`re convenable effectuer l’e´limination de l’offset avant
les estimations du de´calage temporel et du de´phasage. Ceci est duˆ au simple
fait que ces deux estimations ne´cessitant le calcul de fonctions de corre´lation
et/ou des fonctions d’erreur, une e´limination pre´alable des offsets DC permet
d’enlever de ~x et ~z une composante qui perturbe les estimations de de´calage
et de´phasage. Eliminer l’offset DC en premier ame´liore donc la fiabilite´, la
robustesse et la justesse des estimations en aval.
Estimation du de´phasage entre ~x et ~z. En ce qui concerne l’estima-
tion du de´phasage, nous avons imple´mente´ une technique grossie`re qui nous
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Fig. 5.17: Estimation ite´rative de la composante continue des buffers ~z
permet tout simplement de ramener la constellation de´phase´e dans ~z au pre-
mier quadrant (c’est-a`-dire, restreindre le de´phasage a` ±pi2 ) quand ce n’est
pas le cas. En effet, plus de finesse n’est pas justifie´e, car encombrante du
point de vue du couˆt computationnel, et, surtout, parce que l’algorithme
d’adaptation lui-meˆme re´alisera implicitement cette taˆche du moment ou`
l’erreur entre ~x et ~z sera minimise´e (et donc leur de´phasage).
En revanche, l’inte´reˆt de ramener ~z au premier quadrant est double. D’un
coˆte´, par souci de stabilite´ de l’adaptation, a` cause de l’utilisation de lots de
donne´es et de la question de la sur-adaptation qu’on a traite´ pre´ce´demment.
De l’autre coˆte´, par souci de vitesse de l’adaptation, en e´tablissant un point
de de´part pour l’erreur entre ~x et ~z plus favorable que si le de´phasage n’avait
pas e´te´ pre´-corrige´.
Pour faire ceci avec un encombrement minimum, on calcule directement
la puissance de l’erreur entre la re´fe´rence ~x et les versions de´phase´s de 0,
90, 180 et 270 degre´s du signal en sortie de l’amplificateur : ~z, ~z × ej pi2 , ~z ×
ejpi, ~z × ej 3pi2 . Ces de´phasages peuvent facilement s’effectuer au moyen de
changements entre les parties re´elles et imaginaires dans ~z et inversions de
signe de celles-ci. Le minimum parmi ces quatre erreurs donne une ide´e du
de´phasage, avec une re´solution de ±pi4 , re´solution qui convient tout a` fait au
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but envisage´. Une fois que le de´phasage est de´termine´, toutes les donne´es
sont affecte´es par ce de´phasage pour les calculs ulte´rieurs. Sur l’exemple de
la figure 5.18, la constellation QPSK sur la voie z est ramene´e au premier
quadrant au moyen d’un changement de phase de ej
3pi
2 . Ainsi, l’erreur de









Fig. 5.18: Exemple de compensation du de´phasage
Adaptation
Cette partie du logiciel s’occupe du calcul de la fonction de pre´distorsion
a` partir des donne´es ~x et ~z fournies par le FPGA apre`s le pre´-traitement.
En l’occurrence, la fonction de pre´distorsion fPD prend ici la forme d’un en-
semble de coefficients complexes, w[|x|], qui s’obtiennent a` partir de (5.8) et
(5.17). La modification de l’algorithme original que nous avons propose´e rend
des facteurs de correction de´pendants de l’amplitude du signal a` e´mettre.
C’est ainsi que nous avons propose´ une extension paralle´lise´e de la structure
du line´arisateur, comme il a e´te´ montre´ dans le sche´ma de la figure 5.6,
dans lequel il existe un banc de filtres 1z . Dans le principe, pour chaque |x|,
seulement un de ces filtres est actif, ce qui donne justement les valeurs de
correction de´pendantes de |x|, w[|x|].
En pratique, le calcul du module de x est a` e´viter, parce qu’il fait inter-
venir une ope´ration racine carre´e, couˆteuse en termes de calcul dans le DSP
(et dans le FPGA d’ailleurs). C’est pour cette raison que nous pre´fe´rerons
obtenir les coefficients w en fonction de la puissance de x, |x|2 : w[|x|2]. Bien
entendu, l’ope´ration de pre´distorsion devra eˆtre congruente avec ceci, et du
coup le module de pre´distorsion re´alisera de´sormais l’ope´ration
y[x] = x[n]w[|x[n]|2] (5.18)
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L’indexation a` partir de la puissance permet de placer un plus grand
nombre d’entre´es correspondant aux re´gions de saturation de l’amplificateur.
Autre aspect pratique, inutile de conside´rer toutes les puissances de x pos-
sibles et disposer d’un banc 1z pour chacune. Pour des composantes 〈I,Q〉 de
N bits, ceci ne´cessiterait un banc de filtres d’environ 22N e´le´ments. En pra-
tique, on fait intervenir une fonction d’indexation pour restreindre le nombre
de coefficients w[|x|2] possibles. Cette fonction d’indexage est en re´alite´ une
troncature du mot binaire re´sultant du calcul de la puissance calcule´e direc-
tement a` partir de x. Ainsi, on peut aise´ment restreindre le nombre d’index
possibles a` un nombre entier de puissances de deux : 64, 128, 256 ou 512
par exemple, ce qui est pratique vis-a`-vis de l’imple´mentation du module de
pre´distorsion dans le FPGA.
Post traitement
Les ope´rations de post traitement ne concernent que le filtrage forward-
backward des coefficients de pre´distorsion de´crit a` la section 5.2.1. En pra-
tique, un filtre IIR d’ordre 1 s’ave`re utile pour ce faire. Les parties re´elle et
imaginaire de w[|x|2] sont filtre´s se´pare´ment quand le calcul de l’adaptation
est fini, et ensuite ces nouveaux coefficients sont transfe´re´s au FPGA.
5.3.3 Partie pre´distorsion et FPGA
Le module de pre´distorsion pouvant eˆtre formalise´ comme un produit
complexe entre le signal a` e´mettre et un coefficient de pre´distorsion, une
seule cellule BPC convient a` l’imple´mentation (cf. figure 4.15, page 119).
Pour conformer la table LUT de la cellule BPC, et vis-a`-vis des contraintes
mate´rielles, les coefficients w ont e´te´ en pratique enregistre´s sur 2 blocs
me´moire SRAM de 16 x 1024 bits. Un des blocs enregistre la composante I
des coefficients, wI ; l’autre bloc enregistre la partie Q des coefficients, wQ.
Plus pre´cise´ment, les 1024 positions de chaque bloc sont organise´es en
deux sub-blocs de 512 positions. Un des deux sub-blocs enregistre les donne´es
en provenance du DSP tandis que l’autre sert a` fournir les coefficients a`
l’e´tage d’e´mission. Les fonctionnalite´s de chaque sub-bloc sont inter-change´es
a` la fin de chaque nouveau transfert de valeurs w actualise´es depuis le DSP.
Tel qu’il est montre´ dans la figure 5.19, une partie multiplexage et controˆle
s’occupe d’alterner les positions de lecture/e´criture et vice-versa. De cette
manie`re nous assurons qu’il ne se produira pas d’acce`s simultane´s en e´criture
et lecture lorsque le DSP e´crit dans une position de la table LUT et que la
pre´distorsion requiert la valeur de cette meˆme position. De la meˆme manie`re,
il ne se produira pas de discontinuite´s en e´mission lorsque le remplissage des
tables a lieu au moment ou` il existerait la possibilite´ de lire des anciens
et nouvelles valeurs de w. Logiquement, cette imple´mentation permet une
longueur maximale pour la table de coefficients de 512, soit 512 niveaux de
150 Pre´distorsion DSP+FPGA
puissance.
A part la pre´distorsion en soi, le FPGA inclut aussi des moyens d’enre-
gistrer les donne´es ~z en sortie de l’amplificateur, donne´es qui doivent eˆtre
transfe´re´es au DSP. Le DSP ge´ne`re pe´riodiquement des requeˆtes vers le
FPGA, ce qui de´clenche le transfert de donne´es et la capture de nouveaux
buffers de donne´es. Tel qu’il est montre´ dans la figure 5.20, deux machines
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Fig. 5.19: De´ploiement des tables LUT dans une cellule BPC avec alternance des
lectures/e´critures et vice-versa entre les deux sub-blocs de chaque bloc SRAM
5.4 Re´sultats Experimentaux
Les re´sultats expe´rimentaux ici pre´sente´s doivent eˆtre conside´re´s sous
une perspective qualitative plutoˆt que quantitative, en tant que travaux
mene´s dans la premie`re e´tape de cette the`se. Nous les incluons ne´anmoins
parce qu’ils nous permettent de montrer comment l’approche DSP+FPGA
est bien adapte´e a` la taˆche de line´arisation, et nous a permis de tester le
fonctionnement de la pre´distorsion avec l’adaptation diffe´re´e telle que nous
l’avons propose´e un peu plus toˆt.
Les premiers re´sultats que nous montrons permettent de constater qua-
litativement le bon fonctionnement des me´thodologies propose´es, tant la
modification de l’algorithme original que l’adaptation diffe´re´e, que le lissage
des tables de coefficients. Dans la figure 5.21 nous observons le re´sultat de
la line´arisation sans lissage, a` comparer avec ceux de la figure 5.22, ou` le
lissage des coefficients donne une nette ame´lioration en ce qui concerne les
distorsions hors bande et la continuite´ des coefficients.





























Clk’event & clk=’1’ 
Machine d’états Coms DSP 
START
REJECT
SAMPLES Buffer_full & 
DSprqst
End_transfer
Clk’event & clk=’1’ 
Enable_buffer
Start_transfer 
Machine d’états Ctrl Rx 
FILL
BUFFER
Fig. 5.20: Transferts DSP-FPGA et capture de donne´es : architecture et machines
d’e´tats
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Fig. 5.21: Pre´distorsion sans lissage des coefficients. Spectre du signal, a` gauche ; et
contenus des tables LUT, a` droite
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Fig. 5.22: Pre´distorsion avec lissage des coefficients. Spectre du signal, a` gauche ; et
contenus des tables LUT, a` droite
Ces premiers re´sultats nous ont encourage´ a` poursuivre nos recherches,
et dans un deuxie`me temps nous avons explore´ la question de comment
augmenter la largeur de bande en e´mission5 sans pour autant pe´naliser le
syste`me en termes de consommation de la circuiterie nume´rique. On sait que
la largeur de bande en e´mission de´pend de la fre´quence d’e´chantillonnage
(fs), du nombre d’e´chantillons par symbole (M) et du roll-off (β) du filtre
de mise en forme :
BW ∝ (1 + β) fs
M
(5.19)
Pour augmenter cette largeur de bande BW en e´mission, nous avons
conside´re´ :
– Soit d’augmenter fs : ceci fait augmenter la consommation des dispo-
sitifs, notamment celle des convertisseurs ADC et DAC. En plus, dans
notre cas particulier ceci pose un proble`me de jitter6 qui de´grade la
qualite´ du signal e´mis
– Soit de re´duire M : ceci complique le processus d’adaptation, parce
qu’on a moins d’amplitudes possibles en e´mission, et surtout parce
qu’on perd en re´solution lors de la synchronisation entre les voies ~x/~z.
Cette perte de re´solution est une cause de de´gradation de performances
Nous avons choisi de ne pas agir sur fs mais plutoˆt de faire diminuerM .
Ensuite, afin de ne pas pe´naliser le processus d’adaptation, on envisage l’uti-
lisation de techniques de de´cimation/interpolation pour pre´senter au module
d’adaptation un nombre M grand (sur-e´chantillonnage e´leve´ ⇒ finesse du
5histoire de se placer a` l’hauteur de l’e´tat de l’art, cf. Tableau 4.2
6mauvaise inte´grite´ du signal des horloges sur notre maquette
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synchronisme) tandis que la partie e´mettrice voit un M petit (bande pas-
sante e´largie pour une fs donne´e). Un rapport e´chantillons/symbole re´duit
au niveau des convertisseurs DAC et ADC permet augmenter le de´bit de
donne´es et la largeur de bande sans avoir a` augmenter les horloges et donc
la consommation du syste`me.
Au vu de la quantite´ de ressources disponibles dans le circuit FPGA que
nous utilisons, nous y avons inclus ces fonctions de de´cimation/interpolation,
de la manie`re qui est montre´e sche´matiquement dans la figure 5.23, ou` les
signaux sont interpole´s avant l’enregistrement dans les buffers a` envoyer
au DSP. Une e´tude pre´alable en simulation nous a permis de de´terminer
qu’un taux d’interpolation ×4 offre un bon compromis entre la re´duction
de distorsions (lie´e a` la finesse du synchronisme), la vitesse de convergence












Fig. 5.23: Inclusion de fonctions d’interpolation dans la FPGA
Une manie`re d’imple´menter l’interpolation sur FPGA de manie`re tre`s
e´conomique en termes de besoins mate´riels est au moyen desdits filtres
CIC7[Hog81]. Ce type de filtres permet d’atte´nuer les fre´quences image qui
apparaissent lors de l’interpolation sans avoir a` faire appel a` des multiplica-
teurs, tel qu’on peut voir dans le sche´ma du filtre interpolateur de la figure
5.24. Par ailleurs, au niveau mate´riel, ce type de filtres se re´alise avec re-
gistres a` de´calage et modules d’addition, ce qui le rend spe´cialement adapte´
a` l’imple´mentation dans une FPGA de gamme moyenne comme celle que
nous utilisons. Dans la figure 5.25 est montre´ un exemple d’application en
simulation en terme de densite´ spectrale du signal. On constate comme la
re´ponse du filtre doit eˆtre suffisamment large afin de pre´server l’informa-
tion de distorsion dans les canaux adjacents. En meˆme temps, cette re´ponse
doit atte´nuer convenablement les fre´quences image. Meˆme si la bande pas-
7CIC=Cascaded Integrator-Comb
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sante du filtre CIC n’est pas plate, nous n’avons pas conside´re´ ne´cessaire un
me´canisme de compensation, car les deux canaux x et z verront la meˆme
transformation line´aire, produisant une mesure de l’erreur utilisable pour les
propos de l’adaptation.
y(n)x(n)
1 to 8 stages
Sample rate = fs/R
1 to 8 stages














Fig. 5.24: Sche´ma d’un filtre CIC interpolateur, extraite de la documentation fournie
par Xilinx
Nous avons mene´ des tests avec une fre´quence d’e´chantillonnage de
12.5MHz –comme dans les mesures pre´ce´dentes– mais avec un ratio M = 8
e´chantillons/symbole, ce qui rend un signal d’environ 2.5MHz de bande
passante, en fonction du roll-off, bien entendu. Dans la figure 5.26 sont
montre´s les spectres en e´mission du signal sans line´arisation et du signal
avec line´arisation et interpolation. La puissance de pic e´tant comparable
dans les deux cas, les distorsions hors bande sont re´duites entre 10 et 15 dB
dans le cas avec line´arisation.
L’utilisation de l’interpolation avant l’adaptation permet de maintenir la
qualite´ de l’adaptation, tout en permettant des fre´quences d’e´chantillonnage
re´duites au niveau des convertisseurs DAC et ADC, ce qui est inte´ressant
du point de vue de la consommation du syste`me e´metteur.
−3 −2 −1 0 1 2 3 4 5
x 106frequency
z signal (PA out)
upsampled z signal w/CIC
upsampled z wo/CIC
CIC response
Fig. 5.25: Etude des filtres CIC. Exemples de spectre : signal a` interpoler, signaux
interpole´s, et re´ponse du filtre CIC
5.5 Conclusions au Chapitre 5 155

























Marker 1 [T1 ]
          -21.93 dBm
     2.142539085 GHz
Fig. 5.26: Pre´distorsion a` largeur de bande e´tendue au moyen d’interpolations avant
l’adaptation
5.5 Conclusions au Chapitre 5
Dans ce chapitre nous avons aborde´ la conception, imple´mentation et
ve´rification expe´rimentale d’un syste`me de pre´distorsion nume´rique, depuis
la conception de l’algorithme jusqu’a la mise en œuvre de l’architecture
FPGA+DSP sous-jacente.
Pour l’algorithme de pre´distorsion, nous avons retenu les principes du li-
nearisateur hyperstable, et nous en avons de´crit leur passage au nume´rique,
fonde´ en la se´paration des processus d’adaptation de celui de pre´distorsion.
Nous avons fait l’hypothe`se que l’amplificateur ne pre´sente pas d’effets
me´moire significatifs et donc que son gain ne de´pend que de l’amplitude
d’entre´e a` l’instant conside´re´. Ceci nous a permis en pratique de re´duire les
besoins de puissance de calcul lors de l’imple´mentation et de s’affranchir des
effets geˆnants du de´lai entre voies, effets qui se manifestent lors du passage
au nume´rique du sche´ma d’asservissement original.
Nous avons de´crit les principaux aspects concernant l’organisation et
la mise en œuvre mate´rielle et logicielle de la maquette expe´rimentale : le
fonctionnement concurrent et comple´mentaire du DSP et le FPGA et ses
interactions, l’organisation logicielle dans le DSP, ainsi que l’architecture
ge´ne´rale qui re´side dans le FPGA.
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A un plus bas niveau, nous avons de´voile´ le fonctionnement de fonc-
tions comple´mentaires a` la pre´distorsion et l’adaptation, quoiqu’indispen-
sables : l’e´limination de l’offset DC, la compensation de la rotation de la
constellation, ou l’estimation du de´lai entre voies. D’autres contributions
originales a` ce niveau ont e´te´ la description et validation des fonctions de
lissage des contenus des tables LUT, ainsi que l’inclusion de fonctionnalite´s
de sure´chantillonnage qui permettent d’augmenter la bande passante du si-
gnal sans pe´naliser aux fre´quences d’e´chantillonnage du syste`me.
Enfin, ces principes ont e´te´ valide´s expe´rimentalement, de´montrant les
capacite´s de line´arisation, en termes de re´duction de l’ACPR, du prototype
sous e´tude.
Le flot de conception oriente´ a` l’e´conomie d’utilisation de ressources
computationnelles s’est ave´re´ convenable pour l’imple´mentation de la
pre´distorsion sur les dispositifs faible couˆt, basse gamme, de la maquette.
En quelque, sorte, nous avons recre´e la sce`ne ou` le linearisateur ne
ne´cessiterait qu’une petite fraction des ressources computationnels d’un
e´metteur nume´rique, et dont son encombrement serait minimal. Une ap-
plication de pre´distorsion faible consommation, peu gourmande en termes
computationnels a e´te´ ainsi de´montre´e.
A l’oppose´e, l’utilisation de composants de basse gamme, peu perfor-
mants, met en e´vidence certaines limitations pratiques, dont la limitation
en largeur de bande des convertisseurs, ce qui ne nous permet pas d’ap-
profondir dans l’e´tude les effets me´moire. En plus, la maquette de´ploye´e
pre´sente de se´ve`res limitations quant a` l’injection/observation de signaux
depuis un PC par exemple, ce qui pe´nalise les taˆches d’analyse des re´sultats,
ainsi que la chasse et de´puration d’erreurs. En effet, seul le DSP communique
directement avec le PC de travail, au moyen de l’outil de de´bogage du fabri-
cant. Enfin, l’utilisation d’un langage de bas niveau, type C ou assembleur
pour la programmation du DSP, bien que permettant un haut degre´ d’opti-
misation dans un projet relativement simple comme celui pre´sente´, ralentit
dramatiquement le de´veloppement et s’oppose a` la possibilite´ d’entamer des
essais plus ambitieux en vue de nos objectifs et ressources limite´s dans le
temps. Un environnement de de´veloppement logiciel et d’interaction avec le
mate´riel de plus haut niveau serait tout a` fait de´sirable.
En re´sume´, nous avons pu valider l’approche DSP+FPGA, mais un en-
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Dans ce chapitre, la conception et l’imple´mentation d’un nouveau pro-
totype mate´riel de syste`me de pre´distorsion, capable de compenser les effets
me´moire, est traite´e.
1Non-Linear Auto-Regressive Moving Average
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Dans le chapitre pre´ce´dent, le concept DSP+FPGA, en s’appuyant sur la
se´paration entre les processus de pre´distorsion et d’adaptation, a e´te´ valide´ et
le potentiel de la solution a e´te´ mis en e´vidence. Or, les limitations impose´es
par le mate´riel nous ont empeˆche´ de poursuivre avec cette maquette.
Le DSP serait certes le mate´riel de choix dans une imple´mentation in-
dustrielle, mais pour nos objectifs, il s’agit d’un circuit peu souple de par les
contraintes impose´es lors de sa programmation, la complication des essais et
ses limitations en puissance de calcul. Dans la suite, on veut e´viter le maxi-
mum de contraintes du cote´ de l’adaptation, afin de se concentrer carre´ment
sur les architectures de pre´distorsion avec compensation des effets me´moire.
Pour cette raison, de´sormais, les taˆches d’adaptation seront affecte´es au lo-
giciel Matlab tournant dans un PC qui communique avec le FPGA. Pour la
meˆme raison, le prototype que nous pre´sentons dans ce chapitre a e´te´ baˆti
sur un autre circuit FPGA, plus performant.
Ainsi, dans ce chapitre nous de´veloppons deux me´thodes de pre´distorsion
base´es sur le concept BPC (cf. 4.8, page 117)
La premie`re partie de ce chapitre est consacre´e a` la conception,
imple´mentation et validation expe´rimentale d’un syste`me de pre´distorsion
du type memory polynomials avec adaptation diffe´re´e LMS. Dans une
deuxie`me partie, ce chapitre se consacre a` la discussion et a` l’e´tude d’une
structure de pre´distorsion du type NARMA avec adaptation LS. A notre
connaissance, c’est la premie`re fois qu’une telle structure de pre´distorsion,
re´cursive, est valide´e expe´rimentalement.
Enfin, une troisie`me partie de ce chapitre est de´die´e a` l’e´tude des
rapports entre la pre´distorsion et le rendement de l’amplificateur. Nous
de´taillerons les aspects tels la consommation de la circuiterie en charge
de la pre´distorsion, qui pe´nalise le rendement e´nerge´tique de l’e´metteur.
Cependant, nous mettrons en e´vidence comment la pre´distorsion contribue
(ou peut contribuer) a` l’ame´lioration du rendement des e´metteurs RF.
Une partie des contenus de ce chapitre a e´te´ publie´e dans l’IEEE Micro-
wave and Wireless Components Letters [MGB+07], ainsi que dans les Pro-
ceedings de l’European Microwave Conference 2007 (EuMC’07) [CGB+07].
Enfin, les travaux concernant la mise en œuvre et la de´monstration
expe´rimentale du prototype NARMA ont e´te´ accepte´s pour publication
dans la revue IEEE Transactions on Microwave Theory and Techniques
[GCM+08].
6.1 Pre´distorsion Memory Polynomials avec
adaptation LMS diffe´re´e
La me´thodologie de pre´distorsion que nous proposons ici reprend le
de´veloppement de la section 4.8, a` la page 121, ou` il est montre´ comment
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une structure de pre´distorsion memory polynomials peut eˆtre imple´mente´e
au moyen de cellules BPC. Nous reprenons une approche similaire a` celle
du Chapitre 5 pour le remplissage ite´ratif des tables LUT au moyen de
l’algorithme LMS.
Par la suite, nous pre´sentons l’e´tude the´orique pre´alable, et nous
de´crivons la conception du module de pre´distorsion. A la fin de ce volet,
nous validons expe´rimentalement l’approche propose´e sur deux chaˆınes am-
plificatrices.
6.1.1 Etude the´orique
Cette structure memory polynomials s’est re´ve´le´e efficace pour contrer
aussi bien les effets non line´aires que les effets me´moire dans les amplifica-
teurs [JK01, DZM+04, MMK+06, HBGG06]. Conside´rons donc un module
de pre´distorsion qui re´alise la fonction fPD suivante :
y(n) = fPD(x(n)) =
= F0(x(n)) + F1(x(n− τ1)) + F2(x(n− τ2)) + . . . (6.1)
ou` on reconnaˆıt fPD comme une fonction memory polynomial, avec Fi
fonctions non line´aires, que nous voulons imple´menter avec des cellules BPC
en paralle`le, soit, d’apre`s la de´composition dans (4.36) :
y(n) = x(n)g∗0(|x(n)|2) + x(n− τ1)g∗1(|x(n− τ1)|2)+
+x(n− τ2)g∗2(|x(n− τ2)|2) + . . .
(6.2)
Les fonctions gi seront mappe´es dans une table LUT, dont le poin-
tage s’effectue a` partir de la puissance de l’e´chantillon concerne´. τi est le
de´lai associe´ aux termes i les plus contributifs a` fPD. L’identification de
syste`mes LTI par le biais d’un nombre re´duit de de´lais, non ne´cessairement
conse´cutifs2, a e´te´ initialement aborde´e par [ES81, EC87, CE89], puis re-
prise dans le contexte de la mode´lisation d’amplificateurs RF par Ken-
ney a` Georgia Tech [KK03a], ainsi que dans certains travaux a` l’UPC
[GMB06, GSM+07]. Un nombre restreint de termes de de´calage permet de
re´duire le nombre de parame`tres a` estimer et donc la complexite´ de l’esti-
mation, sans pour autant compromettre la qualite´ du mode`le, ou de fPD
dans ce cas.
Dans le contexte de notre parcours, nous nous sommes familiarise´ avec
les approches adaptatives sur tables LUT, qui d’ailleurs se sont montre´es
performantes. C’est pour cette raison que, dans un premier temps, nous
proposons une adaptation LMS des contenus des tables LUT dans les cellules
BPC.
Au moyen d’une approche de postdistorsion/apprentissage indirect (cf.
4.3, page 96), tel qu’illustre´ dans la figure 6.1, on peut formuler le proble`me
2the´orie des dits sparse systems, en anglais







































Fig. 6.1: Sche´ma fonctionnel de la pre´distorsion memory polynomials a` imple´menter
au moyen de cellules BPC en paralle`le et adaptation par apprentissage
indirect/postdistorsion via LMS
de l’estimation des contenus des tables gi a` partir de la minimisation de
l’erreur entre le re´sultat de la postdistorsion et la sortie de l’amplificateur.
Dans un premier cas d’e´tude, nous conside´rons que l’adaptation s’effectue
e´chantillon a` e´chantillon. On sait que quand cette erreur vaut ze´ro, c’est
parce que l’amplificateur a e´te´ line´arise´, si fPD = fPOST :
e(n) = y(n)− yˆ(n) = fPD(x(n))− fPOST (z(n))→ 0⇒
⇒ x(n) = z(n)⇔ fPD = fPOST (6.3)
En principe, la sortie de la postdistorsion s’exprime comme :
yˆ(n) = z(n)g∗0(|z(n)|2) + z(n− τ1)g∗1(|z(n− τ1)|2)+
z(n− τ2)g∗2(|z(n− τ2)|2) + . . .
(6.4)
avec un pointage des tableaux gi qui depend de z2. Or, puisque fPD
doit eˆtre e´gale a` fPOST , et x = z, alors les coefficients gi utilise´s lors de
la pre´distorsion doivent s’accorder avec ceux de la postdistorsion : gi(z2) =
gi(x2). D’ailleurs, quand ceci n’est pas le cas, l’erreur e(n) est diffe´rente de
ze´ro. Ensuite, la minimisation de e2(n) via LMS peut s’obtenir ite´rativement
a` partir de :
e(n) = y(n)− yˆ(n) = ~gHn · ~z(n)
~gn+1 = ~gn + µe∗(n)~z(n)
(6.5)
avec ~z(n) = ~z(n) = [z(n), z(n− τ1), z(n− τ2), . . .] le vecteur colonne des
donne´es –pre´sentes et passe´es– contenant l’information des effets me´moire
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de l’amplificateur, et ~gn les entre´es des tables LUT concerne´es, a` actualiser,

















Notons qu’on actualise les entre´s gi(|x|2), et seulement ces entre´es, parmi
les tableaux LUT concerne´s lors de la pre´distorsion. Le de´veloppement
pre´ce´dent est illustre´ dans la figure 6.1. Notons aussi le double couˆt dans
le cas de l’apprentissage indirect duˆ au fait de devoir calculer deux fois la
fonction de pre´distorsion, soit fPD dans le chemin du signal et fPOST dans
la voie de retour.
Nous avons teste´ le syste`me dans la figure 6.1 dans un environnement de
simulation, comme celui utilise´ pre´ce´demment (cf. figures 4.4, 4.5 et 4.7), sur
un signal OFDM, pour lesquels les mesures d’EVM et ACPR sont calcule´es
a` l’issue de chaque symbole OFDM e´mis. La particularite´ dans cette e´tude
est que nous avons inclus les effets me´moire de l’amplificateur. Pour ce faire
on a ajoute´ deux syste`mes line´aires autour du mode`le sans me´moire, l’un
en entre´e et l’autre en sortie, comme il est montre´e dans la figure 6.2. Ce
mode`le d’amplificateur s’appelle mode`le de Wiener-Hammerstein ou, tout
court, W-H3.
Les re´sultats pour le syste`me propose´ avec adaptation LMS e´chantillon
a` e´chantillon sont montre´s dans la figure 6.3. On constate les pauvres per-
formances quand seulement une cellule BPC est utilise´e. Ceci est tout a` fait
logique en tant que cas particulier de la pre´distorsion sans compensation des
effets me´moire. En contraste, le fait d’utiliser plusieurs cellules BPC permet
de mitiger plus effectivement les effets me´moire, d’autant plus que le nombre
de cellules BPC augmente. Ainsi les niveaux en e´mission d’ACPR, et surtout
d’EVM, se voient davantage ame´liore´s.
La me´thodologie propose´e s’ave`re fonctionnelle dans un environnement
de simulation et un paradigme d’adaptation e´chantillon a` e´chantillon. Or,
nous avons insiste´ sur le fait que ce paradigme d’adaptation est a` e´viter
(cf. section 4.4). D’ailleurs, le sche´ma d’adaptation diffe´re´ a` partir de blocs
de donne´es est plus proche de la re´alite´ et permet imposer les contraintes
en temps d’exe´cution sur le module de pre´distorsion seulement, et non sur
la partie d’adaptation. Nous avons vu dans le Chapitre 5 comment il est
possible d’effectuer une adaptation e´chantillon a` e´chantillon diffe´re´e, si on
3Le choix de ce mode`le en particulier est faite ad-hoc, sachant qu’il est particulie`rement
difficile la pre´distorsion des structures de ce type [DZM+04], pour mettre a` l’e´preuve la
methodologie propose´e
















































Fig. 6.2: Mode`le de Wiener-Hammerstein, ou W-H, constitue´ a` partir de deux syste`mes
line´aires, l’un en entre´e et l’autre en sortie, entourant la non line´arite´ sans me´moire
(mode`le de Saleh). La largeur du nuage de points est une image des effets me´moire
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prend compte la proble´matique lie´e a` la sur-adaptation des entre´es les plus
probables des tableaux LUT4.
Sous cette perspective, nous avons mene´ une e´tude en simulation d’un
tel cas d’adaptation diffe´re´ : l’adaptation LMS s’effectue sur des lots
d’e´chantillons y et z, et ce n’est qu’a` la fin du traitement du lot de
donne´es que les contenus des tables LUT s’actualisent. Ainsi, le module
de pre´distorsion n’est pas contraint d’attendre le re´sultat de l’adaptation, et
il utilise les valeurs calcule´es au pas d’adaptation pre´ce´dent afin de fournir
un flot continu de donne´es pre´distordues.
Afin de pouvoir effectuer des comparaisons, nous avons utilise´ le meˆme
sce´nario de simulation OFDM et amplificateur W-H que celui utilise´ pour
valider l’approche e´chantillon a` e´chantillon (Fig. 6.3). Dans ce cas diffe´re´,
les re´sultats de convergence des parame`tres EVM et ACPR sont montre´s
dans la figure 6.4. Ils sont comparables, voire supe´rieurs aux pre´ce´dents avec
adaptation e´chantillon a` e´chantillon, ce qui nous permet de supposer que
cette me´thodologie convient tout a` fait pour l’imple´mentation expe´rimentale
de la pre´distorsion et l’adaptation.































Fig. 6.3: Convergence de l’algorithme LMS pour l’adaptation des tables LUT,
e´chantillon a` e´chantillon, sur un signal OFDM, avec apprentissage indirect
4D’ailleurs dans ce meˆme chapitre pre´ce´dent nous avons propose´e une me´thode de
lissage des tables LUT permettant de re´duire l’impact de cette proble´matique avec un
couˆt computationnel tre`s faible, cf. section 5.2.1
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Fig. 6.4: Convergence de l’algorithme LMS pour l’adaptation diffe´re´e des tables LUT, a`
partir de lots de donne´es, sur un signal OFDM, avec apprentissage indirect. Les re´sultats
sont comparables, voire supe´rieurs a` ceux avec adaptation e´chantillon a` e´chantillon (Fig.
6.3)
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6.1.2 Conception FPGA du module de pre´distorsion
Afin de tester expe´rimentalement le principe e´tudie´ pre´ce´demment, une
imple´mentation FPGA a e´te´ envisage´e. Dans la figure 6.5 on repre´sente
sche´matiquement l’ensemble de la maquette expe´rimentale de pre´distorsion
a` l’e´tude, et sa re´alisation pratique sur la figure 6.6.
Fig. 6.5: Sche´ma d’ensemble de la maquette expe´rimentale de pre´distorsion. A conti-
nuation, nous traiterons la conception du module de pre´distorsion (DPD Core) dans la
FPGA
Le module de pre´distorsion, en charge de re´aliser le traitement sur le
signal a` e´mettre, de´crit par l’e´quation (6.2), a e´te´ imple´mente´ au moyen de
cellules BPC, de la manie`re de´ja` illustre´e dans les figures 4.15 ou 6.1.
Notons que, a` part la fonction principale de pre´distorsion, le FPGA est
aussi en charge d’assurer la liaison avec les convertisseurs D/A et A/D, ainsi
que de communiquer avec le PC en charge de l’adaptation. Par ailleurs, c’est
le FPGA qui fournit au module d’adaptation les donne´es brutes x,y et z a`
partir desquelles on utilise les e´quations (6.5) permettant la de´duction des
contenus des tables LUT. Les principes de cette adaptation ayant e´te´ e´voque´s
dans la section pre´ce´dente, on consacre notre e´tude ici a` l’imple´mentation du
module de pre´distorsion. Par la suite, nous de´voilons la conception du mo-
dule de pre´distorsion, qui est organise´ hie´rarchiquement tel qu’illustre´ dans
la figure 6.7. Le module de pre´distorsion est au plus haut niveau, regroupant
les cellules BPC de base, qui a leur tour sont compose´es d’un multiplicateur
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Fig. 6.6: Re´alisation de la maquette expe´rimentale de pre´distorsion
complexe et d’une me´moire RAM.
Dans la conception que nous proposons, le sche´ma bloc du module de
pre´distorsion au plus haut niveau hie´rarchique correspond a` celui de la
figure 6.8. Le Tableau 6.1 comple`te la figure en de´crivant les signaux en
entre´e/sortie et sa fonctionnalite´.
Les signaux du module de pre´distorsion se rassemblent en deux groupes,
selon sa fonction principale, qui correspondent aussi a` deux domaines
d’horloge diffe´rents :
– Le premier groupe comprend les signaux concerne´s par la
pre´distorsion, au de´bit d’e´chantillonnage, a` savoir, les entre´es/sorties
(I,Q) et les horloges a` la fre´quence d’e´chantillonnage
– Le deuxie`me groupe de signaux ressemble ceux concernant l’e´criture
des tableaux LUT dans chaque BPC : adresses, donne´es, se´lection de
LUT et horloge d’e´criture. C’est a` travers ces signaux donc que les
actualisations des LUT sont e´crites dans chacune des cellules BPC,
inde´pendamment de l’activite´ de pre´distorsion
Dans le niveau hie´rarchique imme´diatement au-dessous, le sche´ma bloc
pour une imple´mentation avec 4 cellules BPC est montre´ dans la figure 6.9.
Un module en entre´e calcule l’adresse associe´e a` chaque e´chantillon pour
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Module de 
prédistorsion
fPD Arrangement de 
cellules BPC
1 cellule BPC = 




Fig. 6.7: Conception hie´rarchique du module de pre´distorsion. L’arrangement des cel-
lules BPC de´pend de fPD. En revanche, les unite´s fonctionnelles au plus haut niveau













Fig. 6.8: Module de pre´distorsion







du signal a` pre´distordre
DACCLK Entre´e
clk















Adresses pour l’e´criture des
LUT gi, ou` la taille de chaque
LUT est de 2N entre´es
STORE DATA Entre´e
32 bit
Donne´es a` e´crire dans les
LUT gi
STORE WR VECTOR Entre´e
M bit
Se´lection parmi les M cel-
lules BPC de la LUT-i
concerne´e par les e´critures




Horloge pour les acce`s aux
LUT en mode e´criture
Tab. 6.1: Bilan des entre´es/sorties du module de pre´distorsion propose´
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les acce`s aux tables LUT ulte´rieures. Le triplet 〈xI , xQ, adresse〉 (n) acce`de
directement a` la premie`re cellule BPC, lie´e a` la fonction g0, qui affecte
l’e´chantillon a` l’instant n. En paralle`le, ce meˆme triplet 〈xI , xQ, adresse〉 (n)
rentre dans un chemin d’e´tapes de de´calage. En sortie de chaque e´tape
de de´calage un triplet 〈xI , xQ, adresse〉 (n − τi) est disponible, lie´ a`
l’ope´ration de la fonction gi. Puis, en sortie des cellules BPC, les additions
des diffe´rentes contributions x(n − τi)gi sont additionne´es et achemine´es
en sortie pour fournir le couple 〈IPDoutSUM,QPDoutSUM〉 (n) qui
correspond au e´chantillon predistordu.
Au niveau le plus bas de la hie´rarchie, le sche´ma de la figure 6.10 re´ve`le
de plus pre`s la structure d’une cellule BPC tel que nous l’avons imple´mente´e
dans ce cas. Afin de compenser le retard d’acce`s a` la me´moire RAM, nous
avons inclus des lignes de de´calage dans le chemin des e´chantillons I et Q
en entre´e de fac¸on a` ce que en entre´e du multiplicateur les gains complexes
s’accordent avec l’e´chantillon a` pre´distordre (a` chaque coup d’horloge).
En pratique, le stockage des gains complexes dans chacune des tables
LUT tire profit de la possibilite´ d’effectuer des e´critures de mots de 32 bits
directement dans la me´moire RAM. Ainsi, tel qu’il est montre´ dans la figure
6.11, chacun des mots enregistre´ dans la table est forme´ a` partir de deux mots
de 16 bits correspondant aux parties re´elle et imaginaire du gain complexe.
Au moment de la lecture, les 16 bits de poids fort s’interpre`tent comme la
partie imaginaire du coefficient de gain, tandis que les 16 bits de poids faible
repre´sentent leur partie re´elle. Bien entendu, nous avons tire´ aussi profit du
type de me´moires RAM avec 2 ports d’acce`s inde´pendants, ce qui e´limine
les possibilite´s de collision entre les processus de lecture d’une part, au de´bit
de l’e´chantillonnage, et d’e´criture d’autre part lors de l’actualisation de la
table.
6.1.3 Re´sultats Expe´rimentaux
On montre dans cette section nos premiers re´sultats de pre´distorsion
avec compensation des effets me´moire. Le module de pre´distorsion a e´te´
imple´mente´ dans le circuit FPGA de la manie`re de´crite pre´ce´demment.
L’adaptation des contenus des tables LUT a e´te´ re´alise´e en diffe´re´, sur un
PC au moyen du logiciel Matlab, d’apre`s les principes propose´s dans l’e´tude
the´orique de la section 6.1.1.
La vue d’ensemble du banc expe´rimental s’accorde tout a` fait avec le
sche´ma de´ja` pre´sente´ dans la figure 6.5. Cette maquette est avantageuse
quand on la compare avec celle pre´sente´e dans la figure 5.11 ou` l’adaptation
s’effectuait directement sur le DSP au lieu du PC. D’un coˆte´, l’utilisation de
Matlab sur PC permet une plus grande souplesse lors de la manipulation des
donne´es. La programmation des algorithmes ainsi que la repre´sentation et
interpre´tation des re´sultats se voient e´norme´ment facilite´es. De l’autre coˆte´,































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 6.9: Arrangement avec 4 cellules BPC au niveau hie´rarchique interme´diaire. A ce
niveau la` sont aussi inclus les e´tapes de de´calage et un module de calcul d’adresses
permettant l’obtention des termes x(n− t)gi(x(n− t)2)













Fig. 6.10: Imple´mentation d’une cellule BPC. Les lignes de de´lai servent a` compenser































Fig. 6.11: Organisation de la table LUT dans chacune des cellules BPC. Les lectures
et e´critures s’effectuent en conside´rant une longueur de mot de 32 bits, chaque mot
e´tant forme´ a` partir de deux fois 16 bits, correspondant aux parties re´elle et imaginaire
du gain complexe
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l’utilisation d’un circuit FPGA surdimensionne´ par rapport a` l’application
a` l’e´tude permet de s’affranchir des contraintes de taille et de ressources li-
mite´es5du dispositif. Ceci facilite enfin les processus de placement et routage
qui ont lieu entre la conception VHDL et l’imple´mentation mate´rielle finale.
Dans une premie`re expe´rience nous avons utilise´ un amplificateur RF
base´e sur le transistor MRF21010 de Freescale, inse´re´ dans un circuit de
de´monstration qui nous a e´te´ donne´e par cette socie´te´, et dont le sche´ma
est montre´ dans la figure 6.12. Les caracte´ristiques en gain et puissance que
nous avons mesure´ au pre´alable sont montre´es dans la figure 6.13. Le gain
est d’environ 12dB et la puissance de saturation en sortie se situe au-dela`























Fig. 6.12: Amplificateur RF base´ sur le transistor MRF21010 de Freescale
Les re´sultats de la line´arisation avec une et deux cellules BPC sont
montre´s dans la figure 6.14, pour la caracte´ristique AM-AM, et sur la figure
6.15 pour les spectres en e´mission. On s’aperc¸oit que l’ajout d’une deuxie`me
cellule BPC permet de re´duire le´ge`rement la dispersion de la caracte´ristique
AM-AM. Par ailleurs, les mesures d’EVM le confirment, passant de 2.7% a`
2.0%. En revanche, par rapport aux performances spectrales en e´mission,
on ne constate pas une diffe´rence significative entre les deux configurations.
Dans les deux cas la re´duction de distorsions hors bande est comparable.
Pour e´prouver ces re´sultats, nous avons refait ces meˆmes expe´riences
avec un autre amplificateur. Il s’agit de l’amplificateur L012 de la socie´te´
5au sens du nombre de multiplicateurs caˆble´s, me´moire RAM disponible,. . .
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Fig. 6.13: Caracte´ristiques Pout(Pin) et Gain(Pin) de l’amplificateur RF de la figure
6.12






























linearized AM/AM w/1 BPC.
linearized AM/AM w/2 BPC.
Fig. 6.14: Caracte´ristique AM-AM line´arise´e avec 1 et 2 cellules BPC, amplificateur
MRF21010 de Freescale
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Fig. 6.15: Spectres compare´s du signal e´mis : sans line´arisation, qu’avec 1 cellule BPC,
et avec 2 cellules BPC ; pour l’amplificateur MRF21010 de Freescale
MPI6, dont on pre´sente les caracte´ristiques en gain et puissance dans la
figure 6.16. Le gain est d’environ 40dB et la puissance de saturation en
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Fig. 6.16: Caracte´ristiques Pout(Pin) etGain(Pin) de l’amplificateur L012 de la socie´te´
MPI
En comparant la caracte´ristique AM-AM de cet amplificateur avec celle
de l’amplificateur pre´ce´dent, avec un signal large bande en entre´e, on
constate une nette diffe´rence en termes de dispersion. En nous rapportant
6Microwave Power Inc.
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a` la figure 6.17, on constate que la dispersion dans le cas MPI est beau-
coup plus remarquable que dans le cas de l’amplificateur de Freescale teste´
pre´ce´demment. On attribue cette dispersion aux effets me´moire de l’ampli-
ficateur, qui se manifesteraient de manie`re plus remarquable sur l’amplifica-
teur MPI. Ceci nous donne donc une bonne opportunite´ de tester le syste`me
de pre´distorsion sous des conditions plus se´ve`res.
En effet, les re´sultats de la pre´distorsion le confirment, tel qu’il est
montre´ dans la figure 6.18, pour la caracte´ristique AM-AM. On constate
que l’utilisation d’une seule cellule BPC permet de line´ariser la re´ponse
AM-AM, mais ne permet pas d’ame´liorer la re´ponse en termes de disper-
sion : l’EVM est d’environ 5.0%. Dans ce cas, l’utilisation de quatre cellules
BPC a e´te´ ne´cessaire pour atteindre un meˆme niveau d’EVM que les mesures
pre´ce´dentes (2.0%). Cette ame´lioration de l’EVM est lie´e a` une re´duction de
la dispersion de la caracte´ristique AM-AM, qu’on appre´cie nettement dans
la meˆme figure 6.18.
Nous comparons dans le tableau 6.2 les releve´s des EVMmoyens, pour les
deux amplificateurs teste´s, en fonction du nombre de cellules BPC de´ploye´es
pour contrer les effets me´moire. La manifestation des effets me´moire est bien
diffe´rente entre les deux amplificateurs, et ainsi l’est aussi la configuration
du module de pre´distorsion qui convient a` l’obtention d’un certain niveau
de performances (d’EVM dans ce cas : 2 ou 4 cellules BPC).
Les spectres dans la figure 6.19 re´ve`lent que le fait d’utiliser 4 cellules
BPC pour la pre´distorsion permet aussi l’ame´lioration de l’ACPR lors qu’on
e´tablit la comparaison entre le cas sans line´arisation ou le cas sans compen-
sation d’effets me´moire (1 BPC seulement).
EVM (%)
Configuration du module de pre´distorsion
sans DPD 1 BPC 2 BPC 4 BPC
MRF 21010 3.5 2.7 2.0 -
MPI L0102 5.5 5.0 - 2.0
Tab. 6.2: EVM moyens, pour les deux amplificateurs teste´s, en fonction du nombre de
cellules BPC de´ploye´es pour contrer les effets me´moire
En re´sume´, nous avons pu constater le bon fonctionnement du prin-
cipe de´veloppe´ dans l’e´tude the´orique pre´alable. Nous avons constate´ que
les deux chaˆınes amplificatrices pre´sentent diffe´rentes caracte´ristiques par
rapport aux effets me´moire, ce qui conditionne dans chaque cas particulier
le dimensionnement du module de pre´distorsion permettant d’atteindre un
certain seuil de qualite´ du signal en e´mission. En termes d’imple´mentation,
la conception et la scalabilite´ du module de pre´distorsion se voient facilite´es
graˆce a` l’utilisation de structures de cellules BPC.
Plus ge´ne´ralement, nous pouvons aussi conclure que les effets me´moire
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Chain#1 and Chain#2 AM/AM transfer function
ideal
measured AM/AM chain 1
measured AM/AM chain 2
MRF
MPI
Fig. 6.17: Caracte´ristique entre´e/sortie des amplificateurs utilise´s lors des tests
expe´rimentaux, avec un signal large bande en entre´e






























linearized AM/AM w/1 BPC.
linearized AM/AM w/4 BPC.
Fig. 6.18: Caracte´ristique AM-AM line´arise´e avec 1 et 4 cellules BPC, amplificateur
MPI
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Fig. 6.19: Spectres compare´s du signal e´mis : sans line´arisation, qu’avec 1 cellule BPC,
et avec 4 cellules BPC ; pour l’amplificateur MPI
dans les deux cas d’e´tude se manifestent plutoˆt en termes d’EVM, dans
le domaine temporel, qu’en termes d’ACPR, dans le domaine fre´quentiel :
l’ajout de fonctionnalite´s de filtrage (un plus grand nombre de cellules BPC)
permet d’ame´liorer davantage les performances en EVM. Cependant, les
performances en ACPR sont relativement inde´pendantes des capacite´s de
compensation des effets me´moire ou pas du module de pre´distorsion.
6.2 Pre´distorsion NARMA avec adaptation LS
diffe´re´e
Dans cette section nous de´crivons une me´thode de pre´distorsion originale
base´e sur une approche d’estimation de l’amplificateur, puis inversion. L’ori-
ginalite´ principale provient du fait que la fonction de pre´distorsion pre´sente
ici une structure re´cursive, d’ou` son nom NARMA.
La mode´lisation d’amplificateurs RF au moyen de mode`les de´rive´s du
mode`le ge´ne´rale de Volterra fait appel a` des syste`mes LTI en association avec
des fonctions non-line´aires. Tel est le cas, comme on a vu, pour les mode`les
memory polynomials, Wiener, Hammerstein, ou W-H. Ainsi, il ne paraˆıt
gue`re e´tonnant de faire appel a` des structures LTI re´cursives, du type IIR7
pour la mode´lisation d’amplificateurs RF. Les auteurs dans [CCM+98a] ou
7Infinite Impulse Response = Re´ponse Impulsionnelle Infinie
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[DOB06], reportent comment l’utilisation de structures re´cursives permet,
soit ame´liorer la qualite´ du mode`le, soit re´duire le nombre de parame`tres
a` estimer, en comparaison avec les mode`les base´s sur des structures non-
re´cursives.
Or, l’application de structures re´cursives pour effectuer la pre´distorsion
a e´te´ moins e´tudie´e, possiblement a` cause des instabilite´s potentielles de ce
genre de syste`mes et des difficulte´s d’imple´mentation. Dans la me´thodologie
de pre´distorsion base´e sur le mode`le (cf. section 4.5, page 105), on a
justement besoin de disposer d’un bon mode`le d’amplificateur a` partir
duquel de´river la fonction de pre´distorsion bien adapte´e, ou` le bon mode`le
serait celui pre´sentant les caracte´ristiques suivantes :
– Qualite´ : Le mode`le reproduit bien les effets non line´aires ainsi
que les effets me´moire de l’amplificateur. Les structures re´cursives le
permettent, et ceci avec un nombre de parame`tres relativement re´duit
– Facilite´ d’estimation : Les parame`tres du mode`le sont relativement
faciles a` obtenir, en termes de couˆt computationnel, contraintes sur
l’observation de ses entre´es/sorties, . . .. On a vu que les mode`les avec
arrangements line´aires de parame`tres agissant sur des combinaisons
non-line´aires du signal en entre´e, dont le mode`le NARMA, pre´sentent
cette caracte´ristique de´sirable, comme on le verra ensuite
– Etre inversible : Dans le but de line´ariser par pre´distorsion. Le
mode`le doit permettre de rendre une fonction de pre´distorsion qui
soit, en premie`re instance, faisable, et qui pre´sente un couˆt computa-
tionnel le plus re´duit possible. Nous montrerons comment l’obtention
de fPD a` partir du mode`le NARMA de l’amplificateur est directe.
Enfin, cette fonction de pre´distorsion doit elle-meˆme pre´senter les
deux qualite´s pre´ce´dentes, par rapport a` la qualite´ de la line´arisation
et facilite´ d’estimation de ses parame`tres. Dans le cas d’un mode`le ou
structure de fPD re´cursif, la question de la stabilite´ se pose donc au
moment de la faisabilite´. Cette proble´matique a e´te´ aussi e´tudie´e et
contourne´e pour le cas NARMA.
Les origines des fondements the´oriques remontent aux travaux de pure
mode´lisation d’amplificateurs RF mene´s principalement par G.Montoro,
P.L.Gilabert et E.Bertran a` l’UPC, avec qui nous avons e´tabli un lien
de recherche tre`s e´troit. La synergie qui s’est produite, ou` les atouts
the´oriques de l’e´quipe UPC se sont tre`s bien comple´te´s par nos compe´tences
expe´rimentales, a permis d’aboutir aux re´sultats qu’on pre´sentera un peu
plus loin. Avant cela, nous pre´sentons et formalisons les principes de ce
linearisateur.
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6.2.1 Le mode`le NARMA pour amplificateurs RF
Comme pre´alable a` la pre´distorsion, un mode`le NARMA de l’ampli-
ficateur est d’abord pose´, comme illustre´ dans la figure 6.20. La relation
entre´e/sortie peut s’exprimer alors comme :
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Fig. 6.20: Sche´ma bloc ge´ne´ral d’une structure NARMA en accord avec l’e´quation
(6.6)
ou` fˆi et gˆj sont des fonctions non line´aires et τi et τj les de´lais associe´s aux
termes i,j les plus contributifs au mode`le (cf. 6.1.1, page 159). La proce´dure
d’estimation des fonctions fˆi et gˆj par le biais de l’algorithme LS sera traite´
un peu plus loin. Supposons a` ce stade que ces fonctions sont connues.
Une des principales faiblesses des structures re´cursives est la question
de la stabilite´. Dans le but de garantir la stabilite´ du mode`le NARMA, un
test de stabilite´ base´ sur la the´orie du faible gain8 a e´te´ de´veloppe´ [GMC06].
En bref, le test consiste a` s’assurer que les fonctions re´cursives non line´aires
sont borne´es par une certaine norme (e´nergie). La condition suffisante qui
assure la stabilite´ du syste`me dans (6.6) est donne´e par
N∑
i=1
γ {gˆi} < 1 (6.7)
ou` γ {gˆi} repre´sente la borne de la norme 2 de chacun des termes gˆi.
6.2.2 De´duction de fPD a` partir du mode`le NARMA
A partir des fonctions fˆi et gˆj qui de´crivent le mode`le NARMA il est
possible de de´duire son inverse, fPD, comme il est montre´ par la suite.
8small gain theory [DV75]
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Rapportons nous au sche´ma bloc du syste`me complet avec pre´distorsion,
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nx
Adaptation
    ji gf ˆ,ˆ
Prédistorsion
    ji gf ˆ,ˆ
Fig. 6.21: Sche´ma bloc fonctionnel du syste`me avec pre´distorsion, estimation, et am-
plificateur
Constatons d’abord que, en fin de compte, la pre´distorsion n’est que la
transformation y = fPD(x) qui fera que z = gPA(y) = x. Trouvons donc a`
partir de l’expression du mode`le dans (6.6) quelle est la valeur ne´cessaire y




























D’apre`s (6.9), la de´duction de fPD se re´duit a` deux identifications :
celle des fˆi et gˆj du mode`le, et ensuite celle de la fonction fˆ−10 . Les deux
identifications peuvent s’effectuer au moyen d’une solution LS.
Admettons que les fonctions fˆi et gˆj sont de´finies au moyen de polynoˆmes
complexes :
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fˆi(y(k − τi)) =
P∑
p=0
αpiy(k − τi) |y(k − τi)|p
gˆj(z(k − τj)) =
P∑
p=0
βpjz(k − τj) |z(k − τj)|p
(6.10)
Avec P l’ordre des polynoˆmes, αpi et βpi les coefficients complexes, avec
i = [0, 1, . . . , N ], j = [1, . . . , D] et τ0 = 0.
L’estimation du mode`le, et donc de fˆi et gˆj , ne´cessite logiquement l’ob-
servation des signaux en entre´e et sortie de l’amplificateur. Admettons aussi
qu’on dispose de L couples d’e´chantillons en bande de base, qui corres-
pondent a` l’entre´e/sortie de l’amplificateur, correctement synchronise´es :
~y = [y(0), y(1), . . . , y(L− 1)] et ~z = [z(0), z(1), . . . , z(L− 1)].








zpiNL(0), · · · , zpiNL(L− 1)
]T (6.11)
ou` on a de´fini :
ypiNL(n) = y(n− τi) |y(n− τi)|p
zpiNL(n) = z(n− τi) |z(n− τi)|p
(6.12)
Les vecteurs (6.11) se combinent line´airement avec les parame`tres a` es-
timer, permettant finalement d’exprimer (6.6) comme :
~z = Q~δ (6.13)
ou`Q =
(
~y00NL, . . . , ~y
P0
NL, . . . , ~y
0N




NL, . . . , ~z
P1
NL, . . . , ~z
0D




est la matrice des combinaisons non line´aires des signaux, et ~δ le vecteur de
parame`tres a` estimer :
~δ = (α00, . . . , αP0, . . . , α0N , . . . , αPN ,−β01, . . . ,−βP1, . . . ,−β0D, . . . ,−βPD)
Enfin, la solution LS pour (6.13) est donne´e par
~δ = (QHQ)−1QH~z (6.14)
Apre`s avoir estime´ les fonctions fˆi et gˆj , le test de stabilite´ dans (6.7)
peut-eˆtre effectue´. S’il est satisfaisant, l’obtention de fˆ−10 a` partir de (6.9)
peut eˆtre obtenue de la meˆme manie`re LS.
Cette me´thodologie permet obtenir directement fPD, sans apprentissage
indirect, mais a` partir du mode`le NARMA de l’amplificateur (6.6). Comme
pre´alable a` l’imple´mentation mate´rielle de ces approches, nous avons ve´rifie´
la justesse des raisonnements pre´ce´demment de´crits sous l’entourage de si-
mulation OFDM avec le mode`le d’amplificateur W-H habituel (Figure 6.2).
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La figure 6.22 montre l’e´volution des parame`tres EVM et ACPR pour trois
configurations diffe´rentes de (6.9) :
– D=0 et N=0 ⇒ pre´distorsion sans compensation d’effets me´moire
– D=3 et N=0 ⇒ pre´distorsion sans termes re´cursifs
– D=3 et N=3 ⇒ pre´distorsion avec termes re´cursifs et non-re´cursifs
ou`, a` partir de lots de donne´es y et z en entre´e/sortie de l’amplificateur,
les fonctions fˆ−10 , fˆi et gˆj dans chacun des trois cas d’e´tude ont e´te´ obtenues
selon la me´thodologie de´crite par (6.9)-(6.13).

























Fig. 6.22: Convergence de l’algorithme LS-NARMA. Estimation a` partir de lots
de donne´es, sous un signal OFDM, et diffe´rentes configurations du module de
pre´distorsion : sans compensation d’effets me´moire, pre´distorsion sans termes re´cursifs,
et pre´distorsion avec termes re´cursifs et non-re´cursifs
Plusieurs faits sont a` remarquer dans la figure 6.22, a` comparer avec le
comportement observe´ pre´ce´demment pour la predistorsion memory polyno-
mials avec adaptation LMS dans les figures 6.3 ou 6.4 dans la page 164 :
1. Ici, la convergence est ”instantane´e” ou presque : de`s le premier sym-
bole/pas de l’ite´ration, l’e´volution des valeurs d’EVM et ACPR se
stabilise, du fait d’utiliser l’estimation LS
2. Le cas sans me´moire (N = D = 0) ne permet d’atteindre que de
pauvres performances en EVM, qui sont cependant consistantes avec
celles e´tudie´es dans les figures 6.3 ou 6.4
3. La compensation des effets me´moire dans le cas NARMA se re´ve`le
beaucoup plus performante que dans le cas pre´ce´dent memory polyno-
mials, et ceci avec un nombre re´duit de fonctions non line´aires engage´es
(3 et 6 ici, versus 2 et 8). Ceci est duˆ a` la finesse de l’estimation LS
4. On ne peut pas dire que pour ce mode`le particulier d’amplificateur
l’utilisation des capacite´s re´cursives (D = 3 et N = 3) procure une
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ame´lioration tre`s nette des performances par rapport au cas non
re´cursif (D = 3 et N = 0) : l’EVM est proche du 0% dans les deux cas.
En tout cas, nous constatons la faisabilite´ et le bon fonctionnement de
cette topologie re´cursive pour le module de pre´distorsion, et nous nous pro-
posons d’entamer la re´alisation expe´rimentale de ce principe NARMA-LS
Mentionnons que le cœur du simulateur ici conc¸u et utilise´ a e´te´
distribue´ parmi les participants du projet europe´en TARGET.
6.2.3 Conception FPGA : Re´cursivite´
Le meˆme flot de conception que dans la figure 6.7 a e´te´ applique´ pour
l’imple´mentation du module de pre´distorsion, de´crit par l’expression (6.9)
dans ce cas. D’ailleurs, cette imple´mentation est incre´mentale par rapport
a` la pre´ce´dente lors qu’on compare (6.9) contre (6.1) et qu’on utilise des
cellules BPC. En effet, la partie non re´cursive dans (6.9) permet a` nouveau
une description directe au moyen de cellules BPC tout comme dans (6.2)
qu’on avait obtenu a` partir de (6.1). La nouveaute´ dans le cas NARMA est
l’ajout de la partie re´cursive. Cette partie peut aussi eˆtre exprime´e en termes
de cellules BPC.
La de´composition de (6.9) a` partir de l’expression des fonctions fˆi et gˆj
sous forme polynomiale telle qu’elle a e´te´ introduite dans (6.10) est donne´e
par :


























y (n− τN ) ·
[
α0N + α1N |y (n− τN )|+ · ·+αPN |y (n− τN )|P
]
︸ ︷︷ ︸
LUT f̂N=f˜N (|y(n−τN )|)

(6.15)
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de manie`re a` ce que l’arrangement de cellules BPC du module de
pre´distorsion ainsi de´crit prenne la forme qui est montre´e dans la figure 6.23.
A nouveau, voyons les similitudes par rapport au module de pre´distorsion





































Fig. 6.23: Imple´mentation du module de pre´distorsion NARMA au moyen de cellules
BPC. Les valeurs des LUT s’obtiennent a` partir de (6.15)
Or, meˆme si l’utilisation de cellules BPC nous a facilite´ le processus de
conception dans le FPGA, une difficulte´ d’imple´mentation apparait a` cause
de la nature re´cursive de cette structure de calcul. Ceci est duˆ aux latences
ou retards lors des calculs associe´s a` l’ope´ration de n’importe quelle cellule
BPC, a` savoir : un acce`s en me´moire, un produit complexe et une addition
avec le re´sultat de la cellule adjacente.
Lors d’une ope´ration synchrone, souhaitable par souci de de´bit de
donne´es et robustesse de l’application, quand divers chemins du signal
existent dans une structure de calcul, le temps d’exe´cution total est au
moins e´gal au temps d’exe´cution du chemin le plus lent, qui est celui qui
ne´cessite le plus grand nombre de cycles d’horloge. Pre´cisons les latences
pre´sentes dans une cellule BPC inse´re´e dans une structure non re´cursive
dans la figure 6.24. Les chemins rapides doivent attendre les chemins plus
lents, et la latence totale est celle du chemin le plus lent. En l’occurrence,
la sortie se correspond a` l’e´chantillon y(n−A−B − S), ou`
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– A fait re´fe´rence a` la latence du calcul d’adresses9
– B est la latence d’une cellule BPC
– S est la latence associe´ aux sommes des re´sultats partiels
Dans un cas non re´cursif, les latences se traduisent tout simplement
en un retard entre´e/sortie qui vaut A − B − S cycles d’horloge, graˆce a`
l’imple´mentation paralle´lise´e. Lorsque le pipeline est plein, apre`s ce de´calage,
































Fig. 6.24: Latences dans une structure non re´cursive
Ces principes s’appliquent au cas re´cursif, tel qu’il est montre´
sche´matiquement dans la figure 6.25, ou` par souci de simplicite´, seulement
les retards sont affiche´s et non les structures de calcul concerne´s. Or,
les latences a` partir de la sortie ne pouvant pas eˆtre compense´es, ceci
impose un retard minimum a` la re´cursivite´, qui correspond dans ce cas a`
2A + 2B + S e´chantillons. Ainsi, la valeur minimum du retard τi,1 dans la
partie re´cursive est donne´e justement par τi,1 = 2A + 2B + S, ce qui est a`
prendre en compte au moment de re´aliser l’estimation de l’amplificateur.
Une e´ventuelle solution a` cette contrainte du de´lai minimum possible
est celle d’augmenter les fre´quences d’horloge des sous-blocs contribuant
aux latences. Une autre solution, plus e´le´gante, serait celle d’utiliser une
structure du type look-ahead [MB07]. Une telle structure s’obtient a` partir
de la manipulation de l’e´quation de re´cursivite´, de manie`re a` faire intervenir
explicitement des retards lointains, c’est-a`-dire :
si :
9Exprime´e en nombre de cycles d’horloge, horloge qui tourne a` la fre´quence de
l’e´chantillonnage. Tous les instants n, n+1, . . ., un nouvel e´chantillon rentre dans le module
de pre´distorsion



















Fig. 6.25: Latences dans une structure NARMA re´cursive simplifie´e
y(n) = f(x(n), y(n− 1)),
alors, moyennant l’ajout de latences, et faisant appel a` l’expression
pre´ce´dente :
y(n+ 1) = f(x(n+ 1), y(n)) = f(x(n+ 1), f(x(n), y(n− 1)))
Cette approche ne s’ave`re pas pratique dans notre cas ou` les coeffi-
cients ne sont pas fixes mais des fonctions non line´aires. Il en re´sulterait
une imple´mentation beaucoup plus complexe et, surtout, rendrait une topo-
logie peu ge´ne´rale et taille´e sur mesure selon les attributs particuliers de D
et N dans (6.9) pour chaque imple´mentation.
6.2.4 Re´sultats Expe´rimentaux
Nous avons effectue´ des tests avec diffe´rents types de signaux, pre´sentant
diffe´rentes largeurs de bande et caracte´ristiques statistiques, dans le but
d’e´tudier la de´pendance de fPD en fonction du signal spe´cifique, et donc la
robustesse de fPD face a` des changements du type de signal e´mis.
Ainsi, nous avons utilise´ des signaux avec des largeurs de bande dans la
plage 5 a` 20MHz, avec mesures de PAPR comprises dans la plage 5 a` 10
dB. Nous avons voulu recre´er des scenarios repre´sentatifs des syste`mes de
communication actuels, du type DVB-T, WiMAX ou WCDMA (cf. tableau
2.1, a` la page 23). En pratique les signaux de test a` e´mettre ont e´te´ cre´e´s a`
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partir de bruit gaussien filtre´ pour obtenir des PAPR e´leve´s, ou au moyen
de modulations QAM qui fournissent des valeurs de PAPR infe´rieures.
Dans les expe´riences qu’on de´crit par la suite nous avons utilise´ comme
e´tage finale d’amplification un amplificateur RF base´ sur le transistor
MRF7S21170 de Freescale, inse´re´ dans un circuit de de´monstration qui nous
a e´te´ donne´ par cette socie´te´, et dont le sche´ma et le layout circuit sont
montre´s dans la figure 6.26. Les caracte´ristiques en gain et puissance que
nous avons mesure´es au pre´alable sont montre´es dans la figure 6.27. Le gain
est d’environ 14dB et la puissance de saturation en sortie se situe au dela`
des 170W, soit 52 dBm, pour une porteuse de 2.1GHz.
MRF7S21170H






































Fig. 6.26: Amplificateur RF base´ sur le transistor MRF7S21170 de Freescale : sche´ma
du circuit et layout
La chaˆıne amplificatrice se comple`te avec l’amplificateur base´ sur le
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Fig. 6.27: Caracte´ristiques Pout(Pin) et Gain(Pin) de l’amplificateur RF de la figure
6.26
MRF21010 qu’on a traite´ pre´ce´demment, agissant comme pre´amplificateur.
Afin de garantir que la saturation ne se produit pas au niveau du
pre´amplificateur, une e´tape d’atte´nuation a e´te´ inse´re´e entre les deux am-
plificateurs. Des proce´dures de calibration et d’e´limination des offsets DC
ont e´te´ aussi mene´es, et il a e´te´ ve´rifie´ que les composants dans la boucle de
retour ne de´gradaient pas significativement les performances du syste`me de
pre´distorsion.
Essais ge´ne´raux
Dans un premier temps, nous avons entame´ une premie`re suite de me-
sures sans se focaliser sur un standard de communication particulier, ou
une configuration de´termine´e du module de pre´distorsion (i.e. re´cursif ou
pas, nombre de cellules BPC, etc). Ainsi, nous avons dispose´ d’un signal de
20MHz de largeur de bande et PAPR de 10dB, avec une puissance moyenne
en sortie de 12W, soit presque 41dBm. La figure 6.28 montre le spectre en
e´mission d’un tel signal dans 3 cas :
– sans pre´distorsion
– avec pre´distorsion sans compensation des effets me´moire
– avec compensation des effets me´moire (3 BPC non re´cursifs, dans ce
cas)
Dans le domaine temporel, la caracte´ristique AM-AMmesure´e dans cette
meˆme situation est montre´e dans la figure 6.29. La compensation des effets
me´moire au moyen de plusieurs BPC permet de re´duire davantage les dis-
torsions hors bande, ainsi que la dispersion sur la caracte´ristique AM-AM,
lorsqu’on compare au cas de la pre´distorsion sans compensation des effets
me´moire. Pour la meˆme fPD, l’utilisation d’un signal QAM nous permet de
relever un diagramme de constellation comme celui de la figure 6.30. Les
mesures d’EVM associe´s sont de 12, 8 et 4 % dans le cas sans pre´distorsion,
avec pre´distorsion 1BPC et avec pre´distorsion 3BPC, respectivement.
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Fig. 6.28: Spectre du signal 20MHz, 10dB PAPR, 12W : sans pre´distorsion, avec
pre´distorsion sans compensation des effets me´moire, et pre´distorsion avec 3BPC





























Fig. 6.29: Caracte´ristiques AM-AM mesure´es : sans pre´distorsion, avec pre´distorsion
sans compensation des effets me´moire, et pre´distorsion avec 3BPC















Fig. 6.30: Constellation 16-QAM mesure´e : sans pre´distorsion, avec pre´distorsion sans
compensation des effets me´moire, et pre´distorsion avec 3BPC. Les EVM associe´s sont
du 12, 8, et 4 %, respectivement
Ces expe´riences renforcent l’ide´e de´ja` e´voque´e que la pre´distorsion sans
compensation des effets me´moire n’est pas suffisante. A partir de ce constat,
nous consacrons notre e´tude a` la comparaison de diffe´rents arrangements
du module de pre´distorsion NARMA avec compensation des effets me´moire.




– 2BCP-FIR + 1BPC-IIR
Les niveaux d’EVM mesure´s ont e´te´ similaires dans les trois cas, d’envi-
ron 4%. En termes d’ACPR, tel qu’il est montre´ dans la figure 6.31, on peut
observer des ame´liorations entre les cas 2 et 3 BPC. Parmi ce dernier cas,
les performances spectrales se voient encore ame´liore´es lors qu’on utilise un
e´le´ment BPC-IIR re´cursif.
Le long de nos expe´riences, nous avons trouve´ que, du point de vue de
la robustesse de la pre´distorsion, il est inte´ressant d’identifier les parame`tres
de fPD avec des signaux large bande, et statistiquement riches, au sens d’un
PAPR e´le´ve´. L’entraˆınement de fPD avec un tel type de signal permet un
maintien des performances lorsqu’un signal a` largeur de bande plus re´duite
est applique´. Nous avons re´alise´ cette expe´rience au laboratoire. Dans la
10Dore´navant, on appellera BPC-FIR les cellules BPC associe´es aux fonctions ĝj du
module de pre´distorsion, non re´cursives. De manie`re e´quivalente, nous de´signerons par
BPC-IIR les cellules associe´es aux fonctions f̂i, dans la partie re´cursive du module de
pre´distorsion. Il est sous-entendu que la cellule BPC associe´ a` fˆ−10 est toujours active, et
est diffe´rente des cellules BPC-FIR ou BPC-IIR (cf. Fig 6.23)
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Fig. 6.31: Comparaison de diffe´rents arrangements du module de pre´distorsion.
Spectres du signal apre`s line´arisation : avec 2BPC-FIR, 3BPC-FIR et 2BCP-FIR +
1BPC-IIR. La configuration re´cursive permet re´duire davantage les distorsions hors
bande
figure 6.32 ils sont montre´s les spectres de diffe´rents signaux RF, avec des
largeurs de bande de 20, 12, et 8 MHz. A gauche, sans compensation des
effets me´moire, et a` droite avec compensation des effets me´moire 2BCP-FIR
+ 1BPC-IIR. Dans les deux cas, l’obtention de fPD a e´te´ re´alise´e avec le
signal de 20MHz : a` nouveau on constate que le fait de compenser les effets
me´moire se traduit par des performances spectrales ame´liore´es, meˆme sans
entraˆınement spe´cifique pour chaque type de signal.
La re´ciproque ne marche pas : l’entraˆınement de fPD avec un certain
signal ne permet pas garantir les performances lorsqu’un signal a` largeur
de bande plus ample sera applique´. On constate donc une de´pendance de
fPD avec le type de signal, mais d’une manie`re hie´rarchique par rapport a`
la largeur de bande, ce qui fournit une recette a` la question : quand est-il
envisageable d’actualiser fPD ?. Ceci est un aspect a` prendre en compte dans
les e´metteurs multi porteuses ou dans les standards de communication qui
permettent des largeurs de bande en e´mission variables, tel le WiMAX.
Test WCDMA
En guise de re´capitulatif des expe´riences, nous avons conside´re´ le cas de
la line´arisation d’une porteuse WCDMA. A cet effet, nous avons estime´ fPD
avec un signal large bande, de 10MHz, comme celui dans la figure 6.31, et
ceci pour diffe´rentes configurations du module de pre´distorsion :
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Fig. 6.32: Robustesse de la pre´distorsion face a` la largeur de bande du signal. A gauche,
pre´distorsion sans compensation des effets me´moire. A droite, avec compensation des
effets me´moire 2BCP-FIR + 1BPC-IIR
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– Pre´distorsion sans compensation des effets me´moire (1BPC : fˆ−10 )
– 2BPC-FIR
– 3BPC-FIR
– 2BPC-FIR + 1BPC-IIR
Apre`s initialisation/entraˆınement pour chacune des configurations, les
contenus des tables LUT associe´es a` fPD sont stocke´s, de manie`re a` pouvoir
les re´cupe´rer rapidement lors des mesures par la suite. Nous avons releve´
les niveaux d’ACPR et l’EVM pour un signal type WCDMA, de 5MHz de
largeur de bande et 8 dB de PAPR, avec les re´sultats montre´s dans le Tableau
6.3, pour les diffe´rentes configurations propose´es tout a` l’heure et avec les
fPD correspondants. Nous ajoutons sur le tableau une entre´e correspondant
au cas back-off, sans line´arisation, qui fournit la meˆme puissance en sortie.
En comple´ment au Tableau 6.3, la figure 6.33 montre les spectres en e´mission
pour l’ensemble des configurations e´tudie´es.
Du point de vue de l’EVM, la pre´distorsion avec compensation des ef-
fets me´moire permet d’ame´liorer nettement les performances. En termes
d’ACPR, le fait d’utiliser 3 cellules BPC permet d’ame´liorer les performances
qu’on obtient avec 2 cellules BPC. De plus, a` nombre e´gal de cellules BPC,







-38.5 dB -38.0 dB 23 %
1BPC
(Memoryless)
-39.5 dB -38.6 dB 10 %
3 BPC
(2 FIR)
-41.0 dB -40.1 dB 3 %
4 BPC
(3 FIR)
-45.0 dB -43.1 dB 3 %
4 BPC
(2 FIR + 1 IIR)
-46.3 dB -45.4 dB 3 %
Tab. 6.3: ACPR et EVM mesure´s pour une porteuse WCDMA, pour diffe´rentes configu-
rations du module de pre´distorsion. Pout = 40.8dBm (12W). La figure 6.33 correspond
a` ces mesures
Notes pratiques a` propos de l’adaptation
Nous avons traite´ la conception et l’imple´mentation du module de
pre´distorsion dans la FPGA, avec les re´sultats montre´s plus haut. Nous






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 6.33: Spectres en e´mission pour un signal WCDMA et diffe´rentes configurations
du module de pre´distorsion : sans pre´distorsion et avec pre´distorsion ; et ceci avec et
sans compensation des effets me´moire. A noter comment la configuration re´cursive
(2BPC-FIR+1BPC-IIR) surpasse les performances des autres configurations
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sommes expresse´ment passe´ a` coˆte´ du sujet de l’adaptation, qui sera traite´
dans cette section.
Les principes permettant l’estimation LS de fPD a` partir du mode`le
NARMA ont de´ja` e´te´ en de´crits (cf. page 179). Cette formalisation fournit
un me´canisme puissant pour de´river les fonctions polynomiales constitutives
de fPD a` partir de blocs de donne´es en bande de base des entre´es/sorties
de l’amplificateur. Le remplissage des tables LUT a` partir de ces fonctions
a e´te´ aussi de´taille´.
Or, en raison du PAPR e´leve´ des signaux utilise´s dans notre e´tude, la
probabilite´ de pic est faible, et l’estimation de la caracte´ristique de l’am-
plificateur pour les fortes amplitudes s’ave`re difficile, d’autant plus que les
capacite´s d’observation du prototype sont limite´es a` des lots de donne´es y et
z de 2048 e´chantillons maximum. Il se peut que l’information contenue dans
un registre de donne´es tellement re´duit ne soit pas assez comple`te pour me-
ner une estimation robuste et fiable. Bien entendu, cette question ne se pose
pas dans un environnement avec capacite´s d’acquisition e´tendues, au moyen
d’analyseurs de spectres ou oscilloscopes avec capacite´s d’enregistrement qui
peuvent fournir de longs registres de donne´es [LBG06, KCSK06, MMK+06],
et ou` l’estimation se fait sans aucun type de contrainte mate´rielle.
Plus pre´cise´ment, l’estimation LS des coefficients polynomiaux lorsque
les donne´es disponibles ne couvrent pas toute la plage dynamique de l’ampli-
ficateur, mais seulement une re´gion de faible-moyenne amplitude, est sous-
de´termine´e, dans le sens qu’il n y a pas de certitude que le re´sultat de l’esti-
mation soit fiable au-dela` des amplitudes faibles-moyennes. Nous pre´cisons
cette proble´matique dans la figure 6.34. A gauche, l’estimation de la ca-
racte´ristique AM-AM polynomiale sous-de´termine´e fournit une estimation
fausse pour les fortes amplitudes. A droite, la disponibilite´ d’observations
couvrant toute la plage dynamique fournit une estimation beaucoup plus
fiable.






















Fig. 6.34: Proble`me de l’exhaustivite´ des donne´es. Estimation a` partir d’une feneˆtre
d’observation incomple`te, a` gauche, et estimation a` partir d’un ensemble complet d’ob-
servations, a` droite
Il est clair que cette sous-de´termination est a` e´viter, car elle peut
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eˆtre a` l’origine de comportements faux, voire dangereux, du module de
pre´distorsion, du moment ou` le signal a` e´mettre de´passera la feneˆtre
d’observabilite´ a` partir de laquelle l’estimation a e´te´ mene´e, acce´dant a` des
valeurs dans les tables LUT qui sont fausses. Ainsi, on a duˆ inclure des
me´canismes de robustesse lors de l’estimation LS des parame`tres de fPD.
En pratique, nous avons :
– Mene´ une proce´dure d’adaptation se´lective, en fonction de la perti-
nence des observations
– Inclus un de´gre´ de me´moire (re´cursivite´) dans l’adaptation
Dans la figure 6.35 l’organigramme illustrant le flot d’e´ve´nements lors de
l’adaptation est repre´sente´. Nous commentons cette proce´dure par la suite.
Fig. 6.35: Organigramme du flot d’e´ve´nements lors de l’adaptation : adaptation
se´lective et re´cursivite´
Pour ce qui est de l’adaptation se´lective, nous n’avons pris en compte que
les lots de donne´es pre´sentant des valeurs d’entre´e a` l’amplificateur au-dela`
d’un certain seuil. Au contraire, les lots de donne´es pre´sentant des valeurs
au-dessous du seuil sont rejete´s, et l’adaptation ne s’effectue pas. Quand
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un nouvel lot de donne´es est disponible, le processus se´lectif recommence.
De cette manie`re, on garantit que la partie forte amplitude est incluse, et
l’estimation se re´alise a` partir d’observations suffisamment comple`tes, au
sens que la feneˆtre d’observation couvre une grand partie de la plage dyna-
mique de l’amplificateur. Cette me´thode permet d’ame´liorer la qualite´ et la
robustesse des estimations.
Le seuil de de´cision peut s’ajuster dynamiquement au fil du temps, dans
le but d’e´tablir un compromis entre la fre´quence et la robustesse de l’ac-
tualisation. En effet, un seuil bas diminue les chances de re´jection, mais au
risque de la sous-de´termination. Un seuil trop e´leve´e re´sulte en un taux de
re´jection aussi e´leve´, ce qui reporte l’estimation.
En ce qui concerne la re´cursivite´, il est a` noter que l’estimation LS
ne conside`re pas de conditions initiales (6.14), c’est-a`-dire, l’ensemble de
donne´es observe´es rend une estimation qui ne de´pend que de ces donne´es, et
non pas des estimations pre´ce´dentes. Aucune information des e´tats passe´s
n’est explicitement introduite. Lorsqu’on conside`re les capacite´s d’observa-
tion limite´es de notre prototype, il se peut que les donne´es enregistre´es ne
soient pas statistiquement repre´sentatives, ce qui produirait une estimation
peu fiable. Pour e´viter cette situation, nous avons introduit un degre´ de
re´cursivite´ en calculant l’estimation au moyen d’une somme ponde´re´e entre
l’estimation pre´sente et l’estimation passe´e.
Par rapport a` la figure 6.35, l’e´tat pre´sent de l’adaptation est de´signe´
par EState. EStatei repre´sente la solution LS pour δˆ obtenue au pas-i de
l’adaptation, et µ est le facteur de ponde´ration. Notons que, en paralle`le a`
l’adaptation, un flot continu de donne´es est affecte´ par les parame`tres de
l’e´tat pre´sent EState, et que seulement une petite fraction de ces donne´es
est retenue pour re´aliser un nouveau pas de l’estimation.
A partir de cette proce´dure, nous avons pu observer une bonne dyna-
mique de l’adaptation, tant dans le sens de la robustesse, que de la vitesse
de convergence. La figure 6.36 montre l’e´volution de l’EVM en e´mission a`
chaque pas de l’adaptation. On constate comment le syste`me converge ra-
pidement, et atteint un e´tat stationnaire au bout d’un de´lai compris entre 2
et 4 calculs LS.
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Fig. 6.36: Evolution de l’EVM en e´mission a` chaque pas de l’adaptation
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6.3 Etude du rendement e´nerge´tique
Comme nous l’avons constate´, l’utilisation de la pre´distorsion nume´rique
semble incontournable dans certains cas en raison des effets me´moire de
l’amplificateur. Dans ce volet nous e´tudions l’impact d’un syste`me de
pre´distorsion nume´rique sur le rendement de l’e´metteur, un aspect souvent
ne´glige´ dans la litte´rature existante. Pour ce faire, nous nous servirons des
mesures de consommation de l’amplificateur et du syste`me de pre´distorsion
que nous avons mis en œuvre pre´ce´demment.
Nous nous inte´resserons ensuite aux me´canismes disponibles pour les
concepteurs de syste`mes de pre´distorsion dans le but d’ame´liorer explici-
tement le rendement de l’e´metteur. Comme contribution originale, nous
expe´rimenterons la possibilite´ de de´grader la polarisation du transistor, ce
qui ame`ne un amplificateur de Classe A vers la Classe B, et les possibilite´s
d’utiliser la pre´distorsion pour contrer l’exce`s de non line´arite´, ce faisant,
dans le but d’obtenir un e´metteur toujours line´aire mais plus performant
e´nerge´tiquement.
6.3.1 Consommation de la maquette et rendement de
l’e´metteur
Dans cette partie nous traitons du couˆt e´nerge´tique de la pre´distorsion en
soi, et de son impact sur le rendement global de l’e´metteur. Pour e´valuer ce
couˆt e´nerge´tique, nous nous sommes base´s sur nos expe´riences pre´ce´dentes
sur la maquette FPGA. La question de la relation entre la consommation du
module de pre´distorsion et le nombre de cellules BPC est ici considere´e. En
effet, la conception du module de pre´distorsion en termes de cellules BPC,
ou` les fonctions non-line´aires sont mappe´es dans une table LUT, rend une
imple´mentation inde´pendante de l’ordre des polynoˆmes de l’estimation de
l’amplificateur, ou, plus ge´ne´ralement, inde´pendante de l’expression ana-
lytique particulie`re de fPD. Ainsi, nous pouvons e´tudier, sans perte de
ge´ne´ralite´, la relation entre la qualite´ de la pre´distorsion, lie´e au nombre
de cellules BPC, et sa propre consommation.
Bien que la consommation des circuits nume´riques de´pende fortement
de chaque cas particulier –dispositif cible (ASIC ou FPGA, par exemple)–
et des parame`tres de la technologie CMOS sous-jacente, les re´sultats que
nous montrons par la suite invitent a` conside´rer la contribution relative de
la pre´distorsion nume´rique sur le bilan e´nerge´tique du front-end RF dans
un e´metteur.
Dans les dispositifs FPGA, les contributions de consommation peuvent
eˆtre dynamiques ou statiques. Les deux contributions de´pendent en premie`re
du niveau d’alimentation, tel qu’il est de´crit dans la re`gle approximative de
la consommation dans les circuits CMOS :
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PCMOS = Pstatic + Pdyn ∝
∝∑ ileak · VDD +∑Ni=1 ρi · fclock,i · Cload,i · V 2DD,i (6.16)
Cette re`gle simplifie´e nous de´crit comment la consommation statique
(Pstatic) est due aux courants de fuite dans les transistors du FPGA, et
de´pend principalement de la taille du circuit FPGA. La consommation dy-
namique (Pdyn), dominante face a` Pstatic, est due aux commutations des
portes logiques entre les e´tats 0 et 1. Elle de´pend donc du nombre de portes
du circuit (N), ce qui dans notre cas de´pend du nombre de cellules BPC.
Pour chaque porte, la consommation de´pend de son profil d’activite´ (ρ), de
sa fre´quence de commutation, lie´e a` la fre´quence d’horloge (fclock), et enfin
de sa charge capacitive (Cload). Dans nos mesures, nous avons suppose´ un
profil d’activite´ ρ = 50% pour les signaux intervenant dans les cellules BPC,
c’est a` dire, que chaque point me´moire (bit) change son e´tat une pe´riode sur
deux.
Nous avons mesure´ la consommation en puissance du module de
pre´distorsion en fonction du nombre de cellules BPC. Ces mesures ont e´te´
re´alise´es graˆce a` l’outil Xpower de Xilinx. Nous n’avons pas inclus dans
nos calculs la consommation de la logique non lie´e directement au module
de pre´distorsion, c’est-a`-dire, les parties consacre´es aux communications et
e´change de donne´es avec le module d’adaptation. Les re´sultats se re´sument
dans la figure 6.37, ou` il est mis en e´vidence la de´pendance de la consom-
mation avec la fre´quence d’horloge et le nombre de cellules BPC. Avec une
fre´quence d’horloge de 105MHz on constate une augmentation de 36mW par
cellule BPC, alors qu’avec une fre´quence d’horloge de 50MHz le rapport est
de 21mW par cellule BPC. Ces tendances sont cohe´rentes avec l’approxima-
tion (6.16) et mettent en avant l’influence de la fre´quence d’e´chantillonnage
sur la consommation totale.
Fig. 6.37: Consommation du module de pre´distorsion en fonction du nombre de cellules
BPC et de la fre´quence d’horloge, qui correspond avec la fre´quence d’e´chantillonnage
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Il est a` remarquer toutefois que le taux d’incre´ment de la consommation
en fonction du nombre de cellules BPC est relativement petit, de l’ordre
de quelques dizaines de mW, a` partir de la premie`re cellule BPC, dont
la consommation a` elle seule est de l’ordre de quelques centaines de mW.
Ceci peut s’expliquer en raison des diffe´rents domaines de l’alimentation
au sein du circuit FPGA. La logique de pre´distorsion est place´ dans des
partitions internes a` faible tension d’alimentation (VDD = 1.2V ), ou` en plus
les charges capacitives Cload sont faibles, ce qui implique une contribution
modeste dans la consommation dynamique dans (6.16). En contraste, la
contribution dominante, rien que pour une cellule BPC, est due a` un nombre
re´duit de signaux en sortie du module de pre´distorsion (cf. figure 6.8, page
167), a` savoir, les composantes I et Q du signal predistordu, a` cause des
charges capacitives et tensions d’alimentation, plus e´leve´s (3.3V) que dans
les partitions internes ou` se placent les cellules BPC.
Dans le Tableau 6.4 nous faisons un bilan quantitatif du couˆt e´nerge´tique
total de notre syste`me de pre´distorsion nume´rique. Ce bilan comprend
les contributions principales a` ce couˆt, dont les convertisseurs A/D et
D/A, l’adaptation, la de´modulation, etc. On constate d’ailleurs que la
pre´distorsion pe`se tre`s peu au bilan de consommation total, et c’est surtout
l’adaptation qui domine cette consommation, notamment les convertisseurs
A/D, la logique FPGA adjacente au module de pre´distorsion ainsi que l’al-
gorithme d’adaptation s’exe´cutant sur un DSP ou un PC. Mais en re´alite´,
cette contribution pourra raisonnablement eˆtre ne´glige´e en ope´ration nor-
male du syste`me de pre´distorsion, quand pour la plupart du temps il n’est
pas ne´cessaire de mener des taˆches d’adaptation : la logique du module de
pre´distorsion est alors seule active. Nous concluons ainsi que l’impact de la
consommation de la pre´distorsion sur le rendement global d’un e´metteur fixe
du type station de base, au vu des puissances en jeu, est ne´gligeable.
6.3.2 Me´canismes d’ame´lioration du rendement
Me´canismes implicites et explicites
La pre´distorsion nume´rique rend possible l’augmentation du rendement
e´nerge´tique dans un e´metteur RF, de manie`re implicite, parce qu’elle permet
l’utilisation de toute la plage dynamique de l’amplificateur, jusqu’au point
de saturation, et ceci de manie`re line´aire. Tel qu’illustre´ dans la figure 6.38,
la pre´distorsion (a) permet e´viter l’utilisation d’un amplificateur surdimen-
sionne´, en back-off (b). Cet amplificateur pre´senterait alors un rendement
bien plus faible pour fournir les meˆmes niveaux de puissance et line´arite´.
Re´ciproquement, pour un amplificateur donne´e, la pre´distorsion permet
d’e´largir ses possibilite´s, tel que montre´ dans le Tableau 6.5, sur les me-
sures de rendement et ACPR mene´s sur une porteuse W-CDMA dans les
conditions de la section pre´ce´dente. On observe que l’amplificateur de´livrant




1 W max Actif lorsqu’un signal est e´mis
FPGA 4 W max Pire des cas




1.5 W x 2 =
3W
A conside´rer seulement quand
l’adaptation est active
Mode low power par defaut
Downconverter 300 mW A conside´rer seulement quand
l’adaptation est active





A conside´rer seulement quand
l’adaptation est active
Mode low power par defaut
TOTAL 1 W max Mode normal, sans adaptation






















Fig. 6.38: Ame´lioration implicite du rendement au moyen de la pre´distorsion (a), com-
pare´ au cas sans line´arisation mais amplificateur surdimensionne´ (b)
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42dBm, sans line´arisation, consomme moins que l’amplificateur line´arise´ a`
ce meˆme niveau de puissance. Le fait de line´ariser provoque-t-il une perte
de rendement ? Au contraire : cette appre´ciation est trompeuse lorsqu’on re-
garde les niveaux d’ACPR, qui refle`tent le fait que la line´arite´ est de´grade´e
si on ne line´arise pas ; ces deux cas ne sont pas comparables. Ainsi, si on
conside`re plutoˆt un crite`re de line´arite´ permettant d’e´tablir des comparai-
sons (par exemple, un seuil d’ACPR de -44dB), il est e´vident que le fait
de ne pas line´ariser impose de fortes contraintes de back-off, ce qui re´duit
drastiquement le rendement. En d’autres termes, la puissance en sortie doit
eˆtre re´duite approximativement d’un facteur 3 (5dB) dans ce cas.
DPD PRF PDC ACPR ηDC
OUI
(4-BPCS)
42dBm 126W -44dB 12.58%
NO 42dBm 120.4W -39dB 13.16%
NO
(back-off )
37dBm 81.2W -44dB 6.17%
Tab. 6.5: Ame´lioration implicite du rendement au moyen de la pre´distorsion
Un autre moyen, cette fois-ci explicite, d’ame´lioration du rendement
graˆce a` la pre´distorsion est a` travers le re´glage de GPD, le gain line´aire
conjoint du module de pre´distorsion plus l’amplificateur, a` condition d’ac-
cepter un certain niveau d’e´creˆtement. Rapportons nous a` la figure 6.39 pour
expliquer ceci. Le re´glage de GPD est typiquement fait de manie`re a` ce que
GPD ≤ GPA, et en sorte que l’amplitude de pic avec line´arisation co¨ıncide
avec le point de saturation de l’amplificateur : fig. 6.39(a). Ceci est tout a`
fait raisonnable parce que l’amplification line´aire ne pourra pas aller au-dela`
des capacite´s de l’amplificateur : aucune correction n’est possible au-dela` du
point de compression. Plus pre´cise´ment, le gain GPD nominal disponible
pour la chaˆıne DPD+PA s’obtient a` partir du rapport entre la puissance de
saturation en sortie Po,sat et le niveau en entre´e associe´ Pi,sat :
GPD,nom(dB) = Po,sat(dB)− Pi,sat(dB) (6.17)
En revanche, lorsqu’on manipule des signaux pour lesquels la probabilite´
de pic est faible, il est possible de songer a` augmenter le gain GPD, ce qui
permet d’augmenter la puissance disponible et le rendement a` condition de
permettre d’e´ventuels e´creˆtements du signal : fig. 6.39(b). Ainsi, la line´arite´
et l’ACPR sont pre´serve´s, tant que la probabilite´ d’e´creˆtement reste assez
faible pour que sa contribution a` la densite´ spectrale de puissance du signal
soit ne´gligeable.
























Fig. 6.39: Ame´lioration explicite du rendement au moyen du re´glage de GPD
De´gradation de la polarisation du transistor
Nous avons expe´rimente´ une autre manie`re d’exploiter la pre´distorsion
nume´rique comme me´canisme explicite permettant une ame´lioration du ren-
dement (Figure 6.40). En partant du principe que la pre´distorsion peut eˆtre
incontournable dans certains cas, ne serait-ce que pour contrer les effets
me´moire de l’amplificateur, nous avons essaye´ d’ajuster le point de polarisa-
tion de l’amplificateur dans le but d’augmenter son rendement, c’est-a`-dire,
de ramener l’amplificateur vers la Classe B, et de laisser ainsi au module de
pre´distorsion la taˆche de contrer l’exce`s de non line´arite´ qui en re´sulte.
Tel qu’il est montre´ dans la figure 6.41 en haut, la caracte´ristique AM-
AM de l’amplificateur dans un tel cas pre´sente une nouvelle composante
non line´aire aux faibles niveaux en entre´e qui correspond a` la distorsion
de croisement, superpose´e a` la dispersion provoque´e par les effets me´moire.
Dans la meˆme figure il est montre´ comme la pre´distorsion avec une seule
cellule BPC, sans compensation des effets me´moire permet la line´arisation de
la caracte´ristique mais ne permet pas de corriger la dispersion. Au contraire,
le re´sultat avec 6 cellules BPC, montre´ dans la figure 6.41, en bas, montre
qu’il est possible de re´duire en meˆme temps les dispersions et la distorsion
de croisement.
Comme pre´vu, la consommation d’un amplificateur plutoˆt Classe B est
moindre que celle d’un amplificateur plutoˆt Classe A, tel qu’il est montre´
dans la figure 6.42, et l’utilisation de la pre´distorsion permet d’atteindre les
niveaux de line´arite´ ne´cessaires. Ainsi, pour un certain niveau de puissance

























Fig. 6.40: Ame´lioration explicite du rendement propose´e, par le biais du re´glage de la
polarisation de l’amplificateur
en sortie (40.5dBm par exemple) il est possible obtenir le meˆme degre´ de
line´arite´ en termes d’ACPR (-44dB, par exemple) qu’avec une ope´ration
plutoˆt Classe A et en meˆme temps re´duire la consommation de presque
10W, ce qui permet donc d’ame´liorer le rendement.
Il est clair que cette manipulation du point de polarisation est limite´e par
la perte progressive de gain de l’amplificateur au fur et a` mesure que celui-ci
se de´place vers une ope´ration Classe B. La puissance en sortie atteignable
de´croˆıt ainsi. Ne´anmoins, la simple e´tude ici mene´e montre comment la
pre´distorsion peut contrer l’exce`s de non line´arite´ dans un tel cas, et sugge`re
que le couplage judicieux entre la pre´distorsion et une polarisation variable
de l’amplificateur peut se re´ve´ler efficace du point de vue du rendement,
par exemple dans des pe´riodes ou` la puissance totale de l’amplificateur n’est
pas sollicite´e. Du point de vue du module de pre´distorsion, cette possibilite´
peut eˆtre ge´re´e au moyen du rafraˆıchissement des contenus des tables LUT
contenant les valeurs de gain complexes correspondant aux diffe´rents niveaux
de polarisation, ainsi qu’au moyen de l’activation/de´sactivation de cellules
BPC afin de s’adapter a` l’extension temporelle des effets me´moire.
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Fig. 6.41: Caracte´ristiques AM-AM de l’amplificateur avec polarisation de´grade´e, plutoˆt
Classe B. En haut, sans line´arisation et avec pre´distorsion sans me´moire. En bas,
pre´distorsion NARMA au moyen de 6 cellules BPC superpose´e a` l’ajustement poly-
nomiale de la caracte´ristique sans line´arisation
K= 10.3% 
K= 11.8% 
Pout  = 40.5 dBm 
ACPR = -44 dB
Fig. 6.42: Consommation et puissance en sortie pour les modes d’ope´ration nominal
(Classe A) et un mode de´grade´ (Classe B), avec pre´distorsion dans les deux cas
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Nous avons traite´ dans une premie`re partie de ce chapitre la conception,
imple´mentation et validation expe´rimentale d’un syste`me de pre´distorsion
du type memory polynomials avec adaptation diffe´re´ LMS. Ensuite, nous
nous sommes consacre´ a` la discussion et a` l’e´tude d’une structure de
pre´distorsion du type NARMA avec adaptation LS. Dans les deux cas, nous
avons d’abord introduit les aspects the´oriques formalisant la me´thode de
pre´distorsion, ainsi que sa validation dans un entourage de simulation. En-
suite, nous avons de´crit avec de´tails la conception FPGA du module de
pre´distorsion associe´, dont l’imple´mentation que nous avons effectue´ nous
a permis de mener les validations expe´rimentales de chacun des approches
e´tudie´s.
Les re´sultats expe´rimentaux ainsi obtenus ont de´montre´ les possibilite´es
des solutions propose´es. L’e´tude plus approfondie dans le cas NARMA, uti-
lisant une ample varie´te´e de types de signal, nous a permis de mettre en
e´vidence le potentiel de cette solution, re´cursive et novatrice, par rapport
aux approches a` la pointe de l’e´tat de l’art (cf. Tableau 4.3), autant en
termes de largeur de bande qu’en termes de la qualite´ de la line´arisation
obtenue.
A coˆte´, nous avons mis en avant des aspects pratiques relatifs a` la concep-
tion de syste`mes de pre´distorsion, tels la conception FPGA a` partir de la
re´plication de cellules BPC, ou les proce´dures d’adaptation ite´ratives dans
un cadre d’observation limite´e des excitations en entre´e/sortie de l’amplifi-
cateur.
Une troisie`me et dernie`re partie de ce chapitre a e´te´ de´die´e a` l’e´tude
des rapports entre la pre´distorsion et le rendement de l’amplificateur, ainsi
qu’aux me´canismes permettant explicitement l’ame´lioration du rendement
des e´metteurs RF au moyen de la pre´distorsion. Nous avons constate´ que
l’impact de la consommation de la pre´distorsion sur le rendement global
d’un e´metteur fixe du type station de base, au vu des puissances en jeu, est
ne´gligeable. Etant donne´e que l’utilisation de la pre´distorsion peut s’ave´rer
ine´vitable ne serait-ce que pour contrer les effets me´moire, nous avons donc
e´tudie´ la possibilite´ de de´grader la polarisation de l’amplificateur, dans le
but d’obtenir un e´metteur plus performant e´nerge´tiquement. Nous avons
montre´ comment la pre´distorsion permet de contrer l’exce`s de non line´arite´
dans un tel cas.
En re´sume´, un ample parcours sur les techniques de pre´distorsion a e´te´
propose´, d’un point de vue pratique. Il est pre´visible que l’e´volution techno-
logique permettra de re´duire de plus en plus les couˆts du mate´riel en meˆme
temps que ses performances augmenteront, ce qui permettra d’ame´liorer
davantage les performances des syste`mes de pre´distorsion. Cependant, la
question du rendement e´nerge´tique reste a` re´soudre une fois que la question
de la line´arite´ a e´te´ assure´e. Cet aspect est traite´ dans le prochain Chapitre.
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Les techniques de pre´distorsion nume´rique re´pondent a` la question de la
line´arite´ de l’amplificateur de puissance, indispensable du point de vue des
spe´cifications des syste`mes commerciaux pour leur homologation. Une fois la
line´arite´ assure´e, la question du rendement –non explicitement re´glemente´e
par les standards– se pose ensuite. L’ame´lioration du rendement est une
caracte´ristique de´sirable, un facteur concurrentiel qui, dans un contexte in-
dustriel, peut fournir une valeur ajoute´e au syste`me e´metteur par rapport a`
ceux de la concurrence.
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Ce Chapitre veut expliquer comment ame´liorer davantage le rendement
des e´metteurs line´arise´s par pre´distorsion nume´rique.
Parmi les techniques d’ame´lioration du rendement e´voque´es au Chapitre
3, nous nous sommes inte´resse´s aux techniques d’alimentation dynamique, et
plus pre´cise´ment, aux questions relatives a` la coexistence de la pre´distorsion
nume´rique avec l’alimentation dynamique.
Dans nos travaux, le choix de l’alimentation dynamique comme
me´canisme d’ame´lioration du rendement se justifie par sa simplicite´ : il per-
met une approche mate´rielle incre´mentale, ne´cessitant seulement l’inclusion
d’un modulateur d’amplitude qui soit pilote´ par la commande approprie´e.
D’autre part, les syste`mes nume´riques se ge´ne´ralisant de plus en plus
coˆte´ e´metteur (de plus en plus de performances et fonctionnalite´s a` un
couˆt moindre), il nous a semble´ pertinent d’entamer une e´tude pour savoir
comment ces ressources peuvent permettre d’inte´grer une me´thodologie,
au-dessus de la pre´distorsion, de pilotage de l’alimentation dynamique
nume´rique.
Ce Chapitre est organise´ comme suit. Dans un premier temps, nous rap-
pelons la particularite´ de notre approche, qui est l’utilisation d’un modula-
teur d’amplitude limite´ en largeur de bande par rapport a` la bande passante
du signal RF. Dans un deuxie`me temps, nous formalisons les caracte´ristiques
fonctionnelles du syste`me de pilotage nume´rique, pour un tel modulateur
d’alimentation, dont nous montrons la validite´ en simulation.
Ensuite, nous e´tudions la faisabilite´, la conception, et l’imple´mentation
d’un tel pilote, associe´ a` un module de pre´distorsion, sous une plateforme
FPGA. Nous pre´sentons les principaux re´sultats de cette conception sous
un environnement de simulation, avant de terminer par la description de la
maquette expe´rimentale ainsi que la discussion des re´sultats obtenus a` l’aide
de ce premier prototype.
Les contenus de ce Chapitre ont e´te´ en partie pre´sente´s a` l’International
Symposium on Industrial Electronics, Paris, en Novembre 2006 (ISIE’06)
[CCPAD06], et plus re´cemment a` l’International Electronics CONference,
Vigo, Espagne, en Juin 2007 (IECON’07) [CCPAD07]. Ces re´sultats pro-
viennent d’une collaboration avec Angel Cid-Pastor, dont les travaux de
recherche se sont de´roule´s au LAAS a` la meˆme e´poque que les noˆtres.
7.1 Proble´matique du modulateur d’amplitude et
positionnement de la solution envisage´e
Nous avons e´voque´ dans le Chapitre 3 comment les topologies fort ren-
dement agissent dynamiquement sur l’alimentation des amplificateurs dans
les syste`mes EER et ET, imposant une contrainte se´ve`re sur la re´ponse dy-
namique des modulateurs de l’alimentation. En effet, si l’alimentation doit
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suivre pre´cise´ment l’enveloppe du signal RF, la largeur de bande du mo-
dulateur d’amplitude BWmodulateur d′alim doit de´passer celle du signal RF
BWsignal RF :
BWmodulateur d′alim > BWsignal RF (7.1)
pour fournir, en contrepartie, un rendement de l’amplificateur de 100%
the´oriquement dans le cas de syste`me de type EER, ou bien un rendement
optimal, note´ ηPA,opt,ET , dans le cas ET 1.
La contrainte (7.1) s’ave`re proble´matique dans les syste`mes a` haute ca-
pacite´, quand des largeurs de bande de l’ordre de dizaines de MHz sont a`
traiter. Tel est le cas dans les e´metteurs multi-porteuse et les standards large
bande (cf. Tableau 2.1, page 23). Dans ce cas-la`, il est technologiquement
difficile de construire un modulateur d’amplitude a` la fois fort rendement et
large bande.
Dans nos travaux, nous explorons les modulateurs d’amplitude base´s
sur des e´le´ments commute´s, comme les convertisseurs DC-DC a` de´coupage,
pre´sentant des rendements de conversion bien plus e´leve´s que les re´gulateurs
line´aires ou dissipatifs. Dans ces convertisseurs, la tension d’entre´e est
d’abord convertie en une tension alternative pulse´e graˆce a` des e´le´ments
actifs de commutation. La valeur moyenne de cette forme d’onde varie en
fonction de leur rapport de cycle, et peut eˆtre de´livre´e sous forme de tension
continue a` une charge apre`s filtrage moyennant des e´le´ments passifs comme
des condensateurs ou des inductances typiquement [EM01, Skv01, Ras01].
Les transistors en charge des commutations travaillent en mode tout ou
rien, de manie`re que, ide´alement, aucune perte ne se produit. Malheureu-
sement, en pratique, les transistors MOSFET typiquement utilise´s comme
interrupteurs pre´sentent l’handicap qu’a` l’e´tat passant ils se comportent
comme des re´sistances Ron de jusqu’a` quelques dizaines de mΩ, ce qui pro-
voque des pertes de conduction, re´sultant en une chute du rendement de
conversion.
En plus, a` chaque commutation, les capacite´s parasites pre´sentes aux
bornes du MOSFET doivent eˆtre charge´es ou de´charge´es. L’effet de la ca-
pacite´ de grille Cgg est spe´cialement perturbateur dans ce cas. Au fur et
a` mesure que la fre´quence de de´coupage augmente, les pertes de commu-
tation ou dynamiques pre´dominent, car ces capacite´s parasites entraˆınent
que le produit tension×courant dans le dispositif soit diffe´rent de ze´ro pen-
dant des pe´riodes de plus en plus significatives par rapport au cycle de
l’onde comandant les commutations. En conse´quence, les pertes augmentent
avec la fre´quence de de´coupage, lie´e directement a` la re´ponse dynamique et
1Rendement obe´issant a` la fonction de rendement composite quand, a` chaque niveau
d’enveloppe en entre´e de l’amplificateur, le niveau d’amplitude se situe sur le maximum
du rendement, d’apre`s la figure 3.14, page 75, cf. 3.2.4
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BWmodulateur d′alim. Le rendement de conversion chute d’autant plus que la
bande passante de conversion augmente.
De plus, l’optimisation de Cgg entraˆıne une de´gradation sur Ron, et donc
l’augmentation des pertes par conduction. D’ou` la difficulte´ technologique
d’atteindre, en meˆme temps, des rendements de conversion e´leve´s et des
re´ponses dynamiques large bande.
Pour un sche´ma ET, le rendement net de l’e´metteur, prenant en compte
le rendement de l’amplificateur et du modulateur d’amplitude (ηMOD), est
donne´e par le produit des rendements :
ηtotal = ηPA,opt,ET × ηMOD (7.2)
Cette expression met en e´vidence les limitations des me´thodologies EER
et ET si ηMOD est faible. Le be´ne´fice fourni par la topologie de l’e´metteur,
qui permet un rendement ηPA,opt,ET e´leve´, se voit annule´ –pour des raisons
technologiques et la contrainte 7.1– par le rendement ηMOD.
En vue de ce fait, nous nous proposons d’aborder le cas ou` le modulateur
d’amplitude est limite´ en largeur de bande :
BWmodulateur d′alim < BWsignal RF (7.3)
mais pre´sente des rendements e´nerge´tiques e´leve´s. Ce sce´nario a e´te´
aborde´ pre´ce´demment dans la litte´rature (cf. 3.2.4 et [SGN+99, SGN+00,
SRM04, KMMG04, DGL+04, FBQ+04]). Ces politiques d’alimentation va-
riable sur le long terme du signal, ou par rafales du signal2, sans faire vrai-
ment un suivi d’enveloppe au de´bit de donne´es, peuvent offrir des rendements
bien supe´rieurs aux topologies d’alimentation statique, sans pour autant de-
voir confronter les contraintes technologiques et de complexite´ de´rive´es de
la mise en ouvre d’un modulateur d’amplitude large bande :
ηtotal = ηPA,AET × ηMOD ≈ ηPA,AET > ηPA,static (7.4)
Dans ce cas, si par technologie et construction, ηMOD peut eˆtre tre`s e´leve´,
la maximisation de ηPA,AET peut permettre une solution interme´diaire entre
les approches ET et AET, si le suivi de l’enveloppe se fait en s’approchant
aux limites de la dynamique du modulateur d’amplitude, comme nous le
proposons de faire, sur une e´chelle de temps re´duite par rapport aux in-
tervalles de controˆle de puissance/par rafale, tel qu’illustre´ dans la figure
7.1.
Ainsi, par la suite, nous formaliserons les caracte´ristiques fonctionnelles
d’un pilote d’alimentation adapte´ au paradigme (7.3). Il devra pouvoir as-
sumer la limitation en largeur de bande du modulateur d’alimentation, pour
2agissant a` partir du fait que l’amplificateur ne travaille pas tout le temps au maximum
de sa puissance en sortie, par exemple d’apre`s les sche´mas de controˆle de puissance assurant










Fig. 7.1: Solution interme´diaire entre les approches ET et AET/SET propose´e. La
dynamique du modulateur d’amplitude e´tant fixe´e et lente, le suivi de l’enveloppe se
fait en s’approchant aux limites de cette dynamique, sur une e´chelle de temps plus fine
que celle des intervalles de controˆle de puissance/par rafale
moduler dynamiquement l’alimentation de l’amplificateur RF au plus pre`s
de ses possibilite´s dynamiques, et non sur le long terme/par rafale. Enfin,
et comme atout fondamental, le pilotage de l’alimentation devra eˆtre judi-
cieusement couple´ a` la pre´distorsion afin de garantir la line´arite´ du signal
en e´mission.
7.2 Me´thodologie : pilotage anti-causal du modu-
lateur d’amplitude
Une me´thodologie permettant a` un modulateur d’amplitude le suivi
d’une enveloppe du signal sous la condition 7.3 est expose´e dans ce vo-
let. Si le modulateur est lent, la solution que nous proposons consiste a` faire
qu’il soit en avance au moyen d’un pilotage anti causal de leur commande.
Le couplage d’un tel pilote avec la partie assurant la line´arite´ en e´mission,
est aussi traite´e par la suite.
Cette partie est comple´te´e avec la description des mode`les d’amplifica-
teur et du modulateur d’amplitude que nous utiliserons dans les simulations.
Enfin, une premie`re validation au niveau fonctionnel de la me´thodologie pro-
pose´e est discute´e.
7.2.1 Principes
Le principe de pilotage de l’alimentation dynamique que nous propo-
sons repre´sente une ame´lioration incre´mentale au syste`me de pre´distorsion
nume´rique en aval de l’amplificateur que nous avons e´tudie´ dans les chapitres
pre´ce´dents. C’est d’ailleurs sous le crite`re de privile´gier la line´arite´ que nous
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proposons de baˆtir un syste`me de pilotage d’alimentation dynamique autour
du module de pre´distorsion.
Ainsi, ce module de pre´distorsion+pilotage de l’alimentation prendra
comme entre´e le signal en bande base a` transmettre pour fournir a` sa sortie
le signal en bande base predistordu. Bien entendu, une nouvelle dimension en
sortie est conside´re´e : le signal de commande/pilotage de l’alimentation pour
le modulateur d’amplitude en charge de produire les variations dynamiques
de l’alimentation.
La conception d’un tel module de pre´distorsion+pilotage de l’ali-
mentation peut s’exprimer en termes d’un proble`me d’optimisation avec
contraintes, ou` il faut de´terminer les valeurs approprie´es de signal et ali-
mentation qui produiront le signal RF de´sire´ en sortie de l’amplificateur,
tout en imposant une contrainte de minimisation de la consommation de
l’amplificateur.
Dans un premier temps, nous abordons ce proble`me a` partir de la
connaissance des caracte´ristiques statiques de l’amplificateur RF ainsi que
des caracte´ristiques dynamiques du modulateur d’amplitude. Conside´rons
l’amplificateur comme ayant :
– deux entre´es :
– le niveau d’alimentation, Vcc
– la puissance RF d’entre´e, Pin,RF
– deux sorties :
– la consommation, PDC
– la puissance RF en sortie, Pout,RF
Les caracte´ristiques ne´cessaires quant a` l’amplificateur sont les deux re-
lations qui lient, d’un coˆte´, la puissance en entre´e, le niveau d’alimentation
et la puissance en sortie (7.5), et de l’autre cote´, la relation entre le niveau
d’alimentation, la puissance en entre´e et la consommation (7.6) :
Pout,RF = f1 (Pin,RF , Vcc) (7.5)
PDC = f2 (Pin,RF , Vcc) (7.6)
Ces relations peuvent eˆtre obtenues au moyen de mesures expe´rimentales
sur l’amplificateur a` l’e´tude. Par exemple pour l’amplificateur base´ sur le
transistor MRF21010 (cf. 6.1.3, page 172) nous avons identifie´, avec une
excitation type CW3, les relations 7.5 et 7.6, qui sont illustre´es dans la
figure 7.2.
Chacune de ces caracte´ristiques de´termine une surface sur le plan
〈Pin, Vcc〉, pour lesquelles plusieurs valeurs de Pout ou PDC sont possibles,
et re´ciproquement, diffe´rentes combinaisons de 〈Pin, Vcc〉 re´sulteront en une
























































































































Fig. 7.2: Caracte´ristiques de l’amplificateur qui lient la puissance en entre´e et le niveau
d’alimentation avec la puissance en sortie (7.5) (a` gauche), et la consommation (7.6)(a`
droite)
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meˆme valeur de Pout. Dans ce cas la`, il s’agit de choisir celle qui donne une
consommation PDC moindre.
En d’autres termes, a` partir de l’ensemble des puissances en sortie pos-
sibles (7.7) et les valeurs Xi de couples 〈Pin, Vcc〉 qui re´sultent en une valeur
de puissance en sortie Pout (7.8)-(7.9) :
Pout,RF = {Pout,RF,min, . . . , Pout,RF,i, . . . , Pout,RF,max} (7.7)
Xi = {< Pin,RF,i,1, Vcc,i,1 >,< Pin,RF,i,2, Vcc,i,2 >, . . .} (7.8)
Pout,RF,i = f1(Xi) (7.9)
il est possible de´terminer le sous-ensemble Xi,opt =
〈Pin,RF,i,opt, Vcc,i,opt〉 ∈ Xi qui minimise la consommation (7.10), tout
en rendant la puissance en sortie cible´e (7.11), et donc, un comportement
line´aire de l’e´metteur :
PDC,i = f2(Xi,opt) ≤ f2(Xi) , ∀Xi (7.10)
Pout,RF,i = f1(Xi,opt) (7.11)
Dans la suite nous explicitons les aspects fonctionnels de ces formalismes
au moyen de deux cas d’e´tude : l’un, quand le modulateur d’amplitude est
ide´al et la relation (7.1) s’applique, et l’autre, quand le modulateur d’am-
plitude est limite´ en largeur de bande, et l’expression (7.3) s’applique.
CAS 1. Modulateur d’amplitude ide´al
Conside´rons ici le cas plus simple ou` le modulateur d’amplitude posse`de
une re´ponse dynamique ide´ale4 ou bien une dynamique largement en exce`s
de la largeur de bande de l’enveloppe du signal.
Dans un tel cas, le fonctionnement du pilotage de l’alimenta-
tion+pre´distorsion se re´duit simplement a` l’e´tablissement d’une correspon-
dance entre le signal a` e´mettre et le couple Xi,opt, unique, des excitations a`
pre´senter en entre´e de l’amplificateur (signal en entre´e et niveau d’alimenta-
tion). Le sche´ma fonctionnel dans la figure 7.3 correspond a` cette situation.
Pour acce´le´rer ce processus de correspondance entre le signal a` e´mettre et
la valeur Xi,opt ade´quate, on pourrait envisager stocker les valeurs optimales
de Pin,RF et Vcc dans deux tables me´moire LUT. Ce cas la` ressemble a` une
ope´ration type WET classique, avec modulateur large bande, incluant une
fonctionnalite´ de pre´distorsion pour contrer l’e´ventuelle relation non line´aire
entre le gain de l’amplificateur et le niveau d’alimentation.
4re´ponse dynamique que nous de´signerons par H(s) = 1 dans un abus de notation
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Fig. 7.3: CAS 1 (Modulateur ide´al). Sche´ma fonctionnel du syste`me avec pilotage de
l’alimentation + pre´distorsion
La figure 7.4 illustre une ope´ration de ce type sur les surfaces de Pout,RF
et PDC correspondant aux e´quations (7.5) et (7.6). Sur ces surfaces nous
avons superpose´ le parcours des amplitudes d’un signal RF qui serait ge´ne´re´
au moyen d’un sche´ma comme celui de la figure 7.3. Ce parcours corres-
pond justement aux lieux optimaux Xi,opt qui satisfont (7.10) et (7.11) pour
























































































Fig. 7.4: CAS 1 (Modulateur ide´al). Parcours d’un signal RF qui serait ge´ne´re´ au moyen
du sche´ma fonctionnel de la figure 7.3
Il est a remarquer que ce parcours est unique. Tant que les niveaux de
puissance en sortie sont faibles-moyens, le signal e´volue sur le coˆte´ a` droite
(Vcc minimum) des figures : le niveau minimum de tension d’alimentation
suffit pour de´livrer le niveau de puissance cible en sortie, et la consommation
est minimise´e.
Quand ce niveau d’alimentation ne suffit pas pour de´livrer une certaine
puissance en sortie, le niveau d’alimentation doit augmenter. Ceci implique
un parcours du signal sur les bords supe´rieurs des caracte´ristiques de la figure
7.4, si la re´ponse dynamique du modulateur d’amplitude, e´tant largement
supe´rieure a` la caracte´ristique de l’enveloppe, peut fournir des variations de
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Vcc instantane´es.
Nous utiliserons ce cas comme repe`re et re´fe´rence dans les validations que
nous effectuerons un peu plus loin. On peut s’attendre a` que le rendement de
l’amplificateur soit maximal et la consommation minimale lorsqu’on dispose
d’un modulateur d’amplitude comme celui-ci, ide´al, ou large bande.
CAS 2. Modulateur d’amplitude limite´ en largeur de bande. Pilo-
tage anti causal
Dans le but de ge´rer le fait que la largeur de bande du signal RF de´passe
largement celle du modulateur d’alimentation, nous proposons d’anticiper
les pics de puissance au niveau de l’alimentation : c’est a` dire, de permettre
au modulateur d’amplitude de gagner un e´tat forte puissance en avance
d’un pic de puissance du signal RF en entre´e de l’amplificateur, et puis de
permettre au syste`me d’alimentation de regagner un e´tat faible puissance
ensuite. Les principes fonctionnels de ce pilotage, anti causal, sont traite´s
dans la suite.
Dans un tel contexte, de nouvelles fonctionnalite´s doivent s’ajouter au
module de pre´distorsion + pilotage de l’alimentation par rapport au sche´ma
de la figure 7.3, qui n’est plus valable. Nous proposons plutoˆt un sche´ma
comme celui de la figure 7.5, dont nous expliquons leur fonctionnement par
la suite. Le chronogramme de la figure 7.6 montre une e´volution qualita-






































Fig. 7.5: CAS 2 (Modulateur limite´ dynamiquement). Sche´ma fonctionnel du syste`me









Fig. 7.6: CAS 2 : Chronogramme montrant l’e´volution des signaux implique´s dans le
sche´ma de la figure 7.5
Le signal a` e´mettre ¬, est dirige´ simultane´ment vers la partie de pi-
lotage de l’alimentation ainsi que vers la partie de signal proprement dite
(pre´distorsion). Notons que, au contraire du CAS 1, les deux parties de
pilotage et de pre´distorsion sont maintenant couple´es.
Dans le chemin de pilotage du modulateur d’alimentation, un traitement
non line´aire apre`s l’e´tage de lecture des valeurs optimales de l’alimentation,
Vcc,opt, ­, est en charge d’anticiper les pics de puissance RF et donc les
pics de l’alimentation. Plus pre´cise´ment, cette valeur optimale de niveau
d’alimentation est passe´e a` travers le filtre non line´aire MSHR (Max Hold
Shift Register) qui pre´sente la caracte´ristique de´crite par l’expression (7.12) :
r[n] = max {Vcc,opt[n], Vcc,opt[n− 1], . . . , Vcc,opt[n−D]} (7.12)
avecD tel queD×T ≈ τ , T e´tant la pe´riode d’e´chantillonnage conside´re´e
et τ le temps de monte´e du modulateur d’amplitude. De cette manie`re,
la re´fe´rence/commande effectivement produite et pre´sente´e au modulateur
d’amplitude, r(n) , ®, est dans la mesure des possibilite´s de la dynamique
effective du modulateur ¯, qui peut ainsi atteindre les pics qui lui sont
demande´s qui e´viteront les e´creˆtements du signal par saturation.
En paralle`le, le signal en entre´e ¬, une fois de´cale´ d’une mesure D, °, est
traite´ par la partie de line´arisation, sachant que le modulateur a pu atteindre
le niveau d’alimentation e´leve´ ne´cessaire.
Dans ces conditions, l’alimentation effective de l’amplificateur ¯ ne cor-
respond plus aux valeurs de Vcc,opt. Pire, elle peut prendre n’importe quelle
valeur, dans la plage de sortie du modulateur, valeur qui de´pend justement
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de la dynamique du modulateur. Or, pour produire un signal line´aire en
e´mission, il est ne´cessaire que la partie de pre´distorsion connaisse l’e´tat ef-
fectif de l’alimentation de l’amplificateur. D’apre`s (7.5), Pout,RF e´tant la sor-
tie cible´e, la valeur de Vcc conditionne celle de Pin par rapport aux entre´es
de l’amplificateur 〈Pin, Vcc〉. Graphiquement, tel qu’illustre´ dans la figure
7.7, a` droite, diffe´rents niveaux de tension d’alimentation correspondent a`
diffe´rentes caracte´ristiques de l’amplificateur.
En conse´quence, chaque situation particulie`re de l’e´tat de l’alimentation
ne´cessite d’une re´ponse fPD particulie`re elle aussi, comme illustre´ a` gauche
dans la figure 7.7. D’ici proviennent la de´pendance bi-variable fPD(x, Vcc),
la ne´cessite´ du lien entre les deux parties de traitement, et donc le fait que


























Fig. 7.7: De´pendance fPD(x, Vcc) : diffe´rents niveaux de tension d’alimentation cor-
respondent a` diffe´rentes caracte´ristiques de l’amplificateur. En conse´quence, une unique
fonction fPD est adapte´e a` chaque condition particulie`re d’alimentation
Ainsi, nous incluons dans la conception un module que nous appellerons
dore´navant le filtre de pre´diction du modulateur d’amplitude (Hˆ(s)). Il est
en charge de reproduire le comportement dynamique du modulateur d’am-
plitude a` partir de la commande r(n), dans le but de fournir une estimation
pre´cise Vˆ cc du niveau effectif d’alimentation a` chaque moment. Il e´tablit
ainsi le lien entre la partie de pilotage et la partie de line´arisation.
La sortie du filtre de pre´diction Vˆ cc, conjointement avec la puis-
sance cible de´cale´e (Pout,RF,i) permet d’obtenir le niveau approprie´ de
Pin,RF,i ≡ fPD(xin, Vcc) quand V cc = Vˆ cc, d’apre`s (7.5)-(7.6), produisant
ainsi une sortie line´aire.
Ayant de´crit ces principes fonctionnels, proce´dons a` une premie`re ana-
lyse des possibilite´s d’un tel syste`me. Une e´tude plus approfondie suit un
peu plus loin. Comme montre´ dans la figure 7.8, il est pre´visible que si l’es-
pacement temporel, en moyenne, entre pics de puissance RF (Tpeak,RF ) du
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signal a` e´mettre est plus e´leve´ que la constante de temps du modulateur
d’amplitude (τ), ce comportement de l’alimentation consistant en antici-
per et puis regagner un niveau d’alimentation re´duit peut s’ave´rer profi-
table e´nerge´tiquement, d’autant plus que Tpeak,RF > τ . En revanche, si la
fre´quence de pics de puissance est supe´rieure a` 1/τ , le modulateur d’am-
plitude aura du mal a` regagner un niveau faible d’alimentation, et il en
re´sultera un comportement semblable au cas d’une alimentation statique ou
SET.
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Fig. 7.8: Chronogramme ou` sont superpose´es l’amplitude du signal et l’e´volution de
l’alimentation pour trois dynamiques diffe´rentes du modulateur d’amplitude. Il est a`
noter le caracte`re anti causal de l’alimentation, par rapport au signal, permettant d’an-
ticiper les pics du signal
Dans ce cas, le parcours du signal sur les caracte´ristiques f1 et f2 pour
〈Pin, Vcc〉 n’est plus optimal, sur les bords des surfaces de puissance en sor-
tie et consommation, assurant une consommation minimale, comme illustre´
dans la figure 7.9.
D’ailleurs, si on se rapporte a` l’exemple de la figure 7.8, le parcours
du signal s’e´loigne d’autant plus des trajectoires optimales (tel que montre´
dans les figures 7.10 et 7.11) que le convertisseur est limite´ en largeur de
bande par rapport a` la bande passante du signal RF. Ces deux figures cor-
respondent aux deux scenarios extreˆmes de dynamique du modulateur du
chronogramme de la figure 7.8. Pour le modulateur plus rapide, le signal est
ge´ne´re´ sur les re´gions de faible alimentation, faible consommation. A l’in-
verse, le modulateur lent passe plus de temps coince´ a` l’e´tat d’alimentation
nominale, e´leve´e et forte consommation.
Logiquement, le pilotage du modulateur d’amplitude en conditions res-
treintes de largeur de bande peut procurer une ame´lioration du rendement























































Fig. 7.9: CAS 2 (Modulateur limite´ dynamiquement). Parcours d’un signal RF qui
serait ge´ne´re´ au moyen du sche´ma fonctionnel de la figure 7.5
sous-optimale, d’autant plus proche a` l’ame´lioration optimale que τ sera
petit face a` Tpeak,RF ou BWmod sera grand face a` BRF . Re´ciproquement,
lorsque Tpeak,RF >> τ , le comportement de l’alimentation dynamique tend
vers le cas de l’alimentation statique, et aucune ame´lioration de rendement
ne se produit sur le court terme (il se produirait toutefois une ame´lioration















































Fig. 7.10: Evaluation de f1 et f2 pour un signal ge´ne´re´ au moyen du sche´ma fonc-
tionnel de la figure 7.5. Situation Tpeak,RF >> τ par rapport a` la figure 7.8, faible
consommation, fort rendement
7.2.2 Mode`les de l’amplificateur et du modulateur d’ampli-
tude
Dans le but d’e´valuer les performances du module de
pre´distorsion+pilotage de l’alimentation dans un environnement de si-
mulation avec Matlab, les mode`les d’amplificateur et du modulateur
d’amplitude ne´cessaires ont e´te´ construits comme il est de´crit par la suite.

















































Fig. 7.11: Evaluation de f1 et f2 pour un signal ge´ne´re´ au moyen du sche´ma fonc-
tionnel de la figure 7.5. Situation Tpeak,RF << τ par rapport a` la figure 7.8, forte
consommation, faible rendement
Mode`le de l’amplificateur
Les mode`les d’amplificateur e´quivalents en bande de base de´crits dans la
section 2.3.4 se preˆtent bien aux analyses de line´arite´ dans les cas d’alimen-
tation statique, mais pre´sentent la limitation de ne pas inclure explicitement
le niveau d’alimentation dans leur description comportementale de l’ampli-
ficateur.
Ne´anmoins, des mode`les fournissant la relation bi-variable en sortie








ou` g et L sont fonctions de la tension d’alimentation. Aucune relation
du type PDC = f2 (Pin,RF , Vcc), n’est explicite´e dans ce cas. Il s’agit d’un
mode`le inte´ressant pour l’e´tude d’aspects lie´s a` la line´arite´ dans le contexte
du pilotage de l’alimentation, mais qui ne fournit aucune information sur la
consommation ou le rendement de l’amplificateur.
Conside´rant le manque de mode`les complets incluant les deux relations
f1 et f2, le mode`le d’amplificateur RF utilise´ dans ces travaux a e´te´ obtenu
empiriquement a` partir de mesures statiques sur l’amplificateur Classe A
base´ sur le transistor MRF21010. Cet amplificateur peut de´livrer 10W de
puissance en sortie pour une alimentation nominale de 28V. Au moyen d’un
balayage des puissances en entre´e -avec excitation CW- et des alimentations
-de 18V jusqu’aux 28V nominales d’alimentation- , les relations f1 et f2
correspondant aux expressions (7.5) et (7.6) ont e´te´ obtenues. Les figures
7.2 et 7.23 illustrent ces relations.
Les mesures re´ve`lent que pour une puissance RF en sortie donne´e, la
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consommation se re´duit quand Vcc l’est, et en conse´quence le rendement
augmente.
Bien que de´pendant de deux variables d’entre´e, il est a` remarquer la
nature sans me´moire de ce mode`le. Pre´cisons donc que les strate´gies de
pre´distorsion que nous proposerons a` leur e´gard, seront aussi sans me´moire.
L’e´tude des effets me´moire dans une situation de pilotage dynamique de
l’alimentation pour les amplificateurs RF est en dehors de la porte´e de nos
travaux.
Mode`le du modulateur d’amplitude
A partir de la conception du modulateur d’amplitude, l’extraction de
leur mode`le line´aire simplifie´ e´quivalent est de´taille´e par la suite.
Le modulateur d’amplitude utilise´ dans ces travaux est un type de
convertisseur continu-continu (DC-DC) a` de´coupage dont la re´gulation est
base´e sur un controˆle glissant. Les avantages de ce type de controˆle sont la
stabilite´ et robustesse pour une large plage de points de travail, et ceci en
pre´sence d’incertitudes dans les parame`tres de fonctionnement. En plus, il
permet une bonne re´ponse dynamique et une imple´mentation simple.
La figure 7.12 montre un convertisseur DC-DC buck (abaisseur), avec
son re´gulateur, qui ope`re en mode glissant. L’application du re´gime glissant
sur le courant en sortie du convertisseur a e´te´ e´tudie´e et caracte´rise´e dans
[FOA83] et [RS85]. Avec une telle approche, le controˆle du courant dans
l’inductance a` un certain niveau de´sire´, e´limine l’influence de l’inductance
comme e´le´ment dynamique du convertisseur. Ceci re´duit l’ordre du syste`me,
et ce qui est plus, simplifie la mise en œuvre ulte´rieure du filtre de pre´diction
dans la partie nume´rique de pre´distorsion+pilotage.
La surface glissante S(x) est imple´mente´e au moyen d’un comparateur a`
hyste´re´sis, ou` x = [i, v]+ est le vecteur d’e´tat. La surface glissante pour un
controˆle a` courant constant est :
S(x) = iREF − i (7.14)
La variation judicieuse du courant de re´fe´rence est une technique bien
connue de re´gulation de la tension de sortie dans un convertisseur buck
[FOA83]. Au moyen de l’inclusion d’un bloc de compensation en charge du
calcul de ce courant de re´fe´rence, il est possible d’obtenir une erreur de
tension en sortie e´gale a` ze´ro ide´alement.
Si l’on conside`re un bloc de compensation du type filtre PI, la surface
glissante modifie´e pour une re´gulation en tension peut s’exprimer comme :
S(x) = α(VREF − v) + β
t∫
−∞
[VREF − v(τ)] dτ − i (7.15)
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Fig. 7.12: Convertisseur buck avec controˆle en mode glissant
ou` α et β sont les parame`tres proportionnel et inte´gral, respectivement,
du re´gulateur PI.
En utilisant la technique reporte´e dans [GMH+95], et sous l’hypothe`se
que le convertisseur travaille en mode continu, il est possible d’e´tablir un
mode`le dynamique du convertisseur ainsi que des parame`tres PI en fonction
des spe´cifications de fonctionnement statiques et dynamiques.
La figure 7.13 montre le mode`le petit signal du convertisseur buck qui
ope`re en mode feneˆtre glissante. Dans le domaine de Laplace, la fonction
de transfert qui lie la tension en sortie et le courant de re´fe´rence pour une















A partir du diagramme de la figure 7.13 et les expressions (7.16) et (7.17),
la fonction de transfert en boucle ferme´e du convertisseur qui lie la tension
en sortie et la tension de re´fe´rence est donne´e par :























A partir de (7.18) il peut eˆtre de´duit que le syste`me est inconditionnel-
lement stable autour du point d’e´quilibre.
Les parame`tres du convertisseur ont e´te´ finalement ajuste´s au moyen
de simulations avec le logiciel PSIM, pour une tension nominale d’entre´e
de 40V, une charge de 30 Ω, et une tension nominale en sortie de 28V. La
bande d’hyste´re´sis du comparateur a e´te´ re´gle´e en sorte que la fre´quence de
de´coupage se fixe a` 1MHz pour ces conditions nominales. Avec l’ensemble
de parame`tres R3 = 4kΩ, R4 = 1kΩ et C4 = 10nF , la largeur de bande de
ce convertisseur agissant en tant que modulateur d’amplitude est de 200kHz
approximativement.
L’accord final des parame`tres de controˆle PI a e´te´ re´alise´ au moyen
d’une simulation grand signal avec PSIM. Les parame`tres qui garantissent
l’ope´ration en mode continu pour les conditions nominales e´tablies ci-dessous
sont L = 40µH et C = 220nF .
A partir du mode`le line´aire analytique ainsi obtenu, un mode`le
nume´rique e´quivalent a` l’aide de Matlab5 peut eˆtre rapidement de´duit. Par
exemple, un mode`le nume´rique correspondant a` un filtre de re´ponse infinie
(IIR) d’ordre 2, s’accorde bien avec la re´ponse analytique tel que montre´
graphiquement dans la re´ponse de la figure 7.14.
7.2.3 Evaluation de la me´thodologie propose´e
Dans cette partie nous analysons le fonctionnement des principes
pre´ce´demment expose´s a` propos du pilotage anti-causal d’un modulateur
















échelon entrée réponse modèle analytique échelon numérisé réponse modèle IIR
Fig. 7.14: Mode`le du convertisseur buck. Re´ponses du mode`le line´aire analytique et
du mode`le nume´rique e´quivalent
d’amplitude : dans quelles conditions ces principes permettent-ils d’obtenir
une ame´lioration du rendement ?
Cette analyse est organise´e en deux e´tapes. Dans un premier temps, nous
nous proposons l’e´tablissement d’un sce´nario de re´fe´rence. Dans un deuxie`me
temps, le pilotage anti causal du modulateur d’amplitude proprement dit
(CAS 2, cf. page 218) est analyse´ et compare´ a` ce sce´nario de re´fe´rence.
Pour re´fe´rence, nous avons baˆti trois syste`mes e´metteurs dans un entou-
rage de simulation, tel qu’il est illustre´ sche´matiquement dans la figure 7.15.
Ils correspondent aux situations de´crites ci-dessous :
– (a) Le syste`me avec alimentation statique nominale et sans
pre´distorsion : situation typique d’e´metteur non line´arise´
– (b) Le meˆme syste`me avec alimentation statique nominale et avec
pre´distorsion nume´rique : l’e´metteur line´arise´
– (c) Le syste`me ide´al (CAS 1, cf. page 216) avec alimentation dyna-
mique large bande ou ide´ale : l’e´valuation de ce troisie`me cas servira a`
e´tablir le plafond des performances au dela` duquel il n’est pas possible
d’aller
A ce stade, nous confrontons donc les deux figures de me´rite antagonistes
qui sont la line´arite´ et le rendement e´nerge´tique. Dans la figure 7.16, on
montre les re´sultats des mesures de line´arite´ dans les trois cas e´tudie´s, pour
diffe´rents types de signal (valeurs de PAPR diffe´rents).
A puissance de pic en sortie e´gale, nous pouvons observer combien
les performances en line´arite´ sont pauvres dans le cas sans line´arisation
(a). Avec pre´distorsion ou modulation d’amplitude ide´ale, les perfor-
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Fig. 7.15: Etablissement des repe`res. Repre´sentation fonctionnelle des cas de simulation
incluant les trois syste`mes sous e´tude. Pour chacun, des releve´s directs du rendement
et d’ACPR servent d’indicateurs de ses performances
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mances en line´arite´ se voient bien ame´liore´es, et se placent autour des
50 dB d’ACPR. Ce premier re´sultat renforce l’ide´e que les syste`mes de
pre´distorsion/line´arisation permettent tirer le maximum de profit des ca-
pacite´s en puissance d’un amplificateur donne´e.

















(a) w/static supply, wo/DPD
(b) w/static supply, w/DPD
(c) w/ideal dyn. supply
Linearity Enhancement
Fig. 7.16: Etablissement des repe`res : Mesures de line´arite´ dans les trois cas sous e´tude,
en fonction du PAPR du signal applique´ (a` puissance de pic en sortie constante)
Dans le plan du rendement, puisque le mode`le d’amplificateur que nous
utilisons prend en compte sa consommation e´nerge´tique, nous pouvons
e´valuer autant cette consommation que le rendement. Sous les meˆmes condi-
tions que dans le cas pre´ce´dent, a` puissance de pic e´gale dans tous les cas, la
figure 7.17 montre les re´sultats en termes de consommation brute. Alterna-
tivement, la figure 7.18 illustre ces meˆmes re´sultats en termes de rendement
e´nerge´tique.
En ge´ne´ral, la consommation et le rendement se voient re´duits lorsque le
PAPR du signal augmente. Puisque la puissance de pic du signal en sortie
de l’amplificateur reste constante, la puissance moyenne du signal de´croˆıt au
fur et a mesure que le PAPR augmente : ceci fait re´duire la consommation
brute moyenne (cf. figure CHAP 1). Suivant cette logique, le rendement
moyen de´croˆıt si le PAPR augmente. Sur cette tendance, on constate que le
syste`me (c) pre´sente dans tous les cas la moindre consommation/le meilleur
rendement.
De plus, lorsque les re´sultats en line´arite´/rendement (Fig.7.16/Fig.7.18)
ou line´arite´/consommation (Fig.7.16/Fig.7.17) sont couple´s, on constate
comme le syste`me (c) est le seul permettant un compromis gagnant/gagnant,
offrant une line´arite´ optimale avec la moindre des consommations : la
pre´distorsion seule n’ame´liore pas le rendement, mais est impe´rative pour
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(a) w/static supply, wo/DPD
(b) w/static supply, w/DPD
(c) w/ideal dyn. supply
Energy Savings
Fig. 7.17: Etablissement des repe`res : Mesures de la consommation brute dans les trois
cas sous e´tude, en fonction du PAPR du signal applique´ (a` puissance de pic en sortie
constante)










(a) w/static supply, wo/DPD
(b) w/static supply, w/DPD
(c) w/ideal dyn. supply
Efficiency Boost
Fig. 7.18: Etablissement des repe`res : Mesures du rendement dans les trois cas sous
e´tude, en fonction du PAPR du signal applique´ (a` puissance de pic en sortie constante)
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atteindre de bonnes performances en line´arite´. En revanche, le sche´ma
d’alimentation dynamique ide´al permet ame´liorer, en meˆme temps, la
line´arite´ et le rendement.
Une fois que les repe`res (a),(b) et (c) ont e´te´ e´tablies, nous proce´dons
a` l’e´valuation de la technique de pilotage anti causal propose´e. Nous nous
rapportons au CAS 2 de la page 218.
Pour ce faire, nous avons utilise´ une me´thodologie similaire a` celle utilise´e
pre´ce´demment pour l’e´tablissement des repe`res, mais prenant en compte la
dynamique non ide´ale et limite´e du modulateur d’amplitude. Dans la figure
7.19 il est montre´ le sche´ma fonctionnel de ce test.
18 - 28V DC
 'PDf  PAg
Modulateur










Fig. 7.19: Sche´ma fonctionnel pour le test du pilotage anticausal de l’alimentation
de l’amplificateur. Lorsqu’on fixe le signal sous test, on peut relever les mesures de
line´arite´ et de rendement pour diffe´rentes valeurs de BWMOD et donc du rapport
BWRF /BWMOD
Dans ce cas, la largeur de bande du signal reste constante, et la largeur
de bande du modulateur est variable et ajuste´e au cas par cas. Pour chaque
signal sous test, cette configuration permet de reproduire les mesures de
line´arite´ et de rendement a` diffe´rentes valeurs du rapport BWRF /BWMOD6.
Les re´sultats des figures de me´rite (rendement, line´arite´) ainsi releve´s
serviront a` de´terminer l’impact de la dynamique du modulateur en fonc-
tion du rapport BWRF /BWMOD, autant le maintient des performances en
line´arite´, que la de´gradation de performances en termes de rendement. Ceci
est montre´ dans les re´sultats des figures 7.20 et 7.21 pour l’e´volution de la
consommation et du rendement pour diffe´rents valeurs du PAPR du signal.
En regardant l’allure des re´sultats des figures 7.20 et 7.21 par rapport a`
BWRF /BWMOD, on constate naturellement que les meilleures performances
s’obtiennent quand ce rapport est faible : la consommation est minimale, et
le rendement est maximal.
6Ou` BWRF fait re´fe´rence a` la largeur de bande du signal RF a` e´mettre, tandis que
BWMOD fait re´fe´rence a` la largeur de bande du modulateur d’amplitude qui fournit la
tension a` l’amplificateur



























PAPR > 8 dB
PAPR > 7 dB
PAPR > 6 dB
PAPR > 5 dB
PAPR > 4 dB
PAPR > 3 dB
Fig. 7.20: Pilotage anti causal du modulateur d’amplitude. Evolution de la consom-
















PAPR > 8 dB
PAPR > 7 dB
PAPR > 6 dB
PAPR > 5 dB
PAPR > 4 dB
PAPR > 3 dB
Fig. 7.21: Pilotage anti causal du modulateur d’amplitude. Evolution du rendement en
fonction de BWRF /BWMOD et pour diffe´rents valeurs du PAPR du signal
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D’ailleurs, quand BWRF /BWMOD tend vers 0, les re´sultats tendent au
cas-repe`re (c) des figures 7.17 et 7.18 pre´ce´dentes. En effet, on se place
dans un cas d’alimentation dynamique ide´ale, ou` la largeur de bande du
modulateur d’amplitude de´passe largement celle du signal RF. A l’oppose´e,
a` mesure que le rapport BWRF /BWMOD tend vers l’infini, on s’approche
conceptuellement du cas de l’alimentation statique, et les re´sultats tendent
vers les cas (a) et (b) des figures 7.17 et 7.18.
Si on analyse les re´sultats des figures 7.20 et 7.21, mais cette fois-ci en
fonction du PAPR, deux points remarquables sont a` interpre´ter, tel que
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Fig. 7.22: Interpre´tation synthe´tique des re´sultats dans 7.21
Tout d’abord, le constat que, a` nouveau, les valeurs de consommation
et du rendement se voient d’autant re´duites que le PAPR augmente : si le
PAPR est faible, la consommation est e´leve´, mais le rendement l’est aussi,
et inversement.
Ensuite, nous constatons que les cas a` faible PAPR pre´sentent un
moindre intervalle de transition entre les situations alimentation dynamique
ide´ale (BWRF /BWMOD re´duit, a` gauche) et un comportement d’alimen-
tation statique (BWRF /BWMOD e´leve´, a` droite). En d’autres termes, la
marge d’ame´lioration du rendement qu’on peut obtenir avec des rapports
BWRF /BWMOD modestes est de plus en plus e´leve´e lorsque le PAPR croˆıt.
Notons que, dans les cas correspondants aux figures 7.20 et 7.21, la
line´arite´, mesure´e en ACPR, est meilleure que 48 - 50 dB le long de toute la
plage BWRF /BWMOD e´value´e. La largeur de bande du modulateur d’ampli-
tude n’a donc aucun impact en termes de de´gradation de la line´arite´ pourvu
que le pilotage du modulateur soit couple´ judicieusement a` la pre´distorsion.
Ainsi, comme conclusion partielle a` cette premie`re e´valuation du pilotage
anti causal du modulateur d’amplitude, nous observons que le syste`me at-
teint une line´arite´ optimale dans tous les cas, et un rendement sous-optimal,
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potentiellement meilleur que celui dans un cas d’alimentation statique, meˆme
pour des rapports BWRF /BWMOD > 1. En pratique, si le PAPR du si-
gnal est e´leve´, le syste`me propose´ rend possible l’obtention d’ame´liorations
du rendement inte´ressantes sans aucune pe´nalisation de la line´arite´, tout
en relaˆchant les contraintes (dynamiques, technologiques) du modulateur
d’amplitude.
Apre`s cette e´tude pre´alable au niveau fonctionnel, qui a montre´ les possi-
bilite´s du syste`me propose´, est maintenant pre´sente´e l’e´tude de la conception
et de la viabilite´ de la re´alisation mate´rielle.
7.3 Conception FPGA et validation
Dans ce volet est pre´sente´e la conception mate´rielle du module de
pre´distorsion+pilotage de l’alimentation. Dans un premier temps, nous trai-
tons le passage des principes fonctionnels pre´ce´dents vers une descrip-
tion susceptible d’eˆtre imple´mente´e. Dans une deuxie`me partie, ce volet
se consacre a` l’e´tude de la viabilite´ et de la faisabilite´ de l’imple´mentation
propose´e, du point de vue de la robustesse face aux non ide´alite´s qui se
manifestent lors du passage du plan fonctionnel au plan mate´riel.
7.3.1 Conception
En nous approchant d’une imple´mentation sur FPGA, et cherchant donc
une construction faisable du point de vue de la mise en œuvre, nous avons
retenu une organisation mate´rielle au niveau syste`me comme celle montre´e
au niveau fonctionnel, dans la figure 7.5 (page 218), selon les meˆmes trois
parties principales que l’organisation fonctionnelle :
– Module de pre´distorsion (DPD)
– Module de commande du modulateur d’amplitude
– Filtre de pre´diction du modulateur d’amplitude
A partir du signal en bande de base a` e´mettre, le module a` concevoir
fournit a` sa sortie le signal en bande base predistordu, ainsi que la commande
pour le modulateur d’amplitude.
Nous traitons la conception de chacun de ces modules e´nonce´s ci-dessus
par la suite.
Module de pre´distorsion
Le module de pre´distorsion ne´cessite une connaissance de l’e´tat pre´sent
du chemin de l’alimentation : le processus de pre´distorsion/line´arisation doit
prendre en compte les variations de la caracte´ristique de l’amplificateur dues
au pilotage de l’alimentation Vcc de l’amplificateur.
Cette partie est en charge de fixer un gain constant pour la chaˆıne
pre´distorsion+amplificateur, au moyen d’une pre´-expansion du signal a`
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e´mettre en bande de base. Les variations de gain de l’amplificateur ont main-
tenant une double origine. Elles sont dues a` la caracte´ristique non line´aire
de l’amplificateur, mais e´galement aux variations de l’alimentation, tel que
montre´ dans la figure 7.23, ou` la re´ponse de l’amplificateur est repre´sente´e
pour diffe´rents niveaux de tension d’alimentation V kcc,k = 1, 2, . . . ,m, avec
V 1cc < V
1
cc < . . . < V
m
cc .

























































PA Prédistorsion + PA
Fig. 7.23: Caracte´ristique E/S du PA et de la chaine PD+PA (normalise´es), pour
diffe´rentes valeurs de tension d’alimentation Vcc
La conception du module de pre´distorsion s’effectue alors comme suit.
Pour chaque niveau V kcc conside´re´, on calcule une fonction de pre´distorsion
fkPD(x) associe´e, de fac¸on a` ce que la sortie du PA apre`s DPD soit une
re´plique de l’entre´e avec un gain constant GPD (Fig. 7.23). L’e´tablissement
de GPD a e´te´ discute´e dans la section 6.3.2 : expression (6.17), a` la page
203.
En pratique, chaque fonction de pre´distorsion est exprime´e sous la forme
d’un produit complexe entre l’e´chantillon a` e´mettre et un coefficient de
pre´distorsion stocke´ dans une table LUT qui est indexe´e a` partir de la puis-
sance du signal ( ∆ e´tant une constante de proportionnalite´), re´sultant en






) · xin,PD (7.19)
Observons que si l’e´tat effectif de l’alimentation est connu par le module
DPD, et si cet e´tat correspond exactement a` l’une des valeurs V kcc conside´re´es,
le choix de la fonction de pre´distorsion approprie´e s’effectue tout simplement
a` travers l’index k. L’application de (7.19) dans un contexte d’alimentation
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dynamique SET, ou` les e´tats de l’alimentation sont choisis parmi un nombre
restreint d’e´tats pre´de´finis, pourrait fournir ainsi une solution de´finitive a` la
question de la line´arisation.
Or, dans la situation pratique que nous conside´rons, les niveaux effectifs
de l’alimentation peuvent prendre un nombre infini de valeurs V 1cc ≤ Vcc ≤
V mcc en raison du caracte`re continu de l’e´volution dynamique de l’alimen-
tation. Si Vcc est continu, leur index keff de pointage a` fPD devrait l’eˆtre
aussi, alors que seulement un nombrem fini de fPD sont bien suˆr disponibles,
correspondant a` des valeurs entiers de k.
Si l’e´tat effectif de l’alimentation est connu par le module DPD, nous pro-
posons alors l’obtention de fPD a` partir des fonctions f
k,inf
PD (x) et f
k,sup
PD (x)
les plus proches de keff , par interpolation, comme illustre´ dans la figure
7.24. Un facteur de ponde´ration w, qui peut eˆtre de´duit a` partir de Vcc sert
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Fig. 7.24: Obtention de fk,effPD a` partir des fonctions f
k,inf
PD (x) et f
k,sup
PD (x), par in-
terpolation
Module de pilotage de l’alimentation dynamique
Ce module est en charge de fournir la commande pour le modulateur
d’amplitude qui minimise la consommation de l’amplificateur. Il est compose´
de trois parties principales, se´quentielles, tel qu’illustre´ dans la figure 7.25.
– Obtention de Vcc,opt. A partir des adresses fournies par le module
de pre´distorsion, qui donnent une mesure de la puissance du signal.
Ces adresses pointent vers une table LUT contenant le niveau
d’alimentation minimum ne´cessaire Vcc,opt permettant de pre´distordre
le signal sans e´creˆtements en sortie
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– Registre MHSR. Nous avons de´crit pre´ce´demment comment la
re´fe´rence r pour le modulateur d’amplitude est obtenue d’apre`s la
feneˆtre des D derniers e´chantillons a` e´mettre, comme le maximum
de la tension minimale ne´cessaire Vcc,opt dans cette feneˆtre. Comme
illustre´ dans la figure, cette partie peut s’imple´menter au moyen d’un
registre a` de´calage et d’un comparateur, de manie`re a` ce que la sortie
du module MHSR a` chaque coup d’horloge corresponde au maximum
des dernie`res D entre´es
– Module de de´cimation. Dans la conception propose´e, une gestion
d’horloges transversale a` la ge´ne´ration de la commande et une e´tape
finale de de´cimation permettent de re´aliser l’adaptation des e´chelles
de temps entre la partie signal et la partie commande. Ainsi, le
signal r(m), qui est une version sous-e´chantillonne´e de r(n), sert
de commande effective pour le modulateur d’amplitude, ainsi que













Fig. 7.25: Construction du module de commande/pilotage de l’alimentation dynamique
au moyen d’une table LUT, un registre MHSR et une e´tape finale de decimation
Module de pre´diction du modulateur
Le filtre de pre´diction est un filtre nume´rique a` re´ponse impulsionnelle fi-
nie (FIR) modelant nume´riquement le modulateur d’amplitude. Il fait le lien
entre la partie de commande/pilotage et la partie de signal/pre´distorsion.
Il rec¸oit en entre´e la commande r(m) du modulateur d’amplitude. La
sortie, apre`s interpolation CIC (cf. 5.4 et [Hog81]) et mise en e´chelle, fournit
l’information ne´cessaire permettant au module DPD de commuter dyna-
miquement parmi les diffe´rentes fonctions de pre´distorsion afin de produire
fk,effPD (x). L’utilisation de r(m) comme entre´e, et non r(n), permet de re´duire
l’ordre du filtre.
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En pratique, l’obtention des coefficients du filtre ne´cessite une connais-
sance pre´alable de la re´ponse indicielle du modulateur d’amplitude. Les as-
pects relatifs a` l’accord entre la re´ponse estime´e et la re´ponse effective du
modulateur seront traite´s ulte´rieurement (cf. 7.3.2, en page 243).
7.3.2 Validation
La proce´dure de validation de l’ensemble du syste`me complet, preˆt
a` l’imple´mentation, est traite´e dans cette partie. Les re´sultats que nous
pre´sentons par la suite ont e´te´ obtenus dans un entourage de simulation,
a` partir des mode`les de l’amplificateur et du modulateur d’amplitude (cf.
7.2.2). Cette fois-ci, la re´alisation du module de pre´distorsion+pilotage de
l’alimentation propose´ obe´it au sche´ma de la figure 7.26, ou` nous avons
inte´gre´ les trois blocs tout juste de´crits.
La partie de pre´distorsion inclut plusieurs tables LUT correspondant
aux diffe´rentes fonctions fkPD associe´es a` diffe´rents niveaux de tension de
l’amplificateur. La partie de pilotage de l’alimentation inclut la table LUT
de se´lection de la tension optimale/minimale ainsi que le registre MHSR.
Enfin, la partie de pre´diction du modulateur d’amplitude, fournit la ca-
pacite´ de se´lection parmi les diffe´rentes fonctions de pre´distorsion. Cette
se´lection est re´alise´e au moyen d’un multiplexeur. En sortie du multiplexeur,
un bloc d’interpolation line´aire permet finalement l’obtention des valeurs
des coefficients de pre´distorsion effectifs gk,effPD (x). Enfin, la pre´distorsion
est re´alise´e au moyen d’un produit complexe sur le signal a` e´mettre, de´cale´
de D e´chantillons.
DPD
8 x 512 complex LUT






















Fig. 7.26: Mode`le du module de pre´distorsion/pilotage de l’alimentation propose´, preˆt
a` l’imple´mentation, que nous avons utilise´ pour la validation de la conception mate´rielle
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Par la suite, sont de´crits les re´glages pour le module de com-
mande+pre´distorsion utilise´s dans la simulation, les cas e´tudie´s sont de´crits,
et les re´sultats et discussion sont donne´s pour chacun de ces cas.
Re´glages et cas e´tudie´s
Le Tableau 7.1 re´sume les valeurs des principaux re´glages que nous
avons utilise´s pour cette validation. Ces re´glages concernent le dimensionne-
ment du module e´tudie´ (tables LUT, filtre de pre´diction, sur-e´chantillonnage
du signal), le modulateur d’amplitude (largeur de bande) ainsi que les ca-
racte´ristiques des signaux de test. Remarquons le fait que nous nous plac¸ons
dans une situation BWRF /BWMOD ≈ 8MHz/200kHz = 40.
En ce qui concerne le filtre de pre´diction, la figure 7.27 illustre l’accord
entre la re´ponse analytique, la re´ponse nume´rique IIR e´quivalente, et la
re´ponse sous-e´chantillonne´e d’un facteur 32 ge´ne´re´e au moyen d’un filtre
FIR de 64 coefficients.
ITEM PARAMETRE Valeur Unite´s
Signal de test
Largeur de bande 8 MHz
PAPR 8 dB
Modulateur Largeur de bande 200 kHz
d’amplitude Temps monte´e 2.33 µs
Module de Fs 105 MHz
pre´distorsion / Surechantillonnage 16 Ech./symb.
pilotage de D du MHSR 245 | 2.33 e´ch. | µ s
l’alimentation Filtre pre´diction (FIR) 64 coefficients
Facteur de´cimation R 32 -
Filtres CIC 4 Etages
Taille Tables LUT 512 Entre´es
Tab. 7.1: Parame`tres de la simulation
Avec cette configuration de test, plusieurs cas seront pris en
conside´ration pour effectuer la validation de la conception propose´e, dans
des contextes de fonctionnement ide´aux ou pas. Ainsi, a` part une premie`re
e´tude sous conditions ide´ales, nous voulons e´valuer l’impact d’imperfections
telles que :
– l’effet du de´salignement temporel entre voies
– l’effet des imperfections/de´saccords du filtre de pre´diction
Chacun de ces cas est discute´ se´pare´ment dans la suite. Comme lors des
validations pre´ce´dentes, les figures de me´rite a` mesurer seront le rendement
et la consommation de l’amplificateur, ainsi que l’ACPR pour e´valuation de
la line´arite´ durant la transmission du signal M-QAM.
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DC/DC decimated FIR predictor
Fig. 7.27: Filtre de pre´diction, conditions nominales. Re´ponse analytique, re´ponse
nume´rique IIR e´quivalente, et re´ponse FIR de 64 coefficients (sous-e´chantillonnage×32)
Lors de la construction du test, les diffe´rences entre l’e´tude que nous
abordons a` ce niveau et celle mene´e pour la validation du CAS 2 pre´ce´dent
(figure 7.19), sont principalement les suivantes :
– Ici le module de pre´distorsion inte´gre´ a` la simulation est la version
preˆte a` l’imple´mentation, avec pre´distorsion a` partir de tables LUT
et de´cimation/interpolation dans la partie de pre´diction du modula-
teur d’amplitude. Pre´ce´demment, nous avions utilise´ les expressions
analytiques (7.7) - (7.11) pour l’obtention du signal predistordu, ainsi
qu’un filtre de pre´diction a` re´ponse impulsionnelle infinie IIR identique
a` celle du mode`le du modulateur d’amplitude
– Ici le mode`le du modulateur d’amplitude est celui IIR de deuxie`me
ordre base´ sur la de´rivation analytique du convertisseur DC-DC
pre´sente´e dans cf. 7.2.2 et non un mode`le simplifie´ IIR de premier
ordre comme dans les exemples pre´ce´dents
En revanche, le mode`le d’amplificateur et les me´thodes de cre´ation des
signaux et de mesure de performances (ACPR, consommation, rendement)
restent identiques.
Etude sous conditions ide´ales
Dans ce cas d’e´tude, nous nous proposons d’e´valuer la conception
mate´rielle propose´e, telle qu’elle a e´te´ repre´sente´e dans la figure 7.26, sous
conditions ide´ales. On suppose donc ici que l’alignement temporel entre les
voies du signal RF et d’alimentation est parfait et que la re´ponse dynamique
de la partie de pre´diction du modulateur d’amplitude approche raisonnable-
ment celle du modulateur d’amplitude.
Sous l’ensemble des conditions expose´es ci-dessus, nous avons obtenu les
re´sultats affiche´s dans le Tableau 7.2, pour les situations suivantes :
7.3 Conception FPGA et validation 241
– sans line´arisation et alimentation statique
– a` 28V
– a` 18V
– avec pre´distorsion et alimentation statique
– a` 28V
– a` 18V
– avec pre´distorsion+alimentation dynamique
Dans les deux cas a` alimentation constante, on a conside´re´ deux situa-
tions d’alimentation : celle nominale de l’amplificateur (28V) ou une alimen-
tation re´duite de re´fe´rence correspondant justement a` la valeur minimale de
l’excursion du modulateur d’amplitude (18V).
alim.statique alim.statique et DPD
Vcc 18 28 18 28 Dyn.
η (%) 24.8 17 26 17 24
ACPR (dB) -33 -39 -39 -52 -51
Tab. 7.2: Comparatif de performances
Les re´sultats sont tout a` fait consistants avec ceux de la mode´lisation
fonctionnelle de la figure 7.21. Les valeurs ici pre´sente´es pour l’alimenta-
tion dynamique correspondent a` celles d’abscisse BWRF /BWDC = 40 dans
celle figure. Le cas pre´distorsion+alimentation statique a` 28V ici pre´sente´
correspond au cas BWRF /BWDC → +∞, a` droite dans celle figure.
Les performances du mode`le preˆt a` l’imple´mentation s’ave`rent donc sa-
tisfaisantes, et aucune de´gradation n’est perc¸ue a` ce stade. La pre´diction du
modulateur d’amplitude au moyen d’un filtre FIR sur le signal de re´fe´rence
de´cime´, couple´ a` la pre´distorsion avec tables LUT et puis interpolation
line´aire marche correctement.
La faisabilite´ de translation du concept fonctionnel vers une
imple´mentation mate´rielle est mise en e´vidence. Dans la suite, sa robustesse
est e´tudie´e plus amplement, et nous pre´sentons une e´tude plus approfondie
de quelques situations non ide´ales de fonctionnement.
Effets du de´salignement entre voies
On a e´tudie´ l’effet du de´calage entre les voies RF et d’alimentation (∆Φ,
exprime´ en nombre de pe´riodes d’e´chantillonnage), selon un sche´ma de test
comme celui de la figure 7.28. Ce de´salignement entre voies est une source
connue de de´gradations en line´arite´ chez les e´metteurs dont l’alimentation
est controˆle´e dynamiquement d’apre`s l’enveloppe du signal a` e´mettre (cf.
section 3.2.3, expression (3.6)).
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Fig. 7.28: Test pour l’e´tude de l’effet du de´calage entre les voies RF et d’alimentation
Dans les validations pre´ce´dentes, aucun de´salignement n’avait e´te´
conside´re´, correspondant au cas ∆Φ = 0. La figure 7.29 illustre l’effet de ce
de´salignement et l’interpre´tation du signe de ∆Φ. Nous avons repre´sente´ les
niveaux d’alimentation dans trois situations de de´salignement, superpose´s a`
l’enveloppe du signal en entre´e de l’amplificateur, pour repe´rage. Quand ∆Φ
est ne´gatif, le signal RF pre´ce`de l’alimentation nominale. Re´ciproquement,
quand ∆Φ est positif, le signal RF est en retard par rapport a` l’alimentation
nominale.
Enfin, les re´sultats obtenus, synthe´tise´s sur la figure 7.30, en bas,
montrent la robustesse du sche´ma propose´. La marge de de´gradation de
la line´arite´ d’1 dB d’ACPR est supe´rieure a` la pe´riode du symbole (16
e´chantillons dans notre e´tude). Cette robustesse est propre des architectures





Fig. 7.29: Exemple du de´calage entre les voies RF et d’alimentation, et crite`re de signe
pour ∆Φ
























a default D D x 2 D x 4 D x 8
Fig. 7.30: Re´sultats du test du de´calage entre voies, pour diffe´rentes valeurs du pa-
rame`tre D
Toutefois, la line´arite´ et la robustesse face aux de´salignements peuvent
eˆtre renforce´es davantage au moyen du re´glage du parame`tre D (7.12), au
prix d’une perte en rendement, tel qu’illustre´ dans la figure 7.30. Les releve´s
de rendement (en haut), et d’ACPR (en bas), pour diffe´rentes valeurs de D
autres que le nominal (Table 7.1) mettent en e´vidence cette tendance.
Effets du de´saccord du filtre de pre´diction du modulateur d’am-
plitude
Il a e´te´ explique´ comment le module de pre´distorsion ne´cessite une image,
ou connaissance, de l’e´tat pre´sent de l’alimentation de l’amplificateur. Le
filtre de pre´diction du modulateur d’amplitude s’occupe de cette taˆche dans
l’organisation fonctionnelle et mate´rielle que nous avons propose´e. Ainsi,
l’e´tablissement du filtre de pre´diction suppose une nature temporellement
invariante des caracte´ristiques dynamiques du modulateur d’amplitude.
Or, apre`s estimation de la re´ponse du modulateur et de´duction du filtre
de pre´diction (un sujet qui sera traite´ un peu plus loin, cf.7.4.2), il se peut
qu’il se produisent des de´saccords ou de´viations entre les re´ponses des deux
syste`mes, cense´es eˆtre e´gales. Ces de´saccords peuvent eˆtre dus au vieillisse-
ment, aux de´rives thermiques, ou a` des erreurs intrinse`ques a` l’approxima-
tion line´aire, nume´rique, et type FIR du filtre de pre´diction du modulateur
d’amplitude (analogique et non line´aire e´ventuellement, au moins en ce qui
concerne leur re´ponse en phase). Sous ces conditions, l’information de l’e´tat
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de l’alimentation disponible en entre´e du module DPD induira des erreurs
lors de l’obtention de fk,effPD (x).
L’objectif de l’e´tude ici pre´sente´e est de mettre en avant les effets du
de´saccord entre le filtre de pre´diction et la re´ponse effective du modula-
teur d’amplitude. La figure 7.31 illustre le diagramme fonctionnel de ce
test, ou` diffe´rentes variations a` la re´ponse du modulateur seront prises en
conside´ration, a` savoir :
– les de´saccords d’offset en amplitude entre le modulateur et le filtre de
pre´diction
– les de´saccords en termes de suroscillation/amortissement et des temps
de monte´e (provoque´es par des de´rives des valeurs des composants du
modulateur d’amplitude)
Ainsi, la de´marche ge´ne´rale de cette expe´rience est de produire des va-
riations dans la re´ponse simule´e du modulateur d’amplitude, qui se de´vie
de celle de re´fe´rence pre´sente´e dans la figure 7.27, tandis que la re´ponse du













Fig. 7.31: Test pour l’e´tude de l’effet du de´saccord entre la re´ponse re´elle du modulateur
d’amplitude et l’approximation nume´rique imple´mente´e par le filtre de pre´diction
Les re´sultats dans la figure 7.32 refle`tent l’effet de l’erreur d’offset de
tension au niveau de la sortie du modulateur d’amplitude sur l’ACPR, quand
la tension effective est :
Vcc = Vˆcc + eoffset (7.20)
ou` Vˆcc est le niveau de tension attendu en sortie du filtre de pre´diction,
et eoffset l’erreur d’offset conside´re´e. La situation eoffset = 0 correspond
au cas e´tudie´ initialement, sans de´saccord. Logiquement, ce cas produit les
meilleures performances en line´arite´ en termes de l’ACPR en e´mission. Des
erreurs |eoffset = 0| < 0.2V provoquent toujours des de´gradations en dessous
d’1 dB d’ACPR. Apre`s, la de´gradation de l’ACPR exprime´e en dB devient
plus remarquable, avec un rapport d’environ 10dB de pertes par Volt de
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|eoffset|.

















Fig. 7.32: De´saccords d’offset en amplitude entre le modulateur et le filtre de
pre´diction : Mesure de line´arite´ ACPR vs. eoffset
Pour l’e´tude des de´saccords provoque´s par les de´rives des valeurs des
composants du modulateur d’amplitude (dues par exemple au vieillissement
ou aux variations de tempe´rature), et sans conside´rer les erreur d’offset de
tension, nous avons produit des variations ale´atoires7 dans les valeurs de ces
composants dans l’expression (7.18) .
Pour chaque ensemble de parame`tres ale´atoirement de´vie´s, une simula-
tion de´terministe du syste`me, avec un meˆme signal de test, a e´te´ effectue´e,
et les parame`tres d’ACPR et rendement associe´s, releve´s. A titre d’exemple,
la figure 7.33 montre l’allure des re´ponses a` l’e´chelon ainsi obtenues, et la fi-
gure 7.34 illustre une re´alisation de l’e´volution de l’alimentation dynamique
correspondant a` chacune de ces re´ponses.
Cette expe´rience re´pe´te´e a` plusieurs reprises nous a permis d’e´valuer
l’ordre de grandeur de l’impact des de´saccords en ce qui concerne la
de´gradation de l’ACPR, ainsi que d’identifier le type de de´viations qui pro-
voquent les de´gaˆts les plus se´ve`res.
Ainsi, l’observation des re´ponses a` l’e´chelon associe´es a` la de´gradation
d’ACPR entraine´e, montre´es dans la figure 7.35, re´ve`le que des de´viations
mode´re´es dans la re´ponse du modulateur re´sultent en de´gradations d’ACPR
peu remarquables, en dessous des 1 - 3 dB. Apre`s, la de´gradation d’ACPR est
d’autant plus significative que la de´viation de la re´ponse pre´sente des sous-
ou sur-amortissements remarquables par rapport a` la re´ponse nominale.
Comme tous les syste`mes de type feed-forward, l’accord entre le syste`me
a` controˆler (le modulateur d’amplitude) et le filtre de pre´diction est un
aspect crucial a` prendre en compte. Autrement, les de´gradations sur l’ACPR
7ces variations ont une distribution gaussienne, de moyenne ze´ro et un e´cart type
correspondant a` 20% de la valeur nominale du composant
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Fig. 7.33: Etude des de´saccords provoque´s par les de´rives des valeurs des composants
du modulateur d’amplitude : exemple de re´ponses a` l’e´chelon sous e´tude et re´ponse
nominale pour re´fe´rence (trait gras)
temps
Fig. 7.34: Etude des de´saccords provoque´s par les de´rives des valeurs des composants
du modulateur d’amplitude : exemple du suivi de l’alimentation dynamique et e´volution
de re´fe´rence avec les valeurs nominales de la re´ponse du modulateur d’amplitude. En
bas, la puissance du signal a` e´mettre correspondante
7.3 Conception FPGA et validation 247
















































o  Dégradation > 10 dB 
x  Dégradation : 5 – 10 dB 
i Dégradation : 3 – 5 dB 
   Dégradation : 1 – 3 dB 
   Dégradation : 0.1 – 1 dB 
   Dégradation  < 0.1 dB 
   Réponse Nominale 
Fig. 7.35: Re´ponses impulsionnelles e´tudie´es, classe´es en fonction de la de´gradation
d’ACPR qui entrainent. La de´gradation d’ACPR est d’autant plus significative que la
de´viation de la re´ponse pre´sente des sous ou sur amortissements remarquables par
rapport a` la re´ponse nominale
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sont modestes, mais la possibilite´ existe que la de´gradation soit se´ve`re. Une
opportunite´ pour renforcer la robustesse face a` ces de´viations pourrait passer
par des crite`res de conception du modulateur cherchant a` minimiser les
erreurs d’offset de tension et les sous/sur-amortissements provoque´s par les
de´rives des composants.
7.4 Re´sultats Expe´rimentaux
Dans ce volet la re´alisation expe´rimentale du module de
pre´distorsion+pilotage de l’alimentation qui a e´te´ l’objet de l’e´tude
dans ce Chapitre se concre´tise. Le module a e´te´ imple´mente´ dans un circuit
FPGA d’apre`s la conception juste de´crite et valide´e.
Cette imple´mentation s’inse`re dans la maquette expe´rimentale qui est
pre´sente´e dans une premie`re partie de ce volet. Dans une deuxie`me par-
tie, la question de l’estimation de la re´ponse du modulateur d’amplitude est
aborde´e. La me´thodologie d’estimation et quelques re´sultats partiels concer-
nant la partie de commande et pre´diction du modulateur d’amplitude sont
introduits a` ce stade-la`. Finalement, dans une troisie`me partie, les re´sultats
concernant le fonctionnement du syste`me complet sont pre´sente´s et discute´s.
7.4.1 Pre´sentation de la Maquette
La maquette qui a e´te´ conc¸ue et de´ploye´e pour effectuer la validation
expe´rimentale des me´thodologies propose´es est montre´e dans la figure 7.36.
Elle ne diffe`re gue`re de celle utilise´e lors des expe´riences de´crites dans le
Chapitre 6. Le module de pre´distorsion+pilotage de l’alimentation re´side
dans un circuit FPGA de la famille Virtex-4 de Xilinx, et sa conception
obe´it a` celle juste de´crite et valide´e dans les parties pre´ce´dentes.
La carte FPGA, le chemin RF et l’amplificateur RF base´ sur le dispo-
sitif MRF21010 de Freescale ont de´ja` e´te´ utilise´s pre´ce´demment. Comme
nouveaute´s, sont inclus :
– Un convertisseur DAC dans le chemin du signal de commande pour
fournir une commande analogique au modulateur d’amplitude.
– Le modulateur d’amplitude lui-meˆme, qui s’imple´mente sous forme de
convertisseur DC-DC dans cette maquette. Quelques de´tails a` propos
leur imple´mentation suivent ci-dessous
Notons que l’inclusion des fonctions d’alimentation dynamique autour
d’un syste`me pre´existant de pre´distorsion s’ave`re peu couˆteux en termes de
complexite´ additionnelle.
Le prototype de modulateur d’amplitude que nous avons utilise´ obe´it a`
la conception montre´e dans la section 7.2.2, et sa construction correspond a`
la photographie dans la figure 7.37.










Fig. 7.36: Vue ge´ne´rale de la maquette expe´rimentale utilise´e pour la validation de la
me´thodologie propose´e
Fig. 7.37: De´tail du convertisseur DC-DC buck re´alisant la fonction de modulateur
d’amplitude
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Cette imple´mentation, re´alise´e graˆce a` l’excellent travail de L.Seguier
(Inge´nieur d’e´tudes au LAAS), suit les sche´mas e´lectriques montre´s dans la
figure 7.38 pour ce qui est de la partie puissance. La figure 7.39 correspond
au sche´ma e´lectrique de la partie de commande. La fre´quence de de´coupage
est d’environ 500-700KHz, pour une largeur de bande d’environ 50KHz (li-
mite´e par les capacitances de de´couplage au niveau de l’alimentation de
l’amplificateur).

























































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 7.38: Partie puissance du convertisseur DC-DC buck utilise´ comme modulateur
d’amplitude













































































































































































































































































































































































































































































































































































































































































































































Fig. 7.39: Partie commande du convertisseur DC-DC buck utilise´ comme modulateur
d’amplitude
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Enfin, le sche´ma de fonctionnement et de mesures de la maquette est
esquisse´e dans la figure 7.40. Les mesures de tension Vcc et courant icc
sur l’alimentation de l’amplificateur, en sortie du modulateur d’amplitude,
permettent le calcul de la consommation de l’amplificateur. Cette mesure
conjointement avec la mesure de la puissance RF en sortie, Pout,RF , permet
le calcul du rendement de l’amplificateur.
En bande de base, les mesures sur la commande et les entre´es
〈I,Q〉permettent de ve´rifier le synchronisme parmi ces signaux , ainsi que la
mesure de la re´ponse dynamique du modulateur d’amplitude, de la manie`re
































Fig. 7.40: Sche´ma de fonctionnement et mesures de la maquette
Il est a` remarquer que nous avons inclus une re´sistance en paralle`le avec
l’amplificateur en sortie du convertisseur DC-DC, comme on peut l’observer
dans la figure. Dans l’expe´rience que nous avons mene´e, elle nous a servi
comme solution de de´pannage au proble`me du de´marrage du modulateur
d’amplitude a` vide, avant polarisation de l’amplificateur RF. En effet, dans
une telle situation, aucun courant n’est sollicite´ au niveau de la sortie du
convertisseur, ce qui provoque des oscillations a` sa sortie. Bien entendu,
cette charge en paralle`le provoque une chute du rendement du modulateur,
ηMOD, tout a` fait inadmissible dans un syste`me pratique.
Ce fait n’invalide pas pour autant l’expe´rience que nous proposons, car
cette configuration permet toujours de valider quelques aspects importants,
dont le comportement de la me´thodologie de traitement du signal propose´e,
l’imple´mentation de la partie nume´rique, la commande anti causale sous les
conditions (7.3), et la line´arite´ de l’amplificateur.
En tout cas, il est important de pre´ciser que, par la suite, nous ne pren-
drons pas en conside´ration le rendement total de conversion, ηMOD × ηPA,
mais seulement le rendement de l’amplificateur, ηPA, qui ne se voit pas per-
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turbe´ par la charge en paralle`le mais, a contrario, devrait pouvoir tirer profit
de l’alimentation dynamique que nous mettons a` l’e´preuve.
Lors de futures re´visions de la conception de la partie alimentation de
l’amplificateur, cet aspect est a` ame´liorer carre´ment, au moyen d’architec-
tures pour le modulateur d’amplitude permettant le de´marrage a` vide sans
endommager l’amplificateur RF.
7.4.2 Estimation de la re´ponse du modulateur d’amplitude
La connaissance de la re´ponse dynamique du modulateur d’amplitude est
ne´cessaire pour garantir un bon fonctionnement et la line´arite´ de l’e´metteur
propose´. A partir de la re´ponse a` l’e´chelon, la proce´dure d’estimation line´aire
que nous pre´sentons permet de de´duire les coefficients du filtre FIR en charge
de la pre´diction du modulateur d’amplitude.
Nous avons utilise´ une proce´dure d’extraction de cette re´ponse en diffe´re´.
Dans un premier temps, la re´ponse a` l’e´chelon du modulateur d’amplitude
est mesure´e expe´rimentalement au moyen des fonctions d’acquisition et cap-
ture de donne´es de l’oscilloscope (capture des formes d’onde d’entre´e/sortie
du modulateur d’amplitude). L’e´chelon d’excitation en entre´e est re´gle´ en
sorte que la plage de variation de la sortie du modulateur d’amplitude soit
consistante avec la plage de fonctionnement pre´vue.
Les donne´es nume´rise´es par l’oscilloscope sont ensuite transfe´re´es a` l’or-
dinateur pour lecture et traitement a` l’aide de Matlab, dans le but de de´duire
les coefficients du filtre nume´rique ayant une re´ponse la plus proche possible
de celle du modulateur d’amplitude.
Si on suppose que le modulateur d’amplitude a un comportement line´aire
et temporellement invariant, le proble`me de l’estimation du filtre peut se
poser sous forme d’estimation line´aire, tel que pre´sente´ dans la figure 7.41.
Ainsi, nous pouvons appliquer les principes d’estimation par minimisation
de l’erreur de´crits dans la section 4.2.3 –LMS– ou les sections 4.4.2 et 4.5.1
–LS–.
La figure 7.42 illustre le fonctionnement mesure´ de la partie de ge´ne´ration
de la commande pour le modulateur d’amplitude, dans deux e´chelles de
temps, ou` on peut ve´rifier la dynamique de cette commande en fonction de
l’amplitude du signal a` e´mettre. Avec une telle commande, qui sert d’excita-
tion au modulateur d’amplitude, et le releve´ de la sortie dudit modulateur,
il est possible d’entamer l’estimation du filtre.
La figure 7.43 illustre les performances de l’estimation du filtre ainsi ef-
fectue´e. En haut, a` gauche, sont montre´s un fragment des mesures brutes
d’entre´e/sortie du modulateur d’amplitude acquises a` l’aide de l’oscilloscope.
Ces donne´es ayant servi pour effectuer l’estimation, a` droite nous superpo-
sons ces meˆmes donne´es et la sortie fournie par le filtre juste estime´. On peut
constater que l’estimation s’accorde raisonnablement avec la sortie effective
du modulateur.
















Fig. 7.41: Formulation du proble`me de l’estimation du filtre de pre´diction sous forme
d’estimation line´aire et me´thodologie. Les donne´es en entre´e/sortie du modulateur

























Fig. 7.42: Fonctionnement de la partie de ge´ne´ration de la re´fe´rence
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Fig. 7.43: Re´sultats de la proce´dure d’estimation
Afin de mettre a` l’e´preuve la robustesse de cette estimation, qui le sera
autant que la re´ponse dynamique du modulateur sera line´aire, une deuxie`me
e´tape de ve´rification suit. Dans la figure 7.43, en bas, a` droite, sont montre´s
un fragment des mesures brutes d’entre´e/sortie du modulateur d’amplitude.
Cette fois-ci ces mesures ont e´te´ ge´ne´re´es a` partir d’une commande beau-
coup plus re´aliste et proche des conditions de fonctionnement normales. A
droite, la superposition entre la sortie effective et celle re´sultant de l’esti-
mation pre´ce´dente, re´ve`le une erreur accrue entre les deux sorties, quoique
ce de´saccord reste dans une limite raisonnable et la tendance dynamique
ge´ne´rale est bien suivie par le filtre de pre´diction.
La me´thode d’estimation propose´e s’ave`re donc relativement robuste et
valable pour diffe´rentes allures de l’excitation en entre´e du modulateur.
7.4.3 Mesures sur le syste`me complet
Les re´sultats que nous pre´sentons par la suite ont e´te´ effectue´s avec des
signaux 64-QAM, de 8MHz de largeur de bande, pre´sentant des PAPR d’en-
viron 7-8dB. L’organisation de la maquette est celle montre´e pre´ce´demment
dans la figure 7.36. Comme pas pre´alable aux mesures qui sont discute´es
ensuite, il a e´te´ ne´cessaire effectuer le calcul des fonctions fkPD(x), ainsi que
l’estimation du filtre de pre´diction FIR, selon les proce´dures pre´sente´es dans
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les sections 7.3.1 et 7.4.2, respectivement.
La me´thodologie permet la cre´ation d’un signal RF line´aire, tel qu’il
peut eˆtre constate´ d’apre`s les mesures de la caracte´ristique AM-AM dans
la figure 7.44. Les caracte´ristiques AM-AM pour comparaison a` 15V et 28V
d’alimentation explicitent a` nouveau la de´pendance de la caracte´ristique
de l’amplificateur vis-a`-vis de la tension d’alimentation. En contraste, le
couplage judicieux entre la pre´distorsion et l’alimentation dynamique per-
mettent d’obtenir une re´ponse line´aire pour une plage e´tendue de niveaux
en entre´e du syste`me e´metteur.
































alimentation dynamique + DPD
Fig. 7.44: Caracte´ristique AM-AM avec pre´distorsion et alimentation dynamique, com-
pare´e a` deux cas d’alimentation statique (15V et 28V)
De forme analogue, il est possible de constater la line´arite´ atteignable
par le syste`me sous test d’apre`s les mesures de densite´ spectrale de puis-
sance en e´mission dans la figure 7.45. En haut, les re´sultats du syste`me avec
alimentation dynamique compare´ a` deux cas d’alimentation statique sans
pre´distorsion mettent en e´vidence la ne´cessite´ de la line´arisation. A rende-
ment constant, les niveaux de line´arite´ sont largement supe´rieurs a` l’aide
d’une politique de pre´distorsion + alimentation dynamique.
Dans la meˆme figure 7.45, en bas, le syste`me avec alimentation dyna-
mique est confronte´ a` deux cas avec pre´distorsion nume´rique seulement.
Dans tous les cas les niveaux de line´arite´ sont largement supe´rieurs aux cas
sans line´arisation. Ici, a` line´arite´ constante (en termes d’ACPR ou distorsion
hors-bande) l’alimentation dynamique peut offrir le meilleur rendement de
l’amplificateur.
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          -23.13 dBm
     2.040500000 GHz
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Marker 1 [T1 ]
          -23.37 dBm
     2.040500000 GHz
sans DPD VCC static @23V, 
REND = 9.7% 
sans DPD VCC static @28V, 
REND = 7.8% 
DYN SUPPLY, 
REND = 9.7%
Avec DPD VCC static @28V, 
REND = 7.8% 
avec DPD VCC static @23V, 
REND = 9.7% 
Fig. 7.45: Mesures de densite´ spectrale de puissance en e´mission. En haut, les re´sultats
du syste`me avec alimentation dynamique compare´ a` deux cas d’alimentation statique
sans pre´distorsion. En bas, le syste`me avec alimentation dynamique compare´ a` deux
cas avec pre´distorsion nume´rique seulement
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Enfin, nous avons e´tudie´ le comportement de diffe´rentes configurations
de l’e´metteur (avec et sans pre´distorsion, et avec alimentation dynamique)
pour diffe´rents niveaux de puissance en sortie. Ainsi, dans la figure 7.46, nous
pouvons observer le releve´ de mesures montrant l’e´volution du rendement
en fonction de la puissance moyenne en sortie. Logiquement, les cas a` 15V
d’alimentation, avec pre´distorsion ou pas, permettent atteindre les meilleurs
niveaux de rendement. De meˆme, les cas a` 28V d’alimentation pre´sentent un
rendement bien plus re´duit. L’alimentation dynamique permet l’obtention
de rendements comparables au cas 15V pour les faibles puissances en sortie,
et pour les hautes puissances leur rendement se situe a` cheval entre les deux
extreˆmes d’alimentation statique.
Les re´sultats de cette meˆme e´tude, maintenant sous l’optique de la
line´arite´, repre´sente´s sur la figure 7.47, montrent que les syste`mes avec
pre´distorsion nume´rique pre´sentent les meilleures performances en termes
d’ACPR, notamment les cas d’alimentation statique a` 28V et le cas d’ali-
mentation dynamique. Les autres cas, ne permettent pas une plage aussi




















DYN SUPPLY STATIC NO DPD 28V STATIC DPD 28V STATIC NO DPD 15V STATIC DPD 15V
Fig. 7.46: Evolution du rendement en fonction de la puissance moyenne en sortie
D’ailleurs, lorsqu’on fait l’intersection entre les deux visons pre´ce´dentes
(rendement/line´arite´) –voir la figure 7.48, qui fait la synthe`se des diffe´rentes
conclusions partielles qui pre´ce´dent– on met en e´vidence les atouts du
syste`me d’alimentation dynamique. Sur le plan ACPR vs. rendement, seul le
syste`me propose´ se place a` l’intersection des re´gions meilleur rendement et
haute line´arite´ pour toute la plage de puissances en sortie conside´re´es. Ceux


















DYN SUPPLY STATIC NO DPD 28V STATIC DPD 28V STATIC NO DPD 15V STATIC DPD 15V
Fig. 7.47: Evolution de la line´arite´, mesure´e en termes de l’ACPR, en fonction de la
puissance moyenne en sortie
a` l’alimentation nominale de 28V, meˆme si la line´arite´ est haute lorsqu’on
applique la pre´distorsion, pre´sentent de pauvres rendements e´nerge´tiques. A
l’inverse, les alternatives a` tension d’alimentation re´duite (15V) ne peuvent
pas satisfaire le crite`re de line´arite´ en raison de la saturation qui se produit
a` cause de la limitation de l’alimentation.
Comme nous l’avons pre´cise´ pre´ce´demment, ces re´sultats sont a` juger
avec prudence du moment ou` le rendement de conversion du modulateur
d’amplitude n’est pas pris en compte. Ils ne servent qu’a` mettre en e´vidence
le fonctionnement des principes de commande anti causale en comple´ment
de la pre´distorsion. Cependant, ils refle`tent le fait qu’il est possible d’espe´rer
des ame´liorations de rendement a` faible couˆt technologique et avec une com-
plexite´ re´duite, tout en gardant les performances en line´arite´ fruit de la
pre´distorsion.






















DYN SUPPLY STATIC NO DPD 28V STATIC DPD 28V STATIC NO DPD 15V STATIC DPD 15V
HIGH LINEARITY
BEST EFFICIENCY
Fig. 7.48: Fusion des resultats des figures 7.46 et 7.47 sur le plan ACPR vs. Rende-
ment. Seul le syste`me d’alimentation dynamique propose´ se place a` l’intersection des
re´gions meilleur rendement et haute line´arite´ pour toute la plage de puissances en sortie
conside´re´es
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7.5 Conclusions au Chapitre 7
La dernie`re partie de cette the`se a e´te´ de´die´e au raffinement des tech-
niques de pre´distorsion nume´rique de´veloppe´es dans les chapitres pre´ce´dents
dans le but d’ame´liorer davantage le rendement de l’e´metteur.
Ainsi, l’ide´e d’un module de pre´distorsion+pilotage de l’alimentation,
capable d’ame´liorer le rendement d’un amplificateur de puissance RF a e´te´
pre´sente´e. La particularite´ de la solution propose´e est le faible couˆt et la
faible complexite´ qui s’en de´rivent, autant dans la partie nume´rique de
traitement en bande de base en dessus de la pre´distorsion (ge´ne´ration de
la commande), que par rapport aux besoins technologiques du modulateur
d’amplitude (faible largeur de bande, fort rendement).
La ge´ne´ration d’une commande anti causale pour le modulateur d’am-
plitude s’ave`re une solution adapte´e au cas ou` la largeur de bande du signal
RF a` e´mettre de´passe largement celle du modulateur d’amplitude, et ceci
d’autant plus que le PAPR du signal est e´leve´. Ceci a e´te´ valide´, par simula-
tion, dans un contexte fonctionnel d’abord, et puis dans un environnement
plus proche de la conception et de l’imple´mentation finales. La robustesse de
la solution propose´e a e´te´ e´tudie´e au passage, et nous a encourage´ a` entamer
une re´alisation expe´rimentale de ces principes.
Enfin, les re´sultats que nous avons pu obtenir au moyen d’un
de´monstrateur expe´rimental e´le´mentaire laissent entrevoir le correct fonc-
tionnement de la conception re´alise´e, pre´sentant un inte´ressant potentiel
pour fournir des ame´liorations pratiques vis-a`-vis du compromis re´current
entre la line´arite´ et le rendement dans les syste`mes e´metteurs. Les prin-
cipes et techniques expose´es, bien que s’agissant d’un sujet loin d’eˆtre clos,
peuvent s’ave´rer adapte´s aux stations de base pour des standards de com-
munication large bande et/ou multiporteuses tels le DVB-T, WiMAX ou
UMTS, avec forts besoins de line´arite´, et pre´sentant des amples plages dy-
namiques d’excursion du signal.
Cependant, nous avons oriente´ nos efforts sur le coˆte´ nume´rique et de
traitement du signal de cette solution. Comme nous le traiterons plus ample-
ment dans le prochain et dernier Chapitre concernant les conclusions et pers-
pectives, un effort de recherche pour de´passer les faiblesses du coˆte´ du modu-
lateur d’amplitude serait sans doute envisageable (Architectures pour le mo-
dulateur d’amplitude permettant le de´marrage a` vide – Controˆle nume´rique
du modulateur d’amplitude – Me´thodes d’estimation conjointe amplifica-




Dans cette the`se, nous avons essaye´ de fournir des re´ponses a`
la proble´matique de l’antagonisme entre la line´arite´ et le rendement
e´nerge´tique pour des e´metteurs fixes, dans le contexte des communications
radio haut de´bit et large bande ve´hicule´es au moyen de modulations spec-
tralement efficaces.
Un ample parcours sur les techniques de pre´distorsion nume´rique a`
e´te´ propose´, d’un point de vue pratique. Nous avons apporte´ des solu-
tions d’imple´mentation sur des circuits nume´riques commerciaux, tant dans
un contexte de complexite´ mate´rielle/logicielle re´duite, que dans un autre
contexte hautes performances ou` la compensation des effets me´moire des
amplificateurs RF devient un atout indispensable.
Nous avons aborde´ la conception, l’imple´mentation et la ve´rification
expe´rimentale de l’adaptation et de la pre´distorsion, depuis des approches
novatrices (version nume´rique du line´arisateur hyperstable, NARMA), jus-
qu’a la mise en œuvre des architectures de traitement du signal sous-jacentes.
La se´paration entre les processus de pre´distorsion et d’adaptation a articule´
notre discours a` propos de l’imple´mentation de la pre´distorsion. Comme
me´thodologies, l’adaptation rele`ve du domaine de l’estimation syste`me, et
la pre´distorsion –au sens de la manipulation du signal en bande de base avant
l’e´mission– rele`ve du domaine des architectures de calcul performantes et ra-
pides. En particulier, nous avons rempli le vide existant dans la litte´rature
a` propos des structures adapte´es a` l’imple´mentation FPGA du module de
pre´distorsion, en proposant de baˆtir des me´thodologies de pre´distorsion a`
partir des nomme´es Cellules Basiques de Pre´distorsion (BPC), dont les qua-
lite´s ont e´te´ ve´rifie´es expe´rimentalement sur deux prototypes mate´riels de
syste`me de pre´distorsion.
Au passage, nous avons e´tudie´ les rapports entre la pre´distorsion et le
rendement de l’amplificateur, ainsi que les me´canismes permettant expli-
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citement l’ame´lioration du rendement des e´metteurs RF au moyen de la
pre´distorsion. Nous avons conclu que l’impact de la consommation de la
pre´distorsion sur le rendement global d’un e´metteur fixe du type station de
base, au vu des puissances en jeu, est ne´gligeable, et autorise au concepteur
un me´canisme auxiliaire d’ame´lioration du rendement car la pre´distorsion
pourrait contrer l’exce`s de non line´arite´ si l’on se proposait de de´grader la
polarisation de l’amplificateur lors des situations de puissance re´duite.
Quant aux perspectives a` propos de la pre´distorsion nume´rique, il est
pre´visible que l’e´volution technologique permettra de re´duire de plus en plus
les couˆts du mate´riel associe´ aux syste`mes de pre´distorsion, en meˆme temps
que ses performances augmenteront. A coˆte´, la conception se verra facilite´
graˆce a` l’utilisation de cores IP1 de pre´distorsion, configurables au besoin,
pouvant eˆtre inclus directement comme bloc constitutif de la partie bande de
base dans un FPGA, un ASIC, un System-on-Chip, etc. L’imple´mentation
base´e sur cellules BPC se preˆte bien a` la re´alisation de ce type de cores IP
configurables.
Comme perspective d’application, a` part celle dans les stations de base,
par exemple dans le cas des postes re´pe´teurs dans les re´seaux SFN2 ou` la sup-
pression d’e´cho devient cruciale, il pourrait eˆtre envisageable une inte´gration
de cette fonctionnalite´ avec celle de la pre´distorsion, du moment ou` il s’agit
de proble´matiques superpose´es d’estimation-compensation/filtrage et qu’il











Fig. 8.1: Application dans un contexte SFN : inte´gration de la suppression d’e´cho avec
la pre´distorsion
En dernier lieu, a` part les de´veloppements mate´riels et des outils
1Proprie´te´ Intellectuelle
2SFN = Single Frequency Networks, re´seaux –typiquement de diffusion radio ou de
te´le´vision nume´rique– ope´rant sur une fre´quence unique dans une re´gion de´termine´e, per-
mettant une (re)utilisation efficace du spectre e´lectromagne´tique
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favorisant l’ubiquite´ de la pre´distorsion et l’e´largissement des largeurs de
bande pouvant eˆtre traite´s, la qualite´ de la line´arisation par pre´distorsion
reposera sur la finesse de l’estimation et de l’extraction de mode`les de
plus en plus pre´cis d’amplificateur, notamment dans des cas re´alistes et
pointus de fonctionnement. Dans ce sens, il nous semble par exemple que la
question des de´rives de la caracte´ristique de l’amplificateur au moyen terme
reste toujours a` creuser. En effet, les de´rives au long terme sont suivies par
le processus pe´riodique d’adaptation (secondes). Les de´rives a` court terme,
assimile´s a` des effets me´moire, sont prises en compte par le filtrage non
line´aire de pre´distorsion, dans l’e´chelle de l’e´chantillonnage (ns). Or, dans
un cas de fonctionnement a` multiplexage de temps, ou` la puissance du signal
peut varier dramatiquement d’une rafale a` la suivante (µs), nous pensons
que la re´ponse de l’amplificateur peut se voir affecte´e par l’historique des
puissances a` moyen terme, tel qu’illustre´ dans la figure 8.2, ou` les tendances
de la caracte´ristique AM-AM –apre`s e´limination de la dispersion court
terme pour faciliter la repre´sentation– pre´sentent des diffe´rences entre elles
et ne convergent pas vers une caracte´ristique unique. Cette observation
est peut-eˆtre due aux auto-e´chauffements se produisant a` l’e´chelle des
constantes thermiques, qui n’atteignent pas un e´tat stationnaire en raison
des niveaux actuels et passe´s du signal expresse´ment tre`s variables dans
cette expe´rience de mesure. Il resterait a` ve´rifier ces conjectures, l’impact de
ces dispersions au moyen terme sur la qualite´ de l’e´mission, et si ne´cessaire
pre´voir des me´thodologies d’estimation et compensation de ces effets, peut
eˆtre comple´mentaires des approches court terme que nous avons traite´es
dans nos travaux, comme esquisse´ dans la figure 8.3.















Fig. 8.2: Question des de´rives de la caracte´ristique de l’amplificateur sur le moyen






















Fig. 8.3: Possibilite´ pour la compensation des de´rives sur differentes e´chelles de temps,
hirarchique et comple´mentaire des approches court terme que nous avons traite´ dans
nos travaux
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A part les questions strictement lie´es a` la line´arite´, la question du rende-
ment e´nerge´tique reste toujours a` ame´liorer, car sur ce plan la pre´distorsion
ne permet que d’e´viter l’utilisation d’un amplificateur surdimensionne´.
L’application de me´canismes explicites d’ame´lioration du rendement est la
de´marche logique qui doit permettre, dans un contexte industriel, de fournir
une valeur ajoute´e au syste`me e´metteur par rapport a` ceux de la concur-
rence.
Ainsi, nous avons e´tudie´ dans nos travaux la coexistence de la com-
mande dynamique de la tension d’alimentation de l’amplificateur au-dessus
de la pre´distorsion nume´rique. Nous avons propose´, de´veloppe´ et valide´
expe´rimentalement l’ide´e d’un module de pre´distorsion+pilotage de l’ali-
mentation, pre´sentant les atouts du faible couˆt et la faible complexite´, au-
tant dans la partie nume´rique de traitement en bande de base en amont
de la pre´distorsion (ge´ne´ration de la commande), que par rapport aux be-
soins technologiques du modulateur d’amplitude (faible largeur de bande,
fort rendement).
Nous avons porte´ nos efforts sur le coˆte´ nume´rique et de traitement
du signal de cette solution, sous une optique de preuve du concept, mais
un travail de recherche permettant de surpasser les faiblesses du coˆte´ du
modulateur d’amplitude est sans doute envisageable, ne serait-ce que par
exhaustivite´ des re´sultats qui, a` ce stade la` incluent seulement le rendement
de l’amplificateur et non celui du modulateur d’alimentation. La conception
et inclusion de me´canismes de de´marrage a` vide quand l’amplificateur RF
n’est pas polarise´, tout comme l’exploration de topologies peut eˆtre plus
adapte´es a` l’application seraient les premie`res de´marches a` effectuer. Dans
ce sens, l’ame´lioration de la bande passante du modulateur d’amplitude per-
mettrait l’obtention de rendements plus inte´ressants que ceux obtenus dans
nos travaux. Enfin, l’inte´gration dans la partie nume´rique du controˆle du mo-
dulateur d’amplitude semblerait une solution naturelle, tel qu’illustre´ dans
la figure 8.4. D’ailleurs une telle configuration pre´sente l’atout de re´soudre
les proble´matiques lie´es a` l’estimation a priori de la dynamique du modu-
lateur d’alimentation et le fonctionnement feedforward, du moment ou` la
boucle se ferme au niveau de l’alimentation et le module de pre´distorsion a
acce`s a` la re´ponse re´elle du modulateur.
En tout cas, il est pre´visible que les syste`mes de pre´distorsion + ali-
mentation dynamique seront dans le futur imme´diat l’objet d’e´tudes appro-
fondies au sujet de la compensation des effets me´moire. Ceci est un sujet
qui commence de´ja` a` eˆtre traite´ en ce moment [FK07]. Le proble`me de
l’adaptation de la pre´distorsion dans un tel contexte, ou e´quivalemment ce-
lui de l’e´tablissement de mode`les type boˆıte noire de l’amplificateur et le
modulateur d’amplitude, tel qu’illustre´ dans la figure 8.5, apparaˆıt comme
de´marche naturelle pour ce faire. Si les effets lie´s a` la dynamique de l’ali-
mentation peuvent eˆtre assimile´s a` une nouvelle source d’effets me´moire, la
structure des mode`les comportementaux ainsi de´duits peut fournir des in-
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Fig. 8.4: Vision de l’architecture pre´distorsion + alimentation dynamique avec










Fig. 8.5: Sche´ma pour l’e´tablissement de mode`les de l’amplificateur + modulateur
d’amplitude comme pas pre´alable a` la de´finition d’architectures de pre´distorsion appro-
prie´es
Bibliographie
[3GP02] 3GPP. Technical specification 25.211, physical channels and
mapping of transport channels onto physical channels (fdd),
version 5.0.0. Technical report, 3rd Generation Partnership
Project (3GPP), 2002.
[AC01] D. R. Anderson and W. H. Cantrell. High-efficiency high-level
modulator for use in dynamic envelope tracking cdma rf power
amplifiers. In IEEE MTT-S International Microwave Sympo-
sium Digest, 2001.
[AHH+99] Franklin Antonio, Walid Hamdy, Peter Heidmann, John Heizer,
Nitin Kasturi, David Puig Ose´s, and Chris Riddle. A novel
adaptive predistortion technique for power amplifiers. In IEEE
49th Vehicular Technology Conference, 1999.
[ALG01] P. M. Asbeck, L. E. Larson, and I. G. Galton. Synergistic design
of dsp and power amplifiers for wireless communications. IEEE
Transactions on Microwave Theory and Techniques, 2001.
[AW71] T. Arthanayake and H. B. Wood. Linear amplification using
envelope feedback. IEE Electron. Letters, 1971.
[BB03] E. Bertran and J. Berenguer. Analogue adaptive feedback li-
neariser. In 33rd European Microwave Conference, 2003.
[BBVD03] G. Baudoin, C. Berland, M. Villegas, and A. Diet. Influence of
time and processing mismatches between phase and envelope
signals in linearization systems using envelope elimination and
restoration, application to hiperlan2. In IEEE MTT-S Inter-
national Microwave Symposium Digest, 2003.
[BG89] W. Bo¨sch and G. Gatti. Measurement and simulation of me-
mory effects in predistortion linearizers. IEEE Transactions on
Microwave Theory and Techniques, 1989.
[BG03] S. Boumaiza and F.M. Ghannouchi. Thermal memory effects
modeling and compensation in rf power amplifiers and predis-
tortion linearizers. IEEE Transactions on Microwave Theory
and Techniques, 2003.
270 BIBLIOGRAPHIE
[Bla34] H. S. Black. Stabilised feedback amplifiers. The Bell system
Technical Journal, 1934.
[BLG04] S. Boumaiza, Jing Li, and F.M. Ghannouchi. Implementation
of an adaptive digital/rf predistorter using direct lut synthesis.
In IEEE MTT-S International Microwave Symposium Digest,
2004.
[BLN00] H. Besbes and T. Le-Ngoc. A fast adaptive predistorter for
nonlinearly amplified m-qamsignals. In IEEE Global Telecom-
munications Conference, GLOBECOM, 2000.
[BR71] E. Bedrosian and S.O. Rice. The output properties of volterra
systems (nonlinear systems with memory) driven by harmonic
and gaussian inputs. Proceedings of the IEEE, 1971.
[Bra06] R.N. Braithwaite. Low cost, low delay umts power amplifier
using digital-controlled adaptive analog predistortion. In 9th
European Conference on Wireless Technology, 2006.
[Cav90] J.K. Cavers. A linearizing predistorter with fast adaptation. In
IEEE 40th Vehicular Technology Conference, 1990.
[Cav96] J.K. Cavers. The effect of quadrature modulator and demo-
dulator errors onadaptive digital predistorters. In IEEE 46th
Vehicular Technology Conference, 1996.
[Cav99] J.K. Cavers. Optimum table spacing in predistortiong amplifer
linearizers. IEEE Transactions on Vehicular Technology, 1999.
[Cav02] J.K. Cavers. Adaptation behavior of a feedforward amplifier
linearizer. IEEE Transactions on Vehicular Technology, 2002.
[CCM+98a] G. Chrisikos, C.J. Clark, A.A. Moulthrop, M.S. Muha, and C.P
Silva. A nonlinear arma model for simulating power amplifiers.
In IEEE MTT-S International Microwave Symposium Digest,
1998.
[CCM+98b] C.J. Clark, G. Chrisikos, M.S. Muha, A.A. Moulthrop, and C.P.
Silva. Time-domain envelope measurement technique with ap-
plication to wideband power amplifier modeling. IEEE Tran-
sactions on Microwave Theory and Techniques, 1998.
[CCPAD06] A. Cesari, A. Cid-Pastor, C. Alonso, and J.M. Dilhac. A dsp
structure authorizing reduced-bandwidth dc/dc converters for
dynamic supply of rf power amplifiers in wideband applications.
In Proceeding of the 2006 IEEE Conference On Industrial Elec-
tronics, Control and Instrumentations (IECON), 2006.
[CCPAD07] A. Cesari, A. Cid-Pastor, C. Alonso, and J.M. Dilhac. A dc-dc
converter fpga driver for efficiency enhancement of wideband rf
power amplifiers. In IEEE International Symposium on Indus-
trial Electronics, ISIE, 2007.
BIBLIOGRAPHIE 271
[CD06] A. Cesari and J.M. Dilhac. Conception et imple´mentation
d’un e´metteur rf avec fonction de line´arisation nume´rique et
ame´lioration du rendement de l’amplificateur de puissance.
In 9e`mes Journe´es Nationales du Re´seau Doctoral de Mi-
croe´lectronique (JNRDM’2006), 2006.
[CE89] Yung-Fu Cheng and D.M. Etter. Analysis of an adaptive tech-
nique for modeling sparse systems. IEEE Transactions on Si-
gnal Processing, 1989.
[CG95] J. Cardinal and F. M. Ghannouchi. A new adaptive double
envelope feedback (adef) linearizer for solid state power ampli-
fiers. IEEE Transactions on Microwave Theory and Techniques,
1995.
[CGB+07] A. Cesari, P.L. Gilabert, E. Bertran, G. Montoro, and J.M.
Dilhac. A fpga based digital predistorter for rf power ampli-
fiers with memory effects. In Proceedings of the 37th European
Microwave Conference (EuMC), 2007.
[CMD+06] A. Cesari, G. Montoro, J.M. Dilhac, E. Bertran, and A. Zo-
zaya. Some results on a digital, adaptive, rf power amplifier
linearizer based on the passivity theory. In IET Seminar on
High Efficiency Power Amplifier Design for Next Generation
Wireless Applications, 2006.
[CMO99] P. Chaudhury, W. Mohr, and S. Onoe. The 3gpp proposal for
imt-2000. IEEE Communications Magazine, 1999.
[CMPW03] N. Ceylan, J.E. Mueller, T. Pittorino, and R. Weigel. Mo-
bile phone power amplifier linearity and efficiency enhancement
using digital predistortion. In 33rd European Microwave Confe-
rence, 2003.
[Cot05] E. Cottais. Linearisation d’amplificateurs de puissance large
bande par predistorsion adaptative en bande de base. PhD the-
sis, Ecole polytechnique de l’Universite de Nantes, 2005.
[CP02a] N. B. Carvalho and J.C. Pedro. A comprehensive explanation
of distortion sideband asymmetries. IEEE Transactions on Mi-
crowave Theory and Techniques, 2002.
[CP02b] E. Costa and S. Pupolin. M-qam-ofdm system performance in
the presence of a nonlinearamplifier and phase noise. IEEE
Transactions on Communications, 2002.
[Cri99] S. C. Cripps. RF Power Amplifiers for Wireless Communica-
tions. Artech House Publishers, 1999.
[Cri02] S.C. Cripps. Ignoring the obvious : Possibilities for on-chip
linearisation of rfic power amplifiers. In Gallium Arsenide ap-
plications symposium, 2002.
272 BIBLIOGRAPHIE
[DBM95] M.-G. Di Benedetto and P. Mandarini. A new analog predis-
tortion criterion with application to highefficiency digital radio
links. IEEE Transactions on Communications, 1995.
[DGL+04] Junxiong Deng, P.S. Gudem, L.E. Larson, D.F. Kimball, and
P.M. Asbeck. A sige pa with dual dynamic bias control and me-
moryless digital predistortion for wcdma handset applications.
IEEE Journal of Solid-State Circuits, 2004.
[DOB06] J. Dooley, B. O’Brien, and T.J. Brazil. Behavorial modeling of
rf power amplifiers using adaptive recursive polynomial func-
tions. In IEEE MTT-S International Microwave Symposium
Digest, 2006.
[DRF03] Wenhua Dai, P. Roblin, and M. Frei. Distributed and multiple
time-constant electro-thermal modeling and its impact on acpr
in rf predistortion. In 62nd ARFTG Microwave Measurements
Conference, 2003.
[DV75] C.A. Desoer and M. Vidyasagar. Feedback Systems : Input-
Output Properties. Academic Press, 1975.
[DZM+04] L. Ding, G. T. Zhou, D. R. Morgan, Z. Ma, J. S. Kenney,
J. Kim, and C. R. Giardina. A robust digital baseband pre-
distorter constructed using memory polynomials. IEEE Tran-
sactions on Communications, 2004.
[EC87] D. Etter and Yung-Fu Cheng. System modeling using an adap-
tive delay filter. IEEE Transactions on Circuits and Systems,
1987.
[EM01] Robert W. Erickson and Dragan Maksimovic. Fundamentals of
Power Electronics. Springer, 2001.
[EP95] C. Eun and E. J. Powers. A predistorter design for a memory-
less nonlinearity preceded by a dynamic linear system. In IEEE
Global communications conference, GLOBECOM, 1995.
[EP97] C. Eun and E. J. Powers. A new volterra predistorter based
on the indirect learning architecture. IEEE Transactions on
Signal Processing, 1997.
[ES81] D. Etter and S. Stearns. Adaptive estimation of time delays in
sampled data systems. IEEE Transactions on Signal Proces-
sing, 1981.
[FBQ+04] S. Forestier, P. Bouysse, R. Quere, A. Mallet, J.-M. Nebus, and
L. Lapierre. Joint optimization of the power-added efficiency
and the error-vector measurement of 20-ghz phemt amplifier
through a new dynamic bias-control method. IEEE Transac-
tions on Microwave Theory and Techniques, 2004.
BIBLIOGRAPHIE 273
[FJ94] M. Faulkner and M. Johansson. Adaptive linearization using
predistortion - experimental results. IEEE Transactions on
Vehicular Technology, 1994.
[FJZP01] Yang-Wang Fang, Li-Cheng Jiao, Xian-Da Zhang, and Jin Pan.
On the convergence of volterra filter equalizers using a p-th or-
der onverse approach. IEEE Transactions on Signal Processing,
2001.
[FK07] P. Fedorenko and J.S. Kenney. Analysis and suppression of
memory effects in envelope elimination and restoration (eer)
power amplifiers. In IEEE/MTT-S International Microwave
Symposium, 2007.
[FOA83] F.Bilalovic, O.Music, and A.Sabanovic. Buck converter regu-
lator operating in the sliding mode. In Proceedings of the 1983
Seventh International PCI Conference, 1983.
[GCM+08] Pere L. Gilabert, Albert Cesari, Gabriel Montoro, Eduard Ber-
tran, and Jean M. Dilhac. Multi look-up table fpga imple-
mentation of an adaptive digital predistorter for linearizing rf
power amplifiers with memory effects. IEEE Transactions on
Microwave Theory and Techniques, 2008.
[GMB06] P.L. Gilabert, G. Montoro, and E. Bertran. A methodology to
model and predistort short-term memory nonlinearities in po-
wer amplifiers. In International Workshop on Integrated Non-
linear Microwave and Millimeter-Wave Circuits, 2006.
[GMC06] P. L. Gilabert, G. Montoro, and A. Cesari. A recursive digital
predistorter for linearizing rf power amplifiers with memory ef-
fects. In Proceedings of the Asia-Pacific Microwave Conference
(APMC), 2006.
[GMH+95] R. Giral, L. Martinez, J. Hernanz, J. Calvente, F. Guinjoan,
A. Poveda, and R. Leyva. Compensating networks for sliding-
mode control. In Proceedings of the 1995 IEEE International
Symposium on Circuit and Systems (ISCAS), 1995.
[GS91] A. Ghorbani and M. Sheikhan. The effect of solid state po-
wer amplifiers (sspas) nonlinearities on mpsk and m-qam signal
transmission. In Sixth International Conference on Digital Pro-
cessing of Signals in Communications, 1991.
[GSM+07] P. L. Gilabert, D. D. Silveira, G. Montoro, M. E. Gadringer, and
E. Bertran. Heuristic algorithms for power amplifier behavioral
modeling. IEEE Microwave and Wireless Components Letters,
2007.
[HBGG06] Mohamed Helaoui, Slim Boumaiza, Adel Ghazel, and Fadhel M.
Ghannouchi. Power and efficiency enhancement of 3g multicar-
rier amplifiers using digital signal processing with experimental
274 BIBLIOGRAPHIE
validation. IEEE Transactions on Microwave Theory and Tech-
niques, 2006.
[HCA+99] G. Hanington, P.-F. Chen, P. M. Asbeck, , and L. E. Larson.
High-efficiency power amplifier using dynamic power-supply
voltage for cdma applications. IEEE Transactions on Micro-
wave Theory and Techniques, 1999.
[HH00] Dong-Seog Han and Taewon Hwang. An adaptive pre-distorter
for the compensation of hpa nonlinearity. IEEE Transactions
on broadcasting, 2000.
[Hog81] E. Hogenauer. An economical class of digital filters for decima-
tion and interpolation. IEEE Transactions on Signal Proces-
sing, 1981.
[Hol04] Harri Holma. WCDMA for UMTS : Radio Access for Third
Generation Mobile Communications. John Wiley & Sons, 2004.
[IAL+00] M. Iwamoto, P.M. Asbeck, T.S. Low, C.P. Hutchinson, J.B.
Scott, A. Cognata, Xiaohui Qin, L.H. Camnitz, and D.C.
D’Avanzo. Linearity characteristics of gaas hbts and the in-
fluence of collector design. IEEE Transactions on Microwave
Theory and Techniques, 2000.
[IBSC98] M. Ibnkahla, N.J. Bershad, J. Sombrin, and F. Castanie. Neural
network modeling and identification of nonlinear channelswith
memory : algorithms, applications, and analytic models. IEEE
Transactions on Signal Processing, 1998.
[IEG97] Park I.S., Powers E.J., and Xu G. Parallel adaptive predistor-
tion for rf power amplifier linearization. In Global Telecommu-
nication Conference, GLOBECOM, 1997.
[IWC+01] M. Iwamoto, A. Williams, P.-F. Chen, A. Metzger, C. Wang,
L. Larson, and P. Asbeck. An extended doherty amplifier with
high efficiency over a wide power range. In IEEE MTT-S Int.
Microwave Symposium Digest, 2001.
[IWR05] M. Isaksson, D. Wisell, and D. Ronnow. Wide-band dynamic
modeling of power amplifiers using radial-basis function neu-
ral networks. IEEE Transactions on Microwave Theory and
Techniques, 2005.
[IWR06] M. Isaksson, D. Wisell, and D. Ronnow. A comparative analysis
of behavioral models for rf power amplifiers. IEEE Transactions
on Microwave Theory and Techniques, 2006.
[JGS98] E. Jeckeln, M. Ghannouchi, and M. Sawan. An l band adap-
tive digital predistorter for power amplifiers using direct i−q
modem. In IEEE MTT International Microwave Symposium
Digest, 1998.
BIBLIOGRAPHIE 275
[JK01] Kim J. and Konstantinou K. Digital predistortion of wideband
signals based on power amplifier model with memory. Electro-
nics Letters, 2001.
[JKKL03] W.J. Jung, W.R. Kim, K.M. Kim, and K.B. Lee. Digital pre-
distorter using multiple lookup tables. Electronic Letters, 2003.
[JM99] D.J. Jennings and J.P. McGeehan. A high-efficiency rf trans-
mitter using vco derived synthesis : Callum. IEEE Transactions
on Microwave Theory and Techniques, 1999.
[JSME03] E. Jeckeln, H. Shih, E. Martony, and M. Eron. Method for
modeling amplitude and bandwidth dependent distortion in
nonlinear rf devices. In IEEE MTT International Microwave
Symposium Digest, 2003.
[JVJ99] Stonick J.T., Stonick V.L., and Moura J.M.F. Multi-stage
adaptive predistortion of hpa saturation effects for digital tele-
vision transmission. In Proc.of Int. Conference ICASSP, 1999.
[Kah52] L. R. Kahn. Single-sideband transmission by envelope elimina-
tion and restoration. In Proceedings IRE, 1952.
[KCSK06] W.J. Kim, K.J. Cho, S.P. Stapleton, and J.H. Kim. Piecewise
pre-equalized linearization of the wireless transmitter with a
doherty amplifier. IEEE Transactions on Microwave Theory
and Techniques, 2006.
[KCY99] Hyun Woo Kang, Yong Soo Cho, and Dae Hee Youn. On com-
pensating nonlinear distortion of an ofdm system using an eff-
cient adaptive predistorter. IEEE Transactions on Communi-
cations, 1999.
[Ken00] P.B. Kenington. High Linearity RF Amplifier Design. Artech
House Publishers, 2000.
[KF89] M. J. Koch and R. E. Fisher. A high efficiency 835 mhz linear
power amplifier for digital cellular telephony. In Proceedings
39th IEEE Vehicular Technology Conference, 1989.
[KK03a] H. Ku and J.S. Kenney. Behavioral modeling of nonlinear rf po-
wer amplifiers considering memory effects. IEEE Transactions
on Microwave Theory and Techniques, 2003.
[KK03b] H. Ku and J.S. Kenney. Behavioral modeling of rf power am-
plifiers considering imd and spectral regrowth asymmetries.
In IEEE MTT-S International Microwave Symposium Digest,
2003.
[KK03c] Hyunchul Ku and J.S. Kenney. Behavioral modeling of non-
linear rf power amplifiers considering memory effects. IEEE
Transactions on Microwave Theory and Techniques, 2003.
276 BIBLIOGRAPHIE
[KKYL99] Min-Gun Kim, Chung-Hwan Kim, Hyun-Kyu Yu, and Jaejin
Lee. An fet-level linearization method using a predistortion
branch fet. IEEE Microwave and Guided Wave Letters, 1999.
[KMK02] H. Ku, M.D. McKinley, and J.S. Kenney. Quantifying memory
effects in rf power amplifiers. IEEE Transactions on Microwave
Theory and Techniques, 2002.
[KMMG04] A. Khanifar, N. Maslennikov, R. Modina, and M. Gurvich. En-
hancement of power amplifier efficiency through dynamic bias
switching. In IEEE MTT-S International Microwave Sympo-
sium Digest, 2004.
[KS89] G. Karam and H. Sari. Analysis of predistortion, equalization,
and isi cancellationtechniques in digital radio systems with non-
linear transmit amplifiers. IEEE Transactions on Communica-
tions, 1989.
[Lar97] L. Larson. Integrated circuit technology options for rfics -
present status and future directions. In Proceedings of the IEEE
Custom Integrated Circuits Conference, 1997.
[LBG04] Taijun Liu, S. Boumaiza, and F.M. Ghannouchi. Dynamic
behavioral modeling of 3g power amplifiers using real-valued
time-delay neural networks. IEEE Transactions on Microwave
Theory and Techniques, 2004.
[LBG05] Taijun Liu, S. Boumaiza, and F.M. Ghannouchi. Deembedding
static nonlinearities and accurately identifying and modeling
memory effects in wide-band rf transmitters. IEEE Transac-
tions on Microwave Theory and Techniques, 2005.
[LBG06] Taijun Liu, S. Boumaiza, and F.M. Ghannouchi. Augmented
hammerstein predistorter for linearization of broad-band wi-
reless transmitters. IEEE Transactions on Microwave Theory
and Techniques, 2006.
[LF95] S. A. Leyonhjelm and M. Faulkner. The effect of reconstruction
filters on direct upconversion in a multichannel environment.
IEEE Transactions on Vehicular Technology, 1995.
[LP03] L. Leo´n and J. Portilla. Predistorsio´n a diodo en amplificadores
bipolares bajo re´gimen de´bilmente no lineal. In URSI, Spanish
Section, 2003.
[LRG02] Ding L., Raich R., and Zhou G.T. A hammerstein predistortion
linearization design based on the indirect learning architecture.
In IEEE International conference on Acoustics, Speech and Si-
gnal Processing, ICASSP, 2002.
[LW00] T. H. Lee and S. S. Wong. Cmos integrated circuits at 5ghz
and beyond. Proceedings of the IEEE, 2000.
BIBLIOGRAPHIE 277
[MB07] Uwe Meyer-Baese. Digital Signal Processing with Field Pro-
grammable Gate Arrays (Signals and Communication Techno-
logy). Springer, 2007.
[MCR+04] Suk Keun Myoung, D. Chaillot, P. Roblin, Wenhua Dai, and
Seok Joo Doo. Volterra characterization and predistortion li-
nearization of multi-carrier power amplifiers. In 64th ARFTG
Microwave Measurements Conference, fall 2004, 2004.
[MGB+07] G. Montoro, P. L. Gilabert, E. Bertran, A. Cesari, and D. D.
Silveira. A new digital predictive predistorter for behavioral
power amplifier linearization. IEEE Microwave and Wireless
Components Letters, 2007.
[MJB03] R. Marsalek, P. Jardin, and G. Baudoin. From post−distortion
to pre−distortion for power amplifiers linearization. IEEE
Communication Letters, 2003.
[MKK99] J. K. Muhonen, M. Kavehrad, and R. Krishnamoorthy. Adap-
tive baseband predistortion techniques for amplifier lineariza-
tion. In 33rd Asilomar Conference on Signals, Systems, and
Computers, 1999.
[MMK+06] Dennis R. Morgan, Zhengxiang Ma, Jaehyeong Kim, Michael G.
Zierdt, and John Pastalan. A generalized memory polynomial
model for digital predistortion of rf power amplifiers. IEEE
Transactions on Signal Processing, 2006.
[NAD+03] N.Srirattana, A.Raghavan, D.Heo, P.E.Allen, and J.Laskar.
Analysis and design of a high-efficiency multistage doherty po-
wer amplifier for wcdma. In 33rd European Microwave Confe-
rence, 2003.
[Nag89] Y. Nagata. Linear amplification technique for digital mobile
communications. In IEEE 39th Vehicular Technology Confe-
rence, 1989.
[NBH+05] H. Ben Nasr, S. Boumaiza, M. Helaoui, A. Ghazel, and F.M.
Ghannouchi. On the critical issues o dsp/fpga mixed digital
predistorter implementation. In Asia-Pacific Micorwave Confe-
rence, APMC, 2005.
[NG66] K. Narendra and P. Gallman. An iterative method for the
identification of nonlinear systems using a hammerstein model.
IEEE Transactions on Automatic Control, 1966.
[NMY+95] M. Nakayama, K. Mori, K. Yamauchi, Y. Itoh, and T. Takagi.
A novel amplitude and phase linearizing technique for microwa-
vepower amplifiers. In IEEE MTT-S International Microwave
Symposium Digest, 1995.
278 BIBLIOGRAPHIE
[NY03] N. Naskas and Y.Papananos. A new non-iterative, adaptive
baseband predistortion method for high power rf amplifiers.
In International Symposium on Circuits and Systems, ISCAS,
2003.
[OI01] H. Ochiai and H. Imai. On the distribution of the peak-to-
average power ratio in ofdm signals. IEEE Transactions on
Communications, 2001.
[Ped97] J.C. Pedro. Evaluation of mesfet nonlinear intermodulation
distorsion reduction by channel-doping control. IEEE Tran-
sactions on Microwave Theory and Techniques, 1997.
[Pin06] Vincent Pinon. Alimentation dynamique pour amplificateur ra-
diofre´quence. PhD thesis, INSA Lyon, 2006.
[PM05] J.C. Pedro and S.A. Maas. A comparative overview of mi-
crowave and wireless power-amplifier behavioral modeling ap-
proaches. IEEE Transactions on Microwave Theory and Tech-
niques, 2005.
[Raa85] F. Raab. Efficiency of outphasing rf power-amplifier systems.
IEEE Transactions on Communications, 1985.
[Raa96] F. H. Raab. Intermodulation distortion in kahn technique
transmitters. IEEE Transactions on Microwave Theory and
Techniques, 1996.
[Raa04] F.H. Raab. Split-band modulator for kahn-technique trans-
mitters. In IEEE MTT-S International Microwave Symposium
Digest, 2004.
[RAC+02] F. Raab, P. Asbeck, S. Cripps, P. Kenington, Z. Popovic, N. Po-
thecary, J. Sevic, and N. Sokal. Power amplifiers and transmit-
ters for rf and microwave. IEEE Transactions on Microwave
Theory and Techniques, 2002.
[Rap91] C. Rapp. Effects of hpa-nonlinearity on a 4-dpsk/ofdm-signal
for a digital sound broadcasting system. In Proceedings of
the Second European Conference on Satellite Communications,
1991.
[Ras01] Muhammad H. Rashid. Power Electronics Handbook (Acade-
mic Press Series in Engineering). Academic Press, 2001.
[Rey99] C. G. Rey. Adaptive polar work-function predistortion. IEEE
Transactions on Microwave Theory and Techniques, 1999.
[RKH+00] M. Ranjan, K.H. Koo, G. Hanington, C. Fallesen, and P. As-
beck. Microwave power amplifiers with digitally-controlled po-
wer supplyvoltage for high efficiency and high linearity. In IEEE
MTT-S International Microwave Symposium Digest, 2000.
BIBLIOGRAPHIE 279
[RQG04] Raich Raviv, Hua Qian, and Tong Zhou G. Orthogonal poly-
nomials for power amplifier modeling and predistorter design.
IEEE transactions on vehicular technology, 2004.
[RR94] F.H. Raab and D.J. Rupp. High-efficiency multimode hf/vhf
transmitter for communication and jamming. In IEEE Military
Communications Conference, MILCOM, 1994.
[RS85] A.Sabanovic R.Venkataramanan and S.Cuk. Sliding mode
control of dc-to-dc converters. In Proceeding of the 1985 IEEE
Conference On Industrial Electronics, Control and Instrumen-
tations (IECON), 1985.
[RSMJ98] F. H. Raab, B. E. Sigmon, R. G. Myers, and R. M. Jackson. L-
band transmitter using kahn eer technique. IEEE Transactions
on Microwave Theory and Techniques, 1998.
[Rud02] D. Rudolph. Out-of-band emissions of digital transmissions
using kahn eer technique. IEEE Transactions on Microwave
Theory and Techniques, 2002.
[Sal81] A.A.M Saleh. Frequency-independent and frequency-
dependent nonlinear models of twt amplifiers. IEEE Transac-
tions on Communications, 1981.
[SC92] S.P. Stapleton and F.C. Costescu. An adaptive predistorter for
a power amplifier based on adjacentchannel emissions [mobile
communications]. IEEE Transactions on Vehicular Technology,
1992.
[SDD04] N. Schlumpf, M. Declercq, and C. Dehollain. A fast modulator
for dynamic supply linear rf power amplifier. IEEE Journal of
Solid-State Circuits, 2004.
[SFJ96] L. Sundstrom, M. Faulkner, and M. Johansson. Quantization
analysis and design of a digital predistortion linearizer for rf
power amplifiers. IEEE Transactions On Vehicular Technology,
1996.
[SGN+99] J. Staudinger, B. Gilsdorf, D. Newman, G. Norris, G. Sadow-
niczak, R. Sherman, T. Quach, and V. Wang. 800 mhz power
amplifier using envelope following technique. In IEEE Radio
and Wireless Conference, RAWCON, 1999.
[SGN+00] J. Staudinger, B. Gilsdorf, D. Newman, G. Norris, G. Sadownic-
zak, R. Sherman, and T. Quach. High efficiency cdma rf power
amplifier using dynamic envelopetracking technique. In IEEE
MTT-S International Microwave Symposium Digest, 2000.
[Sha48] C.E. Shannon. A mathematical theory of communication. The
Bell System technical Journal, 1948.
280 BIBLIOGRAPHIE
[Skv01] Timothy L. Skvarenina. The Power Electronics Handbook (In-
dustrial Electronics). CRC, 2001.
[SM98] D. K. Su and W. J. McFarland. An ic for linearizing rf power
amplifiers using envelope elimination and restoration. IEEE
Journal on Solid-State Circuits, 1998.
[Smi99] S.W. Smith. The Scientist and Engineer’s Guide to Digital
Signal Processing. California Technical Publishing, 1999.
[SRM04] B. Sahu and G.A. Rincon-Mora. A high-efficiency linear rf
power amplifier with a power-tracking dynamically adaptive
buck-boost supply. IEEE Transactions on Microwave Theory
and Techniques, 2004.
[SRP+04] T. Sowlati, D. Rozenblit, R. Pullela, M. Damgaard, E. McCar-
thy, D. Koh, D.Ripley, F. Balteanu, and I. Gheorghe. Quad-
band gsm/gprs/edge polar loop transmitter. IEEE Journal on
Solid-State Circuits, 2004.
[SS06] J.T. Stauth and S.R. Sanders. Power supply rejection for
common-source linear rf amplifiers : theory and measurements.
In IEEE Radio Frequency Integrated Circuits (RFIC) Sympo-
sium, 2006.
[SSMZ95] J.T. Stonick, V.L. Stonick, J.M.F. Moura, and R.S. Zborowski.
Memoryless polynomial adaptive predistortion [tv transmit-
ters]. In International Conference on Acoustics, Speech, and
Signal Processing, ICASSP, 1995.
[SSW+05] R.B. Staszewski, R. Staszewski, J.L. Wallberg, T. Jung, Chih-
Ming Hung, Jinseok Koh, D. Leipold, K. Maggio, and P.T.
Balsara. Soc with an integrated dsp and a 2.4-ghz rf transmit-
ter. IEEE Transactions on Very Large Scale Integration (VLSI)
Systems, 2005.
[TCW01] Kin-Fai To, P.C. Ching, and Kon Max Wong. Compensation of
amplifier nonlinearities on wavelet packet divison multiplexing.
In IEEE MTT International Conference on Acoustics, Speech,
and Signal Processing, ICASSP, 2001.
[VMR01] J. Vuolevi, J. Manninen, and T. Rahkonen. Memory effects
compensation in rf power amplifiers using envelope injection
technique. In RAWCON’01, 2001.
[Vol59] J Volder. The cordic trigonometric computing technique. IRE
Transactions on Electronic Computing, 1959.
[VRM01] J. Vuolevi, T. Rahkonen, and J. Manninen. Measurement tech-
nique for characterizing memory effects in rf power amplifiers.
IEEE Transactions on on Microwave Theory and Techniques,
2001.
BIBLIOGRAPHIE 281
[Wal71] J.S. Walther. A unified algorithm for elementary functions. In
Proceedings of the Spring Joint Computer Conference, 1971.
[WD92] A.S. Wrigth and W.G. Durtler. Experimental performance of
an adaptive digital linearized power amplifier. IEEE Transac-
tions on Vehicular Technology, 1992.
[WKP+06] F. Wang, D. F. Kimball, J. D. Popp, A. H. Yang, D. Y. Lie,
P. M. Asbeck, and L. E. Larson. An improved power-added
efficiency 19-dbm hybrid envelope elimination and restoration
power amplifier for 802.11g wlan applications. IEEE Transac-
tions on Microwave Theory and Techniques, 2006.
[WLT02] D.J. Williams, J. Leckey, and P.J. Tasker. A study of the effect
of envelope impedance on intermodulationasymmetry using a
two-tone time domain measurement system. In IEEE MTT-S
International Microwave Symposium Digest, 2002.
[WMK04] W. Woo, M. Miller, and J. S. Kenney. Predistortion linea-
rization system for high power amplifiers. In IEEE MTT-S
International Microwave Symposium Digest, 2004.
[WOK+04] F. Wang, A. Ojo, D. Kimball, P. Asbeck, and L. Larson. Enve-
lope tracking power amplifier with pre-distortion linearization
for wlan 802.11g. In IEEE MTT-S International Microwave
Symposium Digest, 2004.
[WPT06] W.KAROUI, P.SAVARY, and T.PARRA. Circuit de
line´arisation a` tre`s basse consommation pour amplificateurs
de puissance radiofre´quences monolithiques a` fort rendement
et haute line´arite´. In Actes du 7e`me colloque sur le Traite-
ment Analogique de l’Information, du Signal et ses Applications
(TAISA ), 2006.
[WTP07] W.KAROUI, T.PARRA, and P.SAVARY. Circuit de
line´arisation base´ sur l’injection d’un signal basse fre´quence
pour amplificateurs de puissance radiofre´quences bi-modes et
quadribandes pour te´le´phonie mobile. In Actes des Journe´es
Nationales des Microondes (JNM), 2007.
[WXY+05] N. Wang, P. Xinli, V. Yousefzadeh, D. Maksimovic, S. Pajic
Srdjan, and Z. Popovic. Linearity of x-band class-e power
amplifiers in eer operation. IEEE transactions on microwave
theory and techniques, 2005.
[WYK+05] F. Wang, A.H. Yang, D.F. Kimball, L.E. Larson, and P.M. As-
beck. Design of wide-bandwidth envelope-tracking power am-
plifiers for ofdm applications. IEEE Transactions on Microwave
Theory and Techniques, 2005.
[YAM05] V. Yousefzadeh, E. Alarcon, and D. Maksimovic. Efficiency
optimization in linear-assisted switching power converters for
282 BIBLIOGRAPHIE
envelope tracking in rf power amplifiers. In IEEE International
Symposium on Circuits and Systems, ISCAS, 2005.
[YKY+00] Y. Yang, Y. Kim, J. Yi, J. Nam, B. Kim, W. Kang, and S. Kim.
Digital controlled adaptive feedforward amplifier for imt-2000
band. In IEEE MTT-S International Microwave Symposium
Digest, 2000.
[YMN+96] K. Yamauchi, K. Mori, M. Nakayama, Y. Itoh, Y. Mitsui, and
O. Ishida. A novel series diode linearizer for mobile radio power
amplifiers. In IEEE MTT-S International Microwave Sympo-
sium Digest, 1996.
[YMN+97] K. Yamauchi, K. Mori, M. Nakayama, Y. Mitsui, and T. Takagi.
A microwave miniaturized linearizer using a parallel diode with
abias feed resistance. IEEE Transactions on Microwave Theory
and Techniques, 1997.
[YYP+00] Jaehyok Yi, Youngoo Yang, Myungkyu Park, Wonwoo Kang,
and Bumman Kim. Analog predistortion linearizer for high
power rf amplifier. In IEEE MTT-S International Microwave
Symposium Digest, 2000.
[ZB01] Anding Zhu and T.J. Brazil. Adaptive volterra-based predis-
torter design for rf high power amplifiers. In 6th IEEE High
Frequency Postgraduate Student Colloquium, 2001.
[ZB04] A.J. Zozaya and E. Bertran. Passivity theory applied to the
design of power-amplifier linearizers. IEEE Transactions on
Vehicular Technology, 2004.
[ZILA03] Y. Zhao, M. Iwamoto, L. Larson, and P. Asbeck. Doherty am-
plifier with dsp control to improve performance in cdma ope-
ration. In IEEE MTT-S Int. Microwave Symposium Digest,
2003.
[Zoz04] A.J. Zozaya. Aportacion a la Linealizacion de Amplificadores
de Potencia Mediante la Teoria de la Hiperestabilidad. PhD
thesis, Universitat Politecnica de Catalunya, 2004.
[ZTT+99] F. Zavosh, M. Thomas, C. Thron, T. Hall, D. Artusi, D. An-
derson, D. Ngo, and D. Runton. Digital predistortion tech-
niques for rf power amplifiers with cdma applications. Micro-
wave Journal, 1999.
