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ABSTRACT
This thesis considers the optimal control of a regenerative chemical
process. The regenerative system consists of a stirred tank reactor,
a heat exchanger, a flash separator, a level hold-up tank, and a re-
cycle stream. The chemical reaction is of the form:
K3 K
C A B
K2
where B is the desired product, while the side reaction A-bC con-
stitutes the contaminant. Because C is assumed to be inert, we are
left with binary separation of A and B in the flash separator.
The steady state optimization showed that it is not always necessary to
recycle all of the bottoms product in order to maximize profit; the
exact fraction to be recycled depends on the specific process and the
conditions of operation.
Pontryagin's Maximum Principle in conjunction with gradient (or modi-
fied gradient) techniques was used in the dynamic optimization of the
free-end, fixed-time problem. An elaborate integration scheme was
used to mask the weak divergence of the adjoint system in the Maxi-
mum Principle. Thus, given a large enough optimization time inter-
val, convergence of the system to steady state and maximization of
profit are guaranteed for both the normal problem and singular prob-
lem ("bang-bang" problem as well), if the profit function is properly
formulated.
The steady state optimization and the dynamic optimization, therefore,
give insight to the characteristics of the system, both at the design
stage and during normal operation.
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CHAPTER I
INTRODUCT ION
1.1 BACKGROUND
The advent of computers and advances in control theory have
opened up new approaches to solving problems encountered in in-
dustrial processes as well as in design of industrial plants. The in-
creased interest in on-line control of industrial processes in the
present decade arises from the fact that computer technology has
reached a stage in which equipment capability and reliability are in-
creasing far faster than our overall engineering abilities. These
features in conjunction with reduced cost in operation and purchase
of computer equipment have spurred the engineer to apply optimal
control theory for improvement of industrial process situations.
Recently, optimal control methods have found wide appli-
cations in industry. "Aero-space" is perhaps the field par excellence
in the application of optimal control theory, particularly in the ar-
rangement for launching of satellites. Other areas of application in-
clude nuclear research, electricity supply, and the chemical process
industries. Typical of any optimization method, chemical process
optimization has to fulfil an objective function. This objective function
for dynamic optimization is usually based on economic criteria in
order to achieve a more profitable performance.
Presently, dynamic optimization is gaining wider recognition
and more application compared with steady state optimization be-
cause of the associated advantages, viz:
-2-
1. Conventional controllers, though they provide fast
and stable recovery about a given steady state, usually
ignore economic aspects of the process control problem.
2. The process would follow an optimum economic path
during start up or shut down, while recovering from an
unsteady operation of flow reactions, batch processes,
cyclic reactions, semibatch processes and also while
operating in the steady state.
3. Dynamic optimization aids in the design of chemical
process plants by providing information about the bounds
of excursions during transients from various con-
ditions of upset or disturbances. This information
helps to avoid excess costs arising from overdesigning
or underdesigning of the process and/or its controls.
It also allows for the determination of the amount of off-
time specification following an upset or shut down and
also the equivalent amount of time for product for-
mation.
4. It provides information to supplement theoretical
reasoning and steady-state investigations in elucidating
the nature of some processes, thus helping to
establish models useful for design as well as for con-
trols.
5. Dynamic optimization provides means of constructing
a good long-term industrial strategy from long-term
industrial dynamic considerations.
-3-
These benefits to be derived from dynamic optimization, have
therefore initiated a lot of research work in the areas of optimal
2, 2 5 2 6, 2 9- 6, 15 16
control ,69 and process dynamics. ' A lot of work has
also been done in the application of these theories in optimizing
chemical processes9, 20, 23, 3 6' 3 using digital computers. 3 1'4
Optimizationtechniqles are of great variety, but those most
generally employed are Bellman's dynamic programming, the
calculus of Variation using Green's Function, Pontryagin's Maximum
principle and the gradient techniques. Dynamic programming
works best for steady state optimization, but runs into difficulties
when applied to transient conditions of a process. Pontryagin's
Maximum principle provides a convenient mathematical formulation
of the optimization problem, but computational difficulties limit its
applicability. A combination of these techniques can also be used in
23
order to eliminate some computational difficulties. Kurihara has
successfully used a combination of the Maximum principle and a
gradient method for the optimal control of a chemical reactor.
The success of any particular numerical solution is strongly
dependent on the structure of the objective function, the convergence
of the iterative procedure used,9 and the step size used in the iter-
ations. No general method for optimization exists, the choice for
any problem depending on which one one hopes will give the best
solution.
1.2 RECYCLE PROCESSES
Recycle streams are often employed in industrial processes
for efficient use of material products and energy dissipated. In
Superscripts refer to numbered items in the Bibliography.
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packed-bed, stirred-tank, or tubular reactors, recycle streams are
used for temperature control, inhibition of undesired reactions or ef-
ficient use of reactants. An autocatalytic reaction, such as the
acid-catalized hydrolysis of various esters and similar compound, 4 2
is a typical example in which the rate of product recycled is very im-
portant in controlling the initial concentration andtemperature of
the autocatalytic agents. In distillation columns, the enthaly con-
tained in the bottoms product is either reused with more addition
of heat to vaporize the bottoms product or used to heat the feed-
stream.
These recycle streams generally constitute positive feed-back
in the regenerative system, thereby aggravating or reinforcing in-
stability. Most cases of practical interest will involve positive
feed-back because the useful product in the process will not be. re-
cycled. Thus one would expect severe problems of instability.
Boyle showed in detail that increasing the fraction recycled cor-
responds to increasing the gain of the regenerative positive feed-back
which results in sensitivity to disturbances, decreased speed of re-
sponse and leads to snow-ball instability--that is,monotonic diver-
gence from the operating set point following a disturbance.
Despite this disadvantage, recycle streams are vital means
of enhancing plant profitability in the process industries. Hence
4, 32,38, 42
much work is being done in exploring the characteristics,
exhibited under different operating conditions.
1.3 CHEMICAL PLANT OPTIMIZATION
In the chemical manufacturing industries, many performance
criteria exist for selecting the optimum conditions under which to
-5-
operate a process or to design the plant. It may be desired to mini-
mize the construction cost in the designing of the plant or to reduce
the transient period after a disturbance for safety reasons. But most
criteria of performance involve economic considerations rather than
purely control objectives such as process stability, speed of re-
sponse and minimum overshoot. The economic considerations can
be summarized as:
1. Maximum Production
2. Maximum Profit
3. Minimum Cost
These criteria are interdependent, but there is no performance
functional which could embody all the criteria mentioned above in
any particular process.
The primary objective of any chemical plant is therefore the
maximization of profit to be achieved with the smallest capital in-
vestment, and at the most satisfactory level. This profit functional
is however very difficult to express mathematically because of
factors external to the system that have to be considered. The be-
havior of these external factors, which consist of: (a) weather con-
ditions, (b) market situation which is a function of human factors,
(c) operating costs, (d) investment situations and (e) depreciation,
are very complex, thereby making modelling difficult. Secondly,
maximization of a profit functional often leads to computational diffi-
culties because the objective function is usually linear in profit and
investment. This often leads to "bang-bang" control 1 ' 3 8 which
often works but occasionally leads to growing oscillation about a
steady state.l For simple problems, the computational problems
-6-
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could easily be surmounted, but for more complex systems, un-
less the profit functional is properly constructed, it will lead to an
unsolvable problem or misleading and incorrect results.
1.4 OBJECTIVE OF THE RESEARCH
23Since Kurihara has successfully carried out the profit opti-
mization of a single stage stirred tank chemical reactor, it has been
of interest to extend the profit optimization to a more complex group
of subsystems such as Regenerative systems. This thesis is therefore
an attempt to achieve this goal for a regenerative chemical process
with material recycle.
Experience 27,40 has shown that to demonstrate the control
characteristics, care must be taken in choosing the type of reaction in
a complicated system. Too simple a reaction may leadto a trivial
result, whereas a complicated process will not lead to easy mathe-
matical modeling. A compromise is necessary in the choice of
process in order to be able to track the sources of instabilityif it
exists. At the same time the process has to exhibit characteristics
typical of real life situation, in order that the method could be
generalized to cases of more complicated reactions.
4, 19To avoid computational difficulties previous work in process
optimization apply quadratic performance indices different from
profit optimization. Thus existing gradient techniques could be used
directly. Two attempts 1 40 at dynamic optimization using a profit
functional failed because of computational difficulties or growing
oscillations. Of course it should be noted that process time con-
stants are themselves functions of the plant operating conditions,
particularly in reaction processes. Therefore one should be
-7-
cautious of using automatic gradient or experimental search methods
for process optimization. There is the possibility of developing
previously unsuspected process conditions with time constants
shorter than the experimental period which could cause unsafe plant
conditions unsuspected by computer-directed experiment. This
thesis formulates two different forms of profit functionals in order to
analyze the associated difficulties encountered in the optimization
process and tries to develop a workable algorithm.
1.5 OUTLINE OF PRESENTATION
The work in this thesis is presented as follows: In Chapter II,
the regenerative system is described as well as the motivation for the
choice of controls and how it relates to the financial objective.
Chapter III presents the mathematical model of the system with the
necessary assumptions.
Chapter IV outlines the steady-state optimization. We then ex-
plore the characteristics of the steady state surface as the control
parameters vary.
In Chapter V, methods of solving the dynamic optimization pro-
cess is given. The limitations and the specific difficulties encountered
are presented. The results of the dynamic optimization are also out-
lined.
Principal conclusions and recommendations are summarized in
Chapter VI.
CHAPTER II
DESCRIPTION OF THE PROBLEM
2.1 INTRODUCTION
A good understanding and a deeper knowledge of the regenerating
system to be dealt with is very essential for a clear definition of the
optimization problem. Without this the mathematical model will be in-
valid and the corresponding results become erroneous. Section 2.2
therefore gives a brief description of the regenerative system and the
pertinent chemical reaction. In Section 2.3 we consider the basis for
the choice of controls and the two possible forms of flow situations.
The characteristics of these forms of flow patterns lead to profit func-
tionals having different characterics as shown in the next section where
the profit optimization problem is completely defined.
2.2 THE DESCRIPTION OF THE REGENERATIVE
CHEMICAL PROCESS
The regenerative system to be described can be subdivided in
to three basic sections:
(a) the Chemical Reactor
(b) the heat exchanger and flash separator
(c) the tight-level control and the recycle stream.
Figure 2.1 gives the overall configuration of the system.
The basic reaction is assumed to take place in the reactor only.
This means that the flow transients or the time lag in the flow pipes
is very small and can be neglected. The input feed to the reactor
consists of pure feed stream of material A and a recycle stream.
Under the assumed isothermal conditions, the component A reacts
-8-
-9-
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Fig. 2.1 The Regenerative System
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reversibly to produce component B, which is the desired product. At
the same time, there is also an irreversible side reaction of com-
ponent A to produce component C, which is assumed to be inert and
useless. In real industrial process, this situation corresponds to a
side reaction that contaminates the desired products, and leads to
wastage of the material A. It is therefore quite clear that we are
interested in reducing this side reaction to the barest minimum if it
cannot be avoided completely.
The reaction process is thus of the form:
K 1
An B
K 2
where the chemical rate constants K 1 , K 2 , and K 3 are functions of
temperature and time only. In many practical cases of interest, the
reversible conversion of material A to B employs a catalyst and
as the reaction progresses, the catalyst degrades and the rate con-
stants become functions of time. On the other hand, the rate con-
stants are functions of the concentrations of both components A and
B in autocatalytic reactions. For simplicity of the mathematical
model, the reaction constants for this isothermal process are as-
sumed to be constant values.
The output of this perfectly stirredtank reactor contains the
mixture of components A, B and C, whose concentrations are the
same as the average concentrations in the reactor. This effluent
stream (assumed to be in the liquid phase) is passed through a heat-
exchanger where its enthalpy is increased. The heated stream is
instantaneously flash-separated in a separator similar to the cyclone
type flash separator discussed by Treybal.3 7 A one-stage separator
like this is rarely used unless one of the components is much more
volatile than the other. Simplicity of the mathematical model leads
to its choice rather than the more common multistage separation
process such as the distillation column. We would thus not expect a
pure component of B in the distillate. However in the formulation
of the profit functional, a heavy weighting will be placed on the con-
centration of-component B in the distillate to emphasize the need
for purer product.
The inert product C does not partake in the flash separation
process, but rather runs down the column into the tight-level control.
The bottoms product of the separation process, containing a high
percentage of material A and some of product B alsoenters the
tight level control which acts as a first orde? lag or a concentration
delay. A fraction, 3, of the output of the level-hold up tank is re-
cycled back into the reactor as the recycle stream. The presence of
components B and C in the recycle stream decreases the net
quantity of material A in the constant volume reactor, thus de-
creasing the volume of C produced from material A.
2.3 CHOICE OF CONTROLS AND FLOW PATTERNS
In most chemical processes, the most sensitive parameters
amenable to control turn out to be temperature and pressure. This is
so because the rate of reaction is usually an exponential function of
temperature ' 1 16 while the rate of evaporation is proportional
1, 15,35to the partial pressure of the component in the vapor phase. 
The control of these parameters is very essential in many single
-12 -
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stage processes such as an ammonia reactor or a distillation
1,37
column. 3 However when we consider cascade systems or a combi-
nation of subsystems, other parameters often turn out to be of im-
portance in controlling the process.
In the regenerative reaction under consideration, the recycling
of the total output of the level hold-up results in the reactor being
filled by component C after a few cycles. This is so because C is
inert and thus keeps accumulating with each cyclic run; and being a
contamination, it cannot be easily separated from the bottoms product
before the recycle process. If on the other hand, nothing is recycled,
a lot of component A and some of product B will be lost con-
tinuously. An economic optimum must therefore exist with finite re-
cycle ratio for a given reactor volume.
In addition to the high relative volatility requirement mentioned
earlier, a good flash separation process requires that the feed into
the column be at a temperature higher than the saturation temperature
of component B but lower than the corresponding saturation temper-
ature of A. This makes the heat input from the heat exchanger an
effective parameter for controlling the concentration of component
B, in the distillate. If the temperature of the feed into the column is
too high, all the feed will be evaporated and recycle ratio becomes
meaningless since nothing is recycled, while concentration of dis-
tillate is the same as reactor output. On the other hand, low heat
input results in no separation, thus no product.
The form of the reaction process and the chosen set of controls
allow two different types of flow patterns which exhibit different
properties in the mathematical computation of the optimum profit.
-13-
The first flow pattern is constant input feed of pure material A into
the reactor. The variation of the recycle stream shows up as a
varying reactor effluent stream. This type of flow configurationis
typical of many single stage processes, but poses a serious problem
of stability in the second stage of combined systems. The second
flow pattern which tends to avoid this problem, is the case of con-
stant effluent flow stream from the reactor. This flow situation re -
quires a flow controller on the reactor effluent stream side. The
input feed also becomes a strong function of the recycle ratio.
Though the tendency to instability is reduced, a serious problem is
introduced in the mathematical computation as is pointed out in
Section 4 of Chapter V.
2.4 PROFIT OPTIMIZATION PROBLEM
The discussion of Section 2.3 indicates that the parameters
needed for the control of this isothermal process are:
1. The recycle ratio, P, which is the fraction recycled
out of the output of tight-level hold-up tank.
2. The heat, u 2 , supplied to the effluent stream in the
heat -exchanger.
The input feed flow rate could also be used as a control to study the
problem of start up or shut down, but in this thesis, it is used as a
source of external disturbance for the first flow pattern, while the
reactor effluent stream flow is used for the same purpose in the
second case of flow pattern. Internal disturbances in the reaction
process were introduced by varying one or more of the rate constants
in the reaction.
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The objective function for the profit optimization of a process is
of the form:
J = Sales - (Separation + Operating Cost) -
Cost of raw materials (2.1)
The problems encountered in the mathematical formulation of this
objective function are already discussed in Section 1.3 and the ideas
have led to the combination of the first two terms in the right hand
side as net income. The income is then formulated as a squared law
function of the concentration of component B in the distillate as
shown in Fig. 2.2. This is expressed mathematically as
Net Income per 2
unit mole (2 XDB) V (2. 2)
where: X = Concentration of B
in distillate
VB Price per unit mole
of product.
This square law has the added advantage of weighting the con-
centration thereby emphasizing the need for purer concentration of
component B in the product. The input feed, consisting of material
A has a simple price structure, a constant fixed price, VA, per
unit mole of raw material. The unrecycled portion, (1-P), of the
bottoms product consisting of components A, B and C are as-
sumed to be thrown away, this constituting a loss.
With the foregoing analysis, the price functional can be ex-
pressed as:
L 1 - d(2 XDB)2 VB - u 2 VQ - VA
or L 2 - d(2XDB) · VB - u 2 VQ - [ f-p(fZCI + b)
-15-
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Fig. 2.2 Net Income as a Function of the Concentration of B in Distillate
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where:
L2 = Profit rate for constant reactor effluent stream
L1 = Profit rate for constant reactor feed stream
U 2 = Heat input in the heat-exchanger
U 1 = Input feed flow rate
d = Overhead output flow rate
b = Bottom flow rate of separation process
p = Fraction recycled from output of level hold-up tank
XDB Concentration of B in distillate
Y = Flow rate of contaminant, C, in the recycle stream
VB = Molar value of B in product stream
VA = Molar value of A in input feed stream
The profit optimal control problem therefore requires the maxi-
mization of the total profit, J
T
where J = L dt
0
during the steady state and the transient period T when the system
is subject to external or internal disturbances as defined earlier.
2.5 CONCLUSION
In this chapter, we have described the regenerative system as
well as the reaction taking place. The associated characteristics
have been tied together in formulating the price functionals. Attempts
were made to make the price functionals have close resemblance to
real life situations as well as weighting the important factors. The
next step in the optimization process is to develop the mathematical
model of the regenerative system.
CHAPTER III
THE MATHEMATICAL MODEL
3.1 INTRODUCTION
Unlike the aerospace industries where the problems could
easily be put into mathematical formulation using the established
mathematical laws of motion, mathematical models of chemical
plants can only be described from the basic knowledge of the pro-
cesses. Knowledge of most reaction processes are incomplete be-
cause of their complexity and the derived mathematical models
are usually approximated only to the degree we are capable of
solving. Traditionally, the engineering production plants have
operated in the "steady state" basis allowing the use of algebraic
equation models. Future designs must however consider dynamic
or transient responses, which involve differential equations for
better approximation of the complex processes and more complete
and exact characterization of the nonlinear parameters of the pro-
cess. The success in plant design and the associated control systems
depends on our ability to produce accurate mathematical models of
the plants and their related devices and processes. With the de-
scription of the regenerative process in Chapter II, we shall proceed
to develop the mathematical model in Section 3.2. Section 3.3 will
then introduce the constraints on the mathematical model for valid
operation.
-17-
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3.2 SYSTEM EQUATIONS
In the mathematical equations developed below, the mole
fractions are always written relative to the most volatile component
B. All the pertinent nomenclature is given in Appendix A.
3.2. 1 Stirred Tank Reactor
The assumptions made in the derivation of the reaction equations
40
are the same as those made by Wallace, viz:
1. The reactor is perfectly stirred.
2. The density, p, (moles/vol.) of the fluid in the
reactor is constant.
3. The reactor hold-up volume, V, is constant.
4. Flows are tightly regulated by flow control.
5. The reactions are isothermal, and the reaction
rates are constant.
thA material balance equation (in moles) on the i component
of product B in the system shown in Fig. 3.1 gives
m
dt(p Zi) = PBXRZBFZ + V a..r.(ZA T)
j=l
m
-V aikrk(ZB T) (3. 1)
k=l
where aij, aik are the stochiometric coefficients of the corresponding
conversions. Using the assumptions 1, 2 and 5 and normalizing as
shown in Appendix B one obtains
dZ
dt -= b XRB - FZ B + K 1 ZA - K2 B (3.2)
-19-
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Fig. 3.1 The Stirred-Tank Reactor
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A similar balance on component C gives
dZ C
dt - f Z C1 - fZ C + K3Z A (3.3)
ZA could be eliminated from the quations by using the concentration
balance
Z A + Z B + Z C = 1 (3.4)
Substituting for ZA, and simplifying equations 3. 2a and 3.3a re-
duce to:
dZB
dt - RB - ZB(f + K 1 + K2) + K1 - KIZc (3.2b)
dZ
and dt f C 1 + K3 - Zc(f + K3 ) - K 3 ZB (3.3b)
Assumption 3 leads to the following flow equation
u1 + P(B + FZC1 ) = F (3.5a)
which, when normalized gives
u +P(b + fZc1) = f (3.5b)
Whenever the input feed flowrate, ul, is assumed to be con-
stant, fZc1 in equations 3.2, 3.3 and 3.5 is replaced by state Y
and f in the equations is similarly replaced by u 1 + P(b+Y).
3.2.2 The Flash Separator Equations
The flash separator,Fig. 3.2, equations developed in this section are
based on the theory of mass transfer and distillation as presented by
Treybal 7 and Henley and Staffin.l 8 The important assumptions
made are:
-21 -
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Fig. 3.2 Heat Exchanger, Flash Separator and Bottom's Hold-up Tank
1. Flash separation is virtually instantaneous.
2. The pressure in the flash separator is approximately
constant.
3. All the heat supplied is used to vaporize the distillate
only.
4. The molar enthalpy, h B , of the component B is ap-
proximately twice the molar enthalpy, hA, of A. The
molar enthalpy of component A in Btu/mole i's
normalized to be unity.
5. Component C is inert.
Assumptions 4 and 5 are very important in the equations to be
developed and therefore need further clarification. We can assume the
isothermal reaction temperature to be close to the boiling point of
the more volatile component B. Under this condition, the heat sup-
plied to the effluent stream is used to vaporize some mixture of A
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and B adiabatically during the pressure reducing stage of the
flash separation process. The remaining liquid mixture, separated
by centrifugal force, runs down to the bottoms tank, while the vapor
forms the distillate.
Assumption 5 follows from the argument rendering invalid the
assumption of constant molar overflow in a distillation process.
Henley and Staffin showed that the molal heat of vaporization gener-
ally increases with increasing molecular weight. This means that
the molar enthalpy decreases with the purity of the distillate in the
lighter component. The Ponchon diagram shown in Fig. 3.3
is the plotting of both energy and material balance relationships on
a phase quilibrium diagram for the separation of a binary mixture
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Fig. 3.3 Ponchon's Diagram for Binary Separation of Hexane and Octane
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of hexane and octane. From the diagram, it could be easily seen
that the enthalpy of the more volatile component is approximately
equal to twice that of the lighter component, as was actually calcu-
lated for the example given.
An energy balance on the distillate using assumptions 3, 4 and
5 leads to the equation
Q [H B XDB +HA(1 XDB) ]D (3.6a)
where Q = heat supplied
After normalizing as shown in Appendix B, the equation be -
comes
u 2 = [hBXDB+ hA(1 - XDB)]d (3.6b)
Using the fact that h BZhA and hA=l simplifies the equation to
U2 = (XDB + l)d (3.6c)
U2
o r d X 1 (3. 6d)
DB +
Because C is inert, the portion of the feed stream that gets
involved in the flash-separation process is, after normalization,
given by
fl = f(l - ZC) (3.7)
A mass balance on the flash separation will, after normali-
zation, give
fl = b+d (3.8)
Substituting 3. 6c in 3. 8 leads to
U
b = f- (3 9)
DB+
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A component balance on the flash-separation gives the equation:
f ZB = dXDB +bX (3.10)
Raoult's and Dalton's laws give the relationship between the con-
centrations of component B in the distillate and in the bottoms product
as
aX
XDB 1 + (a-1)X (3.11)
where a = relative volatility
This relation is used to define the vapor-liquid equilibrium curve in
the McCabe-Thiele diagram for binary mixtures as shown in Fig. 3.4.
Using Eqs. 3.6c, 3.9, 3.10 and 3.11 an expression 3.12 is de-
rived for the flash separation process. The formal derivation is given
in Appendix C.
XDB[ fl+ ( a - 1)(flZB u)] + XDB[U2( l) +f l( l - Z C )] -afl ZB 0
(3. 12)
3.2.3 Level Holdup
The two streams of the contaminant C and the bottom product
of flash separation are treated separately, but in parallel. Using the
assumption that the hold up in the tank is constant, we can easily de -
rive expressions for the concentration delays of the two streams.
A component balance on component B in the bottom will, after
normalizing, yield
dXRB b
d - (X - X ) (3.13)dt s RB
A similar balance on component C gives
C 1 f
dt - s (Z - ZC1 ) (3.14)
where s = hold up in the tank
-27 -
The recycle stream, UR, is given by
uR = 3[b + fZC11] (3.15)
The above equations apply for the case of constant reactor
effluent stream. When we consider constant input feed stream,
fZC 1 in the above equations is replaced by Y.
3.3 CONSTRAINTS ON THE CONTROLS
Section 2.3 points out the apparent need for bounded controls.
Otherwise we might not get meaningful results from the mathematical
model that corresponds to a practical situation. The fact that the re -
cycle ratio P, has no meaning when most of the feed into the flash
separator is vaporized indicates a coupling between the two controls,
recycle ratio and heat input. We should hence expect problems of non-
independent controls in the computation.
Examining equation 3. 6c, one easily finds that the lower bound
for the heat input is zero while the upper bound results when the con-
centration of B in the distillate is the same as its concentration in
the effluent stream, and the corresponding quantity of distillate is
fl(1 - ZC). Derivation in Appendix C.2 using equation 3.12 gives the
upper-bound of heat input as:
U max = fl(l + ZB) (3.16)
Hence the heat input has to satisfy the constraint
O < u 2 < u z max
The obvious constraint on the other control, P3, which is a ratio could
be stated as
0 < P < 1
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These control constraints are physical in nature rather than having
direct effect on the chemical reaction. There is however another
constraint imposed on the chemical reaction which evolves from the
rate constants. The reaction constant, K1, for the forward re-
action A--B has to be much greater than the reversible rate con-
stant K 2 or the rate constant K 3 for the production of the con-
taminant C; otherwise more of useless product will be produced
than the useful one.
3.4 CONCLUSION
In this chapter, we have developed the mathematical model of
our regenerative system. We also tried to establishthe domain of
validity of the mathematical model to correspond to a physical situ-
ation. This model led to a four-state, nonlinear system with two
controls. Our next step will be to solve for optimum steady state and
to explore the excursions of the steady state as we vary the param-
eters of the process.
CHAPTER IV
OPTIMAL STEADY STATE SOLUTION
4.1 INTRODUCTION
Profit optimization problems are of two types, namely, steady-
state optimization and dynamic optimization. This chapter will
treat static optimization while the next chapter will deal with dynamic
optimization. The need to study steady-state characteristics arises
from the fact that a chemical process often exhibits many steady
states and stationary points out of which only one gives maximum
profit. It is also known that this steady state is usually sensitive to
disturbances or cannot be reached, hence we see many examples of
suboptimal operations in the process industires. In the light of this
discussion, our philosophy here will be to find the set of controls
which produce the steady state that gives maximum profit rate.
Though the philosophy does not emphasize purity, the weighting on
concentration as developed in the profit functionals in Chapter II
takes care of this. Thus in effect we are trying to maintain purity
as well as maximizing the profit.
We shall first develop the steady state equations, then follow it
with the computational algorithm for studying the steady state profit
rates. Because many chemical processes exhibit local maxima for
different conditions of operation, we shall explore the characteristics
of the steady-state profit rate surface as we vary the control
parameters of this process. This will help to get a better under-
standing of the dynamic optimization as well as a good comparison
for final results of the dynamic optimization.
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4.2 STEADY STATE PROCEDURES
4.2. 1 Steady State Equations
The steady state equations are obtained by setting the deriv-
atives in equations 3.1 thru 3.15 equal to zero. The corresponding
sets of algebraic equations are solved in Appendix C.3 and the results
are indicated below
X =XRB
ZC1 = ZCz -Z C
Jx - K,1 - bXRB
C =(M )JxK
K( ) JX I K
~B ~ K3
where J f+ K + K
x 21 
M = (f+ K 3 )/K 3
Substitution of these values into the quadratic equation 3.12 and
solving gives the corresponding value of XDB and the substitution
of XDB into the vapor -liquid equilibrium relation
X XDB
X - DB
RB - - (a-1)XDB
gives the current value of XRB.
4.2.2 Procedural Algorithm
The recycle stream forms a closed feed-back path in our
system, thereby making an explicit solution of the states impossible
without a knowledge or a guess of one of the states. To avoid an in-
correct guess, an iterative procedure is used to solve for the actual
steady state. This involves cutting the loop somewhere alongthe
flow graph as shown in Fig. 4.1, and guessing the variables b',
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Fig. 4o1 Illustration of the Iterative Procedure for Solving
Steady State Equations of the Regenerative System
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X f', and Z at one edge of the cut. These variables are used
for iteration round the loop. The current values of b, XRB, f and
ZCl are compared with the initial guesses. If the variables are dif-
ferent, the initial values are updated to be the current values and the
iteration is repeated until the variables at both ends of the cut match,
indicating steady state. It should be realized that this Picard
interative procedure will lead to convergence if the system of equa-
tions obey a Lipschitz condition.
A system that exhibits one steady state with a set of controls,
will always converge to this state when this algorithm is used ir-
respective of the initial guess at the cutting point. If however it is
possible for different initial conditions to lead to different steady
states, we can conclude that the system has many stationary points
which lead to local maxima in the profit rate surface. Under this
condition, this algorithm may not lead to the optimum values. Simu-
lations have shown that this situation does not exist. In fact con-
vergence was obtained in less than five iterations except when the
recycle ratio is near the maximum value of 1. The value of P3=1
was not used since this will correspond to many iterations, if not
infinite, before convergence.
4.3 NUMERICAL SOLUTION
Numerical solutions were scanned for the profit rate (L),
Equation 2.3, over the entire ranges of the two controls. The re-
sults were obtained on the IBM 7094 computer:- using MAD language
M. I.T. Computation Center
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and are plotted as contours of constant profit rate in Figs. 4.2 and
4.3. The optimum steady state corresponds to the peak of the profit
rate surface obtained. For the computations, the following values
were chosen for the constants V = 1.0, V = 4.0, V = 0.75, s = 0.3,A ' B
and a = 4.0. Because this thesis deals with generalized isothermal
reactions, the chemical rate constants and the flow rates were
normalized with respect to the maximum forward rate and the volume
of the reactor respectively; thus K 1 = 1, K = 0.4, K = 0.1, and1 2- 3
f = 0.7 in Fig. 4.2 where constant reactor effluent rate was con-
sidered.
A study of Fig. 4.2 indicates a sharp rise in the profit rate from
negative to positive level, then a big plateau and finally a sharp
peak near a ridge at high values of the heat input. This big plateau
confirms the flat optimum profit rate experienced in chemical pro-
cess industries.* Two perpendicular cuts of the profit rate surfaces
were made in the neighborhood of the peak to find the profit rate as a
function of each of the controls. Figures 4.3a and 4.3b show the
profit rates as functions of recycle ratio P and heat input, u 2 . Both
figures show the slowly rising plateau. Beyond the optimum,
Fig. 4.3a shows a gentle fall off except near P=1, while Fig. 4.3b
shows a sharper ridge with heat input. The former result shows
that this process is insensitive to small variations of recycle ratio,
I, because the flow rates associated with recycle ratio have slow
eigenvalues. The latter figure indicates that a high value of heat
input, u 2 results in small bottoms product of the flash separation;
This conclusion is made from a private discussion with Professor
L. A. Gould.
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and the net quantity of product recycled contains more of contaminant
C, which decreases the quantity of B produced in the reactor in the
next pass. Evaluation of the states shows very little variations in the
regions of the plateau and the optimum values, but the concentration of
B in the distillate, XDB, deteriorates rapidly along the ridge. This
result therefore justifies the argument of a flat optimum.
Since the optimum profit rate is close to a ridge in the profit
surface we would not like to operate at this point because:
1. A large disturbance could cause a descent down the
ridge.
2. - The complexity of the process may introduce some im-
portant effects which are not incorporated in the approxi-
mate mathematical model. There is no generally accepted
definition of the goodness of fit required between experi-
mental and theoretical or simulation data.
3. The cost of building the controller for this optimum
might be too high because of inaccuracies in the process
kinetics itself such as continuous fluctuation in flow
rates or degradation of the catalyst as a function of'
time.
However we are sure of stable operation in the plateau region.
Though this corresponds to suboptimal operation simulation has shown
that the variations of the profit rates and the states are very small
when compared with the values at optimum region.
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4.4 PARAMETRIC STUDIES
When the effluent flow rates are changed, remarkable features
are noticed about the shape of the profit rate surface. Figures 4.4a
and 4.4b show configurations of the contour lines for two other flow
rates. It can easily be noticed that the height, shape and peak po-
sition of the profit surface are functions of the flow rate. The plots
of the peak position as a function of the effluent flow rate and re -
cycle ratio, A, or heat input, u 2 , are shown in Figs. 4.5a and 4.5b
respectively. It is very striking to realize that for flow rates less
than 0.5, maximum profit rate is achieved with no recycle. Under
this situation, the residence time in the reactor is longer than neces-
sary to bring the reaction to completion, the concentration of B in
distillate is high, but the quantity produced is small, thus resulting in
small profit. Any recycling replaces some raw material A with the
contaminant C, thereby reducing net profit. The system is defi-
nitely not being used optimally. For the intermediate effluent flow
rate as shown in Figs. 4. 5a and 4. 5b the maximum profit rate indi-
cates an interior maximum with respect to the controls; the profit
rate increases to a maximum, while the concentration of B in dis-
tillate decreases monotonically as shown in Figs. 4.5c and 4.5d.
Beyond the flow rates of 1.2 the maximum profit rate as well as the
concentration of B in product keep decreasing. This situation cor-
responds to too short a residence time in reactor to effect enough
conversion of material A to components B and C; thus the re-
cycle ratio is close to its maximum value. The result shows the
fact that it is not usually possible to maximize profit and at the same
time maximize product (that is produce best quality and maximum
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quantity). A compromise in most cases will yield situations of interior
maxima similar to this simulation.
The next step in the parametric studies involved finding the
effects of varing the rate constants in the above results. Simu-
lations showed that the general form of the graphs are the same as
before but are shifted as indicated by the arrows in Figs. 4.6a, b,
and c. When the rate constant, K3 , is increased, more of the con-
taminant C is produced and the concentration of B in the effluent
stream andin the distillate is reduced. To get the same quantity of
B in the distillate requires a larger flow rate; hence the shift in
the characteristic curves. The profit rate at the same flow rate is
less because of decrease in the concentration of B. The effect of
a decrease in the rate constant K 1 has the same effect as increasing
K 2 or K 3 .
Raoult's law, which leads to the equilibrium relationship in an
ideal binary separation is valid only for relatively small values of
relative volatility, a, in particular for a not greater than 4.0. In
order to find the effect of purer separation in the developed model
than can be achived by the flash separator, the Fenske equation for
binary distillation was applied. This equation which is derived for
the purpose of estimating the number of theoretical trays, n, in a
distillation column is given by
= S + (a S min+am in min
and V H
HV
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where:
s = separation constant
a = relative volatility
n = number of trays
Q = heat input
F = feed-flow into the column
HV = latent heat of vaporization
S XDB( - ZB at (V)
min ZB(1 - XDB) F min
A rigorous derivation of this equation can be found in Chapter llof
35Shinskey. Of course this equation has the same effect as cascades of
flash separators or a plate column. The improvement on the sepa-
ration shows up in the relatively high rate of profit return. A
separation factor S=20 shows an increase in profit rate by a factor
of 2.5 for the same flow-rate (see Fig.4. 7a and4. 7b). There is how-
ever similarity in the general characteristics of the profit surfaces.
Consideration of a constant input feed stream instead of con-
stant reactor effluent stream shows a few dissimilarities that need
to be mentioned. This flow situation corresponds to using the profit
rate equation
g2 = d(2XDB) VB uZ ' VQ -Ul VA
Because we subtract a constant value of u1 · V A from the profit
function at different values of the controls,P and U2, the profit sur-
face appears to be the previous one but rotated anticlockwise by
about an angle of 300. The magnitude is also decreased. Since full
recycle in this situation does not correspond to the system being
filled by contaminant C, it is possible to get maximum profit with
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full recycle in some situations. The corresponding plot of Fig. 4.5a
actually reaches value of P3=1 and stays there when input-flow rate u
gets larger than 0.8 instead of being asymptotic as in the previous case.
4.5 CONCLUSION
This chapter evaluates the steady-state optimization of our
regenerative system. The results of the parametric studies en-
lightened us about the physical characteristics of the system giving
indications of what to expect in the transient response to a disturb-
ance. The fact that the exhibited characteristics are similar to what is
experienced in industrial situations is a good indication of the validity
of the mathematical model. Reasons are given for nonoptimal oper-
ations and this method gives a systematic way of finding the suboptimal
control which is close to being optimal.
CHAPTER V
DYNAMIC OPTIMIZATION
5. 1 INTRODUCTION
Following the analysis and characteristic study of the re-
generative system in Chapters II, III andIV, we shall make an at-
tempt at dynamic optimization with the aim of maximizing profit. Of
the four classes of problems encountered in optimal control theory,
we shall concentrate mainly on one, namely, "Free-end point, fixed
final time." This choice can be justified because
i. It is the easiest to solve since there is no con-
straint on the final state.
2. The search for optimal time is not a necessity
in chemical processes. The time interval al-
lowable for any transient situation in the system
is generally fixed by external factors such as
safety reasons.
3. Any constraint in the state variables can in most
cases be included in the price -functional. This
approach, known as penalty function approxi-
mation to a hand constraint, is used to limit
the maximum concentration of XDB to unity in
the price functional.
On this basis, we shall proceed by first giving the necessary
conditions for optimality as proposed in Pontryagin's Maximum
-46 -
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Principle. A method which incorporates a gradient technique into
the Maximum Principle is presented for the numerical solution.
Finally we evaluate the results for two different flow situations in
order to explore the applicability of the optimization techniques for
industrial chemical processes.
5.2 NECESSARY CONDITIONS FOR OPTIMALITY
The set of necessary conditions which an optimal control
system has to satisfy, as derived from Pontryagin's Maximum
Principle, can be found in many books., 12, 19, 25,26,29 There-
fore only a brief summary of the necessary conditions for optimality
as related to this regenerative system will be given below.
For a given dynamic system
X.i = fi(X, u, t) (5.1)
having associated with it the price functional
tf
J =f L(X, u, t) (5.2)
t
the Hamiltonian is defined as
N
H(X,u, p, t) = L(X, u, t) + Pifi(X, , t) (5.3)
n=l
where the pi's are the co-state variables
5.2.1 Necessary Conditions
The necessary conditions for optimality given by Pontryagin's
Maximum Principle for the free -end fixed time problem without final
cost are:
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1. There exist the vector functions pi's which are
solutions to the following co-state equations
-Pi = axH (5.4)Pi 8-ax.
satisfying the boundary conditions
P(tf) - 0
The states are the solutions of the equations
aHX - a (5.5)i api
with the boundary conditions
X'(to) X X*(t)e S0 -O 1
2,. The Hamiltonian function, Eq. 5.3, has an absolute
maximum as a function of u, that is
H(XLC p7, u*, t) H(X*, p,u_, t) (5.6)
for all admissible controls u and _u' being the
optimal control vector.
3. The Hamiltonian satisfies the condition
tf
H*t) = H*(tf) - aH dT (5.7)
t
If the Hamiltonian happens to be linear with respect to a con-
trol u. and also if
aH =
u.
l~~~~~~~~~~~~~~~~~~~----------------
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for some time interval t.-t., we then have a singular prob-
lem.' 26,29 The use of flow rates as controls in chemical pro-
cesses often lead to Hamiltonians which are linear with respect to
these controls. However, the nonlinear characteristics introduced
by the profit rate functional in the Hamiltonian, dictates if the prob-
lem is singular or not.
5.2.2 Optimal Control Laws
For a system with independent controls, Eq. 5.5 leads to the
following optimal control laws:
1 . =. or . u u .1 1 min 1 1 max
2 u. < u. < u. and = 0i min 1 1 max 8u.
1
The control law above may not lead to a unique solution, but
admits only a finite number of solutions. This is particularly true
if we have nonindependent, interacting controls. Whenever the
e 8aH
Hamiltonian is linear with respect to a control, u{, and aH 0,
we have a "bang-bang" control. The optimal control u' depends only
on the sign of the gradient of the Hamiltonian with respect to this
control, i.e.,
u. if H > 0i max au.
U.i u.m if 8H < 0
itUi min ifa8u.
If however aH = 0 for some finite time interval, we have a
au.
IH 
singular problem, which admits infinity of solutions since au8 is
1
independent of u.. The derivation of the Singular Control, if it
2 23
exists, can be found in Athans and Falb's book. Kurihara and
Gould 5 showed that the singular control corresponds to the optimum
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steady-state behavior when the control time interval is infinite. It
should be noted that the maximum principle does not provide suf-
ficient conditions for the solution of singular problems. In general,
the formulation does not reduce the singular problem to a two-point
boundary value problem except in the very simplest cases. The
computation then becomes extremely difficult if not impossible.
The direct application of the control laws above to chemical
processes requires some care because in chemical processes,
particularly regenerative systems, we encounter controls which are
nonindependent and which are a mixture of singular and nonsingular
controls. These control situations often lead to adjoint systems
7
which are unstable or have weakly divergent solutions. Whether the
nonlinear characteristics of the regenerative system compensates
for or aggravate the weakly divergent solution depends on the formu-
lation of the problem.
5.3 METHOD OF COMPUTATION
Direct application of the Maximum Principle leads to a two-
point boundary value problem which is difficult to solve numerically.
This raises the possibility of using a combination of the Maximum
23, 24Principle with a gradient technique. Kurihara used this ap-
proach successfully to determine the optimal control of a chemical
reactor, and a fluidic catalytic cracker. Further attempts to apply
the algorithm to more complex problems have, however, failed. l1,40
It is felt that the nearly flat optima exhibited by chemical processes
(Chapter IV) increases the slowness of convergence of steepest
ascent techique near the optimum, up to a point where the weak-
divergence of the adjoint system masks the slow convergence of the
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scheme. Thus the iteration leads to growing oscillatory instability.
Chuprun showed that the direction, but not the length of the vector
function of the Hamiltonian,is important in the maximum principle.
Here a method is proposed for modifying the control vectors at
each step in the steepest ascent procedure. This involves using a
vector of constant length in the direction of the total gradient of the
Hamiltonian each time we modify the control vectors in the inte-
gration cycles. For very steep hills, the method may lead to slow
convergence, but for the type of surfaces exhibited by chemical pro-
cesses, simulations show this algorithm converged more rapidly
than the gradient approach used by Kurihara. Both methods were
however used for comparison purposes. The modified method avoids
the crucial nature of the ratio of the relaxation parameters of the
controls in order to effect convergence.
The steady state analysis of Chapter IV shows that the absolute
maximum of the steady state surface is usually situated near a
ridge. We therefore take this into account in the dynamic optimi-
zation by backing off two steps in the hill-climbing whenever the
hill is overshot. This helps to avoid the hazard of getting locked on
the boundary of the controls which leads to oscillations. It also
has the added advantage of providing a way to estimate the closeness
of the suboptimal operation, (where the iteration scheme is insensitive
to disturbances), to the actual optimum situation.
Since the regenerative system is sensitive to disturbances and
the adjoint system has weakly-divergent solutions, we shall apply an
accurate integration scheme in order to prevent roundoff errors in
the integration cycles from introducing divergent solutions.
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Runge-Kutta integration scheme in which the roundoff error is re-
duced to the fourth order approximation will therefore be applied in
the optimization procedure.
The ideas discussed above lead to the following algorithm for
the numerical solution.
1. Guess the control variables u 2 , and 3, for all
time, t.
2. Equations 5.1 are integrated forward in time with
the initial values of the state variables using the
fourth order Runge-Kutta integration scheme.
3. The co-state equations are integrated backward in
time with the boundary condition at final time using
the same integration scheme as in part (2). The
stability of the backward integration of the co-
state is guaranteed if the forward integration of the
state variables is stable 2, 21
4. The gradient of the Hamiltonian, u. , along each
component of the control vector is evaluated as
shown in Appendix D. The projection, v i , of a
unit gradient vector along the direction of each
component of the control vector is calculated ac-
cording to
8H
au.
v-i. =-- 1/2 for i= 1,2, ... n (5.9)
N 1
with the provision that whenever H 0 v. = 0
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5. The new controls are then estimated as follows:
i new = i old (5.10)
where I is an arbitrary constant parameter chosen
to be small enough such that convergence is obtained
within a reasonable number of iterations. If the
gradient technique of Kurihara is used, the new con-
trols are estimated as follows:
aH
u. = u. +¢ (5 11)u new i old au. (5.11)
where c is the relaxation constant chosen small
enough such that the system converges, and large
enough such that the convergence is not too slow.
Wheneve r
J <1
new old
step back two steps and modify the control vectors
at this position according to
new old U.
Kurihara improved the convergence by using the con-
dition
old new old
{1/4wld (5. 13)
1/46ol d if Jnew < Jold
new old
6. Continue the interative procedure until the objective
function, J, is maximized. This also corresponds to
the maximization of the Hamiltonian.
For nonsingular problems, Denn9 shows that this iteration
scheme will converge under the assumptions:
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1. The dynamic system is time invariant,
2. The initial guess of the controls is near to the
optimum controls.
These assumptions are valid for simple systems, but for com-
plex systems, some of these assumptions may be violated while the
9,23
computation scheme still converges. The nature of singular
problems (which depends only on the structure of the derivative of
the Hamiltonian with respect to the controls) is not well understood
yet, hence there is no general proof for convergence.
For a singular problem, the control is updated as follows
u. if au > 01 max a.
u. = i (5.14)
u. if -H <0
Huif a- O for t. < t<t. j>i
1
Ui. = U
where for the regenerative system, in which the Hamiltonian is
linear with respect to the recycle ratio, u, S is the steady-state so-
lution for j which is
ZB(f + K 1 + K2 ) + K 1 Z C - K
u =- RB (5.15)b.XRB
5.4 DYNAMIC OPTIMIZATION RESULTS
Dynamic optimization was carried out for the system de-
scribed in Chapter II with the model of Chapter III. Using the algo-
rithm described in the previous section, the test procedure was as
follows:
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1. A small disturbance from a steady state was
initiated in the form of a small variation of the
states from the steady states.
2. An increase in the magnitude of the disturbance
was produced by step change in one of the flow-
rate s.
The two steps above were carried out for the cases of an in-
terior maximum and a boundary maximum with respect to the re -
cycle ratio in the steady state.
3. Finally a step change in the rate constant was
considered as an internal disturbance.
Since one of the objectives of this work is to explore the ap-
plicability of profit functionals in optimization techniques, we have
considered two kinds of flow patterns which result in profit func-
tionals that exhibit different characteristics. These flow situations
are
1. Constant reactor input flow-rate. This results
in an objective functional of the form:
tf
J =J {(2XDB) d.VB-U2-VQ-ulVA}dt (5. 16)
t
This case leads to the normal problem of the maxi-
mum principle, though highly nonlinear.
2. Constant reactor effluent stream. -- The profit function
for this case is given by
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tf
J = f (2XDB) .d.VB -uz2VQ-[f-(fZcl+b)VA}dt
t
(5.17)
This objective function gives a HIamiltonian which is linear with
respect to one of the controls -- the recycle ratio, P. This condition
necessitates a "bang-bang" control which is common in many in-
dustrial situations although it is not always optimal control for some
cases. "Bang-bang" control was not optimal for this case and an
attempt is made to explore the reasons and to modify the objective
function.
The computations were carried out on the IBM 7094 computer
using the MAD language. Integration time intervals (to-tf) of 5,
7 1/2 and 10 units were used with a time increment, dt, of 0.05
unit. This large time increment was chosen because of the accuracy
associated with the Runge -Kutta integration scheme. Economy of
computation time is very important in the solution of the optimal
control trajectories. Thus the number of iterations were limited
to a maximum of 50 since the average computing time for 30 iter-
ations was about one minute. The constant parameters have the
same values as were used in Chapter IV. The subroutines compute
the states and the co-states while the main program carries out the
logical statements and updating procedures. The flow chart and the
programs are given in Appendix F.
Re suits
Case (i ) Constant Input Flow Rate, ul
This flow condition leads to the Hamiltonian function given by
the equation
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H(X,u,t) = d-(ZXDB) . V B - u 2 .VQ - U VA
+ PZB [ P3bXRB - ZB(f+ K 1 + K 2 ) + K 1 -K 1 ZC1
+ PZC[ Y + K3 -Zc(f+ K 3) - K3 ZB]
+ PXRB[ (X - XRB)]
f2 y
+py• 2 [ ZC (5.18)
+ PY z c- y] (5.18)
This function, H, is nonlinear with respect to the two controls, u 2
and 3; and therefore is the normal problem of the Maximum Principle.
The simulations of this problem resulted in convergence to steady
states as discussed below.
In Fig. 5.1 we present the simulation result for a small devi-
ation of the states from steady state values. The transient reached
steady state in 12 steps with Kurihara's gradient method of updating
the controls, (the modified form of algorithm was not used here).
It is striking to note that the optimal controls are very close to being
constant in the time interval while the states readjust to the steady
state values. This shows that the system is asymptotically stable
(in the small) and the sensitivity of the controls to this disturbance
is very small.
Next, a step change of input flow-rate, ul, into the reactor was
introduced as a disturbance. The transient resulting from a step
change of u1 from u1 = 0.50 to ul = 0.60 converged to steady state
while the objective function is maximized in eight steps with the
modified algorithm and 14 steps with Kurihara's gradient approach.
This shows that the modified algorithm is somewhat superior. The
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optimal trajectories of the controls, the states and the co-states are
shown in Figs. 5.2a and 5.2b. The convergence was rapid with re-
spect to the objective function and the state variables, but was slow
with respect to the control variables as have been recognized by many
investigators. 23
For a larger step change in the flow rate it was found necessary
to increase the integration time interval to 7.5 and 10 units for step
changes of 0.2 and 0.3 in the input feed flow-rate to the reactor be -
fore steady state was reached. This shows that large disturbances
result in longer transients. The optimal trajectories for a step
change of 0.1 in the input feed flow-rate to the ractor maximizes
the profit during the transient to 4. 655. Of course the step change in
the flow-rate alters the Hamiltonian surface as well as its peak,
hence we notice an upward trend in the controls, u2 and 3, with a
corresponding decrease of the concentrations of component B in the
reactor effluent stream and the distillate, XDB, (see Fig. 5.2a).
These are confirmed by the steady state analysis of Chapter IV. In
particular, the Hamiltonian at the final time, the states and the flow-
rate compare fairly well with the steady state values of Chapter V.
Our attention is next turned to internal disturbances introduced
by variation of the rate constants. The iteration converged after
18 steps. Convergence was much slower here, because kinetic be -
havior of chemical reactions is very sensitive to variation of rate -
constants which are exponential in nature. A decrease of the rate
constant K 2 from 0.4 to 0.2, after steady-state was reached, showed
a remarkable increase in the concentration of B both inthe reactor
effluent stream and the distillate; similarly, an increase of K 3
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from 0. 1 to 0.2 showed an increase of component C and a decrease of
component B in reactor effluent stream and inie distillate.
Figure 5.3 presents the effects of a combined change of K 2 and K 3
as described above. There is a net increase of component C as
shown by Z C or Y/f in Fig. 5.3 At the same time component B
increases as shown by Z B and XDB but the relative increase is
smaller than the individual changes of K 2 or K 3 . An increase of
C shows up also as a decrease of distillate flow d since less B is
now formed in the reactor. In this case the variation of the controls
is slight since the effect of the decrease of K2 negates the effect
of the increase of K 3 .
Up till now, the flow rates have been chosen to insure an in-
terior maximum as the parametric studies of Chapter IV indicated.
We shall now repeat the analysis for flow-rates in which the maximum
profit rate is near or at the boundary of maximum recycle ratio, max
The dynamic results show convergence after more than 30 iterative
steps and approach to steady-state occurs after a longer time inter-
val. This can be explained by the tendency to instability introduced by
the positive feed-back of the recycled stream, particularly for
large recycle ratio. It is also important to note that when the final
steady state is near the boundary of maximum recycle ratio, the
optimal trajectory for this control climbs to the boundary, stays
there for a while and finally returns to the actual value at the final
time as shown in Fig. 5.4. On the basis of this result, we tried to
check for a case in which the system's initial and final steady states
lie on the boundary of the recycle ratio whether it is possible for
the trajectory to leave the boundary before returning to it. The
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results indicate that full recycle is maintained when the initial states
correspond to maximum profit rate on the boundary. The convergence
was rapid in seven steps since only one control is involved. This
situation occurred when the flow rate decreased from u l=1.Oto
ul=0 9. If however the initial values correspond to nonoptimal steady
state, such as for the case when ul=0.7, the optimal trajectory
with respect to recycle ratio, P, initially leaves the boundary, be -
fore finally returning to it. This is an important result, not being
typical of usual industrial practice, and thus needs further mathe-
matical justification. Figure 5.5 shows the control trajectories,
after 37 interation cycles to reach convergence.
The results in this section showed that the optimal trajectories
effect convergence to the steady state if allowed enough time inter-
val while we obtain an optimum profit. This can be attributed to
the nonlinearity of the Hamiltonian with respect to the controls which
eliminated the possibility of a singular control. In the next section,
we shall consider the flow pattern in which the Hamiltonian is linear
with respect to one of the controls.
Case(ii) Constant Reactor Effluent Stream
This flow configuration modifies the previous profit functional
such that the resulting Hamiltonian function, H 2 (X, u, t) given by
H(X,u,t) = d(ZXDB)2 VB - uZ'VQ -[f-f(fZcl+b)]V A
+ PZB [ bXRB ZB(f+KK 1 + K 2 ) + K 1 -K 1 Z C]
+pzc[ pfZc 1 + K 3 - ZC(f+K 3 ) - K 3 ZB ]
+ PXRB[ s XRB)
continued on next page...
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+Pzc [ Z C- ZC1] I- (5.19)
is linear with respect to one control, the recycle ratio, A, but non-
linear with respect to the other control, the heat input, u 2 . This
linearity of the Hamiltonian introduces a "bang-bang" control of the
recycle ratio. For the "bang-bang" control the modification of the
control at each iterative interval depends only on the sign of the de-
rivative of the Hamiltonian with respect to the control. In this re-
generative system, the derivative of the Hamiltonian with respect to
recycle ratio is given as
aH (fZc + b).VA + PZB(b.XRB) + Pzc (f ZC1) (5.20)ap (fZ c l A .VA +p +
The simulation of this system using the algorithm described in
Section 5.3 resulted in maximum profit but the system did not reach
steady-state. Further increases of time interval gave the same re-
sult. A study of the results show that 3- is always greater than
zero which means that the control, 3 is always at the maximum value
of 1; at the same time the concentration of component B in the re -
actor effluent stream was motonically decreasing with increasing
time interval
Examining Eq. 5.20 we find that the first term onthe right is
always a positive constant since it is the sum of flow rates multiplied
by a constant; while the remaining two terms are functions of co-
states which approach zero as time approaches the final time, tf.
Thus aH will always be greater than zero as t approaches tf.
The condition for maximum value of P corresponds to full recycle of
the output of the hold tank. This situation can only be allowed for a
short time otherwise the continuous recycle will result in the reactor
-68-
being filled with the unwanted contaminant C and the concentration
of B in the reactor effluent stream will approach zero.
An attempt was made to generate a suboptimal system by de-
activating the optimum controller near the final time assuming the
system is in the neighborhood of the steady-state and then allowing
the intrinsic stability of the system to regulate it. The result, when
the system was deactivated five steps before final time (i.e., 0.25
time units to final time tf) did not show any improvement. In fact
the system was so far away from the steady state that solution for 1t
using Eq. 5.15 reached Pmax after five iteration cycles.
Analysis of Chapter IV indicates an interior maximum for the
reactor effluent flow rate considered in the above simulations. One
therefore wonders about the result of the dynamic solution. In order
to show that the problem crops up from the condition of singular con-
trol on I, we fixed the recycle ratio at P=0.2 and simulated the
system using the heat input, u 2, as the only control. The result con-
verged to steady state in eight iterations, and the profit was maxi-
mi ze d.
It is also surprising that we still obtained maximum profit
while the concentration of component B in the effluent stream was
monotonically degrading and this therefore needs further investi-
gation. From Appendix E, the increment on the objective function
at each iterative step is given as
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tf
aH
au2
=a 2[Uz, 6P] dt (5.21a)
aH
t
Because we have a singular problem with respect to I, 6J reduces to
tf
IH 5. + aHJ =f au 6u 2 (5. 22)
oaH
Since the condition - O forces p = m = 1, we were still
maximizing the Hamiltonian with respect to the heat input while we
were recycling all the bottoms product.
A further investigation into the sources of difficulty in this
"bang-bang" control involved modification of the profit functional.
The new performance index estimates the profit functional as the net
profit above the cost of raw materials. Thus the profit functional is
given as
tf f
J f d(2XDB) - u2 VQ (5.23)
t
0
The corresponding Hamiltonian function is the same as that
given in Eq. 5.19 except that VA is now equal to zero. Thi3 Hamil-
tonian function is still linear with respect to the control, I; however,
the derivative of the Hamiltonian with respect to the recycle ratio, P,
is only a function of the co-states. Thusgiven as-·-
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aH 
ap PzB(b XRB) + PZC(fZcl) (5.24)
We therefore have a "bang-bang" control with respect to the recycle
ratio, p.
The results of dynamic optimization shown in Fig. 5.6a indicate
one switch of the "bang-bang" control, P, from min to max near
the end of the allowable time interval, t --. f; while the other control,
u 2 increased until the system reached steady state, stayed fairly
constant until after the switching of f and then started to increase.
Similar behavior is noticed in the concentration of product P in the
distillate and the corresponding decrease in the quantity of the distil-
late. The profit rate trajectory on the other hand indicated a
switching to higher values at the switching of control P.
In Fig. 5. 6b, we present the trajectories of the states which are
the indicators of the condition of the process. The trajectories of the
states can be subdivided into three sections--initial unsteady state,
steady state and final growing unsteady state. This is similar to the
phenomenon of start up, steady state, and shut down experienced by
Kurihara in the solution of a linear singular problem. 23 An increase
of the allowable time interval to--tf shows up as an increase in the
"steady state" interval in Fig. 5.6b. Thus given enough time inter-
val, the final unsteady state will have negligible effect in an in-
dustrial situation since most of the profit will be realized during the
steady state operation.
The sequence "unsteady state-steady-state-unsteady-state"
seems to be characteristic of singular problems or problems in-
volving mixed controls ("bang-bang" control being one of them), en-
countered in chemical processes. However no conclusion can be
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established for the validity of this characteristic in singular prob-
lems except through further investigation.
The analysis of the dynamic optimization therefore focuses the
problem, initially encountered with the f'bang-bang" control, on the
first term on the right-hand side of Eq. 5.20. This term is intro-
duced into the Hamiltonian function by the profit functional. One
could, therefore, conclude that the convergence of any solution or
the chances of getting any meaningful result depends solely on how
properly the profit functional is formulated.
CHAPTER VI
CONCLUSIONS AND RECOMMENDATIONS
6.1 SUMMARY OF CONCLUSIONS
In this thesis, we have made an attempt at determining the
optimal control of a regenerative chemical process. The approach
here is such that the method could easily be extended to more com-
plex processes, or systems than we have considered.
Our development points out two important facts:
1. The reaction to be considered has to be about the
same order of complexity as the entire recycle
system itself or be representative of a more com-
plex system. Otherwise we would either get a
trivial result or a mathematical model too difficult to
solve. A good knowledge of the reaction is very im-
portant for accurate mathematical. modelling and to
be able to track down the characteristics of the system.
2. Since economic profit is the primary objective of an
industrial chemical plant, the objective function should
be centered on profit optimization. This profit func-
tional proves to be very difficult to formulate mathe-
matically because of the continuously varyingexternal
factors that have to be considered . Its structure is also
very important for the dynamic optimization as will be
mentioned below.
-74-
-75 -
Results of the steady-state optimization in Chapter IV indicated
that chemical processes often exhibit nearly flat optimum profit rate
surfaces, peaking very close to a sharp ridge. The existence of the
optimum profit rate near the ridge creates a problem in operating at
this level because of the sensitivity of the process to disturbances
or the cost of building a controller to operate at this level. It might
thus be worth operating suboptimally but very close to the optimum
values. The parametric studies of the steady state optimization indi-
cated a wide variation in the characteristics of the system depending
on the operating level. The operating levels thus have strong effect
on the configurations of the optimum control trajectories as the
system moves from one operating level to another.
Maximization of profit is guaranteed by the interative pro-
cedure of the gradient (or modified gradient) technique and Maximum
Principle. However the convergence of the system to steady state if
allowed enough time interval depends strongly on the structure of the
objective functional. A profit functional which gives a nonlinear
Hamiltonian function with respect to the controls always converged
to steady-state. The number of iteration cycles for convergence in-
creased roughly exponentially as the recycle ratio, I, approaches
max 1. This is due to the tendency towards instability introduced
by the positive feed-back of the recycle stream.
If, however, we encounter singular control or "bang-bang"
control in the profit optimization, the nonindependent control tra-
jectories might not yield an optimum profit. Unless the objective
functional is properly formulated, we may not reach steady-state
operation at anytime within the integration time interval.
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The computational aspect of the thesis shows that with an ac-
curate and fairly elaborate integration scheme, we could suppress
the effect of weak-divergence of the adjoint system in Pontryagin's
Maximum Principle.
In conclusion the contribution of this thesis is summarized as
follows:
1. With careful formulation, a complex chemical pro-
cess can be realistically modelled in mathematical
terms.
2. The combination of Maximum Principle with the
gradient (or modified gradient) technique can be used
to solve both normal and singular optimal control
problems. The computing time is fairly short and we
could easily estimate the closeness of any suboptimal
to the optimal value.
3. A meaningful result of any profit optimization of a
chemical process depends very strongly on the
structure of the profit functional used as the per-
formance index in the optimal control application.
4. In order to maximize profit, it may not be necessary
to recycle all of the bottoms product in chemical pro-
cesses employing recycle streams. The specific
fraction to be recycled depends on the specific process.
This situation is untypical of present industrial practice
but is worth trying out.
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6.2 SUGGESTIONS FOR FUTURE WORK
Since this kind of generalized optimization study has no
bounds in its application, it will be of interest to apply the method to
more complex processes and systems. Care should be taken in
formulating the financial objectives.
In this study, we considered only a single stage, continuous
reactor, which is rarely used in practice. A cascade of reactors--
continuous or batch--will be more representative of industrial
practices. Owing to the time lag that might be introduced in the
cascade system, the application of a discrete Maximum Principle
will be more accurate for the dynamic optimization.
Our analysis considers constant hold up in the reactor and in the
level hold-up tank. It is also important to consider semibatch
operation which allows a varying reactor hold-up and also a variable
hold up in the tight -level holding tank.
The difficulty encountered in accurate mathematical formu-
lation of profit functionals led to a squared law approximation. It
will be of interest to try other forms of the objective function that
could be representative of the industrial situation, and to compare
the resulting characteristics with the results in this thesis.
APPENDIX A
NOMENCLAT URE
A = Reactant specie in the feed stream
a. = Stochiometric coefficient of A. in the jth reaction
1j 1
B = Reactant specie of product B
Bf, b Actual and normalized bottoms flow rate of the
flash separation process.
C = Reactant specie of contaminant produced.
D, d = Actual and normalized distillate or overhead flow
rate of the flash separator.
F, f = Actual and normalized reactor effluent flow rate.
Ft1f'= Actual and normalized portion of the feed into flash
separator that gets flash separated.
H = Hamiltonian function of the process.
h A , hB = Normalized enthalpy of the components A and B.
J = Profit functional. to be maximized.
K 1 , K 2 , K 3 = Rate constants of the reactions.
f = Vector length used in the modification of the
L- = Profit rate for constant reactor effluent stream.
L2 = Profit rate for constant reactor feed stream.
ZB' ZC'
PZCl' PXRB = Costate variables of the states.
Q, U2 = Actual and normalized heat input to the heat exchanger.
qij = Stochiometric rate constant.
s = Hold up in the tight level tank
t = Dimensionless time unit.
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tf = Optimal final time
U 1, U - Actual and normalized input feed flow rate
u 2 max
u Upper and lower boundaries of the heat input
u 2 min
uW = Optimal trajectory of the heat input
uR = Recycled stream
VA = Molar value of component A in the reactor
feed stream
VB = Molar value of component B in the distillate
VQ = Cost per unit of normalized heat input
XDB Concentration of component B in the distillate
XRB Concentration of component B in the bottoms product
Z Z' Z C = Concentrations of components A, B, and C in the
reactor effluent stream
Cl Concentration of component C in the output of level
hold-up tank
Y = Flow rate of component C in the output of level
hold-up tank
a = Relative volatility of components A and B
3 = Recycle ratio-- -the portion of the output of level
hold-up tank that is recycled.
max' Pmi = Upper and lower boundary of recycle ratio
P'I:, = Optimal trajectory of the recycle ratio
p = Density (moles/volume) of the liquid in the reactor
APPENDIX B
NO RMALIZAT ION
Throughout the thesis work, normalized liquid flow and heat flow
were employed for ease of the calculations and the simulations. The
reference variables were chosen to be the nominal values of the more
representative values of the process variables.
1. The Flow equations: The reference values are the volume, V,
of the reactor and the density, p, of the liquid in the reactor. Hence
the normalized flows are given as
F
pV
b B
pV
d DpV
U
U1 pV
UR P(B+FZC1)
U - -Cl
r pV pV
The bottoms product is normalized as
S
pV
2. The heat flow: Let h be an arbitrary unit of molar enthalpy,
the normalized enthalpies and the heat flow are defined by the fol-
lowing transformation
H A
A - pV. h
h Bh -B pV. h
-80 -
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Q
2 - pV.h
3. Time: The times are normalized with respect to the residence
time of the reactor which we used as reference.
4. The Recycle Ratio: Defined as the fraction of the output of the
level holding tank which is recycled is given as
UR
FZ C+BCl
UR
f Z C +b
APPENDIX C. 1
DEVELOPMENT OF THE FLASH SEPARATION EQUATION
The pertinent equations for this derivation are repeated here from
Section 3.2.
The component balance
flZ8 = dXDB + bX (C. 1. 1)
The energy equation and the flow equation
d= 2 (C. 1. 2)
DB+I
U2
b = f (C.1.3)1 XDB+ 1
The equilibrium relation
XDB
X (C. 1.4)
a -(a -1)X DB
Substituting C. 1.4, C.1.3, C.1.2 in C.1.1 gives
f B X DB+ X  fl X a-(a-1)XDB1DB+l DB DB
_ Z DB 1 1 \ + Xlr)B
XDB+1 -(a -1)X D B a -(a-1)XDB
Further simplification yields
flZB[ a + XDB - (a - 13)X B XD(a-1)+fl -XDB[U(-1 -fl]
which gives the separation equation
XDB[fl+( (a-){flZB-u2}1 +XDB[UZ.(a-1) +fl (1-ZB)l- aflZB - 0 (C.1.5)
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APPENDIX C.2
DERIVATION OF THE MAXIMUM VALUE OF HEAT INPUT
Repeating Eq. 3.12 we have
XDB2 {fl+(a -1) (flZB -u 2 ) }+XDB{Uz(a -l)+fl( ZB) } -a (C. 2. 1)
Equation 3.6c when modified for total evaporation gives
U2 = fl(l + XDB) (C.2.2)
Substitute C.2.2 into C.2. 1 and simplifying gives the cubic equation
aIwf3 +r 2 + X a-Z
- (a -1)DB +XDB {(a -1) ZB + XDB(a-ZB} - aZB = 0
Factorizing the cubic equation results in the factors
(X DB- ZB)(XDB+l)(-[ a-1XDB + a) = 0
X DB ZB or XDB = -1 or XDB = a-1
Physically, XDB is greater than zero and less than 1.0. There-
fore the only possible solution for XDB is
XDB = ZB
The maximum value of the heat iniput, u 2 is therefore given as
U max = fl(1 XDB) (C. 2. 3)
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APPENDIX C. 3
STEADY STATE EQUATIONS
The steady state equations are obtained by setting the derivatives
in Eq. 3.1 thru 3.15 equal to zero. Thus we get
PbXRB ZB(f+Ki+KZ) + K1 - K1ZC = (C.3. 1)
CffZc + K3 - Z(f +K 3) - K 3 ZB 0 (C.3.2)
b (X - X = (C. 3.3)s - XRB:
Z C ZC1) = 0 (C.3. 4)C- C-
From Eqs C.3.3 and C.3.4 we get
XRB
ZC Z C l
Substituting for ZC1, Eq. C.3.Z reduces to
ZB = 1 - Z c[f+K3 - f]/K 3
1 - Zc[M - (C.3.5)
where M = (f+ K 3 ) K3
Substituting for ZB in Eq. C.3.1 , and letting Jx=f + K 1 + K 2,
we get
PbXRB - 1 ZC(M )]Jx + K1 - KiZC = C
-84-
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which reduces to
Z CiJX K1bXRB (C.3.5)
(M - K- ) J - K 1
The refore
Z = 1 [ --PBfRB 1Z 1-[M-- _ I K1 R (C.3.6)
~B ~ K 3 (M - )J - K
K3 x I
APPENDIX D
SOME USEFUL PARTIAL DERIVATIVES
A. DERIVATIVES ASSOCIATED WITH THE SEPARATION EQUATION
The separation equation derived in Appendix C. 1 is repeated
here as
XDB[ f +(a-1) {fl ZB-u2}]+XDB{U2(a -)+fl(1-ZB)}-cafl Z = 0
(D. A. 1)
By taking the partial derivative of this equation with respect to
each of the necessary parameters, we get
ax aff Xf X 2DB 1' flXDB 1DB - ((D.1A. XB2)
8a B 2 *.[fl+(a -1){flZBg -2 Z}] .X B+U2(al)+ fl (l -Z = A1
DXDBB Df + f(a-1)ZB} + f(1-ZB)XDB -afZB
aZC B -A (D.A. 3)
a Z c -2.[ fl+(a -1) fi ZB uZ} X DB+u2 (a -l)+fl(l - ZB 2
axDB x (a -1) - x (a -1)a _DB DB DB A ( A 4
8u z - 2[fl+(a-1){flZB-u2}]XDB + u( l)) A (D.fBA.4B
In addition for the case of constant reactor effluent stream, we get
axDB -[1-Z ]{X2 [ +(a-1)>Z , +X (- Z) -a z B
a Y - 2[fl+(ca -1) flZB -U2}1 XDB+uz(a -1)+fl(1-ZB -
(D. A.5)
axDB -(1 -Z)(b+Y) {XB[l+(a -1)ZB +XDB (1-ZB) -ZB}
2[ fl+(a -1) flZB Z] .XDB+ u2((-1)+ f(l -Z B ) = A
(D. A. 6)
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B. DERIVATIVES ASSOCIATED WITH THE FLASH
SEPARATION FLOW RATES
From the flash-separation flow rates
u 2
DB+1
U2
and b = fl 
DB+1
we get
a d u 2 axDB
8Z B (XDB+l)' 8ZB
U2
- (XD )2 A 1DB+i
= D
ad uZ aXDB
B (XDB+t,) aZB
U A 2
X DB+1
= F2 38d 1 2U A3(u2 I+XDB+) (XB2
F A
ad ab _
p + aDB-
ab U2 axDB
2 B2 (1+X DB)
ab _f A
f + - 2 2 
IC (1+X 2 2
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ab 1 u2 A 3
au 2 (X DB+) (XDB1)
= FA 4
For constant reactor effluent flow rate
ad u2 aXDB
a Y X 2 Y
(X DB+1) 
ab ad
a y3(1-Zc) a
ad 2 relationship we geDB
( XDB+XDB
a3b (b+Y)(I- ad
ap (b+Y)(1-Zc) ap
C. DERIVATIVES ASSOCIATED WITH THE LIQUID-VAPOR
EQUILIBRIUM RELATIONSHIP
Rearranging the vapor -liquid equilibrium relationship we get
XDB
a (a -1)X DB
Differentiation of this equation with respect to the respective
parameters give
ax --___._A1x
zB [ a-(a-l)X DB 
ax aA
aZc [a-(a-l)XDB] 2
ax A
au2 [a-(a-l)XDB]2 3
ax a
[ a-(a-1)XD] 2 5A
ap [a-(a-l)x_]2 5'A
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D. DERIVATIVE OF THE PRODUCT d. (2X ) 2DB
8[d. (2X )2 ]
a[ - 8 XDB d.A1 + (2XDB) .D 1
1
a[ d. (2X ) 2
DZ B = 8XDB A + (2 XDB) D
= T
a[ d (2XDB)2] X u(ZX2XDB) 2 (2XDB) 2
-xdaz = [8XDB -.A2 ( DDB).
=Ni
For constant effluent flow rate we have the following in ad-
dition to the ones above
4[ d (2XDB) 2 ] 2 ad
= 
8
.X d. A+(XDB) -
ay8 DB'A + (4XDB) Y
= 3
a[ d(2X DB) 2
82dX adap DB. A5 + (2XDB) p
,x,
- N2
E. DERIVATIVE OF THE HAMILTONIAN WITH RESPECT TO
THE CONTROLS
Case (i): Constant input feed flow rate to the reactor.
aH
aul XN, VQ VQ
+ PZB (1_XRB FA 4 )
(X -XRB) - b axDB
+ PXRB[ 4+2 au 
a-a1X]DB
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T = XN2. VB
+ PzB[ bXRB + XRB' - ZB
+ pZC[ Y - ZC(b+Y)]
- RB ab b ax
PXRB ( s aa D
2fZC(b+ Y) 
+P l-- (b+Y) (D. E. 2)Y s s
Case(ii): Constant reactor effluent flow rate
OH 1
aH = XN1VB - VQ + p.VA FA 4 + PZB[[3XRB FA 4]
(X -X ax
+ PXRB s *A 4 + s {[c -( a-)XDB a 
(D;E. 3)
aH
ap (fZc + b)IVA + pzB(b'XRB + PZC(f' ZC 1) (D.E.4)
a~ - (f~~~~~~~~~~c1 +b)VA` ~ ---- l--
APPENDIX E
CALCULATION OF THE INCREMENT
ON THE PROFIT FUNCTIONAL
The profit functional for the regenerative system is of the
form
tf
J(x, u, t) = I L(x, u, t) dt
t
o
and the system equation is given as
x(t) = f (x ,u,t)
If the dynamic equation is adjoined to the objective function, we
get
tf
j : J(x,u, t) + pt[f (x,u, t)- x(t)l dt
t
0
The Hamiltonian is given as
H(x , up, t) = L(x,u,t) + p-f (x,u,t)
Therefore
tf
Js = [H(x,u,Ep,t) - E x(t)] dt
t
We want to improve Js at each iteration. Using the first variation
technique proposed by Kelley(1962)2 5 we get
J J +8J1 s
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where
f~)T 5± +xdaH T T T
6J ax ) 6BP ( -E - p aE dt]
If we integrate the last term by parts, we get
0
T T · Tf T dt= t6x - pT x dt
t t t
0. 0 0
tf
-= - pT- 6x dt
t
0
The first term on the right vanishes because of the conditions
on pe and 'X at the final and initial times respectively. Therefore
t i
6J = ()T 6u + -P + 6x ( a )5P]dtOf au ax - p
If p is chosen such that
p and p(tf) =O
PH
and x given by x = ---- with x(to) x
-J ) . u ( dt
t
For optimality of the objective function
6J 0
occurring when
aH
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since 6u may be arbitrary. To make sure that 6J is always posi-
23
tive, representing an improvement on Jst Kurihara chose
aH6u = e where E is chosen small enough to satisfy the first order
approximation in the variations. Thus
aH aH 
8J = au au
Using the modified algorithm
aH aH __65 ( = ) au/ au( 
For singular problems, u = u such that
--max
a_ = 0
Therefore:
6J = 0
The singular control (if it exists) gives the maximum profit
under this condition.
APPENDIX F
COMPUTER PROGRAMS AND FLOW CHART
R ADEW MAD
R THIS PROGRAM GENERATE' THE STEADY STATE
R PROFIT RATE SURFACE
R THIS IS ADEW MAD, TO GET MAXIMUM PROFIT 00100
2 AT STEADY STALE 00110
INTEGER JI 00010
INTEGER 1 00020
K1=1.0 00030
K2=0.4 00040
K3=0.1 00050
ALPHA=4.0 00060
'3B=4.0 00070
VA=1.0 00080
VQ=0.75 00090
INTERNAL FUNCTION (WU2,WBET) 00120
ENTRY TO PROF. 00130
TtH LOOP, FOR I=1.l,I.G.25 00140
F=F(IA) 00150
N=(K3+WBET*F*ZC1)/K3 00160
M=(F+K3)/K3 00170
J=:+K2+K1 00180
T4=(J*N-K1)-XWRET*B1*XRB1) 00190
ZC=T4/(J*M-K1) 00200
ZB=N-M*ZC 00210
F1=F*(1.0-ZC) 00220
TlnF1+(ALPHA-1.0)*(F1*ZB-WU2) 00230
T2=F1*(1.0-ZB)+WU2*(ALPHA-1.0) 00240
T3=.-LPHA*F1*ZB 00250
SQQ=T2*T2+4*0*T1*T3 00260
W'R S00oGE.00 00270
SQT=SQRT*(SQQ) 00280
OE 00290
SQT=0*0 00300
E'L 00310
XD2B=(-T2+SQT)/(2.0*T1) 00320
WIR XD2B.LE.ZB 00330
P1=0.0 00340
TO GO 00350
O'E 00360
XDB2=XD2B 00370
E'L 00380
XRB2=XDB2/(ALPHA-(ALPHA-1.O)*XDB2) 00390
D2=U2/(XDB2+1,. ) 00400
B2=F1-D2 00410
W'R .ABS.(XRB2-XRB1).G. 0.0005 00420
TIO MUM 00430
O'E 00440
F'O DES 00450
E'L 00460
MUM XRBI=XRB2 00470
ZC1=ZC 00480
LOOP B1=82 00490
DES PX=F-WBET*F*ZC-WBET*B1 00500
PY=D2*((2.0*XD!;2) .P2.0) 00510
P1-:PY*VB-WU2*VQ-PX*VA 00520
GO FIN P1 00530
E'N 00540
PRINT COMMENT $GIVE ME DATA$ 00550
CUAND PRINT COMMENT $GIME INF, SUP, MESH (FOR U25$ 00560
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R WAX MAD
R T;IS PROGRAM CALCULATES THE STATES,
R THE FLOW RATE' ,AND TWO PROFIT RATES AT
R OPTIMUM PROFIT RATE
INTEGER I 00010
K1=1*O 00020
VB=4.0 00030
VA=1iO 00040
VQ-:O.75 00050
ALPHA=4.O 00060
START PRINT COMMENT $FEED ME$ 00070
PRINT COMMENT $GIVE ME FK2,K3,BETA,R .,ZC1,XRB1,AGAIN$ 00080
READ DATA 00090
T"' LOOP, FOR I=l,l,I.G.25 00100
LA=I+0.0 00110
N=(K3+BETA*F*ZCl)/K3 00120
M=(F+K3)/K3 00130
J=F+K2+K1 00140
T4=(J*N-K1)-BETA*BI*XRR1 00150
ZC=T4/(J*M-K1) 00160
ZB=N-M*ZC 00170
F1=F*(1.0-ZC) 00180
Tl=Fl+(ALPHA-1.0)*(Fl*ZB-U2) 00190
T2=Fl*([.O-ZB)+U2*(ALPHAA-!.O) 00200
T3=ALPHA*Fl*ZB 00210
SQQ=T2*T2+4*0*Tl*T? 00220
W'R SOQQGE*O0. 00i30
SQT=SQRT(SOOQQ) 00240
O*E 00250
SQT=O.O 00260
E'L 00270
XDB2=(-T2+SQT)/(2.0*T1) 00280
XRB2:XDB2/(ALPHA-(ALPHA-1.0n)XDB2) 00290
D2=U2/(XDB2+1*.) 00300
82=F1-D2 00310
W'R .ABS.(XRP2-XRBI).G. O.Onn5 00320
T'O MUM 00330
O'E 00340
T'O DES 00350
F*L 00360
MUM ,R;31=XRB2 00370
ZC1=ZC 00380
LOOP R1=B2 00390
DES ?X=F-BETA*F*ZC-BETA*B1 00400
PY=D2*((2,0*XD '2).P.2.0) 00410
Pl=PY*VB-U2*VQ--PX*VA 00420
PJ=D2*2.0*XDB2 00430
P2=PJ*VB-U2*VQ-PX*VA 00440
PRINT FORMAT PANTBETAZC,ZBXRB2,XOB2, 00450
1B1RDZPl P2,LA 00460
WIR AGAIN .G.0.2 00470
TOO START 00480
O0'- 00490
PRINT RESULTS AGAIN*XRR2,B2 00500
E'L 00510
VECTOR VALUES PANT= S1HO,F6.3,S1,F9.3,51,F6.3$S1, 00520
1F6.3,S1,F9.3,S F9.3,S1 F6.3,S1,F9*3,S1,F6.3,'1, 00530
00540
2F6,3,S1vF6e3,S ,F6.3*S 00550
00560
E'M 00570
00580
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PRINT COMMENT $AND ALSO INFH, MESHH FOR BETA$ 00570
PRINT COMMENT $GAIN= 1.0 IF YOU WANT IT AGAIN$ 00580
PRTNT COMMENT $ AND B1,F(t)9NAZC1,XRB1$ 00590
READ DATA 00600
T'H JAM ,FOR IA=t1,,IA.G.NA 00610
F(IA)=F(1)+(IA-1)*O.1 00620
T'H CUAC, FOR JA= INFo1,JA.G.SUP 00630
U2= JA*MESH 00640
T'H CUEC, FOR JE= INFH,1,JE.G.(INFH+10) 00650
JI=JE+1-INFH 00660
BETA=JE*MESHH 00670
V(JI)= PROF.({U,sETA) 00680
CUEC C'E 00690
PRINT FORMAT Rt,V(l),V(2),V(3),V(4),V(5)hV(6), 00700
1V(7),V(8),V(9),V(l0),U2 00710
CUAC COE 00720
PRINT FORMAT S'IP 00730
JAM C'E 00740
W#R GAIN.G..O2,T#O CUAND 00750
DIMENSION V(20' 00760
DIMENSION F(20' 00770
INTEGER INFSUPsINFH,JA,JEIA 00780
V'S SKIP=$//$ 00790
VECTOR VALUES A=$1 HOF8.4,S2 ,F8.4,S2 ,F8.4,S2 00800
lF8.4,S2,F8,4,SF,F8.4,S2*F8.4,S2,F8.452, 00810
2F8.4, S2,F8.4,S',F8.4,S2*$ 00820
WIR GAIN.LO.2 00oei
PRINT RESULTS GAIN,INF, MESH 00840
PRINT RESULTS MESHH,INFH,GATN 00850
PRINT RESULTS I1,ZClXRB1 00860
PRINT RESULTS ZBSUP 00870
0O' 2E00880
CIE 00890
E'L 00900
E'M 00910
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Flow Chart for Dynamic Optimization
Start
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Controls /
u2 , /
K 1
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forward using Runge
Kutta integration scheme
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Kutta integration scheme
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(1) Theprofit, Jz,
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Yes Store results
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Yes Store results
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Flow Chart for Dynamic Optimization (Contd.)
Abs. (Jz-Jzo) 0.0005 Yes
Abs. (Jz-Jz2) 0.0005
No
Print Results
Jz, u2 , 1 every
two iteration cycles
/\No Back date
Jz>Jzo ~ ~ control 2
steps i.e set (1)
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Tin - 1.0 Set (2) = New values parameter L 
, Tn = 2.0in
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using gradient 
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Jzo Jz
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