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Abstract
The controllability indices are a complete system of invariants for the feedback equivalence
relation of controllable matrix pairs. The Hermite indices are invariant for the similarity of
matrix pairs but they are not invariant by changing bases on the input space and performing
state feedback. The aim of this work is to partially characterize the Hermite indices of a con-
trollable matrix pair when transformations of the feedback group are performed on it.
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1. Introduction, notation and preliminary results
Consider the following system of differential equations with control:
x˙(t) = Ax(t)+ Bu(t), (1)
where A ∈ Fn×n, B ∈ Fn×m, F being the field of real or complex numbers. As usual
we will identify system (1) with the matrix pair (A,B). As only algebraic properties
of system (1) will be considered we can think about A and B as matrices with entries
in an arbitrary field F.
We will use Greek letters to denote polynomials, α |β will mean that α divides β,
and d(α) will be the degree of α.
Two matrix pairs (A1, B1), (A2, B2) ∈ Fn×n × Fn×m are similar if there exists a
nonsingular matrix P ∈ Fn×n such that
(A2, B2) = (PA1P−1, PB1).
In other words, two matrix pairs are similar if they can be obtained from each other
by a change of bases on the state space.
Under similarity the controllability and the Hermite indices are invariant ([11,
p. 494], [7, p. 152], or [17]). Both come up when searching for a base of the con-
trollability subspace, i.e., the one generated by the columns of the controllability
matrix,
C(A,B) := [B AB · · · An−1B] ∈ Fn×nm.
Let bi be the ith column of B. If rank C(A,B) = r and we select from left to
right the first r linearly independent columns of C(A,B) and we write them as
b1, . . . , A
l1−1b1, . . . , bm, . . . , Alm−1bm, (2)
then the nonnegative integers l1, . . . , lm are the (extended) controllability indices of
the pair (A,B), where bi is absent if li = 0. If we rearrange l1, . . . , lm in nonincreas-
ing order we obtain the controllability indices of (A,B), k1, . . . , km.
A consequence of this definition is that rank B = #{i : ki > 0}, where # stands
for cardinality.
We will use the Hermite indices as introduced in [17]. Given a matrix pair
(A,B) ∈ Fn×n × Fn×m, the matrix
H(A,B) := [b1 Ab1 · · · An−1b1 · · · bm Abm · · · An−1bm] ∈ Fn×nm
will be called the Hermite controllability matrix of (A,B). The columns in H(A,B)
are the same as the columns in C(A,B) but in a different order. If we select from left
to right the first r linearly independent columns and we write them as
b1, . . . , A
h1−1b1, . . . , bm, . . . , Ahm−1bm,
then h1, . . . , hm are the Hermite indices of the pair, where bi is absent if hi = 0.
If we denote by Bi, 1  i  m the submatrix of B formed by its i first columns;
i.e. Bi = [b1 · · · bi], then
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i∑
j=1
hj = rankH(A,Bi)
= rank [b1 · · · An−1b1 · · · bi · · · An−1bi] .
It is important to notice that in general the Hermite indices are not ordered.
If we call invariant factors of (A,B), or of system (1), those of the polynomial
matrix [sIn − A B], then these polynomials are also invariant under similarity. No-
tice that the invariant factors of system (1) are equal to 1 if and only if the system is
completely controllable; i.e. rank C(A,B) = n, (see [15,16]).
As we said before the controllability indices are invariant under similarity, but
in the case when (A,B) is completely controllable they form a complete system of
invariants for the feedback equivalence relation. We recall now [5] that two matrix
pairs (A1, B1) and (A2, B2) are feedback equivalent if there exist nonsingular matri-
ces P ∈ Fn×n and Q ∈ Fm×m, and a matrix F ∈ Fm×n such that
(A2, B2) =
(
PA1P
−1 + PB1F, PB1Q
)
.
Although the Hermite indices are invariant under similarity, they are not invariant
by changing bases on the input space and performing state feedback. In fact, in this
paper we study the problem of characterizing the Hermite indices under the action
of the feedback group. Namely, we will deal with the following.
Problem 1. Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix pair and let h1,
. . . , hm be non negative integers. Give necessary and sufficient conditions for the
existence of a controllable matrix pair (A,B) feedback equivalent to (A,B) and
with h1, . . . , hm as Hermite indices.
In other words we aim to characterize the possible Hermite indices that can appear
in the orbit of a given pair under the action of the feedback group.
Bearing in mind that the controllability indices of any pair in the orbit of (A,B)
are the same it is easy to prove that Problem 1 is equivalent to the following one.
Problem 2. Let h1, . . . , hm and k1  · · ·  km be nonnegative integers. Give
necessary and sufficient conditions for the existence of a controllable matrix pair
(A,B) with h1, . . . , hm as Hermite indices and k1, . . . , km as controllability
indices.
A canonical form for the feedback equivalence relation of controllable matrix
pairs is the so-called Brunovsky canonical form (see [5]): If (A,B) ∈ Fn×n × Fn×m
is controllable and k1  · · ·  km′ > km′+1 = 0 = · · · = km are its controllability
indices, then (A,B) is feedback equivalent to a matrix pair (Ac, Bc) such that
Ac = Diag(A1, . . . Am′), Bc = [Diag(E1, . . . , Em′) 0],
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where
Ai =
[
0 0
Iki−1 0
]
∈ Fki×ki , Ei =


1
...
0
0

 ∈ Fki×1, 1  i  m′.
Throughout this paper we will use the majorization of n-tuples of nonnegative
integers [9]. Let a = (a1, . . . , an) and b = (b1, . . . , bn) be two n-tuples of nonnega-
tive integers. Let (a[1], . . . , a[n]) and (b[1], . . . , b[n]) be the partitions obtained from
a and b by rearranging their components in nonincreasing order: a[1]  · · ·  a[n]
and b[1]  · · ·  b[n]. Then, we say that a is majorized by b, and we write a ≺ b, if
the following inequalities hold:
k∑
i=1
a[i] 
k∑
i=1
b[i], 1  k  n− 1,
n∑
i=1
a[i] =
n∑
i=1
b[i].
If a and b are two n-tuples of nonnegative integers, then we denote by a ∪ b the
partition whose components are those of a and those of b rearranged in nonincreasing
order.
For any partition there is the notion of conjugate partition. Given (a1, . . . , an), its
conjugate partition is the sequence of nonnegative integers a1  · · ·  aa1 such that
ai = #{j : aj  i}, 1  i  a1.
The conjugate partition of the controllability indices will be called the partition of
the Brunovsky indices of (A,B) (or r-numbers of (A,B) as they were called in [5]).
In order to look for a solution to the problem, we start by recalling some known
results. In [17] Zaballa gives a necessary condition for the posed problem, and prove
that the given condition is also sufficient when the Hermite indices are prescribed in
nonincreasing order. This is the result:
Lemma 1.1 [17]. Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix pair. Let
k1, . . . , km be its controllability indices, and let h1, . . . , hm be its Hermite indices.
Then
(k1, . . . , km) ≺ (h1, . . . , hm). (3)
Lemma 1.2 [17]. Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix pair with
k1, . . . , km as controllability indices. Let h1  · · ·  hm be nonnegative integers.
Then there exists a matrix pair feedback equivalent to (A,B) with h1, . . . , hm as
Hermite indices if and only if condition (3) holds.
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The following lemma gives us new necessary conditions.
Lemma 1.3. Let (A,B) ∈ Fn×n × Fn×m be a controllable matrix pair with k1 
· · ·  km as controllability indices and h1, . . . , hm as Hermite indices. Then the fol-
lowing conditions hold:
j∑
i=1
km−i+1 
j∑
i=1
hi, 1  j  m,
Proof. Let l1, . . . , lm be the (extended) controllability indices of (A,B) as they
appear in (2), and let k1  · · ·  km be its controllability indices obtained rearrang-
ing l1, . . . , lm in nonincreasing order. Then
j∑
i=1
hi = rank
[
b1 · · · An−1b1 · · · bj · · · An−1bj
]
 rank
[
b1 · · · Al1−1b1 · · · bj · · · Alj−1bj
]
=
j∑
i=1
li 
j∑
i=1
km−i+1, 1  j  m. 
With the help of Lemmas 1.1 and 1.3 we can prove the following theorem which
gives us a solution to Problem 2 but, unlike the Lemma 1.2, in this case when the
Hermite indices are prescribed in nondecreasing order.
Theorem 1.4. Let h1  · · ·  hm  0 and k1  · · ·  km  0 be integers such that
n :=∑mi=1 hi =∑mi=1 ki . Let h′i := hm−i+1, 1  i  m. There exists a controllable
matrix pair (A,B) ∈ Fn×n × Fn×m with k1, . . . , km as controllability indices and
h′1, . . . , h′m as Hermite indices if and only if
ki = hi, 1  i  m.
Proof. The necessity is a immediate consequence of Lemmas 1.1 and 1.3.
To prove the sufficiency assume that k1  · · ·  km′ > 0 = km′+1 = · · · = km
and let
(Aii, Bii) :=
([
0 0
Iki−1 0
]
,
[
1
0
])
∈ Fki×ki × Fki×1, 1  i  m′.
Then, the pair
(A,B) :=




Am′m′ 0 · · · 0
...
...
.
.
.
...
0 0 · · · A11

 ,


0 Bm′m′ 0 · · · 0
...
...
...
.
.
.
...
0 0 0 · · · B11




∈ Fn×n × Fn×m
has k1, . . . , km as controllability indices and h′1, . . . , h′m as Hermite indices. 
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In the above lemma we can see that if we prescribe the Hermite indices of a
controllable matrix pair (A,B) in nondecreasing order, then we are prescribing its
controllability indices. Moreover, by Lemma 1.2 and Theorem 1.4 we can say that
a solution to Problem 2 is known whenever the Hermite indices are prescribed in
order, either in nonincreasing order or in nondecreasing order. In the sequel, we will
see that with the help of these two particular solutions and the fact that the Hermite
indices are invariant under similarity of matrix pairs we will be able to give a solution
to the posed problem in other important but particular cases.
Given a controllable matrix pair (A,B) ∈ Fn×n × Fn×m, a canonical form for
similarity associated to the Hermite indices is known (see, for example, [10–12,17]).
Lemma 1.5. Let (A,B) ∈ Fn×n × Fn×m be a controllable pair and let h1, . . . , hm
be its Hermite indices. Then there exists P ∈ GLn(F) such that
(PAP−1, PB) =




A11 A12 . . . A1m
0 A22 . . . A2m
...
...
.
.
.
...
0 0 . . . Amm

 ,


B11 B12 . . . B1m
0 B22 . . . B2m
...
...
.
.
.
...
0 0 . . . Bmm



 ,
where, for i = 1, . . . , m, j = i, . . . , m,
(i)
Aii =


0 0 . . . 0 xii0
1 0 . . . 0 xii1
0 1 . . . 0 xii2
...
...
.
.
.
...
...
0 0 . . . 1 xiihi−1


∈ Fhi×hi ,
Aij =


0 0 . . . 0 xji0
0 0 . . . 0 xji1
0 0 . . . 0 xji2
...
...
.
.
.
...
...
0 0 . . . 0 xjihi−1


∈ Fhi×hj , i < j,
(ii)
Bii = [1 0 · · · 0]T ∈ Fhi×1 if hi > 0,
Bij = 0 ∈ Fhi×1 if hj > 0, i < j,
Bij = [xji0 xji1 . . . xjihi−1]T ∈ Fhi×1 if hj = 0, i  j,
and we agree that if a block has 0 rows or 0 columns, then it vanishes.
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Assume now thatm = m1 +m2, wherem1  0 andm2  0 and that h1, . . . , hm1 ,
hm1+1, . . . , hm are the Hermite indices of (A,B). Let n1 :=
∑m1
i=1 hi and n2 :=∑m2
i=1 hm1+i . Then, bearing in mind the previous lemma, (A,B) is similar to([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
, (4)
where (A1, B1) ∈ Fn1×n1 × Fn1×m1 is controllable with h1, . . . , hm1 as Hermite indi-
ces and (A2, B2) ∈ Fn2×n2 × Fn2×m2 is controllable with hm1+1, . . . , hm as Hermite
indices.
Conversely, if there exist two controllable matrix pairs (A1, B1) ∈ Fn1×n1 ×
Fn1×m1 and (A2, B2) ∈ Fn2×n2 × Fn2×m2 with h1, . . . , hm1 and hm1+1, . . . , hm as
Hermite indices, respectively, then for any matrices X ∈ Fn1×n2 and Y ∈ Fn1×m2 ,
the matrix pair (4) has as Hermite indices h1, . . . , hm1 , hm1+1, . . . , hm. Therefore,
with the previous notation Problem 2 can be formulated in the following form.
Problem 3. Let k1  · · ·  km and h1, . . . , hm1 , hm1+1, . . . , hm be nonnegative
integers. Give necessary and sufficient conditions for the existence of matrices A1 ∈
Fn1×n1 ,B1 ∈ Fn1×m1 ,A2 ∈ Fn2×n2 ,B2 ∈ Fn2×m2 ,X ∈ Fn1×n2 and Y ∈ Fn1×m2 , such
that (A1, B1) and (A2, B2) are controllable with h1, . . . , hm1 and hm1+1, . . . , hm as
Hermite indices, respectively and (4) has k1, . . . , km as controllability indices.
In [2] the restriction and quotient of a pair (A,B) to a (A,B)-invariant subspace
S was explicitly defined. The upper block triangular form of the matrix pair (4)
allows us to say that there exists an (A,B)-invariant subspace for which (A1, B1)
and (A2, B2) are, respectively, matrix pair representations of the restriction and quo-
tient of (A,B) to S. Therefore, we deal with the problem of characterizing the
feedback invariants of a controllable matrix pair when the Hermite indices of the
restriction and quotient are prescribed. A series of papers [2–4,8] deal with similar
problems, but in these papers the authors characterize the feedback invariants of a
matrix pair when a restriction and/or quotient to a given (A,B)-invariant subspace
are prescribed. Notice that if the matrix pair is controllable, so is the quotient. Also in
[18] the relationship between the feedback invariants of a matrix pair when the Her-
mite indices of the quotient are prescribed in nonincreasing order and the restriction
is completely uncontrollable is investigated.
The aim of the following lemma, whose proof is straightforward, is to show that
we can replace the original matrix pairs by another ones in the same feedback equiv-
alence class without changing the controllability indices of (4).
Lemma 1.6. For i = 1, 2 let (Ai, Bi), (A¯i , B¯i) ∈ Fni×ni × Fni×mi and assume that
(Ai, Bi) is for i = 1, 2 feedback equivalent to (A¯i , B¯i). Let m := m1 +m2 and k1 
· · ·  km  0 integers. Then there exist matrices X ∈ Fn1×n2 , Y ∈ Fn1×m2 such that
k1, . . . , km are the controllability indices of
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([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
if and only if there exist matrices X¯ ∈ Fn1×n2 , Y¯ ∈ Fn1×m2 such that k1, . . . , km are
the controllability indices of([
A¯1 X¯
0 A¯2
]
,
[
B¯1 Y¯
0 B¯2
])
.
Bearing in mind that a solution to Problem 2 is known whenever the Hermite
indices are prescribed in order we can think about prescribing the Hermite indices
of the restriction and quotient in different orders. Moreover, we will see that there
exists a close relationship between problems in papers [2,3,8] and the problem that
we have posed here.
We will formulate now the particular cases that we will solve in this paper. As-
sume that h1, . . . , hm1 and hm1+1, . . . , hm1+m2 are two sets of nonnegative integers
prescribed to be the Hermite indices of the restriction and quotient of the matrix pair
(4), respectively. We will consider cases where in both sets the integers are in order,
concretely the following three cases.
The first case is when in both sets the integers are in nondecreasing order, 0 
h1  · · ·  hm1 , 0  hm1+1  · · ·  hm1+m2 and hm1 > hm1+1. The second case is
when 0  h1  · · ·  hm1 > hm1+1  · · ·  hm1+m2  0. Finally, the third case is
when h1  · · ·  hm1  0  hm1+1  · · ·  hm1+m2 and hm1 < hm1+1. Since if we
prescribe a set of nonnegative integers in nondecreasing order as candidates to be the
Hermite indices of a controllable matrix pair, we are prescribing its controllability
indices, then in each case we are prescribing the candidates to be the controllability
indices of the restriction and/or quotient of the matrix pair (4). Therefore, we can
formulate Problem 3 in the following three particular forms.
Problem 4. Let two controllable matrix pairs (A1, B1) ∈ Fn1×n1 × Fn1×m1 and
(A2, B2) ∈ Fn2×n2 × Fn2×m2 be given, and let k′1  · · ·  k′m1  0 and k′′1  · · · 
k′′m2  0 be their controllability indices, respectively. Assume that k1  · · ·  km 
0 are integers. Give necessary and sufficient conditions for the existence of matrices
X ∈ Fn1×n2 and Y ∈ Fn1×m2 so that the matrix pair (4) has k1, . . . , km as controlla-
bility indices.
In [3] the authors solve Problem 4 when k′′m2 > 0, and the solution is given in
terms of the Brunovsky indices instead of the controllability indices. The solution
given in [3] is as follows:
Theorem 1.7. Let two controllable matrix pairs (A1, B1) ∈ Fn1×n1 × Fn1×m1 and
(A2, B2) ∈ Fn2×n2 × Fn2×m2 be given, and let r1  · · ·  rn1 and s1  · · ·  sn2
(with m2 = s1) be their Brunovsky indices, respectively. Let k′′1  · · ·  k′′m2 be the
controllability indices of (A2, B2) and put n = n1 + n2. Assume that t1 = r1 +m2
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and that t1  · · ·  tn are nonnegative integers. Then there exist matricesX ∈ Fn1×n2
and Y ∈ Fn1×m2 such that t1, . . . , tn are the Brunovsky indices of([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
if and only if the following conditions hold:
n1∑
i=1
ri +
n2∑
i=1
si =
n∑
i=1
ti , (5)
ti  ri +m2, 1  i  n, (6)
ti  si, 1  i  n, (7)
d ′p∑
j=1
(tj − rj − p) 
m2∑
j=p+1
k′′j , 1  p  m2, (8)
i∑
j=1
rj  (i − q)(tq − sq)+
q∑
j=1
(tj − sj ), 1  q  k′′1 , q + 1  i  n,
(9)
where d ′p = max{i : ti − ri  p}, 1  p  m2.
As we said we provide a new solution for this theorem in terms of the controllabil-
ity indices and with the restriction k′′m2 > 0 removed. This is presented in Theorem
3.6. It is possible, although by no means trivial, to prove directly that the set of
conditions in Theorem 3.6 and the ones in the above theorem are equivalent.
Problem 5. Let (A1, B1) ∈ Fn1×n1 × Fn1×m1 be a controllable pair with k′1  · · · 
k′m1  0 as controllability indices. Let h
′′
1  · · ·  h′′m2  0 and k1  · · ·  km 
0 be integers. Give necessary and sufficient conditions for the existence of a con-
trollable matrix pair (A2, B2) ∈ Fn2×n2 × Fn2×m2 and matrices X ∈ Fn1×n2 and Y ∈
Fn1×m2 such that (A2, B2) has h′′1, . . . , h′′m2 as Hermite indices and the matrix pair(4) has k1, . . . , km as controllability indices.
As we said, in [18] the author solves a similar problem where a square matrixA1 is
prescribed instead of a controllable matrix pair (A1, B1). Moreover, in Lemma 5.1.4
of [14], Problem 5 was related with that of characterizing the feedback invariants of
matrix pairs of the form (A+KC,B +KW) obtained after performing a regular
output injection on the quadruple (A,B,C,D).
Problem 6. Let (A2, B2) ∈ Fn2×n2 × Fn2×m2 be a controllable matrix pair with k′′1 · · ·  k′′m2  0 as controllability indices. Let h1  · · ·  hm1  0 and k1  · · · 
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km  0 be integers. Give necessary and sufficient conditions for the existence of a
controllable matrix pair (A1, B1) ∈ Fn1×n1 × Fn1×m1 and matrices X ∈ Fn1×n2 and
Y ∈ Fn1×m2 such that (A1, B1) has h1, . . . , hm1 as Hermite indices and the matrix
pair (4) has k1, . . . , km as controllability indices.
The paper is organized as follows: in Section 2 we will give some preliminary
results in order to prove in Section 3 the main results. In section 4 we will prove the
technical lemmas that we need in the proofs of Section 3 and, finally, in Section 5
we will make some concluding remarks.
2. Preliminary results
Lemma 2.1 [17]. Let A ∈ Fn×n and let αn | · · · | α1 be its invariant factors. Let
h1, . . . hm be nonnegative integers. If there exist a matrix B ∈ Fn×m such that the
matrix pair (A,B) is controllable and has h1, . . . , hm as Hermite indices, then
αi = 1, m+ 1  i  n,
(h1, . . . , hm) ≺ (d(α1), . . . , d(αm)).
Remark 2.2. If (A,B) ∈ Fn×n × Fn×m is controllable with k1, . . . , km as control-
lability indices and αn | · · · | α1 are the invariant factors of A, from Lemmas 1.1 and
2.1 we can deduce
(k1, . . . , km) ≺ (d(α1), . . . , d(αm)).
recovering the well-known Rosenbrock’s theorem on pole assignment [15].
As we said, in [3] Problem 4 was solved when k′′m2 > 0. The solution was given
in terms of the Brunovsky indices of the pairs and it was made clear the relationship
between this problem and that of characterizing the feedback invariants of a pair
(A,B) and those of the pair (A, [B Y ]) obtained by adding columns to matrix B.
This last problem was solved in [1] in terms of the Brunovsky indices and in [13]
in terms of the controllability indices. Here we present a solution for the case when
(A, [B Y ]) is completely controllable in the version of [6].
Lemma 2.3 [6]. Let (A1, B1) ∈ Fn×n × Fn×m1 be a matrix pair with k′1  · · · 
k′
m′1
> 0 = k′
m′1+1 = · · · = k
′
m1 as controllability indices and αn | · · · | α1 as invari-
ant factors. Letm2  0,m := m1 +m2 and let k1  · · ·  km′ > 0 = km′+1 = · · · =
km be integers. Let r := m′ −m′1 and k′′i := d(αi), 1  i  n. Then there exists a
matrix Y ∈ Fn×m2 such that the pair (A1, [B1 Y ]) is controllable and has k1, . . . , km
as controllability indices if and only if the following conditions hold:
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m∑
i=1
ki =
m1∑
i=1
k′i +
m2∑
i=1
k′′i , (10)
m2  r  0, (11)
ki+r  k′i , 1  i  m′1, (12)
dp∑
i=1
ki 
dp−p∑
i=1
k′i +
p∑
i=1
k′′i , (13)
where dp := min{i  p : k′i−p+1 < ki}, 1  p  r,
k′′i = 0, r + 1  i  n. (14)
Corollary 2.4. Let two controllable matrix pairs (A1, B1) ∈ Fn1×n1 × Fn1×m1 and
(A2, B2) ∈ Fn2×n2 × Fn2×m2 be given, and let k′1  · · ·  k′m′1 > 0 = k
′
m′1+1 = · · · =
k′m1 and k
′′
1  · · ·  k′′m2  0 be their controllability indices, respectively. Assume
that m := m1 +m2, k1  · · ·  km′ > 0 = km′+1 = · · · = km are integers and r :=
m′ −m′1. If there exist matrices X ∈ Fn1×n2 and Y ∈ Fn1×m2 such that k1, . . . , km
are the controllability indices of
(A,B) =
([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
,
then conditions (10)–(13) hold.
Proof. By Lemma 1.6 we can suppose that (A2, B2) is in Brunovsky canonical
form. Therefore, matrix pair([
A1 X
0 A2
]
,
[
B1
0
])
has k′1, . . . , k′m1 as controllability indices and
αi = sk′′i , 1  i  m2,
αi = 1, m2 + 1  i  n,
as invariant factors. Now it is sufficient to apply Lemma 2.3. 
Remark 2.5. In the above corollary and in the sequel we agree that if k′′1 = · · · =
k′′m2 = 0, then matrix pair (A2, B2) vanishes and (A,B) = (A1, [B1 Y ]).
Lemma 2.6. Let m1  0, m2  0 and m := m1 +m2 be given. Let k′1  · · · 
k′
m′1
> 0 = k′
m′1+1 = · · · = k
′
m1 , k
′′
1  · · ·  k′′m2  0 and k1  · · ·  km′ > 0 =
km′+1 = · · · = km be nonnegative integers. Assume that conditions (10)–(13) hold.
Then
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j∑
i=1
ki 
j−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i , dp  j  m; 0  p  r, (15)
where d0 := 0 and k(p) := (k′1, . . . , k′m1) ∪ (k′′p+1, . . . , k′′m2), 0  p  r.
Proof. Let p ∈ {0, . . . , r} and j ∈ {dp, . . . , m}.
Let q := max{i : j  di}. Then we have that k′i−q  ki , q + 1  i  j .
Therefore, from (13), and bearing in mind that k′i  k(q)i , 1  i  m1,
j∑
i=1
ki =
dq∑
i=1
ki +
j∑
i=dq+1
ki

dq−q∑
i=1
k′i +
q∑
i=1
k′′i +
j∑
i=dq+1
k′i−q
=
j−q∑
i=1
k′i +
q∑
i=1
k′′i

j−q∑
i=1
k
(q)
i +
q∑
i=1
k′′i .
Since q  p we have that k(p) = k(q) ∪ (k′′p+1, . . . , k′′q ),
j−q∑
i=1
k
(q)
i +
q∑
i=p+1
k′′i 
j−q+(q−p)∑
i=1
k
(p)
i =
j−p∑
i=1
k
(p)
i
and therefore
j∑
i=1
ki 
j−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i .
as desired. 
Corollary 2.7. In the same conditions as in Lemma 2.6 the following conditions are
satisfied:
(k1, . . . , km) ≺ (k′1, . . . , k′m1) ∪ (k′′1 , . . . , k′′m2), (16)
k′′i = 0, r + 1  i  m2, (17)
j∑
i=1
ki =
j−r∑
i=1
k′i +
r∑
i=1
k′′i , dr  j  m, (18)
if r  1 then kr  kdr  k′′r . (19)
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Proof. By Lemma 2.6, we have that
j∑
i=1
ki 
j∑
i=1
k
(0)
i , 1  j  m.
Bearing in mind that k(0) = (k′1, . . . , k′m1) ∪ (k′′1 , . . . , k′′m2) and condition (10), we
obtain (16).
Let m′2 := #{i : k′′i > 0}. By (16), m′  m′1 +m′2 and therefore r  m′2, from
where (17) follows.
By (10), (13) and (17), we have that
m′1∑
i=dr−r+1
(ki+r − k′i )  0.
Bearing in mind condition (12), it is deduced that
k′i = ki+r , dr − r + 1  i  m′1,
and as a consequence condition (18) holds.
In order to prove (19), assume that k′′r > 0.
If k′i > ki+r for some i ∈ {1, . . . , m′1}, let g := max{i : k′i > ki+r}. Then, kg+r <
k′g and, by (12), k′i = ki+r , g + 1  i  m′1. If k′i = ki+r , 1  i  m′1, let g := 0.
By (16) and (17), we have that
(k1, . . . , kg+r ) ≺ (k′1, . . . , k′g) ∪ (k′′1 , . . . , k′′r )
from where kg+r  k′′r > 0 follows. Let q := min{i : kg+r > kg+r+i} (if kg+r = km,
then q := m1 − g + 1). Then kg+r = kg+r+1 = · · · = kg+r+q−1 > kg+r+q .
Since q  1, kg+q+r = k′g+q . Therefore, k′g+q < kg+q+r−1 and, since dr = min{i 
r : k′i−r+1 < ki}, we have that r  dr  g + q + r − 1 and then, kr  kdr 
kg+q+r−1 = kg+r  k′′r . 
If k′′1 = · · · = k′′m2 = 0, then by Lemma 2.3, conditions (10)–(13) are sufficient
for the existence of a matrix Y ∈ Fn1×m2 such that k1, . . . , km are the controllability
indices of the matrix pair (A,B) = (A, [B Y ]). In other words, conditions (10)–
(13) are sufficient for Problem 4 in this case. In the following lemma we see another
case in which the conditions are also sufficient.
Lemma 2.8. If m2 = 1 and k′′1 > 0, then conditions (10)–(13) are equivalent to thefollowing ones:
r = 1, (20)
j∑
i=1
ki =
j−1∑
i=1
k′i + k′′1 , d1  j  m. (21)
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Moreover, in this case, (20) and (21) are sufficient for the existence of matrices
X ∈ Fn1×n2 and Y ∈ Fn1×1 such that k1, . . . , km are the controllability indices of the
matrix pair
(A,B) =
([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
.
Proof. First we will prove that conditions (10)–(13) are sufficient.
By Lemma 2.1, A2 has only one nontrivial invariant factor α1 such that d(α1) =
k′′1 .
By Corollary 2.7, r = 1. Then, we can apply Lemma 2.3 to the matrix pair([
A1 0
0 A2
]
,
[
B1
0
])
and deduce that there exist matrices Y¯ ∈ Fn1×1 and Z ∈ Fn2×1 such that k1, . . . , km
are the controllability indices of the matrix pair([
A1 0
0 A2
]
,
[
B1 Y¯
0 Z
])
.
Since this pair is controllable, so is (A2, Z) and its controllability index is k′′1 . There-
fore (A2, Z) is feedback equivalent to (A2, B2) and we can apply Lemma 1.6.
In order to prove the equivalence of the conditions, from Corollary 2.7 we have
that (10)–(13) imply (20) and (21). Conversely, by (21) we have that (10) and (13)
are fulfilled. Moreover, for d1  i  m we have ki+1 = k′i and for 1  i  d1 − 1,
k′i  ki  ki+1. Therefore, condition (12) holds. 
In general, conditions (10)–(13) are not sufficient. In the next Lemma we obtain
new necessary conditions.
Lemma 2.9. Let two controllable matrix pairs (A1, B1) ∈ Fn1×n1 × Fn1×m1 and
(A2, B2) ∈ Fn2×n2 × Fn2×m2 be given, and let k′1  · · ·  k′m1  0 and k′′1  · · · 
k′′m2  0 be their controllability indices respectively. Assume that m := m1 +m2 and
that k1  · · ·  km  0 are integers. If there exist matrices X ∈ Fn1×n2 , Y ∈ Fn1×m2
such that k1, . . . , km are the controllability indices of([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
,
then the following conditions hold:
ki  k′′i , 1  i  m2, (22)
zp∑
i=1
ki 
zp−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i , 1  p  m2, (23)
where zp := max{i : ki  k′′p} and k(p) := (k′1, . . . , k′m1) ∪ (k′′p+1, . . . , k′′m2), 1 
p  m2.
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Proof. Let m′ := #{i : ki > 0}, m′1 := #{i : k′i > 0} and m′2 := #{i : k′′i > 0}.
If p ∈ {1, . . . , m′2}, let c1 :=
∑p
i=1 k′′i and c2 :=
∑m2
i=p+1 k′′i . By Lemma 1.6, we
can assume that
([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
=



A1 X2 X10 C2 0
0 0 C1

 ,

B1 Y2 Y10 D2 0
0 0 D1



 ,
where (C1,D1) ∈ Fc1×c1 × Fc1×p and (C2,D2) ∈ Fc2×c2 × Fc2×(m2−p) are matrix
pairs with k′′1 , . . . , k′′p and k′′p+1, . . . , k′′m2 as controllability indices, respectively. Let
g1, . . . , gm−p be the controllability indices of([
A1 X2
0 C2
]
,
[
B1 Y2
0 D2
])
.
Notice that rankD1 = p and, therefore,
m′ − #{i : gi > 0} = rank

B1 Y2 Y10 D2 0
0 0 D1

− rank
[
B1 Y2
0 D2
]
= p.
Applying Corollary 2.7 to


A1 X2 X10 C2 0
0 0 C1

 ,

B1 Y2 Y10 D2 0
0 0 D1




we obtain
kp  k′′p
and
zp∑
i=1
ki =
zp−p∑
i=1
gi +
p∑
i=1
k′′i . (24)
Applying the same corollary to
([
A1 X2
0 C2
]
,
[
B1 Y2
0 D2
])
,
we obtain
(g1, . . . , gm−p) ≺ (k′1, . . . , k′m1) ∪ (k′′p+1, . . . , k′′m2).
From this majorization and (24) one can conclude
zp∑
i=1
ki 
zp−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i .
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On the other hand, if p ∈ {m′2 + 1, . . . , m2}, then k′′p = 0. Therefore kp  k′′p.
Moreover zp = max{i : ki  0} = m, zp − p  m1 and k(p)i = k′i , 1  i  m1. So
zp∑
i=1
ki =
zp−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i . 
Remark 2.10
1. Conditions (10)–(13) and (22) do not imply (23). For example, for m1 = m2 = 2,
k′ = (6, 6), k′′ = (4, 1) and k = (6, 6, 3, 2) verify (10)–(13) and (22) but they do
not verify (23).
2. Conditions (10)–(12), (22) and (23) do not imply (13). For example, for m1 =
m2 = 2, k′ = (6, 3), k′′ = (4, 2) and k = (5, 4, 4, 2) verify (10)–(12), (22) and
(23) but they do not verify (13).
3. Main results
In this section we deal with the problems posed in Section 1. By notation con-
venience, in Theorem 3.1 we will denote the Hermite indices of the quotient by
k′′1  · · ·  k′′m2 and in Theorems 3.3 and 3.4 we will denote the Hermite indices of
the restriction by k′1  · · ·  k′m1 .
In the following theorem we will give a solution to Problem 5.
Theorem 3.1. Let (A1, B1) ∈ Fn1×n1 × Fn1×m1 be a controllable matrix pair with
k′1  · · ·  k′m′1 > 0 = k
′
m′1+1 = · · · = k
′
m1 as controllability indices. Let m2  0,
m := m1 +m2 and let k′′1  · · ·  k′′m2  0 and k1  · · ·  km′ > 0 = km′+1 =
· · · = km be integers. Let r := m′ −m′1 and n2 :=
∑m2
i=1 k′′i .
Then there exists a controllable matrix pair (A2, B2) ∈ Fn2×n2 × Fn2×m2 and
matricesX ∈ Fn1×n2 and Y ∈ Fn1×m2 such that (A2, B2) has k′′1 , . . . , k′′m2 as Hermite
indices and k1, . . . , km are the controllability indices of([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
if and only if conditions (10)–(13) hold.
Proof. Let n := n1 + n2.
Necessity. Let c1  · · ·  cm2 be the controllability indices of (A2, B2). By
Lemma 1.1
(c1, . . . , cm2) ≺ (k′′1 , . . . , k′′m2). (25)
Let (Ac, Bc) be the Brunovsky canonical form of (A2, B2). By Lemma 1.6, there
exist matrices X¯ and Y¯ such that
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([
A1 X¯
0 Ac
]
,
[
B1 Y¯
0 Bc
])
is controllable with k1, . . . , km as controllability indices.
The matrix pair([
A1 X¯
0 Ac
]
,
[
B1
0
])
has k′1, . . . , k′m1 as controllability indices and
αi = sci , 1  i  m2,
αi = 1, m2 + 1  i  n.
as invariant factors. Now it is sufficient to apply Lemma 2.3 and (25).
Sufficiency. If m′2 := #{i : k′′i > 0}, by Corollary 2.7 we have that r  m′2.
Let α1, . . . , αn be monic polynomials such that αn | · · · | α1, d(αi) = k′′i , 1  i 
m′2 and αi = 1, m′2 + 1  i  n. Notice that d(αi) = 0, r + 1  i  n.
Let C ∈ Fn2×n2 be a matrix with αn2 | · · · | α1 as invariant factors. The matrix
pair ([
A1 0
0 C
]
,
[
B1
0
])
has k′1, . . . , k′m1 as controllability indices and αn | · · · | α1 as invariant factors.
By Lemma 2.3, there exist matrices Y¯ ∈ Fn1×m2 and Z ∈ Fn2×m2 such that k1,
. . . , km are the controllability indices of([
A1 0
0 C
]
,
[
B1 Y¯
0 Z
])
.
Since this matrix pair is controllable, so is (C,Z). By Lemma 1.6 it is sufficient
to prove that (C,Z) is feedback equivalent to a pair with k′′1 , . . . , k′′m2 as Hermite
indices. Let c1  · · ·  cm2 be the controllability indices of (C,Z). By Remark 2.2
(c1, . . . , cm2) ≺ (d(α1), . . . , d(αm2)) = (k′′1 , . . . , k′′m2)
and by Lemma 1.2, there exists a controllable matrix pair (A2, B2) ∈ Fn2×n2 ×
Fn2×m2 feedback equivalent to (C,Z) with k′′1 , . . . , k′′m2 as Hermite indices. 
Corollary 3.2. Let m1  m′1  0, m2  0 and m := m1 +m2. Let 0 = h1 = · · · =
hm1−m′1 < hm1−m′1+1  · · ·  hm1 , hm1+1  · · ·  hm1+m2  0 and k1  · · · 
km′ > 0 = km′+1 = · · · = km be integers such that ∑mi=1 hi =∑mi=1 ki =: n. Let
r := m′ −m′1.
There exists a controllable matrix pair (A,B) ∈ Fn×n × Fn×m with h1, . . . , hm
as Hermite indices and k1, . . . , km as controllability indices if and only if condition
(11) and the following conditions hold:
ki+r  hm1−i+1, 1  i  m′1, (26)
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dp∑
i=1
ki 
dp−p∑
i=1
hm1−i+1 +
p∑
i=1
hm1+i , 1  p  r, (27)
where dp := min{i  p : hm1−i+p < ki}, 1  p  r.
The following theorem gives necessary conditions for Problem 6. With the help of
several technical lemmas proved in Section 4 we will see in Theorem 3.4 that these
conditions are also sufficient.
Theorem 3.3. Let (A1, B1) ∈ Fn1×n1 × Fn1×m1 be a controllable matrix pair with
k′1, . . . , k′m1 as Hermite indices. Let (A2, B2) ∈ Fn2×n2 × Fn2×m2 be a controllable
matrix pair with k′′1  · · ·  k′′m2  0 as controllability indices. Assume that m :=
m1 +m2 and that k1  · · ·  km  0 are integers.
If there exist matrices X ∈ Fn1×n2 and Y ∈ Fn1×m2 such that k1, . . . , km are the
controllability indices of([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
,
then (16), (22) and (23) hold.
Proof. Let c1  · · ·  cm1  0 be the controllability indices of (A1, B1). By Lemma
1.1
(c1, . . . , cm1) ≺ (k′1, . . . , k′m1)
and, therefore,
(c1, . . . , cm1) ∪ (k′′p+1, . . . , k′′m2) ≺ k(p), 1  p  m2.
Now is sufficient to apply Corollary 2.7 and Lemma 2.9. 
Theorem 3.4. Let (A2, B2) ∈ Fn2×n2 × Fn2×m2 be a controllable pair with k′′1 · · ·  k′′m2  0 as controllability indices. Let m1  0, m := m1 +m2 and let k′1 
· · ·  k′m1  0 and k1  · · ·  km  0 be integers. Let n1 :=
∑m1
i=1 k′i .
There exists a controllable matrix pair (A1, B1) ∈ Fn1×n1 × Fn1×m1 and matrices
X ∈ Fn1×n2 and Y ∈ Fn1×m2 such that (A1, B1) has k′1, . . . , k′m1 as Hermite indices
and k1, . . . , km are the controllability indices of([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
if and only if conditions (16), (22) and (23) hold.
Proof. The necessity is a consequence of Theorem 3.3.
Let m′2 := #{i : k′′i > 0}. We will prove the sufficiency of the conditions by induc-
tion on m′2.
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If m′2 = 0, then by Lemma 1.2 there exists a controllable matrix pair (A1,
[B1 Y ]) ∈ Fn1×n1 × Fn1×(m1+m2) with k1, . . . , km as controllability indices and
k′1, . . . , k′m as Hermite indices, where k′i := 0, m1 + 1  i  m. Then, (A1, B1) ∈
Fn1×n1 × Fn1×m1 has k′1, . . . , k′m1 as Hermite indices.
Assume now that m′2 > 0 and that the conditions are sufficient for m′2 − 1, and
let us prove that they are sufficient for m′2.
By Lemma 4.2, there exist integers g1  · · ·  gm−1  0 verifying (34)–(38). Let
c2 :=∑m2i=2 k′′i . Then we have that the matrix pair (A2, B2) is feedback equivalent to([
C2 0
0 C1
]
,
[
D2 0
0 D1
])
,
where (C1,D1) ∈ Fk′′1×k′′1 × Fk′′1×1 is a controllable pair with k′′1 > 0 as controlla-
bility index and (C2,D2) ∈ Fc2×c2 × Fc2×(m2−1) is a controllable matrix pair with
k′′2 , . . . , k′′m2 as controllability indices. Notice that, if m
′
2 = 1 then (C2,D2) vanishes
and (A2, B2) is feedback equivalent to (C1, [0 D1]). By the induction hypothesis,
from (36)–(38), there exists a controllable matrix pair (A1, B1) ∈ Fn1×n1 × Fn1×m1
and matrices X2 ∈ Fn1×c2 and Y2 ∈ Fn1×(m2−1) such that (A1, B1) has k′1, . . . , k′m1
as Hermite indices and g1, . . . , gm−1 are the controllability indices of([
A1 X2
0 C2
]
,
[
B1 Y2
0 D2
])
.
By Lemma 2.8, from (34) and (35), there exist matrices X1 ∈ Fn1×k′′1 , X3 ∈
Fc2×k′′1 , Y1 ∈ Fn1×1 and Y3 ∈ Fc2×1 such that k1, . . . , km are the controllability indi-
ces of


A1 X2 X10 C2 X3
0 0 C1

 ,

B1 Y2 Y10 D2 Y3
0 0 D1



 .
By Lemma 1.6, we only need to prove that([
C2 X3
0 C1
]
,
[
D2 Y3
0 D1
])
(28)
is feedback equivalent to (A2, B2). If kˆ1  · · ·  kˆm2 are the controllability indices
of (28) then, by Corollary 2.7 and Lemma 2.9, we have that
(kˆ1, . . . , kˆm2) ≺ (k′′2 , . . . , k′′m2) ∪ (k′′1 ) = (k′′1 , . . . , k′′m2)
and
kˆ1  k′′1 .
Therefore, kˆ1 = k′′1 and
(kˆ2, . . . , kˆm2) ≺ (k′′2 , . . . , k′′m2).
By Corollary 2.4, kˆi  k′′i , 2  i  m2. Then, kˆi = k′′i , 2  i  m2. 
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Corollary 3.5. Let m1  0, m2  0 and m := m1 +m2 be given. Let h1  · · · 
hm1 , hm1+1  · · ·  hm and k1  · · ·  km be nonnegative integers such that∑m
i=1 hi =
∑m
i=1 ki =: n.
There exists a controllable matrix pair (A,B) ∈ Fn×n × Fn×m with h1, . . . , hm
as Hermite indices and k1, . . . , km as controllability indices if and only if condition
(3) and the following conditions hold:
ki  hm−i+1, 1  i  m2, (29)
zp∑
i=1
ki 
zp−p∑
i=1
h
(p)
i +
p∑
i=1
hm−i+1, 1  p  m2, (30)
where zp = max{i : ki  hm−p+1} and h(p) = (h1, . . . , hm1) ∪ (hm1+1, . . . , hm−p),
1  p  m2.
The following theorem gives us a solution to Problem 4.
Theorem 3.6. Let two controllable matrix pairs (A1, B1) ∈ Fn1×n1 × Fn1×m1 and
(A2, B2) ∈ Fn2×n2 × Fn2×m2 be given and let k′1  · · ·  k′m′1 > 0 = k
′
m′1+1 = · · · =
k′m1 and k
′′
1  · · ·  k′′m2  0 be their controllability indices, respectively. Assume
that m := m1 +m2 and that k1  · · ·  km′ > 0 = km′+1 = · · · = km are integers.
Let r := m′ −m′1.
There exist matrices X ∈ Fn1×n2 and Y ∈ Fn1×m2 such that k1, . . . , km are the
controllability indices of([
A1 X
0 A2
]
,
[
B1 Y
0 B2
])
if and only if conditions (10)–(13), (22) and (23) hold.
Proof. The necessity of the conditions is a consequence of Corollary 2.4 and Lemma
2.9.
Let m′2 := #{i : k′′i > 0}. We will prove the sufficiency by induction on m′2.
If m′2 = 0, then is sufficient to apply Lemma 2.3.
Assume now that m′2 > 1 and the conditions are sufficient for m′2 − 1, and let us
prove that they are sufficient for m′2.
By Lemma 4.3, there exist integers g1  · · ·  gm−1  0 satisfying (34)–(37),
(42) and (43). Let c2 :=∑m2i=2 k′′i . Then, (A2, B2) is feedback equivalent to([
C2 0
0 C1
]
,
[
D2 0
0 D1
])
,
where (C1,D1) ∈ Fk′′1×k′′1 × Fk′′1×1 is a controllable matrix pair with k′′1 > 0 as con-
trollability indices and (C2,D2) ∈ Fc2×c2 × Fc2×(m2−1) is a controllable matrix pair
with k′′2 , . . . , k′′m2 as controllability indices.
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By the induction hypothesis, from (34)–(37), (42) and (43) there exist matrices
X2 ∈ Fn1×c2 and Y2 ∈ Fn1×(m2−1) such that g1, . . . , gm−1 are the controllability indi-
ces of([
A1 X2
0 C2
]
,
[
B1 Y2
0 D2
])
.
By Lemma 2.8, from (34) and (35), there exist matrices X1 ∈ Fn1×k′′1 , X3 ∈ Fc2×k′′1 ,
Y1 ∈ Fn1×1 and Y3 ∈ Fc2×1 such that k1, . . . , km are the controllability indices of


A1 X2 X10 C2 X3
0 0 C1

 ,

B1 Y2 Y10 D2 Y3
0 0 D1



 .
Now, the proof follows in a similar way to that of Theorem 3.4. 
Corollary 3.7. Let m1  0, m2  0 and m := m1 +m2. Let 0 = h1 = · · · =
hm1−m′1 < hm1−m′1+1  · · · hm1 , hm1+1  hm1+2  · · · hm1+m2 and k1  · · · 
km′ > 0 = km′+1 = · · · = km be integers such that ∑mi=1 hi =∑mi=1 ki =: n. Let
r := m′ −m′1. Then there exists a controllable matrix pair (A,B) ∈ Fn×n × Fn×m
with h1, . . . , hm as Hermite indices and k1, . . . , km as controllability indices if and
only if conditions (11), (26), (27), (29) and (30) hold.
4. Technical lemmas
In this section we will prove the technical lemmas that we need in Section 3 for
the proofs of the main results.
Lemma 4.1. Let m1  0, m2  1 and m := m1 +m2 be given. Let k′1, . . . , k′m1 ,
k′′1  · · ·  k′′m2  0 and k1  · · ·  km  0 be nonnegative integers. Assume that
conditions (16), (22) and (23) hold. Then
j∑
i=1
ki 
j−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i , zp  j  m; 1  p  m2.
Proof. Let p ∈ {1, . . . , m2} and j ∈ {zp + 1, . . . , m}.
If k′′p < k
(p)
j−p+1 then
k
(p)
i−p  k
(p)
j−p+1 > k
′′
p  kzp+1  ki, zp + 1  i  j + 1
and, therefore, from (23),
j∑
i=1
ki =
zp∑
i=1
ki +
j∑
i=zp+1
ki
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
zp−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i +
j∑
i=zp+1
k
(p)
i−p
=
j−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i .
If k′′p  k
(p)
j−p+1, then
∑j
i=1 k
(0)
i =
∑j−p
i=1 k
(p)
i +
∑p
i=1 k′′i where
k(0) := (k′1, . . . , k′m1) ∪ (k′′1 , . . . , k′′m2) = k(p) ∪ (k′′1 , . . . , k′′p).
From (16),
j∑
i=1
ki 
j∑
i=1
k
(0)
i =
j−p∑
i=1
k
(p)
i +
p∑
i=1
k′′i . 
Lemma 4.2. In the same conditions as in Lemma 4.1, let u ∈ {1, . . . , z1} be any
integer such that
j∑
i=1
ki 
j−1∑
i=1
k
(1)
i + k′′1 , u  j  m. (31)
Assume that k′′1 > 0 and let
gi := ki+1, u  i  m− 1,
gi := max
{
ki,
∑m−1
j=i k
(1)
j −
∑m−1
j=i+1 gj
}
, 1  i  u− 1. (32)
Then the following conditions are satisfied:
g1  · · ·  gm−1  0, (33)
#{i : gi > 0} = #{i : ki > 0} − 1, (34)
j∑
i=1
ki =
j−1∑
i=1
gi + k′′1 , d  j  m, (35)
where d := min{i : gi < ki},
gi  k′′i+1, 1  i  m2 − 1, (36)
z′p∑
i=1
gi 
z′p−p∑
i=1
k
(p+1)
i +
p∑
i=1
k′′i+1, 1  p  m2 − 1, (37)
where z′p := max{i : gi  k′′p+1}, 1  p  m2 − 1,
(g1, . . . , gm−1) ≺ (k′1, . . . , k′m1) ∪ (k′′2 , . . . , k′′m2). (38)
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Proof. First we will prove that
m−1∑
i=j
gi 
m−1∑
i=j
k
(1)
i , 1  j  m− 1, (39)
and
m−1∑
i=1
gi =
m−1∑
i=1
k
(1)
i (40)
are fulfilled.
For u  j  m− 1, bearing in mind that ∑mi=1 ki =∑m−1i=1 k(1)i + k′′1 , from (31)
we obtain
m−1∑
i=j
gi =
m∑
i=j+1
ki 
m−1∑
i=j
k
(1)
i .
For 1  j  u− 1,
gj 
m−1∑
i=j
k
(1)
i −
m−1∑
i=j+1
gi,
so
m−1∑
i=j
gi 
m−1∑
i=j
k
(1)
i .
Therefore, (39) holds.
If u = 1 or gi = ki , 1  i  u− 1, then
m−1∑
i=1
gi =
m∑
i=1
ki − ku 
m∑
i=1
ki − kz1 
m∑
i=1
ki − k′′1 =
m−1∑
i=1
k
(1)
i
and from (39) we deduce (40).
In another case, let a := min {i : gi =∑m−1j=i k(1)j −∑m−1j=i+1 gj}. Then
ga = k(1)a +
m−1∑
j=a+1
k
(1)
j −
m−1∑
j=a+1
gj
and by (39), ga  k(1)a . Since ga  ka  ku  kz1  k′′1 we have that k(1)a  k′′1 , and,
by (16),
i∑
j=1
ki 
i∑
j=1
k
(1)
j , 1  i  a. (41)
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Assume that a > 1. Then
g1 = k1 >
m−1∑
j=1
k
(1)
j −
m−1∑
j=2
gj =
a−1∑
j=1
k
(1)
j −
a−1∑
j=2
gj =
a−1∑
j=1
k
(1)
j −
a−1∑
j=2
kj ,
which contradicts (41). Therefore, a = 1. As a consequence g1 =∑m−1j=1 k(1)j
−∑m−1j=2 gj and (40) holds.
We will prove now that (33) is verified.
First, for u  i  m− 2, gi = ki+1  ki+2 = gi+1.
Next, for i = u− 1, gi = gu−1  ku−1  ku+1 = gu = gi+1.
Finally, for 1  i  u− 2, if gi+1 = ki+1, then gi  ki  ki+1 = gi+1 and if
gi+1 =∑m−1j=i+1 k(1)j −∑m−1j=i+2 gj , then gi = max{ki, k(1)i }  k(1)i and from (39),
we have that
gi+1 = k(1)i+1 +
m−1∑
j=i+2
k
(1)
j −
m−1∑
j=i+2
gj  k(1)i+1  k
(1)
i  gi.
Now, condition (38) follows immediately from (39) and (40).
Assume that k1  · · ·  km′ > 0 = km′+1 = . . . = km. If m′ = 1 then u = z1 =
1 and g1 = · · · = gm−1 = 0. If m′ > 1, on the one hand gm′−1  km′ > 0 and on the
other hand, since 0 = km′+1 < k′′1 , we have that m′  z1  u and gm′ = km′+1 = 0.
Thus, (34) holds.
In order to prove (35), notice that from (40) and (16) we have that
m−1∑
i=1
gi =
m∑
i=1
ki − k′′1
and, therefore,
j−1∑
i=1
gi =
j∑
i=1
ki − k′′1 , u  j  m.
Since gi  ki , 1  i  u− 1, we have that d = min{i : gi < ki}  u and (35) fol-
lows.
Bearing in mind that gi  ki+1, 1  i  m− 1, we have that (36) follows from
(22).
Finally, in order to prove (37) we will first prove that, for p ∈ {1, . . . , m2 − 1},
z′p = zp+1 − 1.
If k′′p+1 = 0, then z′p = m− 1 and zp+1 = m.
If k′′p+1 > 0, since zp+1  z1  u, we have that gzp+1 = kzp+1+1 < k′′p+1. So z′p 
zp+1 − 1.
Moreover, gzp+1−1  kzp+1  k′′p+1 and, therefore, z′p  zp+1 − 1.
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Then, from (16), (38), (23) and, bearing in mind that zp+1  z1  u,
z′p∑
i=1
gi =
zp+1−1∑
i=1
gi =
m∑
i=1
ki − k′′1 −
m−1∑
i=zp+1
gi
=
m∑
i=1
ki − k′′1 −
m∑
i=zp+1+1
ki =
zp+1∑
i=1
ki − k′′1

zp+1−(p+1)∑
i=1
k
(p+1)
i +
p+1∑
i=2
k′′i
=
z′p−p∑
i=1
k
(p+1)
i +
p∑
i=1
k′′i+1.
Therefore, condition (37) holds. 
Lemma 4.3. Let m1  0, m2  1 and m := m1 +m2 be given. Let k′1  · · · 
k′
m′1
> 0 = k′
m′1+1 = · · · = k
′
m1 , k
′′
1  · · ·  k′′m2  0 and k1  · · ·  km′ > 0 =
km′+1 = · · · = km be integers. Assume that k′′1 > 0 and that conditions (10)–(13),
(22) and (23) hold.
Then, there exist integers g1, . . . , gm−1 satisfying (33)–(37),
gi+r−1  k′i , 1  i  m′1, (42)
and
d ′p∑
i=1
gi 
d ′p−p∑
i=1
k′i +
p∑
i=1
k′′i+1, 1  p  r − 1, (43)
where d ′p = min{i  p : k′i−p+1 < gi}, 1  p  r − 1.
Proof. By Corollary 2.7, conditions (10)–(13) imply (k1, . . . , km) ≺ (k′1, . . . , k′m1)∪ (k′′1 , . . . , k′′m2) and r  #{i : k′′i > 0}.
Let u be any integer satisfying (31) and 1  u  min{z1, d1}. Notice that such a
u exists by Lemmas 2.6 and 4.1.
If we define g1, . . . , gm as in (32) then, by Lemma 4.2, (33)–(38) hold.
We only have to prove (42) and (43).
We will first see that
gi  k′i , 1  i  u− 1. (44)
Let i ∈ {1, . . . , u− 1}. Since i < d1 and i < z1, k′i  ki  k′′1 . So k(1)i = k′i .
Moreover, from (38), k′i = k(1)i 
∑m−1
j=i k
(1)
j −
∑m−1
j=i+1 gj and therefore k′i 
max{ki,∑m−1j=i k(1)j −∑m−1j=i+1 gj } = gi .
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Let i ∈ {1, . . . , m1}. If i + r − 1  u, then gi+r−1 = ki+r . From (12), we have
that gi+r−1  k′i . If i + r − 1 < u, then from (44), gi+r−1  k′i+r−1  k′i . Therefore
condition (42) holds.
Finally, to prove (43) we will first prove that d ′p = dp+1 − 1, 1  p  r − 1.
Let p ∈ {1, . . . , r − 1}. On one hand, k′dp+1−1−p+1 < kdp+1  gdp+1−1. So d ′p 
dp+1 − 1. On the other hand, from (44) we have that k′i−p+1  k′i  gi , 1  i 
u− 1. So, d ′p  u and, therefore, k′d ′p−p+1 < gd ′p = kd ′p+1 from where we obtain
d ′p + 1  dp+1.
Then, bearing in mind that dp+1  u,
d ′p∑
i=1
gi =
dp+1−1∑
i=1
gi =
m∑
i=1
ki − k′′1 −
m−1∑
i=dp+1
gi
=
m∑
i=1
ki − k′′1 −
m∑
i=dp+1+1
ki =
dp+1∑
i=1
ki − k′′1

dp+1−(p+1)∑
i=1
k′i +
p+1∑
i=2
k′′i
=
d ′p−p∑
i=1
k′i +
p∑
i=1
k′′i+1. 
5. Concluding remarks
We have seen that the problem of characterizing the Hermite indices of a con-
trollable matrix pair under the action of the feedback group is completely solved
whenever the Hermite indices are prescribed ordered, either in nonincreasing order
or in nondecreasing order.
Moreover we have also made clear that the posed problem is the same as that of
characterizing the feedback invariants of a controllable matrix pair when the Hermite
or the controllability indices of the restriction and quotient of (A,B) to a given
(A,B)−invariant subspace are known. In addition we have seen that some of the par-
ticular cases that we have solved in this paper are closely related to problems solved
on papers [2,3,8], where the authors solve the problem of characterizing the feedback
invariants of a matrix pair (A,B) when the feedback invariants of the restriction
and/or the quotient are prescribed.
The general problem, however, still remains open because we have only got a
solution when two ordered sets of nonnegative integers are prescribed as candidates
to be the Hermite indices of the restriction and quotient, respectively, except in the
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case when both sets are prescribed in nonincreasing order. Moreover in the general
problem we have to consider the case when more than two ordered sets of nonnega-
tive integers are prescribed.
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