In this note we give sharp estimates on the volume of the set of separable states on N qubits. In particular, the magnitude of the "effective radius" of that set in the sense of volume is determined up to a factor which is a (small) power of N , and thus precisely on the scale of powers of its dimension. Additionally, one of the appendices contains sharp estimates (by known methods) for the expected values of norms of the GUE random matrices.
Let H = H N := (C 2 ) ⊗N be the N-fold tensor power of C 2 and denote by d = 2 N its dimension. In this note we investigate the structure of the set D = D N = D(H N ) of states on B(H N ) and, in particular, of its subset S = S N of (mixtures of) separable states. [In what follows, we shall skip the subscript N whenever its value is clear from the context.] We recall that when D is identified with the set of density matrices {ρ ∈ B(H) : ρ is positive semi-definite and trρ = 1}, then S = conv{ρ 1 ⊗ ρ 2 ⊗ . . . ⊗ ρ N : ρ j ∈ D(C 2 ), j = 1, 2, . . . , N}.
The relationship between the sets S and D was investigated, in particular, in [1] , where it was shown that S contains homothetic images of D, more precisely ǫD
provided ǫ ≤ 2/(d 2 +2) (I d stands here for the identity matrix in d dimensions; in the present context I d /d is referred to as "the maximally mixed state") and that the above inclusion does not hold if ǫ ≥ 2/( √ d + 1). This left open the question of precise asymptotic order of the "in radius" of S on the power scale in dim S = dim D = d 2 − 1, and the issue of the "size" of S when measured by global invariants like, e.g., volume. In the latter direction we obtain here the following estimates
where c, C > 0 are universal effectively computable numerical constants and α = log 2 (27/16)/8 ≈ 0.094361 (in other words, d 1/2+α = 3 3N/8 ). The "effective radius" of S in the sense of volume is thus precisely determined on the scale of powers of d. Since complexity of a set can be estimated using volumetric methods (see [9] for a modern exposition for this circle of ideas), this goes a long way towards ability to compare complexities of S and of D. We refer to [1] , [6] and [3] for a more professional exposition of relevance of separability to quantum computation in general and to NMR computing in particular.
For comparison, we note that [1] contained, in addition to the results mentioned above, a hint at an argument which implies, by known methods, a lower estimate of order d −β , where β = log 10/ log 4 ≈ 1.660964 . This has been improved to β = 1 in a very recent paper [3] . [These results are more closely related to our estimates (9) and so we comment on them again in that context.] By contrast, no non-trivial upper estimate on the volume of S was apparently available. In the other direction, the expression on the right hand side of (2) provides an upper estimate on the ǫ that may work in (1) which is stronger, at least for sufficiently large N, than the 2/( √ d + 1) mentioned above. However, our method does not give -at least without any additional work -any explicit state that constitutes an obstruction to the inclusion in (1) for ǫ < 2/( √ d + 1). Since it is conceivable that the inequalities (2) may be of interest not just asymptotically, but also for some specific "moderately large" values of N, we put some effort into obtaining reasonable (but certainly not optimal) values of the numerical constants. Our main argument gives c = 1/4 and shows that (2) holds with 4(N log 4N) 1/2 = (log 2 d log 2 log 2 d) 1/2 in the numerator of its third member. It is also easy to follow our argument and to obtain numerically somewhat better estimates for specific values of N, and to deduce a slightly better asymptotic behavior than the bounds given above. [This may be of interest, e.g., in the context of a threshold of 23 mentioned in [3] .] We comment more on these issues in the Appendix.
Instead of working directly with D and S, we shall consider their respec-tive symmetrizations
where all sets are thought of as being contained in the real d 2 -dimensional vector space of self-adjoint elements of B(H) (further identifiable with M sa d , the space of d × d complex Hermitian matrices). The point is that, first, the asymptotic geometry of symmetric convex sets is much better understood than that of the general ones and, second, the specific symmetric sets ∆ and Σ are familiar objects in geometry of Banach spaces which allows to refer to known concepts and results. In the Appendix we hint at how one can treat directly D and S without passing to symmetrizations; however, that yields only a small improvement in the constants c and C.
A simple argument shows that ∆ consists exactly of those (Hermitian) elements of B(H) whose trace class norm is ≤ 1 or, equivalently, the unit ball of the space C d 1 := (M sa d , · 1 ), where, for p ∈ [1, ∞), A p := (tr(A * A) p/2 ) 1/p is the Schatten-von Neumann p-norm (for future reference, · ∞ := · op , the usual norm of a matrix as an operator on the Euclidean space). A similar argument shows that Σ is the unit ball of the Nth projective tensor power of C 2 1 (in the sense of the Banach space theory). We shall denote the corresponding norm on M sa d by · π . The plan of the rest of the argument is as follows. First, using general and classical results from convexity, we relate the volumes of ∆ and Σ to those of D and S. Next, we obtain estimates for the volumes of ∆ and Σ, which are most conveniently described using the following concept: if K is a subset of an n-dimensional Euclidean space with the unit ball B, we call (vol K/vol B) 1/n the volume radius of K. [In the present context the Euclidean structure is determined by the 2-norm defined above, also often called the Hilbert-Schmidt norm or the Frobenius norm, and the inner product is u, v = tr uv.] Our arguments will determine the volume radius of ∆ up to a factor of 2, and the volume radius of Σ up to a logarithmic factor. It should be mentioned that in the case of ∆, the unit ball in the trace class norm, explicit formulae involving multiple integrals can be produced (cf. [11] for an analysis of a closely related problem; it is also apparent that one can treat similarly the set D). It is likely that the formulae could lead to an asymptotically precise expression for the volume radii of ∆ and S and -less likely but conceivable -to a closed expression for the volumes in question. We also note that two-sided estimates for the volume radius of ∆ involving a rather large (but universal, i.e., independent of N) constant can be obtained using the methods from an early paper [12] .
For the first point, we quote a 1957 result of Rogers and Shephard [10] which asserts that for any n-dimensional convex body K we have
The first inequality (which becomes an equality iff K is centrally symmetric) is actually a simple consequence of a much older theorem of Brunn-Minkowski, of which we shall need the following corollary. Let K be an n+1dimensional convex body, u -a vector in the ambient space containing K and H -a hyperplane in that space. Then the function t → vol(K ∩ (tu + H)) 1/n (the n-dimensional volume) is concave on its support. Let us now analyze sections of ∆ with hyperplanes H α :
Accordingly, it follows now from (4) and the fact quoted above that the function ϕ(α) := vol(H α ∩ ∆) attains its maximum at 0 and decreases away from the origin and so α ∈
where n = dimD = d 2 − 1 Consequently, by the Fubini theorem,
[The factor 2/ √ d appears since it is the distance between H −1 and H 1 .] By the same argument
It follows that
We note that 2 −n 2n n ∼ 2 n / √ πn < 2 n and so -given that the proper homogeneity is achieved by raising the volume ratios to the power 1/n -one may replace D and S in (2) by ∆ and Σ with the accuracy of the estimates affected at most by a factor of 2. It remains to estimate vol ∆ and vol Σ; this will be accomplished by comparing each of these bodies, with the d 2 -dimensional Euclidean ball B HS (the unit ball with respect to the Hilbert-Schmidt norm; we shall also denote by S HS the corresponding d 2 − 1-dimensional sphere).
Concerning ∆, we claim that its volume radius satisfies
To show this, we note first the "trivial" inclusions B HS / √ d ⊂ ∆ ⊂ B HS , which just reflect the inequalities · 2 ≤ · 1 ≤ √ d · 2 between the trace class and the Hilbert-Schmidt norms. This implies the lower estimate on the volume radius in (7) . The upper estimate is less obvious, but it may be shown by the following rather general argument. The first step is the classical Urysohn inequality, which in our context asserts that vol ∆ volB HS
where the integration is performed with respect to the normalized Lebesgue measure on the Hilbert-Schmidt sphere. (For clarity and to indicate flexibility of the approach we shall present a general statement and a short proof in the Appendix.) The quantity µ d is most easily handled by passing to an integral with respect to the standard Gaussian measure, which reduces the problem to finding expected value of the norm of a random d × d Gauussian matrix G = G(ω) usually called the Gaussian Unitary Ensemble, or GUE.
This shows the second inequality in (7) with 2 replaced by 2 + ǫ d , where lim d→∞ ǫ d = 0. We sketch the argument that gives the exact number 2 in the Appendix (it follows from known facts, but appears to have been overlooked in the random matrix theory), but we won't dwell on it as it intervenes only in the lower estimate in (2) and, in any case, the constants in our final results are not meant to be optimal.
We now pass to the analysis of the the volume radius of Σ. We shall show
where α is the same as in (2) . Our main result (2) follows then by combining (7), (9) and (6).
[To be precise, one obtains 1/d 2 in the exponent, but replacing d 2 by dim S requires only a slight and asymptotically negligible modification in the constant C in (2); we comment on that in more detail in the Appendix.] Before proceeding, let us compare (9) with the results of [1] and [3] , which estimate from below the in-radius of S in the Hilbert-Schmidt metric by a quantity that is of order of d −η , where η = log 20/ log 4 ≈ 2.160964 and 3/2 respectively. The second inequality in (9) gives an upper estimate on that radius that roughly corresponds to η = 1 + α ≈ 1.094361. This follows by taking into account (5) or by noting that, by a simple geometric argument, the Hilbertian in-radius of Σ is the same as that of S (the latter considered in the hyperplane H 1 of trace one matrices). Let us also note that our argument yields as well a lower estimate 6 −N/2 on the in-radius which corresponds to η = log 6/ log 4 ≈ 1.386294, and so is stronger that those of [1] and [3] . [To see that it is enough to combine the "trivial" lower estimate d −1 = 2 −N on the in-radius of the setΣ N defined below with the known value (3/2) N/2 of the norm of the related map A ⊗N .] It is likely that by tinkering with the argument one may further improve the exponent, but for obtaining the exact value a careful calculation involving spherical harmonics seems to be necessary.
The first step towards showing (9) will be to replace the sets Σ N by their affine images which are more "balanced;" this will also explain the appearance of the mysterious number α in the exponents.
Consider first the sets in question when N = 1. As is well known, S 1 and D 1 both coincide with the Bloch "ball," which geometrically is a (solid) Euclidean ball of radius 1/ √ 2, the boundary of which is the Bloch sphere T 1 consisting of pure states on B(C 2 ) (further identifiable with rank 1 projections on C 2 ). Accordingly, Σ 1 = ∆ 1 is a 4-dimensional cylinder whose base is the Bloch ball and whose axis is the segment [−I 2 /2, I 2 /2] of Euclidean length √ 2. For definiteness, let us identify M sa 2 with R 4 via the usual basis
where σ x , σ y and σ z are the Pauli matrices (the factors 1/ √ 2 make this basis orthonormal in the Hilbert-Schmidt sense). Let now A be a linear map on M sa 2 which is diagonal in that basis and whose action is defined by AI 2 = I 2 / √ 2, Aσ i = 3/2 σ i for i = x, y, z.
SetΣ 1 := AΣ 1 ; the important properties of A andΣ 1 are (i) the image of the Bloch sphere AT 1 =:T 1 is geometrically a 2-dimensional sphere of radius √ 3/2 and, as the Bloch sphere itself, it is contained in the unit Euclidean sphere S HS ; this implies thatΣ 1 ⊂ B HS (ii) det A = 27/16 and so volΣ 1 = 27/16 vol Σ 1 (iii) vertices of any regular tetrahedron inscribed inT 1 form an orthonormal basis in M sa 2 . The property of the setΣ 1 , which arguably is the reason of its relevance, is that the ellipsoid of smallest volume containing it (the so-called Löwner ellipsoid ofΣ 1 ) is the Euclidean ball. An equivalent and perhaps more natural point of view would be to compare Σ 1 with its own Löwner ellipsoid. This is in turn equivalent to replacing the Hilbert-Schmidt inner product u, v = truv with tr((Au)(Av)) = (3 truv − tru trv)/2; it is likely that this non-isotropic inner product and objects associated with it play an important role in the theory. In particular, we obtain an ellipsoid which -from the volume point of view -is nearly non-distinguishable from S, and which still enjoys certain permanence relations with respect to the action of the unitary group.
If N > 1, we setΣ =Σ N :
For the lower estimate in (10) we shall produce a simple (and seemingly not very optimal) geometric argument. Let u 1 , u 2 , u 3 , u 4 be vertices of any regular tetrahedron inscribed inT 1 . By the property (iii) above, (u j ) 4 j=1 is an orthonormal basis of M sa 2 . Accordingly, the setŨ := {u j 1 ⊗ u j 2 ⊗ . . . ⊗ u j N }, where each j i ranges over {1, 2, 3, 4} is an orthonormal basis of M sa d . The first inequality in (10) follows now from from the inclusionsŨ, −Ũ ⊂Σ N and B HS /d ⊂ conv(−Ũ ∪Ũ) (the latter is a consequence of orthogonality of elements ofŨ).
The above argument may appear rather ad-hoc, and so it may be instructive to rephrase it in the language of geometry of Banach spaces. Let A 1 be a linear map from R 4 to M sa 2 which sends the standard unit vector basis onto vertices of any regular tetrahedron inscribed in T 1 . By construction, A 1 is a contraction from ℓ 4 1 to C 2 1 and so its N-th tensor power A ⊗N 1 induces a contraction between the respective projective tensor powers of ℓ 4 1 and C 2 1 (where ℓ k 1 denotes R k endowed with the norm (x j ) = |x j |). As the projective tensor product of ℓ 1 -spaces is again an ℓ 1 -space, it follows that Σ N contains the image under A ⊗N 1 of the unit ball of ℓ d 2 1 , and hence the image of the Euclidean ball of radius 1/d. In particular, vol Σ/vol(
On the other hand, one verifies (directly, or by noticing that A = |A −1 1 | = (A −1 * 1 A −1 1 ) 1/2 ) that vol(A ⊗N 1 B HS ) = ((16/27) N/8 ) d 2 volB HS , and by combining the two estimates we obtain the first inequality in (9) .
We note that using for the above calculations the larger volume of the image of the ℓ d 2 1 ball (resp., conv(−Ũ ∪Ũ )) would only result in a slightly better constant c. This is because the volume radius of the unit ball in ℓ m 1 is roughly the same as that of the inscribed Euclidean ball, the ratio between the two is 2e/π (1 + O(1/m)). This property is behind many striking phenomena discovered in the asymptotic theory of finite dimensional normed spaces, and is closely related to our upper estimates for vol Σ and vol S, to which we pass now.
To prove the upper estimate in (10), we shall again use the Urysohn inequality. Analogously to (8) and to the reasoning that followed it, we get
and so it remains to show that the expectation above is O( √ log d log log d). The expression under the expectation can be thought of as a maximum of a Gaussian process indexed byΣ (this just means that the random variables tr(XG(ω)), X ∈Σ, are jointly Gaussian). There are several methods of differing sophistication which can be used to estimate the expectation of such a maximum. The two leading ones are the Fernique-Talagrand majorizing measure theorem, which gives the correct asymptotic order, but is usually difficult to apply and the Dudley majoration (by the metric entropy integral), which is almost as precise and usually easier to handle; see [8] for a comprehensive exposition. We shall employ here an even simpler "one-leveldiscretization" method which, in our case, yields approximately the same result as the Dudley majoration, and which we now describe in elementary language.
Let µ be the standard Gaussian measure on R m (i.e., the one given by the density m(x) = (2π) −m/2 exp(−|x| 2 /2), where | · | is the corresponding Euclidean norm) and let F ⊂ R m be a finite set contained in a ball of radius R. Then
where # stands for the cardinality of a set. The estimate above is usually quoted with a different numerical constant appearing in place of 2, but it is not difficult (even if somewhat tedious) to verify that it holds in the form stated above. The idea is now to construct a finite set F ⊂Σ such that convF ⊃ rΣ for an appropriate r ∈ (0, 1); it will then follow that E max X∈Σ tr(XG) ≤ r −1 2 log(#F ) (13) (note that the maxima of the type appearing in (11), (12) or (13) do not change if we replace the underlying set by its convex hull or, conversely, by its extreme points). More specifically, F will be a "sufficiently dense" subset of the set of extreme points ofΣ, which is easily verified to be of the form
where each ρ j is a pure state on B(C 2 ) (i.e., a rank 1 projection on C 2 ). In other words,T is a tensor product of N copies ofT 1 = BT 1 which, as we noted earlier, is geometrically a 2-dimensional sphere of radius √ 3/2 contained in the unit sphere of the 4-dimensional Euclidean space.
We start by constructing an appropriate dense subset (usually called "net") in each copy ofT 1 and then consider tensor products of those nets. Let δ ∈ (0, 1) and let F 1 ⊂T 1 be a δ-net ofT 1 , i.e., such that the δ-neighborhood of F 1 -in the Hilbert-Schmidt metric -containsT 1 . An elementary argument shows that convF 1 contains a ball of radius (1 − δ 2 /2) · √ 3/2 with the same center (in the 3-dimensional affine space containingT 1 ). It follows that conv(−F 1 ∪ F 1 ) ⊃ (1 − δ 2 /2)Σ 1 and consequently if F = F ⊗N 1 ∪ (−F ⊗N 1 ), then convF ⊃ (1 − δ 2 /2) NΣ N . In remains to find reasonable estimates on #F 1 and #F . A standard argument comparing areas of caps and that of the entire sphere shows that one may have a δ-net ofT 1 of cardinality ≤ 12/δ 2 . [This is not optimal; the asymptotically -as δ → 0 -correct order for a δ-net of S 2 is (2/ √ 3) 3 π/δ 2 , but coverings of Euclidean spheres, even in dimension 2, do not appear to be completely understood.] This leads to an estimate #F ≤ 2(12/δ 2 ) N , which in combination with (13) gives
Optimizing the expression on the right hand side over δ yields a quantity that is of order √ 2N log N for large N (choose, for example, δ = (2N log 2N ) −1/2 ), as required to complete the proof of (9) (and hence of (2)). Moreover, substituting this estimate into (11) and verifying numerically small values of N (in particular using [5] for N = 2) yields
which implies that (2) The author thanks Dorit Aharonov whose inquiry initiated this research and who subsequently offered various helpful remarks, and Vitali Milman who publicized the inquiry in the "asymptotic geometric analysis" community.
Appendix A Working directly with non-symmetric sets. Similar but slightly more complicated arguments may be used to obtain upper estimates for the volumes of the non-symmetric sets D and S by studying directly these sets and not their symmetrizations Σ and ∆. [This allows to avoid the parasitic factors 2 −n 2n n (where n = d 2 − 1) when passing from Σ, ∆ to S, D, and -other things being equal -would improve the constants c, C in (2) by a factor of 2.] In both cases it is convenient to pass to a translate of the set in question obtained by subtracting the appropriate multiple of the maximally mixed state I d /d, and to consider the translates as subsets of H 0 , the d 2 − 1-dimensional space of matrices with vanishing trace.
For the set D (translated by I d /d), the quantity which replaces · op in the analogue of (8) is λ 1 (·), the largest eigenvalue of a matrix. This is of course dominated by the norm, and since the (random Gaussian) trace 0 matrix G 0 can be represented as a conditional expectation of the general Gaussian matrix G, it follows -by the convexity of the norm or of the largest eigenvalue -that E λ 1 (G 0 ) ≤ E G op ≤ 2 √ d which, after some work, leads to an upper estimate for the volume radius of D identical to that of ∆ obtained in (7) . See also Appendix C.
For the set S, we pass first to the faceS of the rescaled setΣ that corresponds to S, and then subtract I d /d 3/2 (the difference with respect to the case of D is due to the rescaling). Next, we "approximate" the translate by sets built from the points corresponding to elements of F . There are several differences between this setting and that described in the main text, but they can be accounted for fairly easily. The good news is that the new points are not on the sphere since the component in the direction of I d was subtracted, but this improves our estimate on vol S only by a factor 1 − O(d −1 ). A loss which is even less significant is due to the fact that by reducing the dimension by 1 our formulae will involve the quantity γ d 2 −1 rather than γ d 2 . A somewhat more substantial loss comes from the fact that due to the rescaling the width ofΣ in the direction of I d is different from that of Σ by a factor of 2 N/2 = d 1/2 ; this affects the relationships between volumes of these bodies and those ofS and S, and consequently our estimates, by the same factor. However, since we are in dimension d 2 −1, the loss in the volume radius is a not-so-significant 1+O(log d/d). The final issue that needs to be analyzed is that while we knew that convF ⊃ (1 − δ 2 /2) NΣ , it is not a priori clear that a similar embedding holds for the faceS or its translate. This becomes clear, however, when we recall that we use all points of F , i.e., those contained −S in addition to the ones that belong to S. This means that their convex hull actually equals the projection of convF onto H 0 , and so it necessarily contains the projection (which coincides with the translation) of (1 − δ 2 /2) NΣ , as required.
In particular, combining all the improvements indicated above and suggested in the main text, we may deduce an asymptotic version of (2) with c = c N → e/2π and C = C N → 2.
holds also for not-necessarily-symmetric sets after an appropriate translation, we have for any bounded set K
(note that the integral on the right does not change if K is replaced by its translation). We also point out that in the first chain of inequalities above the repeated applications of the Hölder inequality can be modified to yield as the last expression S m−1 x p K dx −1/p for an arbitrary p > 0 and, letting p → 0, the geometric mean exp − S m−1 log x K dx . This is not the most elementary proof of the Urysohn inequality, but one that offers a lot of flexibility.
Appendix C Norms of GUE matrices and the constant 2 in (7) It has been known for some time (in fact in a much more general setting) that if G = G(ω) is the random matrix distributed according to the standard Gaussian measure on M sa d (usually called the Gaussian Unitary Ensemble), then, for large m, G op is, with high probability, close to 2 √ d . We sketch here a derivation, from known facts, of the arguably elegant inequality E G op < 2 √ d, valid for any d, which appears to have been overlooked in the random matrix theory literature. Similar inequalities are known for Gaussian matrices all whose entries are independent or for real symmetric matrices (also known as the GOE ensemble; however,in the latter case the precise inequality seems to be known only for the largest eigenvalue, and not for the norm), see [2] . Analogous inequalities with the expected value replaced by the median can probably be deduced -at least for large d -from [13] and [14] .
Our starting point are the recurrence formulae for the moments a p = a p (d) := d −1 E tr((G/2) 2p ), p ∈ N, derived, e.g., in [4] (see also [7] , formulae (6) through (9), for a similar argument and a related estimate) a p = 2p − 1 2p + 2 a p−1 + p(p − 1) 4d 2 2p − 3 2p a p−2 , with a 0 = 1 and a 1 = 1/4. From these one easily derives by induction
[This estimate is actually asymptotically precise for p = o(d).] Next, using successively the Stirling formula to majorize the binomial coefficient, the inequalities 1 + x ≤ e x and p j=1 j(j − 1) ≤ p 3 /3 to estimate the product, and denoting t = pd −2/3 , we arrive at E tr (G/2) 2p = da p ≤ d e p 3 /12d 2 √ π p 3/2 = e t 3 /12 √ π t 3/2 . . This is valid for t > 0, at least if the corresponding value of p = td 2/3 is an integer. The minimal value of the expression in brackets over t > 0 is attained at t ≈ 1.38319 and is approximately 0.738542 ≈ exp(−0.303077) < e −0.3 . Since for sufficiently large d the interval corresponding to values which are < e −0.3 contains an element of d −2/3 N, we deduce that for such d we have E G op < 2e −0.3d −2/3 . A more careful checking shows that in fact the inequality E G op < 2 − 0.6d −2/3 holds for all values of d (in fact, by the above argument, the same upper estimate is valid for (E G r op ) 1/r with, say, r = 2 or r = d 2/3 ).
Going back to the issue of having the precise constant 2 in inequality (7), let us note that the other source of difficulty, namely the fact that the parameter γ k is only asymptotically of order √ k but not equal to √ k, introduces an error that is of smaller order than our "margin of safety." As pointed out earlier, we have γ k > √ k − 1 and so γ k / √ k > 1 − 1/k) ≈ 1 − 1/2k. The relevant value of k is d 2 , leading to the relative error of approximately d −2 /2, as opposed to the margin of safety of 0.3d −2/3 (note also that 4 is the smallest value of d that is of interest).
