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Abstract
Applying the machinery of random matrix theory and Toeplitz determinants we study the level k, U(N)
Chern–Simons theory coupled with fundamental matter on S2 × S1 at finite temperature T . This theory 
admits a discrete matrix integral representation, i.e. a unitary discrete matrix model of two-dimensional 
Yang–Mills theory. In this study, the effective partition function and phase structure of the Chern–Simons 
matter theory, in a special case with an effective potential namely the Gross–Witten–Wadia potential, are 
investigated. We obtain an exact expression for the partition function of the Chern–Simons matter theory 
as a function of k, N , T , for finite values and in the asymptotic regime. In the Gross–Witten–Wadia case, 
we show that ratio of the Chern–Simons matter partition function and the continuous two-dimensional 
Yang–Mills partition function, in the asymptotic regime, is the Tracy–Widom distribution. Consequently, 
using the explicit results for free energy of the theory, new second-order and third-order phase transitions are 
observed. Depending on the phase, in the asymptotic regime, Chern–Simons matter theory is represented 
either by a continuous or discrete two-dimensional Yang–Mills theory, separated by a third-order domain 
wall.
© 2015 The Author. Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/). Funded by SCOAP3.
1. Introduction
Study of the phase structure of (p + 1)-dimensional Yang–Mills (YM) theory coupled to 
matter on Sp sphere and especially the confinement/deconfinement transition in large N gauge 
theories on sphere sheds light on various phenomena in gravitational phase transition such as 
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of Chern–Simons (CS) theory coupled to matter and its gravitational dual, Vasiliev higher spin 
gravity, [32], have been studied recently, [12] and [15]. In a recent work [29], it has been argued 
that level k, U(N) CS theory coupled to fundamental matter on S2 × S1 at finite temperature 
T can be explained by a discrete unitary matrix model, and its phase structure, the eigenvalue 
density in different phases, has been studied in the limit of large k, N , T , with fixed parameters 
λ = N/k, ζ = T/N , by using steepest descent method. This study is based on the reduction of 
the Chern–Simons matter (CSM) theory first to the CS theory with an effective potential and 
second to a discrete version of two-dimensional YM theory and its representation, one matrix 
model. In a special case with Gross–Witten–Wadia (GWW) effective potential, [17] and [33], in 
addition to well-known lower-gap phase, an upper-gap phase is observed, [29] and [30], in which 
the upper bound of the eigenvalue density is saturated.
In another discipline of research, discrete Toeplitz determinants are studied in [7], and by 
using the continuous orthogonal polynomials their precise forms are obtained in terms of the 
continuous Toeplitz determinants and the Fredholm determinant. A key fact to understand the 
application of the Toeplitz determinant in the CSM theory is the Heine–Szegö identity which 
relates the matrix model integral to the Toeplitz determinant, see Appendix A.
Using the relation between Toeplitz determinants and matrix integrals, and the above re-
sults for discrete matrix model representation of the CSM theory, in this paper, the techniques 
and methods from discrete Toeplitz determinant are employed to study the CSM theory. The 
matrix integral representations of the YM theory and CSM theory provide the application of 
well-developed techniques of random matrix theory and specially the Toeplitz determinant.
In our setting, the partition functions of YM theory and CSM theory with an arbitrary potential 
V (T ) can be written as Toeplitz determinant and discrete Toeplitz determinant with respect to 
the probabilistic weight f (T ) = e−V (T ), respectively,
ZYM :=ZN(V ) = DN(f ), ZCSM :=ZkN (V ) = DkN(f ). (1.1)
In this study, we move towards an exact determination of the thermal partition function of 
CSM theory. In fact, by adopting recent results, [7], about the discrete and continuous Toeplitz 
determinants, a new explicit expression for the partition function of CSM theory in terms of the 
partition function of YM theory, as a function of k, N , T at the finite values and in the asymp-
totic regime, is obtained. Especially, a CSM theory with GWW effective potential is studied in 
detail and analytic forms of the effective partition function and free energy of CSM theory are
obtained. Furthermore, the sub-leading corrections in the asymptotic results are computed and 
the result is interpreted as the energy of the upper bound. These results lead to a phase transition 
in the asymptotic regime of the discrete matrix model, related to the phase transition between 
upper-bound phase and no-upper bound phase.
Although, the effective GWW potential is not a microscopic potential and it does not exactly 
characterize the CSM theory, but the CSM model with GWW potential shares some features 
with the real CS theory such as the minimum of any effective potential v(U) (as a function of 
holonomy U ) is always at U = I and the depth of the potential increases as a function of ζ .
In brief, the phase structure of the model in the asymptotic limit of large N , T , k is studied via 
the asymptotic behavior of the ratio of partition functions which is obtained as the Tracy–Widom 
distribution. Then, from analytic expression for the free energy, obtained from the expansion of 
Tracy–Widom distribution, new second-order and third-order phase transitions in this model are 
determined. Moreover, relation between the obtained result in this paper and other recent results 
is explored.
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tinuum limit. In fact, the continuum limit does not exist in whole moduli space of the parameters 
and in fact, N , T , k should satisfy certain relations in order to determine the continuum limit.
This paper is organized as follows: In Section 2, the CSM theory and the discrete matrix inte-
gral representation of the partition function are explained in brief. In Section 3, the main results 
of this study are expressed. First, the partition function and free energy of the CSM theory with 
GWW potential are explicitly obtained and subsequently the phase structure of the model with 
GWW potential is studied. In Section 4, possible interpretations of the obtained results are dis-
cussed and directions for further studies are introduced. Finally, there are two appendices, where 
necessary materials from the random matrix theory such as orthogonal polynomials, Toeplitz 
determinant and Riemann–Hilbert problem (RHP) and their inter-relations are introduced and 
well-known results in two-dimensional YM theory with GWW potential in terms of Toeplitz 
determinant and RHP problem, and some results about the partition function and phase struc-
ture in the CSM theory are summarized. Finally, some necessary definitions and results about 
Tracy–Widom distribution are collected.
2. Chern–Simons matter theory
In this section, the level k, U(N) CSM theory coupled to fundamental matter at temperature 
T on S2 × S1 is described. Especially, the CS theory coupled with the matter in fundamental 
representation on S2 × S1, in T , N, k → ∞ limit with the fixed ’t Hooft parameter, λ = N/k, 
and ζ = T/N , will be studied. In this part, we explain two relevant and necessary results from 
the literature; I) the action of pure CS theory coupled with fundamental matter in the ’t Hooft 
limit and at high temperature, up to leading order in N , can be expressed as the sum of the action 
of pure CS theory and an effective action, i.e. effective potential which is a local function of 
holonomy matrix U(x) with eigenvalues eiα around S1 with x ∈ S2. II) The partition function 
of the CSM theory with effective potential can be written as a discrete version of the matrix 
integral representation of the 2d YM theory with the effective potential. These observations are 
explained in this section and in the Appendix A, not only for the article to be self contained but 
also because of their importance and usefulness in understanding the physics and mathematics 
of the problem studied in this article, since our new results are based on these observations.
2.1. CSM theory and discrete YM theory
CS theory is a three-dimensional topological field theory of the Schwarz type [26], with no 
metric dependence in the action. Consider a three-dimensional manifold M with a principal 
G-bundle with a connection A, then the CS action is defined by
SCS(A) = k4π
∫
M
Tr(A∧ dA+ 2
3
A∧A∧A), (2.1)
where k is called level and it is an integer in the quantized theory. The above action functional 
defines a three-dimensional topological field theory, i.e. a field theory with observables, explicitly 
independent of the metric on M . The partition function of the theory is given by a path integral,
ZCS(A) =
∫
[DA] eiSCS , (2.2)
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WCi,Ri (A) = Tr
[
Pei
∮
Ci
A
]
in Ri representation with closed loops Ci , as,〈
n∏
i=1
WCi,Ri (A)
〉
=
∫
[DA] eiSCS
(
n∏
i=1
WCi,Ri (A)
)
. (2.3)
In this study, we consider G = U(N). The partition function and correlation functions of the 
theory define global topological invariants of the manifold as well as other topological invariants 
associated to the manifold such as knot invariants, Jones polynomials, etc. [34]. In this study, we 
are interested in CS theory on curved background S2 × S1. Such curved backgrounds provide 
enough symmetry for explicit computation of the partition function and correlation functions. 
For example, the partition function of CS theory on Seifert manifolds such as S3 admits a matrix 
model representation and thus analytic closed expressions for the partition function have been 
obtained in [23]. For a general review on this and other different aspects of CS theory, see [24].
The gauge theory in this study is a level k, U(N) CS theory at finite temperature and finite N , 
as well as its high temperature and large N limit, coupled to fundamental matter fields. The 
behavior of the CSM theories and their partition functions and free energies as functions of ζ
and λ has been a subject of intense studies during past years. In the limit λ → 0, the behavior 
of CSM theory and its thermal free energy has been studied in [12,15,27]. Fundamental matter 
CSM theories at finite ’t Hooft coupling λ and at large N have been studied in [1–3,8,12,15,16,
18,21,22,35]. The phase structure and thermal free energy of some examples of such theories 
have been studied in [29,30].
The partition function of the CSM theories contain the CS action and a matter action which 
shows the interaction with the matter fields,
ZCSM(A,μ) =
∫
[DA][Dμ] eiSCS−Sμ, (2.4)
where μ represents the matter fields and Sμ is the corresponding action. The matter content 
of the CSM theory consists of vector massive fields in the fundamental representation such as 
fermionic and bosonic fields minimally coupled to CS fields, for further details see references in 
the previous paragraph. In this study we will not discuss any computations containing explicit 
forms of the matter fields, thus we will keep to our general form of matter action and we will 
not be more explicit about it. As we will see in the following, in the high temperature limit, the 
matter fields have masses of order the temperature and the effective action only depends on the 
holonomy field.
The goal of this part is to compute the partition function of CSM theory. In order to do 
this computation, roughly speaking, we have to sum all the vacuum graphs of the massless 
and massive fields and thus the partition function of CSM theory is obtained by summing up 
all the separate contributions from the vacuum graphs of massive and massless fields including 
the holonomy field. In brief, we first evaluate the path integral on the matter fields which gives 
us the partition function as a path integral over massless fields with a CS action and an effective 
action for the holonomy field. The effective action is directly obtained from path integration over 
the massive fields. More precisely, after integration over the massive fields, a local effective ac-
tion, Seff (U), for the 2d unitary matrix valued holonomy U(x) around S1 with x ∈ S2 is obtained 
and the CSM partition function takes the following form,
ZCSM(A) =
∫
[DA] eiSCS−Seff (U). (2.5)
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its leading term in the large N limit which is a local function of holonomy field. The key fact in 
evaluation of the effective action and CSM partition function is the following observation in [1]. 
In order to obtain the effective action, we integrated out the vacuum graphs of the matter fields 
and since these matter fields develop large thermal masses, thus Seff (U) can be expanded as the 
following local series,
Seff =
∫
d2x(T v(U(x)) + v1(U)TrDiUDiU + . . . , (2.6)
where v(U(x)) and v1(U(x)) are local effective potentials which their actual forms depend on 
the matter content and CS couplings. In the large N limit, the explicit computation of the effective 
potentials as a function of λ, for any given vector matter CS theory is feasible. For example, for 
CSM theory with U = I , and minimally coupled fundamental fermions to the CS fields, the 
effective potential computed by using large N techniques in the light-cone gauge, [15]. This 
computation has been generalized to other theories and different holonomy matrices, [1,18,29]
and references therein. It has been argued in [1], that the effective potentials are of order N , 
and since T = ζN , the first term in the expansion of the effective potential is of order N2 and 
the second one is of order N and the rest are further suppressed at large N . Therefore, at large 
N with T ∼ N , up to leading order in N , the entire effect of matter loops in vacuum graphs 
on the dynamics of the CS theory is represented by the high temperature effective action of the 
following form,
Seff = T
∫
d2x
√
gv(U(x)). (2.7)
And finally the thermal partition function of the CSM theory becomes
ZCSM =
∫
[DA]ei k4π
∫
M Tr(AdA+ 23 A3)−T
∫
d2x
√
gv(U(x)) = 〈e−T V2v(U)〉N,k, (2.8)
where V2 is the 2d volume of S2 and since the pure CS is topological, the expectation value of 
the exponential of the integral of the effective potential over S2 is independent of x. Therefore, 
the CSM partition function can be written as a topological observable of the pure CS theory, 
i.e. an expected value of linear combination of the Wilson loops in pure CS theory. For more 
convenience assume V2 = 1.
An explicit, matrix integral representation of the CSM partition function (2.8) can be obtained 
by using the path integral techniques, [9,29], see Appendix A. Roughly speaking, after gauge 
fixing and evaluating the integral of the CS action over S2, the path integral over the space of 
gauge fields reduces to a matrix integral over the eigenvalues of the holonomy matrix. This matrix 
integral representation of ZCSM is a discrete version of the matrix integral representation of the 
two-dimensional YM theory partition function, Eq. (A.1) with VYM = Nζv(U). As a result of 
this computation, partition function of CSM theory, Eq. (2.8), is given by a discrete unitary matrix 
integral and equivalently, by using Heine–Szegö identity, as a discrete Toeplitz determinant,
ZCSM =
∫
[DA] eiSCS−T
∫
d2x
√
gv(U(x))
=
N∏ ∞∑ [∏(
2 sin(
αl(
n)− αi(
n)
2
)
)2
e−Nζv(U)
]
i=1 ni=−∞ l<i
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⎡
⎣1
k
∑
z∈d1
z−j+lf (z)
⎤
⎦
N−1
j,l=0
= DkN(f, d1), (2.9)
where ni ’s are integer and αi(
n) = 2πnik are the eigenvalues of the holonomy matrix (distributed 
on the unit circle with distance 2π/k between two consecutive eigenvalues), and z = eiα and 
d1 = {z ∈ C|zk = 1} is a finite discrete subset of a unit circle S1 with size |d1| = k and f =
e−Nζv(U) is the weight function.
A toy model of the CSM theory, Eq. (2.9), with interesting features is the CS theory with 
the GWW potential, v(U) = − 12 Tr(U +U†), or v(α) = − 
∑
i=1 cosαi . In the following section, 
based on the above Toeplitz determinant formulas, exact analytic formulas for the free energy 
of the CSM theory with GWW potential are obtained. Furthermore, using the obtained explicit 
results for the free energy, the phase transitions and their orders between different phases of the 
theory are studied.
3. New results in Chern–Simons matter theory
In this part, the mathematical results in Toeplitz determinants have been adopted and trans-
lated in the language of gauge theory and their deep implications and applications in the study of 
gauge theory, e.g. in determining the free energy of the theory and revealing the phase structure 
have been studied. As we will see, this new method in study of gauge theory is not only able to 
reproduce a very recent important result about the phase structure of CSM, produced by other 
plausible methods in [29] and [30], but also provides explicit expressions for the free energy of 
the gauge theory which contains important new results for the order of phase transitions in gauge 
theory.
In this section, a new explicit results for the free energy and new phase transitions in the CSM 
theory with GWW potential are obtained. In order to obtain the final result, in the first part, the 
partition function of the CSM theory with an arbitrary potential is obtained via a recent result 
in the context of the discrete Toeplitz determinants. In the second part, the CSM theory with 
GWW potential is studied and explicit asymptotic results, in the limit of large parameters, for 
the partition function is obtained. In the third part, a careful study of the obtained results leads to 
an explicit expression for the free energy of the CSM theory with GWW potential which conse-
quently reveals new phase transitions in this case. In the fourth part, some consistency checks of 
the obtained results as well as some explicit computations for the free energy in different limits 
are performed.
3.1. CSM theory partition function
It has been recently shown that the analysis of discrete Toeplitz determinants can be done by 
means of continuous orthogonal polynomials associated to continuous weight function, [7]. The 
main result in that study is the explicit relation between the discrete and continuous versions of 
the Toeplitz determinant for a given weight function in terms of a Fredholm determinant. In this 
study, we investigate the implications of those results for gauge theory. In other words, via the 
relation between the Toeplitz determinants and partition functions, see Appendix A, the relation 
between the discrete and continuous Toeplitz determinants is used to connect the partition func-
84 A. Zahabi / Nuclear Physics B 903 (2016) 78–103tions of CSM theory (discrete YM theory) and continuous YM theory. The physical meanings 
and implications of this connection for phase structure of the CSM theory are studied.
In order to make the connection between Toeplitz determinants and CSM gauge theory pre-
cise, we studied the relations between the parameters in both subjects. In both subjects, there 
are parameters for indicating the features of the systems and these parameters are closely related 
by their meanings in each subject. For example, the rank of the gauge group in CSM theory is 
equivalent to the size of the Toeplitz determinant and the level of the CSM theory is equivalent 
to a parameter in discrete Toeplitz determinant that shows the discreteness. The temperature of 
CSM theory is an extra parameter in the weight function of the Toeplitz determinant. In sum-
mary, there is a one to one correspondence between the parameters in CSM theory and Toeplitz 
determinants which can be easily observed by comparing two subject.
After adopting the results in discrete Toeplitz determinants for the gauge theory in this study, 
the following explicit formula for the partition function is obtained from Eq. (A.9) and Eq. (A.10)
in Appendix A. In our setting, z = eiα and domain d1 = {z ∈C|zk = 1} is a finite discrete subset 
of a unit circle S1 with size |d1| = k (level of CS theory plays the role of discreteness in Toeplitz 
determinant) and f (z) = e−V (z) is a weight function, then, Eq. (A.9) and Eq. (A.10) imply
ZCSM
ZYM =
DkN(f, d1)
DN(f )
= det (1 +K), (3.1)
where K is the integral operator with a kernel,
K(z,w) = z−N pN(z)p
∗
N(w)− p∗N(z)pN(w)
1 − z−1w
√
vk(z)vk(w)e−V (z)e−V (w), (3.2)
and pN(z) is an orthogonal polynomial with respect to weight function e−V (z), (see Ap-
pendix A.2) and p∗N(z) := zNpN(z¯−1) (on the circle S1, z¯−1 = z), and by using γ (z) = zk − 1
in our domain, discrete function vk(z) is obtained from Eq. (A.12) as,
vk(z) =
⎧⎨
⎩
− zk1−zk z ∈ S1in
z−k
1−z−k z ∈ S1out
. (3.3)
Finally, the Fredholm determinant for the integral operator K is formally defined by,
det(1 +K) = 1 +
∞∑
n=1
(−1)n
n!
∫ ∫
. . .
∫
det
(
K(zi, zj )
)n
i,j=1 dz1 . . . dzn. (3.4)
Up to a normalization, the free energy of CSM theory is obtained by taking the logarithm of 
Eq. (3.1),
FCSM =FYM + log det (1 +K). (3.5)
For a trace class operator K , we have,
FCSM =FYM + Tr(log (1 +K)) =FYM +
∞∑
n=1
(−1)n+1 TrK
n
n
. (3.6)
The above formal expression (3.5) is a new exact result for the free energy of the CSM theory at 
any values of N , k, T . In principle, it contains more information about CSM theory in comparison 
to the existing results in the literature which only discuss the free energy in the large N, k, T
limit. In fact, its explicit evaluation reduces to evaluation of the Fredholm determinant with a 
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contains explicit information about the phase structure of the CSM with any potential described 
in Eq. (2.9). Roughly speaking, the kernel K which depends on the weight function f contains 
information about the free energy and it determines the phase structure of the theory.
In fact, as it will be clear in the following section in the example of CSM theory with GWW 
potential, by using this new method we can explicitly obtain the free energy and the phase struc-
ture of the model. And since the CSM model with GWW potential shares some features with the 
real CS theory we expect that CSM theory with GWW potential has the main qualitative features 
of the phase structure of realistic CSM theories with other different potentials. The CSM theory 
with any potential and its phase structure can be exactly studied by using the explicit form of the 
free energy given by Eq. (3.5). However, in this study we focus on the toy model with GWW 
potential as the first step towards CSM theory with other complicated potentials.
In gauge theories, we are interested in the limit of large parameters, in which the ratio of the 
partition functions can be studied via the asymptotic analysis of the Fredholm determinant. This 
analysis is mainly based on the asymptotic analysis of the orthogonal polynomials, [25,28]. In 
this study, instead of repeating the standard asymptotic analysis of the Fredholm determinant we 
rather prefer to focus on the physical aspects of the obtained results from these analysis. As the 
simplest example of such analysis, we consider a case of a positive constant weight function, 
fc = const. In this case, the asymptotics of orthogonal polynomial as N → ∞, [28], is
pN(z) =
{
zNO(e−CN) |z| ≥ 1 + 
O(e−CN) |z| ≤ 1 −  , (3.7)
where C is a constant, and by using Eq. (3.3), the discrete function vk(z) for large k becomes
vk(z) ≤
{
2(1 − )k |z| = 1 − 
2(1 + )−k |z| = 1 +  . (3.8)
Above asymptotic formulas for orthogonal polynomials and discrete function, imply the follow-
ing asymptotic results (in the limit N, k → ∞) for the ratio of partition functions, Eq. (3.1), with 
constant potential,
lim
k−N→∞,N→∞
ZkN(fc, d1)
ZN(fc) = 1 +O(e
−c(k+N)), (3.9)
where c is a positive constant and we have used Eq. (1.1). The analysis details of the proof of the 
above result can be found in [7]. We are interested in the physical meaning of the above result. 
In fact, Eq. (3.9) is expected, because, when the discrete structure vanishes in the limit k → ∞, 
then, in the leading order, the partition function of the continuum YM theory is the continuum 
limit of partition function of the discrete YM theory. In other words, for a constant potential, we 
expect free energy be a smooth function in the asymptotic limit. The continuum limit is smooth 
in the sense that we do not expect any discontinuity in the behavior of CSM theory that leads to 
a phase transition in the continuum limit. However, this soft continuum limit is not always the 
case and as it will be studied in this paper, the asymptotic limit of the ratio (3.1) depends on the 
weight function in a nontrivial way and the continuum limit is only obtained in a special region 
of the moduli space of the parameters.
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In this part, we explicitly demonstrate the usefulness of Eq. (3.1) in gauge theory and its 
ability to produce physical results in CSM theory. In an important example, the partition function 
of CSM theory with GWW potential is obtained explicitly in terms of the partition function of 
the GWW model (see Appendix A.1.2), and by careful analysis of the asymptotic regime, new 
phase transitions are traced.
In the finite regime, the following equation, obtained from Eq. (3.1), determines the CSM 
partition function with GWW potential,
Z(GWW)CSM =Z(GWW)YM det (1 +KGWW(z,w)), (3.10)
where KGWW(z, w) in principle can be obtained from Eq. (3.2) by putting VGWW(z) = −T2 (z +
z−1) and using appropriate pN(z) obtained from Eq. (A.26) with VGWW , see [7], and v(z) from 
Eq. (3.3).
In the limit N, T , k → ∞, asymptotic results for the ratio, Eq. (3.1), in the case of GWW 
potential can be obtained either from a direct asymptotic analysis of the Fredholm determinant, 
similar to the analysis for the case of the constant potential in the previous part, or by using the 
adopted version of the results for Toeplitz determinants in the context of Brownian motion, see 
Appendix A.1.1. In this study, we will not repeat any details of such analysis in the Brownian 
motion, instead we formally use the results in Brownian motion as some mathematical results 
and we further explore their implications for gauge theory. As a mathematical result, in domain 
ds = {z ∈ C| zk = s}, for fGWW = e−VGWW by putting together Eq. (A.13) and Eq. (A.14), we 
obtain,
lim
N,T ,k→∞
∮
|s|=1
ZkN (fGWW , ds)
ZN(fGWW)
ds
2π is
= F(k −μ
σ
), (3.11)
where F is the Tracy–Widom distribution (see Appendix B) and functions μ and σ are defined 
by
μ :=
{
N + T N ≥ T
2
√
NT N < T
, σ :=
⎧⎨
⎩2
− 13 T 13 N ≥ T
2− 23 T 13 (
√
N
T
+
√
T
N
)
1
3 N < T
. (3.12)
For s = 1, Eq. (3.11), implies the following new and useful result in gauge theory which is 
an explicit relation between the partition functions of CSM theory and YM theory with GWW 
potential,
lim
N,T ,k→∞
Z(GWW)CSM
Z(GWW)YM
= F(k −μ
σ
). (3.13)
As a remark, by using an expression for the Tracy–Widom distribution in terms of the kernel 
of the Airy function, F = det(1 + KAir), (see Appendix B), Eqs. (3.10) and (3.13), imply that 
limN,T ,k→∞ KGWW(z, w) = KAi(z, w).
In the following, we extract the physical meaning behind the simplicity and elegancy of the 
above mathematical result, Eq. (3.13). In the next step, an asymptotic formula for the ratio of 
the partition functions, Eq. (3.13), is obtained via the asymptotic formula for the Tracy–Widom 
distribution. Let us denote x = k−μ , then it is easy to see that the asymptotic limit k, N, T → ∞, σ
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Widom distribution, Eq. (B.5) in Appendix B, is
F(x) =
{
1 −O(e−x3/2) x → ∞
O(e−|x|3) x → −∞ . (3.14)
Let us denote the ratio by R(N, T , k) = limN,T ,k→∞ Z
(GWW)
CSM
Z(GWW)YM
= limx→±∞ F(x), then by using 
Eq. (3.14) and putting T = ζN , k = λ−1N , the ratio of the partition functions is given by,
R(N,T , k) =
{
1 −O(e−N) k > (1 + )μ(N,T )
0 +O(e−N2) k < (1 − )μ(N,T ) , (3.15)
where  is a positive infinitesimal parameter. Equivalently, the above result, up to leading order, 
can be written separately for two phases,
for N ≥ T : R(k,N,T ) ≈
{
1 k > N + T
0 k < N + T ,
for N < T : R(k,N,T ) ≈
{
1 k > 2
√
NT
0 k < 2
√
NT
. (3.16)
Remembering that the n-th order of phase transition is defined by a discontinuity in the n-th 
derivative of free energy, thus, since the ratio of the partition functions jumps across the line 
k = μ, one would expect a phase transition of order zero, however, more careful analysis by 
considering the sub-leading terms in the ratio is needed to determine the order of the phase 
transition via the explicit form of the free energy. As it is observed, CSM theory has a complicated 
moduli space of three parameters N,T , k indicating a phase transition at asymptotic regime.
In order to explain the above result for the ratio, we need to understand the phase structure of 
the eigenvalues of the holonomy matrix, see Appendix A.1.2. By definition, density of the eigen-
values of the holonomy matrix is positive and normalized by 
∫ π
−π ρ(α)dα = 1. The eigenvalue 
density is obviously restricted from below by zero lower bound. The lower gaps in the eigen-
value density are defined by {α|α ∼ α + 2π, ρ(α) = 0} and this leads to the lower-gap phase of 
the CSM theory. As it is explained in Appendix A.1.2, and in [29], in the CSM theory the eigen-
values of the holonomy matrix are discrete and distance between two consecutive eigenvalues 
is 2π/k. The discretization of the eigenvalues leads to an upper bound, k2π × 1N = 12πλ , in the 
eigenvalue density, as
0 ≤ ρ(α) ≤ 1
2πλ
. (3.17)
The upper bound on the eigenvalue density leads to the upper-gap phase with upper gaps defined 
by {α|α ∼ α + 2π, ρ(α) = 12πλ }. The phase structure of the CSM theory defined by Eq. (2.9), 
can be understood via the comparison of the competing forces in the theory. There are two com-
peting factors in this problem: I) the attractive potential V (U), of order O(N2) at leading order 
with T = ζN , which tends to clump the eigenvalues αi’s and II) the repulsive force, of order 
O(N2), from the measure DU or equivalently from the Vandermonde determinant which repels 
the eigenvalues, roughly because it vanishes when two eigenvalues coincide. Roughly speaking, 
competition of the attractive force from the potential and a repulsive force from the Vandermonde 
determinant in the matrix integral, results to a phase transition. In fact, there are two phases; in 
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on the whole circle. In another phase, the repulsive force is weaker and this leads to the existence 
of a gap in the eigenvalue density and therefore the eigenvalues have only support on finite arcs 
on the circle.
In summary, the saddle point analysis in the variational problem (A.16) indicates that in the 
CSM theory with the GWW potential, there are four phases, namely no-gap phase, lower-gap
phase, upper-gap phase and two (lower and upper)-gap phase. Depending on the parameters 
λ and ζ , the phases of the CSM theory are classified in [29]. For summary of details of the phase 
structure of this model see the Appendix A.1.2.
Finally, a possible interpretation of the above result (3.16) can be expressed in terms of the 
continuum limit of the CSM theory and/or existence of the upper-gap phase. Notice that the 
difference between the CSM theory and the YM theory is the presence of the discreteness and/or 
upper bound in eigenvalue density for the CSM theory. Therefore, the continuum limit of the 
CSM is expected in the regime or the phase that upper bound is not saturated. On the other hand, 
in the continuum limit the partition function of the CSM theory becomes the partition function of 
the YM theory and the ratio becomes one. Therefore, as we are interested in the phase structure 
of the theory at large N, k, T with fixed ζ, λ, from Eq. (3.16) with the change of variable in terms 
of λ and ζ the ratio with the correct interpretation can be written as
for ζ ≤ 1 : R(λ, ζ ) ≈
{
1 no upper-bound/continuum phase, λ−1 > ζ + 1
0 upper-bound/discrete phase, λ−1 < ζ + 1 , (3.18)
for ζ > 1 : R(λ, ζ ) ≈
{
1 no upper-bound/continuum phase, λ−1 > 2
√
ζ
0 upper-bound/discrete phase, λ−1 < 2
√
ζ
. (3.19)
In the next part, explicit calculations for the free energy in each region of the moduli space 
determine the order of this new phase transition and other features of the CSM theory.
Above interpretation is consistent with the summarized results in the Appendix A.1.2. This 
consistency can be seen by comparing our above result with the rearranged form of (A.24),
for λ < 1
2
:
{
no-gap or lower-gap, ζ < 14λ2
two-gap, ζ > 14λ2
,
for λ > 1
2
:
{
no-gap, ζ < 1
λ
− 1
upper-gap or two-gap, ζ > 1
λ
− 1 . (3.20)
However, in contrast to [29], our phase structure result is completely based on the analysis of 
the ratio of partition functions, without calculating the eigenvalue density. Moreover, as it will 
be clarified, our result contains more information about the phase structure such as the explicit 
formulas for the free energy which gives the orders of phase transitions between continuous and 
discrete YM theories (CSM theory) and also between discrete YM theories (CSM theories) in 
different phases. The actual properties and features of these new phase transitions can only be 
described by careful analysis of the Tracy–Widom distribution which will be presented in the 
next part.
3.3. Free energy of CSM theory and orders of phase transitions
In this part, an explicit formula for the free energy of the CSM theory in different phases 
is obtained. The free energy determines the order of the new phase transition introduced in the 
A. Zahabi / Nuclear Physics B 903 (2016) 78–103 89previous part. The obtained results will be checked in nontrivial calculations. Furthermore, some 
limits of the free energy in interesting points of the moduli space are computed.
In order to study the phase structure of the theory, the first step is to compute the sub-leading 
corrections to ratio formula, Eq. (3.15), by using the expansion of the Tracy–Widom distribution. 
In the asymptotic regime, the free energy of the YM and CSM theories is defined via their par-
tition functions, FYM/CSM = limN→∞ 1N2 logZYM/CSM . In the case of GWW potential, by using 
Eq. (3.13), and the integral representation of the Tracy–Widom distribution (see Appendix B), 
the free energy of the CSM theory is given by
FCSM =FYM + 1
N2
logF(x) =FYM − 1
N2
[
∞∫
x
(s − x)q2(s)ds], (3.21)
where x = k−μ
σ
. In different phases, by using YM free energy, [17],
F (GWW)YM (ζ ) =
{
ζ 2
4 0 < ζ < 1
ζ − 34 − log ζ2 ζ > 1
, (3.22)
the free energy of the CSM theory is given by
FCSM =FYM + 1
N2
logF(N
2
3 j)
=
⎧⎨
⎩
ζ 2
4 − 1N2 [
∫∞
N
2
3 j
(s −N 23 j)q2(s)ds] ζ ≤ 1
ζ − 34 − log ζ2 − 1N2 [
∫∞
N
2
3 j
(s −N 23 j)q2(s)ds] ζ > 1 , (3.23)
where
j :=
⎧⎪⎪⎨
⎪⎪⎩
k−(N+T )
2−
1
3 T
1
3
N− 23 = λ−1−(ζ+1)
2−
1
3 ζ
1
3
ζ ≤ 1
k−(2√NT )
2−
2
3 T
1
3 (
√
N
T
+
√
T
N
)
1
3
N− 23 = λ−1−2ζ
1
2
2−
2
3 ζ
1
3 (ζ
1
2 +ζ− 12 ) 13
ζ > 1
. (3.24)
Following the interpretation of the ratio result in the previous section, Eq. (3.21) can be written 
as
FCSM =FYM +Fub, (3.25)
where Fub = 1N2 logF(N
2
3 j) = − 1
N2
∫∞
N
2
3 j
(s − N 23 j)q2(s)ds is the upper bound energy. For 
j < 0, in the large N limit, by using the expansion of q(s) in the limit s → ±∞, (see Ap-
pendix B), the following approximate result up to leading order is obtained,
Fub = − 1
N2
∞∫
N
2
3 j
(s −N 23 j)q2(s)ds
≈ − 1
N2
∫
(s −N 23 j)(−s
2
)ds
∣∣∣∣
s=N 23 j→−∞
− 1
N2
∫
(s −N 23 j)q2(s)ds
∣∣∣∣
s=finite
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N2
∫
(s −N 23 j)(− e
− 23 s
3
2
2
√
πs
1
4
)2ds
∣∣∣∣
s→∞
≈ j
3
12
, (3.26)
where we separated the integrand in the first line into three terms for s → −∞, finite s and 
s → +∞, since the integration in the limit N → +∞ is from minus infinity to plus infinity. 
Notice that s is bounded from below by N
2
3 j and therefore it cannot tend to minus infinity faster 
than N
2
3 j . The third and fourth lines vanish in the large N limit and only the second line gives a 
finite contribution and the result can be obtained by evaluation of the integral in the second line. 
Above approximate calculation produce the correct result as it will be shown in the following.
In the next-to-leading order, the upper bound energy and total free energy of CSM theory in 
each phase can be computed, either by using the above result, Eq. (3.26), or by direct computation 
from Eq. (3.25), and the free energy of GWW model, Eq. (3.22), and a new obtained result for 
the expansion of the Tracy–Widom distribution, Eq. (B.5), [5], and the result is
for ζ ≤ 1 :FCSM =
⎧⎪⎨
⎪⎩
ζ 2
4 + 1N2 log(1 − e
−c1j3/2N
32πj3/2N ) λ
−1 > ζ + 1
ζ 2
4 + 1N2 log(c3 e
−c2 |j |3N2
|j |1/8N1/12 ) λ
−1 < ζ + 1
, (3.27)
where c1 = 4/3, c2 = 1/12, c3 = 2 142 e(ζ ∗)′(−1) and j = λ−1−(ζ+1)
2−
1
3 ζ
1
3
in this phase, and in the other 
phase,
for ζ > 1 :FCSM =
⎧⎪⎨
⎪⎩
ζ − 34 − log ζ2 + 1N2 log(1 − e
−c1j3/2N
32πj3/2N ) λ
−1 > 2ζ 12
ζ − 34 − log ζ2 + 1N2 log(c3 e
−c2|j |3N2
|j |1/8N1/12 ) λ
−1 < 2ζ 12
, (3.28)
where j = λ−1−2ζ
1
2
2−
2
3 ζ
1
3 (ζ
1
2 +ζ− 12 ) 13
.
In the large N limit, by expanding the logarithm, the CSM free energy in leading order can be 
computed from above equations,
for ζ ≤ 1 :FCSM =
⎧⎨
⎩
ζ 2
4 λ
−1 > ζ + 1
ζ 2
4 − c22−1ζ |λ−1 − (ζ + 1)|3 λ−1 < ζ + 1
, (3.29)
and
for ζ > 1 :FCSM =
⎧⎨
⎩
ζ − 34 − log ζ2 λ−1 > 2ζ
1
2
ζ − 34 − log ζ2 − c22−2ζ(ζ 12 +ζ− 12 ) |λ
−1 − 2ζ 12 |3 λ−1 < 2ζ 12 . (3.30)
Thus, in different regions of the moduli space, the upper bound energy is given by
Fub =
⎧⎨
⎩
− c22−1ζ |λ−1 − (ζ + 1)|3 ζ ≤ 1, λ−1 < ζ + 1
− c2
2−2ζ(ζ
1
2 +ζ− 12 )
|λ−1 − 2ζ 12 |3 ζ > 1, λ−1 < 2ζ 12 . (3.31)
After inserting c2 = 1/12, one can see that the above result is exactly the same as Eq. (3.26). It 
would be interesting to compare the above explicit expressions for the free energy, and possible 
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analytic expressions for free energy that would be obtained from Eq. (A.17) by putting the equi-
librium eigenvalue density of CSM theory with GWW potential. However, by using Eq. (A.17), 
the general formula of free energy is used in the discussion of level-rank duality, in [29] and [30], 
but in comparison to our studies, the analytic formula for free energy as a function of λ and ζ , 
is not obtained and consequently the orders of the phase transitions in the CSM theory with any 
potential such as GWW potential are not discussed in [29] and [30]. After some remarks, based 
on the obtained results we will discuss the phase structure and the orders of phase transitions in 
CSM theory.
It can be seen from Eq. (3.31) that, depending on the phase, the upper bound forms at a critical 
coupling λc, which can be determined exactly in each phase,
λ−1c =
{
2(1 − )ζ 12 ζ > 1
(1 − )(1 + ζ ) ζ ≤ 1 , (3.32)
and upper bound critical energy, Fcritub , infinitesimally close to the domain wall, at λc, is
Fcritub =
{
32c23ζ
3
2 /(ζ
3
2 + ζ 12 ) ζ > 1
2c23(1 + ζ )3/ζ ζ ≤ 1
. (3.33)
The free energy of CSM theory, Eqs. (3.29) and (3.30), determines the phase structure of the 
CSM theory, Fig. 1. In fact, the explicit formula for the free energy of the upper bound, deter-
mines the order of the phase transition between the continuous theory (YM theory) and discrete 
theory (CSM theory). From the upper bound energy, Eq. (3.31), it is easy to find that the phase 
transition at λ−1 = ζ + 1, between regions (I) and (II), and the phase transition at λ−1 = 2ζ 12 , 
between regions (III) and (IV) are third order, i.e. the third derivative of the free energy, with 
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order phase transition between regions (I) and (IV) happens at domain wall ζ = 1. One needs 
to check the continuity of derivative of free energy, with respect to ζ , in regions (I) and (IV) at 
ζ = 1 up to second derivative. However, this domain wall separates also regions (II) and (III) and 
in those regions, this is a third-order domain wall by simple computation from YM free energy, 
Eq. (3.22). Thus, upper bound changes the third-order domain wall to a second-order domain 
wall. In summary, the above results in CSM theory with GWW potential determine the phase 
structure of the theory and as a new result of our study we have determined the order of phase 
transitions. In this theory, there are four different domain walls separating four different phases. 
I) At the GWW domain wall, the black line, ζ = 1, where a third-order phase transition occurs 
and II) at the green line, ζ = 1, separating two discrete theories, a second-order phase transi-
tion occurs, and III) two third-order domain walls separating continuous theories and discrete 
theories; the blue line, λ−1 = ζ + 1 in ζ ≤ 1 phase and the red curve, λ−1 = 2ζ 12 in ζ > 1 phase.
3.4. Consistency checks and remarks
Consistency checks can be observed in the following. The YM eigenvalue density, ρ(α), 
Eq. (A.19), is maximum at α = 0. Hence the upper bound condition, ρ(α) < 12πλ , becomes
ρ(α = 0) =
⎧⎪⎪⎨
⎪⎪⎩
1
2π (1 + ζ cosα)
∣∣∣∣
α=0
= 12π (1 + ζ ) < 12πλ ζ ≤ 1
ζ
π
cos(α/2)
√
1
ζ
− sin2(α/2)
∣∣∣∣
α=0
=
√
ζ
π
< 12πλ ζ > 1
. (3.34)
These conditions are precisely the conditions in Fub = 0 or R(λ, ζ ) = 1, in regions (II) and (III). 
In this case, the CSM theory is described by the continuum YM theory and thus the eigenvalue 
density of the CSM theory, which in the phase R(λ, ζ ) = 1 is the eigenvalue density of YM 
theory, should satisfy the upper bound.
In the following, some explicit values of the upper bound energy in strong and weak coupling 
regime are computed. Taking the strong coupling limit, λ → ∞, is only possible in regions (I) 
and (IV) and the values of the upper bound energy at strong coupling are given by
in region (I) :Fub =
{
16c2 ζ → 1
∞ ζ → 0 , (3.35)
and
in region (IV) :Fub =
{
16c2 ζ → 1
32c2 ζ → ∞ . (3.36)
More generally, in region (IV), for any fixed λ, Fub = 32c2 as ζ → ∞. In the zero coupling limit 
(free limit), λ → 0, we expect to see the continuous YM theory and thus Fub = 0. This limit is 
only possible and meaningful in region (IV) (because in regions (II) and (III) the CSM theory 
is always in continuous phase) and in this region it implies ζ → ∞ which leads to Fub → 0, as 
λ → 0 and ζ → ∞, because λ−1 −2ζ 12 → 0, as  → 0. Such behavior in zero coupling limit is in 
fact consistent with results of other studies in [15,27] and [12]. It has been shown in those studies 
that the thermal partition function of CSM theory in the free limit is governed by continuous YM 
partition function (A.1) and the phase structure of the theory is similar to that of YM theory.
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4. Interpretations and discussions
There are some possible explanations as well as interpretations of our results. A possible 
explanation is via the understanding of the physical picture of the phase transition. The level k is 
a formal source of discreteness in the system and the real source of discreteness is the existence of 
the upper bound. In fact, since all the parameters are going to infinity, taking the continuum limit 
strictly depends on the relations between the parameters. The plausible continuum limit exists 
under certain conditions. In the naive continuum limit, we expect to remove the upper bound, 
λ → 0, on the eigenvalue density, but at the same time, for larger and larger T the eigenvalue 
density is sharper and peak of the eigenvalue density is higher, so, λ → 0 limit should be taken 
before the limit T → ∞. On the other hand, for finite λ in some phases, although the eigenvalue 
density is bounded but the upper bound is not saturated and the upper-gap is not formed and 
therefore the continuum limit of the CSM theory exists. Therefore, we can explain our results 
as a sufficient and necessary conditions for the continuum limit. In summary, in order to get 
the expected continuum limit, k should go to infinity faster than N (and T ), i.e. the relations 
k > N + T and k > 2√NT in two phases.
In this study we have observed a new second order phase transition between two CSM theories 
in regions (I) and (IV). It would be interesting to understand possible physical meanings and 
implications of this second order domain wall.
In the upper-gap phases, the partition function and free energy of the CSM theory, in addition 
to the YM part, contain an extra term originated from the upper bound. The upper gap is a 
consequence of discretization of the eigenvalues of the holonomy matrix and the discreteness is 
itself a direct consequence of the summation over flux sectors in the partition function. Discrete 
fluxes are dual to the monopole operators and discrete flux configurations are effectively the 
same as the configurations generated by monopoles at the centre of S2. However, in our case, 
there is no physical monopole or any matter inside S2. Having said that, we might interpret the 
formation of the upper bound configuration and its energy Fub as the formation of the monopole 
in the CSM theory with the same energy. Possible physical implications of our results in the 
context of monopoles, e.g. monopole condensation and confinement is highly interesting and 
remain for future studies.
As it is discussed in [29] and [30] and references therein, the level-rank duality in CSM theory 
leads to conservation of the partition function under the transformation N → k − N and k → k
or equivalently, λ → 1 − λ and ζ → ζ(λ/(1 − λ)). At λ = λc = 1/2, the level-rank duality is 
valid. But in the general case, the level-rank duality does not seem to be valid. At λ = λc, the 
CSM free energy in each phase satisfies the level-rank duality but further studies are needed to 
find other solutions, λ∗, satisfying,
FCSM(λ, ζ )
∣∣∣∣
λ∗
=FCSM(1 − λ, ζλ1 − λ)
∣∣∣∣
λ∗
. (4.1)
A similar third-order phase transition, between discrete and continuous two-dimensional 
gauge theories, occurs in the Douglas–Kazakov model, [14]. Similar phase transitions happen 
also in 2d q-deformed YM theory, [4,10] and [19]. It would be interesting to explore possible 
relations between our study and these works.
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results in section 3.1 allow to study the asymptotic limit of the ratio of the partition functions of 
CSM and YM theories for any arbitrary potential. One would expect to get similar phase structure 
of upper-gap and no-upper-gap phases for an arbitrary nontrivial potential. We conjecture that the 
orders of phase transitions between different phases of CSM theory with any potential in Fig. 1
is universal second and third orders. However, the actual computations of the free energy and the 
order of phase transitions remain for future studies.
Possible generalizations of the obtained results in this paper, e.g. the third-order phase transi-
tions, to CSM theory with other gauge groups G = O(N) and Sp(N), remain for future studies, 
[11].
Another direction for further study is possible applications and implications of our results, 
especially the new phase structure of the model, in AdS/CFT correspondence with Vasiliev higher 
spin gravity.
Acknowledgements
Thanks to N. Jokela and T. Takimi for useful discussions and reading the manuscript.
Appendix A. Random matrix theory, Toeplitz determinant and Riemann–Hilbert 
problem in gauge theory
In this appendix, two-dimensional Yang–Mills theory and three-dimensional Chern–Simons 
matter theory, and their relation to matrix models and Toeplitz determinants are reviewed. The 
examples of YM and CSM theories with the Gross–Witten–Wadia potential are considered and 
explicit formulas for the partition function and free energy are reviewed. Furthermore, the phase 
structure of the models and the eigenvalue distribution are described. Finally, the GWW model 
as the solution of the Riemann–Hilbert problem is briefly stated.
A.1. YM theory, CSM theory, matrix models and Toeplitz determinant
YM theory and CSM theory as matrix models The interesting and rich phase structure of 2d
YM theory and its matrix model representation with some special potentials have been studied 
in both mathematics and physics literature, [17,33] and [6]. The two-dimensional YM theory is 
defined via the following matrix integral representation of the partition function,
ZYM =
∫
[DU ]e−VYM =
N∏
j=1
∞∫
−∞
dαj
∏
l<p
(
2 sin(
αl − αp
2
)
)2
e−VYM
=
N∏
j=1
∞∫
−∞
dαj
∏
l<p
|eiαl − eiαp |2e−VYM , (A.1)
where VYM is the potential of the YM theory. This is a partition function of Coulomb gas of unit 
charges on the unit circle with an attractive potential VYM and a logarithmic repulsive potential, 
log |eiαl − eiαp |, from the Vandermonde determinant.
Similar to the above result, the path integral of the CSM partition function Eq. (2.8) can 
be evaluated by using the techniques from [9] for pure CS and its modification to include the 
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computation and sketch the derivation of each step but for further details and implications we 
refer to the mentioned references. As we observed in section 2, after integrating out the massive 
fields in the path integral (2.4), we are left with a path integral (2.8) over massless fields and the 
holonomy field. In the following, we integrate on the remaining massless fields and we reduce 
the path integral to a matrix integral over the holonomy fields.
The first step towards this goal is fixing the gauge invariance of the theory. Let us write A as 
A1,2 along the S2 direction and A3 along the S1 direction. Then, there are three gauge fixing: 
i) temporal gauge, ∂3U = 0 for U = eβA3 which is the closest gauge to A3 = 0 and leaves a 2d
gauge invariance. For further constraining this gauge freedom, we impose ii) diagonalize U(x)
simultaneously for all x ∈ S2. This constraint Abelianize the 2d gauge invariance to a 2d U(1)N
gauge invariance. We further constrain the residual 2d Abelian gauge invariance by imposing iii) 
a Coulomb gauge on the time independent diagonal elements of A1,2.
As we mentioned, in order to evaluate the path integral in (2.8), we want to integrate over 
the remaining fields A1,2 and reduce the path integral to a matrix integral over U . To do so, we 
impose the above gauge fixing and after some straightforward computations the path integral 
(2.8) reduces to
ZCSM =
∫
[DA3][DA2][DA1]FPe−i k2π
∫
d3xTr(A3(∂1A2−∂2A1)+D3A1A2)−T
∫
d2x
√
gv(U(x)),
(A.2)
where FP is the Fadeev–Popov determinant of gauge fixing conditions and D3 = ∂3 + [A3, ].
Now by using the Gaussian integration and Lagrange multiplier method it is straightforward 
to integrate over A1,2 in the following manner. Notice that, because of the gauge fixing, the first 
term in the exponential receives contributions only from time independent diagonal elements of 
A1,2 and these elements do not contribute to the second term in the exponential. Then, obviously 
the path integral over off-diagonal elements of A1,2 in the second term is of the Gaussian form 
and yields 1√DetV (D3) , where DetV (D3) is a determinant of the operator D3 acting in wedge 
product over vector functions.
By imposing the gauge condition (iii), the path integrals over time-independent diagonal ele-
ments of A1,2 in the first term of the exponential, evaluated to a delta function that fixes U(x) to 
be constant on S2. Then, because of the delta function, the path integral over the eigenvalues of 
the holonomy matrix is reduced to an ordinary integral over the constant eigenvalues of holon-
omy matrix. Lets mj ’s be constant units of flux for the j -th U(1) factor, then after summing over 
all flux sectors, the full path integral for holonomy matrix reduces to,
N∏
j=1
∞∫
−∞
dαj
∞∑
mj=−∞
eikmjαj . (A.3)
As we will see, the above contribution from the U(1)N flux sectors leads to the discretization of 
the holonomy eigenvalues.
It is heuristically argued in [29] and carefully evaluated in [9] that the Fadeev–Popov deter-
minant of the gauge conditions is FP = DetS(D3), a determinant of the operator D3 acting on 
scalar functions on S2 and also 
√
DetV (D3) = Det′S(D3), which is a determinant of the operator 
D3 acting on scalar functions on S2 excluding the zero mode of the scalar field. Therefore, the 
Fadeev–Popov determinant mostly cancels by the path integral of the off-diagonal elements and 
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modes, which is independent of the flux sector, becomes
FP√
detV (D3)
= detS(D3)
det′S(D3)
=
∏
l<p
(
2 sin(
αl(nl)− αp(np)
2
)
)2
. (A.4)
Putting above pieces of calculation together, partition function of CSM theory, Eq. (2.8), is given 
by a discrete unitary matrix integral,
ZCSM =
∫
[DA] e(iSCS−T
∫
d2x
√
gv(U(x)))
=
N∏
j=1
∞∫
−∞
dαj
[∏
l<p
(
2 sin(
αl(
n)− αp(
n)
2
)
)2
e−Nζv(U)
] ∞∑
mj=−∞
eikmjαj
=
N∏
j=1
∞∫
−∞
dαj
[∏
l<p
(
2 sin(
αl(
n)− αp(
n)
2
)
)2
e−Nζv(U)
]∑
n∈Z
δ(kαj − 2πn)
=
N∏
i=1
∞∑
ni=−∞
[∏
l<i
(
2 sin(
αl(
n)− αi(
n)
2
)
)2
e−Nζv(U)
]
, (A.5)
where from the second line to the third line we used 
∑∞
mj=−∞ e
ikmjαj =∑n∈Z δ(kαj − 2πn), 
and the delta function puts restriction on eigenvalues, αj (
n) = 2πnjk , such that no two ni are 
allowed to be equal, which in return transform the integral over the eigenvalues to a discrete sum 
in the last line.
A.1.1. Toeplitz determinant, matrix model and Brownian motion
The relation between matrix integral and Toeplitz determinant is briefly introduced in the 
introduction. In this part, in order to elaborate more on Eq. (A.9), the continuous and discrete 
Toeplitz determinants are defined and their relations to continuous and discrete matrix models 
are stated.
A continuous Toeplitz determinant with a weight function f is defined by
DN(f ) = det
⎡
⎢⎣ ∫
|z|=1
z−j+lf (z) dz
2π iz
⎤
⎥⎦
N−1
j,l=0
, (A.6)
where z = eiα . Similarly, the discrete Toeplitz determinant is defined in a finite domain d with 
the size |d| as follows
D|d|N (f, d) = det
[
1
|d|
∑
z∈d
z−j+lf (z)
]N−1
j,l=0
. (A.7)
The discrete and continuous Toeplitz determinants are related to the discrete and continuous 
matrix integrals via a relation called, Heine–Szegö identity,
A. Zahabi / Nuclear Physics B 903 (2016) 78–103 97DN(f ) =
N∏
j=1
2π∫
0
dαj
2π
f (eiαj )
∏
l<p
|eiαl − eiαp |2,
D|d|N (f, d) =
1
N !|d|N
∑
(z1,...,zN )∈dN
N∏
j=1
f (zj )
∏
1<j<l≤N
|zj − zl |2. (A.8)
Therefore, the partition functions of YM theory and CSM theory are equal to the determinant 
of N × N continuous Toeplitz matrix (continuous Toeplitz determinant), DN(f ), and discrete 
Toeplitz determinants, D|d1|N (f, d1), on domain d1 = {z ∈ C|zk = 1} with size |d1| = k, respec-
tively,
ZYM = DN(f ), ZCSM = DkN(f, d1), (A.9)
where f = e−VYM is the generating (weight) function.
In [7] discrete Toeplitz determinants are used to study non-intersecting Brownian motion. The 
main result of that study is the following result, Theorem (1.1) in [7]. Let d be a finite discrete 
subset of a unit circle S1 with size |d| and let  be a neighborhood of S1 and f (z) be an analytic 
positive weight function with continuous measure, f (z) dz2π iz , then,
D|d|N (f, d)
DN(f )
= det (1 +K), (A.10)
where K is the integral operator with kernel K(z, w) of the Fredholm determinant. And as we 
briefly pointed out, the kernel is given by a factor of continuous kernel as
K(z,w) = Kcont(z,w)
√
v(z)v(w)f (z)f (w),
Kcont(z,w) = z−N pN(z)p
∗
N(w)− p∗N(z)pN(w)
1 − z−1w , (A.11)
and pN(z) is an orthogonal polynomial with respect to weight function f (z), and p∗N(z) :=
zNpN(z¯−1), and v(z) is a function representing discreteness. This function is defined by
v(z) :=
{
− zγ ′(z)
kγ (z)
z ∈ S1in
zγ ′(z)
kγ (z)
− 1 z ∈ S1out
, (A.12)
where γ (z) is an analytic function on  such that it vanishes exactly on d and all zeros are 
simple, and S1in and S1out are positively-oriented circles of radius 1 −  and 1 + , for small  > 0. 
For proof of the above result in a slightly different notation, see [7].
Toeplitz determinant appears naturally in the context of Brownian motion as probability. 
In order to state some other useful and relevant results from [7] which we are going to use 
them in gauge theory, let us briefly introduce a minimal necessary notation in random walk 
theory. Let Xi(t), i = 1, . . . , N be independent standard Brownian motion with conditions, 
X0(t) < X1(t) < . . . < XN−1(t) for all t ∈ [0, T ] and Xi(0) = Xi(T ) and define the width by 
WN(T ) = supt∈[0,T ](XN−1(t) − X1(t)). Then, the conditional probability for the width WN(T )
of non-intersecting continuous time symmetric simple random walks is obtained in (Proposi-
tion 4.1), [7],
P(WN(T ) <M) = lim
N,T ,k→∞
∮ D|ds |N (fGWW , ds)
DN(fGWW)
ds
2π is
, (A.13)|s|=1
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lim
N,T→∞P(
WN(T )−μ(N,T )
σ (N,T )
≤ x) = F(x), (A.14)
where
μ :=
{
N + T N ≥ T
2
√
NT N < T
, σ :=
⎧⎨
⎩2
− 13 T 13 N ≥ T
2− 23 T 13 (
√
N
T
+
√
T
N
)
1
3 N < T
, (A.15)
and F(x) is the Tracy–Widom distribution, discussed in Appendix B.
A.1.2. Free energy and eigenvalue distribution function
In the YM theory, in order to find the equilibrium measure one has to look for the measure on 
the circle which is non-negative and satisfies an energy minimization problem.
The distribution of the eigenvalues on the unit circle is determined by solving the following 
variational problem, [6]. For a given measure f (z) dz2π iz , the equilibrium measure (eigenvalue 
density) ρ(z) is obtained as a unique minimizer of the free energy in following variational prob-
lem,
EV = inf{FV ((ρ)) : ρ is a probability measure on the unit circle S1}, (A.16)
where
FV (ρ) =
∫ ∫
S1×S1
log |z −w|−1dρ(z)dρ(w)+
∫
S1
V (z)dρ(z), (A.17)
is the free energy.
Gross–Witten–Wadia model Consider a specific potential VYM = −(T /2)Tr(U +U†) where U
is a N ×N holonomy matrix with eigenvalues αi’s. This defines an interesting two-dimensional 
YM theory, called Gross–Witten–Wadia model, [17,33], which is a unitary random one-matrix 
model. The partition function reads,
Z(GWW)YM =
∫
[DU ]e T2 Tr(U+U†)
=
N∏
j=1
∞∫
−∞
dαj
∏
l<p
(
2 sin(
αl − αp
2
)
)2 N∏
j=1
e
T
2 (zj+z−1j )
=
N∏
j=1
∞∫
−∞
dαj
∏
l<p
|eiαl − eiαp |2eT
∑N
j=1 cos αj . (A.18)
The above partition function is equivalently given by the Toeplitz determinant, DN(f ) with f =
eT cos α .
By solving the variational problem for the GWW model, V (z) = T2 (z + z−1), the eigenvalue 
density is obtained,
ρ(α) =
{ 1
2π (1 + ζ cosα) ζ ≤ 1
ζ cos(α/2)
√
1 − sin2(α/2) ζ > 1 . (A.19)π ζ
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transition happens at ζ = 1, and the eigenvalue density ρ(α) has different features in different 
phases. In ζ ≤ 1 phase, ρ(α) is supported on whole circle and this phase is called no-gap phase. 
In ζ > 1 phase, ρ(α) is supported on a subset of circle, [−αc, αc] where αc is given by the 
condition sin2(αc/2) = 1/ζ and this phase is called lower-gap phase. Free energy of the GWW 
model is defined by F (GWW)YM (ζ ) = limN→∞ 1N2 logZ
(GWW)
YM (e
ζN
∑
j cos αj ), and can be computed 
by putting the eigenvalue density (A.19) in (A.17) and with a change of variable T = ζN , it has 
been computed in [17],
F (GWW)YM (ζ ) =
{
ζ 2
4 0 < ζ < 1
ζ − 34 − log ζ2 ζ > 1
. (A.20)
A third-order phase transition, i.e. discontinuity in d3F/d3ζ , occurs at ζ = 1.
CSM theory with GWW potential In the following, the qualitative and quantitative results for 
the phase structure of CSM theory with GWW potential are reviewed. The explicit results are 
obtained from the saddle point analysis of the variational problem for the discrete GWW model, 
in low-temperature [29] and high-temperature [30]. For alternative derivations of the eigenvalue 
measures for models of this type, see [20].
At low temperatures, in the regions (λ < 1/2, ζ < 1) and (λ > 1/2, ζ < 1/λ −1), the repulsive 
force (factor (II) in discussion in section 3.2) is stronger and eigenvalue density has support 
everywhere on the unit circle. The eigenvalue density is given by ρ(α) = (1 + ζ cosα)/2π and 
the system is in no-gap phase. As the temperature increases, the attractive force (factor (I)) plays 
more effective role and depending on λ, the lower-gap or the upper-gap forms first. For small 
λ, λ < 1/2, in the region 1 < ζ < 1/4λ2, the upper bound is large and first the lower-gap phase 
forms with eigenvalue density, ρ(α) = ζ cos(α/2)/π
√
1/ζ − sin2(α/2) supported on [−αc, αc]
and αc is given by the condition sin2(αc/2) = 1/ζ . Then, in the region ζ > 1/4λ2 the two-gap 
phase with one lower-gap and one upper-gap forms. The lower-gap and the upper-gap are located 
on the arcs [eib, e−ib] and [eia, e−ia] on the unit circle, respectively, where a and b are determined 
by
1
4πλ
a∫
−a
dα
1√
sin2 a2 − sin2 α2
√
sin2 b2 − sin2 α2
= ζ,
1
4πλ
a∫
−a
dα
cosα√
sin2 a2 − sin2 α2
√
sin2 b2 − sin2 α2
= 1 + ζ
2
(cosa + cosb). (A.21)
Between the arcs, in the complement of two gaps, the eigenvalue density is determined by
ρ(α) = | sinα|
4π2λ
√
(sin2
α
2
− sin2 a
2
)(sin2
b
2
− sin2 α
2
)
×
a∫
−a
dθ
1
(cos θ − cosα)
√
sin2 a2 − sin2 θ2
√
sin2 b2 − sin2 θ2
. (A.22)
For large λ, λ > 1/2, in the region 1/λ − 1 < ζ < 1/(4λ(1 − λ)), the upper bound is small and 
upper-gap phase forms first, with eigenvalue density,
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⎧⎨
⎩
1
2πλ − ζπ | sin α2 |
√
1−λ
λζ
− cos2 α2 cos2 α2 < 1−λλζ
1
2πλ cos
2 α
2 >
1−λ
λζ
, (A.23)
then, in the region ζ > 1/(4λ(1 − λ)), the two-gap phase forms.
In summary, the phase structure of the CSM theory with GWW potential is
for λ < λc :
⎧⎪⎨
⎪⎩
no-gap phase ζ < 1
lower-gap phase 1 < ζ < 14λ2
two-gap phase ζ > 14λ2
,
for λ > λc :
⎧⎪⎨
⎪⎩
no-gap phase ζ < 1
λ
− 1
upper-gap phase 1
λ
− 1 < ζ < 14λ(1−λ)
two-gap phase ζ > 14λ(1−λ)
, (A.24)
where λc = 12 . In principle, the above results for eigenvalue density can be put in Eq. (A.17)
to give the free energy of GWW model. The general form of free energy, Eq. (A.17), has been 
discussed and used for CSM theory with different potentials including the GWW potential in 
the discussion of level-rank duality, [30]. However, our new explicit results for free energy of 
the CSM theory with GWW potential as an analytic function of λ and ζ is obtained from a 
completely different method.
A.2. Riemann–Hilbert problem in Yang–Mills theory
In this part, the YM theory as a continuous matrix model is formulated via a well-defined 
mathematical problem, namely the Riemann–Hilbert problem (RHP), [6]. In the following, or-
thogonal polynomials and RHP associated to the GWW model are reviewed. Lets z ∈ C, and 
T ∈R is a parameter of the model, then the following polynomial,
pN(z,T ) = aN(T )zN + . . . (A.25)
is called an orthogonal polynomial with respect to weight function, f (eiα) = exp((T /2)(eiα +
e−iα)), on the unit circle if it satisfies
π∫
−π
pN(e
iα)pM(eiα)dμf = δN,M, (A.26)
where N, M > 0 and measure is dμf = f (eiα) dα2π . The well-known connection between the 
orthogonal polynomial and Toeplitz determinant is established in [28]. As a result, the leading 
coefficient in orthogonal polynomial, aN(T ), is expressed in terms of the Toeplitz determinant,
aN(T ) = DN−1(T )DN(T ) , (A.27)
where DN(T ) = DN(eT cos α).
It has been observed earlier that the partition function of the YM theory with the GWW 
potential which is given by a unitary matrix integral is expressed in terms of the Toeplitz deter-
minant. Thus using the above connection to the orthogonal polynomials and the Szegö strong 
limit, limN→1 DN(T ) = 1, one can obtain,
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∞∑
l=N
loga2l (T ). (A.28)
To control the behavior of the partition function in the limit of large N, T , one needs to control 
the behavior of orthogonal polynomial a2l (T ) in the large N, T limit for all l ≥ N . To this aim, 
the steepest descent methods has been used to compute the asymptotic behavior of the following 
RHP, [13].
The following RHP uniquely determines a2l (T ) and partition function of the YM theory with 
the GWW potential. Let  be a unit circle with the counter clock-wise orientation and Y(z, l +
1, T ) is a 2 × 2 matrix-valued function satisfying⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Y(z, l + 1, T ) is analytic in C−,
Y+(z, l + 1, T ) = Y−(z, l + 1, T )
(
1 1
zl+1 e
T
2 (z+z−1)
0 1
)
Y(z, l + 1, T )z−(l+1)σ3 = I +O( 1
z
) as z → ∞
, (A.29)
where Y± denotes Y inside/outside of the unit circle, σ3 =
(
1 0
0 −1
)
and z−(l+1)σ3 =(
z−(l+1) 0
0 zl+1
)
. It has been proved that the largest coefficient in the orthogonal polynomial is 
given by 21-entry of matrix Y ,
a2l (T ) = −Y21(0; l + 1, T ). (A.30)
Asymptotic results for a2N(T ) and Z
(GWW)
YM for N, T → ∞ is obtained in [6].
Appendix B. Tracy–Widom distribution
Tracy–Widom distribution F(x), [6,31], is the probability distribution of the largest eigen-
value of a Hermitian random matrix and it is defined by
F(x) = e−
∫∞
x (s−x)q2(s)ds, (B.1)
where q(s) is the solution of the Painlevé II equation, q ′′(s) = 2q3(s) + sq(s), with boundary 
condition q(s) ∼ −Ai(s) as s → ∞, where Ai(s) is the Airy function,
Ai(x) = 1
2π
∞∫
−∞
e
is3
3 +ixsds = 1
π
∞∫
0
cos(
s3
3
+ xs)ds. (B.2)
The Tracy–Widom distribution is also given by F(x) = det(1 + KAi) where the kernel of Airy 
function is given by
KAi(z,w) = Ai(z)Ai
′(w)−Ai(w)Ai′(z)
z −w . (B.3)
In the asymptotic regime, s → ±∞, the following result is obtained in [5],
q(s) =
⎧⎪⎨
⎪⎩
−Ai(s) +O( e−
4
3 s
3
2
s
1
4
) s → +∞√
−s (1 + 13 − 73 6 + 10209 +O(|s|−12)) s → −∞
, (B.4)
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2
3 s
3
2
2
√
πs
1
4
.
Moreover, the asymptotic of the Tracy–Widom distribution is studied in [5], and the following 
result is obtained,
F(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 − e−
4
3 x
3
2
32πx
3
2
(1 − 35
24x
3
2
+O(x−3)) as x → ∞
2
1
42 e(ζ
∗)′(−1) e− 112 |x|3
|x| 18
(1 + 326|x|3 +O(|x|−6)) as x → −∞
, (B.5)
where ζ ∗ is the Riemann zeta function.
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