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K-GROUPS OF RECIPROCITY FUNCTORS
FLORIAN IVORRA AND KAY RÜLLING
Abstract. In this work we introduce reciprocity functors, construct the as-
sociated K-group functor of a family of reciprocity functors, which itself is a
reciprocity functor, and compute it in several different cases. It may be seen
as a first attempt to get close to the notion of reciprocity sheaves imagined
by B. Kahn. Commutative algebraic groups, homotopy invariant Nisnevich
sheaves with transfers, cycle modules or Kähler differentials are examples of
reciprocity functors. As commutative algebraic groups do, reciprocity functors
are equipped with symbols and satisfy a reciprocity law for curves.
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Introduction
Let F be a perfect field. In this work we introduce a notion of reciprocity
functors. Early in the 90’s, B. Kahn already suggested to use the local symbol of
M. Rosenlicht and J.-P. Serre [27, 33] for smooth commutative algebraic groups in
order to develop a theory which contains algebraic groups and homotopy invariant
Nisnevich sheaves with transfers, see e.g. [17]. Our approach is inspired by his
idea, and in this work reciprocity functors are introduced as functors defined over
finitely generated field extensions of F and regular curves over them. Besides the
above examples we also show that the absolute Kähler differentials are reciprocity
functors in our sense.
Given reciprocity functors M1, . . . ,Mn, our main construction is a reciprocity
functor T(M1, . . . ,Mn) that we call the K-group of M1, . . . ,Mn, although it is
much more than a group, it is a reciprocity functor. This construction is related
to the K-group associated by M. Somekawa in [35] with a family of semi-Abelian
varieties and its variants introduced in [26, 1, 13]. But notice that even in the case
the Somekawa type K-group of reciprocity functors M1, . . . ,Mn is defined there
is no direct comparison with the reciprocity functor T(M1, . . . ,Mn) we construct.
Nevertheless, we compute this K-group of reciprocity functors in several cases and
comparing these results with the computation of the corresponding Somekawa type
K-groups in [26, 1, 19] we conclude that these groups agree in these cases. As a
new example we show, as expected by B. Kahn, that
T(Ga,Gm, . . . ,Gm︸ ︷︷ ︸
n copies
)
evaluated at a characteristic zero field k computes the n-th group of absolute Kähler
differentials of k, Ωnk/Z. In a recent preprint T. Hiranouchi [13] obtains a similar
result using a Somekawa type K-group.
Detailed description of this work
Let F be a perfect field and S = SpecF . A point over S or - for short - an
S-point is the spectrum of a finitely generated field extension and we denote by
Reg61 the category with objects the regular S-schemes of dimension 6 1, which
are separated and of finite type over some S-point. As in [38] we can define the
category Reg61Cor, which has the same objects as Reg61 but finite correspondences
as morphisms.
Inspired by B. Kahn’s idea to use Rosenlicht-Serre’s treatment of local symbols
for smooth connected and commutative algebraic groups over an algebraically closed
field in order to develop a theory that contains algebraic groups and homotopy
invariant Nisnevich sheaves with transfers, we define a reciprocity functor to be a
presheafM of Abelian groups on Reg61Cor, which satisfies the following conditions:
(Nis) M is a sheaf in the Nisnevich topology on Reg61.
(FP) For all connected X ∈ Reg61 with generic point η, the group M (η) is the
stalk in the generic point of M viewed as a Zariski sheaf on X .
(Inj) For all connected X ∈ Reg61 and all non-empty open subsets U ⊂ X , the
restriction map M (X) →֒ M (U) is injective.
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(MC) For all regular projective and connected curves C ∈ Reg61, all non-empty
open subsets U ⊂ C and sections a ∈ M (U), there exists an effective divisor
m with support equal to C \ U and such that∑
P∈U
vP (f)TrP/xCsP (a) = 0,
where f is any non-zero element in the function field of C, which is congru-
ent to 1 modulo m (i.e. div(f−1) > m on C\U), vP is the discrete valuation
associated with the closed point P ∈ C, sP : M (U) → M (P ) is the spe-
cialization map, which is simply given by the pullback along the natural
inclusion P →֒ U , xC = Spec H0(C,OC), and TrP/xC : M (P ) → M (xC)
is the pushforward along the finite map P → xC .
The condition (MC) is nothing but the modulus condition from [33]. As suggested
by B. Kahn, examples of reciprocity functors are (see §2):
• Smooth commutative algebraic groups over S. (This essentially follows
from a theorem of M. Rosenlicht [27].)
• Homotopy invariant Nisnevich sheaves with transfers in the sense of [38].
• The Nisnevich sheafification of X 7→ H1ét(X,Q/Z).
• Rost’s cycle modules. (This can be seen as a consequence of the example
above and [7], but also follows directly from the axioms of cycle modules.)
As a particular case, we also obtain that
• for any smooth projective variety X over S of pure dimension d and any
n > 0 the functor on S-points x 7→ CHd+n(Xx, n) defines a reciprocity
functor, where CHd+n(Xx, n) denotes Bloch’s higher Chow groups.
Futhermore for all n > 0,
• absolute Kähler differentials, x 7→ Ωnx/Z, define a reciprocity functor.
As already observed by B. Kahn, one can use the same computations as in [33]
to show that a reciprocity functor M has local symbols. More precisely, if C is a
regular projective and connected curve over some S-point x with generic point η,
then for all closed points P ∈ C there exists a bilinear map
(−,−)P : M (η) ×Gm(η)→ M (x),
which is continuous, when M (η) and M (x) are equipped with the discrete topology
and Gm(η) with the mP -adic toplogy (mP the maximal ideal in the local ring of
C at P ) and satisfies (a, f)P = vP (f)TrP/x(sP (a)), for all a ∈ MC,P , and the
reciprocity law
∑
P∈C(a, f)P = 0.
These local symbols provide an increasing and exhaustive filtration Fil•PM (η),
where Fil0PM (η) = MC,P and Fil
n
PM (η) is the subgroup consisting of the elements
a ∈ M (η) such that (a, 1 +mnP )P = 0.
Main results
Now let M1, . . . ,Mn and N be reciprocity functors. Then a n-linear map of
reciprocity functors Φ : M1× · · ·×Mn → N is a n-linear map of sheaves, which is
compatible with pullback, satisfies a projection formula, and the following condition
(L3) Φ(FilrPM1(η)× · · · × Fil
r
PMn(η)) ⊂ Fil
r
PN (η),
for all regular projective curves C with generic point η and P ∈ C a closed point
and all positive integers r > 1. We denote by n− Lin(M1, . . . ,Mn;N ) the group
of n-linear maps as above. Then the main theorem of this article is the following:
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Theorem (see Theorem 4.2.4). The functor RF → (Abelian groups), N 7→ n −
Lin(M1, . . . ,Mn;N ) is representable by a reciprocity functor
T(M1, . . . ,Mn).
We call T(M1, . . . ,Mn) the K-group of M1, . . . ,Mn, although it is much more
than a group, it is a reciprocity functor. We would like to call this a tensor product,
unfortunately it is not clear whether associativity is satisfied (one reason is the
condition (L3)). But we have commutativity, compatibility with direct sums and
the constant reciprocity functor Z is a unit object.
In [19], B. Kahn and T. Yamazaki prove the following isomorphism
K(F,F1, . . . ,Fn) ≃ HomDMeff
−
(Z,F1 ⊗ · · · ⊗Fn) (∗)
where the Fi’s are homotopy invariant Nisnevich sheaves with transfers, the left
hand side is a Somekawa type K-group and the right hand side is the group of
morphisms in Voevodsky’s category of effective motivic complexes. The analogy
of Somekawa’s K-groups with our K-groups of reciprocity functors suggested the
following theorem:
Theorem (see Theorem 5.1.8). Let F1, . . . ,Fn ∈ HINis be homotopy invariant
Nisnevich sheaves with transfers. There exists a canonical and functorial isomor-
phism of reciprocity functors
T(F1, . . . ,Fn)
∼
−→ (F1 ⊗HINis · · · ⊗HINis Fn).
Let us emphasize that the definition of the K-group of reciprocity functors is
different from the Somekawa type one. In particular the above theorem does not
follow from the isomorphism (∗). Let us also point out that it is a priori not clear
how the K-group of reciprocity functors associated with semi-Abelian varieties com-
pare with the Somekawa K-groups. It follows from Kahn-Yamazaki’s isomorphism
(∗) and the above Theorem that T(G1, . . . , Gn)(S) with Gi semi-Abelian varieties
equals Somekawa’s K-group K(F,G1, . . . , Gn).
In the same way as in [19] we obtain as a corollary:
Corollary (see Corollary 5.2.5). Let X1, . . . , Xn be smooth projective schemes over
S of pure dimension d1, . . . , dn and r > 0 an integer. Then for all S-points x we
have an isomorphism
T(CH0(X1), . . . ,CH0(Xn),G
×r
m )(x)
∼= CHd+r(X1,x ×x . . .×x Xn,x, r)
where d = d1 + · · ·+ dn and G×rm denotes the r-tuple (Gm, . . . ,Gm)
Using a variant of Somekawa’s K-groups on the left hand side the above iso-
morphism was proven by W. Raskind and M. Spieß in [26] (case r = 0) and by R.
Akhtar in [1] (case r > 0). We can use this as in [35] or [26] to determine the kernel
of the Albanese map of a product of smooth projective and connected curves over
S = SpecF , where F is algebraically closed.
Further we can also calculate by hand:
Theorem (see Theorem 5.3.3). For all n > 1 and all S-points x = Spec k, there
is a canonical isomorphism
T(G×nm )(x)
≃
−→ KMn (k),
where KMn (k) denotes the n-th Milnor K-group of k.
Observe that combining the corollary above in the case n = 1 and X1 = S
with this theorem, we get the Nesterenko-Suslin theorem CHn(k, n) ∼= KMn (k). But
actually to prove the above theorem we use more or less the same methods as Yu.
Nesterenko and A. Suslin, so it is not really a new proof of their theorem.
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Theorem (see Theorem 5.4.7). Assume F has characteristic zero. Then there is
an isomorphism for all S-points x
θ : Ωnx/Z
≃
−→ T(Ga,G
×n
m )(x).
Combining the above theorem with the theorem of S. Bloch and H. Esnault in
[5] which identifies Ωn−1x/Z with the additive higher Chow groups of x of level n (and
with modulus 2) , we obtain
T(Ga,G
×n−1
m )(x)
∼= TCHn(x, n, 2).
This result does not hold in positive characteristic. The reason is essentially
that in positive characteristic the algebraic group (or the reciprocity functor) Ga
has more endomorphisms than in characteristic zero, namely the absolute Frobenius
comes into the game. This forces the following:
Corollary (see Corollary 5.4.12). Assume F has characteristic p > 0. Then for
all S-points x we have a surjective morphism
Ωnx/Z/B∞ ։ T(Ga,G
×n
m )(x)
and the following commutative diagram
Ωnx/Z/B∞
C−1 //

Ωnx/Z/B∞

T(Ga,G×nm )(x)
F⊗id // T(Ga,G×nm )(x),
where F : Ga → Ga is the absolute Frobenius, C−1 : Ωnx/Z → Ω
n
x/Z/dΩ
n−1
x/Z is the
inverse Cartier operator and B∞ is the union over Bn, where B1 = dΩ
n−1
x/Z and Bn
is the preimage of C−1(Bn−1) in Ω
n
x/Z for n > 2.
We don’t know whether the above map is an isomorphism. The above theorem
and the corollary should be compared to [13], where T. Hiranouchi defines a variant
of Somekawa’s K-groups for perfect fields in which one can also plug in Ga (and
also Witt group schemes) and in [13, Theorem 3.6] he proves ΩnF/Z
∼= K(F ;Ga,Gnm).
(Notice that in positive characteristic this is just a vanishing result for the K-group,
which for our group also follows from the above corollary.)
The following theorem was suggested to us by B. Kahn.
Theorem (see Theorem 5.5.1). Assume char(F ) 6= 2. Let M1, . . . ,Mn be reci-
procity functors. Then
T(Ga,Ga,M1, . . . ,Mn) = 0.
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Conventions and notations
We fix the following notation and conventions.
(1) F is a perfect field and S = SpecF is our base point. A point x over S is a
morphism Spec k → S, where k is a finitely generated field extension over
F . By abuse of notation we will also say that x = Spec k is a point over
S, meaning that it comes with a fixed morphism to S and (by even more
abuse) we will simply say x is an S-point. If not said differently cartesian
products of schemes are over S.
(2) R is a commutative ring with 1 and we denote by (R−mod) the category
of R-modules.
(3) By a curve over an S-point x we mean a pure 1-dimensional scheme, which
is separated and of finite type over x. Points on a curve C over an S-point x,
which are denoted by capital letters like P,Q, P ′, . . . ∈ C are always meant
to be closed points; if C is irreducible its generic point will be denoted by
ηC or just by η if no confusion can arise.
(4) If X is a scheme and x ∈ X is a point, we denote by κ(x) its residue field,
if X is integral and η is its generic point then we also write κ(X) = κ(η)
for its function field.
(5) If f : X → Y is a morphism of S-schemes we denote by Γf ⊂ X × Y its
graph and by Γtf its transpose.
(6) If C is a regular connected curve over a field and P ∈ C is a closed point,
then we set for a positive integer n
U
(n)
P := 1 +m
n
P ,
where mP ⊂ OC,P denotes the maximal ideal. Further we denote by vP :
κ(C)→ Z ∪ {∞} the normalized discrete valuation associated with P .
If D → C is a finite and surjective morphism between regular curves
over a field, sending a closed point Q ∈ D to P ∈ C, we will denote by
e(Q/P ) and f(Q/P ) = [κ(Q) : κ(P )] the ramification index and the inertia
degree, respectively.
(7) If X is an integral scheme we denote by X˜ the normalization of X and by
νX : X˜ → X the corresponding map.
1. Reciprocity Functors
1.0.1. We introduce the following categories.
(1) Let (pt/S) be the category with objects the S-points x and morphisms the
S-morphisms x→ y of S-points.
(2) Let (pt/S)∗ be the category with objects the S-points and morphisms the
finite S-morphisms of S-points.
(3) Let (C /S) be the category with objects the regular and connected curves
C, which are projective over some S-point, morphisms are dominant mor-
phisms of S-schemes.
(4) Let Reg61S = Reg
61 be the category with objects the regular S-schemes of
dimension 6 1, which are separated and of finite type over some S-point,
morphisms are morphisms of S-schemes.
(5) Let RegCon61 (resp. RegCon61∗ ) be the category with objects the con-
nected regular S-schemes of dimension 6 1 which are separated and of fi-
nite type over some S-point, morphisms are morphisms of S-schemes (resp.
finite flat morphism of S-schemes).
Notice that (pt/S) is a subcategory of Reg61 and that we have a faithful functor
(C /S)→ Reg61. Further if U is in Reg61, then any point y ∈ U naturally defines
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an S-point. If U ∈ Reg61 is connected, 1-dimensional and of finite type over some
S-point x, then it admits a unique (up to isomorphism) open immersion over x into
a curve C ∈ (C /S). For a curve C ∈ (C /S), we denote
xC := SpecH
0(C,OC) ∈ (pt/S), (1.1)
Notice that C → xC is projective and geometrically connected.
1.1. Correspondences in dimension at most 1.
1.1.1. Definition. Let X and Y be in Reg61. Then we denote by CorR(X,Y ) =
Cor(X,Y ) the free R-module generated by symbols [V ] with V an integral closed
subscheme ofX×Y , which is finite and surjective over a connected component ofX .
Elements in Cor(X,Y ) are called correspondences fromX to Y and correspondences
of the form [V ] with V as above are called elementary correspondences.
1.1.2. Lemma. Let X, Y and Z be in Reg61 and let [V ] ∈ Cor(X,Y ), [W ] ∈
Cor(Y, Z) be elementary correspondences. Let (V ×Z)∩(X×W ) be the intersection
in X × Y ×Z and let T be an irreducible component with generic point η. Then T
as well as its image in X ×Z are finite and surjective over a connected component
of X and
Tor
OX×Y×Z,η
i (OV×Z,η,OX×W,η) = 0 for all i > 1.
Proof. This is well known. We include a proof for the reader’s convenience. For
the first statement see e.g. [24, 1.]. To prove the vanishing of the higher Tor’s we
can assume that the schemes V,W,X, Y, Z are all integral of dimension 6 1 and
hence are CM. We can spread them out to integral schemes V¯ , W¯ , X¯, Y¯ , Z¯, which
are separated and of finite type over S such that X¯ , Y¯ , Z¯ are smooth over S (this is
possible since S is perfect) and V¯ ⊂ X¯× Y¯ and W¯ ⊂ Y¯ × X¯ are closed subschemes,
which are finite and surjective over the first factor and which we can assume to be
CM (by [12, Cor. (6.4.2)] applied to V → V¯ ,W → W¯ ). Furthermore we can assume
that T spreads out to an integral closed subscheme T¯ ⊂ (V¯ × Z¯)∩ (X¯ × W¯ ), which
is finite and surjective over X¯. Since it clearly suffices to prove the vanishing of
the over-lined-Tor’s we can assume in the following that V,W,X, Y, Z are integral,
separated and of finite type over S (of some positive dimension) withX,Y, Z smooth
over S and V,W CM. We set A := OX×Y×Z,η, AV := OV×Z,η, AW := OX×W,η.
Since A is regular the kernel of
B := A⊗F A→ A, a⊗ b 7→ ab
is generated by a regular sequence t = t1, . . . , tn, with n := dimA. Hence the
Koszul complex KB• (t) is a free resolution of the B-module A. By [12, Cor. (6.7.3)]
the B-algebra AV ⊗F AW is CM of dimension
dim(AV ⊗F AW ) = dimAV + dimAW = dim Y + dimZ = dimA = n
and
(AV ⊗F AW )/(t) = (AV ⊗F AW )⊗B A = AV ⊗A AW = OV×YW,η
has finite length. Thus t is a system of parameters for the CM B-module AV ⊗FAW
and we obtain for i > 1
TorAi (AV , AW )
∼= TorBi (AV ⊗F AW , A), see e.g. [31, V,(2)],
= Hi(K
B
• (t)⊗B (AV ⊗F AW ))
= 0, by [31, IV, Thm 3, iv)].
Hence the statement. 
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1.1.3. Definition. (1) Let X , Y and Z be in Reg61 and let [V ] ∈ Cor(X,Y )
and [W ] ∈ Cor(Y, Z) be elementary correspondences. Then we define
[W ] ◦ [V ] :=
∑
T⊂V×YW
lg(OV×YW,ηT ) · pXZ∗[T ],
where T runs over the irreducible components of V ×Y W , ηT is the generic
point of T and pXZ : V ×Y W → X × Z is the natural map induced by
projection. (Notice that pXZ is proper.) It follows from Lemma 1.1.2 that
[W ]◦ [V ] is an element in Cor(X,Z) and coincides with the pushforward to
X × Z of the intersection cycle [V × Z] · [X ×W ] (in the sense of [31, V]).
Hence ◦ extends to a R-bilinear pairing
Cor(X,Y )× Cor(Y, Z)→ Cor(X,Z), (α, β) 7→ β ◦ α,
which is associative and with the diagonal ∆ ⊂ Y ×Y acting from the right
(resp. left) as identity on Cor(X,Y ) (resp. Cor(Y,X)).
(2) We define the category Reg61Cor to be the category with objects the ob-
jects of Reg61 and morphisms given by correspondences. We denote by
ptCor the full subcategory with objects the finite disjoint unions of S-
points.
Notice that Reg61Cor is a R-linear additive category and that the graph gives
in the usual way a faithful and essentially surjective functor Reg61 → Reg61Cor.
1.1.4. Lemma. (1) Let X and Y be in Reg61 and let V be an integral scheme
with a map π : V → X×Y such that V is finite and surjective over X. Let
V˜ be the normalization of V and qV : V˜ → X and pV : V˜ → Y be induced
by the projection maps. Then V˜ ∈ Reg61 and
π∗[V ] = [ΓpV ] ◦ [Γ
t
qV ] ∈ Cor(X,Y ).
(2) Let f : X → Y be a finite and surjective map in RegCon61. Then
[Γf ] ◦ [Γ
t
f ] = deg(X/Y ) · [∆Y ],
with ∆Y ⊂ Y × Y the diagonal.
(3) For any cartesian square
Y ′ //


Y
f

X ′
g // X
where Y,X,X ′ are in RegCon61, g : X ′ → X is a morphism and f : Y → X
is a finite flat morphism, we have
[Γtf ] ◦ [Γg] =
∑
T
lg(OY ′,ηT ) · [ΓgT ] ◦ [Γ
t
fT ] in Cor(X
′, Y ),
where the sum is taken over the irreducible components T of Y ′, and for
such an irreducible component gT : T˜ → Y and fT : T˜ → X ′ are the
canonical morphisms from the normalization T˜ of T .
Proof. (1) follows from ΓtqV ×V˜ ΓpV
∼= V˜ , (2) from Γtf ×X Γf
∼= ∆X and (3) follows
from Γg ×X Γtf
∼= X ′ ×X Y ∼= Y ′, the definition of the composition and (1). 
From this, we obtain:
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1.1.5. Lemma. Let X,Y, Z be in Reg61 and [V ] ∈ Cor(X,Y ), [W ] ∈ Cor(Y, Z) be
elementary correspondences. Let T be an irreducible component of V ×Y W . Then
lg(OV×YW,ηT ) =
∑
C/T
lg(OV˜×Y W˜ ,ηC ) deg(C/T ). (1.2)
where the sum is taken over the irreducible components C of V˜ ×Y W˜ that dominate
T .
1.2. Presheaves with transfers.
1.2.1. Definition. A presheaf with transfers on Reg61 is a R-linear contravariant
functor
M : Reg61Corop → (R−mod).
We denote by PT the category of presheaves with transfers on Reg61 with mor-
phisms the natural transformations. Further we denote byNT the full subcategory
with objects the Nisnevich sheaves with transfers on Reg61, i.e. those presheaves
with transfers on Reg61 whose underlying presheaf on Reg61 is a sheaf in the
Nisnevich topology.
1.2.2. Lemma. A presheaf with transfers on Reg61 is equivalent to the following
data
• a functor M∗ : RegCon
61
∗ → (R −Mod);
• a functor M ∗ : RegCon61
op
→ (R−Mod);
which satisfies the following conditions (where we write f∗ := M∗(f) and f
∗ :=
M ∗(f) for a map f in RegCon61∗ and RegCon
61, respectively)
(1) M∗(X) = M
∗(X) for any X ∈ RegCon61;
(2) g∗g
∗ = deg(Y/X) · idM (X) for any finite flat morphism g : Y → X between
connected schemes in Reg61;
(3) for any cartesian square
Y ′ //


Y
f

X ′
g // X
where Y,X,X ′ are in RegCon61, g : X ′ → X is a morphism and f : Y → X
is a finite flat morphism, we have
g∗ ◦ f∗ =
∑
T
lg(OY ′,ηT ) · fT∗ ◦ g
∗
T ,
where the sum is taken over the irreducible components T of Y ′, and for
such an irreducible component gT : T˜ → Y and fT : T˜ → X ′ are the
canonical morphisms.
Proof. That a presheaf with transfers on RegCon61 defines such data is an imme-
diate consequence of Lemma 1.1.4. Conversely let M∗ and M
∗ be such a data
satisfying (1)–(3). Set M (X) := M∗(X) = M
∗(X) for any X ∈ RegCon61 and
M (X) := ⊕iM (Xi) for X ∈ Reg
61 with connected components Xi. For an ele-
mentary correspondence [V ] ∈ Cor(X,Y ) we define a morphism
M ([V ]) := qV ∗p
∗
V : M (Y )→ M (X),
where qV : V˜ → X and pV : V˜ → Y are the canonical maps from the normalization
V˜ of V . We extend this linearly to a map Cor(X,Y ) → HomR(M (Y ),M (X)).
Using (2), (3) and Lemma 1.1.5 it is straightforward to see that this construction
is functorial. Hence the statement. 
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1.3. Mackey functors with specialization maps.
1.3.1. Definition. An R-Mackey functor (or just Mackey functor) is a R-linear
contravariant functor
M : ptCorop → (R −mod).
We denote by MFR = MF the category of Mackey functors with morphisms the
natural transformations.
1.3.2.Notation. Let M be a presheaf with transfers on Reg61 (or a Mackey functor).
Let f : X → Y be a flat map in Reg61 (equivalently each connected component of
X dominates a connected component of Y ), then we define the pullback attached
to f as
f∗ := M ([Γf ]) : M (Y )→ M (X).
Let f : X → Y be finite and flat (i.e. each connected component of X maps finite
and surjective to a connected component of Y ), then we define the pushforward or
trace attached to f as
f∗ = Trf = TrX/Y := M ([Γ
t
f ]) : M (X)→ M (Y ).
Let i : P →֒ U be the inclusion of a closed point P in a 1-dimensional scheme in
Reg61, then we define the specialization map attached to i as
sP := i
∗ := M ([Γi]) : M (U)→ M (P ).
Let C ∈ (C /S) be a curve, then we denote by MC the presheaf on the Zariski site
of C induced by M . For x ∈ C a point we denote by MC,x the Zariski stalk of
MC at x and by M
h
C,x the Nisnevich stalk, i.e. the inductive limit of M (U) over
all Nisnevich neighborhoods U of x ∈ C. Notice that MC,ηC = M
h
C,ηC
. Also notice
that for C ∈ (C /S) and P ∈ C the specialization map also induces maps (which
by abuse of notation we still denote by sP )
sP : MC,P → M (P ), sP : M
h
C,P → M (P ).
1.3.3. Remark. It follows from the proof of Lemma 1.2.2 that a Mackey functor is
the same as giving two functors
M∗ : (pt/S)op → (R −mod), M∗ : (pt/S)∗ → (R −mod),
which satisfy the following relations.
(MF0) For all x ∈ (pt/S) we have M∗(x) =M∗(x) =:M(x).
(MF1) Let ϕ : y → x be a finite morphism of S-points and ψ : z → x any morphism
of S-points. For s ∈ y×x z denote by ψs : s→ y and ϕs : s→ z the natural
maps induced by the projections and set ls := length(Oy×xz,s). Then
M∗(ψ) ◦M∗(ϕ) =
∑
s∈y×xz
ls ·M∗(ϕs) ◦M
∗(ψs) :M(y)→M(z).
(MF2) Let ϕ : y → x be a finite morphism of S-points, then M∗(ϕ) ◦M
∗(ϕ) is
multiplication with deg(y/x).
1.3.4. Remark. Notice that there are also different definitions of Mackey functors
in the literature (e.g. functoriality is only required for separable field extensions or
(MF2) is not required to hold).
1.3.5. Definition. A R-Mackey functor with specialization maps is a Nisnevich
sheaf with transfers on Reg61, which additionally satisfies the following two condi-
tions.
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(Inj) For all open immersions j : U →֒ X between non-empty connected schemes
in Reg61 the restriction map
j∗ : M (X) →֒ M (U)
is injective.
(FP) For all C ∈ (C /S) with generic point η the natural map
lim
−→
U⊂C
M (U)
≃
−→ M (η)
is an isomorphism, where the limit is over all non-empty open subsets U ⊂
C.
We denote byMFspR =MFsp the full subcategory ofNT with objects the Mackey
functors with specialization maps.
1.3.6. Definition. A compactification of an integral and 1-dimensional scheme
U ∈ Reg61 is by definition an integral curve C ∈ (C /S) which has U as an open
subscheme. Notice that for each S-point x over which U is of finite type there exists
a unique (up to isomorphism) compactification C over x.
The name “Mackey functor with specialization maps” is justified by the following
proposition.
1.3.7. Proposition. A Mackey functor with specialization maps is the same as
giving a triple (M,M , s), where
(1) M is a Mackey functor,
(2) M is a collection of Zariski sheaves of R-modules MC on C, C ∈ (C /S),
together with a collection of pullback morphisms π∗ : MC(U) → MD(V )
for each morphism π : V → U between 1-dimensional connected schemes
in Reg61 with compactifications D and C, respectively, and a collection of
pushforward morphisms π∗ : MD(V ) → MC(U), for each finite morphism
π as above, which both are functorial.
(3) s is a collection of R-linear homomorphisms sP : MC,P → M(P ) for C ∈
(C /S) and P ∈ C (where MC,P denotes the Zariski stalk).
These data satisfy the following conditions:
(RS0) For all C ∈ (C /S) the functor on the small Nisnevich site CNis, which
sends an étale C-scheme U to ⊕iMCi(Ui), where the Ui’s are the connected
components of U with unique compactification Ci over C, and which on
morphisms is defined using the pullbacks from (2), is a sheaf.
(RS1) For any C ∈ (C /S) with generic point ηC , the Zariski-sheaf MC is a sub-
sheaf of the constant sheaf M(ηC), inducing an isomorphism at the generic
stalk MC,ηC = M(ηC), which is compatible with the pullback and pushfor-
ward morphisms of M and M .
(RS2) For any 1-dimensional and integral U ∈ Reg61, any compactification C ∈
(C /S) and any map ϕ : U → x to an S-point x, the pullback ϕ∗ :M(x)→
M(ηC) has its image contained in MC(U).
(S1) For any morphism π : D → C in (C /S), Q ∈ D, P := π(Q) and a ∈ MC,P
π∗Q(sP (a)) = sQ(π
∗a) in M(Q),
where πQ : Q→ P denotes the map induced by π.
(S2) For any finite morphism π : D → C in (C /S), any P ∈ C and a ∈
π∗(MD)P
sP (π∗(a)) =
∑
Q∈π−1(P )
e(Q/P ) · πQ∗(sQ(a)) in M(P ),
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where πQ : Q → P is the finite morphism induced by π and sQ on the
right-hand side is the composition π∗(MD)P → MD,Q
sQ
−−→M(Q).
(S3) For any C ∈ (C /S) and any closed point P ∈ C and a ∈M(xC)
sP (ρ
∗
C(a)) = ρ¯
∗
C(a),
where ρ¯C : P → xC is induced by the structure morphism ρC : C → xC .
Notice that this makes sense because of (RS2).
Proof. It follows from Lemma 1.1.4, Notation 1.3.2 and Remark 1.3.3 that a Mackey
functor with specialization maps determines a triple as in the proposition. Con-
versely given such a triple (M,M , s) we can construct a Mackey functor with
specialization map M˜ as follows. For an S-point x set M˜ (x) := M(x) and for
U ∈ Reg61 integral and 1-dimensional set M˜ (U) := MC(U), where C ∈ (C /S)
is some compactification of U . Notice that by the functoriality in (2), we have
MC(U) = MC′(U), whenever C and C
′ are compactifications of U . Thus M˜ (U) is
well-defined. We extend this additively to all objects in Reg61. If [Z] ∈ Cor(X,Y )
is an elementary correspondence between integral schemes in Reg61 and Z˜ is the
normalization of Z and qZ : Z˜ → X and pZ : Z˜ → Y are the natural maps induced
by the projections, then we define
M˜ ([Z]) :=
{
qZ∗ ◦ p∗Z , if pZ(Z˜) contains the generic point of Y,
qZ∗ ◦ ϕ∗ ◦ sP , if pZ factors as Z˜
ϕ
−→ P with {P}  Y closed,
where the pullback and pushforward on the right hand side are induced by the
Mackey functor structure and the structure underlying M respectively; e.g. if Z˜ is
1-dimensional with compactification C the map ϕ∗ :M(P )→ MC(Z˜) above is the
map induced by ϕ∗ : M(P )→M(ηZ˜) via (RS2). It is straightforward to check that
this defines a Mackey functor with specialization maps (cf. the proof of Lemma
1.2.2). 
The main reason we work with the Nisnevich topology is the following Lemma
due to V. Voevodsky.
1.3.8. Lemma. Let M be a presheaf with transfers on Reg61 and denote by MNis
the associated sheaf of R-modules in the Nisnevich topology on Reg61. Then MNis
uniquely extends to a Nisnevich sheaf with transfers on Reg61 and the canonical
map M → MNis is a morphism of presheaves with transfers. Moreover the under-
lying Mackey functors of M and MNis are equal and if M satisfies the conditions
(Inj) and (FP) from Definition 1.3.5, then MNis is a Mackey functor with special-
ization map.
Proof. The first two statements are exactly [38, Lemma 3.1.6] (there it is proven for
presheaves with transfers on SmCorS but the proof goes through in our situation).
That the underlying Mackey functors of M and MNis are equal follows from the
fact that a Nisnevich covering of a point always admits the identity as a refinement.
If M satisfies (FP), then the natural map lim
−→U⊂C
MNis(U) → MNis(η) = M (η)
is surjective, where the limit is over all non-empty open subsets U ⊂ C. Hence it
suffices to show that if M additionally satisfies (Inj), then MNis(U) → MNis(η),
for U as above, is injective. For this take a ∈ MNis(U), which maps to zero
in MNis(η) and denote by σ : M → MNis the canonical map. Then we find a
covering π : V → U in the Nisnevich topology and an element b ∈ M (V ) such
that π∗a = σ(b). It follows that b maps to zero in ⊕iM (ηi), where the ηi are the
generic points of V . Therefore by (Inj) and (FP) b = 0, hence also π∗a = 0. By the
Nisnevich property one of the ηi is actually equal to η and thus a = 0. This yields
the statement. 
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1.4. The modulus condition.
1.4.1. Definition. Let M be a Mackey functor with specialization, C ∈ (C /S),
a ∈ M (ηC) and let m =
∑
P∈C nPP be an effective divisor on C. Then we say that
m is a modulus for a if and only if the following condition is satisfied:
(MC) a ∈ M (C \ |m|) (this makes sense by (FP)) and for f ∈ Gm(ηC) with f ≡ 1
mod m we have ∑
P∈C\|m|
vP (f)TrP/xCsP (a) = 0,
where xC is defined in (1.1). (Here we allow m = 0, in which case f ≡ 1 mod m is
an empty condition.) Clearly the set of all a ∈ M (η), which have m as a modulus
define a R-submodule, denoted by
M (C,m) = {a ∈ M (η) |m is a modulus for a}.
We want to give a reformulation of the modulus condition in terms of correspon-
dences.
1.4.2. Definition. For two pairs (C,m) and (D, n) with C,D ∈ (C /S) curves and
m and n effective divisors on them, define
Cor((C,m), (D, n)) ⊂ Cor(C \ |m|, D \ |n|)
to be the free R-module generated by symbols [V ], where V ⊂ (C \ |m|)× (D \ |n|)
is an integral closed subscheme which is finite and surjective over C \ |m|, such that
ν∗(m ×D) > ν∗(C × n) with ν : V˜ → V¯ ⊂ C ×D the normalization of the closure
of V .
Notice that for n = 0D the zero divisor on D we have Cor((C,m), (D, 0D)) =
Cor(C,D).
1.4.3. Lemma. Let C ∈ (C /S) be a curve, m an effective divisor on it and M a
Mackey functor with specialization maps. Then an element a ∈ M (ηC) has modulus
m if and only if a ∈ M (C \ |m|) and for all γ ∈ Cor((P1xC , {1}), (C,m)) we have
i∗0M (γ)(a) = i
∗
∞M (γ)(a), (1.3)
where iǫ : {ǫ} →֒ P1, ǫ ∈ {0,∞}, are the closed immersions.
Proof. Clearly (1.3) implies (MC): Indeed for f ∈ Gm(ηC) with f ≡ 1 mod m,
take [Γ]t ∈ Cor(P1, C) to be the transpose of the graph of the finite and sur-
jective map C → P1 determined by f . Then [Γ]t restricts to an element γ in
Cor((P1xC , {1}), (C,m)). In this case (1.3) is just a reformulation of (MC) (use
(S2)).
Now assume that a has a modulus m and let γ = [V ] ∈ Cor((P1xC , {1}), (C,m))
be an elementary correspondence. Denote by V˜ the normalization of the closure of
V in P1xC ×C and by πP1 : V˜ → P
1
xC and πC : V˜ → C the natural maps induced by
projection. Using Lemma 1.1.4, formulas (S1), (S2) and the notations introduced
in 1.3.2 we obtain
i∗0M (γ)(a)− i
∗
∞M (γ)(a) =
∑
Q∈π−1
P1
(0)
e(Q/0) · πP1,Q∗π
∗
C,Q(sπC(Q)(a))
−
∑
Q∈π−1
P1
(∞)
e(Q/∞) · πP1,Q∗π
∗
C,Q(sπC(Q)(a)),
where πC,Q : Q→ πC(Q) and πP1,Q : Q→ πP1(Q) = xC are the natural maps. By
(MF2) we have πP1,Q∗π
∗
C,Q = f(Q/P ) · TrP/xC , with P = πC(Q). Let f ∈ Gm(ηV˜ )
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be the function corresponding to πP1 , then f ≡ 1 mod π
∗
m (by definition of Cor
for pairs) and e(Q/0) = vQ(f), e(Q/∞) = −vQ(f). Thus
i∗0M (γ)(a)− i
∗
∞M (γ)(a) =
∑
P∈C\|m|
( ∑
Q∈π−1
C
(P )
f(Q/P )vQ(f)
)
· sP (a)
=
∑
P∈C\|m|
vP (NmηV˜ /ηC (f)) · sP (a).
But this last sum is zero since a has modulus m and NmηV˜ /ηC (f) ≡ 1 mod m by
the following Lemma; hence the statement. 
1.4.4. Lemma. Let L/K be a finite field extension and v a discrete valuation on
K with valuation ring A. Assume that the normalization B of A in K is a finite
A-module and let w1, . . . , wr be all the extensions of v to L. Let Ks ⊂ L be the
separable closure of K in L and wi,s := wi|Ks , i = 1, . . . , r. Then for all m > 1
and ni >
m·e(wi,s/v)
f(wi/wi,s)
we have
NmL/K(U
(n1)
w1 ∩ . . . ∩ U
(nr)
wr ) ⊂ U
(m)
v .
Proof. It suffices to consider separately the two cases in which L/K is either purely
inseparable or separable. In the purely inseparable case we have NmL/K(g) = g
[L:K]
and [L : K] = e(w/v)f(w/v). Thus for g = 1+ τna with a ∈ Ow, n >
m
f(w/v) and τ
a local parameter at w we have NmL/K(g) = 1 + t
mb for some b ∈ A and t a local
parameter at v. In the separable case take g ∈ U
(n1)
w1 ∩ . . . ∩ U
(nr)
wr , ni > me(wi/v),
and choose an element τ ∈ B which is a local parameter at w1, . . . , wr. Then there
exist ai ∈ Owi such that g = 1 + τ
niai. We can rewrite this as g = 1 + t
ma′i with
a′i ∈ Owi . It follows that the a
′
i are all equal to an element, say, a
′ ∈ B. Thus
NmL/K(g) =
∏
σ∈HomK(L,K¯)
(1 + tnσ(a′)) ∈ U (n)v .
Hence the statement. 
1.4.5. Proposition. Let M be a Mackey functor with specialization maps, C ∈
(C /S) and m an effective divisor on C.
(1) If m 6 n on C, then M (C,m) ⊂ M (C, n).
(2) Let π : D → C be a finite morphism in (C /S) and m and n effective
divisors on C and D, respectively, with π∗m > n. Then the pushforward
π∗ : M (ηD)→ M (ηC) restricts to
π∗ : M (D, n)→ M (C,m).
(3) Let π : D → C be a morphism in (C /S) such that the induced map xD
≃
−→
xC is an isomorphism and let m and n be effective divisors on C and D,
respectively, with n > π∗m/[D : C]insep. Then π is finite and the pullback
π∗ : M (ηC)→ M (ηD) restricts to
π∗ : M (C,m)→ M (D, n).
Proof. (1) is easy. For (2) take b ∈ M (D, n) and f ∈ Gm(ηC) with f ≡ 1 mod m.
Then π∗f is congruent to 1 modulo π∗m a fortiori modulo n and thus (2) follows
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from ∑
Q∈π−1(P )
TrxD/xC (vQ(π
∗f)TrQ/xD (sQ(b)))
= vP (f)TrP/xC
( ∑
Q∈π−1(P )
e(Q/P )TrQ/P (sQ(b))
)
= vP (f)TrP/xC (sP (π∗b)), (1.4)
where the last equality holds by (S2). Finally, for (3) take a ∈ M (C,m) and
g ∈ Gm(ηD) with g ≡ 1 mod n. Then π∗(g) ≡ 1 mod m (by Lemma 1.4.4) and (3)
follows from∑
Q∈π−1(P )
vQ(g)TrQ/xDsQ(π
∗a) =
∑
Q∈π−1(P )
f(Q/P )vQ(g)TrP/xC (sP (a))
= vP (π∗g)TrP/xC (sP (a)), (1.5)
where the first equality holds by (S1) and (MF2) and the second equality follows
from div(π∗g) = π∗div(g). 
Associated symbols.
1.4.6. Proposition (cf. [33, III, §1, Prop. 1]). Let M∗ : (pt/S)∗ → (R−mod) be a
functor and let C ∈ (C /S) be fixed. Assume for all P ∈ C we are given submodules
MP (η) ⊂ M(η) and R-linear maps sP : MP (η) → M(P ). For A ⊂ C we set
MA(η) := ∩P∈AMP (η) and for ϕ : x→ y in (pt/S)∗ we set Trx/y :=M∗(ϕ). Then
for any a ∈M(η) the following two statements are equivalent:
(1) There exists a unique family of continuous group homomorphisms {ρP :
Gm(η) → M(xC)}P∈C such that for some non-empty open subset V ⊂ C
the following conditions are satisfied
(a) a ∈MV (η).
(b) ρP (f) = vP (f)TrP/xC (sP (a)) for all f ∈ Gm(η) and P ∈ V .
(c)
∑
P∈C ρP (f) = 0 for all f ∈ Gm(η).
(2) There exists an effective divisor m =
∑
Q∈C nQQ on C such that a ∈
MC\|m|(η) and for all f ∈ Gm(η) with f ≡ 1 mod m, we have∑
P∈C\|m|
vP (f)TrP/xC (sP (a)) = 0.
Proof. The proof is along the lines of the proof of [33, III, §1, Prop. 1]. 
The modulus condition is local in the Nisnevich topology.
1.4.7. Theorem. Let M ∈ MFsp be a Mackey functor with specialization maps.
Let C ∈ (C /S) be a curve, U ⊂ C a non-empty open subset and a ∈ M (U) a
section. Assume there exists a covering π :
∐
i Vi → U in the Nisnevich topology
satisfying the following properties:
(1) The V ′i s are connected. We denote by πi : Di → C in (C /S) the compacti-
fication of π|Vi : Vi → U (over xC).
(2) For all i there exists an effective divisors ni on Di such that |ni| = Di \ Vi
and π∗i a ∈ M (Di, ni).
Then there exists an effective divisor m on C such that |m| = C \ U and a ∈
M (C,m). Furthermore, if the divisors ni are bounded by a natural number n > 1
for all i, then there exists an effective divisor m as above which is bounded by the
same n. (Here we say that an effective divisor
∑
P nP [P ] is bounded by n iff
nP 6 n for all P .)
Before we start with the proof of the theorem we need some preparations.
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1.4.8. Lemma. Let M ∈MFsp be a Mackey functor with specialization maps. Let
C ∈ (C /S) be a curve, U ⊂ C a non-empty open subset and a ∈ M (U) a section.
Assume there exist a Zariski open covering U = ∪iUi and effective divisors mi on
C with |mi| = C \ Ui and a ∈ M (C,mi), for all i. Then there exists an effective
divisor m on C with |m| = C \U and a ∈ M (C,m). Further, if the mi are bounded
by n for all i, then we can achieve that m is also bounded by n.
Proof. It suffices to consider finite coverings and by induction over the number
of U ′is it suffices to consider coverings by two open subsets U = U1 ∪ U2. By
Proposition 1.4.5, (1) we can further assume that
m1 =
∑
P∈C\U1
n[P ], m2 =
∑
P∈C\U2
n[P ],
for some large enough positive integer n. Set
m := min{m1,m2}.
Then |m| = |m1| ∩ |m2| = (C \ U1) ∩ (C \ U2) = C \ U and m is bounded by n. We
claim
a ∈ M (C,m). (1.6)
For this set m12 := max{m1,m2}. Then C \ |m12| = U1∩U2 and m1,2 > mi, i = 1, 2.
Hence
a ∈ M (C,m1), M (C,m2), M (C,m12). (1.7)
Therefore the pairs (a,m1), (a,m2), (a,m12) satisfy condition (2) of Proposition
1.4.6 (with M∗ := M|(pt/S) and MP (ηC) = MC,P ). Thus we get families of contin-
uous group homomorphisms {ρP,m∗ : Gm(ηC)→ M (xC)} satisfying the properties
(a)-(c) from Proposition 1.4.6, (1) (with V = C \ |m∗|), for ∗ ∈ {1, 2, 12}. But the
uniqueness statement of this proposition yields
ρP,m1 = ρP,m12 = ρP,m2 =: ρP . (1.8)
Now fix f ∈ Gm(ηC) with f ≡ 1 mod m. Take N > n with ρP (U
(N)
P ) = 0 for all
P ∈ m12 (exists by continuity) and choose h ∈ Gm(ηC) so that
h
f
∈ U
(N)
P for all P ∈ |m| and h ∈ U
(N)
P for all P ∈ |m12| \ |m|.
Then
(1) h ≡ 1 mod m∗, for all ∗ ∈ {1, 2, 12}.
(2)
∑
P∈|m∗|
ρP (h) = 0, for all ∗ ∈ {1, 2, 12}.
(3) ρP (h) = ρP (f) for all P ∈ |m|.
(4) ρP (f) = vP (f)TrP/xC (sP (a)), for all P ∈ U .
Here (1) holds by definition, (3) follows from the choice of N and h and (4)
from (1.8) and U = U1 ∪ U2. For (2) notice that by (1.7), (1.8) and reciprocity∑
P∈|m∗|
ρP (h) = −
∑
P∈C\|m∗|
vP (h)TrP/xC (sP (a)) which vanishes since m∗ is a
modulus for a. Hence
0 =
∑
P∈|m12|
ρP (h)−
∑
P∈|m1|
ρP (h)−
∑
P∈|m2|
ρP (h), by (2)
= −
∑
P∈|m|
ρP (h) = −
∑
P∈|m|
ρP (f), by (3)
=
∑
P∈U
ρP (f), by reciprocity
=
∑
P∈U
vP (f)TrP/xC (sP (a)), by (4).
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This proves the Claim (1.6) and hence the lemma. 
1.4.9. Notation. For C ∈ (C /S) with function field K = κ(C) and m an effective
divisor on C we denote
Km,1 := {f ∈ K
× | f ≡ 1 mod m}.
Notice that Km,1 ⊂ K
× is a subgroup and that Km′,1 ⊂ Km,1 for all effective
divisors m 6 m′ and K{0},1 = K
×.
1.4.10. Lemma. Let π : D → C be a finite flat morphism in (C /S) and denote by
L = κ(D) and K = κ(C) the function fields. Let m′ be an effective divisor on C
and P ∈ C a closed point such that
m
′ = m + n[P ],
where m is an effective divisor on C whose support is disjoint from P and n >
1. Assume there exists a closed point Q0 ∈ π−1(P ) such that π is étale in a
neighborhood of Q0 and induces an isomorphism κ(P )
≃
−→ κ(Q0). Then the norm
map Nm : L× → K× induces a surjection
Nm : Lπ∗m′−n[Q0],1 ։
Km,1
Km′,1
.
Proof. Take f ∈ Km,1. Choose a natural number N greater than the coefficients in
π∗m′ and a function g ∈ L× such that
g/f ∈ U
(N)
Q0
, g ∈ U
(N)
R , for all R ∈ |π
∗m′| \ {Q0}.
Since Q0 is étale over P the divisor π
∗
m
′ − n[Q0] has its support disjoint from
Q0. Thus g ∈ Lπ∗m′−n[Q0],1 ⊂ Lπ∗m,1 and by Lemma 1.4.4 also Nm(g) ∈ Km,1. It
remains to show Nm(g)/f ∈ U
(n)
P . Denote by KP the completion of K with respect
to vP , by Uˆ
(n)
P the groups of higher 1-units in KP and by LQ the completion of L
with respect to vQ, for Q ∈ π−1(P ) . By the compatibility of the norm map with
completion we obtain in KP
Nm(g)
f
=
NmLQ0/KP (g)
f
·
∏
Q∈π−1(P )\{Q0}
NmLQ/KP (g).
By the choice of N and Lemma 1.4.4 we have NmLQ/KP (g) ∈ Uˆ
(n)
P for all Q 6= Q0.
By assumption LQ0 = KP . Hence NmLQ0/KP (g)/f = g/f ∈ Uˆ
(n)
Q0
= Uˆ
(n)
P . All
together we get Nm(g)/f ∈ K× ∩ Uˆ
(n)
P = U
(n)
P . Hence the lemma. 
Proof of Theorem 1.4.7. Let π :
∐
i Vi → U be a covering in the Nisnevich topology
as in the theorem. Then one of the Vi is a Nisnevich neighborhood of the generic
point of U and hence is a dense open subset of U . Therefore the theorem follows
from Lemma 1.4.8 and the following special case:
Assume there exists a finite flat map π : D → C in (C /S) and effective divisors
m
′ and n on C and D, respectively, which are bounded by a natural number n > 1
such that
• π restricted to V := D \ |n| is étale over U .
• U = U ′ ∪ π(V ), where U ′ := C \ |m′|.
• U \ U ′ = {P1, . . . , Pr} and there exist closed points Qi ∈ π−1(Pi) ∩ V such
that π induces an isomorphism κ(Pi)
≃
−→ κ(Qi) for all i.
• a ∈ M (C,m′) and π∗a ∈ M (D, n).
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Claim: There exists an effective divisor m on C bounded by n such that U = C \|m|
and a ∈ M (C,m).
Proof: We proof the claim by induction on r.
Case r = 1. By Lemma 1.4.8 and Proposition 1.4.5, (1) we can make U smaller
around P1 and m
′ and n bigger. Thus we can assume
(1) V = π−1(U ′) ∪ {Q1}.
(2) m′ = m + n[P1], where m is an effective divisor on C bounded by n with
P1 6∈ |m|, i.e. |m| = C \ U .
(3) π∗m′ > n.
Since |n| = D\V = π−1(C \U ′)\{Q1} = π−1(|m′|)\{Q1} and since the multiplicity
of Q1 in π
∗
m
′ is n (Q1 being unramified over P1) we have π
∗
m
′ − n[Q1] > n and
thus we can in fact assume
(4) n = π∗m′ − n[Q1].
(Notice that now n does not need to be bounded by n anymore, but m still is.) Now
the claim holds with m as above. Indeed, take f ∈ Gm(ηC) with f ≡ 1 mod m. By
Lemma 1.4.10 there exists a g ∈ Gm(ηD) with g ≡ 1 mod n and h ∈ Gm(ηC) with
h ≡ 1 mod m′ such that
π∗g = fh in Gm(ηC).
We get∑
P∈U
vP (f)TrP/xC (sP (a)) =
∑
P∈U
vP (f)TrP/xC (sP (a)) +
∑
P∈U ′
vP (h)TrP/xC (sP (a))
(1.9)
=
∑
P∈U
vP (fh)TrP/xC (sP (a)) (1.10)
=
∑
P∈U
vP (π∗g)TrP/xC (sP (a))
=
∑
P∈U
∑
Q∈π−1(P )
[Q : P ]vQ(g)TrP/xC (sP (a)) (1.11)
=
∑
Q∈π−1(U)
vQ(g)TrQ/xC (sQ(π
∗a)) (1.12)
=
∑
Q∈V
vQ(g)TrQ/xC (sQ(π
∗a)) (1.13)
= 0, (1.14)
where (1.9) holds since a ∈ M (C,m′), (1.10) by vP1(h) = 0, (1.11) by div(π∗g) =
π∗div(g), (1.12) by (MF2), (S1), (1.13) since vQ(g) = 0 for Q ∈ π−1(P1)\{Q1} and
(1.14) holds since π∗a ∈ M (D, n). This proves a ∈ M (C,m) and hence the claim
in the case r = 1.
Case r ≥ 1. Set U1 := U ′ ∪ {P1}, V1 := π−1(U1) ∩ V , n1 := n +
∑
Q∈V \V1
[Q].
Then n1 is bounded by n, |n1| = D\V1, π∗a ∈ M (D, n1), π restricted to V1 is étale,
Q1 ∈ V1, U1 \U ′ = {P1} and U1 = U ′∪π(V1). Thus we can apply the case r = 1 to
get an effective divisorm1 on C bounded by n with |m1| = C\U1 and a ∈ M (C,m1).
Therefore we can replace (U ′,m′) by (U1,m1) and since U \ U1 = {P2, . . . , Pr} we
conclude by induction. This proves the claim and hence the theorem. 
1.5. Reciprocity functors.
1.5.1. Definition. An R-reciprocity functor (or just reciprocity functor) is a R-
Mackey functor with specialization maps M such that for any C ∈ (C /S), any
non-empty open subset U ⊂ C and any section a ∈ M (U) there exists an effective
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divisor m on C which has support equal to C \ U and is a modulus for a, i.e. for
all ∅ 6= U ⊂ C we have
M (U) =
⋃
|m|=C\U
M (C,m), (1.15)
where the union is over all effective divisors on C with support equal to C \U . (In
particular we have M (C) = M (C, 0) and M (ηC) =
⋃
m
M (C,m), where the union
is over all effective divisors on C.)
We denote by RFR = RF the full subcategory of MFsp whose objects are
reciprocity functors.
1.5.2. Remark. Let M be a Mackey functor with specialization maps. By Theorem
1.4.7 the condition (1.15) is satisfied for all C ∈ (C /S) and all non-empty open
subsets U ⊂ C if and only if for all C ∈ (C /S) and all points x ∈ C (closed or not)
we have
M
h
C,x = lim−→
(D,n)
M (D, n), (1.16)
where the limit is over all pairs (D, n) with D → C finite flat in (C /S) and n is an
effective divisor on D such that D \ |n| is a Nisnevich neighborhood of x (i.e. it is
étale over C and there is a point y ∈ D \ |n|, which maps isomorphically to x).
1.5.3. Proposition-Definition. Let M be a reciprocity functor. Then for any
C ∈ (C /S) and P ∈ C there exists a biadditive pairing
(−,−)P : M (ηC)×Gm(ηC)→ M (xC),
which is R-linear in the first argument and has the following properties:
(1) (−,−)P is continuous when M (ηC) and M (xC) are endowed with the dis-
crete topology and Gm(ηC) with the topology for which {U
(n)
P |n > 1} is a
fundamental system of open neighborhoods of 1.
(2) For all a ∈ MC,P (notation as in 1.3.2) and f ∈ Gm(ηC) we have
(a, f)P = vP (f)TrP/xC (sP (a)).
(3) For all a ∈ M (ηC) and f ∈ Gm(ηC) we have∑
P∈C
(a, f)P = 0.
Furthermore (−,−)P is uniquely determined by the properties above. We call
(−,−)P the local symbol at P attached to M .
Proof. The Zariski-stalk MC,P is a submodule of M (ηC) and since MC is a Zariski
sheaf on C, we have MC(U) = ∩P∈UMC,P for all open subsets U ⊂ C. Thus we
are in the situation of Proposition 1.4.6. For a ∈ M (ηC) choose a modulus m, then
condition (2) in Proposition 1.4.6 is satisfied. Let {ρa,P : Gm(ηC)→ M (xC)}P∈C
be the family of continuous homomorphisms from Proposition 1.4.6, (1) constructed
for (a,m). Notice that this family does not depend on the choice of the modulus m
for a: Indeed if m′ is another modulus for a then so is m′′ = m+m′. But the family
{ρ′′a,P} constructed via m
′′ satisfies in particular, the same properties as {ρP,a} and
so by uniqueness they have to be the same. Then for a ∈ M (ηC) and f ∈ Gm(ηC)
we set
(a, f)P := ρa,P (f).
It follows from the uniqueness of the ρ’s that this defines a biadditive pairing, which
is R-linear in the first argument. The properties (1)-(3) now follow immediately
from the corresponding property of the ρ’s. 
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1.5.4. Corollary (cf. [33, III,§1, Prop. 2]). Let Φ : M → N be a morphism
between reciprocity functors. Then for all C ∈ (C /S), P ∈ C, a ∈ M (ηC) and
f ∈ Gm(ηC) we have
Φ((a, f)MP ) = (Φ(a), f)
N
P .
Proof. Follows from the uniqueness statement in Proposition 1.4.6. 
1.5.5. Proposition (cf. [33, III, Prop. 3 and 4]). Let M be a reciprocity functor
and π : D → C a finite morphism in (C /S).
(1) For all b ∈ M (ηD), f ∈ Gm(ηC) and P ∈ C we have in M (xC)
(π∗b, f)P =
∑
Q∈π−1(P )
TrxD/xC (b, π
∗f)Q.
(2) For all a ∈ M (ηC), g ∈ Gm(ηD) and P ∈ C we have in M (xC)
(a, π∗g)P =
∑
Q∈π−1(P )
TrxD/xC (π
∗a, g)Q.
Proof. The proof is along the lines of the proof of [33, III, Prop. 3 and 4]. 
1.5.6. Definition. Let M be a reciprocity functor, C ∈ (C /S) a curve and P ∈ C
a closed point. Then we define
Fil0PM (ηC) := MC,P
and for n > 1
FilnPM (ηC) := {a ∈ M (ηC) | (a, u)P = 0 for all u ∈ U
(n)
P }.
Clearly Fil•PM (ηC) forms an increasing and exhaustive filtration of sub-R-modules
of M (ηC).
1.5.7. Lemma. Let M be a reciprocity functor and m =
∑
P∈C nPP an effective
divisor on a curve C ∈ (C /S). Then
M (C,m) =
⋂
P∈C
FilnPP M (ηC) =
⋂
P∈|m|
FilnPP M (ηC) ∩M (C \ |m|).
Proof. The second equality is clear and the inclusion ⊃ for the first equality follows
immediately from reciprocity. For the other inclusion take a ∈ M (C,m), P ∈ |m|
and u ∈ U
(nP )
P . Take NQ > nQ with (a, U
(NQ)
Q )Q = 0 for all Q ∈ |m| and choose
uP ∈ Gm(η) with uP /u ∈ U
(NP )
P and uP ∈ U
(NQ)
Q for Q ∈ |m| \ {P}. Then uP ≡ 1
mod m and
(a, u)P = (a, uP )P =
∑
Q∈|m|
(a, uP )Q = 0.
Thus a ∈ FilnPP M (η), which gives the statement. 
1.5.8. Definition. For n > 0 we define RFn to be the full subcategory of RF
formed by the reciprocity functors M , which have the property that for any curve
C ∈ (C /S) and any closed point P in C
FilnPM(ηC) =M(ηC).
1.5.9. Example. Let M be a reciprocity functor. Then we have
(1) M ∈ RF0 iff M (ηC) = M (C) for all C ∈ (C /S).
(2) M ∈ RF1 iff sM0 = s
M
1 : MP1x(A
1
x)→M(x).
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Indeed (1) follows immediately from the definition. For (2) first notice that M ∈
RF1 iff for all C ∈ (C /S), all non-empty open subsets U ⊂ C we have M (U) =
M (C,
∑
P∈C\U [P ]), as follows from Lemma 1.5.7. Now the statement follows from
Lemma 1.4.3 up to applying the isomorphism A1x
∼= P1x \ {1}, which sends 0, 1 to
0,∞, respectively. (For this ⇒ direction apply Lemma 1.4.3 in the case γ = graph
of identity ∈ Cor((P1x, {1}), (P
1
x, {1})).)
2. Examples
The examples in §2.2 and §2.3 were suggested by B. Kahn.
2.1. Constant reciprocity functors. Let M be an R-module. Then M defines
a constant Nisnevich sheaf with transfers on Reg61, defined by M(X) := M⊕r,
for X ∈ Reg61 with r connected components, and an elementary correspondence
Z ∈ Cor(X,Y ) acts via multiplication with its degree deg(Z/X). One easily checks
that in this way M defines a reciprocity functor and that we obtain a fully faithful
functor
(R −mod)→ RF0 ⊂ RF.
2.2. Algebraic groups. In the following by an algebraic group we mean a smooth
connected and commutative group scheme over S.
2.2.1. Trace for algebraic groups. Let G be an algebraic group and π : Y → X a
finite and flat morphism of degree d between noetherian S-schemes. Then (see e.g.
[34, Exp. XVII, (6.3.4.2)]) there exists a canonical X-morphism
X → SymdXY. (2.1)
We quickly recall how this is constructed locally: Assume π corresponds to a ring
map A→ B which makes B a free A-module of rank d. For a not necessarily com-
mutative A-algebra D denote by TSdA(D) = (D
⊗Ad)Σd the A-algebra of symmetric
tensors. Then (see e.g. [34, Exp. XVII, (6.3.1.4)]) the determinant EndA(B)→ A
induces an homomorphism of A-algebras TSdA(EndA(B))→ A, whose composition
with EndA(B) → TS
d
A(EndA(B)), x 7→ x ⊗ . . . ⊗ x, gives back the determinant.
Then (2.1) is locally given by taking Spec of the composition
TSdA(B)→ TS
d
A(EndA(B))→ A,
where the first map is induced by the natural map B → EndA(B).
Now in [34, Exp. XVII, (6.3.13.2)] the trace morphism
π∗ = TrY/X : G(Y )→ G(X)
is defined as follows: Let u : Y → G be a S-morphism, then TrY/X(u) : X → G is
given by the composition
X
(2.1)
−−−→ SymdXY
∑d
1=1
u
−−−−−→ G.
By [34, Exp. XVII, Ex. 6.3.18] the trace thus defined equals the usual trace
Γ(Y,OY )
TrY/X
−−−−→ Γ(X,OX) (resp. norm Γ(Y,O
×
Y )
NmY/X
−−−−−→ Γ(X,O×X)) for G = Ga
(resp. G = Gm).
2.2.2. Proposition (cf. [33, III]). Let G be an algebraic group. Then the Nisnevich
sheaf Reg61 ∋ U 7→ G(U) extends to a functor on Reg61Cor (via the trace recalled
above) and as such is a Z-reciprocity functor. Furthermore a morphism of algebraic
groups induces a morphism of the corresponding reciprocity functors.
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Proof. It is well-known that U → G(U) is a Nisnevich sheaf on Reg61. Further,
if U ∈ RegCon61 is 1-dimensional with generic point η the natural map G(U) →
G(η) is injective. (This follows from the valuative criterion for properness, since
the neutral section eG : S → G is a proper map.) Thus the sheaf G satisfies
the conditions (Inj) and (FP) from Definition 1.3.5. Furthermore by [34, Exp.
XVII, Prop. 6.3.15] the trace recalled above yields a functor G : RegCon61∗ →
(Z−mod), such that for a finite and surjective morphism π : X → Y in RegCon61
the composition π∗π
∗ is multiplication with deg π on G(Y ). Thus G is a Mackey
functor with specialization maps if it satisfies condition (3) of Lemma 1.2.2. So let
Y,X,X ′ and f, g be as in Lemma 1.2.2, (3). Since G satisfies (Inj) we may assume
that X ′ actually is an S-point (Then g : X ′ → X is either dominant or the inclusion
of a closed point.) By [34, Exp. XVII, Prop. 6.3.15] the trace is compatible with
base change and decomposes as a sum on disjoint schemes. Hence it suffices to
show, that if k is a field and A is a finite local k-algebra, then TrA/k : G(A)→ G(k)
equals the composition
G(A)→ G(Ared)
lg(A)·TrAred/k−−−−−−−−−→ G(k).
This follows immediately from [34, Exp. XVII, Prop. 6.3.5], which implies that if
d0 = [Ared : k] and d = [A : k] = d0 · lg(A), then the map Spec k → Sym
d
k(SpecA)
factors via
Spec k → (Symd0k (SpecAred))
×lg(A) can.−−→ Symdk(SpecA),
where the arrow labeld “can.” is the canonical morphism induced by the composi-
tion
TSdk(A)→ TS
d
k(Ared)
TS(diagonal)
−−−−−−−−→ TSdk(A
⊕lg(A)
red ))
∼=
⊕∑
ni=d
TSn1k (Ared)⊗k . . .⊗k TS
nlg(A)
k (Ared)
proj.
−−−→ TSd0k (Ared)
⊗lg(A).
Thus G is a Mackey functor with specialization maps. It remains to check that
for C ∈ (C /S) and any non-empty open subset U ⊂ C any section a ∈ G(U)
admits a modulus (see Definition 1.4.1). In case κ(xC) is algebraically closed this
is a theorem due to M. Rosenlicht (see [33, III, §1, Thm. 1]). The general case
follows from this as follows: Let σ : x¯→ x := xC be a geometric point (i.e. κ(x¯) is
algebraically closed), denote by ν : D → (C×x x¯)red the normalization map (notice
that (C ×x x¯)red is integral since C → x is geometrically connected) and by π the
composition
π : D
ν
−→ (C ×x x¯)red ⊂ C ×x x¯
id×σ
−−−→ C.
Take a ∈ G(U). Then by the theorem of M. Rosenlicht π∗a ∈ G(π−1(U)) has a
modulus and thus we find an effective divisor m on C with support equal to C \ U
and such that π∗a has modulus π∗m. We claim that a has modulus m. For this
take f ∈ Gm(ηC) with f ≡ 1 mod m (in particular π∗f ≡ 1 mod π∗m ). Since
σ∗ : G(x)→ G(x¯) is injective (G being an fppf-sheaf) it suffices to show
0 =
∑
P∈C\|m|
vP (f)σ
∗TrP/x(sP (a)) =
∑
P∈C\|m|
∑
P ′∈P×xx¯
vP (f) · lP ′ · σ
∗
P ′sP (a),
where σP ′ : P
′ → P is induced by σ and lP ′ = lg(OP×xx¯,P ′); notice that we can
drop the TrP ′/x¯ on the right since P
′ ∼= x¯. For this, let t ∈ OC,P be a local
parameter, then by [9, Lem. 1.7.2, Ex. 1.2.3] we have
lP ′ · [P
′] = [div(t|C×xx¯)]|P ′ = lηD ·
∑
Q∈ν−1(P ′)
e(Q/P )) · [P ′],
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where lηD := lg(OC×xx¯,ηD ) (notice that [Q : P
′] = 1). Thus we obtain∑
P∈C\|m|
∑
P ′∈P×xx¯
vP (f) · lP ′ · σ
∗
P ′sP (a) = lηD
∑
Q∈D\|π∗m|
vQ(π
∗f)sQ(π
∗a),
which is zero by our choice of m. This finishes the proof. 
2.2.3. Remark. It follows from the proof of [33, III, §1, Theorem 1], the above proof
and Example 1.5.9 that
G ∈

RF0, if G is an Abelian variety
RF1, if G is a semi-Abelian variety
RF \ ∪nRFn>0, if G is unipotent.
2.3. Homotopy invariant Nisnevich sheaves with transfers.
2.3.1. Recollections on PST. Let SmCorS be the category defined in [38, 2.1] whose
objects are smooth S-schemes and the morphisms are given by finite correspon-
dences, i.e. HomSmCorS(X,Y ) = CorS(X,Y ). A presheaf with transfers over S is a
contravariant and additive functor from SmCorS to the category of Abelian groups,
F : (SmCorS)
op → (Ab). The category of presheaves with transfers is denoted
by PST; it is an Abelian category. Inside PST we have the full subcategories
NST of Nisnevich sheaves with transfers, HI of homotopy invariant presheaves
with transfers and HINis = HI ∩ NST of homotopy invariant Nisnevish sheaves
with transfers. The inclusion functor HI→ PST admits a left adjoint
h0 : PST→ HI
where h0(F ) is the presheaves with transfers defined for any smooth S-scheme X
by
h0(F )(X) := Coker
[
F (A1X)
s∗0−s
∗
1−−−−→ F (X)
]
.
By [38, Theorem 3.1.4] the sheafification functor F 7→ FNis restricts to a functor
PST→ NST which is the left adjoint to the inclusion functor NST→ PST.
2.3.2. Definition. A model of X ∈ Reg61 is a separated and smooth S-scheme
U together with an affine morphism u : X → U such that for any open affine
SpecA ⊂ U the ring Γ(SpecA, u∗OX) is a localization of A by a multiplicative
subset. A morphism between two models is a morphism of schemes under X . We
denote by MX the category of all models of X .
2.3.3. Lemma. The category MX of models of X ∈ Reg
61 is cofiltered and in
particular non-empty.
Proof. This is straightforward. 
2.3.4. Proposition. Let F ∈ PST be a presheaf with transfers. Then
Reg61 ∋ X 7→ Fˆ (X) := colim
U∈Mop
X
F (U)
naturally defines a presheaf with transfers on Reg61 (in the sense of Definition
1.2.1, with R = Z) and we obtain an exact functor
PST→ PT, F 7→ Fˆ ,
which restricts to NST→ NT.
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Proof. For X,Y ∈ Reg61 and [V ] ∈ Cor(X,Y ) an elementary correspondence,
we find models X → U and Y → U ′ and an elementary correspondence [W ] ∈
Cor(U,U ′) which pulls back to [V ] under X × Y → U × U ′. We get a map
F ([W ]) : F (U ′) → F (U) and it is straightforward to see that it induces a map
Fˆ (Y )→ Fˆ (X) which is independent of the choices of U,U ′,W and is compatible
with composition. This proves the first statement and the other statements are
immediate. 
The following statement is a collection of results of V. Voevodsky.
2.3.5. Proposition. The above functor PST → PT restricts to a conservative
functor
HINis → RF1, F 7→ Fˆ ,
where RF1 is defined in 1.5.8. Furthermore, restricting Fˆ to ptCor
op we obtain a
functor HINis →MF, which still is conservative.
Proof. Take F ∈ HINis. By Proposition 2.3.4 Fˆ is a Nisnevich sheaf with trans-
fers on Reg61 and it automatically satisfies condition (FP) from Definition 1.3.5.
Further, by [37, Corollary 4.19] and [38, Proposition 3.1.11], the restriction map
F (X) →֒ F (U), for U →֒ X a dense open immersion in SmS , is injective. This
implies (Inj) from Definition 1.3.5 and hence Fˆ ∈ MFsp. Furthermore, since F
is homotopy invariant we have i∗0 = i
∗
∞ on Fˆ (P
1
x \ {1}) with x an S-point. Thus
Fˆ ∈ RF1 by Lemma 1.4.3. The conservativity statement follows immediately from
[37, Proposition 4.20] and [38, Proposition 3.1.11]. 
2.4. Connection with classical class field theory in the function field case.
In this section we assume that F is a perfect field of positive characteristic p.
We denote by Wn the Witt-scheme of length n over S. It is in particular a
unipotent algebraic group in the sense of 2.2 and hence defines a reciprocity functor.
For an F -algebra A, the A-rational points of Wn form the ring of Witt vectors
Wn(A). There is a Frobenius morphism F : Wn → Wn which sends an A-rational
point (a0, . . . , an−1) ∈ Wn(A) to (a
p
0, . . . , a
p
n−1). We also have the morphism of
algebraic groups
p :Wn →Wn+1, (a0, . . . , an−1) 7→ p · (a0, . . . , an−1, 0), (2.2)
which commutes with the Frobenius F.
2.4.1. Proposition. Let H 1 be the Nisnevich sheafification of the presheaf
Reg61 ∋ X 7→ H1ét(X,Q/Z).
Then H 1 is a reciprocity functor and it decomposes in RF as
H
1 = (H 1)′ ⊕ lim
−→
n
Wn
(F− 1)Wn
, (2.3)
where (H 1)′ is induced by a homotopy invariant Nisnevich sheaf with transfers (in
the sense of Proposition 2.3.5), Wn/(F − 1)Wn is the quotient in the category of
Nisnevich sheaves and the inductive limit is over the morphisms
p :
Wn
(F − 1)Wn
→
Wn+1
(F − 1)Wn+1
induced by (2.2).
Proof. Set (Q/Z)′ := ⊕ℓ 6=pQℓ/Zℓ, where the sum is over all prime numbers ℓ un-
equal to p. We obtain Q/Z = (Q/Z)′ ⊕ lim
−→n
Z/pnZ, where the transition maps
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Z/pnZ→ Z/pn+1Z are induced by multiplication with p. Using Artin-Schreier-Witt
theory we see that for an affine F -scheme X = SpecA we have the decomposition
H1ét(X,Q/Z) = H
1
ét(X, (Q/Z)
′)⊕ lim
−→
n
Wn(A)
(F− 1)Wn(A)
.
Denote by (H 1)′ the Nisnevich sheafification of Reg61 ∋ X → H1ét(X, (Q/Z)
′).
This gives the decomposition (2.3) in the category of Nisnevich sheaves. It follows
from [24, Lemma 6.21], [37, Corollary 5.29], [38, Theorem 3.1.12] and Proposition
2.3.5, that (H 1)′ is a reciprocity functor induced by a sheaf in HINis. Further
Wn/(F − 1)Wn clearly is a Nisnevich sheaves with transfers, which satisfies (FP)
and (MC). For (Inj) it suffices to check that if A is a henselian DVR with fraction
field K and we are given a Witt vector (a0, . . . , an−1) ∈ Wn(A) such that there
exist elements bi ∈ K with
(a0, . . . , an−1) = (b
p
0, . . . , b
p
n−1)− (b0, . . . , bn−1),
then the bi’s are in A. Suppose we already showed that for i ≥ 0 the elements
b0, . . . , bi−1 are in A. Then we get
ai = b
p
i − bi + P (b0, . . . , bi−1)
for some polynomial P ∈ Z[x0, . . . , xi−1]. Thus bi(b
p−1
i − 1) ∈ A, i.e. bi ∈ A. Thus
Wn/(F− 1)Wn is a reciprocity functor and hence so is lim−→n
Wn/(F − 1)Wn. This
finishes the proof. 
2.4.2. Now assume that F is a finite field and C is a smooth projective geomet-
rically connected curve over S = SpecF with function field K and generic point
η. For a closed point P ∈ C denote by KP the completion of K along P . Fur-
ther denote by Gab(K), Gab(KP ) and G
ab(F ) the maximal abelian quotient of the
absolute Galois groups of the fields K,KP , F , respectively. We have
H
1(S) = Homconts(G
ab(F ),Q/Z) = Homconts(Zˆ,Q/Z) = Q/Z. (2.4)
Thus the local reciprocity map (see e.g. [32, XIII, §4])
ρP : K
×
P → G
ab(KP ) ∼= Hom(H
1
ét(KP ,Q/Z),Q/Z)
induces a morphism
H
1(η)×Gm(η)→ Q/Z ∼= H
1(S), (χ, f) 7→ ρP (f)(χ). (2.5)
Notice, if we identify χ with a character χ : Gab(K) → Q/Z, then ρP (f)(χ) =
χ(ρP (f)).
2.4.3. Proposition. With the notation above, the symbol at P attached to H 1 (see
Proposition-Definition 1.5.3) is given by (2.5), i.e.
(χ, f)P = ρP (f)(χ), f ∈ Gm(η), χ ∈ H
1(η).
Furthermore the filtration of H 1(η) at P (see Definition 1.5.6) is given by
FilnPH
1(η) = Homconts(
Gab(K)
Gab,n(KP )
,Q/Z),
where Gab,n(KP ) is the n-th ramification subgroup of G
ab(KP ) in the upper num-
bering (see [32, IV, §3]).
Proof. For the first statement we have to check that the symbol (2.5) satisfies the
properties (1)-(3) of Proposition-Definition 1.5.3. By [32, XV, §2, Remark after
Theorem 2] we have
ρP (Uˆ
(n)
P ) = G
ab,n(KP ), (2.6)
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where Uˆ
(n)
P denotes the completion of U
(n)
P . Now since any χ ∈ H
1(η) is in
fact induced by a character χ′ : Gal(L/K) → Q/Z for some finite abelian Galois
extension L/K and since the images of Gab,n(KP )→ Gal(L/K) are zero for n >> 0
we see that the continuity condition (1) is satisfied. For (2) notice that under
the isomorphism (2.4) the element vP (f)TrP/S(sP (χ)), χ ∈ H
1
C,P , f ∈ Gm(η),
corresponds to
vP (f)χ(F
[P :S]
S ) = vP (f)χ(FP ) = χ(ρP (f)),
where FS ∈ Gab(F ) (resp. FP ∈ Gab(κ(P )) ∼= πab1 (SpecO
h
C,P )) denotes the Frobe-
nius element and the second equality holds by [32, XIII, §4, Proposition 13]. Finally
(3) is the Artin reciprocity law, see e.g. [2, VII, §3]. The second statement now
follows directly from the definition of FilnPH
1(η) and (2.6). 
2.5. Cycle modules.
2.5.1. Notice that the fact that cycle modules define reciprocity functors, may be
seen as a consequence of the fact that homotopy invariant sheaves with transfers
define reciprocity functors and the work of F. Déglise [7]. However we do not
need the equivalence between the category of cycle modules and the category of
homotopy modules of [7] to see this, as it follows from the axioms of cycle modules.
In the following we will freely use the numbering of the data and rules a cycle
module should satisfy as introduced by M. Rost in [28]. We will check that a cycle
module defines a reciprocity functor in the sense of Definition 1.5.1. For this we
will use Proposition 1.3.7, which provides a description of Mackey functor with
specialization which is closer to the definition of cycle modules.
2.5.2. Cycle modules are graded reciprocity functors. Let M∗ be a cycle module as
defined in [28, (2.1) Definition]. Let n ∈ Z be an integer. First note that Mn is a
Mackey functor by R1a-c and R2d, see Remark 1.3.3. As we shall see, the Mackey
functor Mn is canonically the underlying Mackey functor of a Nisnevich sheaf with
transfers on Reg61 which satisfies the modulus condition (MC). Let C ∈ C /S be a
curve. To a closed point P in C corresponds a discrete valuation vP on the function
field κ(ηC) of the curve, and thus a residue homomorphism D4
∂P := ∂vP :Mn(ηC)→Mn−1(P ).
Given an open subset U ⊆ C, we set
(Mn)C(U) :=
⋂
P∈U
ker (∂P : Mn(ηC)→Mn−1(P )) . (2.7)
This in fact defines a sheaf (Mn)C in the Zariski topology on C and the stalk at P
is the kernel of ∂P .
2.5.3. Let ̟ be a uniformizer of the local ring OC,P , and consider as in [28, p.
329], the map
s̟P :Mn(ηC)→Mn(P ), a 7→ s
̟
P (a) := ∂P ({−̟} · a).
The restriction to (Mn)C,P is independent of the choice of the uniformizer ̟.
Indeed if ̟′ is another uniformizer of the local ring OC,P , then there exists a unit
u ∈ O×C,P such that ̟
′ = u̟ and using R3e, we get for any a ∈ (Mn)C,P
s̟
′
P (a) = ∂P ({−̟
′} · a) = ∂P ({−u̟} · a) = ∂P ({−̟} · a) + ∂P ({u} · a)
= s̟P (a)− {u¯} · ∂P (a) = s
̟
P (a).
Hence we may denote by
sP : (Mn)C,P →Mn(P )
the restriction of the map s̟P .
K-GROUPS OF RECIPROCITY FUNCTORS 27
2.5.4. Proposition. Let M∗ be a cycle module over S. Then for any integer n ∈ Z,
the triple (Mn,Mn, s) defines a Z-reciprocity functor over S via Proposition 1.3.7,
which lies in RF1. Furthermore, its associated symbol (see Proposition-Definition
1.5.3) is given by
Mn(ηC)×Gm(ηC)→Mn(xC), (a, f) 7→ (a, f)P = TrP/xC∂P ({f} · a), (2.8)
for C ∈ (C /S) and P ∈ C.
Proof. Let us first check that Mn has the required functoriality. Let π : V → U
be a morphism between 1-dimensional connected schemes in Reg61 with compact-
ifications D and C, respectively. Then the morphism π∗ : Mn(ηC) → Mn(ηD)
induces a morphism π∗ : (Mn)C(U) → (Mn)D(V ), by R3a. Similarly, if π is a
finite morphism, R3b ensures that the morphism π∗ : Mn(ηD)→Mn(ηC) induces
a morphism π∗ : (Mn)D(V )→ (Mn)C(U). It follows from R1a and R1b that the
pushforward and the pullback thus defined are functorial.
Thus the triple (Mn,Mn, s) is a data (1)-(3) from Proposition 1.3.7. It remains
to check the conditions (R0)-(S3) from Proposition 1.3.7 and (MC) from Definition
1.4.1.
Condition (RS0) is Lemma 2.5.5 below and (RS1) is an immediate consequence
of the condition (FD) that cycle modules are required to fulfill. Let C ∈ (C /S)
and a ∈Mn(xC). Then by R3c, we have ∂P (ρ∗a) = 0 for all P ∈ C, which means
that (RS2) holds. The condition (S3) follows from R3d. Let π : D → C be a
morphism in (C /S), Q ∈ D and denote by πQ : Q→ π(Q) =: P the map induced
by π. Let ̟Q (resp. ̟P ) be a uniformizer of the local ring OD,Q (resp. OC,P ). We
may write
π∗̟P = u ·̟
e(Q/P )
Q ,
where u ∈ O×D,Q. Relation (S1) follows from [28, (1.9) Lemma], which gives for any
a ∈ (Mn)C,P
s
̟Q
Q (π
∗a) = π∗Qs
̟P
P (a)− {u¯} · π
∗
Q∂P (a) = π
∗
QsP (a).
Assume now that π is finite. For any a ∈ π∗((Mn)D)P , we have
sP (π∗a) = ∂P ({−̟P} · π∗a) = ∂Pπ∗ ({−π
∗̟P } · a) by R2b
=
∑
Q∈π−1(P )
πQ∗∂Q ({−π
∗̟P } · a) by R3b
On the other hand by R3e
∂Q ({−π
∗̟P } · a) = e(Q/P ) · ∂Q({−̟Q} · a) + ∂Q({u} · a)
= e(Q/P ) · sQ(a)− {u¯} · ∂Q(a)
= e(Q/P ) · sQ(a).
This implies (S2). It remains to prove that the modulus condition (MC) is fulfilled.
Let C ∈ (C /S) be a curve and U ⊂ C be a non-empty open subset and take
a ∈ (Mn)C(U). The closed subset C \ U consists then of finitely many closed
points P1, . . . , Pr and let m be the effective divisor m :=
∑r
i=1 Pi. Let f ∈ Gm(ηC)
be a rational function such that f ≡ 1 mod m. By the reciprocity law for curves
RC, we know that ∑
P∈C
TrP/xC∂P ({f} · a) = 0. (2.9)
If P = Pi for some i ∈ {1, . . . , r}, then by definition f ∈ U
(1)
P = 1 + mP . Hence f
is a unit and R3e implies that
∂P ({f} · a) = −{f¯} · ∂P (a) = −{1} · ∂P (a) = 0. (2.10)
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On the other hand, if P ∈ U and ̟ is a uniformizer of the local ring OC,P , then
by R3f we have
∂P ({f} · a) = ∂P ({f}) · s
̟
P (a)− s
̟
P (f) · ∂P (a) + {−1} · ∂P ({f}) · ∂P (a)
= ∂P ({f}) · s
̟
P (a) = vP (f) · sP (a)
since a ∈ (Mn)C(U). Hence the reciprocity law (2.9), may be rewritten as∑
P∈C\|m|
vP (f) ·TrP/xC (sP (a)) = 0.
This shows that the modulus condition (MC) is fulfilled. Hence (Mn,Mn, s) defines
a reciprocity functor. The formula for the associated local symbol follows from the
computation above and the uniqueness statement in Proposition-Definition 1.5.3.
Hence (Mn,Mn, s) ∈ RF1 by (2.10). 
2.5.5. Lemma. For all C ∈ (C /S) the functor Mn on the small Nisnevich site
CNis, which sends an étale C-scheme U to ⊕i(Mn)Ci(Ui), where the Ui’s are the
connected components of U with unique compactification Ci over C, is a sheaf.
Proof. Let X ∈ Reg61 and
W //


V
π

U
j // X
be a distinguished Nisnevich square for the Nisnevich topology i.e. π is an étale
morphism, j an open immersion and if Z := X\U with its reduced scheme structure,
then π−1(Z) → Z is an isomorphism. By [41, Proposition 2.17], it is enough to
check that the square
Mn(X) //

Mn(V )

Mn(U) //Mn(W )
(2.11)
is cartesian. Let for any scheme Y ∈ Reg61, Nn(Y ) be the direct sum over the
irreducible components T of Y of the Mn(ηT )’s. Then the square analogous to
(2.11) with Mn replaced by Nn is cartesian. Indeed this follows from the following
two observations:
• if C is an irreducible component ofX , then either C∩U 6= ∅ (and thus C∩U
is an irreducible component of U), or C is contained in Z, and therefore
dominated by a unique irreducible component of V , which is moreover
isomorphic to C;
• since π is étale, any irreducible component D of V dominates an irreducible
component C of X , and C ∩ U 6= ∅ if and only if D ∩W 6= ∅.
Now to see that (2.11) is cartesian, it is enough to remark that if P ∈ X is a
closed point that does not lie in U , then there exists Q ∈ V such that π induces an
isomorphism κ(Q) ≃ κ(P ), then by R3a we have
∂Q ◦ π
∗ = e(Q/P ) · ∂P = ∂P
since π is unramified. 
2.5.6. Example. In particular the n-th level of Milnor K-theory gives a reciprocity
functor for all integers n > 0,
KMn = (K
M
n ,K
M
n , s).
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Notice that for C ∈ (C /S), the sheaf K Mn,C is defined by (2.7). If κ(xC) is an
infinite field this coincides with the sheaf KMn (OC) by [22, Thm. 7.1.].
Also notice that we have
KM1 = Gm.
2.5.7. Functors of zero cycles. Let X be a smooth quasi-projective S-scheme, of
pure dimension d, and n ∈ Z an integer. Denote by CHd+n(X,n) Bloch’s higher
Chow group of zero cycles, see [4]. As explained in Proposition 2.5.4, cycle modules
are graded reciprocity functors. This implies in particular that the functor
CHd+n(X,n) : (pt/S)→ (Z−mod), x 7→ CHd+n(X,n)(x) := CHd+n(Xx, n),
(2.12)
defines a Z-reciprocity functor over S, denoted by
CHd+n(X,n).
Indeed this functor may be obtained from KM∗ via the fibration technics of [28,
§7]. To see this let M∗ be a cycle module over X (e.g. Milnor K-theory K
M
∗ )
and ̺ : X → S be the structural morphism. As shown by M. Rost in [28, (7.3)
Theorem], for any integer q ∈ Z, we get a cycle module Aq[̺;M ] over S. This cycle
module is such that for any S-point x
Aq[̺;M ]n(x) = Aq(Xx;M,n),
where Aq(Xx;M,n) is the q-th homology of the cycle complex C∗(Xx;M,n) defined
in [28, §5]. Assume now M∗ = K
M
∗ . We have then two isomorphisms
A0[̺; K
M
∗ ]n(x) = A0(Xx; K
M
∗ , n) ≃ H
d
Zar(Xx;K
M
d+n) ≃ CH
d+n(Xx, n). (2.13)
The first one is due to K. Kato [20] (see also [28, (6.5) Corollary]), while the second
one may be found in [1, Theorem 5.5]. Since A0[̺,K
M
∗ ] is a cycle module, it follows
from Proposition 2.5.4 that (2.12) defines a reciprocity functor.
2.5.8. Remark. Let C ∈ (C /S) be a curve and P be a closed point in C. As part
of the cycle module structure, we have a residue homomorphism
∂P : A0[ρ; K
M
∗ ]n(ηC)→ A0[ρ; K
M
∗ ]n−1(P ).
For n = 0 the right hand side vanishes and so does the residue map ∂P . Hence it
follows from the definition (2.7) of the regular structure on the reciprocity functor
CHd(X, 0) := CH0(X) that for any open subset U ⊆ C
CH0(X)(U) = CH0(XηC ).
In particular, CH0(X) ∈ RF0. Moreover the specialization map is the one defined
e.g. in [9, 20.3].
2.5.9. By [4, Thm 2.1] and [24, Thm 17.21] the higher Chow groups CHi(−, n)
have the structure of a homotopy invariant presheaf with transfers. Let X be a
smooth and quasi-projective S-scheme of equidimension d and n > 0. Then we also
obtain a homotopy invariant presheaf with transfers
CHd+n(X,n) : SmCor→ (Z−mod), Y 7→ CHd+n(X,n)(Y ) := CHd+n(X×Y, n),
where a finite correspondence γ ∈ Cor(Y, Z) acts via ∆X × γ ∈ Cor(X × Y,X ×
Z), with ∆X ⊂ X × X the diagonal. We denote by CH
d+n
Nis (X,n) its Nisnevich
sheafification. By [24, Thm 13.8] we have CHd+nNis (X,n) ∈ HINis. Applying the
functor ̂ : HINis → RF from Proposition 2.3.5 we get a canonical isomorphism of
reciprocity functors
CHd+n(X,n) ∼= CHd+nNis (X,n)̂ . (2.14)
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Indeed by construction we get a canonical isomorphism of Mackey functors (see
Definition 1.3.1) and thus by Proposition 1.3.7 we have to check that the special-
ization maps are the same. But for C ∈ (C /S), U ⊂ C open and P ∈ U the
specialization map sP : CH
d+n(X,n)(U)→ CHd+n(X,n)(P ) is defined using the
residue homomorphism ∂P of the underlying Rost’s cycle module (see 2.5.3), which
in turn is defined using the differentials in the cycle complex C∗(X × V ; KM∗ , n),
where V ∈ Sm is a model of U , see [28, 7.]. On the other hand the cycle complex
C∗(X × V ; KM∗ , n) is nothing but the Gersten resolution on X × V of K
M
d+n, which
is isomorphic to the Gersten resolution of CHd+nNis (X,n) as a Zariski sheaf on X×V
(see e.g. [11, Lemma 3.2]). It is this isomorphism which induces the isomorphism
(2.13). But the specialization map for CHd+nNis (X,n) is again induced by the differ-
entials of the Gersten resolution (see [1, Lem. 6.3]), thus we get the compatibility
with the specialization maps.
2.6. Kähler Differentials.
2.6.1. Trace for Kähler differentials. Let T be a scheme, Y a noetherian T -scheme
and f : X → Y a finite morphism, which is a complete intersection, i.e. f is flat
and for any x ∈ X there exists an open neighborhood U of x, such that f|U factors
as the composition of a regular closed embedding followed by a smooth morphism,
U →֒ P → Y . (This is for example satisfied if X and Y are regular and f is
finite and flat; also any base change with respect to Y will again be a complete
intersection.) Then in [23, §16] there is constructed for all q a trace (pushforward)
f∗ = TrX/Y : f∗Ω
q
X/T → Ω
q
Y/T ,
which has the following properties:
(Tr1) For α ∈ ΩiY/T and β ∈ Ω
q−i
X/T , we have f∗(f
∗(α)β) = αf∗(β).
(Tr2) For q = 0 the map f∗ : f∗OX → OY is the usual trace for a finite and
locally free extension of algebras.
(Tr3) If g : Y ′ → Y is a T -morphism of noetherian schemes, then the base change
f ′ : X ′ = X ×Y Y ′ → Y ′ of f is finite and a complete intersection and the
following diagram commutes
f∗Ω
q
X/T
g′∗ //
f∗

h∗Ω
q
X′/T
f ′
∗

ΩqY/T
g∗ // g∗Ω
q
Y ′/T ,
where g′ : X ′ → X is the base change of g and h := f ◦ g′ = g ◦ f ′.
(Tr4) If fi : Xi → Y , i = 1, . . . , n, are finite morphisms, which are local com-
plete intersections, then so is f := ⊔fi : X := ⊔ni=1Xi → Y and for
β = (β1, . . . , βn) ∈ f∗Ω
q
X/T = ⊕ifi∗Ω
q
Xi/T
the following equality holds
in ΩqY/T
f∗(β) =
∑
i
fi∗(βi).
(Tr5) If g :W → X is finite and a complete intersection, then so is f ◦g :W → Y
and we have
f∗g∗ = (f ◦ g)∗ : (f ◦ g)∗Ω
q
W/T → Ω
q
Y/T .
(Tr6) f∗ ◦ d = d ◦ f∗ : f∗Ω
q
X/T → Ω
q+1
Y/T .
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(Tr7) For all a ∈ f∗O
×
X , we have
f∗(
da
a
) =
dNmX/Y (a)
NmX/Y (a)
,
where NmX/Y : f∗O
×
X → O
×
Y is the norm map.
Furthermore using [23, Thm 16.1] and [23, §16, Exercise 5)] we obtain: Let x be a
T -scheme and ϕ : Y → x a finite morphism, which is a complete intersection. Then
the following diagram commutes for all q > 0
ΩqY/T
ϕ∗

//⊕
y∈Y Ω
q
y/T
∑
y
lyϕy∗yysss
s
s
s
s
s
s
Ωqx/T ,
(2.15)
where ϕy is the composition y →֒ Y
ϕ
−→ x, ly = length(OY,y) and the horizontal
map is induced by the natural surjections ΩqY/T → Ω
q
y/T .
2.6.2. Residue map for Kähler differentials. Take C in (C /S) and set K = κ(C),
k = κ(xC) and x = xC . For n ∈ N set
Kn :=
{
k(Kp
n
), if char(F ) = p > 0,
K, if char(F ) = 0.
Viewing Kn and OC as subsheaves of the constant sheaf K on C we define Cn =
Spec(OC ∩Kn). Then (see [15, p. 88 and Thm 3]) we obtain maps
C = C0 → C1 → C2 → . . . ,
which are homeomorphisms and each Cn is a regular projective and connected curve
over x (= xCn). Further, for P ∈ C denote its image in Cn by Pn. Then, by [15,
Thm1, Thm4], for almost all n the curve Cn is smooth over x and κ(Pn) is the
separable closure of k in κ(P ).
In [23, §17, Def. 17.4.] the residue map
ResP : Ω
1
η/x → k
is defined by
ResP (α) := TrPn/x(Rest(TrC/Cnα)), α ∈ Ω
1
η/x,
where TrC/Cn and TrPn/x are the corresponding traces from 2.6.1, n is chosen
such that κ(Pn) is the separable closure of k in κ(P ), which implies that the
choice of a local parameter t at Pn determines a unique and continuous isomor-
phism of k-algebras between κ(Pn)((t)) and the completion of Kn at Pn, and
Rest : Ω
1
κ(Pn)((t))/κ(Pn)
→ κ(Pn) is the usual residue. It is shown in [23, §17], that
this definition does not depend on the choices made. Furthermore the following
properties are proven:
(1) ResP is k-linear and factors through Ω
1
η/x → H
1
P (Ω
1
η/x) = Ω
1
η/x/Ω
1
C/x,P .
(2) Let π : D → C be a finite morphism in (C /S) and P ∈ C, then on Ω1ηD/xD
ResP ◦ TrD/C =
∑
Q∈π−1(P )
TrxD/x ◦ ResQ
(3) For C ∈ (C /S) we have for all α ∈ Ω1η/x∑
P∈C
ResP (α) = 0.
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2.6.3. Remark. Notice that if κ(P ) is separable over k, then ResP : Ω
1
η/x → k,
factors via a fine residue map
Ω1η/x
R˜esP−−−→ κ(P )
Tr
−→ k,
where R˜esP is defined to be Rest, with t a local parameter at P . This is independent
of the choice of t by the same argument as in [33, II, §11].
2.6.4. Higher residues. Let q > 0 be a non-negative integer. For any X in Reg61
we can consider the q-th absolute Kähler differentials of X over SpecZ,
ΩqX := Ω
q
X/SpecZ.
For C ∈ (C /S) and P ∈ C we define
Resq+1P : Ω
q+1
η → Ω
q
xC
as follows: Take π : C → C′ a finite, surjective and purely inseparable morphism
in (C /S) such that C′ is generically smooth over x = xC = xC′ . (Notice that such
a π is automatically a homeomorphism.) Let P ′ := π(P ) be the image of P in C′
and η′ = π(η) the generic point of C′. Then define Resq+1P as the composition
Ωq+1η
π∗−→ Ωq+1η′ ։ Ω
1
η′/x ⊗κ(x) Ω
q
x
ResP ′⊗id−−−−−−→ Ωqx,
where ResP ′ : Ω
1
η/x → κ(x) is the residue map from 2.6.2 and the surjection is
induced by the short exact sequence
0→ κ(η′)⊗ Ω1κ(x) → Ω
1
η′ → Ω
1
η′/x → 0.
This definition is independent of the chosen finite, surjective and purely insepa-
rable xC -morphism π : C → C′ with C′ generically smooth over xC . Indeed since
such a morphism corresponds (up to isomorphism) to giving a finite purely insepa-
rable field extension κ(C)/K ′ such that K ′ is separable over κ(xC) we only have to
show, that if C′ → C′′ is a finite, surjective and purely inseparable xC -morphism
between generically smooth curves, then the residues constructed with respect to
π : C → C′ and π′ : C → C′ → C′′ coincide. But since the kernel of the surjection
Ωq+1η′ ։ Ω
1
η′/x ⊗κ(x) Ω
q
x equals the image of κ(η
′)⊗κ(x) Ω
q+1
x → Ω
q+1
η′ and the same
for η′′ the linearity of the trace yields a commutative diagram
Ωq+1η′
// //
Trη′/η′′

Ω1η′/x ⊗κ(x) Ω
q
x
Trη′/η′′⊗id

Ωq+1η′′
// // Ω1η′′/x ⊗κ(x) Ω
q
x.
Now it follows from 2.6.2, (2) and the transitivity of the trace that the definition
of Resq+1P does not depend on the choice of π. In particular (see 2.6.2) we can
choose π : C → C′ in such a way that C′ is smooth over x and that κ(P ′)/κ(x) is
separable, which simplifies the definition of ResP . It also follows that Res
1
P = ResP
and that Resq+1P satisfies the analog of the properties 2.6.2, (1), (2), (3).
2.6.5. Theorem. For all q > 0 the absolute Kähler differentials define a reciprocity
functor
Reg61Cor→ (Z−mod), X 7→ ΩqX ,
such that Ωq([Γf ]) = f
∗ is the usual pullback on Ωq (resp. Ωq([Γtf ]) = f∗ is the
trace recalled in 2.6.1) for f : X → Y a map in Reg61 (resp. a finite and flat map
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in Reg61). Furthermore the local symbol attached to Ωq (see Proposition-Definition
1.5.3) is given by
(α, f)P = Res
q+1
P (
df
f α), α ∈ Ω
q
ηC , f ∈ Gm(ηC)
for all C ∈ (C /S) and P ∈ C.
Proof. It follows from Lemma 1.2.2 and (Tr1)-(Tr5) and (2.15) in 2.6.1, that Ωq
is a presheaf with transfers on Reg61 with pullback and pushforward as in the
statement. Further it clearly is a Nisnevich sheaf and satisfies (FP) from Definition
1.3.5. Next observe that for C ∈ (C /S) and P ∈ C the module ΩqC,P is free (of
maybe infinite rank). Indeed if C/xC is smooth we have the exact sequence
0→ OC,P ⊗κ(xC) Ω
1
xC → Ω
1
C,P → Ω
1
C/xC ,P
→ 0,
which implies that Ω1C,P and hence also all its exterior powers are free. In case
κ(xC) has positive characteristic and C is only regular this is e.g. [23, Thm. 7.5].
In particular ΩqC,P is a submodule of Ω
q
η and hence property (Inj) from Definition
1.3.5 holds. Thus Ωq ∈MFsp and it remains to check condition (MC). For this we
claim that for C ∈ (C /S), P ∈ C, α ∈ ΩqC,P and t a local parameter at P , we have
(with x := xC and the notation from 1.3.2)
TrP/x(sP (α)) = Res
q+1
P (
dt
t α). (2.16)
Then Gm(ηC) → Ωqx, f 7→ Res
q+1
P (
df
f α) clearly is a group homomorphism, which
is continuous (by 2.6.2, 1.) and satisfies the conditions (b) and (c) from Proposi-
tion 1.4.6. Hence Ωq satisfies (MC) and is a reciprocity functor and the explicit
description for the local symbol given in the theorem follows from the uniqueness
statement in Proposition 1.4.6. Thus it suffices to prove the claim (2.16). In case
C/x is smooth and P/x is separable we have that OC,P is étale over κ(x)[t]. Thus
ΩqC,P = (OC,P ⊗ Ω
q
κ(x))⊕ (OC,P ⊗ Ω
q−1
κ(x) · dt).
Therefore we can write α = α0 + α1dt with αi ∈ OC,P ⊗ Ω
q−i
κ(x) and we have by
definition
Resq+1P (
dt
t α) = TrP/x(sP (α0)) = TrP/x(sP (α)).
The general case thus follows from the analog of 2.6.2, 1. and 2. for Resq+1P and
the following lemma. 
2.6.6. Lemma. Let π : D → C be a finite, surjective and purely inseparable mor-
phism between regular curves over a field k of characteristic p > 0. Let Q ∈ D be a
closed point and P = π(Q) its image in C and let z ∈ OD,Q and t ∈ OC,P be local
parameters at Q and P respectively. Then for all α ∈ ΩqD,Q there exists a β ∈ Ω
q
C,P
such that
TrD/C(
dz
z α) ≡
dt
t β mod Ω
q+1
C,P and sP (β) = TrQ/P (sQ(α)) in Ω
q
P .
Proof. Notice first that SpecOD,Q → SpecOC,P is a complete intersection mor-
phism and a homeomorphism. Thus TrC/D maps Ω
q+1
D,Q to Ω
q+1
C,P (by (Tr3)). Hence
it suffices to prove the statement in the case [D : C] = p = e(Q/P ) · f(P/Q).
1. case: e(Q/P ) = 1, f(Q/P ) = p. We can write t = zu with u ∈ O×D,Q. Thus
TrD/C(
dz
z α) = TrD/C(
dt
t α)− TrD/C(
du
u α) ≡
dt
t TrD/C(α) mod Ω
q+1
C,P .
Further by (S2) for Ωq we have
sP (TrD/C(α)) = e(Q/P )TrQ/P (sQ(α)) = TrQ/P (sQ(α)).
Hence we can take β = TrD/C(α) ∈ Ω
q
C,P .
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2. case: e(Q/P ) = p, f(Q/P ) = 1. In this case we have t = zpu for some
u ∈ O×C,P = O
×
D,Q∩κ(C) (notice that z
p ∈ κ(C)). Further, since π∗ : ΩqC,P → Ω
q
D,Q
induces an isomorphism ΩqP → Ω
q
Q, there exists a β ∈ Ω
q
C,P and γi ∈ Ω
q−i
D,Q, i = 0, 1,
such that
α = π∗β + zγ0 + dz · γ1,
in particular sQ(α) = sP (β). We obtain
TrD/C(
dz
z α) ≡ TrD/C(
dz
z )β
(Tr7)
≡ d(t/u)(t/u) β ≡
dt
t β mod Ω
q+1
C,P .
Hence the lemma. 
2.6.7. Example. We have Ω0 = Ga.
3. First properties of the category of reciprocity functors
3.1. Lax Mackey functors with specialization maps.
3.1.1.Definition. Let M : Reg61Corop → R−mod be a presheaf with transfers on
Reg61. A subset R of M is a collection of subsets R(X) ⊂ M (X) for X ∈ Reg61.
Given such a subset we define < R > (X) to be the R-submodule of M (X)
generated by all M (γ)(a), with γ ∈ Cor(X,Y ), Y ∈ Reg61, and a ∈ R(Y ). Clearly
Reg61 ∋ X 7→< R > (X) is a subpresheaf with transfers of M . We define the
quotient M /R of M by the subset R to be the presheaf with transfers on Reg61
given by
X 7→
M (X)
< R > (X)
=: M /R(X).
It is immediate that M /R satisfies the following universal property: Any mor-
phism Φ : M → N of presheaves with transfers on Reg61 with Φ(R(X)) = 0 for
all X ∈ Reg61 factors uniquely through M /R. In particular, if R ⊂ M already
is a subpresheaf with transfers on Reg61, then M /R is the usual quotient in the
Abelian category of presheaves with transfers on Reg61.
We will need the following auxiliary category.
3.1.2. Definition. A lax Mackey functor with specialization maps L is a presheaf
with transfers on Reg61 which satisfies the following condition:
(W.F.P.) For all C ∈ (C /S) with generic point η the natural map
lim
−→
U⊂C
L (U)։ L (η)
is surjective, where the limit is over all non-empty open subsets U ⊂ C.
We denote by LMFsp the full subcategory of PT whose objects are lax Mackey
functors with specialization maps.
Notice that the forgetful functor MFsp→ LMFsp is fully faithful.
3.1.3. Remark. Note that the quotient of a lax Mackey functor with specialization
maps L by a subset, as defined in Definition 3.1.1, is again in the category LMFsp.
3.1.4. Proposition. There exists a functor
Σ : LMFsp→MFsp.
such that the composition
MFsp
forget
−−−→ LMFsp
Σ
−→MFsp
is the identity functor and for any L ∈ LMFsp we have a functorial map
L → Σ(L ) in LMFsp,
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which Σ maps to the identity on Σ(L ) in MFsp and which is surjective on Nis-
nevich stalks. In particular Σ is left adjoint to the natural functor MFsp →
LMFsp, with adjunction maps given by L → Σ(L ), for L ∈ LMFsp and
M
id
−→ Σ(M ), for M ∈MFsp.
Proof. Let L be a lax Mackey functor with specialization maps. For X ∈ Reg61
with generic points ηi set
R(X) := Ker(L (X)→ ⊕iL (ηi)).
Then R is a subset of L and we set
L
′ := L /R,
in the sense of Definition 3.1.1. Clearly we obtain in this way an endofunctor
LMFsp→ LMFsp, L 7→ L ′, which is the identity on the full subcategoryMFsp
and the natural surjection of presheaves L ։ L ′ is functorial. Now for L ∈
LMFsp we define recursively
L
1 := L ′, L n := (L n−1)′ , n > 2,
and set
L
∞ = lim−→
n
L
n.
We obtain a functor LMFsp → LMFsp, L 7→ L∞, which is the identity on
MFsp together with a functorial surjection L ։ L∞. Further the restriction
map L∞(U) → L∞(η) is injective for all integral U ∈ Reg61 with generic point
η. Indeed, if a ∈ L∞(U) maps to zero in L∞(η), there exists a representative
an ∈ L n(U) of a such that an maps to zero in L n(η). But then an maps to zero
in L n+1(U) = (L n)′(U) by definition and hence a = 0 ∈ L∞(U). Thus L∞
satisfies the conditions (Inj) and (FP) from Definition 1.3.5. Hence
Σ(L ) := (L∞)Nis
is a Mackey functor with specialization maps by Lemma 1.3.8 and we obtain a
functor Σ as in the statement. 
3.2. Truncated reciprocity functors.
3.2.1. Lemma. For all n > 1, the forgetful functor on : RFn → LMFsp has a left
adjoint
̺n : LMFsp→ RFn
such that ̺n ◦ on = id.
Proof. Let M ∈ LMFsp be a lax Mackey functor with specialization maps. Con-
sider the quotient as presheaves with transfers (in the sense of 3.1.1)
L̺n(M ) := M /Rn
of M by the subset Rn consisting of the elements∑
P∈U
vP (f) ·TrP/xC (s
M
P (a)),
where C ∈ (C /S) is a curve, U ⊆ C is a non-empty open subset, a ∈ M (U) and
f ∈ Gm(ηC) with f ≡ 1 modulo
∑
P∈C\U n[P ]. Then L̺n(M ) is a lax Mackey
functor with specialization, and we define a Mackey functor with specialization
maps
̺n(M ) := Σ(L̺n(M )),
with Σ as in Proposition 3.1.4. We claim that ̺n(M ) is a reciprocity functor which
lies in RFn. Indeed take C ∈ (C /S) and U ⊆ C a non-empty open subset and
a ∈ ̺n(M )(U). We have to show a ∈ Fil
n
P̺n(M )(ηC) for all closed points P ∈ C.
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By Lemma 1.5.7 this is equivalent to show that a ∈ ̺n(M )(C,mn), where mn =∑
P∈C\U n[P ]. By definition of ̺n(M ) we find a covering
∐
i Vi → U in the Nis-
nevich topology with Vi connected, such that a|Vi ∈ ̺n(M )(Di, ni), where Di → C
is the compactification of Vi → U and ni =
∑
Q∈Di\Vi
n[Q]. By Theorem 1.4.7 there
exists an effective divisor m 6 mn such that a ∈ ̺n(M )(C,m) ⊂ ̺n(M )(C,mn).
Clearly, if M ∈ RFn, then Rn = 0 and thus ̺n ◦ on(M ) = Σ(on(M )) = M , by
Proposition 3.1.4. Finally by the left adjoint property of Σ we have
HomRFn(̺n(M ),N )
∼
−→ HomLMFsp(L̺n(M ), on(N ))
∼
−→ HomLMFsp(M , on(N )).
Hence ̺n is left adjoint to on. 
3.2.2. Example. Here is an example to show that the truncation functor can be
quite brutal: ̺1(Ga) = 0. Indeed, if x = Spec k is an S-point and we take a ∈ k\{0},
we consider A1 = Spec k[t] ⊂ P1 and the function f = t/(t + a) ∈ k(t)×, which is
congruent to 1 modulo {∞}. Then the image of∑
P∈A1
vP (f)TrP/xsP (t+ a) = a
is zero in ̺1(Ga).
In particular the left adjoint property of ̺1 implies that any map of reciprocity
functors Ga → M with M ∈ RF1 is the zero map.
4. K-groups of reciprocity functors
4.1. Tensor products in PT.
4.1.1. For M ,N ∈ PT and X ∈ RegCon61, we set
(M ⊗N )(X) :=
 ⊕
Y
fin. fl.
−−−−→X
M (Y )⊗R N (Y )
 /R(X)
where the sum is taken over all finite flat morphisms Y → X in RegCon61 and
R(X) is the submodule of the direct sum generated by the elements
(a⊗ g∗b
′)− (g∗a⊗ b′), (g∗a
′ ⊗ b)− (a′ ⊗ g∗b)
where g : Y ′ → Y is a finite flat morphism over X and a ∈ M (Y ), a′ ∈ M (Y ′),
b ∈ N (Y ), b′ ∈ N (Y ′). For X ∈ Reg61 we extend the definition additively.
4.1.2. Lemma. Let M ,N ∈ PT be two presheaves with transfers on Reg61. Then
M ⊗N is canonically a presheaf with transfers on Reg61.
Proof. It is enough to check that M ⊗ N is equipped with pullback maps and
pushforward maps on RegCon61 satisfying the conditions of Lemma 1.2.2.
Pushforward: Let f : X → Y be a finite flat morphism in RegCon61. Then the
natural inclusions, for finite flat morphisms X ′ → X in RegCon61,
M (X ′)⊗R N (X
′)→
⊕
Y ′
fin. fl.
−−−−→Y
M (Y ′)⊗R N (Y
′)
induce a morphism of R-modules
f∗ : (M ⊗N )(X)→ (M ⊗N )(Y ),
which clearly is functorial.
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Pullback: Let g : Y → X be a morphism in RegCon61. Given a finite flat morphism
X ′ → X in RegCon61, consider the R-linear morphism
g∗X′ : M (X
′)⊗R N (X
′)→ (M ⊗N )(Y ), a⊗ b 7→
∑
T⊆Y ′
lg(OY ′,ηT ) · (g
∗
Ta⊗ g
∗
T b),
(4.1)
where the sum is taken over the irreducible components of Y ′ = Y ×X X ′ and
gT : T˜ → X ′ is the canonical morphism with T˜ the normalization of T . Note that
the definition makes sense since the canonical morphism fT : T˜ → Y is finite and
flat. Let us show that these morphisms induce a R-linear morphism
g∗ : (M ⊗N )(X)→ (M ⊗N )(Y ).
Let f : X ′′ → X ′ be a finite flat X-morphism between two finite flat connected
X-schemes in Reg61. Let us use the following notation
T˜ ′
gT ′

f ′ //
νT ′

T˜
νT
 gT

T ′ //

T

Y ′′ //


Y ′ //


Y
g

X ′′
f // X ′ // X
and
lT ′ = lg(OY ′′,ηT ′ ), lT = lg(OY ′,ηT ), l
T ′
T = lg(OX′′×X′T,ηT ′ )
where T is an irreducible component of Y ′ and T ′ is an irreducible component of Y ′′
that dominates T . By [9, Lemma A.4.1], applied to the flat local homomorphism
OY ′,ηT → OY ′′,ηT ′ , we have
lT ′ = lT · l
T ′
T . (4.2)
Note that since f is universally equidimensional (being finite and flat), any irre-
ducible component T of Y ′ is dominated by an irreducible component T ′ of Y ′′.
Now for a′ ∈ M (X ′′) and b ∈ N (X ′) we have in (M ⊗N )(Y )
g∗X′((f∗a
′)⊗ b) =
∑
T⊆Y ′
lT · (g
∗
T f∗a
′ ⊗ g∗T b), by definition
=
∑
T⊆Y ′
∑
T ′⊆X′′×X′T
lT · l
T ′
T · (f
′
∗g
∗
T ′a
′ ⊗ g∗T b), by Lemma 1.1.4
=
∑
T ′⊆Y ′′
lT ′ · (f
′
∗g
∗
T ′a
′ ⊗ g∗T b), by (4.2)
=
∑
T ′⊆Y ′′
lT ′ · (g
∗
T ′a
′ ⊗ g∗T ′f
∗b), by definition of R(Y )
= g∗X′′(a
′ ⊗ f∗b), by definition.
By symmetry we obtain that g∗X′ maps R(X) to zero. This shows that the map
(4.1) is well defined. Functoriality is proven by a similar computation.
Degree formula and cartesian square formula: Consider a finite and flat morphism
g : Y → X in RegCon61. Let f : X ′ → X be a finite flat morphism in RegCon61,
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and a ∈ M (X ′), b ∈ N (X ′). Since gT is a finite flat morphism (with notation as
above), the projection formula gives in (M ⊗N )(X)
g∗g
∗(a⊗ b) = g∗X′(a⊗ b) =
∑
T⊆Y ′
lg(OY ′,ηT ) · g
∗
Ta⊗ g
∗
T b
=
∑
T⊆Y ′
lg(OY ′,ηT ) · a⊗ gT∗g
∗
T b =
∑
T⊆Y ′
lg(OY ′,ηT ) deg(gT )
 · a⊗ b
= deg(g) · a⊗ b.
It remains to check the cartesian square formula. Let g : Y → X be a morphism
in RegCon61 and f : X ′ → X be a finite flat morphism in RegCon61 and take
a ∈ M (X ′) and b ∈ N (X ′). Using the above notation and (4.2) we obtain
∑
T⊆Y ′
lT · fT∗g
∗
T (a⊗ b) =
∑
T⊆Y ′
lT ·
 ∑
T ′⊆X′′×X′T
lT
′
T (g
∗
T ′a⊗ g
∗
T ′b)

=
∑
T ′⊆Y ′′
lT ′ · (g
∗
T ′a⊗ g
∗
T ′b) = g
∗f∗(a⊗ b),
as desired. 
4.1.3. Remark. Let M and N be two Mackey functors (see Definition 1.3.1). Recall
that the tensor product as Mackey functor of M and N is defined as follows (see
e.g. [18]). Let x be an S-point
(M
M
⊗N)(x) :=
 ⊕
ξ
fin.
−−→x
M(ξ)⊗R N(ξ)
 /R(x)
where the sum is taken over all finite morphisms of S-points and R(x) is the sub-
module of the direct sum generated by the elements of the shape
(δ∗a
′)⊗ b− a′ ⊗ δ∗b and a⊗ δ∗b
′ − δ∗a⊗ b′,
where a ∈ M(ξ), a′ ∈ M(ξ′), b ∈ N(ξ), b′ ∈ M(ξ′) and δ : ξ′ → ξ is a morphism
between finite x-points. It follows from the definition that the underlying Mackey
functor of the tensor product in PT is simply the tensor product of the underlying
Mackey functors as defined above.
4.1.4. Lemma. If M ∈ LMFsp and N ∈ LMFsp then M ⊗ N is also a lax
Mackey functor with specialization maps.
Proof. Let C be a curve in (C /S). We have to show that the condition (W.F.P.)
holds i.e. that the map
colim
U⊂C
(M ⊗N )(U)→ (M ⊗N )(ηC) (4.3)
is surjective. Let ξ → ηC be a finite morphism, and a ∈ M (ξ), b ∈ N (ξ). There
exists an open subset V in the normalization Cξ of C in ξ → ηC such that a lifts
to M (V ) and b to N (V ). We may then find an open subset U in C such that V
contains the inverse image Uξ of U in Cξ. Since the morphism Uξ → U is finite and
flat, we see that a⊗ b lifts to (M ⊗N )(U), and therefore (4.3) is surjective. 
4.1.5. Definition. Let Mi, i = 1, . . . , n, and N be objects in the category PT
i.e. presheaves with transfers on Reg61. Then an n-linear map of presheaves with
transfers
Φ :
n∏
i=1
Mi → N
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is a collection of n-linear maps of R-modules ΦX :
∏n
i=1 Mi(X) → N (X), where
X runs through all schemes X ∈ RegCon61, satisfying the following properties (we
simply write Φ instead of ΦX):
(L1) For f : X → Y a morphism of schemes in RegCon61 and ai ∈ Mi(Y ),
i = 1, . . . , n we have
f∗Φ(a1, . . . , an) = Φ(f
∗a1, . . . , f
∗an).
(L2) For f : X → Y a finite flat morphism of schemes in RegCon61 and ai ∈
Mi(Y ), i 6= i0, and b ∈ Mi0(X) we have
Φ(a1, . . . , ai0−1, f∗b, ai0+1, . . . , an)
= f∗Φ(f
∗a1, . . . f
∗ai0−1, b, f
∗ai0+1, . . . , f
∗an).
We denote by n−Lin(M1, . . . ,Mn;N ) the R-module of n-linear maps
∏
i Mi → N
and set Bil(M1,M2;N ) := 2− Lin(M1,M2;N ).
4.1.6. Proposition. For M ,N ∈ PT the map M (X)×N (X)→ (M ⊗N )(X),
(a, b) 7→ a⊗ b, X ∈ RegCon61, is a bilinear map and it is universal, i.e. it induces
an isomorphism of functors on PT
HomPT(M ⊗N ,−) ≃ Bil(M ,N ;−).
Furthermore, the functor ⊗ makes PT a monoidal category with unit object the
constant presheaf R.
Proof. Straightforward. 
4.1.7. Example. Let M be a presheaf with transfers on Reg61 and N an R-module
viewed as a constant presheaf with transfers (cf. Example 2.1). Then it is easy to
check that M ⊗ N is the presheaf with transfers given by X 7→ M (X) ⊗R N ,
X ∈ RegCon61, and a correspondence α ∈ Cor(X,Y ) between two schemes in
RegCon61 acts via M (α)⊗ idN .
4.2. K-groups of reciprocity functors.
4.2.1. Definition. Let Mi, i = 1, . . . , n, and N be reciprocity functors. Then an
n-linear map of reciprocity functors
Φ :
n∏
i=1
Mi → N
is a n-linear map in PT (see Definition 4.1.5) satisfying the following additional
property:
(L3) For any positive integer r > 1, any C ∈ (C /S) and P ∈ C we have
Φ(FilrPM1(ηC)× · · · × Fil
r
PMn(ηC)) ⊂ Fil
r
PN (ηC),
where FilP is the filtration defined in Definition 1.5.6.
We denote by n−LinRF(M1, . . . ,Mn;N ) the R-module of n-linear maps
∏
i Mi →
N and set BilRF(M1,M2;N ) := 2− LinRF(M1,M2;N ).
Notice that if Ψi : M
′
i → Mi, i = 1, . . . , n, and Ψ : N → N
′ are morphisms
of reciprocity functors and Φ is an n-linear map as above, then Φ ◦ (
∏
iΨi) and
Ψ ◦ Φ are also n-linear maps. Thus n− LinRF(M1, . . . ,Mn;N ) has the expected
functorial properties.
4.2.2. Remark. It follows from Lemma 1.5.7 that condition (L3) is equivalent to the
following: For all C ∈ (C /S) and effective divisors m1, . . . ,mn on C we have
Φ(M1(C,m1)× . . .×Mn(C,mn)) ⊂ N (C,max{m1, . . . ,mn}).
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4.2.3. Definition. Let Mi, i = 1, . . . , n be reciprocity functors.
(1) Let
LT(M1, . . . ,Mn) := M1 ⊗ · · · ⊗Mn/R,
be the quotient (in the sense of 3.1.1) of the presheaf with transfers M1 ⊗
· · · ⊗Mn ∈ PT by the subset R, consisting of the elements∑
P∈C\|maxi{mi}|
vP (f) · s
M1
P (a1)⊗ · · · ⊗ s
Mn
P (an) in (M1 ⊗ · · · ⊗Mn)(xC), (4.4)
where C ∈ (C /S), mi, i = 1, . . . , n, are effective divisors on C, ai ∈
Mi(C,mi) and f ∈ Gm(ηC) with f ≡ 1 mod maxi{mi}.
(2) By Remark 3.1.3 and Lemma 4.1.4, LT(M1, . . . ,Mn) lies in LMFsp, and
the reciprocity K-functor associated with M1, . . . ,Mn is defined by
T(M1, . . . ,Mn) := Σ(LT(M1, . . . ,Mn)),
where Σ is the functor from Proposition 3.1.4.
4.2.4. Theorem. Let Mi, i = 1, . . . , n, be reciprocity functors. Then the func-
tor T(M1, . . . ,Mn) defined above is a reciprocity functor and the natural n-linear
morphism of presheaves with transfers (in the sense of Definition 4.1.5)
M1 × · · · ×Mn
⊗
−→ M1 ⊗ . . .⊗Mn ։ LT(M1, . . . ,Mn)→ T(M1, . . . ,Mn) (4.5)
is an n-linear morphism of reciprocity functors denoted by
τ : M1 × · · · ×Mn → T(M1, . . . ,Mn), (a1, . . . , an) 7→ τ(a1, . . . , an). (4.6)
Furthermore, this gives a functor
n∏
i=1
RF→ RF, (M1, . . . ,Mn) 7→ T(M1, . . . ,Mn),
which represents the functor RF→ (R−mod), N 7→ n−LinRF(M1, . . . ,Mn;N )
with τ as the universal n-linear map; in particular
n− LinRF(M1, . . . ,Mn;N ) = HomRF(T (M1, . . . ,Mn),N ).
Proof. First we prove that T(M1, . . . ,Mn) is a reciprocity functor, i.e. we have to
show that for C ∈ (C /S) a curve and U ⊂ C a non-empty open subset any section
α ∈ T(M1, . . . ,Mn)(U) admits a modulus whose support is equal to C \ U . First
assume that α = a1⊗· · ·⊗an with ai ∈ Mi(Uξ), where ξ → ηC is a finite morphism
and we denote by Cξ the normalization of C in κ(ξ) and by Uξ the pullback of U
to Cξ. Since the Mi’s are reciprocity functors we find effective divisors mi on C
with |mi| = C \U , such that ai ∈ Mi(Cξ,mi,ξ), where mi,ξ denotes the pullback of
mi to Cξ. Then |maxi{mi}| = C \ U and we have to show∑
P∈C\|maxi{mi}|
vP (f)TrP/xCsP (a1 ⊗ · · · ⊗ an) = 0 in T(M1, . . . ,Mn)(xC),
for all f ∈ Gm(ηC) with f ≡ 1 mod maxi{mi}. But by definition of TrP/xC and sP
(see the construction of the pushforward and pullback in Lemma 4.1.2), we have
that the sum on the left-hand side equals∑
P∈C\|maxi{mi}|
vP (f)
∑
P ′∈Cξ×CP
e(P ′/P )(sM1P ′ (a1)⊗ · · · ⊗ s
Mn
P ′ (an))
=
∑
P ′∈Cξ\|maxi{mi,ξ}|
vP ′(f)(s
M1
P ′ (a1)⊗ · · · ⊗ s
Mn
P ′ (an)),
which is zero in LT(M1, . . . ,Mn)(xC) by the relation (4.4) we divide out; a fortiori
it is zero in T(M1, . . . ,Mn)(xC). Now a general section α ∈ T(M1, . . . ,Mn)(U) is
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Nisnevich locally a sum of elements a1 ⊗ . . . ⊗ an as above and hence it admits a
modulus with support equal to C \U by Theorem 1.4.7. Thus T(M1, . . . ,Mn) is a
reciprocity functor.
Next we claim that the n-linear morphism in PT (4.5) indeed induces a n-linear
morphism of reciprocity functors τ . We have to check that (L3) holds. For this
take effective divisors mi on C and elements ai ∈ Mi(C,mi). As we saw above this
gives in T(M1, . . . ,Mn)(xC)∑
Q∈|maxi{mi}|
(τ(a1, . . . , an), f)Q =
−
∑
Q∈C\|maxi{mi}|
vQ(f)TrQ/xCsQ(τ(a1, . . . , an)) = 0
for all f ≡ 1 mod maxi{mi}. Hence
τ(a1, . . . , an) ∈ T(M1, . . . ,Mn)(C,max
i
{mi}).
By Remark 4.2.2 this gives (L3).
The n-linear map (4.6) induces a natural transformation of functors RF →
(R−mod)
HomRF(T(M1, . . .Mn),−)→ n− LinRF(M1, . . . ,Mn;−)
and we claim, that it is in fact an isomorphism of functors. For this it suffices
to show that it is an isomorphism of R-modules when evaluated at any N ∈
RF. The injectivity follows immediately from the fact that for a regular connected
scheme X ∈ Reg61 any element in T(M1, . . . ,Mn)(X) can Nisnevich locally be
written as a sum of elements of the form TrY/X(τ(a1, . . . , an)), where Y → X
is a finite flat morphism in RegCon61 and ai ∈ Mi(Y ). For the surjectivity let
Φ : M1 × · · · × Mn → P be a n-linear morphism between reciprocity functors.
Then the corresponding n-linear map on the underlying presheaves with transfers
factors over M1 ⊗ · · · ⊗Mn. Furthermore since Φ satisfies (L3) we get
Φ((4.4)) =
∑
Q∈C\|maxi{mi}|
vQ(f)TrQ/xCs
P
Q (Φ(a1, . . . , an)) = 0.
Thus Φ factors over LT(M1, . . . ,Mn) and we obtain a morphism of lax Mackey
functors with specialization maps LT(M1, . . . ,Mn) → P. The left adjoint prop-
erty of Σ hence gives a morphism in RF
T(M1, . . . ,Mn) = Σ(LT(M1, . . . ,Mn))→ P.
This finishes the proof. 
4.2.5. Corollary. Let Mi, M
′
i , i = 1, . . . , n, be reciprocity functors.
(1) For all 1 6 i < j 6 n we have a functorial isomorphism
T(M1, . . . ,Mi, . . . ,Mj , . . . ,Mn) ∼= T(M1, . . . ,Mj, . . . ,Mi, . . . ,Mn).
(2) For all 1 6 i 6 n we have a functorial isomorphism
T(M1, . . . ,Mi ⊕M
′
i , . . . ,Mn)
∼= T(M1, . . . ,Mi . . . ,Mn)⊕ T(M1, . . . ,M
′
i . . . ,Mn).
(3) There is a functorial map
T(M1,M2,M3)→ T(T(M1,M2),M3),
which is surjective as a map of Nisnevich sheaves.
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Proof. (1) and (2) follow immediately from the universal property. The existence
of the map in (3) follows from the universal property and the natural map
BilRF(T(M1,M2),M3;N )→ 3− LinRF(M1,M2,M3;N ).
The surjectivity statement follows from the fact that both sides are quotients of
M1 ⊗M2 ⊗M3. 
4.2.6. Remark. We don’t know whether the map in (3) above is an isomomorphism
(maybe one has to impose further conditions on the Mi’s). Thus we don’t know
whether T is associative, and we cannot call it a tensor product.
4.2.7.Corollary. Let M1, . . . ,Mn be reciprocity functors and let N be an R-module
viewed as a constant reciprocity functor. Then we have a functorial isomorphism
of reciprocity functors
T(M1, . . . ,Mn, N) ∼= Σ(T(M1, . . . ,Mn)⊗N),
where ⊗ on the right hand side is the tensor product in PT (see Example 4.1.7).
In particular, T(M1, . . . ,Mn, R) = T(M1, . . . ,Mn) and for R-modules Ni we have
T(N1, . . . , Nn) = N1 ⊗R . . .⊗R Nn .
Proof. It suffices to show that (in the notation of Definition 4.2.3) we have
LT(M1, . . . ,Mn, N) = T(M1, . . . ,Mn)⊗N,
which is clear since (4.4) is already zero on the right hand side. 
4.2.8. Corollary. For M1, . . . ,Mn ∈ RFn (see Definitions 1.5.8 for the notation),
we have T(M1, . . . ,Mn) ∈ RFn, i.e. T restricts to a functor
T :
∏
RFn → RFn.
Proof. Let C ∈ (C /S) be a curve and m1, . . . ,mn effective divisors on it. Then by
(L3) the n-linear map τ induces a map
M1(C,m1)× · · · ×Mn(C,mn)→ T(M1, . . . ,Mn)(C,max{m1, . . . ,mn}).
Now the statement follows from Proposition 1.4.5, (2) and the fact that any el-
ement in T(M1, . . . ,Mn)(ηC) can be written as a sum of elements of the form
TrηD/ηC (τ(a1, . . . , an)), with D → C a finite and flat map in (C /S) and ai ∈
Mi(ηD). 
4.2.9. Remark. One can show that the category RF is quasi-Abelian in the sense of
[30, 1.1]. (The kernel of a morphism in RF equals the kernel of the corresponding
morphism in PT and the cokernel of a morphism in RF is obtained by applying the
functor Σ from Proposition 3.1.4 to the cokernel of the corresponding morphism in
PT.) In particular one has a notion of short exact sequences. But it seems that
for given reciprocity functors M = M1, . . . ,Mn−1 the functor
T(M ,−) : RF→ RF
is not right exact. More precisely if 0 → N ′
ϕ
−→ N
ψ
−→ N ′′ → 0 is a short exact
sequence in RF (i.e. N ′ ∼= KerRF(ψ) and N ′′ ∼= CokerRF(ϕ)), then the sequence
T(M ,N ′)→ T(M ,N )→ T(M ,N ′′)→ 0
is in general only exact on the right. It follows from the universal property of T
that a sufficient condition for the exactness of the above sequence is the surjectivity
of
FilrPN (ηC)։ Fil
r
PN
′′(ηC), (4.7)
for all C ∈ (C /S), all P ∈ C and all r ≥ 1. This was pointed out to us by B. Kahn.
But condition (4.7) is in general not satisfied. As an example you can assume, that
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the base field F is algebraically closed and has positive characteristic p, then we
have a surjection of reciprocity functors W2 ։ Ga but for example Fil
p
0W2(ηP1F )
will not surject onto Filp0Ga(ηP1F ) as the computation of the filtration groups in [21,
Prop. 6.4, (3)] shows. Note however that condition (4.7) automatically holds on
RF1.
4.2.10. Remark. Let F ⊂ F ′ be a finite extension of perfect fields, giving rise to a
map S′ = SpecF ′ → S = SpecF . In the following we indicate by a label S or S′
with respect to which base we are working. We get a natural functor Reg61CorS′ →
Reg61CorS , which induces a functor RFS → RFS′ . Thus given M1, . . . ,Mn ∈
RFS we can view the n-linear map τ : M1 × · · · × Mn → TS(M1, . . . ,Mn) as a
n-linear map of reciprocity functors over S′ and hence we get a map
TS′(M1, . . . ,Mn)։ TS(M1, . . . ,Mn), τS′(m) 7→ τS(m) in RFS′ ,
which is automatically surjective since both sides are quotients of M1 ⊗ . . .⊗Mn.
4.2.11. Notation. Let M and N be two reciprocity functors. Then we will use the
following notation (and variants of it)
T(M ,N ×n) := T(M ,N , . . . ,N︸ ︷︷ ︸
n-times
).
5. Computations
5.1. Relation with homotopy invariant Nisnevich sheaves with transfers.
5.1.1. Tensor product for presheaves with transfers. By [38, 3.2] the Abelian cat-
egory PST (see 2.3.1) has a monoidal structure extending the one on SmCor via
the Yoneda embedding. By [36, §2] it is given by the following formula: Let F and
G be two presheaves with transfers, then F ⊗PST G is the presheaf with transfers
which on X ∈ SmCor is given by
(F ⊗PST G )(X) =
⊕
Y,Z∈Sm
F (Y )⊗Z G (Z)⊗Z Cor(X,Y × Z)/Λ, (5.1)
where Sm is the category of smooth S-schemes and Λ is the subgroup generated by
elements of the following form
φ⊗ ψ ⊗ (f × idZ) ◦ h− f
∗(φ) ⊗ ψ ⊗ h, (5.2)
where φ ∈ F (Y ), ψ ∈ G (Z), f ∈ Cor(Y ′, Y ), h ∈ Cor(X,Y ′ × Z), and
φ⊗ ψ ⊗ (idY × g) ◦ h− φ⊗ g
∗(ψ)⊗ h, (5.3)
where φ ∈ F (Y ), ψ ∈ G (Z), g ∈ Cor(Z ′, Z), h ∈ Cor(X,Y × Z ′).
5.1.2. The categories HI, NST and HINis inherit symmetric monoidal structures
defined respectively by:
F ⊗NST G := (F ⊗PST G)Nis, F ⊗HI G := h0(F ⊗PST G),
F ⊗HINis G := h
Nis
0 (F ⊗PST G),
where h0 : PST → HI is the left adjoint of the forgetful functor HI → PST (see
2.3.1) and hNis0 is the composition of h0 with the sheafification functor.
5.1.3. Proposition. Let F ,G ∈ PST be two presheaves with transfers. There
exists a canonical and functorial isomorphism in PT
(F ⊗PST G )̂ ∼= Fˆ ⊗ Gˆ ,
where (−)̂ : PST → PT is the functor from Proposition 2.3.4 and the tensor
product on the right hand side is the one defined in 4.1.1.
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Proof. Let us first construct a morphism
θ : (F ⊗PST G )̂→ Fˆ ⊗ Gˆ in PT.
Let X be a scheme in Reg61. Given a model U ∈MX of X , we define a map
θX,U :
⊕
Y,Z∈Sm
F (Y )⊗Z G (Z)⊗Z Cor(U, Y × Z)→ (Fˆ ⊗ Gˆ )(X) (5.4)
as follows: For α ∈ F (Y ) ⊗ G (Z) with Y, Z ∈ Sm and [W ] ∈ Cor(U, Y × Z)
an elementary correspondence, take an open subset U ′ ⊂ U which is a model of
X and such that the normalization W˜ ′ of the pullback of W along U ′ is smooth.
(This is possible since the image of X in U is contained in the locus of at most
1-codimensional points.) Then we define
θX,U (α⊗ [W ]) := class of (p
∗
W˜ ′,Y
⊗ p∗
W˜ ′,Z
)(α) in (Fˆ ⊗ Gˆ )(X),
where pW˜ ′,Y : W˜
′ → Y and pW˜ ′,Z : W˜
′ → Z are induced by projection. Clearly
this element is independent of the choice of U ′ and we thus obtain a well-defined
map (5.4). We claim that θX,U factors to give a map (again denoted by θX,U )
θX,U : (F ⊗PST G )(U)→ (Fˆ ⊗ Gˆ )(X).
For this we have to show that θX,U sends the elements (5.2) and (5.3) to zero. Notice
that we can assume that the correspondences f, g, h appearing in these formulas
are elementary. So take Y, Y ′, Z ∈ Sm and φ ∈ F (Y ), ψ ∈ G (Z) and elementary
correspondences f ∈ Cor(Y ′, Y ), h ∈ Cor(U, Y ′ × Z) as in (5.2). After replacing
U with a smaller model of X , we can assume that h˜ - the normalization of h - is
smooth and further that the normalizations of all irreducible components of the
scheme-theoretic intersection of
I := (h× Y × Z) ∩ (U × (f × idZ))
inside U×Y ′×Z×Y ×Z are smooth as well as the normalization of their (reduced)
images in U×Y ×Z. (We can do this since all this schemes are finite and surjective
over U .) For an irreducible component T of I set
ST = pUY Z(T )red ⊂ U × Y × Z
and denote by dT := [T : ST ] the degree of T over ST and by nT the intersection
number of T inside I. Thus
[h× Y × Z] · [U × (f × idZ)] =
∑
T⊆I
nT [T ]
and by definition
(f × idZ) ◦ h =
∑
T⊆I
nT · dT · [ST ] ∈ Cor(U, Y × Z).
K-GROUPS OF RECIPROCITY FUNCTORS 45
We introduce some more notations using the following commutative diagram in
which all maps are the natural once (induced by composition of embeddings, pro-
jections and normalization):
S˜T
pS,Y //
pS,Z

Y
T˜
pT,h

//
πT
OO
pT,Y
;;
①
①
①
①
①
①
①
①
①
①
f × idZ
OO

// Z
Y ′ h˜ //
ph,Z
KK
ph,Y ′
oo Y ′ × Z.
<<
②
②
②
②
②
②
②
②
②
(5.5)
Thus we get in (Fˆ ⊗ Gˆ )(X) (where ’p.f.’ refers to the projection formula coming
from the definition of R in 4.1.1)
θX,U (φ⊗ ψ ⊗ (f × idY ) ◦ h) =
∑
T⊆I
nT · dT · (p
∗
S,Y φ⊗ p
∗
S,Zψ), by def. of θX,U ,
=
∑
T⊆I
nT · (πT∗π
∗
T p
∗
S,Y φ)⊗ p
∗
S,Zψ
=
∑
T⊆I
nT · p
∗
T,Y φ⊗ p
∗
T,hp
∗
h,Zψ, by p.f. and (5.5)
=
∑
T⊆I
nT · pT,h∗p
∗
T,Y φ⊗ p
∗
h,Zψ, by p.f.
Now observe, that we have a canonical isomorphism
I ∼= (h× Y × Z)×U×Y ′×Z×Y×Z (U × f × idZ) ∼= h×Y ′ f.
Furthermore, the map h˜×Y ′ f → h×Y ′ f is an isomorphism over an open and dense
subset of h and thus induces finite birational maps T ′ → T between the irreducible
components; hence their normalizations are equal, T˜ ′ = T˜ . For T ′ an irreducible
component of h˜ ×Y ′ f denote by ST ′ its reduced image (via projection) in h˜ × Y
and by S˜T ′ its normalization. We obtain a commutative diagram
Y
T˜ = T˜ ′
ρT //
pT,Y ++
pT,h
22
S˜T ′

 //
pS
T ′
,Y
22
pS
T ′
,h ,,
h˜× Y
OO

h˜.
Further if T is an irreducible component in I with intersection multiplicity nT and
T ′ is the corresponding irreducible component in h˜ ×Y ′ f , then (we denote by ηT
the generic point of T and by abuse of notation also its image in the various other
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schemes appearing)
nT =
∑
i>0
(−1)ilg
(
Tor
OY ′×Z,ηT
i (Oh,ηT ,Of×idZ ,ηT )
)
=
∑
i>0
(−1)ilg
(
Tor
OY ′,ηT
i (Oh˜,ηT ,Of,ηT )
)
,
which is the intersection number of T ′ in h˜×Y ′ f . Thus
f ◦ [Γph,Y ′ ] =
∑
T⊂I
nT · deg ρT · [S˜T ′ ].
We get
θX,U (φ ⊗ ψ ⊗ (f × idY ) ◦ h) =
∑
T⊆I
nT · pT,h∗p
∗
T,Y φ⊗ p
∗
h,Zψ
=
∑
T⊆I
nT · deg ρT · pST ′ ,h∗p
∗
ST ′ ,Y
φ⊗ p∗h,Zψ
= (f ◦ [Γph,Y ′ ])
∗φ⊗ p∗h,Zψ
= p∗h,Y ′f
∗φ⊗ p∗h,Zψ
= θX,U (f
∗φ⊗ ψ ⊗ h).
Hence θX,U ((5.2)) = 0 and similarly one checks θX,U ((5.3)) = 0. We thus obtain a
well-defined map
θX : (F ⊗PST G )̂ (X)→ (Fˆ ⊗ Gˆ )(X). (5.6)
It is straightforward to check that the θX , X ∈ Reg
61, induce a morphism of
presheaves with transfers on Reg61
θ : (F ⊗PST G )̂→ (Fˆ ⊗ Gˆ ),
which clearly is functorial in F and G . Thus it remains to show that (5.6) is an
isomorphism for all X . We will give the inverse map. Let X be in RegCon61 and
define a map
νX : Fˆ (X)× Gˆ (X)→ (F ⊗PST G )̂ (X)
as follows. For (aˆ, bˆ) in Fˆ (X) × Gˆ (X) take a model U ∈ MX so that there are
elements a ∈ F (U) and b ∈ G (U) representing aˆ and bˆ, respectively. Then define
νX(aˆ, bˆ) := class of a⊗ b⊗ [ΓδU ] in (F ⊗PST G )̂ (X),
where δU : U → U × U is the diagonal morphism and [ΓδU ] ∈ Cor(U,U × U) is its
graph. Clearly νX does not depend on the choice of U or of the representatives a
and b. Varying X we claim that the νX ’s define a bilinear map of presheaves with
transfers on Reg61 (see Definition 4.1.5)
ν : Fˆ × Gˆ → (F ⊗PST G )̂. (5.7)
Indeed the property (L1) follows immediately from
δU ◦ ϕ = (ϕ× ϕ) ◦ δV = (ϕ× idU ) ◦ (idV × ϕ) ◦ δV
for each map ϕ : V → U in Sm. The property (L2) follows from the following
equality in (F ⊗PST G )(U) which holds for all finite maps ϕ : V → U in Sm
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and all a ∈ F (V ) and b ∈ G (U) (we denote by Γϕ the graph of ϕ and by Γtϕ its
transpose):
(ϕ∗a)⊗ b⊗ [ΓδU ] = ([Γ
t
ϕ]
∗a)⊗ b ⊗ [ΓδU ]
= a⊗ b⊗ (([Γtϕ]× idU ) ◦ [ΓδU ]), by (5.2),
= a⊗ b⊗ ((idV × [Γϕ]) ◦ [ΓδV ] ◦ [Γ
t
ϕ])
= a⊗ ϕ∗b⊗ ([ΓδV ] ◦ [Γ
t
ϕ]), by (5.3).
Thus ν is a bilinear map of presheaves with transfers on Reg61 and hence induces
a morphism presheaves with transfers on Reg61 (also denoted by ν)
ν : Fˆ ⊗ Gˆ → (F ⊗PST G )̂.
It is immediate that θ ◦ ν = id. The equality ν ◦ θ = id follows from the following
equality in (F ⊗PST G )(U), which holds for all Y, Z ∈ Sm and all a ∈ F (Y ),
b ∈ G (Z) and all elementary correspondences [W ] ∈ Cor(U,X × Y ) such that W˜
is smooth (where we denote by pU , pX and pY the maps induced by the respective
projections from W˜ ):
p∗Y a⊗ p
∗
Zb⊗ ([ΓδW˜ ] ◦ [Γ
t
pU ]) = a⊗ p
∗
Zb⊗ (([ΓpY ]× idW˜ ) ◦ [ΓδW˜ ] ◦ [Γ
t
pU ])
= a⊗ b⊗ ((idY × ΓpZ ) ◦ ([ΓpY ]× idW˜ ) ◦ [ΓδW˜ ] ◦ [Γ
t
pU ])
= a⊗ b⊗ [W ].
This finishes the proof. 
5.1.4. Definition. Let M ∈ LMFsp be a lax Mackey functor with specialization
maps and x an S-point. One defines the R-module Kgeo(x;M ) as the quotient in
the category of R-modules of M (x) by the submodule generated by the elements∑
P∈U
vP (f) · TrP/x(s
M
P (a))
where C ∈ (C /S) is a curve of finite type over x, U ⊆ C is an open subset,
f ∈ Gm(ηC) with f ∈ U
(1)
P , for all P ∈ C \ U , and a ∈ M (U).
Note that this kind of quotient was already considered in [19, 6.1 Definition]. By
construction we have canonical surjections
M (x)։ Kgeo(x;M )։ L̺1(M )(x)։ ̺1(M )(x).
5.1.5. Let F ∈ PST be a presheaf with transfers. Applying the functor ̂ from
Proposition 2.3.4 to the canonical morphism of presheaves with transfers a : F →
hNis0 (F ) provides a morphism
aˆ : F̂ → ̂hNis0 (F )
in LMFsp. By Proposition 2.3.5, the right hand side is a reciprocity functor
that lies in RF1, therefore using the adjunction from Lemma 3.2.1, we obtain
a morphism of reciprocity functors
aˆ♯ : ̺1(F̂ )→
̂hNis0 (F ). (5.8)
The following proposition may be seen as a generalization of [19, 6.5 Proposition].
5.1.6. Proposition. Let F ∈ PST be a presheaf with transfers. Then the mor-
phism (5.8) is an isomorphism of reciprocity functors. Moreover for any S-point
x, the morphisms
Kgeo(x; Fˆ )։ ̺1(Fˆ )(x)
aˆ♯
−→ ̂hNis0 (F )(x),
where Kgeo(x; Fˆ ) is the Z-module defined in 5.1.4, are isomorphisms.
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Proof. Since a : F → hNis0 (F ) is a surjection on Nisnevich stalks, so is aˆ. Further
by the construction of ̺1 in Lemma 3.2.1, there is a natural map Fˆ → ̺1(Fˆ ) whose
composition with aˆ♯ is the map aˆ. Thus aˆ♯ is a surjection of Nisnevich sheaves. By
the conditions (Inj) and (FP) which a reciprocity functor satisfies it suffices to check
the injectivity on S-points. Thus it suffices to show that the surjective composition
from the statement
b : Kgeo(x; Fˆ )։ ̂hNis0 (F )(x)
is injective. Notice that for an S-point x the Z-module ̂hNis0 (F )(x) is just the generic
stalk of hNis0 (F ) viewed as a Nisnevich sheaf on some model of x; in particular
̂hNis0 (F )(x) = ĥ0(F )(x) = Coker
[
FˆP1x(A
1
x)
i∗0−i
∗
1−−−→ Fˆ (x)
]
.
But now consider on P1x the modulus m = {∞} and the rational function f =
t
t−1 ∈
κ(x)(t)× which is congruent to one modulo m. Given α ∈ FˆP1x(A
1
x), we have
i∗0(α)− i
∗
1(α) =
∑
P∈A1x
vP (f)TrP/x(s
Fˆ
P (α))
in Fˆ (x) and by definition this element vanishes in Kgeo(x; Fˆ ). Thus the natural
surjection Fˆ (x) → Kgeo(x; Fˆ ) factors via ̂hNis0 (F )(x) and gives an inverse of b.
This proves the statement. 
5.1.7. Lemma. Let F1, . . . ,Fn ∈ HINis. Then
̺1(Fˆ1 ⊗ · · · ⊗ Fˆn) = T(Fˆ1, · · · , Fˆn) in RF1.
Proof. By Corollary 4.2.8 T(Fˆ1, . . . , Fˆn) ∈ RF1. Thus applying ̺1 to the natural
map Fˆ1 ⊗ . . .⊗ Fˆn → T(Fˆ1, . . . , Fˆn) gives a canonical map
̺1(Fˆ1 ⊗ · · · ⊗ Fˆn)→ T(Fˆ1, · · · , Fˆn). (5.9)
On the other hand we have a natural n-linear map of presheaves with transfers on
Reg61
Fˆ1 × . . .× Fˆn → ̺1(Fˆ1 ⊗ · · · ⊗ Fˆn),
which automatically satisfies (L3) (see Definition 4.2.1), since the right hand side
is in RF1. Thus it is a n-linear map of reciprocity functors and hence induces an
inverse to (5.9). 
5.1.8.Theorem. Let F1, . . . ,Fn ∈ HINis be homotopy invariant Nisnevich sheaves
with transfers. There exists a canonical and functorial isomorphism of reciprocity
functors
T(Fˆ1, . . . , Fˆn)
∼
−→ (F1 ⊗HINis · · · ⊗HINis Fn)̂ . (5.10)
Moreover for any S-point x the canonical morphism
Kgeo(x, Fˆ1 ⊗ . . .⊗ Fˆn)→ T(Fˆ1, . . . , Fˆn)(x)
is an isomorphism.
Proof. Let F := F1 ⊗PST · · · ⊗PST Fn and a : F → hNis0 (F ) be the canonical
morphism of presheaves with transfers. By Proposition 5.1.3, we have a canonical
and functorial isomorphism in LMFsp
Fˆ1 ⊗ · · · ⊗ Fˆn
ν
−→ Fˆ .
Thus by Proposition 5.1.6 we get an isomorphism of reciprocity functors
̺1
(
Fˆ1 ⊗ · · · ⊗ Fˆn
)
̺1(ν)
−−−→ ̺1(Fˆ )
aˆ♯
−→
[
hNis0 (F )
]ˆ
.
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Since hNis0 (F ) = F1 ⊗HINis · · · ⊗HINis Fn by definition the first statement follows
from Lemma 5.1.7. The second part of the statement is an immediate consequence
of Proposition 5.1.6 and Lemma 5.1.7. 
Using the main result of [19] we get:
5.1.9. Corollary. Let F1, . . . ,Fn be homotopy invariant Nisnevich sheaves with
transfers on SmS with S = SpecF the spectrum of a perfect field. Denote by
K(F,F1, . . . ,Fn)
the K-group defined in [19, Def. 5.1] (in particular if the Fi’s are semi-Abelian
varieties, it coincides with Somekawa’s K-group defined in [35, 1.]). Then there is
an isomorphism
T(Fˆ1, . . . , Fˆn)(S) ∼= K(F,F1, . . . ,Fn).
Proof. This follows from Theorem 5.1.8 together with the fact that Kgeo(S, Fˆ1 ⊗
. . . ⊗ Fˆn) coincides by its very definition with the K-group of geometric type
K′(F,F1, . . . ,Fn) defined in [19, Def. 6.1] and which by [19, Thm 6.2 ] and [19,
Thm. 11.12] is isomorphic to K(F,F1, . . . ,Fn). 
5.2. Applications.
5.2.1. We now relate, as in [19], the K-groups of some reciprocity functors associ-
ated with homotopy invariant Nisnevich sheaves with transfers to Hom groups in
V. Voevodsky’s triangulated category of effective motivic complexes DMeff− . The
main result is Theorem 5.2.3. Recall that DMeff− is the full triangulated subcate-
gory of the derived category D−(NST) formed by the complexes whose cohomology
sheaves are homotopy invariant. Let X be a smooth scheme of finite type over S.
In the sequel we use the following notations
M(X) := C∗(L(X)), M
c(X) := C∗(L
c(X))
and
hNis0 (X) := H
0(C∗(L(X))), h
Nis,c
0 (X) := H
0(C∗(L
c(X))),
where L(X) is the sheaf with transfers represented byX , Lc(X) is the presheaf with
transfers such that Lc(X)(Y ), for Y ∈ Sm, is the free Abelian group generated by
the closed integral subschemes of Y × X that are quasi-finite and dominate an
irreducible component of Y (see [38, §4.1]), and C∗ is the Suslin complex i.e. the
A1-localization functor.
5.2.2. Let us denote by ⊗DM the tensor product in the category DM
eff
− defined
by
C ⊗DM D := C∗(C ⊗
L
D)
where − ⊗L − is the derived tensor product on D−(NST) defined using "free res-
olutions" as in [36, §2]. In particular if F1, . . . ,Fn are Nisnevich sheaves with
transfers, then unfolding the definitions we get
H
0(C∗(F1)⊗DM . . .⊗DM C∗(Fn)) = h
Nis
0 (F1)⊗HINis . . .⊗HINis h
Nis
0 (Fn). (5.11)
5.2.3. Theorem. (1) Let X1, . . . , Xn be smooth schemes of finite type over S
and r > 0 be an integer. Set X := X1 × · · · ×Xn. For ∗ ∈ {∅, c}, we have
isomorphisms of reciprocity functors
T(ĥNis,∗0 (X1), . . . , ĥ
Nis,∗
0 (Xn),G
×r
m )
∼= H0(M∗(X)(r)[r])̂ .
Proof. Since Gm ≃ Z(1)[1], this follows from [38, Proposition 4.1.7] and the iso-
morphisms (5.11) and (5.10). 
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5.2.4. Lemma. (1) Assume X is a smooth projective S-scheme of pure dimen-
sion d. Then for all r > 0 we have an isomorphism of reciprocity functors
H
0(M(X)(r)[r])̂ ∼= CHd+r(X, r),
where CH0(X, r) is the reciprocity functor defined in 2.5.7.
(2) Assume X is a smooth, quasi-projective S-scheme of pure dimension d and
that S admits resolution of singularities. Then for all r > 0 we have an
isomorphism of reciprocity functors
H
0(M c(X)(r)[r])̂ ∼= CHd+r(X, r).
Proof. Let CHd+rNis (X, r) ∈ HINis be the homotopy invariant Nisnevich with trans-
fers defined in 2.5.9. Then by (2.14) it suffices to show that H0(M(X)(r)[r]) ∼=
CHd+rNis (X, r) in the first case and H
0(M c(X)(r)[r]) ∼= CHd+rNis (X, r) in the second
case. This follows from a classical computation, using duality, the cancellation the-
orem [40], [14, Corollary B.2], [38, Proof of Thm 4.3.7] and the comparison with
higher Chow groups [39, Cor. 2]. 
Thus we can rewrite Theorem 5.2.3 as follows:
5.2.5. Corollary. Let X1, . . . , Xn be smooth, quasi-projective S schemes of pure
dimension d1, . . . , dn and r > 0 an integer. Assume that either the Xi’s are pro-
jective or S admits resolution of singularities. Then we have an isomorphism of
reciprocity functors
T(CH0(X1), . . . ,CH0(Xn),G
×r
m )
∼= CHd+r(X1 × · · · ×Xn, r),
where d = d1 + · · ·+ dn. In particular for all S-points x we have
T(CH0(X1), . . . ,CH0(Xn),G
×r
m )(x)
∼= CHd+r(X1,x ×x · · · ×x Xn,x, r).
5.2.6. Remark. (1) The above corollary should be compared to the results [26,
Thm 2.2] and [1, Thm. 6.1] (see also [19, 12.3 - 12.5] for the case in which
x is the spectrum of a perfect field). In particular in the projective case we
get for all S-points x
T(CH0(X1), . . . ,CH0(Xn),G
×r
m )(x) = K(κ(x);CH0(X1), . . . ,CH0(Xn),G
×r
m ),
where the K-group on the right is the Somekawa-type K-group defined by
Raskind-Spieß and Akhtar in [26, Def. 2.1.1] and [1, 3.1].
(2) One can proof Corollary 5.2.5 also in a direct way without using the motivic
machinery of Voevodsky. Indeed, identifying Gm with CH1(S, 1) one easily
checks that the product structure on higher Chow groups induces a multi-
linear map of reciprocity functors in the sense of Definition 4.2.1
CH0(X1)× · · · × CH0(Xn)×G
×r
m → CH
d+r(X1 × · · · ×Xn, r).
(Notice that the condition (L3) is automatic since we are in RF1.) Hence
we get a map from T(LHS) to the RHS and one can prove by hand that
this is an isomorphism in a similar way as in [26] and [1].
5.3. Relation with Milnor K-theory. In the following we denote by Gm and
KMn the Z-reciprocity functors over S defined in Example 2.5.6.
5.3.1. Proposition. Let M be a Z-reciprocity functor over S and x an S-point.
For all n > 1 there exists a homomorphism of Abelian groups
M (x) ⊗Z K
M
n (x)→ T(M ,G
×n
m )(x), m⊗ {a1, . . . , an} 7→ τ(m, a1, . . . , an).
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Proof. The proof is similar to the proof of [24, Prop. 5.9]. Write x = Spec k.
Clearly there is a natural morphism of Abelian groups
M (x) ⊗ (k×)⊗Zn → T(M ,G×nm )(x), m⊗ a1 ⊗ . . .⊗ an 7→ τ(m, a1, . . . , an).
Hence (using Corollary 4.2.5, (1)) it suffices to show that
τ(m, a, 1− a, b) = 0 in T(M ,G×nm )(x), (5.12)
for all a, bi ∈ k \ {0, 1}, m ∈ M (x) and b = (b3, . . . , bn). For this take c ∈ k¯ with
c3 = a, set L = k(c) and y = SpecL. Further, let µ ∈ k¯ be a third primitive root
of 1, set E = L(µ) and z = SpecE. Denote by ϕ : z → x the induced map. Notice
that [E : k] divides 6. Define a rational function f on P1x ⊃ A
1
x = Spec k[t]
f :=
t3 − a
t3 − (1 + a)t2 + (1 + a)t− a
∈ k(t).
Then in E(t) we have
f =
(t− c)(t− µc)(t− µ2c)
(t− a)(t+ µ)(t+ µ2)
.
Further, let π : P1z → z be the structure map, then by Remark 4.2.2
τ(π∗ϕ∗m, t, 1− t, π∗ϕ∗b) ∈ T(M ,G×nm )(P
1
z , {0}+ {1}+ {∞}).
Since f ≡ 1 mod {0}+ {1}+ {∞} reciprocity yields in T(M ,G×nm )(z)
0 =
∑
P∈P1z
(τ(π∗ϕ∗m, t, 1− t, π∗ϕ∗b), f)P
= τ(ϕ∗m, c, 1− c, ϕ∗b) + τ(ϕ∗m,µc, 1− µc, ϕ∗b) + τ(ϕ∗m,µ2c, 1− µ2c, ϕ∗b)
− τ(ϕ∗m, c3, 1− c3, ϕ∗b)− τ(ϕ∗m,−µ, 1 + µ, ϕ∗b)− τ(ϕ∗m,−µ2, 1 + µ2, ϕ∗b).
Multiplying this by 3 we obtain in T(M ,G×nm )(z)
0 = τ(ϕ∗m, c3, (1− c)(1− µc)(1 − µ2c), ϕ∗b)− 3 · τ(ϕ∗m, c3, 1− c3, ϕ∗b)
− τ(ϕ∗m,−1, (1 + µ)(1 + µ2), ϕ∗b).
Since (1− c)(1− µc)(1 − µ2c) = 1− c3 and (1 + µ)(1 + µ2) = 1 we obtain
0 = 2 · τ(ϕ∗m, c3, 1− c3, ϕ∗b) = 2 · ϕ∗τ(m, a, 1 − a, b) in T(M ,G×nm )(z).
Applying ϕ∗ we get
12 · τ(m, a, 1 − a, b) = 0 in T(M ,G×nm )(x).
This holds for all S-points x = Spec k and all a, bi ∈ k \ {0, 1}, m ∈ M(x). Thus
the vanishing (5.12) follows by exactly the same argument as in the proof of [24,
Lemma 5.8]. (Notice that there is a misprint and the first 1 − x in the displayed
formula on page 32, line 13 should be replaced by 1− y.) 
5.3.2. Proposition. The maps from Proposition 5.3.1 (with M = Z) for x running
through all S-points yield a morphism of Mackey functors
σ : KMn → T(G
×n
m ) in MF.
In particular σ(x) is a surjective homomorphism of Z-modules for all S-points x.
Proof. The compatibility with pullback is clear. It remains to show that for a finite
morphism ϕ : y = SpecL → x = Spec k the pushforward ϕ∗ is compatible with σ.
This is really the same argument as in [25, Lemma 4.7]: Since both sides satisfy
(MF1), (MF2) (see Remark 1.3.3), the arguments from [3, I, (5.9)] reduce us to the
case in which every finite extension of k has degree a power of a fixed prime ℓ and
hence can be written as a successive sequence of extensions of degree ℓ. Thus by
functoriality we can assume [L : k] = ℓ; hence KMn+1(L) = K
M
n (k) · K
M
1 (L) (by [3,
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I, Cor. 5.3]) and the statement follows from the projection formula on both sides.
The surjectivity statement follows immediately, since by definition (see Definition
4.2.3 and Theorem 4.2.4) any element in T(G×nm )(x) is a finite sum of elements of
the form Try/x(τ(a1, . . . , an)) for y/x finite and ai ∈ Gm(y). 
5.3.3. Theorem. For all n > 1 the natural map
Φ : G×nm → K
M
n , (a1, . . . , an) 7→ {a1, . . . , an}
is a n-linear map of reciprocity functors (in the sense of Definition 4.2.1) and the
induced morphism
T(G×nm )
≃
−→ KMn in MF
is an isomorphism of Mackey functors whose inverse is given by the map σ from
Proposition 5.3.2 above. Moreover if the base field F is infinite, then the above is
an isomorphism of reciprocity functors.
Proof. Clearly Φ is a n-linear morphism of Mackey functors (Definition 4.1.5). Since
KMn ∈ RF1 the condition (L3) in Definition 4.2.1 is automatically satisfied. Thus
we obtain a morphism ψ : T(G×nm )→ K
M
n in RF. Now σ is surjective and obviously
we have ψ ◦ σ = id, hence it is an isomorphism in MF. Notice that by (Inj) ψ is
an isomorphism in RF if it is surjective on Nisnevich stalks. But by [8, Prop. 4.3]
(see also [10]) KMn (OC,P ) → K
M
n,C,P is surjective if F is infinite, where Kn,C,P is
defined in Example 2.5.6. Since this holds for all C,P we also have a surjection
KMn (O
h
C,P ) → (K
M
n,C,P )
h. Thus the Nisnevich stalk at some point P ∈ C of K Mn
is generated by symbols {a1, . . . , an} with ai ∈ O(V )×, where V → C is some
Nisnevich neighborhood of P . Since ψ(τ(a1, . . . , an)) = {a1, . . . , an} we obtain the
second statement. 
5.3.4. Remark. (1) In the same way one can prove
KMn
∼= T(KMn1 , . . . ,K
M
nr) for all n = n1 + . . .+ nr, r > 1.
(2) Combining Theorem 5.3.3 and Corollary 5.2.5 we get the Nesterenko-Suslin
isomorphism [25], i.e.
KMn (x)
∼= CHn(x, n) for all S-points x.
5.4. Relation with Kähler differentials. In the following we denote simply by
Ga, Gm and Ωn the Z-reciprocity functors over S defined in section 2. Recall
S = SpecF with F a perfect field.
5.4.1. Lemma. Let Mi, i = 1, . . . , n, be Z-reciprocity functors. Then for any S-
point x = Spec k the natural F -vector space structure on k⊗ZM1(x)⊗Z . . .⊗ZMn(x)
extends naturally to T(Ga,M1, . . . ,Mn)(x).
Proof. Multiplication with an element λ ∈ F induces a morphism λ : Ga → Ga of
reciprocity functors over S. We obtain a morphism λ⊗ id : T(Ga,M1, . . . ,Mn)→
T(Ga,M1, . . . ,Mn) of reciprocity functors over S and it is straightforward to check
that this induces the looked for module structure T(Ga,M1, . . . ,Mn)(x). 
5.4.2. Remark. It is not clear that in the situation above, the natural k-vector space
structure on the Z-module k ⊗Z M1(x) ⊗Z . . . ⊗Z Mn(x) extends to the Z-module
T(Ga,M1, . . . ,Mn)(x).
5.4.3. Lemma. Let x = Spec k be an S-point and let 0 be the zero point in the
affine line A1 = Spec k[t] ⊂ P1. Then for any f ∈ k(t)× and a, b1, . . . , bn−1 ∈ k×
we have
(τ(at, t, b1, . . . , bn−1), f)0 = 0 in T(Ga,G
×n
m )(x).
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Proof. We have
at ∈ Ga(P
1, 2 · {∞}), t ∈ Gm(P
1, {0}+ {∞})
and
b = (b1, . . . , bn−1) ∈ G
×n
m (P
1).
Hence τ(at, t, b) ∈ T(Ga,G×nm )(P
1, {0}+ 2 · {∞}) and
(τ(at, t, b), f)0 = (τ(at, t, b), f0)0 + (τ(at, t, b), f0)∞
= −
∑
P∈P1\{0,∞}
vP (f0)TrP/xsP (τ(at, t, b)),
for all f0 ∈ k(t)× with
f/f0 ∈ U
(1)
0 and f0 ∈ U
(2)
∞ . (5.13)
We distinguish 3 cases. (In the calculation we use Lemma 5.4.1 without mentioning
it.)
1. case: f ∈ O×
A1,0. In this case f0 :=
t2−f(0)
t2−1 satisfies (5.13). Let α ∈ k¯ be
a root of t2 − f(0) and ϕ : y = Spec k(α) → x the induced map. First assume
char(k) 6= 2. Then we have in T(Ga,G×nm )(y)
ϕ∗(τ(at, t, b), f)0 = −τ(aα, α, b)− τ(−aα,−α, b)
+ τ(a, 1, b) + τ(−a,−1, b)
= τ(−aα, α, b) + τ(−aα,
−1
α
, b)
= τ(−aα,−1, b) = 0.
Since ϕ has degree 1 or 2, property (MF2) implies that (τ(at, t, b), f)0 is zero in
T(Ga,G
×n
m )(x). If char(k) = 2 we obtain
(τ(at, t, b), f)0 = −2 · Try/x(τ(aα, α, b)) + 2 · τ(a, 1, b) = 0.
2. case: f = t. In this case f0 :=
t(t+1)
t2+t+1 satisfies (5.13). Let α ∈ k¯ be a
third primitive root of 1 and y = Spec k(α) → x the induced map. Assume first
char(k) 6= 3 and y has degree 2 over x. Then we have in T(Ga,G×nm )(x)
(τ(at, t, b), f)0 = −τ(−a,−1, b) + Try/x(τ(aα, α, b)) = Try/x(
1
3τ(aα, 1, b)) = 0.
If the degree of y over x is 1, then
(τ(at, t, b), f)0 = −τ(−a,−1, b) + τ(aα, α, b) + τ(aα
2, α2, b) = 0.
If char(k) = 3, then
(τ(at, t, b), f)0 = −τ(−a,−1, b) + 2 · τ(a, 1, b) = 0.
3. case: f ∈ k(t)× arbitrary. Write f = tnu with u ∈ O×
A1,0 and conclude with
the first two cases. 
5.4.4. Proposition. Let x = Spec k be an S -point. For all n > 1 there exists a
homomorphism of F -vector spaces (see Lemma 5.4.1)
θ(x) : Ωnx → T(Ga,G
×n
m )(x), a
db1
b1
· · ·
dbn
bn
7→ τ(a, b1, . . . , bn).
Proof. By [6, Lemma 4.1] the kernel of the surjective map
k ⊗Z (k
×)⊗n → Ωnx , a⊗ (b1 ⊗ . . .⊗ bn) 7→ a
db1
b1
· · ·
dbn
bn
is the subgroup of k ⊗Z (k×)⊗n generated by elements of the following form
a⊗ b1 ⊗ . . .⊗ bn, with bi = bj for some 1 6 i < j 6 n, (5.14)
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with a ∈ k, bi ∈ k×, and
λa⊗ a⊗ b1 ⊗ . . .⊗ bn−1 + λ(1 − a)⊗ (1− a)⊗ b1 ⊗ . . .⊗ bn−1, (5.15)
with λ, bi ∈ k× and a ∈ k \ {0, 1}. Thus it suffices to check, that the natural map
k ⊗Z (k
×)⊗n → T(Ga,G
×n
m )(x), a⊗ b1 ⊗ . . .⊗ bn 7→ τ(a, b1, . . . , bn)
maps the elements (5.14) and (5.15) to 0. By Proposition 5.3.1 (with M = Ga) this
map factors over k⊗Z KMn (k), which shows (using also Lemma 5.4.1) that (5.14) is
mapped to zero. Now take λ, a, bi ∈ k× as in (5.15) and write 0 for the zero point
in the affine line A1 = Spec k[t] ⊂ P1. We get
τ(λt, t, b) ∈ T(Ga,G
×n
m )(P
1, 0 + 2 · ∞). (5.16)
Set
f :=
(t− a)(t− (1 − a))
t(t− 1)
.
We have f ≡ 1 mod 2 · ∞. Thus (τ(λt, t, b), f)∞ = 0. Further (τ(λt, t, b), f)0 = 0
by Lemma 5.4.3. Hence
0 =
∑
P∈P1
(τ(λt, t, b), f)P =
∑
P∈P1\{0,∞}
(τ(λt, t, b), f)P
= τ(λa, a, b) + τ(λ(1 − a), (1 − a), b).
This yields the statement. 
5.4.5. Corollary. Let X be in RegCon61 with generic point η. Then the morphism
θ(η) from above induces a map
θ(X) : Ωn(X)→ T(Ga,G
×n
m )(X).
Proof. Since any reciprocity functor M is in particular a Zariski sheaf on X and
we have inclusions M (X) ⊂ M (η), it suffices to check that θ(η) sends ΩnX,P to
T(Ga,G×nm )X,P for all closed points P ∈ X . But this follows immediately from the
fact that any element in ΩnX,P is a sum of elements of the form a
db1
b1
· · · dbnbn with
a ∈ OX,P and bi ∈ O
×
X,P . 
5.4.6. Proposition. The maps θ(X) from Corollary 5.4.5 for X running through
RegCon61 yield a morphism of reciprocity functors
θ : Ωn → T(Ga,G
×n
m ) in RF.
In particular θ is a surjective homomorphism of Nisnevich sheaves.
Proof. The compatibility of θ with pullbacks is immediate. It suffices to check the
compatibility with pushforward on S-points and to consider the two cases in which
y = SpecL → x = Spec k is either separable or purely inseparable of degree p. In
the separable case, we can write any element in ΩnL = L ⊗ Ω
n
k as a finite sum of
elements of the form
a
db1
b1
· · ·
dbn
bn
, with a ∈ L and bi ∈ k.
Thus the compatibility with the trace follows since both sides satisfy the projection
formula. In the purely inseparable case we write L = k[c] with cp = a ∈ k, where
p = char(k) > 0. We can write any element in ΩnL as a sum of elements of the
following form
λcj
db1
b1
· · ·
dbn
bn
, with 0 6 j 6 p− 1, λ, bi ∈ k (5.17)
and
λcj
dc
c
db1
b1
· · ·
dbn−1
bn−1
, with 1 6 j 6 p, λ, bi ∈ k. (5.18)
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The compatibility with the trace for the elements (5.17) again follows from the
projection formula (in fact the trace is zero in this case). The compatibility for the
elements (5.18) in the case j = p follows from the projection formula on both sides
together with (Tr7) in 2.6.1 (since cp ∈ k). Further, by [23, Ex. 16.6] we have
TrL/k(c
j dc
c
b1
b1
· · ·
dbn−1
bn−1
) = 0, for all 1 6 j 6 p− 1.
Thus it remains to show that TrL/k(τ(λc
j , c, b)) = 0 in T(Ga,G×nm )(x) for 1 6 j 6
p − 1. For this we view y = Spec k[t]/(tp − a) ⊂ A1 = Spec k[t] ⊂ P1 as a closed
point. Then for 1 6 j 6 p− 1 reciprocity yields
TrL/k(τ(λc
j , c, b)) = −(τ(λtj , t, b), tp − a)0 − (τ(λt
j , t, b), tp − a)∞ (5.19)
= − 1j (τ(λt
j , tj , b), tp − a)0 −
1
j (τ(λt
j , tj , b), tp − a)∞. (5.20)
Now let π : P1 → P1 be the x-morphism induced by k[t] → k[t], t 7→ tj . Then by
Proposition 1.5.5, 2. and Lemma 5.4.3 we have
(τ(λtj , tj , b), tp − a)0 = (τ(λt, t, b), π∗(t
p − a))0 = 0.
For the same reason also
(τ(λtj , tj , b), tp)0 = (τ(λt, t, b), π∗(t
p))0 = 0.
Hence by reciprocity also
(τ(λtj , tj , b), tp)∞ = 0.
We obtain
TrL/k(τ(λc
j , c, b)) = − 1j (τ(λt
j , tj , b),
tp − a
tp
)∞
which is zero since τ(λtj , tj , b) ∈ T(Ga,G×nm )(P
1, 0+(j+1) ·{∞}) and t
p−a
tp ∈ U
(p)
∞ .
Hence θ is a morphism of reciprocity functors. Finally, for X ∈ RegCon61 and
P ∈ X closed any element in T(Ga,G×nm )
h
X,P (the Nisnevich stalk on X in P ) is
a finite sum of elements of the form TrY/X(τ(a, b1, . . . , bn)), with π : Y → X in
RegCon61∗ , a ∈ π∗(OY )
h
P and bi ∈ π∗(O
×
Y )
h
P by definition (see Definition 4.2.3 and
Theorem 4.2.4). Thus the surjectivity statement follows immediately. 
5.4.7. Theorem. Assume F has characteristic zero. Then the map
θ : Ωn
≃
−→ T(Ga,G
×n
m )
from Proposition 5.4.6 is an isomorphism of reciprocity functors.
Before we prove the theorem we need the following Lemma.
5.4.8. Lemma. Assume F has characteristic zero. Then for all C ∈ (C /S), P ∈ C
and r > 1
FilrPGa(ηC) = {a ∈ κ(ηC) | vP (a) > −r + 1}.
In particular
Fil0PGa(ηC) = Fil
1
PGa(ηC) = OC,P .
Proof. Recall that the local symbol of Ga at a point P ∈ C is given by (see Theorem
2.6.5)
(a, f)P = ResP (a
df
f
).
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The inclusion ⊃ is thus straightforward to check. For the other inclusion take
a ∈ FilrPGa(ηC) and assume we can write a = u/t
s with s > r, u ∈ O×C,P and
t ∈ OC,P a local parameter. Then for b ∈ OC,P we have by definition of Fil
0 = (a, 1 + bts)P = ResP
(
u
ts
d(1 + bts)
1 + bts
)
= ResP
(
sub
1 + bts
dt
t
)
+ResP
(
ub
1 + bts
db
)
= sTrP/xc(u(P )b(P )).
Since Tr : κ(P ) × κ(P ) → κ(xC), (λ, µ) 7→ Tr(λµ) is non-degenerate, we get
u(P ) = 0. A contradiction. 
Proof of Theorem 5.4.7. For X ∈ RegCon61 define
ΦX : Ga(X)× (Gm(X))
×n → Ωn(X), (a, b1, . . . , bn) 7→ a
db1
b1
· · ·
dbn
bn
.
Clearly the collection Φ = {ΦX}X∈RegCon61 satisfies condition (L1) of Definition
4.1.5 and by (Tr1), (Tr2) and (Tr7) in 2.6.1 also condition (L2). Now let C ∈ (C /S)
be a curve, P ∈ C a point and r > 1 a positive integer. Take a ∈ FilrPGa(ηC) and
bi ∈ Fil
r
PGm(ηC) = Gm(ηC), i = 1, . . . , n. Then we can write a =
a0
tr−1 with
a0 ∈ OC,P (by Lemma 5.4.8) and bi = tsiui with si ∈ Z and ui ∈ O
×
C,P . For
u = 1 + trc ∈ U
(r)
P we get
ResP (Φ(a, b1 . . . , bn)
du
u
) = ResP
(
a0
tr−1
du1
u1
· · ·
dun
un
tr−1(rcdt + tdc)
1 + trc
)
+
n∑
i=1
siResP
 a0tr−1 du1u1 · · · dtt︸︷︷︸
i-th place
· · ·
dun
un
tr−1(rcdt + tdc)
1 + trc
 ,
which clearly is zero. Hence Φ(a, b1 . . . , bn) ∈ Fil
r
PΩ
n(ηC) and thus satisfies (L3).
Therefore Φ is an (n+1)-linear map of reciprocity functors and the universal prop-
erty of T(Ga,G×nm ) yields a map of reciprocity functors (also denoted by Φ)
Φ : T(Ga,G
×n
m )→ Ω
n.
By the very definition of Φ and θ we have Φ ◦ θ = idΩn (it suffices to check this
on S-points). In particular θ is injective. Since it is also surjective by Proposition
5.4.6, the theorem follows. 
5.4.9. Remark. The above theorem should be compared to [13, Thm. 3.6]. In
particular
T(Ga,G
×n
m )(S) = K(F ;Ga,G
×n
m ),
where the K-group on the right is the Somekawa-type K-group defined by Hira-
nouchi in [13, Def. 3.3].
5.4.10. Assume F has characteristic p > 0. Notice that d : Ωn−1 → Ωn is a map
of Z-reciprocity functors and thus
X 7→ B1Ω
n(X) := (dΩn−1X )(X)
defines a Nisnevich sheaf with transfers on Reg61, B1Ω
n ∈ NT. We denote by
Ωn/B1Ω
n ∈ NT the quotient in NT. Furthermore for any X ∈ Reg61 we have the
inverse Cartier operator
C−1 : ΩnX → Ω
n
X/B1Ω
n
X ,
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which on stalks is given by
C−1 : ΩnX,P → Ω
n
X,P /B1Ω
n
X,P , a
db1
b1
· · ·
dbn
bn
7→ ap
db1
b1
· · ·
dbn
bn
.
The Cartier operator is clearly compatible with pullbacks and it is well-known that
it is also compatible with the trace (see e.g. [29, Thm. 2.6, (i), (v)] and use that the
Frobenius on the de Rham-Witt complex lifts the inverse Cartier operator). Thus
we get a morphism of Nisnevich sheaves with transfers on Reg61
C−1 : Ωn → Ωn/B1Ω
n in NT.
Recursively we define BrΩ
n ∈ NT for r > 2 as the Nisnevich sheaf with transfers
which as a Zariski sheaf on X ∈ Reg61 is defined as the preimage of C−1(Br−1ΩnX)
under the natural surjection ΩnX → Ω
n
X/B1 (see e.g. [16, (2.2)]). We obtain a chain
in NT
0 := B0 ⊂ B1 ⊂ . . . ⊂ Br ⊂ . . . ⊂ Ω
n
and we set
B∞Ω
n :=
⋃
r
BrΩ
n ⊂ Ωn in NT.
The the inverse Cartier operator induces thus an endomorphism in NT
C−1 : Ωn/B∞ → Ω
n/B∞.
5.4.11.Lemma. The Nisnevich sheaves with transfers on Reg61, BrΩ
n and Ωn/Br,
r ∈ [1,∞], defined above are reciprocity functors.
Proof. Since the Br(Ω
n) are sub-Nisnevich-sheaves with transfers of Ωn, they are
clearly reciprocity functors. If we know that Ωn/Br, r ∈ [1,∞], satisfies the prop-
erty (Inj) from Definition 1.3.5, then it is also a Mackey functor with specialization
maps. In this case it is also a reciprocity functor. Indeed a section a ∈ (Ωn/Br)(U),
U ⊂ C, C ∈ (C /S), can be lifted Nisnevich (or even Zariski) locally to a section in
Ωn. Since the latter is a reciprocity functor it follows that a satisfies the assump-
tions of Theorem 1.4.7 (with M = Ωn/Br) and thus a has a modulus.
Thus it suffices to prove (Inj), which follows from the following claim:
Let A be a discrete valuation ring, which is essentially of finite type over F and
denote by K its fraction field. Then for all n ≥ 0 and r ∈ [1,∞] we have
ΩnA ∩Br(Ω
n
K) = Br(Ω
n
A),
where the intersection is taken inside ΩnK .
Indeed, since A is essentially smooth over F , the A-module ΩnA/k = Ω
n
A is free of
finite rank and a submodule of ΩnK . Furthermore the Frobenius iterate F
r : A→ A
is a finite and flat (hence free) homomorphism. In particular F r∗Ω
n
A is a free A-
module as well as its sub-A-module Br(Ω
n
A) (see [16, 0, Prop. 2.2.8, (a)]). But it is
straightforward to check by induction on r that we have Br(Ω
n
K) = Br(Ω
n
A)⊗AK.
This implies the claim and finishes the prove of the lemma. 
5.4.12. Corollary. Assume F has characteristic p > 0. Then the surjective mor-
phism of reciprocity functors θ : Ωn → T(Ga,G×nm ) from Proposition 5.4.4 factors
via
Ωn/B∞ ։ T(Ga,G
×n
m ) in RF
and the following diagram commutes (in RF)
Ωn/B∞
C−1 //

Ωn/B∞

T(Ga,G×nm )
F⊗id // T(Ga,G×nm ),
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where F : Ga → Ga is the absolute Frobenius.
Proof. The commutativity of the diagram is immediate once we know the vertical
maps exist. Thus we have to show that for any X ∈ RegCon61 and any r > 1 the
map θ sends Br(X) to zero. Since T(Ga,G
×n
m ) is a reciprocity functor it suffices
to prove this for all S-points x. First we show that B1(x) is mapped to zero in
T(Ga,G×nm )(x), i.e. we have to show that for a ∈ κ(x)
× and b ∈ Gm(x)×n−1 we
have
τ(a, a, b) = 0 in T(Ga,G
×n
m )(x).
We can assume that κ(x) contains a (p − 1)-th primitive root of unity ζ, else we
consider ϕ : Spec k(x)(ζ)→ x, which is of degree prime to p and get
degϕ · τ(a, a, b) = ϕ∗τ(ϕ
∗a, ϕ∗a, ϕ∗b) = 0.
Further by Remark 4.2.10 we can also assume ζ lies in our ground field F . Propo-
sition 5.4.4 implies
τ(a, a, b) = τ(a + 1, a+ 1, b) in T(Ga,G
×n
m )(x).
Applying F ⊗ id we obtain
τ(ap, a, b) = τ((a+ 1)p, a+ 1, b).
On the other hand, Proposition 5.4.4 yields
τ((a + 1)p, a+ 1, b) = τ((a + 1)p−1a, a, b) in T(Ga,G
×n
m )(x).
So that all in all we obtain
τ
(
(ap−1 − (a+ 1)p−1)a, a, b
)
= 0 in T(Ga,G
×n
m )(x). (5.21)
Consider A1 = Spec κ(x)[t] ⊂ P1. Since (tp−1− (t+1)p−1)a ∈ Ga(P1, (p−1) · {∞})
we have
τ((tp−1 − (t+ 1)p−1)a, a, b) ∈ T(Ga,G
×n
m )(P
1, (p− 1) · {∞}).
Further f := t
p−1−ap−1
tp−1 ∈ Gm(ηP1) is congruent to 1 modulo (p − 1) · {∞}. Thus
reciprocity yields
0 =
∑
P∈A1
vP (f)TrP/xsP (τ((t
p−1 − (t+ 1)p−1)a, a, b))
=
p−1∑
i=0
τ
(
((aζi)p−1 − (aζi + 1)p−1)a, a, b) + (p− 1)τ(a, a, b
)
.
Using ζ ∈ F , Lemma 5.4.1, τ(c, ζi, b) = 0 for all c ∈ Ga(x), all i, and (5.21) for aζi
we obtain
0 =
p−1∑
i=0
ζ−i · τ
(
((aζi)p−1 − (aζi + 1)p−1)ζia, ζia, b
)
+ (p− 1)τ(a, a, b)
= (p− 1)τ(a, a, b).
Hence θ maps B1 to zero. By definition of Bn, the image of Bn in T(Ga,G×nm )(x)
equals F ⊗ id(image of Bn−1 in T(Ga,G×nm )(x)) and hence vanishes by induction.
This gives the statement. 
5.4.13. Remark. One would like to construct a map from T(Ga,G×nm ) to Ω
n/B∞
using the universal property as in the proof of Theorem 5.4.7. The problem is that
we don’t have a description of FilrPGa(ηC) in positive characteristic. In case P is
separable over xC this can be done (cf. [21, Prop.6.4]). But the points which are
inseparable over xC make trouble.
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5.5. A vanishing result. The following vanishing result was suggested by B.
Kahn.
5.5.1. Theorem. Assume char(κ(S)) 6= 2. Let M1, . . . ,Mn be Z-reciprocity func-
tors.
T(Ga,Ga,M1, . . . ,Mn) = 0.
Proof. It suffices to show that for any S-point x and any elements a, b ∈ Ga(x),
mi ∈ Mi(x) we have (with m = (m2, . . . ,mn))
τ(a, b,m) = 0 in T(Ga,Ga,M2, . . . ,Mn)(x). (5.22)
To show this consider π : P1x → x and write P
1
x \ {∞} = Specκ(x)[t]. Then
π∗(a) · t, π∗(b) · t ∈ Ga(P1x, 2{∞}) and π
∗(mi) ∈ Mi(P1). Thus
τ0 := τ(π
∗(a) · t, π∗(b) · t, π∗(m)) ∈ T(Ga,Ga,M )(P
1
x, 2{∞}).
Define f := t2/(t2 − 1) ∈ κ(x)(t), which is congruent to 1 modulo 2{∞}. Then the
reciprocity law yields
0 =
∑
P∈P1x
(τ0, f)P = −τ(a, b,m)− τ(−a,−b,m) = −2τ(a, b,m),
which proves (5.22). 
5.5.2. Remark. In case the characteristic of F is zero the above theorem gives the
vanishing T(M1, . . . ,Mn) = 0 whenever two of the Mi’s are smooth, commutative,
connected and unipotent algebraic group, since these groups are isomorphic to a
direct sum of Ga’s. We don’t know whether this vanishing also holds in positive
characteristic, even the case in which two of the Mi’s are Witt vector groups of
finite length is not clear to us.
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