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Chapter I.I  
INTRODUCTION 
On a cold December day in Washington D.C., Edgar Welch burst into a family pizzeria 
and accused the owner, James Alefantis, of conspiring with Hillary Clinton and the Democrats to 
operate a child sex trafficking ring. Equipped with an assault rifle and handgun, Welch had 
driven some five hours from his North Carolina home to “rescue” children he believed were 
being harbored in the restaurant’s basement (Alefantis, 2017).  
Only, the child-slavery ring did not exist; it had been concocted by conspiracy theorists 
and spread rapidly via social media and fake news websites. As a result of his actions, Welch 
will serve four years in jail for assault with a deadly weapon and transporting a firearm across 
state lines (Bendix, 2017). Media personality Alex Jones, threatened with a libel suit, apologized 
publicly for promoting the “Pizzagate” conspiracy theory on his InfoWars website and through 
other sources (Alefantis, 2017). Even so, Comet Ping Pong, its employees, and Alefantis 
received death threats and online discussion in fake news chat rooms alleging the authenticity of 
“Pizzagate” continued. Additionally, groups protested loudly outside the restaurant, referring to 
it “Sodom and Gomorrah,” among other names (Alefantis, 2017). 
“Pizzagate” is one example of how fake news can have negative consequences in society, 
including risks to public and individual safety and damage to reputation. Fake news sites have 
capitalized on current events to circulate hoaxes and conspiracy theories to varying results. For 
example:  
• After the Las Vegas Mandalay Bay shooting—one of the worst mass shootings in 
modern American history—an online fake news outlet and CNN look-alike spread 
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false rumors that an injured hotel security guard was arrested as an accomplice and 
second gunman (Mikkelson, 2017).  
• A fake news website falsely accused acclaimed chef Gordon Ramsay of kicking four 
Miami Dolphins football players out of his restaurant because he was ashamed of 
them kneeling during the national anthem (LaCapria, 2017). 
• Multiple media outlets published exaggerated claims that Yellowstone National Park 
volcano was going to erupt and wipe out the human race. These claims exploited 
research from Arizona State University about new developments in understanding the 
volcano and turned it into a doomsday conspiracy (Kasprak, 2017). 
In an effort to better understand fake news and its impact, this study examines the 
psychological processes through which people observe, are persuaded by, and motivated to share 
fake news on social media. This is a valuable site of study because fake news, as illustrated 
above, negatively impacts, misleads, and has the potential to endanger society. Because media 
are an important site of information for most people, it is necessary to develop ways to combat 
the harmful proliferation of fake news in order to promote media literacy and journalistic 
integrity. Research about the psychological reasons that people consume and share fake news is 
an important step to conceptualizing successful tools to combat fake news.   
This experiment uses a questionnaire method to examine a core question: Do people 
perceive fake news as accurate? One way the study will accomplish this is by analyzing the 
relationship between peripheral cues and positive affect (attitude or emotion). Researchers 
hypothesize that if fake news does not contain peripheral cues that give away its inauthenticity—
such as spelling errors or an illegitimate author—and participants match the political leaning of 
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the article, participants’ affect will be more positive. These people, consequently, are the most 
likely to be fooled by fake news.  
At its core, this study will examine cognitive dissonance in people who go on to share 
fake news. Psychologists have used cognitive dissonance as a way to explain how people act in a 
way that is inconsistent with previously held beliefs but reason with themselves in some way to 
resolve this dissonance (Brehm, 2007; Cooper, 2012; Festinger, 1957; Stone & Cooper, 2001). 
The present study will examine the presence or lack of cognitive dissonance by looking at 
participants’ self-reported affect they feel after being exposed to the fake news article stimulus 
and recording their thoughts about it. More negative affect will indicate participants are 
experiencing more dissonance. 
The study will also examine the degree to which people elaborate on their thoughts or 
feelings about a fake news article presented to them, their level of skepticism about the article, 
and the person’s affect. It will rely on the Elaboration Likelihood Model, or ELM, to predict 
which demographics are more or less likely to elaborate (Cacioppo & Petty, 1984). This study 
hypothesizes that people with strong positive or negative feelings about an article, as well as 
those who align with the leaning of the article and have peripheral cues will be more likely to 
elaborate on their thoughts about the article. One research question about elaboration that will be 
addressed is what effect peripheral cues will have on participants’ elaboration when they align 
ideologically with the article. It will also examine if there is a relationship between participants’ 
elaboration and their reported skepticism and affect.  
Among the study’s goals is to better understand the reasons for dissonance reduction. 
One potential way that dissonance could be reduced is from applause or confirmation from one’s 
social network. As research has shown, social media—Facebook in particular—have algorithms 
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that create virtual echo chambers (Quattrociocchi, Scala, & Sunstein, 2016). Users are more 
likely to see posts from people with similar beliefs or interests than posts from others with 
different beliefs. If a person who is experiencing dissonance shares the false news and receives 
positive feedback in the form of “likes” or affirmative comments, dissonance could potentially 
be resolved. The social “good” they are doing—by promoting their network’s preferred 
candidate, for example—outweighs the fact that the information is false. They reason with 
themselves that the fake news is close enough to the truth. The presence of social media “echo 
chambers” bolster this process. Another research question related to dissonance reduction is 
whether sharing the fake news through more personal methods of communication—such as in an 
email or direct message on social media—reduces dissonance. Presumably dissonance could be 
reduced in this situation because a person knows they are only sharing the article with a single 
person, rather than promoting it publicly on a social media platform. Though this still contributes 
to the proliferation of fake news content, the person does not acknowledge this.  
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Chapter I.II  
LITERATURE REVIEW 
Fake news has been present throughout American history (Seidenberg, 2017); however, it 
is being promulgated at an alarming rate due in part to the efficiency of social media. This 
section defines important terms and provides a review of the concepts and theories most relevant 
to the study’s focus: fake news, and why some people believe it.   
What Is Fake News and Why Does It Matter  
For this study, fake news is defined as “news articles that are intentionally and verifiably 
false and could mislead readers” (Allcott & Gentzkow, 2017, p. 213). This straightforward 
definition can be applied to a social media context and, importantly, emphasizes intent. Intention 
requires someone to be cognizant that their action will likely produce a specific reaction, and in 
the case of fake news, this means being aware that it will cause negative consequences, such as 
misleading the public on an important public issue, even if that individual author profits 
monetarily, politically, or in other ways.  
Scholars have distinguished categories of fake news. In “Three Types of Fake News,” 
Rubin, Chen, and Conroy (2015) define three major types of fake news: serious fabrications, 
large-scale hoaxes, and humorous fakes. Serious fabrications are sensationalized content such as 
tabloids, or yellow journalism. Large-scale hoaxes are designed to imitate legitimate news 
articles and are specifically intended to deceive people. Because large-scale hoaxes are 
engineered to look authentic, these types of articles can inadvertently be reported by legitimate 
media. Humorous fakes, by contrast, are not designed to intentionally mislead people, and this 
category includes satirical news outlets like The Onion (Rubin, Chen, & Conroy, 2015). The 
category of peak interest for this particular thesis study is large-scale political hoaxes. More 
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specifically, this study will examine large-scale breaking political news hoaxes. The current state 
of large-scale political fake news is of increasing interest to scholars. The 2016 election, coupled 
with the social media boom, bolstered fake news proliferation (Allcott & Gentzkow, 2017), and 
researchers are working to make sense of it all.  
Authors of fake news or content often are motivated by money (Allcott & Gentzkow, 
2017). In these cases, the creators know that unassuming people will pass along a story and help 
it ‘go viral,’ resulting in more advertising revenue for the originating site owner due to increased 
clicks and social media sharing. Another motivation people have to create fake news stories is to 
support and promote their preferred candidates, as was done in the 2016 election cycle (Allcott & 
Gentzkow, 2017). Whether the intent is for good or ill, these kinds of stories have the potential to 
impact the democratic process in significant ways; how they may have shaped the 2016 election 
outcome is just beginning to be uncovered. Allcott and Gentzkow (2017) suggest that the 
average American voter was exposed to one or more fake news articles during the election cycle. 
These creators knew that the content of the news they tried to pass off as real was fake and 
would misinform voters, but the goal of getting their preferred candidate elected outweighed the 
social cost of misleading the public. Another reason that misinformation on social media is 
dangerous is because it can be difficult to assess a source’s credibility at first blush and because 
social media has created echo chambers (Lazer et al., 2017).  
Social media is a particularly useful platform to reach both the general public and 
ideologues. There is an implication that individuals who are inadequately informed about or 
apathetic toward politics are more susceptible to false messaging (Lazer et al., 2017). Taken 
collectively, these negative consequences make fake news a timely and necessary site of study. 
The present thesis will expand upon this research surrounding susceptibility to fake news. 
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Elaboration Likelihood Model (ELM) 
 One cognitive process relevant to this study is the Elaboration Likelihood Model (ELM). 
First proposed by John Cacioppo and Richard Petty (1984), ELM is a dual-processing theory of 
persuasion that illustrates that the different ways individuals respond to various factors affects 
how they are persuaded. ELM posits that one can examine various factors in individuals’ lives to 
determine “people’s motivation and ability to think carefully about the merits” of an argument 
(Cacioppo & Petty, 1984, p. 673). Various factors combine to motivate the person to elaborate 
on their thoughts. These factors also lead individuals to have attitudes that persist for a relatively 
long amount of time. ELM can also predict future behavior by the individual. People are more 
likely to be in high elaboration category if they have a large pool of knowledge about the subject, 
care a lot about the issue, or have some other connection to the stimulus at hand (Cacioppo & 
Petty, 1984). Cacioppo and Petty (1984) also argue that individuals with low elaboration 
likelihood usually either “conserve their cognitive resources” by skipping over information or 
stimuli that are not relevant to their knowledge, or “expand their cognitive resources” by doing 
other activities, such as daydreaming (Cacioppo & Petty, 1984, p. 673).  
These high and low elaboration likelihoods directly relate to Cacioppo and Petty’s two 
proposed routes to persuasion: central and peripheral (1984). The central route describes the 
process in which people use extensive knowledge and systematic thinking to process information 
and shape their attitudes, and it is associated with high elaboration likelihood (Cacioppo & Petty, 
1984, p. 673-674). People using the central route weigh the arguments in front of them against 
their knowledge and personal attitude about the topic, and then make a decision about whether 
they agree or disagree with the argument. The peripheral route is the opposite. This route 
includes individuals who use heuristics or context clues to evaluate information and form 
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attitudes, and it is associated with low elaboration likelihood (Cacioppo & Petty, 1984, p. 673-
674). Instead of processing information in a systematic way, people using peripheral processing 
will commonly look for context clues such as buzzwords to get a quick idea of what the 
argument is stating, and then they will make a decision whether they agree or disagree with the 
argument. 
Attitude importance is one moderator of persuasion outlined by Zuwerink and Devine 
(1996). Their studies are centered around the issue of gay people serving in the military. 
Researchers presented participants with counter-attitudinal messages to see what effect the 
participants’ attitudes surrounding the issue had on their evaluation of the message. Their first 
study found that participants who valued the issue as highly important were more resistant to the 
counter-attitudinal messages presented to them. Results refuted the idea that these results are 
attributable to processing differences; both high- and low-importance groups processed the 
information at the same rate (p. 93). Participants in both groups had the same number of thoughts 
about the counter-attitudinal message. Zuwerink and Devine’s second study built onto Study 1 
and found that message quality also affects how people with both high and low attitude 
importance process and react to counter-attitudinal messaging. Results showed that both high- 
and low-importance groups were motivated to resist weak messages more that strong messages, 
and the high-importance group consistently showed more resistance overall than the low-
importance group. Weak message quality had a greater effect on both groups because they could 
be more easily dismissed than strong, quality messages. Participants had more trouble arguing 
and pushing back against a well thought out message. Relying on Zuwerink and Devine (1996), 
it is hypothesized that in cases when peripheral cues contain fake news cues and are weaker in 
structure and the more a reader’s political leaning matches the leaning conveyed in the message, 
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the less positive the reader’s affect will be. Participants experience dissonance and will have a 
harder time elaborating on the article, given that they are conflicted that an article with which 
they align ideologically contains fake news cues.  
Skepticism is another factor affecting someone’s elaboration likelihood. Sher and Lee 
(2009) examine this relationship in detail. Their study focuses on examining consumer 
skepticism toward products in an online medium and to what extent positive online reviews 
affect consumer’s attitudes toward the product. In contrast to predictions, Sher and Lee found 
that highly skeptical consumers did not use central route processing and instead, “tended to base 
their attitudes on intrinsic beliefs instead of extrinsic factors; that is, they were biased against a 
certain type of information” (p. 142). Additionally — contrary to findings from Zuwerink and 
Devine (1996) — message quality did not matter. The other finding in the study is that less 
skeptical consumers used peripheral route of processing to evaluate products online. This group 
cares about the quantity and quality of product reviews and were more persuaded to buy products 
with more numerous reviews (p. 142-143). Ditto and Lopez (1992) used three experiments to 
expand on the idea of skepticism as a moderator of cognitive processing. They found that people 
who received information that was contrary to their preferred conclusion were more skeptical of 
the results and examined them more critically. In two of their experiments, participants were 
randomly sorted to receive medical diagnoses that were either favorable or unfavorable (p. 574-
579). Participants receiving unfavorable diagnoses were more skeptical of these results and the 
validity of the medical tests than participants who received favorable diagnoses (p. 574-579) 
These results can be translated to politics too. People who receive information that is favorable to 
their view will be less skeptical of the information and therefore less critical of it than people 
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who receive information that is unfavorable to their views. A study by Taber and Lodge (2006) 
illustrates this application of motivated skepticism to political beliefs, attitudes, and arguments. 
Taber and Lodge (2006) conduct two experiments to examine the relationship between 
skepticism and response to political information about gun control and affirmative action. Their 
findings first show that people who are political ideologues and people who have strong prior 
beliefs find it very difficult to set these prejudices or beliefs aside when evaluating arguments. 
This was the case even though participants were instructed to set these aside (p. 760). The pro 
and con arguments were even pre-tested and found to be equally effective, yet prior beliefs still 
strongly motivated these two groups of people to rate messages congruence with beliefs as 
stronger than incongruent messages. Results showed that people who were less politically 
inclined or people who had less strong prior beliefs about the issues were able to evaluate 
arguments in a more balanced way (p. 760). People with stronger prior beliefs showed a 
disconfirmation bias where they accepted confirmatory information at face value but elaborated 
and refuted information that contradicted their prior beliefs (p. 761-762). Researchers noted that 
political ideologues and people with strong prior beliefs spent more time reading and refuting 
articles that countered their beliefs than those who were less politically sophisticated or had 
weaker prior beliefs (p. 762). Furthermore, a confirmation bias was examined when people with 
stronger prior beliefs or political ideologues were allowed so self-select their sources. These 
groups of people selected more articles that supported their prior beliefs instead of articles that 
refuted it (p. 764, Figure 6). All of these factors contributed to increasing attitude polarization 
over time (p. 766, Table 3).  
An experiment by Forgas and East (2008) shows that mood affects people’s levels of 
skepticism. In the experiment, participants were randomly sorted into happy, neutral and sad 
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mood groups. To induce these moods, researchers showed each person in each group a film. The 
happy group watched a comedy, the neutral group watched a nature documentary, and the sad 
group watched a video about dying from cancer (p. 1364). This induction was successful, and 
researchers confirmed this through questions at the end of the experiment testing the films’ 
effectiveness. After being shown the film, participants were asked to watch four different 
students deny taking a ticket. Some of the students were lying, some were not. Results showed 
that people in the sad mood condition were more inclined to judge students as guilty than those 
in happy or neutral conditions (p. 1364). Mood had a greater effect on judgements of guilt when 
the students were lying, or being deceptive (p. 1364, Figure 1). Additionally, sad participants 
were more likely to find arguments deceptive than happy participants, suggesting that the happier 
people are, the more trusting and susceptible they are to deceptive messaging (p. 1364).  
 Researchers have used ELM to explain modern political activities and behavior. A study 
by Terry L. Chmielewski (2012) uses Cacioppo and Petty’s ELM to explain and predict voting 
preferences in the 2004 and 2008 presidential elections, as well as the 2006 Wisconsin 
gubernatorial election. Chmielewski used a meta-data approach and kept the same variables in 
each study. Chimielewski conducted three total studies. Each had a questionnaire that was 
administered face-to-face or over the phone, and each study took place five days before each 
election. The first two studies had only student participants, but the last study focused on 
residents of Eau Claire, Wisconsin, whose average age was 48 years old (Chimielewski, 2012). 
The questionnaires measured candidate favorability, image, credibility, political orientation, 
political party preference, political involvement, and voting preference. Chmielewski categorized 
participants by two groups — high involvement and low involvement — based on their 
responses (Chimielewski, 2012, p. 37).  
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The survey results showed how and why people make the voting choices that they do. 
Results tested the effects of different variables on voting preference among participants with low 
involvement and among participants with high involvement. For participants in the low 
involvement category, results indicated that there was a strong relationship (p < .05) between 
political party preference and voting preference. Political orientation and voting preference, 
however, did not have a statistically significant relationship (Chimielewski, 2012). For 
participants in the high involvement category, there is a statistically significant positive 
relationship between candidate image, favorability, and voting preference. Voting preference 
was not statistically related to candidate credibility or political orientation (Chimielewski, 2012). 
These results gave strong support for the Elaboration Likelihood Model as being a predictor of 
voting behavior. Those with high political involvement use more variables and a central 
processing route to come to voting preference decisions. Both candidate image and favorability 
require using preexisting knowledge to accurately rate the candidate. Meanwhile, those with low 
political involvement rely more on clues such as the candidate’s partisan affiliation to use a 
peripheral route to make voting decisions (Chimielewski, 2012). 
Holt (2017) conducted a study that further illustrated ELM. The study analyzes people’s 
opinions surrounding the Black Lives Matter Movement (BLM) and what cognitive processing 
they use to form those opinions. Specifically, the study highlights the rise of the BLM movement 
in relation to police officer shootings of African Americans. ELM is the theoretical basis in the 
study, and it has not been widely applied to racial issues prior to this study (Holt, 2017, p. 4). 
Researchers found that African Americans have more positive attitudes toward the BLM 
movement than whites because they are more connected to it. This issue was of high importance 
to these people, and therefore they had stronger feelings about it (Zuwerink & Devine, 1996). 
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African Americans used ELM’s central route processing to evaluate the movement whether it 
came from an expert source or a novice source. White participants, however, were more likely to 
evaluate the BLM movement using peripheral cues such as source credibility (Holt, 2017). 
Results also showed that whites have a more favorable view of the movement if news 
surrounding it comes from a relevant, expert source. The study found that people’s attitudes 
toward race-based policies, such as affirmative action, could help predict their level of support 
for BLM. If people viewed race-based policies more favorably, they were more likely to show 
stronger support for BLM (Holt, 2017, p. 9). 
Based on extant literature, this study hypothesizes: People whose political leanings align 
with the leanings in the fake news message will (a) experience more positive affect, (b) be less 
skeptical of the message, and (c) demonstrate superficial processing of the message (less 
elaboration), while also (d) focusing on or recalling the peripheral cues of the message when 
asked to relay their memory and thoughts about the message. Additionally, people whose 
political leanings are in contrast to the leanings in the fake news message will (a) experience 
more negative affect, (b) be more skeptical of the message, and (c) demonstrate more central 
processing of the message (more elaboration), while also (d) focusing on/recalling the contents 
of the message itself. These findings will be translated into hypotheses following discussion of 
cognitive dissonance. 
Cognitive Dissonance  
 One way that people have come to rationalize with themselves is through cognitive 
dissonance. Leon Festinger (1957) was the first to theorize this. Festinger’s theory states that a 
person holds certain beliefs and assumptions; dissonance arises when those beliefs or 
assumptions are challenged by new information. People are inherently motivated to reduce this 
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dissonance by whatever means necessary (Brehm, 2007). When there are at least two competing 
factors or values, whichever factor is the least resistant to changing will be the factor that does 
change in order to restore consonance (Brehm, 2007; Cooper, 2012). This framework uses drive 
theory, which shows that as the magnitude of reward was higher, the dissonance reduction 
decreased. The drive theory ran contrary to popular behavioral research at the time that showed 
positive rewards had a positive effect on actions (Cooper, 2012).  
 Psychologist Joel Cooper has proposed two notable variations to Festinger’s original 
theory: the New Look Model and Self-Standards Model (Cooper, 2012; Stone & Cooper, 2001). 
New Look was developed with the help of Russel Fazio. The first step in the New Look Model, 
just as in Festinger’s original theory, is behaving in a way that is inconsistent with previously 
held beliefs or values. Next, dissonance arousal occurs from unwanted consequences. This 
differs from Festinger’s theory that said dissonance occurs simply because of inconsistent 
behavior. The next step in New Look is dissonance motivation, which leads to a cognitive or 
attitudinal change (Cooper, 2012). New Look theory was a meaningful step forward from 
Festinger’s original cognitive dissonance theory because it brought in higher-level thinking about 
the consequences of one’s actions.  
Cooper’s New Look model was criticized by some psychologists because it did not bring 
the concept of the self into the decision-making process (Harmon-Jones & Mills, 2001). Critics 
argued that people insert the self into every decision made, and they do not evaluate decisions 
merely on examining consequences of their actions. Jeff Stone and Joel Cooper (2001) created 
the Self-Standards Model of Cognitive Dissonance in response to this critique. Just as in prior 
theories, dissonance arousal is caused by behavior that is inconsistent with one’s prior beliefs or 
attitudes. However, the self-standards model brings self-esteem into the equation. It postulates 
MODERN SUSCEPTIBILITY TO FAKE NEWS 17 
that people will experience dissonance after judging themselves by personal or normative 
standards. If one judges the action based on personal standards, idiographic, or specified, 
dissonance arousal is produced and self-esteem is a moderator. However, if one judges the action 
based on normative standards, nomothetic, or generalized, dissonance arousal is produced (Stone 
& Cooper, 2001). The next step involves bringing in self-attributes into play to begin resolving 
the dissonance. One can either have no self-relevant thought, positive relevant self-attributes, or 
positive irrelevant self-attributes. Depending on which route is taken, one will resolve dissonance 
by the self-consistency effect, self-justification of behavior, or self-affirmation. This model is 
predictive of behavior (Stone & Cooper, 2001, p. 229). 
 Nail, Bedell, and Little (2003) provide an example as to how this self-standards model is 
applied to political psychology. This study conducted in 2000 in which 96 student participants 
examined what groups or types of people thought that President Clinton should have been 
prosecuted for perjury in 1998 for misleading a federal grand jury about his relationship with a 
White House intern (Nail, Bedell, & Little, 2003, p. 1824). Researchers measured each student’s 
preference for consistency, self-esteem, and party affiliation and also recorded whether each 
student though Clinton should be prosecuted. The results showed that people with a high 
preference for consistency favored prosecuting Clinton more than people with a low preference 
for consistency. Researchers pointed to the fact that Clinton’s unlawful actions while in office 
created more dissonance in high preference for consistency individuals and these people favored 
prosecution as a way to reduce this dissonance (Nail, Bedell, & Little, 2003, p. 1827). As 
expected, Republicans uniformly favored prosecution, but so did high preference for consistency 
Democrats (Nail, Bedell, & Little, 2003, p. 1827). The self-esteem results — which used Stone 
& Cooper (2001) as its theoretical basis — showed that, “a self-consistency effect occurs when 
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high-esteem individuals display more dissonance-reducing justification of behavior than low-
esteem individuals, and a self-affirmation effect occurs when the reverse happens” (Nail, Bedell, 
& Little, 2003, p. 1828). They found that high-esteem individuals were more likely to favor 
prosecution than low-esteem individuals. This portion of the study shows strong support for the 
validity of the Self-Standards Model of cognitive dissonance. 
 While Stone and Cooper’s (2001) Self-Standards Model and Cooper’s (2012) New Look 
Model are both well-regarded in the scholarly community, they miss the mark on effectively 
testing the psychological discomfort of dissonance motivation; they instead discuss dissonance 
arousal in great detail (Elliot and Devine, 1994, p. 383). Elliot and Devine (1994) fill this void 
and directly test this relationship using two induced-compliance experiments. In the first 
experiment, participants who self-reporting being strongly against a proposed 10% tuition 
increase were instructed to write an essay in support of or it. Participants were randomly sorted 
into groups. A low-choice (baseline) group was forced to write the essay in support of the tuition 
increase; a high-choice, counter-attitudinal group was strongly encouraged to write the essay in 
support of the tuition increase; a high-choice, pro-attitudinal group was asked to write an essay 
that corresponded to their previously identified attitude of being for or against the tuition 
increase, and this group was informed they could opt out of writing the letter with no punishment 
(Elliot and Devine, 1994, p. 385-386). Experiment two used the same design as experiment one 
but differed in one major way. In order to better measure dissonance reduction, the post-essay 
affect/attitude measure placement was randomized for the two high-choice groups so that the 
affect measure either came before or after the attitude-change measure (Elliot and Devine, 1994, 
p. 388). Both experiments found that participants in both high-choice groups changed their 
attitudes more than participants in the low-choice baseline group regardless of whether the affect 
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or attitude-change measure came first. Additionally, people in the post-essay affect-then-attitude 
condition reported higher levels of Discomfort — a key measure Festinger (1957) lays out as a 
psychological component of dissonance — than people in the baseline low-choice condition and 
people in the other post-essay attitude-then-affect condition (Elliot and Devine, 1994, p. 389-
390). This supports “dissonance-as-psychological-discomfort and dissonance-reduction 
hypotheses” (Elliot and Devine, 1994, p. 390). 
Cognitive dissonance theory is critical to explaining political decision making. Previous 
research has applied cognitive dissonance theory to political science and political communication 
to examine if and how voting affects political attitudes. Many researchers have found that voting 
does affect political attitudes (Beasley & Joslyn, 2001; McGregor, 2013). A person votes for a 
particular candidate, then sees new information that will either support or condemn that 
candidate for views that the candidate has. If the information favors the candidate they voted for 
or is consistent with the person’s beliefs, no dissonance occurs. However, if the information 
criticizes the candidate or contradicts previously held beliefs, the person experiences dissonance. 
That person will resolve the dissonance by either changing their voting preferences based on the 
new information presented to them or by changing her political knowledge so that her preferred 
candidate is still the best choice (Beasley & Joslyn, 2001; McGregor, 2013). Other studies have 
applied dissonance theory to examine other aspects of political communication such as selective 
exposure (Donsbach, 1991).  
The present study will examine the ways participants experience discomfort that causes 
dissonance and how they resolve it. Some of the participants will see fake news cues within the 
peripheral cues themselves. ELM says that the more a reader matches the message, the more they 
will focus on peripheral-route processing. However, they will look at the message less overall. It 
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will be interesting to see if people who receive the fake news cues will be likely to ignore these 
cues in favor of focusing on other cues. Perhaps they will “misread” these cues and make them 
seem more legitimate than they really are. But their discomfort, if they notice, should be a 
constant, as in, if they notice and they would prefer not to notice, they should experience 
discomfort, and the way they reduce that dissonance might differ. They may choose to turn a 
blind eye to the problems, change their strength of political leaning, or change their attitude 
toward the political figure to compensate. 
Social Network Homogeneity and Echo Chambers  
 One explanation as to how and why fake news spreads easily is because of social network 
homogeneity and echo chambers. Social network homogeneity refers to people seeing more 
posts from people with whom they agree and fewer posts by people with whom they disagree. 
Specifically, social media platforms such as Facebook have implemented algorithms that 
produce homogeneity (Quattrociocchi, Scala, & Sunstein, 2016). When one’s social network is 
comprised primarily of people with similar views, they will receive affirmation in the form of 
“likes,” “retweets,” and such. This creates a cycle wherein people will more readily post statuses 
or share news that confirm their beliefs and please their social network. They will receive limited 
pushback against polarizing claims they share because their network is homogenous. The 
product of this process whereby people select friends and content that align with their views, 
resist messages and content that go against their views, and form a more homogenous and 
polarized social network is called an echo chamber (Quattrociocchi, Scala, & Sunstein, 2016, p. 
14). Echo chambers are dangerous because people are likely to resist an entirely factual message 
simply because it comes from a source with which they disagree. Echo chambers are also more 
likely to occur today than in previous years because people are far more likely to consume news 
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on Facebook. Forty-five percent of Facebook users get their news from the site, and over one-
quarter of adults consume their media from multiple social media websites (Shearer & Gottfried, 
2017). 
 Take John Doe, for example. John is a devout Republican; he is fiscally and socially 
conservative. He lives in a rural, conservative suburb of Los Angeles during the 2016 
presidential primary season. After watching the debates, John’s views best align with those of 
Ted Cruz. He writes a Facebook status about Cruz’s strong performance. Some of John’s friends 
“like” his post, some share it, and others comment. Some comments are from his liberal, 
Democratic friends discussing their distaste for Ted Cruz, while other comments are made by 
Republicans who disagree with Cruz and prefer a different candidate. John “likes” comments 
that promote his favored viewpoint and does not “like” comments that disagree with his opinion. 
This process repeats itself every time John posts a status regarding Cruz. Over time, Facebook’s 
algorithm recognizes John prefers to interact with these select people who agree with him 
ideologically. Now John begins seeing more posts from these friends who like Cruz too, and he 
sees fewer posts from Republican friends who prefer a different candidate or his friends who are 
Democrats. After Cruz loses the primary, John decides to support Donald Trump. This same 
process occurs again, with John seeing more posts from people who also support Trump and 
fewer posts in support of Trump’s Democratic opponent, Hillary Clinton. By the time the general 
election rolls around, John’s Facebook timeline is almost exclusively composed of people 
expressing support for Trump and disdain for Clinton. His social network has turned into an echo 
chamber in which the same ideas and ideology proceed unencumbered by the unwanted opinions 
of dissenters. 
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The present study will contribute to the field by examining on which social channels 
people are willing to share polarizing fake news content. The study will help us to better 
understand the nature of people’s social networks. For example, if a participant is interested in 
sharing the fake news article to their personal Facebook account, it points to this being an open 
forum for them to express their beliefs and perhaps suggests that their network is more 
homogenous, composed of like-minded people who will applaud or “like” the story, reaffirming 
their beliefs. On the other hand, someone who elects only to share the news article via email may 
prefer to maintain a professional or dispassionate presence on social media or have more friends 
that would disapprove of the content and give negative feedback. 
Justification 
 Research surrounding the topic of fake news is critical, especially given the current 
political climate. According to previous research, millions of voting-age Americans were 
exposed to at least one instance of fake news during the 2016 Presidential election cycle (Allcott 
& Gentzkow, 2017). The impact of this has not yet been resolved. My study seeks to understand 
the types of people who are susceptible to fake news, and this would be the first step in 
understanding and explaining the effects of fake news in general. This study builds on all 
previous literature surrounding cognitive dissonance, elaboration likelihood and echo chambers 
by combining all three elements into one modern study after a historic, perplexing election. 
 
 
  
MODERN SUSCEPTIBILITY TO FAKE NEWS 23 
Hypotheses and Research Questions 
H1a: In cases when peripheral cues do not contain fake news cues, the more a reader’s 
political leaning matches the leaning conveyed in the message, the more positive the 
reader’s affect will be. 
H1b: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, the less positive the reader’s affect 
will be. 
 
H2a: In cases when peripheral cues do not contain fake news cues, the more a reader’s 
political leaning matches the leaning conveyed in the message, the stronger the 
relationship their positive affect will be with (lower) skepticism about the message.   
H2b: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, the weaker the relationship their 
positive affect will be with (lower) skepticism about the message. 
 
H3: In cases when peripheral cues do not contain fake news cues, the more a reader’s 
political leaning matches the leaning conveyed in the message, the less overall 
elaboration the reader will demonstrate, as indicated by (a) the number of thoughts 
generated and (b) the amount of focus on peripheral cues (as opposed to central story 
components) in those generated thoughts. 
 
RQ1: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, how will the overall elaboration 
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the reader will demonstrate differ from similar readers whose message does not contain 
these cues, as indicated by (a) the number of thoughts generated and (b) the amount of 
focus on peripheral cues (as opposed to central story components) in those generated 
thoughts? 
 
RQ2: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, how will the overall elaboration 
the reader demonstrates relate to their reported skepticism of the message and the 
credibility they assign to the message?  
 
RQ3: In cases where participants’ levels of skepticism are low, what will be participants’ 
propensity to share the fake news article? Do participants have preferences for where 
they would want to share the fake content, i.e., through a Facebook post as opposed to 
email? 
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Chapter II 
METHOD 
Overview 
This study was two 3-by-2-by-2 experiments conducted using the UNC School of Media 
and Journalism Research Participant Pool (Study 1) and Amazon Mechanical Turk (Study 2). 
Participants self-reported their political ideology on a scale ranging from Extremely 
Conservative to Extremely Liberal. Participants were also given a fake news article that 
consisted of one of two topics. Their randomly assigned article was also either anti-Trump or 
Anti-Clinton. Anti-Trump articles were considered pro-liberal, and anti-Clinton articles were 
considered pro-conservative. Using both their political leaning and the article’s leaning, 
participants were categorized into three groups: matching the article, neither matching nor 
mismatching the article, or mismatching the article. Mismatch means that the participant reported 
a political leaning that was opposite the article’s slant. Participants who reported a slight leaning 
or no leaning at all were categorized as neither matching nor mismatching the article.  
In addition to being varied by topic and political slant, articles were also varied by 
whether or not they contained peripheral cues that were designed to call participants’ attention to 
the article’s fakeness. All articles were fake news created by the experimenter and not actually 
found on the internet. Participants were randomly assigned to read one of the fake news articles 
and then answered various questions about what they thought about the article and whether they 
wanted to share it.  
Participants 
A total of 426 people participated in the questionnaire. Participants were recruited from 
the research pool at the University of North Carolina School of Media and Journalism (n = 253) 
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as well as from Amazon Mechanical Turk (n = 183). The average age for participants in the 
UNC pool was 20 years old. Participants in the UNC pool were 80% white, 7.5% Asian or 
Pacific Islander, 6.7% Hispanic, 5.1% African American, and 2.8% other. Participants were 
79.8% female and 19.8% male. UNC participants also overwhelmingly self-identified as 
Democrats (43.9%), but 31.6% identified as Independent, 19% Republican, 2.8% Democratic 
Socialist, and 0.8% Libertarian.  
The average age of Mechanical Turk participants was 32 years old. Participants in the 
Mechanical Turk platform were 43.2% white, 41.5% Asian or Pacific Islander, 6% African 
American, 3.8% Hispanic, and 3.3% Native American or American Indian. A total of 65% of 
Mechanical Turk participants were male and 33.9% were female. Mechanical Turk participants 
had a more balanced political affiliation spread with 30.1% identifying as Democratic, 26.8% 
Republican, 31.1% Independent, 7.7% Libertarian, and 1.6% Democratic Socialist. 
Use of the local research pool was advantageous because many instructors require 
research participation as a condition of their courses; thus, a high response rate is possible. There 
was also incentive to complete the survey because students will receive research participation 
credit required of some classes in the school. However, there was a potential risk of lower 
turnout if students do not complete their sessions. Administering the survey across both one 
internal, UNC platform and one external, online platform will promote diversity in gender, age, 
and political partisanship. The UNC total undergraduate enrollment among all majors and 
professional schools is 58% female and 62% white (Office of Institutional Research and 
Assessment, 2017). Paolacci, Chandler, and Ipeirotis (2010) highlight distinct advantages of 
Mechanical Turk including supportive infrastructure, subject anonymity, subject identifiability 
and prescreening, and cultural diversity (p. 413).  
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Procedure 
 The questionnaire began with demographic questions — such as age, race, income, 
education, and partisan affiliation. Additionally, questions about media use and political attitudes 
were posed in this section. These questions included asking what devices or platforms 
participants gathered their news from as well as how often they used various social media. The 
political leaning questions were buried within various other demographic questions to avoid 
having participants notice the relationship between their own leaning and the article’s leaning.  
 Following the demographic questions, participants were presented with one of eight fake 
news stories. The participants were not informed that the story was fake. Each news story was 
written by the primary researcher, with the headlines and topics based on those tested in Allcott 
and Gentzkow (2017).  The eight possible fake news articles are as follows (See Appendix for 
examples): 
Fake without fake peripheral cues 
• Liberal-leaning polling story 
• Liberal-leaning foundation story 
• Conservative-leaning polling story 
• Conservative-leaning foundation story 
Fake with fake peripheral cues: 
• Liberal-leaning polling story 
• Liberal-leaning foundation story 
• Conservative-leaning polling story 
• Conservative-leaning foundation story 
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The polling story had a headline and content about Republican or Democratic voters, 
depending on the leaning of the article, driving members of the opposite party to the wrong 
polling locations. The foundation story had a headline and content about either Trump or 
Clinton, depending on the leaning, misusing their respective Foundation funds to host lavish 
parties in the Caribbean for large political donors. The content of each article on the same topic 
was only modified to reflect the two distinct partisan viewpoints. The language used in the 
conservative articles was as similar as possible to the language in the liberal articles with only 
names of political figures, ideologies, and position statements changed. 
News articles with fake peripheral cues contained headlines that were more hyperbolic 
and full of capital letters, such as “MUST READ: TRUMP Foundation GROSS MISUSE of 
Charity Funds for Alcohol at Caribbean Parties.” It also contained a less legitimate author and 
source, @janet16680 from World-News-Daily.co with a profile picture placeholder image. These 
fake peripheral cues are highly typical of fake news articles, and participants did not need to read 
into the article to find them. The peripheral cues were designed to look fake using some of the 
common tactics used in actual fake news articles compiled by Harvard and Psychology Today. 
The fake news articles with no fake peripheral cues contained seemingly credible headlines, 
author and source. For example, “Trump Foundation Gross Misuse of Charity Funds for Alcohol 
at Caribbean Parties” by Janet Anderson from the Associated Press with a professional headshot. 
 From here, participants were asked their general impression of the article on a seven-
point scale of extremely good-extremely bad. Next, participants were asked to list any thoughts 
they had about the article. They were free to open up other tabs on their browser and search for 
fact-checking sites or others. They could write as little or as much as they please. This section of 
the survey was used to evaluate how likely people are to elaborate on their thoughts, and it ties in 
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the Elaboration Likelihood Model discussed earlier (Cacioppo & Petty, 1984). When evaluating 
responses, researchers looked for cues such as “agree/disagree” or “true/false,” length of the 
response, outside citations, and the time taken to complete the response.  
 A prompt designed to measure participants’ affect followed this thought-listing activity. 
Participants used a five-point scale ranging from “very slightly or not at all” to “extremely” to 
describe the extent to which they feel certain emotions. There were 10 negative and 10 positive 
emotions listed. Researchers expected to see a more positive affect among participants who read 
an article that matches their leaning. This positive affect was useful in evaluating which 
participants, if any, experience cognitive dissonance. 
 Following the affect measure, another list was presented to participants. This time, 
participants used a five-point scale ranging from “strongly disagree” to “strongly agree” to 
respond to statements regarding their perceived truthfulness or informative nature of the article. 
Some examples include, “I feel I can depend on getting the truth from this article” and “In 
general, this article presents a true picture of the situation being featured.” Items on the list were 
combined to show a general level of skepticism for each participant. Some hypotheses in this 
experiment relied on examining skepticism’s relationship with positive affect, elaboration, and 
propensity to share fake news.  
 Next, participants were asked if they would like to share the article and where they would 
like to share the information. Choices included Facebook, Twitter, Reddit, email, and personal 
(direct) message. Users could select multiple choices. This part of the survey helped analyze how 
broadly participants were willing to share fake news. If someone was willing to share a story on 
Facebook, it may indicate that they have a more homogenous social network that will applaud or 
confirm their ideas. However, if they chose to only share the fake news through email or a 
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personal message on social media, it could indicate they don’t feel comfortable sharing partisan 
or fake news on their public pages. This also shed light on cognitive dissonance reduction. 
Participants were also asked in an open-ended format to explain why they chose to share or not 
share the article. The questionnaire debriefing followed this and ended the experiment. 
Participants taking the questionnaire as part of the School of Media and Journalism received 
research participation credit, and participants using Amazon Mechanical Turk were paid $0.30 
for their time. 
Measures 
 Creating the match variable. Participants were asked to rate the extent of their political 
leaning on a seven-point scale from “extremely conservative” to “extremely liberal”. Ideology 
was collapsed into three groups: extremely conservative and conservative (coded as -1); slightly 
conservative, neither conservative nor liberal, and slightly liberal (coded as 0); and liberal and 
extremely liberal (coded as 1). The political slant of the fake news articles were coded as -1 = 
Conservative/anti-Clinton and 1 = Liberal/anti-Trump. The article score was multiplied with the 
collapsed ideology score to create a match variable. A positive one indicated a match, negative 
one indicated mismatch, and zero indicated neither a match nor mismatch.  
General article impression. Participants were asked, “What was your general impression 
of the news article?” Participants responded using a seven-point scale ranging from Extremely 
Good (1) to Extremely Bad (7). For UNC, the mean score was 4.34, SD = 1.46. For Mechanical 
Turk, the mean score was 3.25, SD = 1.80. 
Elaboration. The thought listing activity, the procedural step, prompted participants to 
list any thoughts they had while reading the article. The mean number of unique thoughts listed 
was 1.28 (SD = 1.22) for UNC participants and 1.26 (SD = .85) for Mechanical Turk 
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participants. The fewest number of unique thoughts listed was zero, and the greatest number of 
unique thoughts was seven. Statements were scored by researchers along an appropriate 
dimension discussed in Cacioppo and Petty (1981). The lead researcher tested participant 
elaboration (for H1 and H2) by counting the number of unique statements/thoughts participants 
made in this listing section and appropriately coding them into a unique count variable. In the 
UNC sample, this variable did not relate to UNC participants’ general impression scores, r = .02, 
p = .70. However, the number of unique thoughts related positively to general impression scores 
for the MTurk sample, indicating that more thoughts were listed when their general impression 
of the article was bad, r = .19, p < .05. 
Also examined was the extent to which participants picked up on peripheral cues by 
counting the number of times participants mentioned any of the peripheral variables (author 
name, photo, source, and headline). Higher numbers meant the participant noticed more 
peripheral cues. amount of focus placed on peripheral cues within participants’ responses to 
evaluate and test multiple hypotheses. In total, 93% of the UNC sample and 97% of the 
Mechanical Turk sample had zero for this score. Because there was so little variation in this 
measure, this measure was deemed to be inappropriate for the analyses and was dropped from 
further consideration.  
Positive affect. Affect was measured using the positive affective activation subscale of 
the PANAS-X by Watson, Clark, & Tellegen (1988). Participants rated how much they felt each 
of the following 10 affects using a response scale ranging from Very Slightly or Not at All = 1 to 
Extremely =  5: Active, Alert, Attentive, Determined, Enthusiastic, Excited, Inspired, Interested, 
Proud, and Strong. These items were internally consistent with Cronbach’s alphas for UNC and 
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Mechanical Turk at .90 and .92, respectively. Items were averaged into a composite measure, 
UNC M =  2.12 (SD = .77), Mechanical Turk M = 3.32 (SD = .96).  
Positive affect related negatively to overall general impressions of the news article for 
both the UNC and MTurk samples, which means that participants who felt the article was bad 
were less likely to feel positive after reading it, UNC r = -.24, p < .001; MTurk r = -.36, p < .001.  
Positive affect related negatively to the number of unique thoughts generated by the UNC sample 
only, meaning that UNC participants provided more thoughts when they felt less positive after 
reading the article, r = -.15, p < .05. Positive affect did not relate to the number of thoughts for 
the MTurk sample. 
Skepticism. Skepticism was measured based on the SKEP measure by Obermiller and 
Spangenberg (1998, p. 171, Table 1). This measure was originally published to measure 
advertisement skepticism but has been adapted to fit the needs of this study to measure news 
article skepticism. Skepticism is defined as “a sense of disbelief,” as found in Obermiller and 
Spangenberg (1998, p. 160). Participants were asked the extent they agreed or disagreed with 
nine statements. For example, “The aim of this article is to inform the public” and “I feel I’ve 
been accurately informed after the situation featured in this article.” Response choices ranged 
from Strongly Disagree = 1 to Strongly Agree = 5. These items were internally consistent with 
Cronbach’s alphas at .95 for both UNC and Mechanical Turk samples. These skepticism items 
were averaged together for each participant to create a single score, with higher scores indicating 
less skepticism and lower scores indicating more skepticism. For UNC, M = 2.72 (SD = .91) and 
for Mechanical Turk, M = 3.36 (SD = .97). 
For both samples, skepticism related positively to positive affect, meaning that 
participants were less skeptical of articles that left them feeling positive, UNC r = .14, p < .05; 
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MTurk r = .50, p < .001. Skepticism also related negatively to general impressions, which means 
that participants were less skeptical of the article when the article left them with a good 
impression, UNC r = -.38, p < .001; MTurk r = -.46, p < .001. Skepticism did not relate to the 
number of thoughts listed by the UNC sample. But there was a negative relationship between 
skepticism and number of thoughts listed by the MTurk sample, suggesting MTurk participants 
had more elaboration when they were feeling more skeptical of the article, r = -.20, p < .01.   
Willingness to share. Participants were asked if they would like to share the news article 
with anyone on a five-point scale ranging from Definite Not = 1 to Definitely Yes = 5. For UNC, 
M = 2.32 (SD = .98) and for Mechanical Turk, M = 3.06 (SD = 1.36). For the UNC sample, 
willingness to share related positively to (lack of) skepticism, positively to positive affect, and 
negatively to (bad) general impressions of the article, r = .14, p < .05; r = .12, p < .05; r = -.24, p 
< .001, respectively. Willingness to share did not relate to the number of thoughts the UNC 
participants listed. For the MTurk sample, willingness to share related positively to (lack of) 
skepticism, positively to positive affect, negatively to (bad) general impressions, and negatively 
to the number of thoughts generated, r = .61, p < .001; r = .38, p < .001; r = -.55, p < .001; and r 
= -.17, p < .05, respectively.  
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Chapter III 
RESULTS 
For all analyses, the UNC sample was run as Study 1, and the MTurk sample was run 
separately as Study 2. The first analyses tested the first set of hypotheses, shown below: 
H1a: In cases when peripheral cues do not contain fake news cues, the more a reader’s 
political leaning matches the leaning conveyed in the message, the more positive the 
reader’s affect will be. 
H1b: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, the less positive the reader’s affect 
will be. 
Two 3 (match/neither/mismatch) X 2 (no fake peripherals/with fake peripherals) X 2 (poll 
story/foundation story) univariate ANOVAs were used to evaluate H1a and H1b on the level of 
positive affect, one for the UNC sample and one for the MTurk sample. Positive affect was 
entered as the dependent variable. For H1a, I looked for highest mean scores for 1 = match and 1 
= no fake peripheral. For H1b, I looked for lowest mean scores for 1 = match and 2 = fake 
peripheral cues. To find this, I needed to see a statistically significant interaction between the 
match variable and the peripherals variable for positive affect. None of the terms in the ANOVA 
for UNC were statistically significant. Therefore, H1a and H1b were not supported for the UNC 
sample. 
For MTurk, there was a significant main effect for the match variable as well as the 
article topic. See Table 1 for a report of the ANOVA. For the main effect of the match variable, 
M = 3.50, SD = 1.06 for participants whose political leaning matched the article’s leaning, M = 
3.12, SD = .86 for participants whose political leaning neither matched nor mismatched the 
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article’s leaning, and M = 3.45, SD = .97 for participants whose political leaning mismatched the 
article’s leaning. According to Fisher’s Least Significant Difference post-hoc analyses 
comparing two groups at a time, the means for the match and neither conditions differed, but the 
match and mismatch conditions were the same. For the main effect of article topic, M = 3.15, SD 
= .95 for the foundation story and M = 3.50, SD = .95 for the polling story. No other terms were 
significant for the MTurk sample. Because the interaction between match and peripheral 
variables were not statistically significant, H1a and H1b were not supported for the MTurk 
sample either. 
 
Table 1. MTurk Sample ANOVA Explaining Positive Affect After Reading a Fake News Article 
Independent Factor df F p 
Match Variable 2, 168 3.22 .04 
Article Peripherals 1, 168 1.64 .20 
Article Topic 1, 168 4.96 .03 
Match*Peripherals 2, 168 .54 .58 
Match*Topic 2, 168 .14 .87 
Peripherals*Topic 1, 168 .42 .52 
Match*Peripherals*Topic 2, 168 1.42 .25 
Note. The match variable signals whether the participant’s political leaning matched the political 
leaning of the article (= 1), whether there was neither a match nor mismatch because the 
participant did not have a strong political leaning (= 0), or whether the participant’s political 
leaning was opposite to the political leaning of the article (-1). The article peripherals variable 
indicates whether the fake news article assigned to the participant either contained or did not 
contain peripheral cues that clearly indicated the article was fake (e.g., a clearly fake news 
source). The article topic variable indicates whether the fake news article assigned to the 
participant was about misuse of foundation money or about driving voters to the wrong polls.  
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The next analyses were used to test the second set of hypotheses, shown below: 
H2a: In cases when peripheral cues do not contain fake news cues, the more a reader’s 
political leaning matches the leaning conveyed in the message, the stronger the 
relationship their positive affect will be with (lower) skepticism about the message.   
H2b: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, the weaker the relationship their 
positive affect will be with (lower) skepticism about the message.  
To test H2a and H2b, a Pearson correlation analysis was used looking at the relationships 
between positive affect and (lack of) skepticism for those participants in the UNC sample (and 
then MTurk) who matched the article’s political leaning, comparing the correlations when the 
article had fake peripherals versus when the article did not have the fake peripherals. For the 
UNC sample, the correlation analysis indicated that positive affect did not correlate significantly 
with lack of skepticism. For UNC participants who matched the article’s political leaning, the 
correlation was r = .09, p = .61 for the participants who got the article with the fake peripherals 
and r = .20, p = .21 for those who got the article without the fake peripherals. H2a and H2b are 
not supported for UNC.  
For MTurk, skepticism and positive affect do relate significantly for the Matched people 
in both the conditions where there were fake peripherals and where there weren't any fake 
peripherals, too. The relationship in the conditions with the really fake peripherals was stronger 
at r = .69, p < .001 compared to r = .45, p = .02 for participants who matched the article leaning 
and had no fake peripherals. But when these correlations are compared using a z-test, there isn't a 
difference (z = -1.26, p = .21), and the stronger correlation is actually for the participants that 
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were hypothesized to have the weaker relationship. So actually, H2a and H2b were not supported 
for MTurk either, although there was at least the relationship present.  
The next analyses were used to test the following set of hypotheses: 
H3: In cases when peripheral cues do not contain fake news cues, the more a reader’s 
political leaning matches the leaning conveyed in the message, the less overall 
elaboration the reader will demonstrate, as indicated by (a) the number of thoughts 
generated and (b) the amount of focus on peripheral cues (as opposed to central story 
components) in those generated thoughts. 
Two 3 (match/neither/mismatch) X 2 (no fake peripherals/with fake peripherals) X 2 (poll 
story/foundation story) univariate ANOVAs were used to evaluate H3a for UNC and MTurk 
with the count of unique thoughts as the dependent variable. None of the terms were statistically 
significant for either ANOVA for UNC or MTurk, so H3a was not supported. Originally, two 
ANOVAs were going to be used to evaluate H3b with count of peripheral mentions as the 
dependent variable. However, because there was so little variation in the mention of peripheral 
cues by participants, this analysis was dropped and so H3b could not be evaluated. 
 The above analyses for H3 were planned to also address, RQ1, stated below:    
RQ1: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, how will the overall elaboration 
the reader will demonstrate differ from similar readers whose message does not contain 
these cues, as indicated by (a) the number of thoughts generated and (b) the amount of 
focus on peripheral cues (as opposed to central story components) in those generated 
thoughts? 
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The ANOVAs for the tests of H3 had no significant findings, therefore, RQ1 could not be 
evaluated because there were no differences found. Had there been differences, a T-test would 
have been conducted looking for differences among only the people who matched their article’s 
leaning. In general, there was too little variation among the elaborations, especially among the 
peripherals. Very few participants picked up on, or wrote down, any of the peripheral cues in the 
news articles. 
 The next analyses were used to address RQ2: 
RQ2: In cases when peripheral cues contain fake news cues, the more a reader’s political 
leaning matches the leaning conveyed in the message, how will the overall elaboration 
the reader demonstrates relate to their reported skepticism of the message and the 
credibility they assign to the message? 
To test RQ2, a Pearson correlation analysis was used looking at the relationships between 
elaboration and (lack of) skepticism among UNC and MTurk participants who received the fake 
news article with fake peripheral cues based on how much their article matched their political 
leaning (match, neither, or mismatch). The correlation analysis indicated that lack of skepticism 
did not correlate significantly with elaboration, using the count of unique thoughts as the 
measure of elaboration. In the UNC sample, there was no correlation between skepticism and 
count for the participants who got a mismatch, neither a match or mismatch, or a match, r = .07, 
p = .72; r = -.05, p = .69; and r = -.12, p = .48, respectively. For MTurk, skepticism and 
elaboration also do not relate significantly for participants who mismatched, neither matched nor 
mismatched, or matched their article, r = -.40, p = .056; r = -.17, p = .31; and r = -.12, p = .56, 
respectively. So for both samples, their overall elaboration did not relate to their reported 
skepticism regardless of how much they matched the article’s political leaning.   
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 The next analyses were used to evaluate RQ3 below: 
RQ3: In cases where participants’ levels of skepticism are low, what will be participants’ 
propensity to share the fake news article?  Do participants share fake content more widely 
(i.e., through a Facebook post as opposed to email)? 
To test RQ3, a Pearson correlation analysis was used looking at the relationships between 
sharing and (lack of) skepticism among UNC and MTurk participants regardless of the other 
conditions (match, article, peripherals, etc.). The relationship between sharing and skepticism 
was positive and statistically significant for UNC at r = .56, p < .001. The relationship was also 
positive and statistically significant for MTurk at r = .61, p < .001. This positive relationship 
between skepticism and sharing among both UNC and MTurk groups addresses RQ3 by 
indicating that the less skeptic participants were, the more likely they were to want to share, 
regardless of which article they saw or the presence or lack of peripheral cues. To further explore 
RQ3, I examined how many participants in each sample said they would share the article in each 
of a number of different media outlets. In total, 22.9% of UNC respondents and 53.6% of MTurk 
users reported that they would share the article on Facebook. Furthermore, for the UNC sample, 
27.3% would share it via direct message, 13% on Twitter, and 12.3% through email. For the 
MTurk sample, 18.6% would share it via direct message, 29% on Twitter, and 25.7% through 
email. Given these results, it would appear that a plurality of participants from both UNC and 
Mechanical Turk are willing to share the fake news articles on a larger social scale. Additionally, 
UNC participants were far more likely to share the article “nowhere” (50.2%) than MTurk 
participants (34.4%). 
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Exploratory Analyses  
While this was not part of any hypotheses or research questions, two 3 
(match/neither/mismatch) X 2 (no fake peripherals/with fake peripherals) X 2 (poll 
story/foundation story) univariate ANOVAs were used to evaluate willingness to share for both 
the UNC and MTurk samples. Table 2 shows the ANOVA results for UNC. UNC participants 
were significantly more likely to share the story with their networks if they were in matched with 
their article (M = 2.55, SD = .96) compared to participants who were mismatched (M = 2.00, SD 
= 1.02), based on Fisher’s Least Significant Difference post-hoc analyses of pairs of groups. The 
participants who neither matched nor mismatched their article were in between (M = 2.32, SD = 
.94) and differed from the mismatch but not the match group. Also, UNC participants were more 
likely to share when no obviously fake peripheral cues were present (M = 2.49, SD = .96) than if 
fake cues were present (M = 2.14, SD = .97), and they were more likely to share the foundation 
story (M = 2.48, SD = .95) compared to the poll story (M = 2.16, SD = .98).  
 
Table 2. UNC Sample ANOVA for Willingness to Share After Reading a Fake News Article 
Independent Factor df F p 
Match Variable 2, 241 4.85 .01 
Article Peripherals 1, 241 8.31 < .01 
Article Topic 1, 241 9.53 < .01 
Match*Peripherals 2, 241 .97 .38 
Match*Topic 2, 241 1.23 .30 
Peripherals*Topic 1, 241 < .01 .99 
Match*Peripherals*Topic 2, 241 .11 .90 
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The MTurk sample ANOVA did not have any significant findings. Therefore, MTurk 
participants’ willingness to share was not based on the type of article used in this study. 
 One final exploratory set of analyses looked at general impressions of the article as the 
dependent variable in similar ANOVAs for UNC and MTurk. For UNC, impressions were better 
if they were in matched with their article (M = 4.17, SD = 1.54) compared to participants who 
were mismatched (M = 4.64, SD = 1.48), and participants who neither matched nor mismatched 
their article were in between (M = 4.32, SD = 1.38). However, based on Fisher’s Least 
Significant Difference post-hoc analyses, none of these means significantly differed if compared 
directly with one another (two at a time). Also, impressions were significantly worse when their 
article contained fake peripherals (M = 4.58, SD = 1.42), compared to participants who got 
articles that did not have those fake cues (M = 4.12, SD = 1.46). The MTurk sample’s ANOVA 
had no significant results. Table 3 shows the UNC ANOVA results. 
 
Table 3. UNC Sample ANOVA for General Impressions After Reading a Fake News Article 
Independent Factor df F p 
Match Variable 2, 241 7.69 < .01 
Article Peripherals 1, 241 5.11 .03 
Article Topic 1, 241 1.66 .19 
Match*Peripherals 2, 241 .54 .46 
Match*Topic 2, 241 1.78 .17 
Peripherals*Topic 1, 241 .17 .85 
Match*Peripherals*Topic 2, 241 .29 .75 
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Chapter IV.I 
DISCUSSION 
The overarching research problem this study addressed was whether or not people are 
susceptible to falling for fake news and whether or not they would take their susceptibility one 
step further and share the fake news with their social networks. This subject is a critical area of 
research because of the proliferation of fake news across social media platforms during the 2016 
Presidential Election cycle. I examined the role that factors such as peripheral cues in a fake 
news article and the political leaning of the fake news article influence how people feel after 
reading the article, whether or not people believe in or are skeptical of the article, have lingering 
thoughts about the article, and are willing to share fake news through their own digital media 
channels. 
This study was based on existing literature surrounding cognitive dissonance. 
Psychologists have used cognitive dissonance as a way to explain how people feel when they are 
faced with something that is inconsistent with previously held beliefs, and how they reason with 
themselves in some way to resolve this dissonance (Brehm, 2007; Cooper, 2012; Festinger, 
1957; Stone & Cooper, 2001). This study looked for evidence that people who see fake news 
might be reasoning with themselves first by examining their level of positive affect after reading 
a fake news article. Feeling less positive after reading a fake news article that had the opposite 
leaning of participants’ self-reported political ideology was interpreted as a sign that participants 
were experiencing more dissonance. The study found that only for the participants collected from 
Amazon Mechanical Turk (Study 2), participants who matched the article's political slant gave 
higher positive affect scores, on average, compared to the participants who neither matched nor 
did not match the article, or the participants who leaned opposite to the article. Even though 
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these results were not statistically significant, the participants collected from UNC (Study 1) also 
showed this pattern. This is consistent with previous literature and suggests that these individuals 
experienced less cognitive dissonance when reading the article than those who did not agree with 
the article’s slant. 
The Elaboration Likelihood Model (ELM) was another major pillar guiding this study. 
ELM proposes two routes, central and peripheral, that people use to process information 
(Cacioppo & Petty, 1984). The central route of processing is a more meaningful, involved route 
where people pay attention to the information presented to them and engage in synthesis. In 
contrast, the peripheral route is a more passive way of processing in which a person uses 
peripheral cues to make decisions or judgements about the information.  
This study focused on what effect specific factors—in this case presence or lack of 
peripheral cues and article ideology match or mismatch—had on participants’ elaboration, or 
unique thoughts. As the model suggests, people are expected to be more likely to elaborate on 
something when they are more connected to it (Cacioppo & Petty, 1984). Additionally, 
skepticism plays a large role in elaboration likelihood (Taber & Lodge, 2006) (Ditto & Lopez, 
1992) (Zuwerink & Devine, 1996) (Sher & Lee, 2009). From the existing literature surrounding 
skepticism and ELM, it was hypothesized that the more a participant’s political leaning matched 
that of the article, the less skeptical they would be and vice versa (H2a and H2b). A lack of 
skepticism would then theoretically lead people to report a more positive affect and elaborate 
less on the article since they align with the leaning and vice versa (H3a and H3b).  
Although H3 was not supported—the mean number of unique thoughts for both UNC and 
Mechanical Turk participants was just slightly more than one, and neither group focused on 
peripheral cues—there is still evidence that some people elaborated more than others. Perhaps 
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with a different study that encouraged the writing down of thoughts in a different way, or 
perhaps if there were more people in the samples, a statistically significant finding might have 
emerged. Additionally, Ditto and Lopez (1992) found that people who received information 
contrary to their preferred conclusion were more skeptical of the results and examined them 
more critically. Perhaps it was the case in the present study that participants were less motivated 
to share their thoughts on the article or felt that it was “just another political article” designed to 
polarize people.  
Although there were no statistically significant results relating to elaborating on thoughts 
about articles, there were significant results on the relationship between sharing and skepticism. 
Specifically, this study found that both UNC and Mechanical Turk participants who were less 
skeptical were more likely to share the article, regardless of the article topic or if peripheral cues 
were present. This finding is very interesting and shines light on the potential cause of the fake 
news proliferation crisis on social media. Perhaps the fake news articles that were most widely 
circulated had a certain quality that made readers less skeptical and therefore more likely to share 
it. According to this study, peripheral cues were not the factors that led readers to be less 
skeptical. Maybe the syntax of the articles or another factor causes low skepticism. Further 
research could be conducted to more thoroughly examine this relationship. Also, in future 
studies, more obvious or more numerous fake news peripheral cues could be used to test ELM in 
a better way. Future studies could also vary the topics more. One last possibility is that people 
may process political information differently than they do information regarding topics like math 
and science.  
The final layer this study sought to address was where people were comfortable sharing 
misinformation that was presented to them. The literature surrounding echo chambers points 
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toward social networks, such as Facebook, becoming increasingly homogenous. Furthermore, if 
a person elects to share the news on their social media, it could mean that they are entirely 
convinced by the article or that their social network will “like” or view the article in the same 
way. In congruence with Greenwood, Perrin, and Duggan (2016), participants in both UNC and 
Mechanical Turk groups reported using Facebook at a very high rate. Sixty six percent of UNC 
respondents and 58% of Mechanical Turk respondents reported using Facebook every day. 
However, only 22.9% of UNC respondents reported that they would share the article on 
Facebook, compared to 27.3% of Mechanical Turk respondents. It is interesting that roughly a 
quarter of each group would share the article on their Facebook even though the average age for 
participants in the UNC pool was 20 compared to 32 years old for Mechanical Turk participants.  
Along the same tangent, 50.2% of the UNC group said that they would not share the 
article anywhere, compared to 34.4% of the Mechanical Turk group. So, even though a similar 
percentage of UNC and Mechanical Turk participants would share the article on Facebook, UNC 
participants were far less likely to share the article in general. This could be caused by a variation 
of factors. Perhaps UNC students are predisposed to analyzing information more critically since 
they are in an educational setting, or maybe there is a generational difference between the 
information young people versus older people would be willing to share with others. Maybe it 
has to do with the perceived homogeneity of people’s social networks. Future research could 
expand on this by including another measure in the questionnaire to measure participants’ 
perceived network homogeneity. Though the question of where participants shared fake news 
was only part of one research question in this study, it is a ripe area for future researchers to 
study.  
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Chapter IV.II  
CONCLUSION 
 Fake news continues to be a prominent phenomenon today because of its ability to 
mislead the public. Currently, there are investigations into the degree to which fake news 
proliferation on social media was proliferated as a way to unfairly influence the U.S. 2016 
Presidential Election. This honors thesis is only one piece of understanding the psychological 
underpinnings of why fake news is believed and shared by so many people. Though many 
hypotheses were not statistically significant, there is still room for future research to examine the 
ties between cognitive dissonance, elaboration likelihood and echo chambers in a multitude of 
other ways.  
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Appendices 
 
A. UNC Questionnaire  
Susceptibility	to	Fake	News	-	UNC	
participants	
 
	
Start	of	Block:	Consent	Form	for	UNC	participants	
 
Q45 --Dear participant, 
   
 My name is Becca Kronebusch and I am a media and journalism student at the University of 
North Carolina at Chapel Hill. I am conducting a research study, in partial fulfillment of 
graduating with honors. The purpose of the research is to gain insight into article messaging. 
   
 The survey, which will ask you questions after reading, should take less than 15 minutes of your 
time and is voluntary. You may choose not to participate or stop taking the survey at any time, 
and you may skip any question for any reason.  This will not affect your class standing or grades 
at UNC-Chapel Hill.  You will not be offered or receive any special consideration if you take 
part in this research. You will not receive any direct benefit from being in this research study. 
The only possible risk to you of participating in this research study might be embarrassment if 
your answers became public, but that is very unlikely.  All possible measures have been taken to 
protect the confidentiality of your answers. UNC Media and Journalism students who choose to 
participate in the study will receive 0.5 hours of research participation credit. Mechanical Turk 
users who participate in the study will receive $0.30 for their participation. 
   
 I will report only summaries of the aggregated data.  This means that your responses will be 
combined with all of the other responses received and will not be able to be identified as yours. 
Deductive disclosure which is the discerning of an individual respondent's identity and responses 
through the use of known characteristics of that individual is also possible but unlikely. MTurk 
worker IDs will not be shared with anyone outside of the research team, will be removed from 
the data set, and/or will not be linked to survey/study responses (as applicable). Note that 
Amazon.com has stated that the MTurk platform is NOT meant to support participant 
anonymity. MTurk worker IDs are linked to Amazon.com public profiles. Amazon.com may 
disclose worker information. Additionally, worker information may be available to others (who 
submit a request) for tax reporting purposes.  
   
 If you have any questions regarding this survey, you may contact me via email at 
beccakro@live.unc.edu or Francesca Dillman Carpentier at francesca@unc.edu.   All research on 
human volunteers is reviewed by a committee that works to protect your rights and welfare. If 
you have any questions or concerns regarding your rights as a research subject you may contact, 
anonymously if you wish, the Institutional Review Board at (919) 966-3113 or via email at 
IRB_subjects@unc.edu with study number 17-3143. 
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 By clicking below and completing the survey, you agree to be a participant in this study. 
   
 Thank you,  Becca Kronebusch 
  
  
o I agree to be a participant in this study (take me to the survey).  (1)  
 
 
Q46 At the end of this study, you will be asked to enter your name and UNC PID in order to get 
research credit for your participation. Please continue! 
 
 
Q1 Please enter your age in numbers. ________________________________________________________________	
 
Q2 If you had to choose, which of the following categories best describes your ethnic or racial 
heritage? Please check all that apply.  
o White- Non-Hispanic  (1)  
o Hispanic or Latinx  (2)  
o Black or African American  (3)  
o Native American or American Indian  (4)  
o Asian or Pacific Islander  (5)  
o Other  (6)  
Q7 What gender do you identify as? 
o Male  (1)  
o Female  (2)  
o Non-binary  (3)  
o Other  (4)  
o Prefer not to say  (5)  
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Q6 What is your sexual orientation? 
o Heterosexual  (1)  
o Homosexual  (2)  
o Bisexual  (3)  
o Asexual  (4)  
o Other  (5)  
o Prefer not to say  (6)  
Q4 What is your marital status? 
o Married  (1)  
o Widowed  (2)  
o Divorced  (3)  
o Separated  (4)  
o Single, never married  (5)  
Q3 What is the highest level of education you have completed? 
o Some high school, no diploma  (1)  
o High school diploma/GED  (2)  
o Some college credit, no degree  (3)  
o Trade/technical/vocational training  (4)  
o Associate's Degree  (5)  
o Bachelor's Degree  (6)  
o Master's Degree  (7)  
o Professional Degree  (8)  
o Doctorate Degree  (9)  
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Q5 Are you currently... 
o Employed full time  (1)  
o Employed part time  (2)  
o Unemployed looking for work  (3)  
o Unemployed not looking for work  (4)  
o Retired  (5)  
o Student  (6)  
o Disabled  (7)  
 
Q8 Which of the following ranges best represents your household's average annual income? 
o Less than $10,000  (1)  
o $10,000 - $29,999  (2)  
o $30,000 - $49,999  (3)  
o $50,000 - $69,999  (4)  
o $70,000 - $89,999  (5)  
o $90,000 - $109,999  (6)  
o $110,000 - $149,999  (7)  
o More than $150,000  (8)  
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Q9 What is your present religion, if any? 
o Protestant  (1)  
o Roman Catholic  (2)  
o Mormon  (3)  
o Orthodox, such as Greek or Russian Orthodox  (4)  
o Jewish  (5)  
o Muslim  (6)  
o Buddhist  (7)  
o Hindu  (8)  
o Atheist  (9)  
o Agnostic  (10)  
o Something else  (11)  
o Nothing in particular  (12)  
 		
Q15 What political party do you identify with, if any? 
o Democratic  (1)  
o Republican  (2)  
o Libertarian  (3)  
o Democratic Socialist  (4)  
o Independent  (5)  
o Other, please specify  (6) ________________________________________________ 
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Q16 Where would you place your political leaning on a scale from extremely conservative to 
extremely liberal? 
o Extremely conservative  (1)  
o Conservative  (2)  
o Slightly conservative  (3)  
o Neither conservative nor liberal  (4)  
o Slightly liberal  (5)  
o Liberal  (6)  
o Extremely liberal  (7)  
 
Q12 How often do you use each of these social media platforms? 	 Daily	(1)	 4-6	times/week	(2)	 2-3	times/week	(3)	 Once/week	(4)	 Never	(5)	Facebook	(1)		 o 	 o 	 o 	 o 	 o 	Twitter	(2)		 o 	 o 	 o 	 o 	 o 	Instagram	(3)		 o 	 o 	 o 	 o 	 o 	Snapchat	(4)		 o 	 o 	 o 	 o 	 o 	Pinterest	(5)		 o 	 o 	 o 	 o 	 o 	LinkedIn	(6)		 o 	 o 	 o 	 o 	 o 	Other,	please	specify	(7)		 o 	 o 	 o 	 o 	 o 	
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Q13 When you think about your television viewing habits, how would you describe yourself? 
o Heavy viewer (at least several hours each day)  (1)  
o Somewhat heavy viewer  (2)  
o Average viewer  (3)  
o Somewhat light viewer  (4)  
o Light or non-viewer (only a few times a week or not at all)  (5)  
 
Q14 Where do you usually get your news? Select all that apply. ▢ TV  (1)  ▢ News websites  (2)  ▢ Social media  (3)  ▢ Newspaper (print)  (4)  ▢ Podcasts  (5)  ▢ Radio  (6)  
 
Q17 How often do you read news articles? 
o Daily  (1)  
o 4-6 times a week  (2)  
o 2-3 times a week  (3)  
o Once a week  (4)  
o Never  (5)  
 
Q36 Thank you. On the next screen, you will see a news item that has been randomly selected 
for you from a pool of items that we searched for online. Please take a look at this item, reading 
it as though you were reading any other item that came into your news feed through Twitter (as a 
URL) or Facebook. 
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End	of	Block:	Block	11	
	
Start	of	Block:	Trump	Foundation	
 
Q37 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
 
Q27 Trump Foundation Gross Misuse of Charity Funds for Alcohol at Caribbean Parties 
 By Janet Anderson  
 The Associated Press 
   
 WASHINGTON — Newly obtained video footage shows event planners for the Trump 
Foundation diverting funds to buy alcohol for expensive parties in the Caribbean. The lavish 
parties, which took place during the summer of 2017, welcomed high-power Republican donors 
including Miriam and Sheldon Adelson and the Mercer family. 
   
 The staffers — who violated a host of legislative rules surrounding charitable entities — were 
fired two months after the parties took place, Trump Foundation records show. None of these 
staffers received severance packages. 
   
 “The foundation has clearly abused its power and unfairly used money that thousands of 
Americans thought was going to helping others,” said Daniel Borochoff, founder and president 
of CharityWatch, an independent charity watchdog. “[The foundation] will have to work hard to 
regain trust from the public.” 
   
 According to the Council on Foundations, diverting funds is not a criminal act but is an ethical 
violation. When foundations violate ethical codes, the Council steps in with corrective measures 
and warnings to the public about the actions of the foundations in question. 
   
 This is only the latest discovery into the unethical practices of the Trump Foundation. It has 
previously been accused of misusing funds and making unethical campaign contributions. An 
anonymous source says up to 80% of charitable donations to the Trump Foundation are planned 
to be diverted to political wining and dining by the year 2019.  
 
End	of	Block:	Trump	Foundation	
	
Start	of	Block:	Trump	Foundation	Faker	
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Q38 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
 
Q29 MUST READ: TRUMP Foundation GROSS MISUSE of Charity Funds for Alcohol at 
Caribbean Parties  
 @janet16680                                                                                                    
 World-News-Daily.co 
   
 WASHINGTON — Newly obtained video footage shows event planners for the Trump 
Foundation diverting funds to buy alcohol for expensive parties in the Caribbean. The lavish 
parties, which took place during the summer of 2017, welcomed high-power Republican donors 
including Miriam and Sheldon Adelson and the Mercer family. 
   
 The staffers — who violated a host of legislative rules surrounding charitable entities — were 
fired two months after the parties took place, Trump Foundation records show. None of these 
staffers received severance packages. 
   
 “The foundation has clearly abused its power and unfairly used money that thousands of 
Americans thought was going to helping others,” said Daniel Borochoff, founder and president 
of CharityWatch, an independent charity watchdog. “[The foundation] will have to work hard to 
regain trust from the public.” 
   
 According to the Council on Foundations, diverting funds is not a criminal act but is an ethical 
violation. When foundations violate ethical codes, the Council steps in with corrective measures 
and warnings to the public about the actions of the foundations in question. 
   
 This is only the latest discovery into the unethical practices of the Trump Foundation. It has 
previously been accused of misusing funds and making unethical campaign contributions. An 
anonymous source says up to 80% of charitable donations to the Trump Foundation are planned 
to be diverted to political wining and dining by the year 2019.  
 
End	of	Block:	Trump	Foundation	Faker	
	
Start	of	Block:	Clinton	Foundation	
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Q39 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
 
Q30 Clinton Foundation Gross Misuse of Charity Funds for Alcohol at Caribbean Parties 
 By Janet Anderson  
 The Associated Press 
   
 WASHINGTON — Newly obtained video footage shows event planners for the Clinton 
Foundation diverting funds to buy alcohol for expensive parties in the Caribbean. The lavish 
parties, which took place during the summer of 2017, welcomed high-power Democratic donors 
including Marilyn and James Simons and the Soros family. 
   
 The staffers — who violated a host of legislative rules surrounding charitable entities — were 
fired two months after the parties took place, Clinton Foundation records show. None of these 
staffers received severance packages. 
   
 “The foundation has clearly abused its power and unfairly used money that thousands of 
Americans thought was going to helping others,” said Daniel Borochoff, founder and president 
of CharityWatch, an independent charity watchdog. “[The foundation] will have to work hard to 
regain trust from the public.” 
   
 According to the Council on Foundations, diverting funds is not a criminal act but is an ethical 
violation. When foundations violate ethical codes, the Council steps in with corrective measures 
and warnings to the public about the actions of the foundations in question. 
   
 This is only the latest discovery into the unethical practices of the Clinton Foundation. It has 
previously been accused of misusing funds and making unethical campaign contributions. An 
anonymous source says up to 80% of charitable donations to the Clinton Foundation are planned 
to be diverted to political wining and dining by the year 2019.  
 
End	of	Block:	Clinton	Foundation	
	
Start	of	Block:	Clinton	Foundation	faker	
 
Q40 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
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Q31 MUST READ: CLINTON Foundation GROSS MISUSE of Charity Funds for Alcohol 
at Caribbean Parties 
 @janet16680                                                                                                    
 World-News-Daily.co 
   
 WASHINGTON — Newly obtained video footage shows event planners for the Clinton 
Foundation diverting funds to buy alcohol for expensive parties in the Caribbean. The lavish 
parties, which took place during the summer of 2017, welcomed high-power Democratic donors 
including Marilyn and James Simons and the Soros family. 
   
 The staffers — who violated a host of legislative rules surrounding charitable entities — were 
fired two months after the parties took place, Clinton Foundation records show. None of these 
staffers received severance packages. 
   
 “The foundation has clearly abused its power and unfairly used money that thousands of 
Americans thought was going to helping others,” said Daniel Borochoff, founder and president 
of CharityWatch, an independent charity watchdog. “[The foundation] will have to work hard to 
regain trust from the public.” 
   
 According to the Council on Foundations, diverting funds is not a criminal act but is an ethical 
violation. When foundations violate ethical codes, the Council steps in with corrective measures 
and warnings to the public about the actions of the foundations in question. 
   
 This is only the latest discovery into the unethical practices of the Clinton Foundation. It has 
previously been accused of misusing funds and making unethical campaign contributions. An 
anonymous source says up to 80% of charitable donations to the Clinton Foundation are planned 
to be diverted to political wining and dining by the year 2019.  
 
End	of	Block:	Clinton	Foundation	faker	
	
Start	of	Block:	Trump	driving	Dems	
 
Q41 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
 
Q32 Trump Team Purposely Drove Democrats to Wrong Voting Locations to Sabotage 
Election 
 By Janet Anderson  
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 The Associated Press 
   
 WASHINGTON — Leaked documents reveal that the Trump campaign planned a scheme to 
drive Democratic voters to the wrong polling locations. Campaign staffers were instructed to 
offer rides to the polling stations and intentionally drive willing voters to the wrong place. 
   
 It is estimated the scheme prevented hundreds of people from voting in Ohio and Pennsylvania, 
two states that play key roles in determining the presidency. It is unclear who organized the 
scheme. 
   
 “Even when leaked documents come from a source who wishes to remain anonymous, the crime 
is still taken seriously,” says Lee Goodman, FEC Commissioner under Barack Obama. “The 
FEC will be committed as ever to identifying the people responsible for this heinous crime.” 
   
 Federal prosecutors have obtained a warrant from the DC Circuit requiring the Trump campaign 
to hand over items including staff records, time sheets and video surveillance at campaign offices 
across Ohio and Pennsylvania. 
   
 Although these lost votes would not have changed the outcome of the election, this is a breach 
of federal campaign laws. U.S. Code section 245(b)(1)(A) clearly states that individuals are 
prohibited from preventing others their right to vote. The individuals in the Trump campaign 
who created and executed the scheme will be prosecuted in federal court. 
   
 The Trump campaign team did not immediately respond to a request for comment. 
   
 It is projected that these types of political sabotage will be in every county in the United States 
by the 2032 presidential election, if a crackdown doesn’t happen now.  
 
End	of	Block:	Trump	driving	Dems	
	
Start	of	Block:	Trump	driving	Dems	faker	
 
Q42 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
 
Q33 LEAKED DOCUMENTS: TRUMP Team Purposely DROVE DEMOCRATS to 
WRONG VOTING LOCATIONS to Sabotage Election 
 @janet16680                                                                                                    
 World-News-Daily.co 
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 WASHINGTON — Leaked documents reveal that the Trump campaign planned a scheme to 
drive Democratic voters to the wrong polling locations. Campaign staffers were instructed to 
offer rides to the polling stations and intentionally drive willing voters to the wrong place. 
   
 It is estimated the scheme prevented hundreds of people from voting in Ohio and Pennsylvania, 
two states that play key roles in determining the presidency. It is unclear who organized the 
scheme. 
   
 “Even when leaked documents come from a source who wishes to remain anonymous, the crime 
is still taken seriously,” says Lee Goodman, FEC Commissioner under Barack Obama. “The 
FEC will be committed as ever to identifying the people responsible for this heinous crime.” 
   
 Federal prosecutors have obtained a warrant from the DC Circuit requiring the Trump campaign 
to hand over items including staff records, time sheets and video surveillance at campaign offices 
across Ohio and Pennsylvania. 
   
 Although these lost votes would not have changed the outcome of the election, this is a breach 
of federal campaign laws. U.S. Code section 245(b)(1)(A) clearly states that individuals are 
prohibited from preventing others their right to vote. The individuals in the Trump campaign 
who created and executed the scheme will be prosecuted in federal court. 
   
 The Trump campaign team did not immediately respond to a request for comment. 
   
 It is projected that these types of political sabotage will be in every county in the United States 
by the 2032 presidential election, if a crackdown doesn’t happen now.  
 
End	of	Block:	Trump	driving	Dems	faker	
	
Start	of	Block:	Clinton	driving	Reps	
 
Q43 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
 
Q34 Clinton Team Purposely Drove Republicans to Wrong Voting Locations to Sabotage 
Election 
 By Janet Anderson  
 The Associated Press 
   
 WASHINGTON — Leaked documents reveal that the Clinton campaign planned a scheme to 
drive Republican voters to the wrong polling locations. Campaign staffers were instructed to 
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offer rides to the polling stations and intentionally drive willing voters to the wrong place. 
   
 It is estimated the scheme prevented hundreds of people from voting in Ohio and Pennsylvania, 
two states that play key roles in determining the presidency. It is unclear who organized the 
scheme. 
   
 “Even when leaked documents come from a source who wishes to remain anonymous, the crime 
is still taken seriously,” says Matthew Petersen, FEC Commissioner under George W. Bush. 
“The FEC will be committed as ever to identifying the people responsible for this heinous 
crime.” 
   
 Federal prosecutors have obtained a warrant from the DC Circuit requiring the Clinton 
campaign to hand over items including staff records, time sheets and video surveillance at 
campaign offices across Ohio and Pennsylvania. 
   
 Although these lost votes would not have changed the outcome of the election, this is a breach 
of federal campaign laws. U.S. Code section 245(b)(1)(A) clearly states that individuals are 
prohibited from preventing others their right to vote. The individuals in the Clinton campaign 
who created and executed the scheme will be prosecuted in federal court. 
   
 The Clinton campaign team did not immediately respond to a request for comment. 
   
 It is projected that these types of political sabotage will be in every county in the United States 
by the 2032 presidential election, if a crackdown doesn’t happen now.  
 
End	of	Block:	Clinton	driving	Reps	
	
Start	of	Block:	Clinton	driving	Reps	faker	
 
Q44 Timing 
First Click  (1) 
Last Click  (2) 
Page Submit  (3) 
Click Count  (4) 
 	
Q35 LEAKED DOCUMENTS: CLINTON Team Purposely DROVE REPUBLICANS to 
WRONG VOTING LOCATIONS to Sabotage Election 
 @janet16680                                                                                          
World-News-Daily.co 
   
 WASHINGTON — Leaked documents reveal that the Clinton campaign planned a scheme to 
drive Republican voters to the wrong polling locations. Campaign staffers were instructed to 
offer rides to the polling stations and intentionally drive willing voters to the wrong place. 
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 It is estimated the scheme prevented hundreds of people from voting in Ohio and Pennsylvania, 
two states that play key roles in determining the presidency. It is unclear who organized the 
scheme. 
   
 “Even when leaked documents come from a source who wishes to remain anonymous, the crime 
is still taken seriously,” says Matthew Petersen, FEC Commissioner under George W. Bush. 
“The FEC will be committed as ever to identifying the people responsible for this heinous 
crime.” 
   
 Federal prosecutors have obtained a warrant from the DC Circuit requiring the Clinton 
campaign to hand over items including staff records, time sheets and video surveillance at 
campaign offices across Ohio and Pennsylvania. 
   
 Although these lost votes would not have changed the outcome of the election, this is a breach 
of federal campaign laws. U.S. Code section 245(b)(1)(A) clearly states that individuals are 
prohibited from preventing others their right to vote. The individuals in the Clinton campaign 
who created and executed the scheme will be prosecuted in federal court. 
   
 The Clinton campaign team did not immediately respond to a request for comment. 
   
 It is projected that these types of political sabotage will be in every county in the United States 
by the 2032 presidential election, if a crackdown doesn’t happen now.  
 
End	of	Block:	Clinton	driving	Reps	faker	
	
Start	of	Block:	Post-treatments	
 
Q18 What was your general impression of the news article? 
o Extremely good  (1)  
o Moderately good  (2)  
o Slightly good  (3)  
o Neither good nor bad  (4)  
o Slightly bad  (5)  
o Moderately bad  (6)  
o Extremely bad  (7)  
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Q19 List any thoughts you had while reading the article. ________________________________________________________________	________________________________________________________________	________________________________________________________________	________________________________________________________________	
Q20 This scale consists of a number of words/phrases that describe different feelings and 
emotions. Read each item and mark the appropriate answer in the space next to that word. 
Indicate to what extent you feel this way right now. 
MODERN SUSCEPTIBILITY TO FAKE NEWS 67 
                1 = very slightly or not at all  2 = a little  3 = moderately  4 = quite a bit  5 = 
extremely   
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	 Slightly	or	not	at	all	(1)	 A	little	(2)	 Moderately	(3)	 Quite	a	bit	(4)	 Extremely	(5)	Afraid	(1)		 o 	 o 	 o 	 o 	 o 	Scared	(2)		 o 	 o 	 o 	 o 	 o 	Nervous	(3)		 o 	 o 	 o 	 o 	 o 	Jittery	(4)		 o 	 o 	 o 	 o 	 o 	Irritable	(5)		 o 	 o 	 o 	 o 	 o 	Hostile	(6)		 o 	 o 	 o 	 o 	 o 	Guilty	(7)		 o 	 o 	 o 	 o 	 o 	Ashamed	(8)		 o 	 o 	 o 	 o 	 o 	Upset	(9)		 o 	 o 	 o 	 o 	 o 	Distressed	(10)		 o 	 o 	 o 	 o 	 o 	Active	(11)		 o 	 o 	 o 	 o 	 o 	Alert	(12)		 o 	 o 	 o 	 o 	 o 	Attentive	(13)		 o 	 o 	 o 	 o 	 o 	Determined	(14)		 o 	 o 	 o 	 o 	 o 	Enthusiastic	(15)		 o 	 o 	 o 	 o 	 o 	Excited	(16)		 o 	 o 	 o 	 o 	 o 	
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Inspired	(17)		 o 	 o 	 o 	 o 	 o 	Interested	(18)		 o 	 o 	 o 	 o 	 o 	Proud	(19)		 o 	 o 	 o 	 o 	 o 	Strong	(20)		 o 	 o 	 o 	 o 	 o 	
Q21 Please indicate how strongly you agree/disagree with each statement below using this five-
point scale:      1 = strongly disagree  2 = disagree  3 = neither agree nor disagree  4 = agree  
5 = strongly agree 
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	 1	(1)	 2	(2)	 3	(3)	 4	(4)	 5	(5)	1.	I	feel	I	can	depend	on	getting	the	truth	from	this	article.	(1)		 o 	 o 	 o 	 o 	 o 	2.	The	aim	of	this	article	is	to	inform	the	public.		(2)		 o 	 o 	 o 	 o 	 o 	3.	I	believe	this	article	is	informative.			(3)		 o 	 o 	 o 	 o 	 o 	4.	This	article	is	generally	truthful.			(4)		 o 	 o 	 o 	 o 	 o 	5.	This	article	is	a	reliable	source	of	information	about	the	topic	of	(what	the	issue	in	article	discusses).	(5)		
o 	 o 	 o 	 o 	 o 	
6.	This	article	is	truth	well	told.			(6)		 o 	 o 	 o 	 o 	 o 	7.	In	general,	this	article	presents	a	true	picture	of	the	situation	being	featured.	(7)		 o 	 o 	 o 	 o 	 o 	
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8.	I	feel	I've	been	accurately	informed	after	the	situation	featured	in	the	article.	(8)		
o 	 o 	 o 	 o 	 o 	
9.	This	article	provides	the	public	with	essential	information.	(9)		 o 	 o 	 o 	 o 	 o 	
Q22 Would you like to share this news article with anyone? 
o Definitely yes  (1)  
o Probably yes  (2)  
o Might or might not  (3)  
o Probably not  (4)  
o Definitely not  (5)  
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Q23 Where would you like to share the article? Select as many options as you would like. ▢ Facebook  (1)  ▢ Twitter  (2)  ▢ Reddit  (3)  ▢ Email  (4)  ▢ Direct message  (5)  ▢ Other, please specify  (6)  ▢ Nowhere  (7)  
 	
Display	This	Question:	
If	Would	you	like	to	share	this	news	article	with	anyone?	=	Definitely	yes	
Or	Would	you	like	to	share	this	news	article	with	anyone?	=	Probably	yes	
Or	Would	you	like	to	share	this	news	article	with	anyone?	=	Might	or	might	not	
 
Q24 Why would you like to share the article? ________________________________________________________________	________________________________________________________________	________________________________________________________________	________________________________________________________________	________________________________________________________________	
 	
Display	This	Question:	
If	Would	you	like	to	share	this	news	article	with	anyone?	=	Might	or	might	not	
Or	Would	you	like	to	share	this	news	article	with	anyone?	=	Probably	not	
Or	Would	you	like	to	share	this	news	article	with	anyone?	=	Definitely	not	
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Q25 Why would you not like to share the article? ________________________________________________________________	________________________________________________________________	________________________________________________________________	________________________________________________________________	________________________________________________________________	
 
End	of	Block:	Post-treatments	
	
Start	of	Block:	Debrief	and	UNC	research	credit	
 
Q26  
Thank you for participating in this session.  We’d like to share some information about the 
research design and questions we were seeking to answer.     Research begins with a compelling 
question. In this session, we wanted to learn about how people might or might not recognize 
signs of fake news.     Next, a research design is created to tackle the research question. First, we 
asked you to read a news article. This article was based on a real news item, but we altered it to 
fit our needs. Specifically, some people saw an article that referred to Hillary Clinton, whereas 
other people saw the same article referring to Donald Trump. All articles were fake, in that we 
altered the articles to make them seem more sinister and made them specific to known political 
figures. It is important to know that the allegations in these articles were made up for the 
purposes of research. 
  
 When we asked you to provide your thoughts about the article, we were looking to see if you 
indicated signs of recognizing the article as fake news.     In order to make sure everyone’s 
responses are not biased by outside influences, please do not speak with anyone about the 
study. It is very important that others who may participate in the next couple of weeks not know 
the purpose of this study beforehand.      If you would like to learn more about this topic, you 
may be interested in reading the following:     "Fake News" and Misinformation - an information 
resource from the Journalist's Resource section of Harvard's Shorenstein Center, available at 
https://journalistsresource.org/studies/society/internet/fake-news-conspiracy-theories-journalism-
research     Andrew Guess, Brendan Nyhan, and Jason Reifler's "Selective Exposure to 
Misinformation: Evidence from the Consumption of Fake News during the 2016 U.S. 
Presidential Campaign" available at https://www.dartmouth.edu/~nyhan/fake-news-2016.pdf. 
  
 Thank you for your participation!  We appreciate your help! 
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Please enter your name and PID below to get research credit for participation. 
 
o Your Last Name  (1) ________________________________________________ 
o Your First Name  (2) ________________________________________________ 
o Your UNC PID  (3) ________________________________________________ 
 
End	of	Block:	Debrief	and	UNC	research	credit	
	
 
 
 
 
