Abstract. This paper presents a methodology to incorporate both hyperspectral properties and spatial coordinates of pixels in maximum likelihood classification. Indicator kriging of ground data is used to estimate, for each pixel, the prior probabilities of occurrence of classes which are then combined with spectral-based probabilities within a Bayesian framework. In the case study (mapping of in-stream habitats), accounting for spatial coordinates increases the overall producer's accuracy from 85.8% to 93.8%, while the Kappa statistic rises from 0.74 to 0.88. Best results are obtained using only indicator kriging-based probabilities, with a stunning overall accuracy of 97.2%. Significant improvements are observed for environmentally important units, such as pools (Kappa: 0.17 to 0.74) and eddy drop zones (Kappa: 0.65 to 0.87). The lack of benefit of using hyperspectral information in the present study can be explained by the dense network of ground observations and the high spatial continuity of field classification which might be spurious.
An application where data locations are likely worth incorporating is the stratification or classification of spectral imagery, such as the mapping of land cover classes or urban areas. A supervised classification typically proceeds in three steps: 1) the spectral signature of each class is first derived from a set of training data where both ground truth and spectral information are available, 2) a classification criterion (e.g. discriminant function, k-nearest-neighbor method) is developed and used to estimate the probability of occurrence of each class for any pixel to be classified, 3) the pixel is then assigned to the class with the maximum probability of occurrence (maximum likelihood criterion).
The main limitation of such spectral classifiers is that the proximity of a pixel to a class is computed only in the spectral space, without any consideration for the spatial coordinates of that pixel. As a result, classifications often display noisy or unrealistic features, such as isolated pixels assigned to a particular class. Although such features might be corrected ''a posteriori'' using post-classification smoothing algorithms (e.g., Deutsch 1998) , it would be more rigorous to use the spatial information during the classification.
Geostatistics (Journel and Huijbregts 1978; Goovaerts 1997 ) provides a set of statistical tools for incorporating the spatial and temporal coordinates of observations in data processing. Of particular interest is indicator kriging (Goovaerts 1994) , an interpolation algorithm that allows one to estimate the probability of occurrence of classes on the basis of surrounding observations. Remotely sensed secondary information can be incorporated through a calibration procedure (see Goovaerts 1997, p.328) . This procedure has been applied to different fields such as mapping of rock types using seismic imagery as secondary data or mapping of soil types (Oberthu¨r et al. 1999 ), but despite its great potential, has seldom been used in remote sensing.
This paper aims to present a methodology to combine probabilities of occurrence provided by spectral classification, which ignores data locations, and the ones estimated by indicator kriging, which ignores spectral information. The technique is applied to the stratification of stream environments in the Lamar River, Yellowstone National Park, using hyperspectral data analyzed in other papers in this special issue (Jacquez and Maruca; Griffith; Lagona; Marcus; all this issue). The proposed classification is compared to results obtained using only spectral information (spectral classifier) or ground observations (indicator kriging).
Theory
Let fs l ; l ¼ 1; . . . ; Lg be a set of L mutually exclusive classes (e.g. land cover classes or habitats) observed at n locations u a over a field D. Spectral information is available at these same locations and takes the form of a vector of K variables Z k (e.g. spectral bands or principal components computed from spectral data), fz k ðu a Þ; a ¼ 1; . . . ; n; k ¼ 1; . . . ; Kg. The objective is to assign to a single class s l any location u within D where a vector of K spectral data is available. Typically these locations are on a grid and correspond to the pixels of the image.
A pixel u is classified into a given class s l 0 according to maximum likelihood (ML) criterion, which means that s l 0 is the class with the largest probability of occurrence at u: sðuÞ ¼ s l 0 if pðu; s l 0 jBÞ > pðu; s l jBÞ 8 l 6 ¼ l 0 ð1Þ where pðu; s l 0 jBÞ is the probability of occurrence of s l 0 at u given the information B available, and it is often referred to as ''posterior'' probability. Depending on the type of information B, there are different ways to estimate pðu; s l jBÞ.
Spectral classification
Consider the common situation where only the vector of spectral data at u is used, B z =fz k ðuÞ; k ¼ 1; . . . ; Kg. The posterior probability of occurrence of any class s l is estimated by applying Bayes' theorem:
where p l is the ''prior'' probability of occurrence of class s l at u, and f ðB z js l Þ is the conditional density of spectral data Z k given the class s l . Several choices exist for the prior probabilities p l . For example, they can all be considered equal, p l ¼ 1=L for all l, which means all L classes have a priori the same probability to prevail at u. If the training data set is assumed to be representative of the proportion of different classes within the study area, the priors can be set proportional to the sample size, that is p l is the proportion of n training data belonging to s l . There is also a variety of techniques available for estimating the densities f ðB z js l Þ. When the distribution of spectral data within each class is assumed to be multivariate normal, a parametric method based on multivariate normal distribution theory can be used to derive a linear or quadratic discriminant function. An alternative is to adopt a nonparametric method (e.g. kernel method or k-nearest-neighbor method) that does not make any assumption about the distributions (Everitt and Dunn 2001) .
In this paper, the spectral classification has been performed using a parametric approach that is implemented in the SAS software (SAS Institute Inc. 1989) as follows:
1. Computation for each class s l of the variance-covariance matrix between the K spectral variables, C l . 2. Derivation of the inverse of each matrix C l , C À1 l , and computation of the natural log of the determinant, lnðjC l jÞ. 3. Computation of the generalized squared distance between the ''unclassified'' location u and each class s l as:
where ZðuÞ is the vector of spectral data at u: ZðuÞ ¼ ½z 1 ðuÞ; z 2 ðuÞ; . . . ; z K ðuÞ, m l is the vector of means of the K variables for the class s l : m l = ½m 1jl ; m 2jl ; . . . ; m Kjl .
4. Computation of the posterior probability for the location u to belong to any given class s l as:
5. Classification of location u into class s l with the largest posterior probability of occurrence.
Indicator kriging (IK)
Assume there is no spectral data and the only information available for classifying u are n c surrounding ground data, fsðu a Þ; a ¼ 1; . . . ; n c g, with n c n. This information is hereafter denoted B geo . The indicator approach for modeling probabilities pðu; s l jB geo Þ is based on a prior coding of ground data into local prior probability values:
If there is no uncertainty about the class prevailing at sampled locations u a (no field classification error), prior probabilities are one for the class observed and zero for ðL À 1Þ other classes. The information at u a consists then of a vector of L indicator values iðu a ; s l Þ where:
The global proportion of class s l , denoted p l , is simply the arithmetical average of the corresponding indicator data:
A measure of transition frequency between classes s l and s l 0 as a function of the separation vector h is the indicator cross semivariogram that is computed from indicator data as:
where N ðhÞ is the number of data pairs separated by a vector h. Substituting s l for s l 0 in expression (7) yields the indicator direct semivariogram c I ðh; s l ; s l Þ which characterizes the spatial continuity of the class s l .
The probability pðu; s l jB geo Þ is the conditional expectation of the indicator random function Iðu; s l Þ, where pðu; s l jB geo Þ ¼ E½Iðu; s l ÞjB geo . Thus, it can be estimated by (co)kriging using neighboring indicator data iðu a ; s l Þ. The indicator cokriging (coIK) algorithm which utilizes indicator data related to any class is theoretically the best because it accounts for transition probabilities between classes. Its implementation, however, requires joint modeling of LðL þ 1Þ=2 indicator (cross) semivariograms and solving large and possibly unstable cokriging systems. Moreover, Goovaerts (1994) showed that coIK may not provide more accurate results than the straightforward indicator kriging (IK) which involves modeling only L direct indicator semi variograms c I ðh; s l ; s l Þ. In this paper, conditional probabilities were estimated using the IK algorithm which utilizes only indicator data on the class s l being considered:
The weights kðu a ; s l Þ are obtained by solving the following ordinary kriging system of ðn c þ 1Þ equations (Goovaerts 1997) :
At each location u, the set of L probabilities fp Ã ðu; s l jB geo Þ; l ¼ 1; . . . ; Lg must satisfy the two following order relations:
The first condition may not be satisfied because kriging weights can be negative, therefore the kriging estimate is a non-convex linear combination of the conditioning data. Following Deutsch and Journel (1998) , the first constraint (10) is met by resetting faulty probabilities to the nearest bound, 0 or 1. Once this correction has been performed, each value p Ã ðu; s l jB geo Þ is standardized by the sum P L l¼1 p Ã ðu; s l jB geo Þ to meet the second condition (11). An alternative to this ad hoc correction of estimated probabilities is to incorporate these conditions directly into the kriging system, a technique known as compositional kriging (De Gruijter et al. 1997) .
A mixed approach
The key idea is to find a way to account for both spectral information and surrounding ground data into the classification procedure. In other words, how could we derive probabilities of occurrence pðu; s l jBÞ where B=fz k ðuÞ; k ¼ 1; . . . ; Kg [ fsðu a Þ; a ¼ 1; . . . ; n c g?
Multivariate geostatistical algorithms, such as soft cokriging or simple kriging with soft prior means (Goovaerts 1997, p.328; Oberthu¨r et al. 1999) , could be used to incorporate both spectral and spatial information into the estimation of pðu; s l jBÞ. These techniques are, however, demanding in terms of semivariogram inference and modeling, and are not implemented in most GIS packages. A simpler approach is here adopted whereby the prior probabilities p l in Bayes' expression (2) are replaced by posterior probabilities estimated using indicator kriging:
This approach amounts to assuming that the prior probability of occurrence of a class s l is not the same everywhere but depends on the pixel location u. For example, that probability will be large if data belonging to class s l are close geographically. Once probabilities (12) have been derived, the maximum likelihood criterion is applied. Although most classification algorithms don't provide densities f ðB z js l Þ, the approach can be easily implemented using a two-step procedure: 1) the posterior probabilities ð2Þ are estimated using Bayes' theorem with p l ¼ 1=L, 2) these probabilities are then used instead of densities f ðB z js l Þ in equation (12). Because densities and posterior probabilities are proportional if p l ¼ 1=L, this shortcut yields the same results as the theoretical expression (12). Another option is to implement the procedure described in Section 2.1, using the following generalized squared distances for the computation of posterior probabilities (4):
The three types of classification are applied to the mapping of morphologic units in the Lamar River in Northeast Yellowstone (see Fig. 1 and detailed description of data in Jacquez et al. this issue). Remote sensing information consists of a hyperspectral (128 bands) and high spatial resolution (pixel size = 1 m 2 ) imagery. Hyperspectral data have been processed using principal component analysis. The analysis is conducted on the first 25 components which were found to provide the best maximum likelihood classification in a prior study (Marcus, this issue) .
Four morphologic units, corresponding to different in-stream habitats, are distinguished: eddy drop zones, riffles, pools and glides. Field mapping provides what is considered as ''ground truth data'' for 11,552 pixels of size 1 m 2 . A random subset of 519 pixels, including 129 to 131 data per unit, forms the training data set. The remaining 11,033 pixels are used for validation.
Indicator kriging
Each of the 519 training sites was coded into a vector of four indicators ½iðu a ; s l Þ; l ¼ 1; 2; 3; 4, and four experimental indicator semivariograms were computed as:
where N ðhÞ is the number of data pairs within a given class of distance. Typically the Euclidian distance between observations is computed, which becomes meaningless in a meandering river as these distances could relate to points over intervening land. Euclidian distances were used in this study and the results were sufficiently good to suggest that more complex distance measures were not necessary. An alternative to the use of Cartesian coordinates is to measure ''x-axis'' stream distances along the center line or thalweg (deepest channel) of the stream, and ''y-axis'' coordinates from either the center line or one of the banks (see for example Ladd et al. 1998 ). Another option is to transform coordinates through the generation of a grid within the river that ''straightens out'' the domain of analysis ensuring that distances are measured within the river (Baraba´s et al. 2001) . Figure 1 shows the experimental indicator semivariograms with the model fitted. Zero values for first lags indicate that clustered training sites belong to the same units: there is no transition between units up to a separation distance of 3-4 m. This high spatial continuity of morphologic units stresses the potential benefit of spatial information for classification. Parabolic behavior near the origin of semivariograms has been captured using a Gaussian model, and a small nugget effect (discontinuity at the origin) was added to avoid numerical instabilities in spatial interpolation (Goovaerts 1997) . For each validation site the probability of occurrence of the four units was computed using indicator kriging and the sixteen closest observations (i.e. n c =16).
Classification procedures
The spectral classification was conducted using the DISCRIM procedure of the SAS software (SAS Institute Inc. 1989) . Best results were obtained for a parametric approach that assumes hyperspectral data to follow a multivariate normal distribution within each unit. Within-unit covariance matrices were used instead of a pooled covariance matrix. A discriminant function was developed from the first 25 principal components at 519 training sites, and used to classify the 11,033 validation sites.
The second type of classification was performed by applying the ML criterion to probabilities estimated by indicator kriging.
Probabilities estimated by indicator kriging and provided by the discriminant function were combined according to equation (12), and a ML criterion was then applied. Figure 2 shows the training sites, the validation data, and the three classifications for a section of the River where all units are present. The validation data illustrates the high spatial continuity of units that was already detected on the indicator semivariograms of Fig. 1 . Because it ignores pixel locations, the spectral classifier creates a stratification that is very noisy, in particular in the bottom left cluster of riffle pixels (light gray dots). The indicator kriging based approach yields a much smoother classification that displays striking similarities with the reference map. A few misclassified pixels can be found at the bottom of the right-hand side cluster of glides pixels. These pixels are wrongly allocated to eddy drop zone (edz) because of the proximity of many edz data (black pixels) that overwhelm the single glide field observation (open circle) found in this part of the section. This ''local'' undersampling of glide pixels can be compensated by incorporating spectral data through a mixed classification approach: all pixels of this specific unit are now correctly classified. Although the mixed classification is less noisy than the spectral one, it still displays several isolated pixels in the bottom left cluster of riffle pixels.
This example nicely illustrates the features of the three classification procedures. Visually, the IK-based approach leads to the most accurate classification, which can be explained by the high spatial continuity of morphologic units coupled with a dense network of ground data. Tables 1-3 show, for each classification procedure, the error matrix computed from 11,033 validation sites. For all four units, the two methods that account for pixel coordinates yield a larger number of correctly classified pixels (diagonal elements of the matrix) than the spectral classifier of Table 1 . Best results are systematically produced by the IK approach that ignores spectral information.
Performance comparison
To summarize and quantify the information contained in error matrices, several statistics were computed (see Table 4 ). Here, e ij is the element of the ith row and jth column in the error matrix, which represents the number of validation pixels from the jth unit that are classified into the ith unit. The marginal row totals, e þj , represent the total numbers of ground truth pixels within each unit, while the marginal column totals, e iþ , represent the total number of pixels classified within each unit. The following statistics are derived for each ith unit: Fig. 2 . Results of the three classification procedures for a section of the stream. Top graphs shows the training data available in that section and the field map (reference stratification). The color code is: eddy drop zones (black), riffles (light gray), glides (white), and pools (drak gray)
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The overall producer's accuracy and Kappa statistic are also computed.
All statistics confirm the superiority of the IK-based classification over the purely spectral one, with the mixed approach being a close second. Using only pixel coordinates increases the overall producer's accuracy from 85.8% to 97.2%, while the Kappa statistic rises from 0.74 to 0.95. Improvement is particularly substantial for the pools category. It's noteworthy that the producer's accuracy is 100% for the two units (pools and eddy drop zones) that are the most important from an environmental monitoring perspective (Marcus, this issue) .
The impact of ground data density on classification results was investigated by repeating the analysis using, respectively, only 64 and 32 training sites per unit, which represents a 50% and 75% reduction in sample size. Table 5 shows that using 32 training pixels per unit greatly affects the quality of hyperspectral data calibration, with a total accuracy down to 60.7% for the mixed approach and 56.9% for the spectral classifier. IK-based classification is much more robust with respect to data sparsity, producing a reasonable total accuracy of 86.8% when only 128 training data are available.
The lack of benefit of using hyperspectral information here can be explained by the high spatial continuity of classes and the dense network of ground observations. The high continuity of the field classification might however be spurious and reflect the tendency of field teams to lump many small-scale areas into a single uniform polygon to save time and map more areas. In practice, a given unit (e.g., a riffle) would have small areas that are more like a glide, others that are more like an eddy drop zone. The ''speckled'' patterns displayed by the spectral classification on Fig. 2 , where individual pixels appear in the middle of units, might then be real but these speckles are categorized as misclassifications because of the mapping of units as homogeneous classes. Also, indicator kriging has likely been favored by the fact that transition zones between units, which exhibit short-scale variability and would benefit the most from spectral information, have been removed from the validation data set (Marcus, this issue) . Another limitation of the validation set is that it concerns a short reach that has been very densely sampled. In practice, these data would be used to calibrate a classification of the remaining watershed where the lack of ground data would handicap the application of indicator kriging, since it relies on nearby field observations to estimate the probability of occurrence of various classes.
Conclusions
Indicator geostatistics provides tools for modeling the spatial distribution of categorical variables and estimating probabilities of occurrence of classes based on surrounding observations. These probabilities can be fed directly into a maximum likelihood classification, or be first updated using spatially exhaustive hyperspectral data. This paper presents a straightforward procedure to combine kriging-based probabilities with probabilities derived from calibration of hyperspectral information. Accounting for pixel locations greatly improves the accuracy of stratification of the stream into morphologic units. Surprisingly, best results are obtained when only ground truth data are accounted for; that is, when hyperspectral information is ignored. Outstanding performances of indicator kriging for this data set can, to some extent, be explained by: (i) the unusually dense network of ground observations, (ii) the removal of transition zones that typically display short-scale variability and would benefit the most from spectral information, and (iii) the high spatial continuity of the field classification which might be spurious. This should be further investigated by applying the different procedures to other data sets that display various patterns of spatial continuity and other sampling schemes. The potential benefit of more sophisticated geostatistical algorithms, such as soft cokriging, for merging both spatial and spectral-based probabilities should also be examined.
