We present a general method for analytically factorizing the n-fold form factor integrals f N,N (t). New quadratic recursion and quartic identities are obtained for the form factors for n = 2, 3. For n = 2, 3, 4 explicit results are given for the form factors. These factorizations are proved for all N for n = 2, 3. These results yield the emergence of palindromic polynomials canonically associated with elliptic curves. As a consequence, understanding the form factors amounts to describing and understanding an infinite set of palindromic polynomials, canonically associated with elliptic curves. From an analytical viewpoint the relation of these palindromic polynomials with hypergeometric functions associated with elliptic curves is made very explicitly, and from a differential algebra viewpoint this corresponds to the emergence of direct sums of differential operators homomorphic to symmetric powers of a second order operator associated with elliptic curve. 
Introduction
The form factor expansion of Ising model correlation functions is essential for the study of the long distance behavior and the scaling limit of the model. This study was initiated in 1966 when Wu [1] computed the first term in the expansion of the row correlations both for T > T c , where the result is a one dimensional integral, and for T < T c , where the result is a 2 dimensional integral. By at least 1973 it was recognized [2] that the diagonal correlations and form factors are a specialization of the results for the row correlations. The extension to form factors for correlations in a general position and from the leading term to all terms was first made in 1976 [3] . This leads to the general result that for the two dimensional Ising model with interaction energy E = − j,k {E v σ j,k σ j+1,k + E h σ j,k σ j,k+1 }, with σ j,k = ±1, the form factor expansion for T < T c is
where t = (sinh 2E v /k B T sinh 2E h /k B T ) −2 , and for T > T c
where t = (sinh 2E v /k B T sinh 2E h /k B T ) 2 , and where f (n) M,N are n-fold integrals. The form factor expansions (1) and (2) are of great importance for the study of the magnetic susceptibility of the Ising model
where M = (1 − t) 1/8 for T < T c and equals zero for T > T c is the spontaneous magnetization. The study of this susceptibility has been the outstanding problem in the field for almost 60 years. The susceptibility is expressed in terms of the form factor expansion as
where
with m = 2n, for T < T c , and m = 2n + 1, for T > T c . In the last twelve years a large number of remarkable properties have been obtained for both χ (n) (T ) [4] - [13] and the specialization to the diagonal [14] χ 
These remarkable properties of χ (n) and χ For 40 years after the first computations of Wu, the form factor integrals for n ≥ 2 appeared to be intractable in the sense that they could not be expressed in terms of previously known special functions. However, in 2007 this intractability was shown to be false when Boukraa et al [15] discovered by means of differential algebra computations on Maple, using the form for the form factors proven in [16] , many examples for n as large as nine that the form factors in the isotropic case E h = E v can be written as sums of products of the complete elliptic integrals K(t 1/2 ) and E(t 1/2 ) with polynomial coefficients, where for the diagonal case (M = N) we may allow E v E h . These computer derived examples lead to the obvious
Conjecture 1
All n-fold form factor integrals for Ising correlations may be expressed in terms of sums of products of one dimensional integrals with polynomial coefficients.
The first discovery that the n-fold multiple integrals which arise in the study of integrable models can be decomposed into sums of products of one dimensional integrals (or sums) was made for the correlation functions of the XXZ spin chain 
These correlations were expressed as multiple integrals for the massive regime (∆ < −1) in 1992 [17] and in the massless regime (−1 ≤ ∆ ≤ 1) in 1996 [18] . In 2001 Boos and Korepin [19] discovered that for the case ∆ = −1, the special correlation function (called the emptiness probability)
If correct this conjecture must rest upon a very deep and universal property of integrable models.
In [15] the form factors were reduced to sums of products of the complete elliptic integrals K(t 1/2 ) and E(t 1/2 ). However, the results become much more simple and elegant when expressed in terms of the hypergeometric functions F N and F N+1 where
appears in the form factor for n = 1
and (a) 0 = 1 and for n ≥ 1 (a) n = a(a + 1) · · · (a + n − 1) is Pochhammer's symbol. Note that
0,0 (t). The expressions for f (n) N,N (t) in terms of F N and F N+1 are obtained from [15] , rewritten by use of the contiguous relations for hypergeometric functions, and we give some of these expressions in Appendix A. In all cases studied the form factors have the form 
where f 
with C (n) m (N; t) ∼ t m as t ∼ 0. These polynomials are different from the corresponding polynomials in the K, E basis in that they have the palindromic property 
We conjecture that these results are true generally. In this paper we begin the analytic proof of Conjecture 1 and the derivation and generalization of the results of [15] for the diagonal correlation M = N by studying the three lowest order integrals f (n) N,N (t) for n = 2, 3, 4. The results are summarized in Sec. 2. In Sec. 3 we derive the results for f (2) N,N (t). We proceed by first differentiating the integral f (2) N,N (t) with respect to t, which removes the term proportional to f (0) N,N (t) from the general form (12) . The resulting two dimensional integral is then seen to factorize into a sum of products of one dimensional integrals. This factorized result is then compared with the derivative of (12) to give three coupled first order inhomogeneous equations for the three polynomials C (2) m (N; t). These equations are decoupled to give inhomogeneous equations of degree three which are explicitly solved to find the unique polynomial solutions C (2) m (N; t). In Sec. 4 we extend this method to f (3) N,N (t). The first step is to apply to f (3) N,N (t) the second order operator which annihilates f (1) N,N (t). However, in this case we have not found the mechanism which factorizes the resulting three dimensional integral. Instead we use the property discovered in [15] that the resulting integral satisfies a fourth order homogeneous equation which is homomorphic to the symmetric cube of a second order operator and thus a factorized form is obtained. This form is then compared with the form obtained by applying the second order operator to the form (13) , and from this comparison we obtain 4 coupled inhomogeneous equations for the 4 polynomials C (3) m (t). These equations are then decoupled to give inhomogeneous equations of degree 5 for C (3) 3 (N; t) and of degree 8 for the three remaining polynomials. We then solve these equations under the assumption that a polynomial solution exists.
The results for f
N,N (t) with n = 1, 2, 3 have a great deal of structure which can be generalized to arbitrary arbitrary n. Of particular interest is the fact that f N,N (t)/t N/2 vanishes as t n(N+n+1) at t → 0 while each individual term in the expansions (12) and (13) vanishes with a power (which may be zero) which is independent of N. This cancellation for f (2) N,N (t) and f (3) N,N (t) is demonstrated in Sec. 5 and gives an interpretation of several features of the results obtained in Secs. 3 and 4. It also provides an alternative form (138) for f (3) N,N (t) compared to the form (13) . In Sec. 6, in a differential algebra viewpoint, the canonical link between the 20-th order ODEs associated with the C (4) m (N; t) of f (4) N,N (t) and the theory of elliptic curves is made very explicit with the emergence of direct sums of differential operators homomorphic to symmetric powers of a second order operator associated with elliptic curves, and in an analytical viewpoint, is made very explicit with exact expressions (given in Appendix G), for the polynomials C (4)) m (N; t) , valid for any N. We conclude in Sec. 7 with a discussion of possible generalizations of our results.
Summary of formalism and results
The form factor integrals for the diagonal correlations are [15, 16] 
and for
When t = 0 the integrals in (17) and (18) reduce to a special case of the Selberg integral [26, 27] 
and
In particular
General Formalism
For the special case f (2) N,N (t) we will analytically derive the form (12) without making any assumptions. However, for the general case we will proceed by assuming the forms (12) and (13) as an ansatz and with this as a conjecture, we will derive inhomogeneous Fuchsian equations for the polynomials C
where Ω (n) m (N; t) is a linear differential operator and I (n) m (N; t) a polynomial. In all cases which have been studied, the operator Ω (n) m (N; t), corresponding to the lhs of (23) , has a direct sum decomposition where each term in the direct sum is homomorphic to a either a symmetric power or a symmetric product for different values of N, of the second order operator
is equivalent to the operator L 2 (N; t) which annihilates f (1) N,N (t) [15] , as can be seen in the operator isomorphism
The solutions of O 2 (N; t) are expressed in terms of hypergeometric functions by noting that
which for |t| < 1 ‡ has the two fundamental solutions [28, p. 283 ]
Using (26) we have the two solutions of O 2 (N)
and:
The solution u 1 (N; t) in (28) is regular at t = 0 and has the expansion
Since we will in this paper work with positive integer values of N, it is better to introduce as the second solution
When N is not an integer the hypergeometric function (32) can be written as the following linear combination of the two previous solutions (28) and (29) Γ(−N)
The hypergeometric function (32) is not analytic at t = 0 but, instead, has a logarithmic singularity. ‡ For |t| > 1, we write z = 1/t and the identical procedure is found to interchange a with a ′ and b with b ′ . Thus the two fundamental solutions valid near t = ∞ areũ 1 
The identification of the hypergeometric functions of (28) and (29) with these two solutions is a consequence of the palindromic property of the operator O 2 (N; t). However, we note thatũ j (N; z) is not the analytic continuation of u j (N; t).
From [29, (2) on p.74 and (7) on p.75] we may choose to normalize the analytical part of the second solution to t as t → 0. Denoting such a solution u 2 (N; t), it reads
with a 0 (N) = 1 and for n ≥ 1
, where
are the partial sums of the harmonic series. The series expansion (34) corresponds to the maximal unipotent monodromy structure of O 2 (N; t) which amounts to writing the second solution as:
where w 2 (N; t) = t + · · · is analytical at t = 0. This function w 2 (N; t) is the solution analytic at t = 0, different from u 1 (N; t), of an order-four operator which factorizes as the productÕ 2 (N; t) · O 2 (N; t), whereÕ 2 (N; t) and O 2 (N; t) are two order-two homomorphic operatorsÕ
where one of the two order-one intertwinners I 1 and J 1 is quite simple, namely
Finally, we note the relation which follows from the Wronskian of O 2 (N; t),
with
Explicit results for f
For f (2) N,N (t) the parameter K (2) 0 and the polynomials C (2) m (N; t) of the form (12) are explicitly computed in Section 3 as K
Using the notation that
[ f ] n = = the coefficient of t n in the expansion of f at t = 0
we have for 0
and c
and where for 0
where a n (N) is given by (35). We note that the sum (46) for c (2) 2,N−1 may be written by use of the second form of a n (N) in (35) in the alternative form
where H N (z) is given by (36). We also derive the recursion relation for
For f (3) N,N (t) the parameter K
0 and the polynomials C (3) m (N; t) of the form (13) are explicitly computed in Section 4 as
where we make the definition C (2) 3 (N, t) = 0 and
The coefficients c (3) m;n (N)'s are given by a simple quartic expression of the a n 's and b n 's. For 0 ≤ n ≤ N − 1 they read
2;n (N) = c
and for 0
with the middle term of C
where a n (N) and b n (N) are given by (35) and (31).
The derivation of the results for f
We begin our derivation of the results for f (2) N,N of Sec. 2.2 by integrating (17) (with 2n = 2) by parts using
to find
The first term in (63) is separated into two parts as
and in this second term we interchange x ↔ y. Then, recombining these two terms, we see that the factor 1 − txy cancels between the numerator and denominator in (64). Thus the first term in (63) factorizes and we find
From (17) we find for N ≥ 1 that the integral in the second term of (65) is f
N+1,N+1 (t) and thus we have
From (66) we obtain the recursion relation
and thus for N ≥ 1
To proceed further we return to (65) which we write in terms of
The integral in (69) does not have a manifest factorization. However, if we compute d f (2) N,N (t)/dt in the contour integral form of (17), and note that d dt
the resulting integral does factorize and, introducing G N , some well-suited linear combination of F N and F N+1 ,
we find
It remains to integrate (72). However, in general, integrals of products of two hypergeometric functions with respect to the argument will not have the form of the product of two hypergeometric functions. We will thus proceed in the opposite direction by differentiating (12) for 2n = 2 with respect to t and equating the result to (72) to obtain differential equations for the C (2) m (N; t) which we will then solve to obtain the final results (42)- (44).
From a straightforward use of the contiguous relations of hypergeometric functions [29] , we introduce the following well-suited linear combination of F N and F N+1
The derivative of (12) with 2n = 2 may be written in the quadratic form §
with 
m on N and t is suppressed here and below (see (78)).
The derivative of f (2) N,N (t) in (72) by use of contiguous relations [29] is expressed in terms of
where, (2) m (N; t) To obtain the C (2) m (N; t) we equate (74) with (78) and find the following first order system of equations for C (2) m (N; t)
Linear differential equations for C
From this first order coupled system we obtain third order uncoupled equations for the C (2) m (N; t)
From (83)- (85) it follows that C (2) m (N; t) and t 2N+m+1 · C (2) m (N; 1/t) satisfy the same equation and thus, if C (2) m (N; t) are polynomials they will satisfy the palindromic property (15) . From (83) and (85) it follows that the polynomials C (2) 0 (N; t) and C (2) 2 (N; t) satisfy
We therefore may restrict our considerations to C (2) 1 (N; t) and C (2) 2 (N; t). We will obtain the polynomial solutions for the differential equations (83)-(85) by demonstrating that the homogeneous parts of the equations are homomorphic to symmetric products or symmetric powers of the second order operator O 2 (N). (2) 
Polynomial solution for C

(N; t)
Denote Ω (2) 2 (N, t) the order-three linear differential operator acting on C (2) 2 (N, t) on the left hand side of (85). Then it is easy to discover that the operator Ω (2) 2 (N, t) is exactly the symmetric square of the second-order operator O 2 (N; t)
which has the three linearly independent solutions
where the functions u j (N; t) for j = 1, 2 are defined by (30)-(36). The indicial exponents of (85) at t = 0 are
which are the exponents respectively of the three solutions (88). Therefore, because the inhomogeneous term in (85) starts at t N+1 the coefficients c
2,n in (43) for 0 ≤ n ≤ N − 1 will be proportional to the first N coefficients in the expansion of u Equation (85) is invariant under the substitution
which maps one solution into another. Therefore if it is known that the solution C However, the invariance (90) is by itself is not sufficient to guarantee the existence of a polynomial solution with the palindromic property (15) . To demonstrate that there is a polynomial solution we examine the recursion relation which follows from (85)
2;n−1 (N)
where c
2;n (N) = 0 for n ≤ −1 and we may set c
2;0 = 1 by convention . By sending n → 2N − n + 1 in (92) we see that c To prove that the solution C
2 (N; t) is indeed a polynomial we examine the recursion relation (92) for n = N. If there were no inhomogeneous term then, because of the factor N − n in front of c (2) 2;n , the recursion relation (92) for n = N would give a constraint on c is not analytic at t = 0 but instead has a term t N+2 ln t. However, when there is a nonzero inhomogeneous term at order t N+2 the recursion equation (92) is satisfied with a nonzero A
2 . The remaining coefficients c (2) 2,n for N ≤ 2N − 1 are determined by the palindromy constraint (91).
For C (2) 2 (N; t) to be a polynomial we must have c
2;n (N) = 0 for n ≥ 2N. From the recursion relation (92) we see that because of the coefficient 2N − n in front of c (2) 2;n (N) the coefficient c 
and if we choose c
2;2N (N) = 0 we obtain c
2;2N+1 (N) = 0 also. Therefore because (92) is a three term relation, it follows that c (2) 2;n (N) = 0 for n ≥ 2N as required for a polynomial solution. It remains to explicitly evaluate the normalization constant A (2) 2 which satisfies (92) with n = N. A more efficient derivation is obtained if we return to the original inhomogeneous equation (85). Then we note that if we include the term with n = 0 in the second terms on the right-hand side of (34) in the computation of the term of order t N+2 in the left hand side of (85) we must get zero because u 2 2 is a solution of the homogeneous part of (85). Therefore when we use the extra term in u
in the lhs of (85), and keep the terms which do not involve ln t, we find
Thus, using (95) we evaluate (92) with n = N as
and thus A
Polynomial solution for C
(N; t)
The computation of C
1 (N; t) has features which are characteristic of C (n) m (N; t) which are not seen in C (2) 2 (N; t). Similarly to what has been done in the previous subsection we introduce Ω (2) 1 (N; t), the order-three linear differential operator acting on C (2) 1 (N; t) in the lhs of (84). The indicial exponents at t = 0 of the operator Ω 
This order-three operator Ω
1 (N; t) is found to be related to the symmetric product of O 2 (N) and O 2 (N + 1) by the direct sum decomposition
The three linearly independent solutions of Ω
1 (N; t) are to be found in the set of four functions
where from the definitions of u 1 (N; t) in (30) and u 2 (N; t) in (34) the behaviors of these four solutions as t → 0 are t 2N+2 , t N+2 , t N+1 , t respectively. Following the argument given above for C (2) 2 (N; t) we conclude that because the inhomogeneous term in (83) is of order t N+1 that the terms up through order t N must be proportional to the solution of the homogeneous equation
which begins at order t. This observation determines the form (43) and the coefficients (47) c
1;n (N) for 0 ≤ n ≤ N −1. The normalizing constant A
1 and the remaining coefficient c (2) 1;N (N) (48) are then obtained from the inhomogeneous equation (83). Finally, to prove that C (2) 1 (N; t) is actually a palindromic polynomial the recursion relation for the coefficients c (2) 1;n (N) must be used. Details of these computations are given in Appendix B.
The constant K (2) 0
Finally, we need to evaluate the constant of integration K (2) 0 in (12) . This is easily done by noting that from the original integral expression (17) that f (2) N,N (0) = 0 for all N. From (43)-(44) we see that
1 (N; 0) = C
2 (N; 0) = 0,
and using this in (12) we obtain K (2) 0 = N/2 as desired.
The derivation of the results for f
The form factor f (3) N,N (t) is defined by the integral (18) with 2n + 1 = 3, and if we are to follow the method of evaluation developed for f (2) N,N (t), we need to demonstrate analytically that there is an operator which, when acting on the integral, will split it into three factors. Unfortunately we have not analytically obtained such a result.
However, we are able to proceed by using the methods of differential algebra and from [15] it is known computationally for integer N that f
and L 2 (N) annihilates f (1) N,N (t), and where,
Furthermore the operator L 4 (N) is homomorphic to the symmetric cube of L 2 (N) by the following relation,
where,
We therefore conclude that since f (3) N,N (t) is regular at t = 0 and the solution of L 2 (N) which is regular at t = 0 is F N , that
where B 0 is a normalizing constant which is determined from the behavior at t = 0. From the integral (18) we find
and from the expansion of F N we have
and thus
Operating Q(N) on t 3N/2 F 3 N , one can write the result in the basis F N andF N . Similarly, one can operate on the form f (3) N,N in (13) with L 2 (N) and write the result in the same basis F N andF N . Then, matching powers of the hypergeometric functions on both sides of the relation (108) will yield four coupled inhomogeneous ODEs to be solved. The four coupled ODEs are given in Appendix C.
For C (3) m (N; t) with m = 0, 1, 2, the reduction of the four coupled second order equations leads to inhomogeneous 8-th order uncoupled ODEs for each C (3) m (N; t) separately, of the form
where the I m (t) are antipalinromic and P m,n (t) are polynomials. In particular
where P 0 (t) and P 2 (t) are order six and P 1 (t) is order eight. However, for C
3 (N; t) a step-by-step elimination process in the coupled system terminates in a fifth order equation instead. We derive and present this 5th order equation in Appendix D, but the eighth order equations given by Maple are too long to present. (3) 
Polynomial solution for C
(N; t)
The homogeneous operator on the LHS of the ODE (D.1) for C (3) 3 (N, t) is found on Maple to be isomorphic to Sym 4 (O 2 (N)) · t (N+1) , the symmetric fourth power of O 2 (N) multiplied by t (N+1) . Therefore all five solutions of the homogeneous equation are given as t −(N+1) times products of the solutions u 1 (N; t) and u 2 (N; t). The fifth order ODE has at t = 0 the indicial exponents − N + 3, 3, N + 3, 2N + 3, 3N + 3.
Therefore because the polynomial solution must by definition be regular at t = 0 the first N + 1 terms (from t 3 through t N+3 ) in the solution
which vanishes as t 3 , will solve the inhomogeneous equation (D.1), so that
where for 0
The lowest order inhomogeneous term is t N+3 which is the next indicial exponent in (115) and therefore the normalizing constant A (3) 3 is found from the first logarithmic term in the solution of the homogeneous equation by exactly the same argument used for C (2) 
(N; t). Thus we find
The remaining demonstration that C
3 (N; t) is a palindromic polynomial follows from the recursion relation for the coefficients, as was done for C (2) 2 (N; t), with the exception that because the inhomogeneous term in (D.1) is proportional to t N+1 (t 2 − 1) instead of t N+1 (t − 1), there is an identity which must be verified. Details are given in Appendix D. (3) 2 (N; t) and C (3) 
Polynomial solutions for C
(N; t).
A new feature appears in the computation of C (3) 2 (N; t) and C (3) 
The indicial exponents at t = 0 of the 8-th order operator Ω 
and for Ω
0 (N; t) are
and from these exponents it might be expected that the solution of Ω
2 (N; t) (Ω (3) 0 (N; t)) which is of order t 2 (t 0 ) could have a logarithmic term t 3 ln t (t ln t) which would preclude the existence of a polynomial solution of the corresponding inhomogeneous equation. However, this does, in fact, not happen because there is a decomposition of the 8-th order operators into a direct sum of the third order operators Ω (2) 2 (N; t) (Ω (2) 0 (N; t)) with exponents 2, N + 2, 2N + 2 (0, N + 1, 2N + 2) and new fifth order operators M (3) m (N; t)
with exponents −N+2, 2, N+2, 2N+2, 3N+2 for M
2 (N; t) and −N, 0, N+1, 2N+2, 3N+3) for M (3) 0 (N; t). Furthermore M (3) 2 (N; t) is homomorphic to the symmetric fourth power of O 2 (N) and M (3) 0 (N; t) is homomorphic to the symmetric fourth power of O 2 (N + 1) (see Appendix E for details). The inhomogeneous equation is solved in terms of a linear combination of the solutions of the third order and fifth order homogeneous equations.
However, a simpler form of the answer results if we notice the isomorphisms
The desired solutions for Ω
2 (N; t) are constructed from the two solutions which have the exponents 2 and 3,
which by use of the Wronskian condition (40) may be rewritten as a linear combination of two solutions each with the exponent of 2 as
and similarly for C 
This procedure determines the constants c
2;n for 0 ≤ n ≤ N − 1 and and c
0;n for 0 ≤ n ≤ N, with palindromy determining the remaining c in (53) are found by using (53) with (56) in the inhomogeneous equation for C (3) 2 (N; t) and matching the first two terms in the inhomogeneous terms of orders t N+2 and t N+3 (which are the same orders as the corresponding indicial exponents (120)). This generalizes the determination of A (3) 
Polynomial solution for C
(N; t)
The computation of C 
and, as in the case of Ω (3) 0 (N; t) and Ω
2 (N; t) has a decomposition into a direct sum of Ω (2) 1 (N; t) and a fifth order operator. However, simpler results are obtained by observing that Ω (3) 1 (N; t) is homomorphic to the symmetric product
which satisfies a 9-th order ODE with indicial exponents at t = 0
The solutions with exponents of 1 and 2 are respectively
and again, recalling the Wronskian relation (40), we may construct the polynomial C
1 (N; t), similar to the construction of C (3) 2 (N; t), from the linear combination
which determines the coefficients c 
1; N is computed by using the previously determined results for C (3) 2 (N; t) and C 
Determination of K (3) 0
It remains to determine the constant K (3) 0 (52), which is easily done by setting t = 0 in (13) to obtain 0 = K
and using (44) and (54). (2) N,N (t) and f
The Wronskian cancellation for f
The polynomials C (n) m (N; t) are of order t m as t → 0. However, from (21) and (22) we see that f (2) N,N (t) vanishes as t N+1 and f (3) N,N (t) vanishes as t N+2 . Therefore for t → 0, a great deal of cancellation must occur in (12) and (13) . This cancellation is an important feature of the structure of the results of sec. 2.2 and 2.3.
To prove the cancellations we note that the n-th power of the Wronskian relation (40) is
or alternatively,
Thus, by defining N = to mean equality up though and including terms of order t N we see immediately from the form (12) with (42) for K (2) 0 and (46), (47) and (49) for the c (2) m,n with 0 ≤ n ≤ N that the terms though order t N in f (2) N.N (t) are
which vanishes by use of (135). This derivation has made no use of c (2) 1;N . This term contributes only to order t N+1 and may be determined from the normalization amplitude (21) . This provides an alternative to the derivation of (48) of Appendix B.
To prove the cancellation for f (3) N,N (t) we note that because of the term C (2) m (N; t) in C (3) m (N; t) for m = 0, 1, 2 in (53) we may use the expression (12) and (42)- (49) for f (2) N,N (t) in the form
Thus from (13), (10) and (137) we obtain an alternative form for f
We have already demonstrated by use of (136) that f (2) N,N (t) vanishes though order t N . Therefore using the expressions (55)-(58) for c (3) m;n which are all valid through (at least) order t N and the definition (10) of f (1) N,N (t) we find
which vanishes by use of the Wronskian relation (135) with n = 3. We have thus demonstrated that f (3) N,N (t)/t N/2 vanishes to order t N as t → 0. However we see, from the original integral (18) , that in fact f (3) N,N (t)/t N/2 is of order t N+2 . Therefore the coefficient of t N+1 must also vanish. This is not proven by (140). However the coefficient c
has not been used in the derivation of (140) and the choice of c (3) 1,N to make the coefficient of t N+1 vanish provides an alternative derivation of (59). In principle the methods of differential algebra of the previous sections can be extended to form factors f m (N; t) and since from [15] we find that for
Factorization for f
where L k is a linear differential operator of order k, the polynomials C (2n) m (N; t) will satisfy a system of 2n + 1 coupled differential equations where the maximum derivative order is n 2 . These equations can be decoupled into 2n + 1 Fuchsian ODEs which generically have order n 2 (2n + 1). Similarly for f
and thus the 2n + 2 polynomials C (2n+1) m (N; t) satisfy inhomogeneous coupled equations of maximum differential order n(n + 1) which for N ≥ 1 are generically decoupled into Fuchsian equations of order 2n(n + 1) 2 . We have obtained for f (4) N,N (t) the 20-th order ODEs for C (4) m (N; t) in the cases N = 1, · · · , 10 and will illustrate the new features which arise by considering the case m = 4.
We find by use of Maple that (at least for low values of N) the operator Ω
4 (N; t) has a direct sum decomposition
where the intertwinners J Direct sum decompositions † have been obtained for Ω (2) m (N; t), Ω
m (N; t) and Ω (4) m (N; t) and we conjecture that this occurs generically for all Ω (n) m (N; t). Taking into account the homomorphism of O 2 (N; t) and O 2 (N + 1; t), and recalling, for instance, subsections 4.2) and 4.3, it may be easier to write direct sum decomposition formulae in terms of sum of symmetric products of O 2 (N; t) and O 2 (N +1; t). In order to extend these results, beyond these few special cases of Ω (4) m (N; t), a deeper and systematic study of the homomorphisms is still required. From an analytical viewpoint, a complication which needs to be understood is how to use the solutions of the homogeneous operators Ω (n) m (N; t) to obtain the polynomial solution of the inhomogeneous equations. The first difficulty here is that for C (4) m (N; t) the inhomogeneous terms are large polynomials, of order 100 and higher. Moreover, the orders of palindromy point of the C 
k;n (N; t) have their first logarithmic singularity. Consequently linear combinations of solutions must be made which cancel these logarithmic singularities at t N+4 to give sets of solutions to Ω (4) of the operators M (4) k;n (N; t) is significantly more complex than was the case for C (3) m (N; t). Exact results for the C (4) j 's, based on the Wronskian cancellation method of Sec. 5, and valid for any value of N are displayed in Appendix G. These are exact results for the palindromic polynomials in terms of F N and u 2 (N), namely two hypergeometric functions associated with elliptic curves. Thus, these analytical results can also be seen as an illustration of the canonical link between our palindromic polynomials and the theory of elliptic curves. They confirm the deep relation we find, algebraically and analytically, on these structures with the theory of elliptic curves. In a forthcoming publication we will show that the relation is in fact, more specifically, a close relation with modular forms.
Conclusions
In this paper we have proven the factorization, for all N, of the diagonal form factor f (n) N,N (t) for n = 2, 3 previously seen in [15] for N ≤ 4 and provided a conjecture for n = 4. Besides new results like the quadratic recursion (51), or non trivial quartic identities (like (55)- (58)), one of the main result of the paper is the fact that, introducing the selected hypergeometric functions F N , which are also elliptic functions, and are simply related to the (simplest) form factor f (1) N,N , the form factors actually become polynomials of these F N 's with palindromic polynomial coefficients. The complexity of the form factors, is, thus, reduced to some encoding in terms of palindromic polynomials. As a consequence, understanding the form factors amounts to describing and understanding an infinite set of palindromic polynomials, canonically associated with elliptic curves.
We also observe that all of these palindromic polynomials are built from the solutions of the operator O 2 (N), and, therefore, are all properties of the basic elliptic curve which underlies all computations of the Ising model. There is a deep structure here which needs to be greatly developed. The differential algebra approach of the linear differential operators associated with these palindromic polynomials is found to be a surprisingly rich structure canonically associated with elliptic curves. In a forthcoming publication, we will show that such rich structures are closely related to modular forms.
Analytically, the conjecture and the Wronskian method of logarithm cancellation can be extended to large values of n, but the method of proof by differential equations becomes prohibitively cumbersome for n ≥ 4. This is very similar to the situation which occurred for the factorization of correlations in the XXZ model where the factorizations of [19] - [25] done for small values of the separation of the spins by means of explicit computations on integrals was proven for all separations in [30] by means of the qKZ equation satisfied by the correlations and not by the explicit integrals which are the solution of this equation. This suggests that our palindromic polynomials may profitably be considered as a specialization of polynomials of n variables. Moreover, if the two conjectures presented in the introduction are indeed correct, then such kind of structures could also have relevance to the 8 vertex model and to the higher genus curves which arise in the chiral Potts model. Consequently the computations presented here could be a special case of a much larger modularity phenomenon. This could presumably generalize the relations which the Ising model has with modular forms and Calabi-Yau structures [31] . 
(N; t)
We here give explicitly the calculational details for C (2) 1 (N; t). Using the form (43) in the inhomogeneous equation (83) we find the recursion relation for the coefficients c
where by definition c (2) 1;n = 0 for n ≤ −1. This recursion relation has four terms instead of the three terms in the corresponding relation (92) for c (2) 2;n . We note that, if we send n → 2N −n+3 in (B.1), we see that c (2) 1;n and c (2) 2N−n satisfy the same equation. Since the coefficient of c (2) 1;n vanishes for n = 0, the term c (2) 1;0 is not determined from (B.1) and by convention we set c (2) 1;0 = 1 Following the procedure used for C (2) 2 (N; t) we note that equation (84) will be satisfied to order t N if we choose the c
1;n for 0 ≤ n ≤ N − 1 to be the corresponding coefficients in t −1 · u 2 (N; t) · u 2 (N + 1; t) and hence (47) follows.
The inhomogeneous recursion relations for n = N, N + 1 are 1 can be evaluated from (B.2) and the sum on the LHS of (B.2) is evaluated the same way the corresponding sum was for C (2) 2 (N; t), by comparing with the full solution t −1 u 2 (N; t) u 2 (N + 1; t) of the homogeneous equation. Thus we find
and, hence, we find from (B.2) A
It remains to compute c (2) 1;N from (B.3). We obtain the palindromic solution by requiring that c (2) 1,N+1 = c (2) 1;N−1 and thus (B.3) reduces to
An equivalent and more efficient method for evaluating c (2) 1;N , which avoids the need to evaluate the sums on the LHS of (B.7), is to directly evaluate C (2) 1 (N; t) in terms of C and, by explicitly evaluating the sum in (B.8), we obtain the result (48). Finally, the c
1; n for N + 1 ≤ n ≤ 2N are determined from the palindromy of (B.1).
Appendix C. Coupled differential equations for
The four coupled differential equations for C (3) m (N; t) are
3 (t)
1 (t)
2 (t)
2 (t) + 48
3 (t) 
(N; t)
The ODE for C (3) 3 (N; t) can be found by carefully using the four coupled ODEs (C.1)-(C.4). First use (C.3) to solve for C (3) 1 (N; t) and then use this is in Equation (C.4) in order to solve for C (3) 0 (N; t). Next, use both C (3) 0 (N; t) and C (3) 1 (n; t) in (C.1) and (C.2) to produce ODEs of orders four in C (3) 2 (N, t) and five in C (3) 3 (N; t) in (C.1) and orders three in C (3) 2 (N; t) and four in C (3) 3 (N; t) in (C.2).
In the new (C.1), the fourth derivative of C
2 (N; t) can be solved in terms of the other derivatives, and likewise in the new (C.2), the third derivative of C (3) 2 (N; t) can be solved in terms of the other derivatives. Taking the derivative of the expression for the third derivative of C (3) 2 (N; t) and equating it to the expression for the fourth derivative of C (3) 2 (N; t) we find an alternate expression for the third derivative of C (3) 2 (N; t). Finally, equating the two expressions for the third derivative of C (3) 2 (N; t), a full cancellation of all of the derivatives of C We note by sending n → 2N − n + 2 that c
3;n and c
3;2N−2−n satisfy the same equation.
For n = 0 (D.2) is identically zero for any c
3;0 which we set equal to unity by convention. For 0 ≤ n ≤ N −1 the rhs of (D.2) vanishes and hence the c For n = N the coefficient of c (3) 3;N vanishes, and thus if there were no inhomogeneous term, the coefficients c with n = N + 1 and n = N. Finally, the c
3;n for N ≤ n ≤ 2N − 2 are determined from the palindromy of (D.2). (3) 0 (N; t) and C (3) 
Appendix E. Homomorphisms for C
(N; t)
The fifth order operator M (3) 0 (N; t) in the direct sum decomposition (122) of Ω where the intertwinners J (3) 0 (N; t) and G (3) 0 (N; t) are: where the intertwinners J
2 (N; t) and G (3) 2 (N; t) are J Note that while these C (4) m guarantee that all terms will vanish up to and including 2N + 3, it is not obvious that the expansion at order 2N + 4 will match the expansion of f (4) N , even though it is the case.
