For iteration sequences otherwise converging linearly, the proposed one-point extrapolation method attains a convergence rate and efficiency of 1.618. This is accomplished by retaining an estimate of the linear coefficient from the previous step and using the estimate to extrapolate.
1. Introduction. We are concerned with extrapolation methods for improving the convergence rate of a sequence x0, x,,. .. -► a exhibiting only linear convergence. Presume that the sequence is generated by a one-point iteration function <p from an initial point x0:
(1.1)
x"+i = <Kxn), n = 0,1,2,.... The 'ô-process', developed by Aitken [1] and applied to <j> by Steffensen [7] (see [3, pp. 135-139] or [6, Appendix E]), is one such extrapolation method. It may be derived by applying a single step of the secant method, o-« *""-*.♦, -^-'^^¡Ly to the function g = x -(¡>, remembering that 0(xo) = xt and 0(x,) = x2. The resulting extrapolation, used after every two linear-error substeps, is (1.4) x" = 2xj + x2
where here, and henceforth in this section, we suppress n in the subscripts. Now use (1.2) and (1.4) to get the error equation
for the error e~2 = x2 -a. Extrapolated iterate x2 becomes a new x0 for two more linear-error substeps and another extrapolation, and so forth. Thus, the procedure has convergence of order two; its efficiency in the sense of Traub [8, p. 263 ] is \J2, because two function evaluations are required for each step. The 52-process is a twopoint method without memory [8, p. 8] .
Another extrapolation method for a linearly converging sequence is described in [5] . It is a fourth-order scheme requiring just three evaluations of 0 per step, and so enjoys an improved efficiency of 41'3 = 1.587 versus 1.414 for Aitken-Steffensen extrapolation. The method may be described as follows:
Linear-error substeps (i) and (ii), together with extrapolation (iii), constitute one step of the 52-process. A third linear-error substep (iv) (applying 0 to x2) and final extrapolation (v) complete the procedure. Note that both A'j and K* are merely first-order approximations to K but combine as in (1.9) to form the second-order approximation K. It is the second-order accuracy of the approximation K to K in extrapolation (v) that gives the method its fourth-order convergence. The iterate x3 at the end of each step becomes x0 for the next step. For this method the error equation turns out to be
This is a three-point method without memory.
In the next section we develop a one-point extrapolation method with memory.
An estimate of K based on two current and two intermediate points is used to extrapolate after each linear-error step. The result is a method that is more efficient than
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use either of the methods heretofore discussed, and that is incidentally quite straightforward.
2. An Extrapolation Method With Memory. First observe that the extrapolation (v) of (1.6) is possible after just one new function evaluation (iv) only because an estimate £ of K is available from current and previous substeps. We use this idea as the basis of the proposed method: each step consists of a linear-error substep followed by an extrapolation requiring information retained not only from the present step, but also from the preceding one. If we define (ii) of (2.2), using (2.4) and (2.5), as .500000 .62253K-1) .32584K-1)
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Inasmuch as both / and /' in the function 0 must be evaluated each substep for Newton's method, the effective efficiency here for the 52-process is really only 21'4 = 1.189; see Van de Vel [9] . Effective efficiency for the method of [5] is correspondingly 41/6 = 1.260; this matches the efficiency of the nonextrapolation root-finding procedure of Esser; see [2] . For the proposed method of (2.1) and (2.2), the effective efficiency with Newton's method is (1.618)1'2 = 1.272; this efficiency is also that of the procedure outlined in [4] , in which the secant method itself is applied to a function analogous to ///', namely, to a related function having a simple zero at a. .312297(-1)
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. Quadruple-precision results are shown in Table 3 . Again the actual error e = x -a, the function value /, and the error estimate from (2.6) are given, as is K from (2.1). A T denotes an extrapolation step. Corresponding results for the 52-process are also listed. .11553K-7) .427294C-12) .213647 (-12) .987312 (-20) .298545Í-2)
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