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Abstract
The problem of approximating the solution of infinite linear systems finitely expressed by
a sparse coefficient matrix in block Hessenberg form is considered. The convergence of the
solutions of a sequence of truncated problems to the infinite problem solution is investigated.
A family of algorithms, some of which are adaptive, is introduced, based on the application
of the Gauss–Seidel method to a sequence of truncated problems of increasing size ni with
non-increasing tolerance 10−ti . These algorithms do not require special structural properties
of the coefficient matrix and they differ in the way the sequences fnig and ftig are generated.
The testing has been performed on both infinite problems arising from the discretization of
elliptical equations on unbounded domains and stochastic problems arising from queueing
theory. Extensive numerical experiments permit the evaluation of the various strategies and
suggest that the best trade-off between accuracy and computational cost is reached by some
of the adaptive algorithms. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
Solving linear systems
Ax D b (1)
with infinite matrix A and vectors x and b is a frequent task in applied mathematics
[4,8]. Typical examples are those derived from the discretization of partial differen-
tial equations on unbounded domains and those describing the steady-state distribu-
tion of Markov chains. We consider the following two significant examples.
Example 1. Let X be a bounded simply connected open set in Rn, n > 2, with
piecewise-smooth boundary oX, and let XC be the complement of X [ oX in Rn.
Given a linear elliptic operatorL, consider the exterior Dirichlet problem [5,6]
LTuU D f .z/ for z 2 XC;
u.z/ D 0 for z 2 oX;
limjzj ! 1 u.z/ D 0:
Under suitable hypotheses the problem is well-posed and u can be approximated by
considering a sequence of bounded domains Xi D XC \ fz V jzj 6 rig, with Xi 
XiC1 and ri ! 1 for i ! 1. The function ui that satisfies the equation on Xi
and the boundary condition ui.z/ D 0 on oXi exists. For i sufficiently large, ui can
be taken as a good approximation of u. If we discretize the equation on Xi by using
a finite difference or finite element method, ui is approximated by the solution yi of
a linear system Aiyi D bi . The nodes of the discretization can be chosen in such a
way that Ai (resp. bi ) is a leading principal submatrix of AiC1 (resp. subvector of
biC1). Hence, we can see Ai and bi as finite portions of an infinite matrix A and an
infinite vector b as in (1).
Example 2. The steady-state distribution of a Markov chain with transition proba-
bility matrix P is described by the equations
p D Pp; kpk1 D 1; (2)
where P is an infinite columnwise stochastic matrix [9]. Ergodicity and irreducibility
of the Markov process guarantee that problem (2) has a unique solution p > 0. By






D 0; kxk1 bounded; (3)
where the infinite matrix A has diagonal elements equal to 1, off-diagonal non-pos-
itive elements and non-negative columnwise sums. Moreover, b > 0 and c D .cj /,
cj D P1iD1 ai;j > 0. Removing the first equation in (3), we obtain again system (1)
which has infinite solutions. The existence and uniqueness of the solution to problem
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(2) implies that system (1) has a unique solution x > 0 such that kxk1 is bounded and
cTx D kbk1.
The structure of matrix A in both the previous examples depends on the ordering
of the unknowns (nodes or states). We will show test problems of the two types
which, under an ordering of the unknowns, lead to infinite systems with sparse coef-
ficient matrices in block Hessenberg form.
An approximate solution to a problem of this type could be computed by applying
common direct or iterative methods to the truncated system of size S, where S is a
large value depending on the properties of the problem and on the maximum avail-
able memory capacity. A critical point in the application of an iterative method is
the choice of the termination criteria, which should take into account the truncation
error. Our aim is to examine algorithms which do not cut the system at an a priori
fixed dimension. The method we propose is based on the solution of a sequence of
truncated problems of the form
A.n/y.n/ D b.n/; (4)
obtained from (1) by taking the first n equations and n unknowns, with n increasing
until the required tolerance is achieved or the maximum memory capacity is reached.
Each vector y.n/ is approximated by means of the Gauss–Seidel method, with a tol-
erance requirement dependent on n (constant or decreasing with n). As a starting
point for the solution of each system (4), the algorithm uses the approximation to the
solution of the previous truncated problem.
Several strategies to generate the sequence of problems (4) are presented. Numer-
ical evidence indicates that an adaptive choice of the tolerance requirements implies
computational savings. More precisely, we propose solving the truncated problem of
order n with a tolerance requirement depending on information on the behaviour of
the solution acquired during the previous steps.
The method is especially suitable for problems having the following properties:
(a) A solution x D .xi/ exists, with xi > 0 and limi ! 1 xi D 0.
(b) The computation of matrix–vector product can be performed with low require-
ments of time and space.
(c) Matrix A lacks special structure properties, so that direct fast methods cannot be
applied.
(d) Any system (4) can be solved by means of the Gauss–Seidel method.
The hypotheses under which the method is analysed are given in Section 2.
Such hypotheses are satisfied by many systems arising from both differential and
probabilistic problems. In Section 3, the monotonical convergence of the sequence
of vectors y.n/ to solution x is studied. In Section 4, a family of algorithms based on
the idea of approximating the solutions of the truncated systems (4) with increasing
size is introduced. In Section 5, ten algorithms of this family are applied on four
different classes of test problems and the results of the numerical experiments are
presented.
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2. The problem
Consider the infinite system
Ax D b: (5)
Let X be a normed space of infinite sequences, with x 2 X if kxk < 1. The spaces
we consider here are X D l1, where kxk1 D sup jxi j and X D l1, where kxk1 DP jxi j.
We make the following hypotheses on matrix A and vector b:
H1V

ai;j D 1 for j D i;
ai;j 6 0 for j =D i:
Moreover, for any i an index i0 D i0.i/ exists such that ai;j D 0 for any j > i C i0.i/
(that is A has band or block lower Hessenberg form).
H2: A is columnwise diagonally dominant, that is
1X
iD2




jai;j j 6 1 for j > 1:
H3: An infinite increasing sequence figi2N of integers exists such that the leading
principal submatrices of A of order i are sparse and irreducible.
H4: The right-hand side vector b 2 X and satisfies b > 0.
We assume that system (5) has a solution x > 0 in X. We want to find a finite
approximation to x by solving a sequence of truncated systems
A.n/y.n/ D b.n/; (6)
obtained from (5) by taking the first n equations and n unknowns. From the hypothe-
ses made, it follows that any matrix A.n/ is non-singular and that A.n/−1 > In, where
In is the identity matrix of size n [1].
3. Convergence properties of vectors y.n/
In order to study the effectiveness of a method that approximates x by computing a
sequence fy.n/gn2N with increasing n, we define d.n/ D x.n/ − y.n/ the error between
the vector x.n/ of the first n components of x and the solution of the finite system.
Two different types of convergence of d.n/ to zero for n ! 1 will be considered:
(1) weak convergence, that is limn ! 1 .n/i D 0 for any i (assuming n > i),
(2) strong convergence, that is limn ! 1 kd.n/k D 0;
with strong convergence implying weak convergence.
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The following results hold.
Theorem 1. The sequence fy.n/gn2N converges weakly to a solution bx 2 X; withbx > 0; of problem .5/.













A.n/d.n/ D −B.n/x.1−n/: (7)
It is B.n/ 6 O , A.n/−1 > O and x.1−n/ > 0. From (7) it follows that
d.n/ D −A.n/−1B.n/x.1−n/ > 0:
Hence 0 6 y.n/ 6 x.n/: Furthermore, it is






both matrices A.n/ and NA.n/ being M-matrices. It follows that
A.n/


















Then for any i, the sequence fy.n/i gn>i is monotone non-decreasing with n, bounded
by xi , and hence it has a limit. The vectorbx 2 X, defined asbxi D lim
n ! 1 y
.n/
i ; (8)
















bxj − y.n/j  iCi0X
jD1
jaij j:
Since the sum is a constant for any finite i and bxj − y.n/j ! 0 for n ! 1, it isP1
jD1 aijbxj D bi . 
Remark 1. For any non-negative solution x 2 X of problem (5), the solution bx
defined in (8) satisfiesbx 6 x.
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Remark 2. Under hypothesis H4, fy.n/i gn2N is a non-decreasing non-negative se-
quence for any i and no solution of (5) having negative components can ever be
approximated by solving systems (6).
When strong convergence is considered, a distinction between the two spaces l1
and l1 is required. Let bx be the solution of (5) defined in (8). Hereafter we denote
d.n/ Dbx.n/ − y.n/.
Theorem 2. If X D l1; then the sequence fy.n/gn2N converges strongly tobx; that is
lim
n ! 1 kd
.n/k1 D 0:
Proof. It is 0 6 y.n/i 6 bxi , limn ! 1 y.n/i D bxi for any i 6 n, and kbxk1 is bounded.
Hence, the thesis follows from Lebesgue’s dominated convergence theorem [7]. 
Remark 3. Let X D l1. The vector T1;bxTUT is the solution of a stochastic prob-
lem of form (3), where the entries of c are cj D P1iD1 aij . In fact, from (6), sincePn











aij for any n:
Consider now the infinite dimensional vectorsey.n/ defined by ey.n/j D y.n/j for j 6 n












 6 kAk1 bxj 6 2bxj :
Letting n ! 1 and applying Lebesgue’s dominated convergence theorem, since





Since it is known that under the hypotheses made in Section 2 stochastic problems
have a unique solution,bx is the unique solution of (5) when X D l1.
When X D l1, strong convergence cannot be guaranteed without further hypoth-
eses, as shown in the following example.
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Example 3. Let ai;i D 1, ai;j D −1=2 for ji − j j D 1, ai;j D 0 otherwise, b1 D 1
and bi D 0 for i =D 1. Then vector bx with bxi D 2 is the only solution of problem (5)
when X D l1. Vectors y.n/ with y.n/i D 2 − 2i=.n C 1/ are solutions of problems
(6). Clearly, y.n/i converges to bxi for any i when n ! 1, but kd.n/k1 D 2n=.n C 1/
does not converge to 0.
If the solution bx is convergent to 0, then strong convergence takes place also in
X D l1.
Theorem 3. Let X D l1. If limi ! 1 bxi D 0; then the sequence fy.n/gn2N converg-
es strongly tobx; that is
lim
n ! 1 kd
.n/k1 D 0:
Proof. For any  > 0, let { be such that bxi 6  for any i > {. Since d.n/ 6bx.n/ for
any n, it follows that .n/i 6  for any n > i > {. For i D 1; : : : ; {, from (8) it follows
that an n exists such that .n/i 6  for any n > n. 
The algorithms we consider in the following sections can be efficiently applied
when the sequence d.n/ converges strongly to 0. For this reason when X D l1 we
assume that limi ! 1 bxi D 0. When X D l1 this hypothesis is obviously satisfied.
4. A family of algorithms
We propose a family of algorithms which consists of applying the Gauss–Seidel
method to the sequence (6) of truncated problems with increasing size ni and non-
increasing tolerance 10−ti ; i D 0; 1; : : : The choice of the Gauss–Seidel method is
suggested due to the following considerations:
(a) The hypotheses on the matrix A guarantee a monotonic convergence of the
method.
(b) The closer the starting point is to the solution, the lower the number of itera-
tions.
(c) The Gauss–Seidel method is a general purpose method which, like a “black
box”, does not need any detailed information on the structure of the matrix.
On the other hand, Krylov-based methods for non-symmetric systems show an
irregular convergence behaviour and do not enjoy property (b). Therefore, their use
in an enlargement scheme, like the one we are devising, should deserve further in-
vestigation. Moreover, accelerated methods, like SOR, share difficulties in the deter-
mination of good relaxation parameters, which should be tuned at any enlargement
step. Finally, due to a lack of information on further structural properties, the use of
more specialized fast direct methods is not recommended.
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We denote by n.h;ni / the vector obtained by applying h iterations of the Gauss–
Seidel method to the problem of size ni . The method uses as a starting point at size
niC1 the approximation obtained by solving the problem of size ni , completed by







where 0 is the null vector of size niC1 − ni and hi is the number of iterations per-
formed at size ni in order to achieve tolerance 10−ti .
The choice of ti , hence the number of iterations to be performed at size ni , and
the increase from ni to niC1 are critical. We distinguish between:
(1) termination-dependent algorithms (TD algorithms), whose evolution is affected
by termination criteria;
(2) termination-independent algorithms (TI algorithms), whose evolution is not
affected by termination criteria.
TD and TI algorithms are characterized by different rules for the generation of the
sequence ftig. For example, algorithms in which ftig is constantly equal to a value
t are of TD type (in this case t is obviously related to the final tolerance required);
algorithms in which ftig is an increasing not bounded sequence are of TI type.
In an ideal computational environment TI algorithms should approximate the so-
lution of systems with increasing size for decreasing tolerance requests and their
evolution should not end. Also in practice, the actual termination criteria, due to
external circumstances, do not affect the sequences fnig and ftig and thus the evo-
lution of the algorithm itself. Moreover, a TI algorithm is called non-adaptive if the
sequence ftig is a priori fixed and is called adaptive if such a sequence depends on
the given problem, e.g. if it is automatically generated by using some properties of
the actual approximated solution. In an adaptive algorithm, the starting point of the
sequence ftig can also be automatically generated, as we suggest below.
We consider the following four rules to generate the sequences ti . Rules 1 and 2
lead to non-adaptive algorithms, starting from a given value t . In Rule 2, the presence
of d1 > 0 guarantees an unbounded growth of ftig. Rules 3 and 4 lead to adaptive
algorithms, where also the starting value t1 is adaptively chosen as follows: a high
value of t is fixed (e.g. 12) and n.h0;n0/ is computed with tolerance 10−t . This vector,
which is “close” to the exact solution at size n0, is then used to generate t1. In this
way t1 is practically independent from t (usually much smaller).
Rule 1 (non-adaptive TD algorithm): ti D t; i D 0; 1; : : :
Rule 2 (non-adaptive TI algorithm):
t0 D t;
tiC1 D ti C d1 for i > 0;
where d1 > 0 is a positive constant.
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Rule 3 (adaptive TI algorithm):
t1 D − log10 .0;n1/ C d2;
tiC1 D max

ti C d1;− log10 .0;niC1/ C d2
}
for i > 1;
where d1, d2 are positive constants and .0;niC1/ D kn.1;niC1/ − n.0;niC1/k1: The
quantity .0;niC1/ estimates the first iteration error at size niC1 and is related to the
truncation error .ni /.
Rule 4 (adaptive TI algorithm): Let n.i/tail be the vector of size ni=2 obtained from
n.hi ;ni / by disregarding the first-half entries, then
t1 D − log10 .0;n1/ − 12 log10 r1;
tiC1 D max

ti C d1;− log10 .0;niC1/ − 12 log10 riC1
}
for i > 1;
where d1 is a positive constant and
riC1 D
(
1 if n.i/tail D 0;
kn.i/tailk1=kn.i/tailk1 otherwise.
The quantity ri < 1 induces a stronger dependence on the problem, since it takes
into account the decreasing rate of the solution and is smaller the slower the solution
decreases.
We consider the following formula to generate the sequence fnig, starting from a











2i−1 if ni > ci−1;
i−1 otherwise,
with c a suitable integer constant. In this way, the sequence fnig has an asymptot-
ically exponential rate of increase and assumes only values which are multiples of
0. The latter property is motivated simply by practical reasons. Other choices for
fnig, led by the particular structure of matrix A, can be equally suitable, as long as
an exponential rate of increase is assured.
Each of the previous four rules for ti may be associated to one choice of the
parameter c.
An extensive numerical experimentation performed on a set of test problems
(which will be described in the following section together with the more signifi-
cant results) indicates that the adaptive TI strategies are the winners in terms of
computational saving and accuracy. The parameters have been experimentally tuned.
5. Numerical experiments
Numerical experiments have been performed on a set of test problems including
both differential and stochastic problems.
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Since our aim is to test the several proposed strategies, we consider the two fol-
lowing elliptic partial differential problems on unbounded domains, which could be
regarded as simplified versions of the problem in Example 1.
(A) Dirichlet problem on the first quadrant:8>><>>:
1u D f on Q D f.x; y/ V x > 0; y > 0g;
u D 0 on oQ D f.x; y/ V x D 0; y > 0
or x > 0; y D 0g;
lim.x;y/ ! 1 u.x; y/ D 0;
where f .x; y/ decays according to one of the following:
f1.x; y/D 1
xy





; f4.x; y/ D e−.xCy/:
We discretize the problem by means of finite differences and enumerate the nodes
counter clockwise along the borders of squares of increasing size: the kth equation
is obtained from node .i; j/, i; j D 1; 2; : : :, with
k D

.i − 1/2 C j if i > j;
.j − 1/2 C 2j − i otherwise.
In the tables showing the experimental results, these problems will be denoted by A1,
A2, A3, A4, corresponding to functions f1; f2; f3; f4, respectively. The coefficient
matrix A for problem A1 is shown in Fig. 1.
Fig. 1. Coefficient matrix for problem A1.
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(B) Dirichlet problem on a strip: The same equations as in (A) on the domain
Q D f.x; y/ V 0 < x < 1; y > 0g, and on the corresponding boundary set. In this
case it is uniquely
f .x; y/ D 1
y2
:
In the tables showing the experimental results, this problem will be denoted by B.
We consider then two problems of cyclic-service on multiqueue systems.
(C) The first system consists of two queues. Jobs arrive at each queue according
to a Poisson process with rates 1 and 2. The single server inspects the queues in
cyclic order. When the server finds the current queue non-empty, he serves the first
job in this queue. The service time is assumed to be exponentially distributed with
mean 1 for both the queues. After completion of the service of a job at the ith queue,
i D 1; 2, the server starts another service at this queue with probability qi when the
queue is non-empty; otherwise the server switches to the other queue, see [2].
The four following problems, chosen among those studied in [2], have been con-
sidered:
problem C1 1 D 2 D 0:45; q1 D q2 D 0:5I
problem C2 1 D 2 D 0:45; q1 D 0; q2 D 1I
problem C3 1 D 0:64; 2 D 0:32; q1 D q2 D 0:5I
problem C4 1 D 0:64; 2 D 0:34; q1 D q2 D 0:5:
The state space of the system consists of vectors .n; j/, where n 2 N2, ni is the
number of customers in the ith queue, i D 1; 2 and j 6 2 denotes the queue to
which the server attends. The transition probability matrix P for problem C1,
obtained by ordering the states with respect to the total length of the queues, is
shown in Fig. 2.
(D) The second stochastic problem taken into consideration has been described
in [3]. It has been obtained by modelling communication systems with timed token
protocols and it results in a cyclic service queueing problem more complex than the
previous one. We examine five two-queue problems chosen among those considered
in Table 4 of [3], corresponding to the following values of target token rotation times
R1 and R2 in the two queues:
problem D1 R1 D R2 D 1I
problem D2 R1 D R2 D 3I
problem D3 R1 D R2 D 6I
problem D4 R1 D 2; R2 D 1I
problem D5 R1 D 1; R2 D 2I
The transition probability matrix P for problem D1, obtained by ordering the states
as in the previous case, is shown in Fig. 3.
Table 1 summarizes for each problem the maximum dimension N of the coeffi-
cient matrix used in the tests together with the estimate eT of the truncation error
kd.N/k1 at that size. Vectorbx.N/ is estimated by means of the vector y.2N/ (which is
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Fig. 2. Coefficient matrix for problem C1.
Fig. 3. Coefficient matrix for problem D1.
assumed as the reference value of the infinite problem solution), truncated to length
N . The quantity nT D − log10 eT, given in the second column of Table 1, indicates
the number of exact digits of y.N/ with respect to bx.N/. Of course, nT is an upper
bound to the number of exact digits of any solution obtained by approximating y.N/
with a numerical method.
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Table 1
















If limi ! 1 bxi D 0 but bx 62 l1, as in problem A1, the quantity nT is small and the
truncation error converges very slowly.
A large number of algorithms has been obtained by combining the four rules
for generating ti , with parameters d1, d2, and the rule for ni with parameter c. An
extensive number of experiments suggests that the choice of c should be restricted to
only three values corresponding to different growths of the sequence fnig. We denote
these different choices by:
F for c D 0 (fast growth of fnig/
M for c D 5 (medium growth of fnig)
S for c D 9 (slow growth of fnig)
Example 4. With n0 D 250 and 0 D 250, we have the following sequence of sizes
and asymptotic rates of growth:
(1) F (c D 0) 250; 500; 1000; 2000; 4000; : : :; ni D O.2i /:
(2) M (c D 5) 250; 500; 750; 1000; 1250; 1500; 2000; 2500; 3000; 4000; : : : ;
ni D O..1:26 : : :/i /
(3) S (c D 9) 250; 500; 750; 1000; 1250; 1500; 1750; 2000; 2250; 2500; 3000;
3500; 4000; 4500; 5000; 6000; 7000; : : : ; ni D O..1:15 : : :/i/.
Now we present the results of the experiments, performed on the test problems
described above, for the following 10 algorithms:
 One TD algorithm (denoted by 1F) obtained by combining Rule 1 with the choice
c D 0. The other two choices for c lead to more expensive algorithms.
 Three TI non-adaptive algorithms (denoted by 2F, 2M, 2S) obtained by combining
Rule 2 with the three choices for c, each with a suitable experimentally tuned
value of d1.
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 Three TI adaptive algorithms (denoted by 3F, 3M, 3S) obtained by combining
Rule 3 with the three choices for c, each with suitable experimentally tuned values
of d1, d2.
 Three TI adaptive algorithms (denoted by 4F, 4M, 4S) obtained by combining
Rule 4 with the three choices for c, each with a suitable experimentally tuned
value of d1.
The values of all the parameters involved in the definition of the 10 algorithms
are presented in Table 2. A reasonable intermediate value t D 7 has been chosen for
algorithm 1F. As we see from Table 1, this constant request is high for some of the
problems and low for others, but of course this choice cannot rely on an a priori
knowledge of the behaviour of nT.
In order to compare the performance of these algorithms, we consider the follow-
ing quantities:
(i) The computational cost γ D PIiD0 nihi , where I is such that nI D N and hi
is the number of iterations performed at size ni in order to achieve tolerance
10−ti . Note that, if the number of non-zero elements on each row of the coef-
ficient matrix is a constant, then γ is proportional to the number of arithmetic
operations.
(ii) An estimate E of the total error kn.hI ;N/ −bx.N/k1, obtained by substituting bx
with y.2N/. More precisely, we consider the quantity p D 100 log10 E= log10 eT,
representing the percentage of exact digits obtained with respect to the maximum
number of achievable digits given in Table 1.
An entry of Table 3, not in the last row, is a pair .10−6γ; p/ and measures the
performance of the corresponding column algorithm applied to the corresponding
row problem. The last row of Table 3 contains the columnwise averages (that is the
averages varying the problems) of the computational costs and of the percentages of
exact digits for each algorithm. The pairs of the last row of Table 3 are plotted in
Fig. 4. For the sake of completeness we show also the result (denoted by the digit 0)
Table 2
Values of the parameters used in the algorithma
Rule 1 2 3 4
Growth F F M S F M S F M S
n0 250 250 250 250 250 250 250 250 250 250
0 250 250 250 250 250 250 250 250 250 250
t 7 1 1 1 12 12 12 12 12 12
c 0 0 5 9 0 5 9 0 5 9
d1 – 0.699 0.301 0.155 0.301 0.155 0.097 0.155 0.097 0.46
d2 – – – – 0.602 0.456 0.399 – – –
an0 is the starting dimension of truncated problems, 0 is the initial increment, t is the starting tolerance,
c is the growth factor of the sequence of dimensions, d1 and d2 are the increments in Rules 2–4. The
labels F, M and S indicate fast, medium and slow growth of the truncated problem sizes.
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Table 3
Performance of the algorithms for each test problem, measured by the pair .10−6γ; p/a
Rule 1 2 3 4
Growth F F M S F M S F M S
A1 1021.0 591.5 1098.0 509.0 39.13 225.8 181.5 75.71 108.5 118.4
99.9 99.9 99.9 99.8 54.6 99.4 99.3 74.8 88.4 91.6
A2 134.9 32.15 58.15 10.66 8.455 25.71 24.85 34.22 41.82 47.38
94.7 80.2 87.3 71.1 70.5 81.4 81.2 82.6 86.7 87.8
A3 12.52 10.94 18.64 3.975 45.27 45.18 48.32 127.3 178.0 212.7
83.1 71.6 77.3 64.0 86.6 88.4 89.1 95.6 98.7 99.8
A4 3.945 6.203 10.52 2.247 71.45 62.82 63.51 129.2 173.4 212.2
79.5 69.2 74.3 62.4 90.7 91.7 91.8 96.0 98.7 99.9
B 5.862 3.547 9.346 5.291 0.6793 4.427 6.403 3.133 7.593 12.28
100.0 100.0 100.0 99.9 95.2 99.8 99.8 99.9 100.0 100.0
C1 4.193 28.64 35.81 16.41 47.48 131.0 223.7 151.5 273.5 348.4
29.5 28.2 32.7 24.5 40.4 61.6 71.5 62.2 72.5 72.5
C2 10.86 37.52 43.36 24.17 46.97 118.0 186.4 62.32 216.9 333.9
34.3 32.1 37.4 27.5 41.1 63.8 74.2 46.2 77.7 86.5
C3 281.4 235.4 331.4 138.7 203.9 349.0 373.4 313.3 516.3 552.4
70.6 65.8 77.6 54.9 63.2 77.8 80.2 73.1 86.4 88.0
C4 1244.0 737.4 1553.0 334.6 251.2 1111.0 852.5 323.1 581.2 606.6
97.2 91.9 99.1 76.9 71.8 94.7 91.0 75.6 87.6 88.7
D1 355.7 503.2 1129.0 284.7 252.6 363.4 465.1 418.8 520.9 703.0
70.8 77.3 91.2 68.1 61.6 73.3 78.0 72.7 80.8 86.4
D2 35.9 22.65 48.31 10.45 12.63 18.86 21.5 21.27 41.15 53.09
95.6 90.5 97.9 79.0 79.8 87.3 89.9 89.3 96.5 97.9
D3 16.33 12.91 27.36 13.92 5.431 15.46 29.97 9.847 19.56 28.82
99.9 99.7 99.9 98.8 92.7 98.5 99.6 99.1 99.6 99.7
D4 38.2 33.06 47.21 19.23 26.58 51.58 59.95 59.22 103.0 123.1
73.2 69.7 79.8 60.6 65.5 81.8 84.5 82.1 91.8 93.0
D5 251.0 160.1 339.9 77.17 51.19 85.52 89.47 51.82 80.79 115.9
98.3 94.7 99.5 82.3 71.7 82.5 83.4 73.1 83.3 88.5
Average 244.0 172.5 339.2 103.6 75.92 186.2 187.6 127.2 204.4 247.7
80.5 76.5 82.4 69.3 70.4 84.4 86.7 80.2 89.2 91.4
aγ is the computational cost and p is the percentage of exact digits obtained with respect to the maximum
number of achievable digits given in Table 1. The last row contains the columnwise averages.
obtained by applying the Gauss–Seidel method to all the problems directly cut at the
maximum size N with tolerance 10−7 (as in algorithm 1F).
Fig. 4 highlights that non-adaptive algorithms of type 1 and 2, as well as algorithm
0, are outperformed by the adaptive algorithms, which achieve higher values of p
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Fig. 4 Summary of performances of the algorithms. Each point represents a pair of the last row of
Table 3 and is labelled by the rule number and the growth rate letter. The digit 0 indicates the performance
of the Gauss–Seidel method applied directly to the problem of size N .
with smaller computational costs on the set of test problems here considered. Among
adaptive algorithms the fast ones (3F and 4F) achieve less exact digits, while medium
and slow ones (3M, 4M, 3S and 4S) achieve more exact digits, at a higher cost. The
choice of fast growth instead of medium or slow growth should depend on what the
user is looking for. A preliminary test on a small size should suggest the choice.
Anyway, algorithm 4M seems to reach a good compromise between computational
cost and accuracy.
In conclusion, among the proposed algorithms, particularly suitable when the ma-
trix lacks structural properties which can be exploited, the algorithms based on the
adaptive Rule 4 seem to be the most efficient.
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