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Abstract. We give a short and self-contained proof of the Decomposition Theorem for the
non-small resolution of a Special Schubert variety. We also provide an explicit description of
the perverse cohomology sheaves. As a by-product of our approach, we obtain a simple proof
of the Relative Hard Lefschetz Theorem.
Keywords: Projective variety, Smooth fibration, Resolution of singularities, Derived category,
Intersection cohomology, Decomposition Theorem, Poincare´ polynomial, Schubert varieties.
MSC2010 : Primary 14B05; Secondary 14E15, 14F05, 14F43, 14F45, 14M15, 32S20, 32S60,
58K15.
1. Introduction
The Decomposition Theorem is a beautiful and very deep result about algebraic maps. In
the words of MacPherson “it contains as special cases the deepest homological properties of
algebraic maps that we know”[21], [28]. In the literature one can find different approaches to
the Decomposition Theorem [1], [2], [3], [24], [28]. They have in common a full generality and
a fairly heavy formalism.
However, there are many special cases for which the Decomposition Theorem admits a sim-
plified approach. One of these is the case of varieties with isolated singularities [23], [11]. This
is an important case since, as observed in [28, Remark 2.14], the proof of the Decomposition
Theorem proceeds by induction on the dimension of the strata of the singular locus. In our
previous work with V. Di Gennaro [11], we developed a semplified approach to the Decompo-
sition Theorem, for varieties with isolated singularities, in connection with the existence of a
natural Gysin morphism, as defined in [9, Definition 2.3].
Another case for which the Decomposition Theorem admits a semplified approach was de-
veloped in [12], where we assumed X to be a complex, irreducible, quasi-projective variety with
two strata, that is to say equipped with a Withney stratification ∆ ⊂ X . More precisely, we
assumed that there is a fibre square commutative diagram:
∆˜

→֒ X˜
ρ↓ π↓
∆
ı
→֒ X
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such that π : X˜ → X is a resolution and ∆˜ is a smooth fibration with negative normal bundle.
Our main result was a very short and explicit proof of the Decomposition Theorem [12, Theorem
3.1], providing a way to compute the intersection cohomology of X by means of the cohomology
of X˜ and ∆˜. Furthermore, we applied our formalism to Special Schubert varieties with two strata
[12, §4] and to general hypersurfaces containing a smooth threefold T ⊂ P5.
What we are going to do in this paper is to extend a similar semplified approach to Special
Schubert varieties with an arbitrary number of strata.
Let S be a single condition Schubert variety or special Schubert variety of dimension n [4,
p. 328], [20, Example 8.4.9]. As is well known, S admits two standard resolutions: a small
resolution ξ : D → S [20, Definition 8.4.6] and a (usually) non-small one π : S˜ → S [22, §3.4
and Exercise 3.4.10]. We will describe both resolutions π and ξ in §2 and §5, respectively. By
[17, §6.2] and [20, Theorem 8.4.7], we have
(1) IC•S ≃ Rξ∗QD[n] in D
b
c(S),
where IC•S denotes the intersection cohomology complex of S [13, p. 156], and D
b
c(S) is the
constructible derived category of sheaves of Q-vector spaces on S.
One of the main consequences of the Decomposition Theorem is that the intersection co-
homology complex of S is also a direct summand of Rπ∗QS˜ [n] in D
b
c(S). Specifically, the
Decomposition Theorem says that there is a decomposition in Dbc(S) [3, Theorem 1.6.1]
(2) Rπ∗QS˜ [n]
∼= ⊕i∈Z
pHi(Rπ∗QS˜ [n])[−i],
where pHi(Rπ∗QS˜ [n]) denote the perverse cohomology sheaves [3, §1.5 ] Furthermore, the per-
verse sheaves pHi(Rπ∗QS˜ [n]) are semisimple, i.e. direct sum of intersection cohomology com-
plexes of semisimple local systems, supported in the smooth strata of S.
The main aim of this paper is to provide a short and self-contained proof of (2) making
more explicit the summands and comparing the two descriptions (1) and (2) of the intersection
cohomology complex IC•S . Roughly speaking, one question we have in mind is the following: is
it possible to “recognize”, in some meaningful way, the complex Rξ∗QD[n] “inside” the complex
Rπ∗QS˜ [n] (Remarks (7.6) and (9.7))?
The main ingredient that the various approaches to the Decomposition Theorem have in
common [1], [2], [3], [24], [28], is the relative Hard Lefschetz Theorem for perverse cohomology
sheaves [2, Theorem 2.1.1 (a)]. Once one has this, the degeneration of the perverse Leray
spectral sequence [2, p. 695] follows from Deligne’s fundamental results on the degeneration
of spectral sequences and the Decomposition Theorem follows as well. Instead, here we give a
simpler and more direct proof which does not need the relative Hard Lefschetz Theorem and
which is closely related to the specific properties of the resolution π. Furthermore, the relative
Hard Lefschetz will follow as a by-product of our main results (compare with Theorem 11.1).
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In a nutshell, what we going to prove is that the Decomposition theorem for π is a consequence
of the Leray-Hirsch Theorem (§7 and [10]) and the geometry of S. Specifically, there is a
standard Withney stratification:
(3) ∆1 ⊂ ∆2 ⊂ · · · ⊂ ∆r ⊂ ∆r+1 = S,
where each ∆p is a special Schubert varieties and such that
π−1(∆0p)→ ∆
0
p, ∆
0
p := ∆p\Sing(∆p)
is a smooth and proper fibration on ∆0p, with fibre Fp (5). In other words, the stratification
(3) is a stratification of S adapted to π [4], [28]. By Leray-Hirsch Theorem and Proper Base
Change (§4 and [13, Theorem 2.3.26]), the complex Rπ∗QS˜ [n] |∆0p can be described in a fairly
canonical way as a direct sum of shifted trivial local systems on ∆0p, with summand in one-to-one
correspondence with the cohomology classes of Fp. The key ingredient of our argument is to
identify the complex Fp of the decomposition (2) which is supported on the general point of
∆p (Definitions 8.1 and 9.1) and to prove that there exists a split embedding Fp → Rπ∗QS˜ [n]
(Propositions 8.3 and 9.4). It turns out that the image of the morphism Fp |∆0p→ Rπ∗QS˜ [n] |∆0p
can be identified with the sub-local system of Rπ∗QS˜ [n] |∆0p generated by the cohomology classes
of the fibre Fp that are “divisible” by the top Chern class of the normal bundle of π
−1(∆0p)
in S˜ (§3 and Remark 8.4). The conclusion of the proof arise from a local argument after a
careful analysis of the contribution of the complexes Fp |∆0q , q < p, in the decomposition of
Rπ∗QS˜ [n] |∆0p as a direct sum of shifted trivial local systems (§10, Proof of Theorem 9.3).
Last but not least, we have been led to consider the issues addressed in this paper by our
previous work (with V. Di Gennaro and G.Marini) on Noether-Lefschetz Theory. We refer to
the papers [5], [6], [7], [8] and [10] anyone interested in the overlaps between the topological
properties investigated here and the Noether-Lefschetz Theorem (specifically, we made an heavy
use of the Decomposition Theorem in [7, Remark 3 and Theorem 6, (6.3), p. 169], and in [8,
Theorem 2.1, proof of (a), p. 262]).
2. Notations and Basic Facts
2.1. From now on, unless otherwise stated, all cohomology and intersection cohomology groups
are with Q-coefficients.
For a complex (possibly reducible) algebraic variety V , we denote by H l(V ) and IH l(V ) its
cohomology and intersection cohomology groups (l ∈ Z). Let Dbc(V ) be the constructible
derived category of sheaves of Q-vector spaces on V . For a complex of sheaves F• ∈ Dbc(V ), we
denote by Hl(F•) its hypercohomology groups. Let IC•V denotes the intersection cohomology
complex of V . If V is nonsingular, we have IC•V
∼= Q•V [dimC V ], where QV is the constant sheaf
Q on V . A resolution of V is a projective surjective map π : V˜ → V , such that V˜ is smooth,
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and such that there exists an open dense subset U ⊆ V for which π induces an isomorphism
π−1(U)→ U .
2.2. Fix integers i, j, k, l such that:
0 < i < k ≤ j < l and r := k − i < l − j =: c
(the assumption k ≤ j is made for the sake of simplicity, in order to avoid to distinguish two
cases in any statement of the paper [12, §4]). Let Gk(Cl) denote the Grassmann variety of
k-planes in Cl. Let F ⊆ Cl denote a fixed j-dimensional subspace. Define
S :=
{
V ∈ Gk(C
l) : dimV ∩ F ≥ i
}
.
S is called a single condition Schubert variety or a special special Schubert variety [4, p. 328].
Consider the map [4, p. 328]:
π : S˜ → S,
where
S˜ :=
{
(W,V ) ∈ Gi(F )×Gk(C
l) : W ⊆ V
}
, π(W,V ) = V and f(W,V ) = W.
The map π is a resolution of S. We have:
Sing(S) =
{
V ∈ Gk(C
l) : dimV ∩ F > i
}
.
and a Withney stratification:
(4) ∆1 ⊂ ∆2 ⊂ · · · ⊂ ∆r ⊂ ∆r+1 = S, r := k − i.
For this reason, in what follows we are going to call S a special Schubert variety with r + 1
strata.
In the stratification (4), ∆p is defined as
∆p :=
{
V ∈ Gk(C
l) : dimV ∩ F ≥ k − p+ 1 =: ip
}
.
So each ∆p is a special Schubert variety as well. In particular ∆1 is smooth, and Sing∆p = ∆p−1
for all p ∈ {2, . . . , r + 1}. The map π induces an isomorphism
π−1(S0) ∼= S0, S0 := S\Sing(S).
Furthermore, every restriction
π−1(∆0p)→ ∆
0
p, ∆
0
p := ∆p\Sing(∆p) = ∆p\∆p−1
is a smooth and proper fibration on ∆0p, with fibre
(5) Fp := π
−1(x) ∼= Gi(C
ip), ∀x ∈ ∆0p.
So the stratification (4) is a stratification of S˜ adapted to π [4], [28].
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2.3. Denote by S the tautological bundle on Gi(F ) and consider the following short exact
sequence of vector bundles on Gi(F ):
0→ SGi(F ) → C
l
Gi(F )
→ KGi(F ) → 0,
where Cl
Gi(F )
is meant to be the trivial bundle of rank l on Gi(F ) and KGi(F ) the cokernel of the
bundle map SGi(F ) → C
l
Gi(F )
(observe that K is NOT the universal quotient bundle on Gi(F )).
Obviously, the projection f : S˜ → Gi(F ) allows us to identify S˜ with Gk−i(KGi(F )), the
Grassmannian of subspaces of dimension k−i of the bundle KGi(F ). Furthermore, the projection
f : S˜ ∼= Gk−i(KGi(F ))→ Gi(F ) is a smooth and proper fibration onGi(F ), with fibreGk−i(C
l−i).
Also S˜0 := π−1(S0) surjects on Gi(F ) via f and we have the following fibre square commu-
tative diagram
S˜0 →֒ S˜
f0↓ f↓
Gi(F ) = Gi(F )
.
The leftmost map f 0 : S˜0 → Gi(F ) is a (non-proper) fibration on Gi(F ), with fibre an open
set of Gk−i(C
l−i).
2.4. As we have previously observed, any stratum ∆p ⊂ S is in turn a single condition Schubert
variety so we have a resolution of singularities, for all 2 ≤ p ≤ r + 1
πp : ∆˜p → ∆p,
where
∆˜p :=
{
(Z, V ) ∈ Gip(F )×Gk(C
l) : Z ⊆ V
}
, πp(Z, V ) = V and fp(Z, V ) = Z
(of course we have put ∆˜r+1 = S˜ and πr+1 = π). Similarly as above, we denote by Sp := Sp,Gip(F )
the tautological bundle on Gip(F ), which is a bundle of rank ip = k − p+ 1. If we consider the
following short exact sequence of vector bundles on Gip(F ):
0→ Sp → C
l → Kp → 0,
the projection fp : ∆˜p → Gip(F ) allows us to identify ∆˜p with Gp−1(Kp), the Grassmannian of
subspaces of dimension p− 1 of the bundle Kp on Gip(F ). Furthermore, we have the following
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commutative diagram:
(6)
N 0p
π˜p
∼= π−1(∆0p)
∩ ∩
Np
π˜p
−→ ∆p
ι˜p
→֒ S˜
ρp↓ π↓ π↓
∆˜p
πp
−→ ∆p
ιp
→֒ S
∪ ∪
∆˜0p
πp
∼= ∆0p
where
• ∆p := π−1(∆p);
•
Np :=
{
(W,Z, V ) ∈ F(i, ip, F )×Gk(C
l) : Z ⊆ V
}
∼= Gi(f
∗
p (Sp));
• F (i, ip, F ) is the variety of partial (i, ip)-flags of F and Gi(f ∗p (SP )) is the Grassmannian
of subspaces of dimension i of the bundle f ∗p (Sp) on ∆˜p;
• the map ρp is the natural projection
ρp : Gi(f
∗
p (Sp)∆˜p)→ ∆˜p
with fibres Gi(C
ip);
• N 0p := ρ
−1
p (∆˜
0
p) = Gi(f
∗
p (Sp) |∆˜0p).
This shows that the fibration of equation (5) can be identified with the natural projection
(7) ρp : N
0
p = Gi(f
∗
p (Sp) |∆˜0p)→ ∆˜
0
p
Remark 2.1. By definition of ∆0p, we have that dimV ∩ F = ip, ∀V ∈ ∆
0
p. So we have:
π˜p : N
0
p ↔ π
−1(∆0p), π˜p(W,Z, V ) = (W,V ), and π˜
−1
p (W,V ) = (W,V ∩ F, V ).
2.5. More generally, for all pairs (p, q) such that q < p ≤ r+1, we have an inclusion of special
Schubert varieties ∆q ⊂ ∆p. Hence we can extend everything we have said in the previous
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paragraph. We have the following commutative diagram
(8)
∆˜0pq
π˜pq
∼= ∆0pq
∩ ∩
∆˜pq
π˜pq
−→ ∆pq
ι˜pq
→֒ ∆˜p
ρpq↓ πpq↓ πp↓
∆˜q
πq
−→ ∆q
ιpq
→֒ ∆p
∪ ∪
∆˜0q
πq
∼= ∆0q
where
• ∆pq := π−1p (∆q);
• ∆0pq := π
−1
p (∆
0
q);
•
∆˜pq :=
{
(W,Z, V ) ∈ F(ip, iq, F )×Gk(C
l) : Z ⊆ V
}
∼= Gip(f
∗
q (Sq));
• ∆˜0pq := ρ
−1
pq (∆˜
0
q) = Gip(f
∗
q (Sq) |∆˜0q);
• the fibration ∆0pq → ∆
0
q can be identified with the natural projection
(9) ∆˜0pq = Gip(f
∗
q (Sq) |∆˜0q)→ ∆˜
0
q .
with fibers
Fpq := Gip(C
iq).
Remark 2.2. (1) Needless to say, the properties of commutative diagram (6) can be deduced
from (8) by setting (p, q) = (r + 1, p).
(2) By definition of ∆0q , we have that dimV ∩ F = iq, ∀V ∈ ∆
0
q . So we have:
π˜pq : ∆˜
0
pq ↔ ∆
0
pq, π˜pq(W,Z, V ) = (W,V ), and π˜
−1
pq (W,V ) = (W,V ∩ F, V ).
2.6. The following identities may be checked by simple, sometimes tedious, calculations
• mp := dim∆p = dim ∆˜p = dimGp−1(Kp,Gip(F )) = (k+1−p)(j+p−k−1)+(p−1)(l−k)
• ∆r+1 = S, ∆˜r+1 = S˜, n := dimS = dim S˜ = mr+1
• kpq := dimFpq = dimGip(C
iq) = ip(iq − ip) = (p− q)(k + 1− p)
• mp −mq = dim∆p − dim∆q = (p− q)(c+ k + 2− p− q)
• dpq := mp −mq − kpq = dim∆p − dim∆pq = (p− q)(c+ 1− q)
• δpq := kpq − dpq = (p− q)(k − c + q − p)
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Remark 2.3. If kpq < dpq for all q < p (that is to say if k ≤ c), then the resolution πp is small for
any p and we have IC•∆p
∼= Rπp∗Q∆˜p [mp] in D
b
c(∆p). In this case the Decomposition Theorem
is trivial for πp. Hence, from now on we assume c < k.
3. The normal bundle of ∆˜0pq ⊂ ∆˜p
In this section we are going to compute the normal bundle of the smooth subvariety ∆˜0pq of
∆˜p (compare with §2.5). In §2.4 we denoted by Sq the tautological bundle of Giq(F ) (whose
rank is iq = k− q+1) and by Kq the cokernel of the bundle map Sq → Cl on Gip(F ). Similarly,
we denote by Sk the the tautological bundle of Gk(C
l).
By abuse of notation, we still denote by Sp, Sq, Sk and Kq their pull-back on ∆˜pq.
By Remark 2.2, the bundles Sp, Sq, Sk and Kq are also well defined on ∆˜0pq ∼= ∆
0
pq. Further-
more, again by Remark 2.2, we have
Sq ≡ Sk ∩ F in ∆
0
pq,
So, also Sk + F and Jpq := Cl/(Sk + F ) are well defined vector bundles over ∆˜0pq ≃ ∆
0
pq. We
are now able to compute the normal bundle of ∆˜0pq in ∆˜p:
Proposition 3.1. The normal bundle Npq of the smooth subvariety ∆˜0pq in ∆˜p is
Npq ∼= Hom(Sq/Sp,Jpq).
Proof. Since both ∆0pq and ∆˜p fiber over G := Gip(F ), the normal bundle Npq of ∆
0
pq ⊂ ∆˜p
coincides with the relative normal bundle with respect to G.
The relative tangent bundles of ∆˜p is [15, p. 435, B.5.8]:
T∆˜p/G
∼= Hom(Sk/Sp,C
l/Sk),
and the relative tangent bundles of ∆0pq fits in the following short exact sequence:
0→ Hom(Sk/Sq,C
l/Sk)→ T∆0pq/G → Hom(Sq/Sp, F/Sq)→ 0.
We have the following commutative diagram of vector bundles on G:
0 0 → Hom(Sq/Sp, F/Sq) → . . .
↓ ↓ l
0 → Hom(Sk/Sq,Cl/Sk) → T∆0pq/G → Hom(Sq/Sp, F/Sq) → 0
↓ ↓ ↓
0 → Hom(Sk/Sp,Cl/Sk) → T∆˜p/G |∆0pq → 0
↓ ↓ ↓
. . . → Hom(Sq/Sp,Cl/Sk) → Npq → 0
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where the leftmost column arise by applying Hom(·,Cl/Sk) to
0→ Sq/Sp → Sk/Sp → Sk/Sq → 0.
So we find
0→ Hom(Sq/Sp, F/Sq)→ Hom(Sq/Sp,C
l/Sk)→ Npq → 0.
and conclude in view of
0→ F/Sq → C
l/Sk → C
l/(Sk + F ) = Jpq → 0.

On the general fiber Fpq = Gip(C
iq) of the fibration πpq : ∆
0
pq → ∆
0
q (compare with (9)),
both Sq and Jpq are constant vector bundles with ranks iq and c + 1 − q respectively. Hence,
Proposition 3.1 implies immediately
Corollary 3.2. Let us denote by QGip(Ciq ) the universal quotient bundle of Fpq = Gip(C
iq) and
by cpq := cp−q(QGip (Ciq )) the top Chern class of QGip(Ciq ). Then we have:
(1)
Npq |Fpq∼= Q
∨
Gip(C
iq ) ⊗ C
c+1−q.
(2) The top Chern class of Npq |Fpq is
ctop(Npq |Fpq) = ((−1)
p−qcp−q(QGip (Ciq )))
c+1−q = ±cc+1−qpq .
4. Proper Base Change
Consider a fibre square commutative diagram:
∆˜

→֒ X˜
ρ↓ π↓
∆
ı
→֒ X
where π is a resolution, ∆ is a locally closed subset of X and ρ is a smooth and proper
fibration. Combining the Base Change property [18, p. 322] with [?, Remark 1.6.2 (3)], we get
the following Proposition that will be extensively used in the sequel
Proposition 4.1. With notations as above, we have
ı∗Rπ∗QX˜
∼= Rρ∗Q∆˜
∼= ⊕i∈ZR
iρ∗Q∆˜[−i]
in Dbc(∆).
Remark 4.2. By Deligne’s theorem, Riρ∗Q∆˜ is a local system so Proposition 4.1 implies that
ı∗Rπ∗QX˜ is a direct sum of twisted local system in D
b
c(∆).
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Notations 4.3. (1) In the sequel, we will alternatively state Proposition 4.1 by means of the
following notations
Rπ∗QX˜ |∆:= ı
∗Rπ∗QX˜
∼= ⊕i∈ZR
iρ∗Q∆˜[−i].
(2) If a complex I• ∈ Dbc(X) is such that I
• |∆:= ı∗I• is quasi-isomorphic to a direct sum
of twisted sub-local systems of ⊕i∈ZRiρ∗Q∆˜[−i] we will also write
I• |∆ ⊳⊕i∈Z R
iρ∗Q∆˜[−i].
5. The small resolution
Consider the map:
ξ : D → S,
where
D :=
{
(V, U) ∈ Gk(C
l)×Gk+j−i(C
l) : V + F ⊆ U
}
, ξ(V, U) = V.
which is another standard resolution of S. More generally, we can define in a similar way a
resolution ξp : Dp → ∆p of each stratum ∆p:
Dp :=
{
(V, U) ∈ Gk(C
l)×Gk+j−ip(C
l) : V + F ⊆ U
}
, ξp(V, U) = V.
Similarly as in §2.2, every restriction
ξ−1(∆0p)→ ∆
0
p,
is a smooth and proper fibration on ∆0p, with fibre
Gp := ξ
−1(V ) ∼=
{
U ∈ Gk+j−i(C
l) : V + F ⊆ U
}
∼= Gr+1−p(C
c−p+1), ∀V ∈ ∆0p.
and every restriction
ξ−1p (∆
0
q)→ ∆
0
p,
is a smooth and proper fibration on ∆0q , with fibre
Gpq := ξ
−1(V ) ∼=
{
U ∈ Gk+j−ip(C
l) : V + F ⊆ U
}
∼= Gp−q(C
c−q+1), ∀V ∈ ∆0p.
Since kpq := dimGpq = (p−q)(c−p+1) andmp−mq = dim∆p−dim∆q = (p−q)(c+k+2−p−q)
(compare with §2.6), then kpq = (p−q)(c−p+1) < mp−mq−kpq = (p−q)(k−q+1), because
in 2.3 we assumed c < k. So, the resolutions ξp are small and we have
(10) IC•∆p
∼= Rξp∗QDp [mp] in D
b
c(∆p).
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Remark 5.1. By Proposition 4.1, we have
(11) IC•∆p |∆0q
∼= Rξp∗QDp[mp] |∆0q
∼= ⊕i∈ZR
iξp∗QDp [mp − i] |∆0q
and each Riξp∗QDp |∆0q is a local system with fibres H
i(Gpq) = H
i(Gp−q(C
c−q+1)).
6. Gysin morphisms
Consider the commutative diagram (8) and set pq := ι˜pq ◦ π˜pq. Since ∆˜pq is smooth the map
pq also induces a Gysin morphism Rpq∗Q∆˜pq → Q∆˜p[2dpq] [14, p. 83]. In order to have a
better understanding of such a morphism we argue as follows. Recall from §2.4 and §2.5 that
∆˜p = Gp−1(Kp) and ∆˜pq = Gip(f
∗
q (Sq)). So we have ∆˜pq ⊂ Fpq := Fp−q,p−1(Kp), the bundle of
partial (p− q, p− 1)-flags of the vector bundle Kp on Gip(F ). This implies that
the map pq : ∆˜pq → ∆˜p factorizes by the inclusion
(12) ζpq : ∆˜pq ⊂ Fpq = Fp−q,p−1(Kp)
with the natural projection
(13) ξpq : Fpq = Fp−q,p−1(Kp)→ Gp−1(Kp) = ∆˜p.
Remark 6.1. (1) Since a flag (W,Z, V ) ∈ Fpq belongs to ∆˜pq iff Z ⊂ F , the map ζpq is a
regular imbedding ([15, p. 437]) of codimension c(p− q). So there is an orientation class
ζpq ! ∈ Hom(ζpq∗Q∆˜pq ,QFpq [2c(p− q)]). Furthermore, by the self-intersection formula,
the composite of τpq with the pull-back morphism ζpq
∗ : QFpq → ζpq∗Q∆˜pq
coincides with the cup product with cp−q(Sq/Sp)
c:
(14) ζpq
∗ ◦ ζpq ! = ∪cp−q(Sq/Sp)
c : Q∆˜pq → Q∆˜pq [2c(p− q)].
(2) The projection (13) gives rise to a Gysin map
ξpq ! ∈ Hom(ξpq∗QFpq ,Q∆˜p [−2(p− q)(q − 1)])
which is a particular case of the one described in [22, Exercise 3.8.3].
(3) The Gysin morphism Rpq∗Q∆˜pq → Q∆˜p[2dpq] is the composition ξpq ! ◦ ζpq !.
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The Gysin morphism Rpq∗Q∆˜pq → Q∆˜p[2dpq] induces via composition a morphism
(15) γpq : R(πp ◦ pq)∗Q∆˜pq = R(ιpq ◦ πq ◦ ρpq)∗Q∆˜pq → Rπp∗Q∆˜p [2dpq]
in Dbc(∆p). By [18, p. 110], the restriction to ∆
0
q of R(ιpq ◦ πq ◦ ρpq)∗Q∆˜pq is
R(πq ◦ ρpq)∗Q∆˜0pq
∼= Rπpq∗Q∆0pq in D
b
c(∆
0
q). By Proposition 4.1, the restriction to ∆
0
q of
Rπp∗Q∆˜p[2dpq] is
Rπp∗Q∆˜p [2dpq] |∆0q
∼= Rπpq∗Q∆0pq [2dpq]
in Dbc(∆
0
q). So the restriction to ∆
0
q of (15) provides the following morphism
(16) γ0pq : Rπpq∗Q∆0pq → Rπpq∗Q∆0pq [2dpq] in D
b
c(∆
0
q)
Choose l < q < p and consider the following commutative diagram
∆˜lpq ⊂ ∆˜pq
π˜pq
−→ ∆pq
ι˜pq
→֒ ∆˜p
ρpq↓ πpq↓ πp↓
∆˜q
πq
−→ ∆q
ιpq
→֒ ∆p
∪ ∪
∆˜0ql
π˜ql
∼= ∆0ql
πql
→ ∆0l
where all the characters were previously defined except for
∆˜lpq := ρ
−1
pq (∆
0
ql)
∼= Fip,iq(f
∗
l (Sl) |∆˜0
l
).
Arguing as above, the restriction to ∆0r of (15) gives rise to a morphism in D
b
c(∆
0
r):
(17) γlpq : R(πql ◦ ρpq)∗Q∆˜lpq
∼= R(πp ◦ pq)∗Q∆˜pq |∆˜0l
→ Rπp∗Q∆˜p [2dpq] |∆˜0l
∼= Rπpq∗Q∆˜0pr [2dpq]
where the isomorphisms come again from Proposition 4.1.
7. Cohomology extensions
Notations 7.1. (1) For all β ∈ Z, set Aβpq := H
β(Fpq) = H
β(Gip(C
iq)) ∼= Hβ(Gp−q(Ciq)),
and aβpq := dimQH
β(Fpq). By [22, Corollary 3.2.4], a
β
pq = 0 for β odd and A
2|λ|
pq has a
canonical basis which is in one-to-one correspondence with all partitions λ contained in
a (p− q)× ip rectangle. Following [22], for any partition λ, we will denote by σλ ∈ A
2|λ|
pq
the corresponding cohomology class. Recall from §2.5 that Fpq coincides with any fiber
of the fibration (9):
∆˜0pq = Gip(f
∗
q (Sq) |∆˜0q)→ ∆˜
0
q ⊂ Gq−1(Kq,Giq (F )).
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So we have σλ = sλ(x1, . . . , xp−q) |Fpq , where sλ is the Schur polynomial corresponding
to λ and x1, . . . , xp−q are the Chern roots of the bundle Sq/Sp on ∆˜
0
pq (compare with [16,
(2.6), p. 18], where the Chern roots of the tautological bundle instead of the universal
quotient bundle are used).
In other words we have a correspondence
(18) σλ ∈ A
2|λ|
pq ↔ sλ(x1, . . . , xp−q) ∈ H
2|λ|(∆˜pq).
(2) We now define a useful subspace D
2|λ|
pq ⊂ A
2|λ|
pq . If ip < c + 1 − q (i.e. if δpq < 0) then
we set D
2|λ|
pq = 0. On the contrary, for | λ |≤ (p − q) × (k − c + q − p) = δpq let us
denote by D
2|λ|
pq ⊂ A
2|λ|
pq the subspace spanned by partitions λ = (λ1, . . . , λp−q) such that
λi ≤ (k− c+ q− p), 1 ≤ i ≤ p− q. Observe that D
2|λ|
pq has a canonical basis which is in
one-to-one correspondence with all partitions λ contained in a (p− q)× (k − c+ q− p)
rectangle. In other words, D
2|λ|
pq can be identified the cohomology of a Grassmann
submanifold
(19) D2|λ|pq
∼= H2|λ|(Gp−q(C
k−c)), Gp−q(C
k−c) ⊂ Gp−q(C
iq) ∼= Fpq.
Since dimGp−q(C
k−c) = (p − q) · (k − c + q − p) = δpq (compare with §2.6), by Hard
Lefschetz, we have
(20) Dδpq−αpq
∼= Dδpq+αpq
Remark 7.2. (1) By Pieri’s formula [22, Formula 3.2.8], the map
D2|λ|pq
∪ cc+1−qpq
−→ A2(|λ|+dpq)pq ,
determined by cup-product with cc+1−qpq (compare with Corollary 3.2), is injective for all
| λ |≤ (p − q)× (k − c + q − p). In what follows, we denote by E2(|λ|+dpq)pq ⊂ A
2(|λ|+dpq)
pq
the image of the previous cup-product. Of course we have
(21) ∪ cc+1−qpq : D
2|λ|
pq ↔ E
2(|λ|+dpq)
pq and dimD
2|λ|
pq = dimE
2(|λ|+dpq)
pq
Again by Pieri’s formula, E
2(|λ|+dpq)
pq ⊂ A
2(|λ|+dpq)
pq has a canonical basis which is in one-
to-one correspondence with all partitions λ = (λ1, . . . , λp−q) such that λi ≥ (c+ 1− q),
1 ≤ i ≤ p− q.
(2) Observe that partitions that are NOT contained in a (p− q)× (k− c+ q− p) rectangle
gives a basis for the kernel of the cup product cc+1−qpq : H
•(Gp−q(C
iq)) → E
•+dpq
pq , and
that the composite
(cc+1−qpq )
−1 ◦ cc+1−qpq : H
•(Gp−q(C
iq))→ E•+dpqpq → D
•
pq
coincides with the pull-back map H•(Gp−q(C
iq)) → H•(Gp−q(Ck−c)) ∼= D•pq (compare
with (19).
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Notations 7.3. (1) The correspondence (18) implies that the restriction map Hα(∆˜pq) →
Hα(Fpq) is onto for all α ∈ Z. So, there exists a cohomology extension H∗(Fpq)
θpq
→
H∗(∆˜pq) of the fiber [25, p. 256-258]:
(22) θpq := sλ(x1, . . . , xp−q)
where sλ is the Schur polynomial corresponding to λ and x1, . . . , xp−q are the Chern roots
of the bundle Sq/Sp on ∆˜pq. By the Leray-Hirsch Theorem ([27, p. 182 and p. 195],
[10, Lemma 2.5 and proof]), such a cohomology extension determines a decomposition
in Dbc(∆˜q):
(23)
2kpq∑
α=0
Aαpq ⊗Q∆˜q [−α]
θpq
∼= Rρpq∗Q∆˜pq .
In the isomorphism (23), the image of a summand h⊗Q∆q [−α], h ∈ A
α
pq, is
ρ∗pqQ∆˜q [−α] ∪ θpq(h).
(2) By (8), we have ∆˜0pq
π˜pq
∼= ∆0pq and ∆˜
0
pq is open in ∆˜pq. So our previous Remark applies
also to the fibration ∆0pq
πpq
→ ∆0q and we have a decomposition in D
b
c(∆
0
q):
(24)
2kpq∑
α=0
Aαpq ⊗Q∆0q [−α]
θpq
∼= Rπpq∗Q∆0pq .
Similarly as above, in the isomorphism (24), the image of a summand h ⊗ Q∆q [−α],
h ∈ Aαpq, is
π∗pqQ∆0q [−α] ∪ θpq(h) |∆0pq .
(3) Since the fibres of the projection:
πql ◦ ρpq : ∆˜
l
pq
∼= Fip,iq(f
∗
l (Sl) |∆˜0
l
)→ ∆˜0l
are Flag manifolds Fip,iq(C
il) (compare with §4) andH∗(Fip,iq) = H
∗(Gip(C
iq)×Giq (C
il)),
we have also a decomposition in Dbc(∆
0
l ):
(25)
2kql∑
β=0
2kpq∑
α=0
Aβql ⊗ A
α
pq ⊗Q∆0l [−α − β]
∼= R(πql ◦ ρpq)∗Q∆˜lpq .
Remark 7.4. Obviously, we have an inclusion ∆˜pq ⊂ Fip,iq,k(C
l), so the Chern roots (x1, . . . , xp−q)
introduced in Notations 7.3 can be seen as the pull-back in ∆˜pq of a subset of the roots (t1, . . . , tt)
of F(Cl) [15, p. 161], the variety of complete flags of Cl. For instance, in (22) we can also put
θpq = sλ(x1, . . . , xp−q) = sλ(tip+1, . . . , tiq).
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In (17) we considered the Gysin morphism
γlpq :
2kql∑
β=0
2kpq∑
α=0
Aβql ⊗ A
α
pq ⊗Q∆0l [−α − β]
∼= R(πql ◦ ρpq)∗Q∆˜lpq →
→ Rπpl∗Q∆˜0
pl
[2dpq] ∼=
2kpl∑
α=0
Aαpl ⊗Rπpl∗Q∆0l [−α]
 [2dpq],
where we have taken into account (24) and (25).
Proposition 7.5. Fix σλ ∈ A
β
ql and σµ ∈ A
α
pq, with λ := (λ1, . . . , λq−l) and µ := (µ1, . . . , µp−q).
Then we have
γlpq(σλ ⊗ σµ ⊗Q∆0l [−α− β]) = σν ⊗Q∆0l [−α − β],
where ν := (ν1, . . . , νp−l) = (µ1 + c+ 1− q, . . . , µp−q + c+ 1− q, λ1, . . . , λq−l).
Proof. By (17), the morphism γlpq is induced via push-forward by the map pq introduced at the
beginning of §6. By Remark 6.1, we have a factorization pq = ξpq ! ◦ ζpq !. Again by Remark
6.1, ζpq ! is induced by the cup product with cp−q(Sq/Sp)
c. As for the morphism ξpq !, we recall
thet it is just the Gysin morphism induced by the fibration (13)
ξpq : Fpq = Fp−q,p−1(Kp)→ Gp−1(Kp) = ∆˜p,
hence it is a particular case of the one described in [22, Exercise 3.8.3]. Observe that ξpq is a
smooth fibration with fibres Gp−q(C
p−1), so the relative dimension is (p−q)·(q−1). Taking into
account the Notations introduced after (24), γlpq(σλ ⊗ σµ ⊗ Q∆0l [−α − β]) is the push-forward
via πpl of
pq !((πql ◦ ρpq)
∗Q∆0
l
[−α− β] ∪ θql(σλ) ∪ θpq(σµ)) = pq !((πql ◦ ρpq)
∗Q∆0
l
[−α− β] ∪ sλ ∪ sµ)
= ξpq !((πpl ◦ ξpq)
∗Q∆0
l
[−α − β] ∪ sλ ∪ sµ ∪ s),
where sµ = sµ(tip+1, . . . , tiq), sλ = sλ(tiq+1, . . . , til) and s := cp−q(Sq/Sp)
c, with Notations as in
Remark 7.4. By [22, Remark 3.6.21], the class sλ(tiq+1, . . . , til) can be extended to the class
sλ(tiq+1, . . . , tk) ∈ H
•(Fpq) in such a way the the restriction to (πpl ◦ ξpq)−1(∆0l ) is equivalent to
putting til+1 = · · · = tk = 0. Hence ξpq !((πpl ◦ ξpq)
∗Q∆0
l
[−α − β] ∪ sλ ∪ sµ ∪ s), is well defined.
By [14, G4 (i), p. 26] we have also
ξpq !((πpl◦ξpq)
∗Q∆0
l
[−α−β]∪sλ∪sµ∪s) = πpl
∗Q∆0
l
[−α−β]∪ξpq!(sλ∪sµ∪s) = πpl
∗Q∆0
l
[−α−β]∪sν
and by [22, Exercise 3.8.3, p. 148] we conclude
πpl
∗Q∆0
l
[−α − β] ∪ sν = πpl
∗Q∆0
l
[−α− β] ∪ θpl(σν) ∼= σν ⊗Q∆0
l
[−α− β].

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Remark 7.6. Needless to say, the Leray-Hirsch Theorem can also be applied to the small reso-
lutions ξp : Dp → ∆p described in §5. Combining with Remark 5.1, we have
(26) IC•∆p[−mp] |∆0q
∼= Rξp∗QDp |∆0q
∼=
2kpq∑
α=0
Hα(Gpq)⊗Q∆0q [−α].
One of our main aims is, roughly speaking, to recognize in a meaningful way the decomposition
(26) inside the decomposition (24) (compare with Remark 9.7).
8. The main characters
Definition 8.1. In the following, we set ∆qp := ∆p\∆q+1 = ∆p\Sing(∆q) and ∆˜
q
p := π
−1
p (∆
q
p).
For all 1 ≤ q < p ≤ r + 1, we define the following complex F• 0pq in D
b
c(∆
q
p):
F• 0pq := D
kpq−dpq
pq ⊗QRιpq∗Q∆0q [mq]⊕
kpq−dpq∑
β=1
Dkpq−dpq−βpq ⊗Q Rιpq∗
(
Q∆0q [mq + β]⊕Q∆0q [mq − β]
)
.
Remark 8.2. (1) Taking into account that Q∆0q [mq] is self-dual in D
b
c(∆
0
q), previous formula
shows F • 0pq as a direct sum of self-dual complexes (compare with [13, p. 69, Proposition
3.3.7 (ii), and Remark 3.3.6 (i)]).
(2) By (11.1), we have also
F• 0pq
∼=
kpq−dpq∑
β=−(kpq−dpq)
Dkpq−dpq−βpq ⊗Q Rιpq∗Q∆0q [mq + β]
∼=
2(kpq−dpq)∑
α=0
Dαpq ⊗Q Rιpq∗Q∆0q [mq + kpq − dpq − α]
∼=
2(kpq−dpq)∑
α=0
Dαpq ⊗Q Rιpq∗Q∆0q [mp − 2dpq − α]
Proposition 8.3. The complex F• 0pq is a direct summand of Rπp∗Q
•
∆˜qp
[mp] in D
b
c(∆
q
p).
Proof. The proof follows very closely that of [12, Lemma 3.3 (b)], so we are going to by rather
sketchy.
Applying the push-forward by ιpq to the morphism (16), we deduce the following morphism
in Dbc(∆
0
p):
(27) γ0pq : R(ıpq ◦ πpq)∗Q∆0pq → R(ıpq ◦ πpq)∗Q∆0pq [2dpq].
As explained in [12, Lemma 3.3 ], the idea of the proof consists in using the Leray-Hirsch de-
composition (24), and the self-intersection formula ([14, p. 92], [19], [26]), in order to identify the
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image of F• 0pq [−mp+2dpq] via the composite morphism R(ıpq◦πpq)∗Q∆0pq → R(ıpq◦πpq)∗Q∆0pq [2dpq]
given by (27). By Remark 8.2 (2), we may write:
F• 0pq [−mp + 2dpq] =
2(kpq−dpq)∑
α=0
Dαpq ⊗Q Rιpq∗Q∆0q [−α].
By the Leray-Hirsch Theorem (24), we have:
2kpq∑
α=0
Aαpq ⊗ Rıpq∗Q∆0q [−α]
θpq
∼= R(ıpq ◦ πpq)∗Q∆0pq .
Since Dα ⊆ Aα (Notations, 7.1 (2)), we deduce a split monomorphism:
F• 0pq [−mp + 2dpq] →֒ R(ıpq ◦ πpq)∗Q∆0pq ,
and by (27) we get a sequence:
(28)
F• 0pq [−mp+2dpq] →֒ R(ıpq◦πpq)∗Q∆0pq → R(ıpq◦πpq)∗Q∆0pq [2dpq]
∼=
(
2kpq∑
α=0
Aαpq ⊗ Rıpq∗Q∆0q [−α]
)
[2dpq]
Claim: Fix an element σλ ∈ Dαpq, then the image of σλ ⊗Q Rιpq∗Q∆0q [−α] via (28) is (up to a
sign)
σλ ∪ c
c+1−q
pq ⊗Q Rιpq∗Q∆0q [−α]⊳
(
2kpq∑
α=0
Aαpq ⊗ Rıpq∗Q∆0q [−α]
)
[2dpq],
where we are using Notation 4.3. By the self-intersection formula ([14, p. 92], [19], [26]) and
taking into account the remark after (24), the image of σλ ∈ Dαpq via (28) is
π∗pqQ∆0q [−α] ∪ θpq(σλ) ∪ ctop(Npq).
By Corollary 3.2 and up to change the cohomology extension θpq, we have
π∗pqQ∆0q [−α] ∪ θpq(σλ) ∪ ctop(Npq)
∼= σλ ∪ c
c+1−q
pq ⊗Q Rιpq∗Q∆0q [−α]
and the Claim is so proved.
The Claim implies that the composite (28) maps F• 0pq [−mp + 2dpq] isomorphically onto a
subcomplex G• 0pq of(
2kpq∑
α=0
Aαpq ⊗ Rıpq∗Q∆0q [−α]
)
[2dpq] =
2kpq∑
α=0
Aα+2dpqpq ⊗ Rıpq∗Q∆0q [−α].
By Remark 7.2 (and up to change the cohomology extension θpq), we have:
(29) γ0pq(F
• 0
pq [−mp + 2dpq])
∼= G• 0pq
∼=
2(kpq−dpq)∑
α=0
Eα+2dpqpq ⊗Q Rιpq∗Q∆0q [−α],
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where the last isomorphism follows from (21). It follows that the morphism F• 0pq [−mp+2dpq]→
Rπp∗Q
•
∆˜qp
[2dpq] has a section. Therefore F• 0pq is a direct summand ofRπp∗Q
•
∆˜qp
[mp] inD
b
c(∆
q
p). 
Remark 8.4. The proof of Proposition 8.3 shows that the image of (28) is the complex G• 0pq
defined in (29). By comparison with (21), we deduce that the image of the morphism (28) can
be identified with the sub-local system of Rπp∗Q
•
∆˜p
|∆˜0q generated by the cohomology classes of
the fibre Fpq that are “divisible” by the top Chern class of the normal bundle Npq.
9. The main results
A key point in our approach to the Decomposition Theorem for the morphism πp (2), is to
identify the complex of the decomposition that is “supported”in ∆0q. What we are going to
prove is that such a complex is the intermediary extention [13, Theorem 5.2.12, Theorem 5.4.1]
of the complex F• 0pq introduced in Definition 8.1:
Definition 9.1. (1) For all 1 ≤ q < p ≤ r + 1, we define the following complex F•pq in
Dbc(∆p):
F•pq := D
kpq−dpq
pq ⊗Q Rιpq∗IC∆q ⊕
kpq−dpq∑
β=1
Dkpq−dpq−βpq ⊗Q Rιpq∗
(
IC∆q [β]⊕ IC∆q [−β]
)
.
Like in Remark 8.2, we also have
F•pq :=
2kpq−2dpq∑
β=0
Dβpq ⊗Q Rιpq∗IC∆q [mp − 2dpq −mq − β].
(2) We define also the following complex G•pq in D
b
c(∆p):
G•pq :=
2(kpq−dpq)∑
β=0
Eβ+2dpqpq ⊗Q Rιpq∗IC∆q [−mq − β].
Remark 9.2. Taking into account that IC∆q is self-dual in D
b(∆q), previous formula shows F
•
pq
as a direct sum of self-dual complexes (compare with [13, p. 69, Proposition 3.3.7 (ii), and
Remark 3.3.6 (i)]).
The following Theorem is the main result of this paper:
Theorem 9.3 (Explicit Decomposition Theorem for special Schubert varieties). In Dbc(∆p) we
have a decomposition
Rπp∗Q
•
∆˜p
[mp] ∼= IC
•
∆q ⊕
(
⊕p−1q=1F
•
pq
)
.
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The proof of 9.3 proceeds by induction and will be a consequence of some propositions that
we are going to introduce.
A first main point in the proof consists in showing that the complexes F•pq are split embedded
in Rπp∗Q
•
∆˜p
[mp]. In order to explain this, we need to understand why the complexes F•pq are
mapped in Rπp∗Q∆˜p [mp]. Arguing as in §6 and in the proof of Proposition 8.3, the map
pq : ∆˜pq → ∆˜p induces a Gysin morphism Rpq∗Q∆˜pq → Q∆˜p[2dpq]. Composing with πp, and
taking into account that diagram (8) commutes, we deduce the morphism in Dbc(∆p):
(30) R(ıpq ◦ πq ◦ ρpq)∗Q∆˜pq → Rπp∗Q∆˜p [2dpq].
By Definition 9.1, we have:
F•pq[−mp + 2dpq] :=
2kpq−2dpq∑
β=0
Dβpq ⊗Q Rιpq∗IC∆q [−mq − β].
By the Leray-Hirsch Theorem (23), we have:
2kpq∑
α=0
Aαpq ⊗Q∆˜q [−α]
θpq
∼= Rρpq∗Q∆˜pq
and (30) becomes
(31) Rιpq
(
2kpq∑
α=0
Aαpq ⊗Rπq ∗Q∆˜q [−α]
)
∼= R(ιpq ◦ πq ◦ ρpq)∗Q∆˜pq → Rπp∗Q∆˜p [2dpq].
As we said, the proof of Theorem 9.3 is by induction. So, since q < p, we can assume that
IC∆q [−mq] is spilt embedded in Rπq ∗Q
•
∆˜q
and we deduce a split monomorphism:
F•pq[−mp + 2dpq] →֒ Rιpq
(
2kpq∑
α=0
Aαpq ⊗Rπq ∗Q∆˜q [−α]
)
,
By (31) we get a sequence
(32) F•pq[−mp + 2dpq] →֒ R(ιpq ◦ πq ◦ ρpq)∗Q∆˜pq → Rπp∗Q∆˜p [2dpq].
and a map
(33) F•pq → Rπp∗Q∆˜p [mp].
We are now ready to state the main Propositions of this paper.
Proposition 9.4. The map (33) is a split embedding of the complex F•pq in the complex
Rπp∗Q∆˜p[mp], in D
b
c(∆p).
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Notations 9.5. For | λ |≤ (p−q)×(c−p+1) let us denote by B2|λ|pq ⊂ A
2|λ|
pq the subspace spanned
by partitions λ = (λ1, . . . , λp−q) such that λi ≤ c− p+ 1, for 1 ≤ i ≤ p− q. Observe that B
2|λ|
pq
has a canonical basis which is in one-to-one correspondence with all partitions λ contained in
a (p − q) × (c − p + 1) rectangle. In other words, B2|λ|pq can be identified the cohomology of a
Grassmann manifold Gp−q(C
c−q+1) ∼= Gpq, of dimension kpq = (p − q) · (c − p + 1) (compare
with §5 and (26).
Proposition 9.6. With Notations as in 4.3 and 9.5, the complex IC∆p[−mp] |∆0q is quasi-
isomorphic to a sub local system of πpq∗Q∆˜0pq . More precisely, we have
IC∆p[−mp] |∆0q
∼=
2kpq∑
α=0
Bαpq⊗Q∆0q [−α]
∼=
2kpq∑
α=0
Hα(Gpq)⊗Q∆0q [−α]⊳
2kpq∑
α=0
Aαpq⊗Q∆0q [−α]
∼= Rπpq∗Q∆˜0pq .
Remark 9.7. Observe that Proposition 9.6 is in accordance with the description of IC∆p[−mp] |∆0q
obtained by means of the small resolution, thus answering the question raised in Remark 7.6.
Remark 9.8. (1) By 9.6, we have
F•pq[−mp + 2dpq] |∆0l=
2kpq−2dpq∑
β=0
Dβpq ⊗Q Rιpq∗IC∆q |∆0l [−mq − β]
∼=
2kpq−2dpq∑
β=0
2kql∑
α=0
Dβpq ⊗ B
α
ql ⊗Q∆0l [−α− β]⊳
2kpq∑
β=0
2kql∑
α=0
Aβpq ⊗ A
α
ql ⊗Q∆0l [−α− β],
for all l < q < p ≤ r.
(2) Similarly, we have
G•pq |∆0l=
2(kpq−dpq)∑
β=0
Eβ+2dpqpq ⊗Q Rιpq∗IC∆q |∆0l [−mq − β]
2kpq−2dpq∑
β=0
2kql∑
α=0
Eβ+2dpqpq ⊗ B
α
ql ⊗Q∆0l [−α − β]⊳
2kpq∑
β=0
2kql∑
α=0
Aβ+2dpqpq ⊗ A
α
ql ⊗Q∆0l [−α− β],
for all l < q < p ≤ r.
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10. Proof of the main results
The proof of the results stated in previous section is by induction on the number of strata
r + 1. The starting case r + 1 = 2 is covered by [12, Theorem 3.1 and Example §4].
In the rest of this section we are going to assume Theorem 9.3, Proposition 9.4 and Propo-
sition 9.6 to hold for all special Schubert varieties with ≤ r strata.
Proof of 9.4. The map pq gives rise a pull-back morphism Q∆˜p [2dpq] → Rpq∗Q∆˜pq [2dpq] in
Db(∆˜p) [27, p. 176] and, via composition with πp∗, a morphism D
b
c(∆p)
Rπp∗Q∆˜p[2dpq]→ R(ιpq ◦ πq ◦ ρpq)∗Q∆˜pq [2dpq].
In (32) we defined a morphism
F•pq[−mp + 2dpq] →֒ R(ιpq ◦ πq ◦ ρpq)∗Q∆˜pq → Rπp∗Q∆˜p [2dpq],
which is well defined by induction since the definition of (32) requires to apply our results to
special Schubert varieties with q ≤ r strata.
By composition we find
(34) F•pq[−mp+2dpq] →֒ R(ιpq ◦πq ◦ρpq)∗Q∆˜pq → Rπp∗Q∆˜p[2dpq]→ R(ιpq ◦πq ◦ρpq)∗Q∆˜pq [2dpq].
The morhism (34) represents the extension to ∆p of the morphism (28) and what we are going
to do is, roughly speaking, to show that the argument of Proposition 8.3 apply to (34) as well.
By the Leray-Hirsch Theorem (23), we have:
2kpq∑
α=0
Aαpq ⊗Q∆˜q [−α]
θpq
∼= Rρpq∗Q∆˜pq
hence we find
F•pq[−mp+2dpq]→ Rιpq
(
2kpq∑
α=0
Aαpq ⊗Rπq ∗Q∆˜q [−α]
)
[2dpq] = Rιpq
(
2kpq∑
α=0
Aα+2dpqpq ⊗Rπq ∗Q∆˜q [−α]
)
By induction, since q < p, we can assume that IC∆q [−mq] is a spilt summand of Rπq ∗Q
•
∆˜q
and
we deduce a split epimorphism:
Rιpq
(
2kpq∑
α=0
Aα+2dpqpq ⊗ Rπq ∗Q∆˜q [−α]
)
→
kpq−dpq∑
β=0
Eβ+2dpqpq ⊗Q Rιpq∗IC∆q [−mq − β] = G
•
pq.
By (29) and since the restriction to ∆qp of (34) is (28), the induced map
(35) F•pq[−mp + 2dpq]→ G
•
pq
is an isomorphism in ∆0q. Then, (35) is an isomorphism by Proposition 8.3, taking also in
account that IC∆q [−mq] is a simple object in D
b
c(∆q) [13, Theorem 5.2.12]. It follows that the
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morphism F•pq[−mp+2dpq]→ Rπp∗Q∆˜p [2dpq] has a section. Therefore F
•
pq is a direct summand
of Rπp∗Q∆˜p[mp] and Proposition 9.4 is so proved. 
Proof of 9.6 and of 9.3. Applying the induction to Propostion 9.6 and to Remark 9.8, we have
F•pq[−mp + 2dpq] |∆0l=
2kpq−2dpq∑
β=0
2kql∑
α=0
Dβpq ⊗ B
α
ql ⊗Q∆0l [−α − β],
for all l < q < p ≤ r. Since the morphism (34) is induced by the Gysin morphism, the
restriction to ∆0l of (34) is represented by the map γ
l
pq of §6.
γlpq : F
•
pq[−mp + 2dpq] |∆0l
∼=
2kpq−2dpq∑
β=0
2kql∑
α=0
Dβpq ⊗ B
α
ql ⊗Q∆0l [−α − β]→
→ Rπpl∗Q∆˜0
pl
[2dpq] ∼=
2kpl∑
α=0
Aαpl ⊗Q∆0l [−α]
 [2dpq].
By Proposition 7.5, if σλ ∈ B
β
ql and σµ ∈ D
α
pq, with λ := (λ1, . . . , λq−r) and µ := (µ1, . . . , µp−q).
Then we have
(36) γlpq(σλ ⊗ σµ ⊗Q∆0l [−α− β]) = σν ⊗Q∆0l [−α − β],
where ν := (ν1, . . . , νp−r) = (µ1 + c + 1 − q, . . . , µp−q + c + 1 − q, λ1, . . . , λq−r). Taking into
account the Definitions of Dαpq and B
β
ql (compare with Notations 7.1 and 9.5), (36) implies that
(37) the image γlpq(F
•
pq[−mp] |∆0l )
∼= G•pq |∆0l [−2dpq] is the sublocal system of
2kpl∑
α=0
Aαpl ⊗Q∆0l [−α] spanned by the summands σν ⊗Q∆0l [−2|ν|]
with ν1 ≥ c+ 1− q, . . . , νp−q ≥ c+ 1− q, νp−q+1 ≤ c+ 1− q, . . . , νp−l ≤ c+ 1− q.
On the other hand, combining (29) with the definition of Eαpl (Remark 7.2), we find that
(38) the image γ0pl(F
• 0
pl [−mp] ∼= G
•
pl[−2dpl] is the sublocal system of
2kpl∑
α=0
Aαpl ⊗Q∆0l [−α] spanned by the summands σν ⊗Q∆0l [−2|ν|]
with ν1 ≥ c+ 1− l, . . . , νp−l ≥ c+ 1− l.
If we let q to vary, then the above local systems are obviously direct summands.
Hence, (37) and (38) we have
(39)
γ0pl⊕
(
⊕p−1q=l+1γ
l
pq
)
: F• 0pl [−mp]⊕
(
⊕p−1q=l+1F
•
pq[−mp] |∆0l
)
→˜ G• 0pl [−2dpl]⊕
(
⊕p−1q=l+1G
•
pq[−2dpq] |∆0l
)
⊳
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⊳
2kpl∑
α=0
Aαpl ⊗Q∆0l [−α],
in Dbc(∆
0
l ). Furthermore, again by (37) and (38), we have that
(40) the cokernel of (39) is isomorphic to the sublocal system of
2kpl∑
α=0
Aαpl ⊗Q∆0l [−α]
spanned by the summands σν ⊗Q∆0
l
[−2|ν|] with ν1 ≤ c+ 1− p, . . . , νp−l ≤ c + 1− p.
By comparison with Notations 9.5, we conclude that the cokernel of (39) is generated by
B•pl
∼= H•(Gpl).
We now claim that(
⊕p−1q=1γpq
)
:
(
⊕p−1q=1F
•
pq[−mp]
)
→˜
(
⊕p−1q=1G
•
pq[−2dpq]
)
in Dbc(∆p).
By [13, Proposition 1.3.10 (i)], in order to prove the Claim it is enough to prove that
(
⊕p−1q=1γpq
)
is a quasi-isomorphism, i.e. thatHi
(
⊕p−1q=1F
•
pq[−mp]
)
x
∼= Hi
(
⊕p−1q=1G
•
pq[−2dpq]
)
x
, ∀i and ∀x ∈ ∆p.
But x ∈ ∆0l for some l. So
Hi
(
⊕p−1q=1F
•
pq[−mp]
)
x
∼= Hi
(
F• 0pl [−mp]⊕
(
⊕p−1q=l+1F
•
pq[−mp] |∆0l
))
x
and
Hi
(
⊕p−1q=1G
•
pq[−2dpq]
)
x
∼= Hi
(
G• 0pl [−2dpl]⊕
(
⊕p−1q=l+1G
•
pq[−2dpq] |∆0l
))
x
,
hence the Claim follows from (39).
The above Claim implies that
(
⊕p−1q=1F
•
pq
)
→ Rπp∗Q∆˜p[mp] is a split embedding in D
b
c(∆p).
Let us denote by L•p the cokernel of
(
⊕p−1q=1F
•
pq
)
→ Rπp∗Q∆˜p [mp]. In order to conclude the proof
of Proposition 9.6 and of Theorem 9.3 it enough to show:
(1) L•p
∼= IC∆p;
(2) Lp[−mp] |∆0q
∼=
∑2kpq
α=0 B
α
pq ⊗Q∆0q [−α].
But Lp[−mp] |∆0q coincides with the cokernel of the map (39)
γ0pq ⊕
(
⊕p−1s=q+1γ
l
ps
)
: F• 0pq [−mp]⊕
(
⊕p−1s=q+1F
•
ps[−mp] |∆0q
)
→
2kpq∑
α=0
Aαpq ⊗Q∆0q [−α]
and (2) was already observed after (40).
In order to prove (1), observe that L•p is self-dual, because so are Rπp∗Q∆˜p[mp] and each F
•
pq
by [13, Proposition 3.3.7] and Remark 9.2. Since the complex F•pq is supported on ∆q, it follows
that the restriction of L•p to ∆
0
p is Q∆0p[mp]. Therefore, F
•
pq is an extension of Q∆0p [mp]. Hence,
to prove that L•p
∼= IC∆p, it suffices to prove that that L
•
p is the intermediary extension of
Q∆0p [mp] [13, p.156 and p.135]. Taking into account that L
•
p is self-dual, this in turn reduces to
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prove that L•p satisfies the support conditions [13, Proposition 5.2.8., p.135, and Remark 5.4.2.,
p. 156]. This is rather obvious in view of (2), because B•pq
∼= H•(Gpq) and Gpq is the fibre of the
small resolution of §5 (Remark 7.6). Nevertheless, we prefer to give a direct proof of the fact
that L•p satisfies the support conditions, which in turn reduces to prove that, for every x ∈ ∆
0
q
and every i ≥ −mq, one has Hi(L•p)x = 0 [13, Proposition 5.2.8., p.135, and Remark 5.4.2., p.
156]. By (2), H i(L•p)x = B
i+mp
pq for every x ∈ ∆0q, so suffices to prove that i +mp > 2kpq for
every i ≥ −mq. But i+mp ≥ mp−mq = (p− q)(c+k+2−p− q) > 2kpq = 2(p− q)(c−p+1),
because k + 1− q > c+ 1− p, ∀(p, q), because of Remark 2.3. 
11. Decomposition Theorem and Relative Hard Lefschetz Theorem
Theorem 11.1 (Explicit Decomposition and Relative Hard Lefschetz ). (1) In Db(S) we
have a decomposition
Rπ∗Q
•
S˜
[n] ∼= IC•S ⊕
(
⊕rq=1F
•
r+1 q
)
.
(2) The perverse cohomology sheaves are
pHi(Rπ∗QS˜ [n])
∼= Hi
((
⊕rq=1F
•
r+1 q
))
∼= ⊕rq=1D
δr+1 q+i
r+1 q ⊗Q Rιr+1 q∗IC∆q .
(3) Let η be the first Chern class of a relatively ample (with respect to π) line bundle. For
i ≥ 0, η induces an isomorphism
ηi : pH−i(Rπ∗QS˜ [n])
∼= pHi(Rπ∗QS˜ [n]).
Proof. (1) Is a particular case of Theorem 9.3 which implies (2) as well, taking into account of
(2) and Definition 9.1. As for (3), the proof amounts to show
ηi : ⊕rq=1D
δr+1 q−i
r+1 q ⊗Q Rιr+1 q∗IC∆q
∼= ⊕rq=1D
δr+1 q+i
r+1 q ⊗Q Rιr+1 q∗IC∆q .
What we are going to do is to prove that, for q ≤ r, η induces an isomorphism
ηi : D
δr+1 q−i
r+1 q ⊗Q Rιr+1 q∗IC∆q
∼= D
δr+1 q+i
r+1 q ⊗Q Rιr+1 q∗IC∆q .
Since IC∆q is a simple object in D
b
c(∆q) [13, Theorem 5.2.12], it suffices to prove
ηi : D
δr+1 q−i
r+1 q ⊗Q Rιr+1 q∗IC∆q |∆0q
∼= D
δr+1 q+i
r+1 q ⊗Q Rιr+1 q∗IC∆q |∆0q ,
namely
(41) ηi : D
δr+1 q−i
r+1 q ⊗Q Rιr+1 q∗Q∆0q [mq]
∼= D
δr+1 q+i
r+1 q ⊗Q Rιr+1 q∗Q∆0q [mq].
Fix an element γ ∈ D
δr+1 q−i
r+1 q . By Remark 7.2 and the proof of Proposition 8.3,
ηi(γ⊗QRιr+1 q∗Q∆0q [mq]) = (c
c+1−q
pq )
−1(cc+1−qpq ∪η
i∪γ⊗QRιr+1 q∗Q∆0q [mq])) = η
i ∪ γ⊗QRιr+1 q∗Q∆0q [mq]
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where the overline denote the pull-back via H•(Gp−q(C
iq))→ H•(Gp−q(Ck−c)) ∼= D•pq (compare
with Remark 7.2). We are done since
ηi : D
δr+1 q−i
r+1 q
∼= D
δr+1 q+i
r+1 q
because η is relatively ample and Gp−q(C
k−c) is a subvariety of the fiber of π over any point of
∆0q . 
For all p ∈ {1, . . . , r + 1} denote by Ip(t) the Poincare´ polynomial of the intersection coho-
mology of ∆p, i.e.
Ip(t) =
∑
α∈Z
dimQ IH
α(∆p) t
α.
For all p ∈ {1, . . . , r + 1} denote by Hp(t) the Poincare´ polynomial of the cohomology of ∆˜p,
i.e.
Hp(t) =
∑
α∈Z
dimQH
α(∆˜p) t
α.
Since ∆1 is smooth, we have I1(t) = H1(t), and IC
•
∆1
= Q•∆1 [m1]. Moreover, for all α ∈ Z we
have:
IHα(∆p) = H
α(IC•∆p[−mp]).
Furthermore, denote by fpq(t) the Poincare´ polynomial of the cohomology of Gp−q(C
k−c), i.e.
fpq(t) =
∑
α∈Z
dimQH
α(Gp−q(C
k−c)) tα =
∑
α∈Z
dimQH
α(Dαpq) t
α.
Let Ppq(t) be the Poincare´ polynomial of the complex F•pq[−mp], i.e.
Ppq(t) =
∑
α∈Z
hα(F•pq[−mp]) t
α,
where hα(F•pq[−mp]) = dimQH
α(F•pq[−mp]) denotes the dimension of the hypercohomology. By
Definition 9.1, we easily find:
Ppq(t) = t
2dpqfpq(t)Iq(t)
Theorem 9.3 imply
Corollary 11.2. For all p = 2, . . . , r + 1 one has:
Ip(t) = Hp(t)−
p−1∑
q=1
Ppq(t) = Hp(t)−
p−1∑
q=1
t2dpqfpq(t)Iq(t).
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Remark 11.3. In order to simplify the notation, put: Ip = Ip(t), gpq = t
2dpqfpq(t), Hp = Hp(t).
From previous corollary we get:
Ir+1
Ir
.
.
.
I2
I1

=

1 gr+1,r gr+1,r−1 gr+1,r−2 . . . gr+1,1
0 1 gr,r−1 gr,r−2 . . . gr,1
0 0 1 gr−1,r−2 . . . gr−1,1
. . . . . .
. . . . . .
0 0 0 . . . 1 g21
0 0 0 0 . . . 1

−1
·

Hr+1
Hr
.
.
.
H2
H1

=
=
r∑
k=0
(−1)k

0 gr+1,r gr+1,r−1 gr+1,r−2 . . . gr+1,1
0 0 gr,r−1 gr,r−2 . . . gr,1
0 0 0 gr−1,r−2 . . . gr−1,1
. . . . . .
. . . . . .
0 0 0 . . . 0 g21
0 0 0 0 . . . 0

k
·

Hr+1
Hr
.
.
.
H2
H1

.
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