Suppose that V is a finite dimensional vector space over a finite field of characteristic 2, G is the symplectic group on V and a is a non-zero vector of V . Here we classify irreducible subgroups of G containing a certain subgroup of O 2 .Stab G a / all of whose non-trivial elements are 2-transvections.
Introduction
Let k denote the Galois field GF.q/, where q = 2 m , and suppose V is a finite dimensional vector space over k. An involution g of GL.V / is a transvection (respectively a 2-transvection) of V if C V .g/ has codimension 1 (respectively 2) in V . A subgroup K of GL.V / is called a transvection subgroup if C V .K / has codimension 1, [V ; K ] has dimension 1, and K is isomorphic to the additive group of k. Assume, additionally, that dim V = 2n where n ≥ 2 and f is a non-degenerate alternating bilinear form on V . Letting G denote Sp.V /, the symplectic group on V defined by f , we may now state our main result. 
Orbits on points and vectors and a quadratic form
From now on we assume the situation depicted in Theorem 1.1. If L contains a transvection subgroup, then we may avail ourselves of McLaughlin's results ( [3, 4] ) to conclude, since L ≤ Sp.V /, that L must be isomorphic to one of Sp.V /; O ± .V /; Sym.2n + 1/, or Sym.2n + 2/. Of these groups only Sp.V / and O ± .V / can contain an elementary abelian 2-group as large as X and so Theorem 1.1 holds in this case. Henceforth, therefore, we shall suppose that L contains no transvection subgroups. 
≤ a ; which implies that x is a transvection on V , a contradiction. Thus |Î | < q 2n−2 . Since |X| = q 2n−2 , there must exist distinct
This then implies that x 1 x 2 is a transvection on V . Hence we infer that [V ; X] = a ⊥ , and we have (ii). Using
with |U ⊥ | = q 2n−2 . Now, as |Z | = q 2n−3 , we may argue as in part (ii) to obtain
By hypothesis L acts irreducibly upon V and so a L = V . Thus we can find an
LEMMA 2.2. X has q regular orbits on the points in V \ a ⊥ . These X-orbits are
a contradiction as X contains no transvections. Therefore the X-orbits of points of V not contained in a ⊥ are regular. So, by counting, we see that X has exactly q orbits on the points in V \ a ⊥ . To complete the proof of the lemma we must show that for
# is a transvection on V , we must have x = 1 and then ½a = ¼a. Hence ½ = ¼.
For each x ∈ X # we define a 2-dimensional subspace T x of a ⊥ by
and so
is a subgroup of X of order q.
PROOF. Let T be a 2-dimensional subspace of a ⊥ containing a , and suppose that {x ∈ X # | T x = T } has at least q distinct elements. Then, since dim.T ∩ b ⊥ / = 1, Lemma 2.3 implies there exists x 1 ; x 2 ∈ X # with x 1 = x 2 such that
This forces
2 to be a transvection of V and so we conclude that
So there must be at least .|X| − 1/=.q − 1/ = .q 2n−2 − 1/=.q − 1/ 2-dimensional subspaces of V of the form T x , for some x ∈ X # . However, this is also the number of 2-dimensional subspaces of a ⊥ which contain a and so (i) holds. Moreover, 
PROOF. By definition
we then deduce that C T .X U / = a and therefore X U has orbits of size 1 and q on the points of T . Since X=C X .T / embeds into GL 2 .q/, this gives the lemma. 
LEMMA 2.8. Suppose that L is not transitive on the points of V . Then there exists a
So L is transitive on the points of V , a contradiction.
We now let T be such a 2-dimensional subspace and prove that, for
Since b x ; b is a 2-dimensional subspace by Lemma 2.1 (ii), we may apply Lemma 2.6 (with b in place of a) to conclude that
Either L is transitive on the points of V or L has two orbits on the points of V . In the latter case we have
PROOF. Suppose that L is not transitive on the points of V . Then, by Lemma 2.8, there exists a 2-dimensional subspace T with a ≤ T ≤ a ⊥ and a L ∩ T = { a }. Setting U = b; T ∩ b ⊥ we also have N X .U / = 1 by Lemma 2.8. Since the elements of X # all have order 2, it follows that no two points of U \ a ⊥ are in the same X-orbit. Hence the q points of U \ a ⊥ may be chosen as representative of the X-orbits on V \ a ⊥ . Let g ∈ L be such that a g = b , and set Y = X g . Then, by Lemma 2.5 (ii), Y has orbits of length 1 and q on the points of U and so, as b PROOF. Clearly, if q = 2 there is nothing to prove, so we may assume q > 2. Again we choose a 2-dimensional subspace T with a ≤ T ≤ a ⊥ and a PROOF. Since all the non-zero vectors of a are in the same L-orbit by Lemma 2.10 (ii), a g = ¼a for some g ∈ L. So g stabilizes a and hence leaves a ⊥ invariant. Consequently g leaves invariant a L \a ⊥ = b X , using Lemma 2.9. So for a suitable x ∈ X, gx stabilizes b . Set g 1 = gx, and notice that a g1 = a gx = ¼a x = ¼a.
which gives the result.
For the moment we suppose that L has two orbits on the points of
In view of Lemma 2.10, Q is well defined. Observe that for v = ¼a +b,
PROOF. Clearly, if þ = 0 then we are done-so we assume þ = 0. Without loss of generality we may suppose that v = a. Suppose first that w ∈ a ⊥ . In this case we need to show that Q.Þa + þw/ = þ 2 Q.w/ = Q.þw/. This means we need to show that Þa + þw is in the same L-orbit as þw. If w ∈ a , then Q.Þa + þw/ = 0 = Q.þw/. Therefore, we may also assume w ∈ a and so w; a is a 2-dimensional subspace of a ⊥ . By Lemma 2.5 (i) X=C X . w; a / has order q and hence there exists x ∈ X such that [þw; x] = Þa. Thus þw + þw x = Þa, which is to say that þw = .Þa + þw/ x and we are done. Next we suppose that w ∈ a ⊥ . Then we have two cases,the first being when w ∈ a L . Here we have w = − b x for some − ∈ k .− = 0/, x ∈ X by Lemma 2.9. Hence, as X fixes a, Þa + þw = Þa + þ− b x = .Þa + þ− b/ x : Therefore, by Lemma 2.11, Þa + þw is in the same L-orbit as Þþ− a + b, whence Q.Þa + þw/ = Þþ− . Now f .a; w/ = f .a; −b
x / = f .a; −b/ = − f .a; b/ = − . Therefore,
as required. Turning to the second case, w ∈ a ⊥ , again using Lemma 2.9 we have 
This verifies the equation in the final case and so the lemma holds.
LEMMA 2.13. Q is a quadratic form on V .
PROOF. Let v; w ∈ V and Þ; þ ∈ k. So we must show that Q.Þv
In view of Lemma 2.12 we only need examine the case when v and w are not in the same L-orbit as a. Also, we may assume that w ∈ a ⊥ . Then, by Lemma 2.2, w ∈ Ç ½ for some ½ ∈ k # . Hence w = b x + ½a for some x ∈ X. Therefore, w + ½a = b x ∈ a L and so, using Lemma 2.12,
This proves the lemma. 
Proof of Theorem 1.1
In the light of Lemma 2.14 from now on we may assume that L is transitive on the points of V , whence, by Lemma 2.6, L is transitive on V # . We recall there is a one-toone correspondence between vectors c of V and symplectic transvections − c of Sp.V / where − c is defined by − c .v/ = v + f .v; c/c (v ∈ V ). Hence L acts transitively (by conjugation) upon the symplectic transvections. Therefore if L contains a transvection it must contain them all and, in particular, will then contain a transvection subgroup. So we conclude that L contains no transvections. For c a non-zero vector of V we define X c to be X g where g ∈ L is such that a g = c. If
, then X g X g1 intersects the transvection subgroup of O 2 .Stab G c / non-trivially. So X c is well defined; note that X a = X. We now complete the proof of Theorem 1.1, arguing by induction on n and starting with n = 2. When q = 2 we have G ∼ = Sym.6/ and it is fairly straightforward to calculate in Sym.6/ to deduce that L = Alt.6/ or 0 L.2; 4/. Thus we may assume q > 2. We note that |X a | = |X| = q 2 . Let T be a 2-dimensional space of a ⊥ containing a , and let t ∈ T \ a . From Lemmas 2.4 (ii) and 2.5 (i) we have that
X a / has order q 2 .q − 1/, stabilizes a and induces
induces a 2-transitive action upon the points of X a , and consequently N =C N .X a / ∼ = SL 2 .q/ × .q − 1/. So, as L has no transvections, N ∼ q 2 .SL 2 .q/ × .q − 1//. But this contradicts the structure of Stab G a and therefore we have verified the theorem for n = 2.
From now on we assume that n ≥ 3. Again we consider a 2-dimensional subspace T of a ⊥ which contains a , and let t ∈ T \ a . Put X T ;t = x ∈ X t |[V ; t] = T , and let K T ;t be a complement to X T ;t in C Xt .T /. By Lemmas 2.4 and 2.5 (i) |K T ;t | = q 2n−4 . We next show that 3.1.
. 
3.2. L 0 acts irreducibly upon a.
Suppose that W is an L 0 -invariant subspace with a < W < a ⊥ . Let c ∈ a ⊥ be a vector not in W , and put U = a; c . Then, by Lemma 2.1 (i), 
