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1. Introduction
In [9] we started the project to understand the canonical metrics on the Teichmu¨ller and
the moduli spaces of Riemann surfaces, especially the Ka¨hler-Einstein metric. Our goal is to
understand the geometry and topology of the moduli spaces from understanding those classical
metrics, as well as to find new complete Ka¨hler metrics with good curvature property. In [9] we
studied in detail two new complete Ka¨hler metrics, the Ricci and the perturbed Ricci metric. In
particular we proved that the Ricci metric has bounded holomorphic bisectional curvature, and
the perturbed Ricci metric, not only has bounded holomorphic bisectional curvature, but also
has bounded negative holomorphic sectional curvature, and bounded negative Ricci curvature.
By using the perturbed Ricci metric as a bridge we were able to prove the equivalence of several
classical complete metrics on the Teichmu¨ller and the moduli spaces, including the Teichmu¨ller
metric, the Kobayashi metric, the Cheng-Yau-Mok Ka¨hler-Einstein metric, the McMullen metric,
as well as the Ricci and the perturbed Ricci metric. This also solved an old conjecture of Yau
about the equivalence of the Ka¨hler-Einstein metric and the Teichmu¨ller metric.
In this paper we continue our study on these metrics and other classical metrics, in particular
the Ka¨hler-Einstein metric, and the perturbed Ricci metric. One of the main results is the
good understanding of the Ka¨hler-Einstein metric, from which we will derive some corollaries
about the geometry of the moduli spaces. We will first prove the equivalence of the Bergman
metric and the Carathe´odory metric to the Ka¨hler-Einstein metric. This completes our project
on comparing all of the known complete metrics on the Teichmu¨ller and moduli spaces. We
then prove that the Ricci curvature of the perturbed Ricci metric has negative upper and lower
bounds, and it also has bounded geometry. Recall that it also has bounded negative holomorphic
sectional curvature. The perturbed Ricci metric is the first known complete Ka¨hler metric on
the Teichmu¨ller and the moduli space with such good negative curvature property. We then
focus on the Ka¨hler-Einstein metric, study in detail its boundary behaviors and prove that
not only it has bounded geometry, but also all of the covariant derivatives of its curvature are
uniformly bounded. It is natural to expect interesting applications of the good properties of the
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perturbed Ricci and the Ka¨hler-Einstein metric. For example, as an application of our detailed
understanding of these metrics we prove that the logarithmic cotangent bundle of the moduli
space is stable in the sense of Mumford.
This paper is organized as follows. In Section 2, by using the Bers’ embedding theorem, we
prove that both the Carathe´odory metric and the Bergman metric on the Teichmu¨ller space
are equivalent to the Kobayashi metric which is equivalent to the Ricci metric, perturbed Ricci
metric, Ka¨hler-Einstein metric, and the McMullen metric by the work in [9]. The equivalence
between the Bergman metric and the Ka¨hler-Einstein metric was first conjectured by Yau as
Problem 44 in his 120 open problems in geometry [20], [14].
In Section 3, we will prove that both the Ricci metric and the perturbed Ricci metric have
bounded curvature. Especially, with a suitable choice of the perturbation constant, the holomor-
phic sectional curvature and the Ricci curvature of the perturbed Ricci metric are pinched by
negative constants. As a simple corollary, we immediately see that the dual of the logarithmic
cotangent bundle has no nontrivial holomorphic section. By using Bers’ embedding theorem
and minimal surface, we also prove that the Teichmu¨ller space equipped with either of these
two metrics has bounded geometry: bounded curvature and lower bound of injectivity radius.
McMullen proved that the McMullen metric has bounded geometry.
Having a complete Ka¨hler-Einstein metric puts strong restrictions on the geometric structure
of the moduli space. In Section 4 we will study the cohomology classes defined by the Ka¨hler
forms and Ricci forms of the Ricci metric and the Ka¨hler-Einstein metric. As a direct corollary,
we will see easily that the moduli space is of logarithmic general type. One of the most interesting
applications of these study is a proof of the stability of the logarithmic cotangent bundle of the
moduli space in the sense of Mumford.
Finally in Section 5, we will study the bounded geometry of the Ka¨hler-Einstein metric. We
set up the Monge-Ampere´ equation from a new metric obtained by deforming the Ricci metric
along the Ka¨hler-Ricci flow. The work in [9] provides a C2 estimate. We follow the work of
Yau in [19] and do the C3 and C4 estimates. These estimates imply that the curvature of the
Ka¨hler-Einstein metric is bounded. The same method proves that all of the covariant derivatives
of the curvature are bounded. This may be used to understand the complicated boundary of
the Teichmu¨ller space.
Now we give the precise statements of the main results in this paper. We fix an integer g ≥ 2
and denote by T = Tg the Teichmu¨ller space, and Mg the moduli space of closed Riemann
surfaces of genus g. Our first result is the following theorem which will be proved in Section 2:
Theorem 1.1. The Bergman metric and the Carathe´odory metric both are equivalent to the
Kobayashi metric, therefore to the Ka¨hler-Einstein metric on the Teichmu¨ller space.
Recall that we say two metrics are equivalent if they are quasi-isometric to each other. We
note that the equivalence between the Bergman metric and the Ka¨hler-Einstein metric was
conjectured by Yau in [20], [14]. The proof of the first part of Theorem 1.1 only needs the Bers’
embedding and the most basic properties of the Bergman and the Carathe´odory metrics.
Our second main result, proved in Section 3, is about the curvature properties of the Ricci
and the perturbed Ricci metric. We have two theorems, the first one is about the Ricci metric:
Theorem 1.2. The holomorphic bisectional curvature, the holomorphic sectional curvature and
the Ricci curvature of the Ricci metric τ on the moduli space Mg are bounded.
And the second theorem is about the perturbed Ricci metric:
Theorem 1.3. For any constant C > 0, the bisectional curvature of the perturbed Ricci metric
τ˜ = τ + Ch is bounded. Furthermore, with a suitable choice of C, the holomorphic sectional
curvature and the Ricci curvature of τ˜ are bounded from above and below by negative constants.
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Both of the above theorems are proved by a detailed analysis of the boundary behavior of
the metrics and their curvature. Together with the following result, which is proved by using
minimal surface theory and the Bers’ embedding, they imply that Ricci metric and the perturbed
Ricci metric both have bounded geometry.
Corollary 1.1. The injectivity radius of the Teichmu¨ller space equipped with the Ricci metric
or the perturbed Ricci metric is bounded from below.
Let Mg be the Deligne-Mumford compactification of the moduli space of Riemann surfaces.
Let E denote the logarithmic extension of the cotangent bundle of the moduli space. The next
result is an interesting consequence of our detailed understanding of the Ka¨hler-Einstein metric
on the moduli spaces. It is proved in Section 4:
Theorem 1.4. The first Chern class of E is positive and E is Mumford stable with respect to
c1(E).
This theorem also implies that Mg is of logarithmic general type for any g ≥ 2. We prove
this theorem by using the good control of the Ka¨hler-Einstein metric and the Ricci metric we
obtained near the boundary of the moduli space.
Our final result, proved in Section 5, is the following theorem about the Ka¨hler-Einstein
metric:
Theorem 1.5. The Ka¨hler-Einstein metric on the Teichmu¨ller space Tg has bounded geometry.
Furthermore the covariant derivatives of its curvature are all uniformly bounded.
This theorem is proved by using the Ka¨hler-Ricci flow and the method of Yau in his proof of
the Calabi conjecture to obtain higher order estimates of the curvature.
We will continue our study on the geometry of the moduli space and Teichmu¨ller space. The
topics will include the goodness on the moduli space of these metrics and the L2-cohomology of
these metrics and the Weil-Petersson metric on the Teichmu¨ller space, and the convergence of
the Ka¨hler-Ricci flow starting from the Ricci and the perturbed Ricci metric.
Acknowledgement. We would like to thank H. D. Cao and F. Luo for interesting discussions
and helps. The second author would like to thank P. Li, Z. Lu, C. McMullen, R. Wentworth and
B. Wong for their help and encouragement. The second author would especially like to thank
Professor R. Schoen for many help and guidance.
2. The Carathe´odory Metric and the Bergman Metric
In this section we prove that the Carathe´odory metric and the Bergman metric on the Te-
ichmu¨ller space are equivalent to the Kobayashi metric by using the Bers’ embedding theorem.
This achieves one of our initial goals on the equivalence of all known complete metrics on the
Teichmu¨ller space.
We first describe the idea. By the Bers’ embedding theorem, we know that for each point p
in the Teichmu¨ller space, we can find an embedding map of the Teichmu¨ller space into Cn such
that p is mapped to the origin and the image of the Teichmu¨ller space contains the ball of radius
2 and is contained inside the ball of radius 6. The Kobayashi metric and the Carathe´odory
metric of these balls coincide and can be computed directly. Also, both of these metrics have
restriction property. Roughly speaking, the metrics on a submanifold are larger than those on
the ambient manifold. We use explicit form of these metrics on the balls together with this
property to estimate the Kobayashi and the Carathe´odory metric on the Teichmu¨ller space and
compare them on a smaller ball. On the other hand, the norm defined by the Bergman metric
at each point can be estimated by using the quotient of peak sections at this point. We use
upper and lower bounds of these peak sections to compare the Bergman metric, the Kobayashi
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metric and the Euclidean metric on a small ball in the image under the Bers’ embedding of the
Teichmu¨ller space.
At first, we briefly recall the definitions of the Carathe´odory, Bergman and Kobayashi metric
on a complex manifold. Please see [6] for details.
Let X be a complex manifold and of dimension n. let ∆R be the disk in C with radius R.
Let ∆ = ∆1 and let ρ be the Poincare´ metric on ∆. Let p ∈ X be a point and let v ∈ TpX be
a holomorphic tangent vector. Let Hol(X,∆R) and Hol(∆R,X) be the spaces of holomorphic
maps from X to ∆R and from ∆R to X respectively. The Carathe´odory norm of the vector v is
defined to be
‖v‖C = sup
f∈Hol(X,∆)
‖f∗v‖∆,ρ
and the Kobayashi norm of v is defined to be
‖v‖K = inf
f∈Hol(∆R,X), f(0)=p, f ′(0)=v
2
R
.
Now we define the Bergman metric on X. Let KX be the canonical bundle of X and let W
be the space of L2 holomorphic sections of KX in the sense that if σ ∈W , then
‖σ‖2L2 =
∫
X
(
√−1)n2σ ∧ σ <∞.
The inner product on W is defined to be
(σ, ρ) =
∫
X
(
√−1)n2σ ∧ ρ
for all σ, ρ ∈W . Let σ1, σ2, · · · be an orthonormal basis of W . The Bergman kernel form is the
non-negative (n, n)-form
BX =
∞∑
j=1
(
√−1)n2σj ∧ σj .
With a choice of local coordinates zi, · · · , zn, we have
BX = BEX(z, z)(
√−1)n2dz1 ∧ · · · ∧ dzn ∧ dz1 ∧ · · · ∧ dzn
where BEX(z, z) is called the Bergman kernel function. If the Bergman kernel BX is positive,
one can define the Bergman metric
Bij =
∂2 logBEX(z, z)
∂zi∂zj
.
The Bergman metric is well-defined and is nondegenerate if the elements in W separate points
and the first jet of X.
We will use the following notations:
Definition 2.1. Let X be a complex space. For each point p ∈ X and each holomorphic tangent
vector v ∈ TpX , we denote by ‖v‖B,X,p, ‖v‖C,X,p and ‖v‖K,X,p the norms of v measured in the
Bergman metric, the Carathe´odory metric and the Kobayashi metric of the space X respectively.
Now we fix an integer g ≥ 2 and denote by T = Tg the Teichmu¨ller space of closed Riemann
surface of genus g. Our main theorem of this section is the following:
Theorem 2.1. Let T be the Teichmu¨ller space of closed Riemann surfaces of genus g with
g ≥ 2. Then there is a positive constant C only depending on g such that for each point p ∈ T
and each vector v ∈ TpT , we have
C−1‖v‖K,T ,p ≤ ‖v‖B,T ,p ≤ C‖v‖K,T ,p
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and
C−1‖v‖K,T ,p ≤ ‖v‖C,T ,p ≤ C‖v‖K,T ,p.
Proof. We will show that the norms defined by these metrics are uniformly equivalent at
each point of T . We first collect some known results in the following lemma.
Lemma 2.1. Let X be a complex space. Then
(1) ‖ · ‖C,X ≤ ‖ · ‖K,X;
(2) Let Y be another complex space and f : X → Y be a holomorphic map. Let p ∈ X and
v ∈ TpX. Then ‖f∗(v)‖C,Y,f(p) ≤ ‖v‖C,X,p and ‖f∗(v)‖K,Y,f(p) ≤ ‖v‖K,X,p;
(3) If X ⊂ Y is a connected open subset and z ∈ X is a point. Then with any local
coordinates we have BEY (z) ≤ BEX(z);
(4) If the Bergman kernel is positive, then at each point z ∈ X, a peak section σ at z exists.
Such a peak section is unique up to a constant factor c with norm 1. Furthermore, with
any choice of local coordinates, we have BEX(z) = |σ(z)|2;
(5) If the Bergman kernel of X is positive, then ‖ · ‖C,X ≤ 2‖ · ‖B,X ;
(6) If X is a bounded convex domain in Cn, then ‖ · ‖C,X = ‖ · ‖K,X ;
(7) Let | · | be the Euclidean norm and let Br be the open ball with center 0 and radius r in
C
n. Then for any holomorphic tangent vector v at 0,
‖v‖C,Br ,0 = ‖v‖K,Br ,0 =
2
r
|v|
where |v| is the Euclidean norm of v.
Proof. The first six claims are Proposition 4.2.4, Proposition 4.2.3, Proposition 3.5.18,
Proposition 4.10.4, Proposition 4.10.3, Theorem 4.10.18 and Theorem 4.8.13 of [6].
The last claim follows from the second claim easily. By rotation, we can assume that v = b ∂
∂z1
.
Let ∆r be the disk with radius r in C with standard coordinate z and let v˜ = b
∂
∂z
be the
corresponding tangent vector of ∆r at 0. Now, consider the maps i : ∆r → Br and j : Br → ∆r
given by i(z) = (z, 0, · · · , 0) and j(z1, · · · , zn) = z1. We have i∗(v˜) = v and j∗(v) = v˜. By the
Schwarz lemma it is easy to see that ‖v˜‖C,∆r ,0 = 2r |v˜|. So we have
‖v‖C,Br ,0 ≥ ‖j∗(v)‖C,∆r ,0 = ‖v˜‖C,∆r ,0 =
2
r
|v˜| = 2
r
|v|
and
‖v‖C,Br ,0 = ‖i∗(v)‖C,Br ,0 ≤ ‖v˜‖C,∆r ,0 =
2
r
|v|.
This shows that the last claim holds for the Carathe´odory metric. By the sixth claim, we know
that the last claim also holds for the Kobayashi metric. This finishes the proof.

Now we prove the theorem. We first compare the Carathe´odory metric and the Kobayashi
metric. By the above lemma it is easy to see that if X ⊂ Y is a subspace, then ‖ ·‖C,Y ≤ ‖·‖C,X
and ‖ · ‖K,Y ≤ ‖ · ‖K,X . Let p ∈ T be an arbitrary point and let n = 3g − 3 = dimC T . Let
fp : T → Cn be the Bers’ embedding map with fp(p) = 0. In the following, we will identify T
with fp(T ) and TpT with T0Cn. We know that
B2 ⊂ T ⊂ B6.(2.1)
Let v ∈ T0Cn be a holomorphic tangent vector. By using the above lemma we have
‖v‖C,T ,0 ≤ ‖v‖K,T ,0(2.2)
and
‖v‖C,T ,0 ≥ ‖v‖C,B6,0 =
1
3
|v| = 1
3
‖v‖C,B2,0 =
1
3
‖v‖K,B2,0 ≥
1
3
‖v‖K,T ,0.(2.3)
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By combining the above two inequalities, we have
1
3
‖v‖K,T ,0 ≤ ‖v‖C,T ,0 ≤ ‖v‖K,T ,0.
Since the above constants are independent of the choice of p, we proved the second claim of the
theorem.
Now we compare the Bergman metric and the Kobayashi metric. By the above lemma we
know that the Bergman norm is bounded from below by half of the Carathe´odory norm provided
the Bergman kernel is non-zero. For each point p ∈ Tg, let fp be the Bers’ embedding map with
fp(p) = 0. Since fp(Tg) ⊂ B6, by the above lemma we know that BEfp(Tg)(0) ≥ BEB6(0).
However, we know that the Bergman kernel on B6 is positive. This implies that the Bergman
kernel is non-zero at every point of the Teichmu¨ller space.
By the above lemma and the equivalence of the Carathe´odory metric and the Kobayashi
metric, we know that the Bergman metric is bounded from below by a constant multiple of the
Kobayashi metric.
When we fix a point p and the Bers’ embedding map fp, from inequality (2.3) we know that
|v| ≤ 3‖v‖C,T ,0 ≤ 3‖v‖K,T ,0.(2.4)
Let z1, · · · , zn be the standard coordinates on Cn with ri = |zi| and let dV =
(√−1)n dz1 ∧
dz1 ∧ · · · ∧ dzn ∧ dzn be the volume form. Let σ = α(z)dz1 ∧ · · · ∧ dzn be a peak section over T
at 0 such that ∫
T
|α|2 dV = 1.
Then we have BET (0) = |α(0)|2. Now we consider a peak section σ1 = α1(z)dz1 ∧ · · · ∧ dzn
over B6 at 0 with
∫
B6
|α1|2 dV = 1. Similarly we have that BEB6(0) = |α1(0)|2. By the above
lemma and (2.1) we have
|α(0)| = (BET (0))
1
2 ≥ (BEB6(0))
1
2 = |α1(0)|.(2.5)
Let vn =
∫
B1
dV be the volume of the unit ball in Cn and let
wn =
1
n
∫
x2
1
+···+x2n≤4, xi≥0
(x21 + · · ·+ x2n)x1 · · · xn dx1 · · · dxn
where x1, · · · , xn are real variables. We see that both vn and wn are positive constants only
depending on n = 3g − 3.
Now we consider the constant section σ2 = a dz1 ∧ · · · ∧ dzn over B6 where a = 6−n2 v−
1
2
n .
we have
∫
B6
a2 dV = 1. Since σ1 is a peak section at 0, we know that |α1(0)| ≥ a. By using
inequality (2.5) we have
|α(0)| ≥ 6−n2 v−
1
2
n .(2.6)
To estimate the Bergman norm of v, by rotation, we may assume v = b ∂
∂z1
. So |v| = |b|. Let
τ = f(z)dz1 ∧ · · · ∧ dzn be an arbitrary section over T with f(0) = 0 and
∫
T |f |2 dV = 1. We
have
∫
B2
|f |2 dV ≤ 1.
Let I be the index set I = {(i1, · · · , in) | ik ≥ 0,
∑
ik ≥ 1}. Since f(0) = 0 and f is
holomorphic, we can expand f as a power series on B2 as
f(z) =
∑
(i1,··· ,in)∈I
ai1···inz
i1
1 · · · zinn .
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This implies df(v) = a10···0b. Since
∫
B2
|f |2 dV ≤ ∫T |f |2 dV = 1, we have
1 ≥
∫
B2
|f |2 dV =
∫
B2
∑
(i1,··· ,in)∈I
|ai1···in |2r2i11 · · · r2inn dV ≥
∫
B2
|a10···0|2r21 dV
=|a10···0|2(4π)n
∫
r2
1
+···+r2n≤4
r31r2 · · · rn dr1 · · · drn = |a10···0|2(4π)nwn
which implies
|a10···0| ≤ (4π)−n2w−
1
2
n .(2.7)
So we have
|df(v)| = |a10···0||b| ≤ (4π)−
n
2w
− 1
2
n |v|.(2.8)
Let W ′ be the set of sections over T such that
W ′ = {τ = f(z)dz1 ∧ · · · ∧ dzn | f(0) = 0,
∫
T
|f |2 dV = 1}.
By combining (2.4), (2.6) and (2.8) we have
‖v‖B,T ,0 = sup
τ∈W ′
|df(v)|
|α(0)| ≤
(4π)−
n
2w
− 1
2
n |v|
6−
n
2 v
− 1
2
n
=
(
3
2π
)n
2
(
vn
wn
) 1
2
|v|
≤3
(
3
2π
)n
2
(
vn
wn
) 1
2
‖v‖K,T ,0.
(2.9)
Since the constant in the above inequality only depends on the dimension n, we know that the
Bergman metric is uniformly equivalent to the Kobayashi metric. This finished the proof.

Remark 2.1. After we proved this theorem, the second author was informed by C. McMullen
that the equivalence of the Carathe´odory metric and the Kobayashi metric maybe known. A
more interesting question is whether these two metrics coincide or not. We would like to study
this problem in the future.
3. The Negativity of the Ricci Curvature of the Perturbed Ricci Metric
In this section, we first study the curvature bounds of the Ricci metric and the perturbed
Ricci metric. By using the Bers’ embedding theorem, we show that the injectivity radius of the
Teichmu¨ller space equipped with the Ricci metric or the perturbed Ricci metric is bounded from
below. This implies that both the Ricci metric and the perturbed Ricci metric have bounded
geometry on the Teichmu¨ller space.
The boundedness of the curvatures of these metrics was obtained by analyzing their asymp-
totic behavior. The proof of the negativity of the holomorphic sectional curvature and Ricci
curvature of the perturbed Ricci metric is more delicate. Near the boundary of the moduli space
and in the degeneration directions, these curvatures are dominated by the contribution from the
Ricci metric which is negative. In the nondegeneration directions and in the interior of the
moduli space, these curvatures are dominated by the contribution of the constant multiple of
the Weil-Petersson metric when the constant is large which is also negative. However we know
that the curvature of the linear combinations of two metrics is not linear, we need to handle the
error terms carefully.
LetMg be the moduli space of closed oriented Riemann surfaces of genus g with g ≥ 2 and let
Tg be the corresponding Teichmu¨ller space. Let Mg be the Deligne-Mumford compactification
of Mg and let D = Mg \ Mg be the compactification divisor. It is well known that D is a
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divisor of normal crossings. In [9] we studied various metrics on Mg and Tg. We briefly recall
the results here.
Fix a point p ∈ Mg. Let X = Xp be a Riemann surface corresponding to p. Let z be the
local holomorphic coordinate on X and let s1, · · · , sn be local holomorphic coordinates on Mg
where n = 3g − 3 is the complex dimension of Mg. Let HB(X) and Q(X) be the spaces of
harmonic Beltrami differentials and holomorphic quadratic differentials on X respectively and
let λ be the hyperbolic metric on X. Namely,
∂z∂z log λ = λ.
By the deformation theory of Kodaira-Spencer, we know that the tangent space TpMg is iden-
tified with HB(X) and the map TpMg → HB(X) is given by
∂
∂si
7→ Ai ∂
∂z
⊗ dz
where Ai = −∂z(λ−1∂si∂z log λ). Similarly the cotangent space T ∗pMg is identified with Q(X).
For µ = µ(z) ∂
∂z
⊗ dz ∈ HB(X) and ϕ = ϕ(z)dz2 ∈ Q(X), the duality between them is given by
〈µ,ϕ〉 =
∫
X
µ(z)ϕ(z) dzdz
and the Teichmu¨ller norm of ϕ is defined to be
‖ϕ‖T =
∫
X
|ϕ(z)| dzdz.
By using the above notation, the norm of the Teichmu¨ller metric is given by
‖µ‖T = sup
ϕ∈Q(X)
{Re〈µ,ϕ〉 | ‖ϕ‖T = 1}
for all µ ∈ HB(X) ∼= TpMg.
The Weil-Petersson metric on Mg is defined by
hij(p) =
∫
X
AiAj dv
where dv =
√−1
2 λdz ∧ dz is the volume form of X. The Ricci metric τ is the negative Ricci
curvature of the Weil-Petersson metric
τij = ∂i∂j log det(hkl).
By the works in [17] and [9] we know that the Ricci metric is complete. Now we take linear
combination of the Ricci metric and the Weil-Petersson metric to define the perturbed Ricci
metric
τ˜ij = τij + Chij
where C > 0. In [9] we proved the following theorem
Theorem 3.1. For suitable choice of large constant C, the holomorphic sectional curvature of
the perturbed Ricci metric τ˜ has negative upper bound. Furthermore, on Mg, the Ricci metric,
the perturbed Ricci metric, the Ka¨hler-Einstein metric, the Asymptotic Poincare´ metric are
equivalent.
This theorem was proved by using the curvature properties of the perturbed Ricci metric and
the estimates of its asymptotic behavior.
Now we prove several claims about the boundedness of the curvature of the Ricci metric and
the perturbed Ricci metric which were stated in [9].
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Theorem 3.2. The holomorphic sectional curvature, bisectional curvature and the Ricci curva-
ture of the Ricci metric τ on the moduli space Mg are bounded.
As part of the Theorem 4.4 of [9], this theorem was roughly proved in [9]. Here we give a
detailed proof since we need the techniques later.
Proof. We follow the notations and computations in [9]. Let p ∈ D be a codimension m
boundary point and let (t1, · · · , tm, sm+1, · · · , sn) be the pinching coordinates ofMg at p where
t1, · · · , tm represent the degeneration directions. Let Xt,s be the Riemann surface corresponding
to the point with coordinates (t1, · · · , sn) and let li be the length of the short geodesic loop on
the i-th collar. Let ui =
li
2π . We fix δ > 0 and assume that |(t, s)| < δ. When δ is small enough,
from the work of [18] and [9] we know that
ui = − π
log |ti|
(
1 +O
((
π
log |ti|
)2))
.
Now we let u0 =
∑m
i=1 ui +
∑m
j=m+1 |sj|.
By Corollary 4.2 and Theorem 4.4 of [9], the work of Masur in [12] and Wolpert, if we use
R˜ijkl to denote the curvature tensor of the Ricci metric τ , we have
(1) τii =
3
4π2
u2i
|ti|2 (1 +O(u0)), if i ≤ m;
(2) τij = O
(
u2i u
2
j
|titj |(ui + uj)
)
, if i, j ≤ m and i 6= j;
(3) τij = O
(
u2i
|ti|
)
, if i ≤ m and j ≥ m+ 1;
(4) τij = O
(
u2j
|tj |
)
, if j ≤ m and i ≥ m+ 1;
(5) τij = O(1), if i, j ≥ m+ 1;
(6) The matrix
(
τij
)
i,j≥m+1
is positive definite and has a positive lower bound depending
on p, n, δ;
(7) R˜iiii =
3u4i
8π4|ti|4 (1 +O(u0)), if i ≤ m;
(8) R˜iiii = O(1), if i ≥ m+ 1.
Now we let
Λi =
{
ui
|ti| i ≤ m
1 i ≥ m+ 1.
We divide the index set into three parts. Let
(1) A1 = {(i, i, i, i) | i ≤ m};
(2) A2 = {(i, j, k, l) | at least one of i, j, k, l ≤ m and they are not all equal};
(3) A3 = {(i, j, k, l) | i, j, k, l ≥ m+ 1}.
By following the computations of [9] we know that, if (i, j, k, l) ∈ A2, then
R˜ijkl = O(ΛiΛjΛkΛl)O(u0).
Let v = a1
∂
∂t1
+ · · ·+ an ∂∂sn and w = b1 ∂∂t1 + · · ·+ bn ∂∂sn be two tangent vectors at (t, s). We
have
|R˜(v, v, w,w)| =
∣∣∣∣∣∣
∑
i,j,k,l
aiajbkblR˜ijkl
∣∣∣∣∣∣ ≤
∑
i,j,k,l
∣∣∣aiajbkblR˜ijkl∣∣∣ = I1 + I2 + I3
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where Iα =
∑
(i,j,k,l)∈Aα
∣∣∣aiajbkblR˜ijkl∣∣∣. To estimate the norms of v and w, we have
τ(v, v) =
∑
i,j≤m,i 6=j
aiajτij +
∑
i≤m<j
aiajτij +
∑
j≤m<i
aiajτij +
∑
i≤m
|ai|2τii +
∑
i,j≥m+1
aiajτij.
By using the asymptotic of τ and the Schwarz inequality we have∣∣∣∣∣∣
∑
i,j≤m,i 6=j
aiajτij +
∑
i≤m<j
aiajτij +
∑
j≤m<i
aiajτij
∣∣∣∣∣∣ ≤ O(u0)
n∑
i=1
|ai|2Λ2i .
Since the matrix
(
τij
)
i,j≥m+1
has a local positive lower bound, we know there is a positive
constant c depending on p, n, δ such that∑
i,j≥m+1
aiajτij ≥ c
n∑
i=1
|ai|2 = c
n∑
i=m+1
|ai|2Λ2i .
Finally we have ∑
i≤m
|ai|2τii =
3
4π2
(1 +O(u0))
m∑
i=1
|ai|2Λ2i .
By combining the above inequalities we know there is another positive constant c1 depending
on p, n, δ such that
τ(v, v) ≥ c1
n∑
i=1
|ai|2Λ2i .(3.1)
Similar estimates hold for the Ricci norm of w.
Now for each term in I2, by using the Schwarz inequality, we have∣∣∣aiajbkblR˜ijkl∣∣∣ = O(u0)|aiajbkblΛiΛjΛkΛl| ≤ O(u0)(|ai|2Λ2i + |aj|2Λ2j )(|bk|2Λ2k + |bl|2Λ2l ).
So we have
I2 = O(u0)
(
n∑
i=1
|ai|2Λ2i
)(
n∑
i=1
|bi|2Λ2i
)
≤ c0τ(v, v)τ(w,w)
for some positive constant c0. By enlarging this constant, we also have
I3 ≤ O(1)
∑
(i,j,k,l)∈A3
|aiajbkbl| ≤ O(1)
(
n∑
i=m+1
|ai|2Λ2i
)(
n∑
i=m+1
|bi|2Λ2i
)
≤ c0τ(v, v)τ(w,w)
and
I1 =
3
8π4
(1 +O(u0))
m∑
i=1
|ai|2|bi|2Λ4i ≤ c0τ(v, v)τ(w,w).
By combining the above inequalities we know that there is a positive constant c˜ depending on
p, n, δ such that if δ is small enough, then
|R˜(v, v, w,w)| ≤ c˜τ(v, v)τ(w,w).
So we have proved that for each point p ∈ D there is an open neighborhood Up such that the
bisectional curvature of the Ricci metric is bounded by a constant which depends on Up. Since
D is compact, we can find a finite cover of D by such Up. Let U be the union of such Up. Then
we can find a universal constant c which bounds the bisectional curvature at each point in U .
Since Mg \ U is a compact set, we know the bisectional curvature is bounded there. So we
proved that the bisectional curvature of the Ricci metric is bounded.
10
The boundedness of the holomorphic sectional curvature can be proved similarly if we replace
w by v in the above argument. Finally since the Ricci curvature is the average of the bisectional
curvature and the holomorphic sectional curvature, it is bounded. We finish the proof.

We now investigate the curvatures of the perturbed Ricci metric. We have
Theorem 3.3. For any constant C > 0, the bisectional curvature of the perturbed Ricci metric
τ˜ = τ + Ch is bounded. Furthermore, with suitable choice of C, the holomorphic sectional
curvature and the Ricci curvature of τ˜ are bounded from above and below by negative constants.
Proof. We use Rijkl and Pijkl to denote the curvature tensor of the Weil-Petersson metric
and the perturbed Ricci metric respectively. We use the same notations as in the proof of the
above theorem. Let p ∈ D be a codimension m boundary point, let (t1, · · · , sn) be the local
pinching coordinates and let A1, A2, A3 be the partition of the index set. Assume δ is a small
positive constant and |(t, s)| < δ.
By Corollary 4.1, Corollary 4.2 and Theorem 5.2 of [9] we have
(1) τ˜ii =
u2i
|ti|2
(
3
4π2
+ 12Cui
)
(1 +O(u0)), if i ≤ m;
(2) τ˜ij =
u2i u
2
j
|titj |(O(ui + uj) + CO(uiuj)), if i, j ≤ m and i 6= j;
(3) τ˜ij =
u2i
|ti|(O(1) + CO(ui)), if i ≤ m and j ≥ m+ 1;
(4) τ˜ij =
u2j
|tj |(O(1) + CO(uj)), if j ≤ m and i ≥ m+ 1;
(5) Piiii =
((
9
16π4
− 3
16π4
(
1 + 2π
2Cui
3
)−1) u4i
|ti|4 +
3C
8π2
u5i
|ti|4
)
(1 +O(u0)), if i ≤ m;
(6) Piiii = O(1) + CRiiii, if i ≥ m+ 1;
(7) Pijkl = O(1) + CRijkl, if (i, j, k, l) ∈ A3;
(8) Pijkl = O(ΛiΛjΛkΛl)O(u0) + CRijkl, if (i, j, k, l) ∈ A2
where all the O-terms are independent of C.
Let v and w be holomorphic vectors as above. To estimate the bisectional curvature, we have
|P (v, v, w,w)| ≤
m∑
i=1
|ai|2|bi|2Piiii +
∑
(i,j,k,l)∈A2
∣∣∣aiajbkblPijkl∣∣∣+ ∑
(i,j,k,l)∈A3
∣∣∣aiajbkblPijkl∣∣∣
≤
m∑
i=1
|ai|2|bi|2Piiii +O(u0)
∑
(i,j,k,l)∈A2
∣∣aiajbkblΛiΛjΛkΛl∣∣
+ C
∑
(i,j,k,l)∈A2
∣∣∣aiajbkblRijkl∣∣∣+O(1) ∑
(i,j,k,l)∈A3
∣∣aiajbkbl∣∣
+ C
∑
(i,j,k,l)∈A3
∣∣∣aiajbkblRijkl∣∣∣ .
(3.2)
Let ci denote certain positive constants only depending on p, n, δ. By the proof of the above
theorem, since τ˜ ≥ τ , we have∣∣∣∣∣∣O(u0)
∑
(i,j,k,l)∈A2
∣∣aiajbkblΛiΛjΛkΛl∣∣
∣∣∣∣∣∣ ≤ c0τ(v, v)τ(w,w) ≤ c0τ˜(v, v)τ˜ (w,w).(3.3)
We also have ∣∣∣∣∣∣O(1)
∑
(i,j,k,l)∈A3
∣∣aiajbkbl∣∣
∣∣∣∣∣∣ ≤ c1τ(v, v)τ(w,w) ≤ c2τ˜(v, v)τ˜ (w,w).(3.4)
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Now we estimate τ˜(v, v). By using similar argument as in the above proof we know that
τ˜(v, v) ≥ c2
n∑
i=1
|ai|2τ˜ii.
So for i ≤ m we have
|ai|2|bi|2Piiii = |ai|2|bi|2
((
9
16π4
− 3
16π4
(
1 +
2π2Cui
3
)−1)
u4i
|ti|4 +
3C
8π2
u5i
|ti|4
)
(1 +O(u0))
≤c3|ai|2|bi|2 u
4
i
|ti|4
(
3
4π2
+
1
2
Cui
)2
≤ c4|ai|2|bi|2τ˜2ii
which implies
m∑
i=1
|ai|2|bi|2Piiii ≤ c5
n∑
i=1
|ai|2|bi|2τ˜2ii ≤ c6τ˜(v, v)τ˜ (w,w).(3.5)
To estimate the rest two terms in the right hand side of (3.2) we need the estimates of the
curvature tensor of the Weil-Petersson metric which is done in the proof of Corollary 4.2 of [9].
By collecting the results there we know that Rijkl = O(ΛiΛjΛkΛl)O(u0) if (i, j, k, l) ∈ A2 and
Rijkl = O(1) if (i, j, k, l) ∈ A3. By using a similar argument as in the above proof we know that∣∣∣∣∣∣C
∑
(i,j,k,l)∈A2
∣∣∣aiajbkblRijkl∣∣∣
∣∣∣∣∣∣ ≤ c7Cτ˜(v, v)τ˜ (w,w)(3.6)
and ∣∣∣∣∣∣C
∑
(i,j,k,l)∈A3
∣∣∣aiajbkblRijkl∣∣∣
∣∣∣∣∣∣ ≤ c8Cτ˜(v, v)τ˜ (w,w).(3.7)
These imply that
|P (v, v, w,w)| ≤ (c9C + c10)τ˜ (v, v)τ˜ (w,w).
By using the compactness argument as above we proved that the bisectional curvature of τ˜ is
bounded. However, the bounds depend on the choice of C.
By using a similar method it is easy to see that the holomorphic sectional curvature is also
bounded. However, in [9] we showed that, for suitable choice of C, the holomorphic sectional
curvature has a negative upper bound. So for this C, the holomorphic sectional curvature of τ˜
is pinched between negative constants.
Finally, we consider the Ricci curvature of τ˜ = τ +C h. We first define two new tensors. Let
R̂ijkl = Pijkl − CRijkl and let Pij = −Ric(ωτ˜ )ij . We only need to show that there are positive
constants α1 and α2 which may depend on C such that
α1
(
τ˜ij
)
≤
(
Pij
)
≤ α2
(
τ˜ij
)
.(3.8)
Based on Lemma 5.2 of [9] and by Corollary 4.1 and 4.2 of [9] we can estimate the asymptotic
of the perturbed Ricci metric.
Lemma 3.1. Let p ∈Mg \Mg be a codimension m boundary point and let (t, s) = (t1, · · · , sn)
be the pinching coordinates. Let δ > 0 be a small constant such that |(t, s)| < δ. Let C be a
positive constant. Let B1 =
(
τij
)
i,j≥m+1
, let B2 =
(
hij
)
i,j≥m+1
and let B = B1 + CB2. Let(
Bij
)
= (B−1) and let xi = 2π2Cui for i ≤ m. Then we have
(1) τ˜ii =
Λ2i
4π2
(3 + xi)(1 +O(u0)) and τ˜
ii = 4π2Λ−2i (3 + xi)
−1(1 +O(u0)) if i ≤ m;
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(2) τ˜ij =
u2iu
2
j
|titj | (O(ui + uj) + CO(uiuj)) and τ˜
ij = O(|titj|)min{(1 + xi)−1, (1 + xj)−1} if
i, j ≤ m and i 6= j;
(3) τ˜ij =
u2i
|ti|(O(1) + CO(ui)) and τ˜
ij = O(|ti|)(1 + xi)−1 if i ≤ m and j ≥ m+ 1;
(4) τ˜ij = τij + Chij and τ˜
ij = C−1
(
hij +O(C−1) +O(u0)
)
if i, j ≥ m+ 1;
(5) R̂ijkl = O(ΛiΛjΛkΛl)O(u0) if (i, j, k, l) ∈ A2;
(6) R̂ijkl = O(1) if (i, j, k, l) ∈ A3.
Proof. Let a = a(t1, t1, · · · , sn, sn) and b = b(t1, t1, · · · , sn, sn) be any local functions defined
for |(t, s)| < δ. Assume there is local constant c1 depending on p, δ and n such that
0 < c1 ≤ a, b
for |(t, s)| < δ. We first realize that there are constants µi > 0 depending on c1, p, n and δ such
that
1 + xi ≤ µi(a+ Cb)
for |(t, s)| < δ. In fact, we can pick µi = max{ 1c1 ,
2π2ui
c1
} since ui is small when δ is small.
The first four claims followed from Corollary 4.1, Corollary 4.2, Lemma 5.1 and Lemma 5.2
of [9]. By the proof of Lemma 5.2 of [9] we have the linear algebraic formula
det(τ˜) =
(
m∏
i=1
Λ2i
4π2
(3 + xi)
)
det(B)(1 +O(u0)).
These claims followed from similar computations of the determinants of the minor matrices.
The last two claims follow from the same techniques and computations as in the appendix of
[9].

Now we estimate Pij . We first compute Pii with i ≤ m. We have
Pii =τ˜
iiPiiii +
∑
(k,l)6=(i,i)
τ˜klPiikl
=τ˜ iiPiiii +
∑
(k,l)6=(i,i)
τ˜klR̂iikl + C
∑
(k,l)6=(i,i)
τ˜klRiikl.
We estimate each term in the right hand side of the above formula. We have
τ˜ iiPiiii =4π
2Λ−2i (3 + xi)
−1
((
9
16π4
− 3
16π4
(
1 +
xi
3
)−1)
Λ4i +
3xi
16π4
Λ4i
)
(1 +O(u0))
=
3
4π2
Λ2i (3 + xi)
−1
(
3−
(
1 +
xi
3
)−1
+ xi
)
(1 +O(u0))
=
3
4π2
(
1− 3
(3 + xi)2
)
Λ2i (1 +O(u0)).
(3.9)
By the fifth claim of the above lemma we have∣∣∣∣∣∣
∑
(k,l)6=(i,i)
τ˜klR̂iikl
∣∣∣∣∣∣ = O(Λ2i )O(u0).(3.10)
We also have
C
∑
(k,l)6=(i,i)
τ˜klRiikl = C
∑
k 6=i, l 6=i
τ˜klRiikl + C
∑
k 6=i
τ˜kiRiiki + C
∑
l 6=i
τ˜ ilRiiil.
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By the proof of Corollary 4.2 of [9] we know that, if k 6= i, then Riiki = O
(
u5i
|ti|3
)
O(Λk). By
combining with the above lemma, we have∣∣∣∣∣∣C
∑
k 6=i
τ˜kiRiiki
∣∣∣∣∣∣ = CO(u3i )Λ2i (1 + xi)−1 = xi1 + xiΛ2iO(u2i ) = Λ2iO(u2i ).(3.11)
Similarly, we have ∣∣∣∣∣∣C
∑
l 6=i
τ˜ ilRiiil
∣∣∣∣∣∣ = Λ2iO(u2i ).(3.12)
Now we fix i and let v = ∂
∂ti
, w = b1
∂
∂t1
+ · · ·+bn ∂∂sn with bi = 0. Since the bisectional curvature
of the Weil-Petersson metric is non-positive, we have
0 ≤ R(v, v, w,w) =
∑
k 6=i, l 6=i
bkblRiikl.
This implies that the matrix
(
Riikl
)
k 6=i, l 6=i is semi-positive definite. So we know∑
k 6=i, l 6=i
τ˜klRiikl ≥ 0
since it is the trace of the product of a positive definite matrix and a semi-positive definite
matrix. Again, by using the proof of Lemma 4.2 of [9] we have
0 ≤ C
∑
k 6=i, l 6=i
τ˜klRiikl ≤ xiΛ2iO+(1)(3.13)
where O+(1) represents a positive bounded term. By combining formulas (3.9), (3.10), (3.11),
(3.12) and (3.13) we have
Pii ≥
3
4π2
(
1− 3
(3 + xi)2
)
Λ2i (1 +O(u0)) + Λ
2
iO(u0) + Λ
2
iO(u
2
i )
and
Pii ≤
3
4π2
(
1− 3
(3 + xi)2
+ xiO
+(1)
)
Λ2i (1 +O(u0)) + Λ
2
iO(u0) + Λ
2
iO(u
2
i )
which imply
3Λ2i
8π2
(
1− 3
(3 + xi)2
)
≤ Pii ≤
3Λ2i
2π2
(
1− 3
(3 + xi)2
+ xiO
+(1)
)
(3.14)
when δ is small. The above estimate is independent of the choice of C.
Now we estimate Pij with i, j ≤ m and i 6= j. We have
Pij =τ˜
klPijkl = τ˜
klR̂ijkl + Cτ˜
klRijkl
=τ˜klR̂ijkl + C
∑
k≤m
τ˜kkRijkk + C
∑
k,l≤m, k 6=l
τ˜klRijkl
+ C
∑
k≤m<l
τ˜klRijkl + C
∑
l≤m<k
τ˜klRijkl +C
∑
k,l≥m+1
τ˜klRijkl.
(3.15)
By the above lemma we have ∣∣∣τ˜klR̂ijkl∣∣∣ = ΛiΛjO(u0).(3.16)
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We also have∣∣∣∣∣∣C
∑
k≤m
τ˜kkRijkk
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣C
∑
k≤m,k 6=i,j
τ˜kkRijkk
∣∣∣∣∣∣+
∣∣∣Cτ˜ iiRijii∣∣∣+ ∣∣∣Cτ˜ jjRijjj∣∣∣ .
By the proof of Lemma 4.2 of [9] we have Rijii = O
(
u5iu
3
j
|t3i tj |
)
which implies
∣∣∣Cτ˜ iiRijii∣∣∣ = 4π2Λ−2i (3 + xi)−1CO
(
u5i u
3
j
|t3i tj|
)
= ΛiΛjO(u0).
Similarly we have ∣∣∣Cτ˜ jjRijjj∣∣∣ = ΛiΛjO(u0).
Again, by the proof of Lemma 4.2 of [9], for k ≤ m and k 6= i, j we have
Rijkk = O
(
uiuju
3
k
|titjt2k|
u0
)
which implies ∣∣∣∣∣∣C
∑
k≤m,k 6=i,j
τ˜kkRijkk
∣∣∣∣∣∣ = ΛiΛjO(u0).
By combining the above three formulas we have∣∣∣∣∣∣C
∑
k≤m
τ˜kkRijkk
∣∣∣∣∣∣ = ΛiΛjO(u0).
Similarly we can show that ∣∣∣∣∣∣C
∑
k,l≤m, k 6=l
τ˜klRijkl
∣∣∣∣∣∣ = ΛiΛjO(u0),∣∣∣∣∣∣C
∑
k≤m<l
τ˜klRijkl
∣∣∣∣∣∣ = ΛiΛjO(u0)
and ∣∣∣∣∣∣C
∑
l≤m<k
τ˜klRijkl
∣∣∣∣∣∣ = ΛiΛjO(u0).
Finally, ∣∣∣∣∣∣C
∑
k,l≥m+1
τ˜klRijkl
∣∣∣∣∣∣ ≤
∑
k,l≥m+1
∣∣∣Cτ˜kl∣∣∣ ∣∣∣Rijkl∣∣∣ = ∑
k,l≥m+1
O(1)
∣∣∣Rijkl∣∣∣ = ΛiΛjO(u0).
By combining the above results we have
Pij = ΛiΛjO(u0).(3.17)
By using the same method we know that, if i ≤ m < j, then
Pij = ΛiO(u0)(3.18)
and if j ≤ m < i, then
Pij = ΛjO(u0).(3.19)
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The next step is to estimate the matrix
(
Pij
)
i,j≥m+1
. We will show that this matrix is
bounded from above and below by positive constant multiples of the matrix B1 defined in
the above lemma where the constants depend on δ and C. We first estimate Pij with fixed
i, j ≥ m+ 1. We have
Pij =τ˜
klPijkl = τ˜
klR̂ijkl + τ˜
klRijkl
=
∑
k≤m
τ˜kkR̂ijkk +
∑
k,l≤m, k 6=l
τ˜klR̂ijkl +
∑
k≤m<l
τ˜klR̂ijkl +
∑
l≤m<k
τ˜klR̂ijkl
+
∑
k,l≥m+1
τ˜klR̂ijkl + C
∑
k≤m
τ˜kkRijkk + C
∑
k,l≤m, k 6=l
τ˜klRijkl
+ C
∑
k≤m<l
τ˜klRijkl + C
∑
l≤m<k
τ˜klRijkl + C
∑
k,l≥m+1
τ˜klRijkl.
By Lemma 3.1 and the proof of Corollary 4.2 of [9] we know that
∣∣∣∑k≤m τ˜kkR̂ijkk∣∣∣ = O(u0),∣∣∣∑k,l≤m, k 6=l τ˜klR̂ijkl∣∣∣ = O(u0), ∣∣∣∑k≤m<l τ˜klR̂ijkl∣∣∣ = O(u0), ∣∣∣∑l≤m<k τ˜klR̂ijkl∣∣∣ = O(u0),∣∣∣∑k,l≥m+1 τ˜klR̂ijkl∣∣∣ = O(C−1), ∣∣∣C∑k,l≤m, k 6=l τ˜klRijkl∣∣∣ = O(u0), ∣∣∣C∑k≤m<l τ˜klRijkl∣∣∣ = O(u0)
and
∣∣∣C∑l≤m<k τ˜klRijkl∣∣∣ = O(u0). Also, since for i, j, k, l ≥ m+ 1, Rijkl = O(1), we have
C
∑
k,l≥m+1
τ˜klRijkl =
∑
k,l≥m+1
hklRijkl +O(C
−1) +O(u0).
By combining the above arguments we have
Pij = C
∑
k≤m
τ˜kkRijkk +
∑
k,l≥m+1
hklRijkl +O(C
−1) +O(u0).(3.20)
The matrix
(∑
k,l≥m+1 h
klRijkl(0, s)
)
i,j≥m+1
is just the negative of the Ricci curvature matrix
of the restriction of the Weil-Petersson metric to the boundary piece. So we know it is positive
definite and is bounded from below by a constant multiple of B2(0, s). By continuity we know
that, when δ is small enough, the matrix
(∑
k,l≥m+1 h
klRijkl(t, s)
)
i,j≥m+1
is bounded from below
by a constant multiple of B2(t, s). Again, since h
klRijkl = O(1) when i, j, k, l ≥ m+ 1 and the
fact that matrices B1 and B2 are locally equivalent, we know that
(∑
k,l≥m+1 h
klRijkl
)
i,j≥m+1
is locally bounded from above and below by positive constants multiples of B1.
Finally, by using the fact that the bisectional curvature of the Weil-Petersson metric is non-
positive and τ˜kk > 0, we know that the matrix
(
τ˜kkRijkk
)
i,j≥m+1
is positive semi-definite. Also,
we know that C
∑
k≤m τ˜
kkRijkk = O(1).
Now by using formula (3.20) we know that there are positive constants β1 ≤ β2 depending on
δ, the point p and the choice of C such that as long as δ is small enough and C is large enough,
β1B1 ≤
(
Pij
)
i,j≥m+1
≤ β2B1.(3.21)
We know that there is a constant c0 > 0 such that h ≤ c0τ which implies τ ≤ τ˜ ≤ (1+ c0C)τ .
By combining formulas (3.14), (3.17), (3.18), (3.19) and (3.21) we know that, when δ is small
enough and C is large enough, there are positive constants α1 ≤ α2 depending on p, δ and C
such that
α1τ˜ ≤
(
Pij
)
≤ α2τ˜ .
16
Now by using the compactness argument as we did before, we can find an open neighborhood
U of D in Mg and a C0 > 0 such that
α1τ˜ ≤
(
Pij
)
≤ α2τ˜
on U for positive constants α1 and α2 as long as C ≥ C0.
Let V =Mg \ U . We know V is compact. We also know that, for C large enough,
Ric(τ˜ ) = Ric(C−1τ˜) = Ric(h + C−1τ).
Since the Ricci curvature of the Weil-Petersson metric has a negative upper bound, a perturba-
tion of the Weil-Petersson metric with a small error term still has negative Ricci curvature on a
compact set V . Also, on V the perturbed Ricci metric is bounded. So for C large, we know that
the Ricci curvature of the perturbed Ricci metric is pinched between negative constant multiples
of the perturbed Ricci metric. Here the bounds depend on the choice of C. This finished the
proof.

As a direct corollary of the above theorem, we show a vanishing theorem similar to the work
of Faltings [2].
Corollary 3.1. Let D be the compactification divisor of the Deligne-Mumford compactification
of Mg. Then
H0
(Mg,Ω (logD)∗) = 0.
Proof. We first pick a constant C > 0 such that the Ricci curvature of the perturbed Ricci
metric τ˜ = τ+Ch is pinched by negative constants. Let σ be a holomorphic section of Ω (logD)∗.
Let p ∈ Mg\Mg be a codimensionm point and let (t1, · · · , tm, sm+1, · · · , sn) be local pinching
coordinates. Then locally we have
σ =
m∑
i=1
ai(t, s)ti
∂
∂ti
+
n∑
j=m+1
aj(t, s)
∂
∂sj
where ai are bounded local holomorphic functions for 1 ≤ i ≤ n. It is clear that, restricted to
Mg, σ is a holomorphic vector field. Now we equip the moduli space Mg with the perturbed
Ricci metric τ˜ . From the above expression of σ, it is easy to see that
‖σ‖τ˜ ∈ L2(Mg, τ˜ )
since τ˜ is equivalent to the asymptotic Poincare´ metric. Now we have the Bochner formula
∆τ˜‖σ‖2τ˜ = ‖∇σ‖2τ˜ −Ricτ˜ (σ, σ).
To integrate, we need a special cut-off function. In [10], a monotone sequence of cut-off functions
ρǫ with the properties that ∆τ˜ρǫ is uniformly bounded for each ǫ and the measure of the support
of ∆τ˜ρǫ goes to 0 as ǫ goes to zero. We will recall the construction in the next section.
By using the cut-off function ρǫ we have
lim
ǫ→0
∫
Mg
ρǫ∆‖σ‖2τ˜dVτ˜ = lim
ǫ→0
∫
Mg
∆ρǫ‖σ‖2τ˜dVτ˜ = 0
since σ is an L2 section with respect to τ˜ and the measure of ∆τ˜ρǫ goes to 0. This above formula
implies Ric(σ, σ) = 0 since Ric(τ˜ ) is negative which implies σ = 0. Thus we have proved the
corollary.

Finally, we show that the Teichmu¨ller space equipped with the Ricci metric or the perturbed
Ricci metric has bounded geometry.
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Corollary 3.2. The injectivity radius of the Teichmu¨ller space equipped with the Ricci metric
or the perturbed Ricci metric is bounded from below.
Proof. We only prove that there is a lower bound for the injectivity radius of the Ricci metric
since the case of the perturbed Ricci metric can be done in the same way.
In Theorem 3.2 we showed that the curvature of the Ricci metric is bounded. We denote the
sup of the curvature by δ. If δ ≤ 0 then the injectivity radius is +∞ by the Cartan-Hadamard
theorem. Now we assume δ > 0.
Assume the injectivity radius of (Tg, τ) is 0, then for any ǫ > 0, there is a point p = pǫ such
that the injectivity radius at p is less than ǫ.
Let fp be the Bers’ embedding map such that fp(p) = 0. By using a similar argument as in
the proof of Theorem 2.1, and by changing some constants, we know that the Ricci metric and
the Euclidean metric are equivalent on the Euclidean ball B1 ⊂ fp(Tg). By using the Rauch
comparison theorem to compare the Ricci metric on the ball B1 and the standard sphere of
constant curvature δ, we know that there is no conjugate point of p within distance ǫ when ǫ is
small enough.
So the only case we need to rule out is that there is a closed geodesic loop γ containing p such
that lτ (γ) ≤ 2ǫ. We know that when ǫ small enough, γ ⊂ B1 since the Ricci metric and the
Euclidean metric are equivalent on B1. This implies that the Euclidean length of γ, denoted by
l˜(γ) ≤ cǫ for some constant c only depending on the comparison constants of the Ricci metric
and the Euclidean metric on B1. It is clear that γ bounds a minimal disk Σ˜ with respect to
the Euclidean metric. By the isoperimetric inequality, we know that the Euclidean area AE (Σ˜)
satisfies
AE (Σ˜) ≤ c1l˜(γ)2 ≤ c1c2ǫ2.
By using the equivalence of the metrics, we know the area Aτ (Σ˜) of the surface Σ˜ under the
Ricci metric is small if ǫ is small enough. Thus γ bounds a minimal disk Σ with respect to the
Ricci metric. By the Gauss-Codazzi equation we know that the curvature RΣ of the metric on
Σ induced from the Ricci metric is bounded above by δ. By using the isoperimetric inequality,
we know that
Aτ (Σ) ≤ c2ǫ2.
However, by the Gauss-Bonnet theorem, since the geodesic γ has at most one vertex p and the
outer angle θ at p is at most π, we have∫
Σ
RΣ dvτ +
∫
γ
κγ ds+ θ = 2πχ(Σ) = 2π
where dvτ is the induced area form from the Ricci metric. Since γ is a geodesic, we see that the
second term in the left hand side of the above formula is 0. Since RΣ ≤ δ and θ < π, we have
δAτ (Σ) ≥
∫
Σ
RΣ dvτ = 2π − θ > π
which implies Aτ (Σ) ≥ πδ . By comparing the above two inequalities, we get a contradiction as
long as ǫ is small enough. This finishes the proof.

4. The Stability of the Logarithmic Cotangent Bundle
In this section we investigate the cohomology classes defined by the currents ωτ and ωKE.
Since both of these Ka¨hler forms have Poincare´ growth, it is natural to identify them with the
first Chern class of the logarithmic cotangent bundle ofMg. This implies this bundle is positive
over the compactified moduli space which directly implies that the moduli space is of log general
type.
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The next step is to show that the restriction of the Ka¨hler-Einstein metric to a subbundle of
the logarithmic cotangent bundle will not have growth worse than Poincare´ growth. Then we
prove that the logarithmic cotangent bundle E over Mg is stable with respect to the first Chern
class of this bundle.
More precisely we have the following theorem:
Theorem 4.1. The first Chern class of E is positive and E is Mumford stable with respect to
c1(E).
We first setup our notation. On Mg, let gp, τ , τ˜ , gWP and gKE be the asymptotic Poincare´
metric, the Ricci metric, the perturbed Ricci metric, the Weil-Petersson metric and the Ka¨hler-
Einstein metric respectively. Let ωp, ωτ and ωKE be the corresponding Ka¨hler forms of these
metrics. Let Ric(ωτ ) be the Ricci form of the Ricci metric.
Let D = Mg \Mg be the compactification divisor. In order to prove the stability, we need
to control the growth of these Ka¨hler forms near D. We fix a cover of Mg by local charts.
For each point y ∈ D, we can pick local pinching coordinate charts Uy ⊂ U˜y centered at y
with Uy = (∆
∗
δy
)my ×∆n−myδy and U˜y = (∆∗2δy)my ×∆
n−my
2δy
such that the estimates in Corollary
4.1, Corollary 4.2, Theorem 4.4 and Theorem 5.2 of [9] hold on U˜y. Here ∆δy is the disk of
radius δy > 0 and ∆
∗
δy
is the punctured disk of radius δy and my is the codimension of the point
y and n = 3g − 3 is the complex dimension of Mg.
Since D is compact, we can find p such charts U1 = Uy1 , · · · , Up = Uyp such that there is a
neighborhood V0 of D with D ⊂ V0 ⊂ V0 ⊂ ∪pi=1Ui. Now we choose coordinate charts V1, · · · , Vq
such that the estimate of Theorem 5.2 of [9] hold and
(1) Mg ⊂
(
∪pj=1Uj
)
∪
(
∪qj=1Vj
)
;
(2)
(
∪qj=1Vj
)
∩ V0 = ∅.
Let ψ1, · · · , ψp+q be a partition of unity subordinate to the cover U1, · · · , Up, V1, · · · , Vq such
that supp(ψi) ⊂ Ui for 1 ≤ i ≤ p and supp(ψi) ⊂ Vi−p for p+ 1 ≤ i ≤ p+ q.
Let αi = myi and let t
i
1, · · · , tiαi , siαi+1, · · · , sin be the pinching coordinates on Ui where
ti1, · · · , tiαi represent the degeneration directions.
To prove the theorem, we need a special cut-off function. Such function was used in [10]. We
include a short proof here since we need to use the construction later.
Lemma 4.1. For any small ǫ > 0 there is a smooth function ρǫ such that
(1) 0 ≤ ρǫ ≤ 1;
(2) For any open neighborhood V of D in Mg, there is a ǫ > 0 such that supp(1− ρǫ) ⊂ V ;
(3) For each ǫ > 0, there is a neighborhood W of D such that ρǫ |W≡ 0;
(4) ρǫ′ ≥ ρǫ if ǫ′ ≤ ǫ;
(5) There is a constant C which is independent of ǫ such that
−Cωp ≤
√−1∂∂ρǫ ≤ Cωp.
Proof. We fix a smooth function ϕ ∈ C∞(R) with 0 ≤ ϕ ≤ 1 such that
ϕ(x) =
{
0 x ≥ 1;
1 x ≤ 0.
Now let
ϕǫ(z) = ϕ

(
log 1|z|
)−1 − ǫ
ǫ
 .
19
For 1 ≤ i ≤ p and ǫ > 0 small, we let
ϕiǫ(t
i
1, · · · , sin) =
αi∏
j=1
(1− ϕǫ(tij)).
The cut-off function is defined by
ρǫ = 1−
p∑
i=1
ψiϕ
i
ǫ.
It is easy to check that ρǫ satisfy all the conditions.

Now we discuss the logarithmic cotangent bundle. Let U1, · · · , Vq be the cover of Mg as
above. For each 1 ≤ i ≤ p, let Wi = ∆myiδyi ×∆
n−myi
δyi
. Then W1, · · · ,Wp, V1, · · · , Vq is a cover
of Mg. On each Ui, a local holomorphic frame of the holomorphic cotangent bundle T ∗Mg is
dti1, · · · , dtiαi , dsiαi+1, · · · , dsin. Let
eij =

dtij
tij
j ≤ αi;
dsij j ≥ αi + 1.
(4.1)
The logarithmic cotangent bundle E is the extension of T ∗Mg to Mg such that on each Ui,
ei1, · · · , ein is a local holomorphic frame of E. It is very easy to check this fact by writing down
the transition maps. In the following, we will use g∗
WP
, τ∗ and g∗
KE
ro represent the metrics
on E induced by the Weil-Petersson metric, the Ricci metric and the Ka¨hler-Einstein metric
respectively.
To discuss the stability of E, we need to fix a Ka¨hler class on Mg. It is natural to use the
first Chern class of E. we denote this class by Φ. We first identify the current represented by
the Ka¨hler form ω
KE
with Φ.
Lemma 4.2. The currents ωτ and ωKE are positive closed currents. Furthermore,
[ωτ ] = [ωKE ] = c1(E).
Proof. It is clear that ωτ and ωKE are positive currents. Let ϕ be an arbitrary smooth
(2n − 3)-form on Mg. To show that ωKE is closed, we only need to show∫
Mg
ω
KE
∧ dϕ = 0.(4.2)
We first check ∫
Mg
|ω
KE
∧ dϕ| =
∫
Mg
|ω
KE
∧ dϕ| <∞.(4.3)
To simplify the notations, on each Ui, we let t
i
j = s
i
j for αi + 1 ≤ j ≤ n. On each Ui we assume
dϕ =
∑
α,β
ai
αβ
dti1 ∧ dti1 · · · ∧ d̂tiα ∧ dtiα · · · ∧ dtiβ ∧ d̂tiβ · · · ∧ dtin ∧ dtin
where ai
αβ
are bounded smooth functions on Ui. We denote dt
i
1∧dti1 · · ·∧dtin∧dtin by dti∧dti. By
[9] we know that the Ka¨hler-Einstein metric is equivalent to the Ricci metric and the asymptotic
Poincare´ metric. By using Corollary 4.2 of [9], we know that, restricted to each Ui, there is a
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constant C depending on ϕ such that
|ω
KE
∧ dϕ| ≤
(√−1
2
)n∑
α,β
∣∣∣(gKE )αβ aiαβ∣∣∣ dti ∧ dti
≤
(√−1
2
)n
C
 αi∑
j=1
1∣∣∣tij∣∣∣2 (log ∣∣∣tij∣∣∣)2 + 1
 dti ∧ dti
since ai
αβ
is bounded on Ui. This implies
∫
Ui
ψi|ωKE ∧ dϕ| ≤
∫
Ui
ψi
(√−1
2
)n
C
 αi∑
j=1
1∣∣∣tij∣∣∣2 (log ∣∣∣tij∣∣∣)2 + 1
 dti ∧ dti <∞.
So we have ∫
Mg
|ω
KE
∧ dϕ| ≤
q∑
j=1
∫
Vj
ψj+p |ωKE ∧ dϕ|+
p∑
j=1
∫
Uj
ψj |ωKE ∧ dϕ| <∞.
Let ρǫ be the cut-off function constructed above. By the dominating convergence theorem, we
have ∫
Mg
ω
KE
∧ dϕ = lim
ǫ→0
∫
Mg
ρǫωKE ∧ dϕ.(4.4)
Let h be an Hermitian metric on E. Let Ric(h) = −∂∂ log det(h) be its Ricci form. Clearly,
[Ric(h)] = c1(E)
and
lim
ǫ→0
∫
Mg
ρǫRic(h) ∧ dϕ =
∫
Mg
Ric(h) ∧ dϕ =
∫
Mg
Ric(h) ∧ dϕ = −
∫
Mg
d(Ric(h)) ∧ ϕ = 0.
Since ω
KE
= −∂∂ log det(g∗
KE
), we have∫
Mg
ω
KE
∧ dϕ = lim
ǫ→0
∫
Mg
ρǫωKE ∧ dϕ = lim
ǫ→0
∫
Mg
ρǫωKE ∧ dϕ− lim
ǫ→0
∫
Mg
ρǫRic(h) ∧ dϕ
= lim
ǫ→0
∫
Mg
ρǫ∂∂ log
(
det(h)
det(g∗
KE
)
)
∧ dϕ
=− lim
ǫ→0
∫
Mg
log
(
det(g∗
KE
)
det(h)
)
∂∂ρǫ ∧ dϕ.
(4.5)
By using the frame in (4.1), by Theorem 1.4 and Corollary 4.2 of [9] we know that there are
positive constants C1 and C2 which may depend on ϕ such that, on each Ui,
C1 ≤
det(g∗
KE
)
det(h)
≤ C2
αi∏
j=1
(
log
∣∣tij∣∣)2
which implies that there is a constant C3 such that∣∣∣∣log(det(g∗KE )det(h)
)∣∣∣∣ ≤ C3 + 2 αi∑
j=1
log log
1∣∣∣tij∣∣∣ .(4.6)
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Now by Lemma 4.1 we can pick ǫ0 small enough such that for any 0 < ǫ < ǫ0, supp(1−ρǫ) ⊂ V0.
We also know that supp(∂∂ρǫ) ⊂ supp(1− ρǫ). Again, by Lemma 4.1, since
−Cωp ≤ ∂∂ρǫ ≤ Cωp
we know that there is a constant C4 which depends on ϕ such that
∣∣∂∂ρǫ ∧ dϕ∣∣ ≤ (√−1
2
)n
C4
 αi∑
j=1
1∣∣∣tij∣∣∣2 (log ∣∣∣tij∣∣∣)2 + 1
 dti ∧ dti.(4.7)
By combining (4.6) and (4.7), and a simple computation we can show that∫
Ui
∣∣∣∣log(det(g∗KE )det(h)
)
∂∂ρǫ ∧ dϕ
∣∣∣∣ <∞.(4.8)
From the above argument we know that∣∣∣∣∣
∫
Mg
log
(
det(g∗
KE
)
det(h)
)
∂∂ρǫ ∧ dϕ
∣∣∣∣∣ =
∣∣∣∣∣
∫
Mg∩supp(∂∂ρǫ)
log
(
det(g∗
KE
)
det(h)
)
∂∂ρǫ ∧ dϕ
∣∣∣∣∣
≤
p∑
j=1
∫
Ui∩supp(1−ρǫ)
ψi
∣∣∣∣log(det(g∗KE )det(h)
)
∂∂ρǫ ∧ dϕ
∣∣∣∣→ 0
as ǫ goes to 0 because of (4.8) and the fact that the Lebesgue measure of Ui ∩ supp(1− ρǫ) goes
to 0. By combining with (4.5) we know that∫
Mg
ω
KE
∧ dϕ = 0
which implies ω
KE
is a closed current. Similarly we can prove that ωτ is a closed current by the
formula
ωτ = −∂∂ log det(g∗WP )
and Corollary 4.1 and 4.2 of [9].
Now we prove the second statement of the lemma. Since ω
KE
is a closed current, to show it
represents the first Chern class of E, we need to prove that for any closed (n− 1, n− 1)-form ϕ˜
on Mg, ∫
Mg
ω
KE
∧ ϕ˜ =
∫
Mg
c1(E) ∧ ϕ˜.(4.9)
However, this can be easily proved by using the above argument where we replace dϕ by ϕ˜. The
same argument works for ωτ . This finishes the proof.

Now we compute the degree of E. In the following, by degree of a bundle over Mg we always
mean the Φ-degree.
Lemma 4.3. The degree of E is given by
∫
Mg ω
n
KE
.
Proof. Since the degree of E is given by
deg(E) =
∫
Mg
c1(E) ∧ ωn−1KE
we need to show that ∫
Mg
c1(E) ∧ ωn−1KE =
∫
Mg
ωn
KE
.(4.10)
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By the property of the asymptotic Poincare´ metric, we know that∫
Mg
ωnp <∞.(4.11)
Since the Ka¨hler-Einstein metric is equivalent to the asymptotic Poincare´ metric, we know that∫
Mg ω
n
KE
<∞. Also, since c1(E) is a closed (1, 1)-form on Mg which is compact, we know that
any representative of c1(E) is bounded on Mg. This implies there is a constant C5 such that
−C5ωp ≤ c1(E) ≤ C5ωp. This implies that
∣∣∣∫Mg c1(E) ∧ ωn−1KE ∣∣∣ <∞. By using the notations as
in the above lemma we have∫
Mg
c1(E) ∧ ωn−1KE −
∫
Mg
ωn
KE
=
∫
Mg
(c1(E)− ωKE ) ∧ ωn−1KE
= lim
ǫ→0
∫
Mg
ρǫ(c1(E)− ωKE ) ∧ ωn−1KE = limǫ→0
∫
Mg
ρǫ∂∂ log
(
det(g∗
KE
)
det(h)
)
∧ ωn−1
KE
= lim
ǫ→0
∫
Mg
log
(
det(g∗
KE
)
det(h)
)
∂∂ρǫ ∧ ωn−1KE
= lim
ǫ→0
∫
Mg∩supp(∂∂ρǫ)
log
(
det(g∗
KE
)
det(h)
)
∂∂ρǫ ∧ ωn−1KE .
(4.12)
Now we show that ∫
Mg
∣∣∣∣log det(g∗KE )det(h)
∣∣∣∣ωnp <∞.(4.13)
Since ∫
Mg
∣∣∣∣log det(g∗KE )det(h)
∣∣∣∣ωnp = p∑
i=1
∫
Ui
ψi
∣∣∣∣log det(g∗KE )det(h)
∣∣∣∣ωnp + q∑
j=1
∫
Vj
ψp+j
∣∣∣∣log (g∗KE )det(h)
∣∣∣∣ωnp
and Vj lies in the compact set Mg \ V0 and 0 ≤ ϕi ≤ 1, we only need to show that∫
Ui
∣∣∣∣log (g∗KE )det(h)
∣∣∣∣ωnp <∞.(4.14)
We know that there is a constant Ci such that, on Ui,
ωnp ≤ Ci
αi∏
j=1
1
|tij |2(log |tij|)2
.
Formula (4.14) follows from the above formula, inequality (4.6) and a simple computation.
Now we pick ǫ small such that supp(∂∂ρǫ) ⊂ supp(1− ρǫ) ⊂ V0. By Lemma 4.1 we know that
there is a constant C such that
−Cωp ≤ ∂∂ρǫ ≤ Cωp
and
0 ≤ ω
KE
≤ Cωp.
So we have ∣∣∣∣∣
∫
Mg∩supp(∂∂ρǫ)
log
(
det(g∗
KE
)
det(h)
)
∂∂ρǫ ∧ ωn−1KE
∣∣∣∣∣
≤Cn
p∑
i=1
∫
Ui∩supp(1−ρǫ)
∣∣∣∣log(det(g∗KE )det(h)
)∣∣∣∣ωnp → 0
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as ǫ goes to 0 because of inequality (4.14) and the fact that the Lebesgue measure of
Ui ∩ supp(1− ρǫ)
goes to 0. By combining with formula (4.12) we have proved this lemma.

Now we define the pointwise version of the degree. Let F ⊂ E be a holomorphic subbundle
of rank k ≤ n. Let g∗
KE
|F and h |F be the restriction to F of the metrics induced by the
Ka¨hler-Einstein metric and the metric h. Let
d(F ) = −∂∂ log det(g∗
KE
|F ) ∧ ωn−1KE .(4.15)
The following result is well-known. Please see [5] for details.
Lemma 4.4. For any holomorphic subbundle F of E with rank k, we have
d(F )
k
≤ d(E)
n
.(4.16)
Now we prove the main theorem.
Proof. Let F be a holomorphic subbundle of E of rank k. We first check that
∫
Mg d(F )
is finite and equal to the degree of F . To prove that
∫
Mg d(F ) is finite, we need to show that
−∂∂ log det(g∗
KE
|F ) has Poincare´ growth. This involves the estimate of the derivatives of the
Ka¨hler-Einstein metric up to second order. Our method is to use Lemma 4.4 together with
the monotone convergence theorem and integration by parts to reduce the C2 estimates of the
Ka¨hler-Einstein metric to C0 estimates.
By Lemma 4.1 we know that ρǫ is monotonically increasing when ǫ is monotonically decreasing.
Also by Lemma 4.4 we know that
k
n
ωn
KE
− d(F ) = k
n
d(E)− d(F ) ≥ 0.
By the monotone convergence theorem we have
lim
ǫց0
∫
Mg
ρǫ
(
k
n
ωn
KE
− d(F )
)
=
∫
Mg
(
k
n
ωn
KE
− d(F )
)
.(4.17)
By Lemma 4.3 we have
k
n
deg(E)− deg(F ) =
∫
Mg
(
k
n
ωn
KE
−Ric(h |F ) ∧ ωn−1KE
)
= lim
ǫ→0
∫
Mg
ρǫ
(
k
n
ωn
KE
−Ric(h |F ) ∧ ωn−1KE
)
.
(4.18)
However,∫
Mg
ρǫ
(
k
n
ωn
KE
− d(F )
)
−
∫
Mg
ρǫ
(
k
n
ωn
KE
−Ric(h |F ) ∧ ωn−1KE
)
=
∫
Mg
ρǫ
(
Ric(h |F ) ∧ ωn−1KE − d(F )
)
=
∫
Mg
ρǫ
(
Ric(h |F ) + ∂∂ log det
(
g∗
KE
|F
)) ∧ ωn−1
KE
=
∫
Mg
ρǫ∂∂ log
(
det
(
g∗
KE
|F
)
det (h |F )
)
∧ ωn−1
KE
=
∫
Mg
log
(
det
(
g∗
KE
|F
)
det (h |F )
)
∂∂ρǫ ∧ ωn−1KE
=
∫
Mg∩supp(1−ρǫ)
log
(
det
(
g∗
KE
|F
)
det (h |F )
)
∂∂ρǫ ∧ ωn−1KE .
(4.19)
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Now we show that
lim
ǫ→0
∫
Mg∩supp(1−ρǫ)
log
(
det
(
g∗
KE
|F
)
det (h |F )
)
∂∂ρǫ ∧ ωn−1KE = 0.(4.20)
By the proof of Lemma 4.3, to prove formula (4.20) we only need to show that∫
Mg
∣∣∣∣∣log
(
det
(
g∗
KE
|F
)
det (h |F )
)∣∣∣∣∣ωnp <∞(4.21)
which is reduced to show that∫
Ui
∣∣∣∣∣log
(
det
(
g∗
KE
|F
)
det (h |F )
)∣∣∣∣∣ωnp <∞.(4.22)
Since the Ricci metric is equivalent to the Ka¨hler-Einstein metric, we know that
det(g∗
KE
|F )
det(τ∗|F ) is
bounded from above and below by positive constants.
We fix a Ui. Let {f1, · · · , fk} be a local holomorphic frame of F . We know that there exists
a k × n matrix B = (bαβ) whose entries are holomorphic functions on Ui such that the rank of
B is k and fα =
∑
β bαβe
i
β where e
i
β is defined in (4.1). Now we have
det (τ∗ |F )
det (h |F ) =
det
(
B
(
τ∗
ij
)
B
T
)
det
(
B
(
hij
)
B
T
) .
Now we need the following linear algebraic lemma:
Lemma 4.5. For any positive Hermitian n×n matrix A, we denote its eigenvalues by λ1, · · · , λn
where λi = λi(A) such that λ1(A) ≥ · · · ≥ λn(A) > 0. Let A1 and A2 be two positive Hermitian
n× n matrices. Let B be an k × n matrix with k ≤ n such that the rank of B is k. Then there
are positive constants c1 and c2 only depending on n, k such that
c1
λn−k+1(A1) · · · λn(A1)
λ1(A2) · · · λk(A2) ≤
det
(
BA1B
T
)
det
(
BA2B
T
) ≤ c2 λ1(A1) · · · λk(A1)
λn−k+1(A2) · · ·λn(A3) .
We briefly show the proof here.
Proof. We fix A1 and A2 and let
Q(B) =
det
(
BA1B
T
)
det
(
BA2B
T
) .
Let Bi be the k × n matrix obtained by multiplying the i-th row of B by a non-zero constant c
and leave other rows invariant and let Bij be the k × n matrix obtained by adding a constant
multiple of the j-th row to the i-th row and leave other rows invariant. It is easy to check that
Q(Bi) = Q(Bij) = Q(B).
Thus we can assume that the row vectors of B form an orthonormal set of Cn. With this
assumption, it is easy to see that there are positive constants c3 and c4 only depending on n, k
such that
c3λn−k+1(Ai) · · ·λn(Ai) ≤ det
(
BAiB
T
)
≤ c4λ1(Ai) · · · λk(Ai)
for i = 1, 2. The lemma follows directly.
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Now we go back to the proof of the theorem. By using Theorem 1.4 and corollary 4.2 of [9],
we know that, under the frame (4.1),
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(1) τ∗
ii
= u−2i (1 +O(u0)) if i ≤ m;
(2) τ∗
ij
= O(1) if i, j ≤ m with i 6= j or i ≤ m < j or j ≤ m < i;
(3) τ∗
ij
= τ ij if i, j ≥ m+ 1;
(4) On Ui, the submatrix
(
τ ij
)
i,j≥m+1
is bounded from above and below by positive con-
stants multiple of the identity matrix where the constants depend on Ui.
It is clear that, on Ui the eigenvalues of matric matrix of h with respect to the frame (4.1)
are bounded from above and below by positive constants which depend on Ui and the choice of
the metric h.
By analyzing the eigenvalues of the matrix (τ∗) and by using Lemma 4.5, a simple computation
shows that there are positive constants C6 and C7 which depend on F and Ui such that∣∣∣∣∣log
(
det
(
g∗
KE
|F
)
det (h |F )
)∣∣∣∣∣ ≤ C6 + C7
αi∑
j=1
log log
1∣∣∣tij∣∣∣ .(4.23)
Now by using a similar method to the proof of Lemma 4.3 we know that formula (4.22) and
(4.21) hold which imply formula (4.20) holds. Combining (4.20) and (4.19) we have
lim
ǫց0
(∫
Mg
ρǫ
(
k
n
ωn
KE
− d(F )
)
−
∫
Mg
ρǫ
(
k
n
ωn
KE
−Ric(h |F ) ∧ ωn−1KE
))
= 0.(4.24)
By combining (4.24), (4.18) and (4.17) we have∫
Mg
(
k
n
ωn
KE
− d(F )
)
=
k
n
deg(E)− deg(F ).(4.25)
By Lemma 4.3 we know that
∫
Mg ω
n
KE
= deg(E). From formula (4.25) we know that
∫
Mg d(F )
is finite and
deg(F ) =
∫
Mg
d(F ).(4.26)
Now by Lemma 4.4 we have
deg(F )
k
− deg(E)
n
=
∫
Mg
(
d(F )
k
− d(E)
n
)
≤ 0
which implies
deg(F )
k
≤ deg(E)
n
.
This proves that the bundle E is semi-stable in the sense of Mumford.
To prove the strict stability of the logarithm cotangent bundle, we need to show that this
bundle cannot split. The following result about the moduli group Modg and its proof is due to
F. Luo [11].
Proposition 4.1. Let Modg be the moduli group of closed Riemann surfaces of genus g with
g ≥ 2. Then any finite index subgroup of Modg is not isomorphic to a product of groups.
The proof of the above proposition is topological. For completeness, we will include Luo’s
proof at the end of this section.
Now we go back to the proof of stability. If E is not stable, then it must split into a direct
sum of holomorphic subbundles E = ⊕ki=1Ei with k ≥ 2. Moreover, when restricted to the
moduli space, both the connection and the Ka¨hler-Einstein metric split. It is well known that
there is a finite cover M˜g of Mg which is smooth. By the decomposition theorem of de Rham,
the Teichmu¨ller space, as the universal covering space of M˜g must split isomorphically as a
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product of manifolds. Furthermore, the fundamental group of M˜g is isomorphic to a product of
groups. However, π1(M˜g) is a finite index subgroup of the mapping class group. By the above
proposition, this is impossible. So we have proved the stability.

We remark that the positivity of c1(E) implies that the Deligne-Mumford compactification
Mg is of logarithmic general type for g > 1.
In the end of this section we give a proof by F. Luo of Proposition 4.1.
Proof of Proposition 4.1. The proof uses Thurston’s classification of elements in the
mapping class group [16] and the solution of the Nielsen realization problem [4]. In the following
we will use the words “simple loops” and “subsurfaces” to denote the isotopy classes of simple
loops and subsurfaces. We fix a surface X.
Suppose there is a subgroup G of Modg with finite index such that there are two nontrivial
subgroups A and B of G so that G = A × B. We will derive a contradiction. We need to
following lemma.
Lemma 4.6. Let A, B and G be as above. Then
(1) There are elements of infinite order in both A and B;
(2) There are no elements in A or B which is pseudo-Anosov.
Proof. If the first claim is not true, then we can assume A consists of torsions only. We
claim that, in this case, A is a finite group.
Actually let π : Modg → Aut(H1(X)) be the natural homomorphism. By the virtual of
Theorem V.3.1 of [3], we know that the kernel of π contains no torsion elements. Thus π(A) is
isomorphic to A. Now π(A) is a torsion subgroup of the general linear group GL(n,R). By the
well known solution of the Burnside problem for the linear groups, we see that π(A) must be
finite and so is A.
For the finite group A, by the solution of the Nielsen realization problem of Kerckhoff [4],
we know that there is a point d in the Teichmu¨ller space of X fixed by all elements in A. Let
Fix(A) be the set of all points in the Teichmu¨ller space fixed by each element in A. Then we see
that Fix(A) is a non-empty proper subset of the Teichmu¨ller space. Now for each a ∈ A, b ∈ B
and d ∈ Fix(A), since ab = ba, we have ab(d) = ba(d) = b(d). This implies Fix(A) is invariant
under the action of B on the Teichmu¨ller space. Thus we see that the finite index subgroup
G = A × B acts on the Teichmu¨ller space leaving Fix(A) invariant. This contradicts the finite
index property of G since Fix(A) is the Teichmu¨ller space of the orbifold X/A. This proved the
first claim.
Now we check the second claim. If it is not true, then we can assume that there is an a ∈ A
which is pseudo-Anosov. Now we consider the action of the mapping class group on the space of
all measured laminations in the surface. By Thurston’s theory, there are exactly two measured
laminations m,m′ fixed by a. Now for all b ∈ B, due to ab = ba, we see that b leaves {m,m′}
invariant. A result of McCarthy [13] shows that the stablizers of {m,m′} in the mapping class
group is virtually cyclic. Thus we see that each element b ∈ B has some power bn with n 6= 0
which is equal to ak with k 6= 0. By the first claim we know that B contains elements of infinite
order. This implies that some power ak with k 6= 0 is in B which is a contradiction. This proved
the second claim.
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Now we go back to the proof of the proposition. By the above lemma, we can take a ∈ A and
b ∈ B, both are infinite order and none of them is pseudo-Anosov. Thus by replacing a and b
by a high power an and bn with n > 0, we may assume that for a there is a set of disjoint simple
loops c1, · · · , ck in X so that
(1) Each component of X \ ∪ki=1ci is invariant under a;
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(2) The restriction of a to each component of X \ ∪ki=1ci is the identity map or a pseudo-
Anosov map.
Let N(ci) be a regular neighborhood of ci in X and let F (a) be the subsurface which is the union
of all N(ci)’s with those components of X \∪ki=1ci on which a is the identity map. By Thurston’s
classification, the subsurface F (a) has the property that if c is a curve system invariant under
a, then c is in F (a). We can construct F (b) in a similar way.
Now since ab = ba we know that if a simple loop c is invariant under b, then a(c) is also
invariant under b because ba(c) = ab(c) = a(c). Thus for all simple loops c in F (b), a(c) is still
in F (b). This implies that a(F (b)) = F (b). By using the property of F (a), we see F (b) ⊂ F (a).
Similar reason implies F (a) ⊂ F (b). Thus F (a) = F (b).
Now we show that the subsurface F (a) = F (b) is invariant under each element in A and B.
We pick x ∈ A. Due to xb = bx, we have x(F (b)) = b(x(F (b))) which implies x(F (b)) ⊂ F (b).
Since these two surfaces are homeomorphic, we have x(F (b)) = F (b). Similarly, for all y ∈ B,
y(F (a)) = F (a). Thus all elements in G = A×B leave the subsurface F (a) invariant.
Now there are two cases. In the first case, F (a) is not homeomorphic to X. In the second
case, F (a) = F (b) = X.
It is clear that the first case F (a) is not homeomorphic to X cannot occur. Otherwise, the
finite index subgroup G leaves a proper subsurface F (a) invariant. This contradicts the known
properties of the mapping class group. As conclusion of this case, we see that for any element
x ∈ A, any power xn of x cannot contain pseudo-Anosov components in Thurston’s classification.
In the second case, F (a) = F (b) = X. In this case, some power of a (and b) is a composition
of Dehn twists on disjoint simple loops. By the argument in the first case, we see that for any
two elements x ∈ A and y ∈ B, some powers xn, ym with m,n 6= 0 are either the identity map
or compositions of Dehn twists on disjoint simple loops.
let Fix(x) be the union of the disjoint simple loops so that x is the composition of Dehn twists
on these simple loops. We define Fix(x) to be the empty set if xn = id for some non-zero integer
n. We need the following claim:
Claim 1. For any x ∈ A and y ∈ B, the geometric intersection number between Fix(x) and
Fix(y) is zero.
To prove the claim, without loss of generality, we may take x = a and y = b. We may assume
that a is the composition of Dehn twists on curve system Fix(a) = c and b is the composition of
Dehn twists on curve system Fix(b) = d. Note that in this case, if s is a curve system invariant
under a, then the geometric intersection number between s and c is zero. Namely I(s, c) = 0. We
also say that s is disjoint from c. Now since ab = ba and a(c) = c, we have that a(b(c)) = b(c).
Thus the curve system b(c) is disjoint from c. Since b is a composition of Dehn twists on disjoint
simple loops d, this shows that I(c, d) = 0. Namely d and c are disjoint curve systems.
Now we finish the proof of the proposition as follows. First of all, by the assumption Fix(a)
and Fix(b) are both non-empty. Let S1 (and S2) be the smallest subsurface of X which contains
all curves in Fix(x) for x ∈ A (or x ∈ B). By the above claim, we have S1 ∩ S2 = ∅. Thus there
is an essential simple loop c which is disjoint from both S1 and S2. By the construction, x(c) = c
and y(c) = c for all x ∈ A and y ∈ B. Thus we see that for each element e ∈ G = A×B, there
is a power en with n 6= 0 so that en leaves c invariant. This contradicts the fact that A×B is a
finite index subgroup of the mapping class group. This finishes the proof.

5. The Bounded Geometry of the Ka¨hler-Einstein Metric
In this section we show that the Ka¨hler-Einstein metric has bounded curvature and the
injectivity radius of the Teichmu¨ller space equipped with the Ka¨hler-Einstein metric is bounded
from below.
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We begin with a metric that is equivalent to the Ka¨hler-Einstein metric and its curvature as
well as the covariant derivatives of the curvature are uniformly bounded. We deform the Ricci
metric whose curvature is bounded to obtain this metric by using Ka¨hler-Ricci flow. Then we
establish the Monge-Ampere´ equation from this new metric. Our work in [9] implies the new
metric is equivalent to the Ka¨hler-Einstein metric which gave us C2 estimates. Based on this,
we do the C3 and C4 estimates. This will give us the boundedness of the curvature of the
Ka¨hler-Einstein metric. The same method can be used to show that all the covariant derivatives
of the Ka¨hler-Einstein metric are bounded.
We slightly change our notations. We will use g to denote the Ka¨hler-Einstein metric and
use h to denote an equivalent metric whose curvature and covariant derivatives of curvature are
bounded. We use z1, · · · , zn to denote local holomorphic coordinates on the Teichmu¨ller space.
The main result of this section is the following theorem:
Theorem 5.1. Let g be the Ka¨hler-Einstein metric on the Teichmu¨ller space T . Then the
curvature of g and all of its covariant derivatives are all bounded.
Proof. We begin with the Ricci metric τ . We first obtain a new equivalent metric h by
deforming τ with the Ricci flow. Consider the following Ka¨hler-Ricci flow:{
∂gij
∂t
= −(Rij + gij)
gij(0) = τij
.(5.1)
If we let s = et − 1 and g˜ = etg, we have{
∂g˜
ij
∂s
= −R˜ij
g˜ij(0) = τij
.(5.2)
Since the initial metric has bounded curvature, by the work of Shi [15], the flow (5.2) has short
time existence and for small s, the metric g˜(s) is equivalent to the initial metric τ . Furthermore,
the curvature and its covariant derivatives of g˜(s) are bounded. Hence for small t, the metric g(t)
is equivalent to the Ricci metric τ and has bounded curvature as well as covariant derivatives of
the curvature.
Now we fix a small t and denote the metric g(t) by h. Since the Teichmu¨ller space is con-
tractible, there are smooth functions u and F such that
ωg = ωh + ∂∂u(5.3)
and
Ric(h) + ωh = ∂∂F.(5.4)
Since the metrics h and τ are equivalent, we know that h and g are equivalent which implies the
tensor uijdzi⊗dzj is bounded with respect to either metric. Also, because the curvature and its
covariant derivatives of the metric h are bounded, we know that a covariant derivative of F with
respect to h is bounded if this derivative is at least order 2 and has at least one holomorphic
direction and one anti-holomorphic direction. So we have C2 estimates.
By the Ka¨hler-Einstein condition of g, we have the Monge-Ampe`re equation
log det(hij + uij)− log det(hij) = u+ F.(5.5)
We use ∆, ∆
′
, ∇, ∇′ , Γkij, Γ˜kij, Rijkl, Pijkl, Rij, Pij , R and P to denote the Laplacian, gradient,
Christoffell symbol, curvature tensor, Ricci curvature and scalar curvature of the metrics h and
g respectively. In the following, all covariant derivatives of functions and tensors are taken with
respect to the background metric h.
Inspired by Yau’s work in [19], we let
F = u+ F,(5.6)
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S = gijgklgpqu;iqku;jpl(5.7)
and
V = gijgklgpqgmnu;iqknu;jplm + g
ijgklgpqgmnu;inkpu;jmlq.(5.8)
To simplify the notation, we define the following quantities:
Aipkmα =u;ipkmα − gγδu;iδαu;γpkm − gγδu;kδαu;ipγm − gγδu;γpαu;iδkm
− gγδu;γmαu;ipkδ + gγδu;ipγu;δkmα + gγδu;ipγu;kmαδ + 2gγδu;piδu;kmαγ ,
(5.9)
Bipkmα =u;ipkmα − gγδu;γiαu;δpkm − gγδu;γkαu;ipδm − gγδu;pδαu;iγkm
− gγδu;mδαu;ipkγ + gγδu;piγu;kmδα + gγδu;ipδu;γkmα,
(5.10)
Cipkmα =u;imkpα − gγδu;iδαu;γmkp − gγδu;kδαu;imγp − gγδu;pδαu;imkγ
− gγδu;γmαu;iδkp + gγδu;imγu;kδpα,
(5.11)
Dipkmα =u;imkpα − gγδu;γiαu;δmkp − gγδu;γkαu;imδp − gγδu;γpαu;imkδ
− gγδu;mδαu;iγkp + gγδu;imδu;kγpα,
(5.12)
W =gijgklgpqgmngαβu;iqknαu;jplmβ + g
ijgklgpqgmngαβu;iqknβu;jplmα
+ gijgklgpqgmngαβu;inkpαu;jmlqβ + g
ijgklgpqgmngαβu;inkpβu;jmlqα
(5.13)
and
W˜ =gijgklgpqgmngαβ
(
AiqknαAjplmβ +BjplmαBiqknβ
)
+ gijgklgpqgmngαβ
(
CipknαCjqlmβ +BjqlmαBipknβ
)
.
(5.14)
Firstly, a simple computation shows that
Γ˜αik − Γαik = gαβu;iβk.(5.15)
Now we compute Pijkl. We first note that
u;ijkl = uijkl − ujplΓpik − uiqkΓqjl + upqΓpikΓqjl − upjhpqRiqkl.
Since gij = hij + uij we have
Pijkl =∂k∂lgij − gpq∂kgiq∂lgpj = ∂k∂lhij + uijkl − gpqΓ˜pikΓ˜qjl
=∂k∂lhij + uijkl − gpq
(
Γpik + g
pβu;iβk
)(
Γqjl + g
αqu;jαl
)
=
(
∂k∂lhij − hpqΓpikΓqjl
)
− upqΓpikΓqjl
+
(
uijkl − ujplΓpik − uiqkΓqjl + 2upqΓpikΓqjl
)
− gpqu;iqku;jpl
=Rijkl + upjh
pqRiqkl + u;ijkl − gpqu;iqku;jpl.
(5.16)
Since the curvature of the background metric h and the tensor uijdzi ⊗ dzj are both bounded,
to prove that the curvature of the metric g is bounded, we only need to show that both S and
V are bounded.
We first consider the quantity S. We follow the idea of Yau in [19] and use the following
notations:
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Definition 5.1. Let A and B be two functions. We denote
(1) A
3≃ B if |A−B| ≤ C1
√
S + C2;
(2) A
4≃ B if |A−B| ≤ C1
√
V + C2;
(3) A
3∼= B if |A−B| ≤ C1S + C2
√
S + C3;
(4) A
4∼= B if |A−B| ≤ C1V + C2
√
V + C3
where C1, C2 and C3 are universal constants.
Also, by diagonalizing we mean to choose holomorphic coordinates z1, · · · , zn such that
hij = δij
and
uij = δijuii.
Now we differentiate the equation (5.5) twice and reorganize the terms. We have
giju;ijkl = Fkl + gijgpqu;iqku;jpl.(5.17)
By differentiating this equation once more we have
giju;ijklα =F;klα + gijgpq
(
u;iqαu;pjkl + u;iqku;jplα + u;iqkαu;jpl
)
− gijgpqgmn
(
u;jmlu;pnαu;iqk + u;mqku;inαu;jpl
)
.
(5.18)
Since
∂k(∆u) = ∂k
(
hijuij
)
= hij
(
uijk − upjΓpik
)
= hiju;ijk,
by diagonalizing and the Schwarz inequality we have∣∣∣∇′(∆u)∣∣∣2 = gij (hklu;kli)(hpqu;qpj) =∑
i
1
1 + uii
∣∣∣∣∣∑
k
u;kki
∣∣∣∣∣
2
≤ C1S(5.19)
since the metrics h and g are equivalent and S =
∑
i,p,k
1
1+uii
1
1+upp
1
1+u
kk
|u;ipk|2. We also have
∆
′
(∆u) = gkl∂k∂l
(
hijuij
)
= gklhiju;ijkl = g
klhij
(
u;klij − upjhpqRiqkl + uplhpqRkqij
)
.
By using equation (5.17) we have
∆
′
(∆u) =hij
(
Fij + gklgpqu;kqiu;lpj
)
− hijgklhpqupjRiqkl + hijgklhpquplRkqij
=S˜ +∆F − hijgklhpqupjRiqkl + hijgklhpquplRkqij
(5.20)
where S˜ = hijgklgpqu;kqiu;lpj. Since the metrics h and g are equivalent, we know that there is a
constant C2 such that
S˜ ≥ C2S.
Now the term
∣∣∣hijgklhpqupjRiqkl∣∣∣ is bounded since h is equivalent to g, the curvature of h is
bounded and we have C2 estimates on u. Similarly, |∆F| is bounded. Finally, since
hijgklhpquplRkqij = −gklhpquplRkq = −gklhpq(gpl − hpl)Rkq = gklRkq −R,
we know that
∣∣∣hijgklhpquplRkqij∣∣∣ is also bounded for similar reasons. By combining the above
argument we know that there is a constant C3 such that
∆
′
(∆u) ≥ C2S − C3.(5.21)
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Now by the computation in [19], we know there are positive constants C4, C5 and C6 such that
∆
′
(S + C4∆u) ≥ C5S − C6.(5.22)
So for any positive λ > 0, we can find a positive constant C7 such that
S + C4∆u+ C7 ≥ 0(5.23)
and
∆
′
(S + C4∆u+ C7) ≥ −λ(S + C4∆u+ C7)(5.24)
since ∆u is bounded. We fix λ and let f = S + C4∆u + C7. Now we know that the Ricci
curvature of g is −1 and g is equivalent to the Ricci metric τ whose injectivity radius has a
lower bound, by the work of Li and Schoen [8] and Li [7] we can find a positive r0 such that the
mean value inequality
f(p) ≤ CV −1p (r0)
∫
Bp(r0)
f dV(5.25)
hold for any p in the Teichmu¨ller space. Here Vp(r0) is the volume of the Ka¨hler-Einstein ball
centered at p with radius r0, dV = ω
n
g is the volume element of the metric g and C is a constant
depending on r0 and λ but is independent of p. Let r(z) be the function on Bp(2r0) measuring
the g-distance between z and p. We fix a small r0 and let ρ = ρ(r) be a cutoff function such
that 0 ≤ ρ ≤ 1, ρ(r) = 1 for r ≤ r0 and ρ(r) = 0 for r ≥ 2r0. Since ∆′(∆u) +C3 ≥ C2S ≥ 0, we
have
C2
∫
Bp(2r0)
ρ2S dV − C3Vp(2r0) ≤
∫
Bp(2r0)
ρ2∆
′
(∆u) dV = −2
∫
Bp(2r0)
∇′ρ · (ρ∇′(∆u)) dV
≤C8
(∫
Bp(2r0)
∣∣∣∇′ρ∣∣∣2 dV) 12 (∫
Bp(2r0)
ρ2
∣∣∣∇′(∆u)∣∣∣2 dV) 12 .
Since
∣∣∣∇′ρ∣∣∣ is bounded and ∣∣∣∇′(∆u)∣∣∣2 ≤ C1S, we have
C2
∫
Bp(2r0)
ρ2S dV − C3Vp(2r0) ≤ C9
(∫
Bp(2r0)
ρ2S dV
)1
2
(Vp(2r0))
1
2
which implies ∫
Bp(2r0)
ρ2S dV ≤ C10Vp(2r0).(5.26)
By using inequalities (5.25)and (5.26) we have
f(p) ≤CV −1p (r0)
∫
Bp(r0)
(S + C4∆u+ C7) dV ≤ CV −1p (r0)
∫
Bp(r0)
S dV + C11
≤CV −1p (r0)
∫
Bp(2r0)
ρ2S dV + C11 ≤ C12Vp(2r0)
Vp(r0)
+ C11.
(5.27)
For each point p ∈ Tg, let fp : Tg → C3g−3 be the Bers’ embedding map such that fp(p) = 0
and B2 ⊂ fp(Tg) ⊂ B6 where Br ⊂ C3g−3 is the open Euclidean ball of radius r. Since both
metrics h and g are equivalent to the Ricci metric which is equivalent to the Euclidean metric
on the unit Euclidean ball B1, we know that
Vp(2r0)
Vp(r0)
is uniformly bounded since both balls have
Euclidean volume growth. Thus f(p) ≤ C13. Since ∆u is bounded, we conclude that S is
uniformly bounded.
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Now we do the C4 estimate. Let κ be a large positive constant. We first compute ∆
′
[(S + κ)V ].
We have
∆
′
[(S + κ)V ] =gij∂i∂j [(S + κ)V ] = g
ij∂j [V ∂iS + (S + κ)∂iV ]
=gij
[
(S + κ)∂i∂jV + V ∂i∂jS + ∂iV ∂jS + ∂iS∂jV
]
≥(S + κ)∆′V + V∆′S − 2
∣∣∣∇′S∣∣∣ ∣∣∣∇′V ∣∣∣ .
(5.28)
The computations of the first and second derivatives of V are very long. We only list the results
here. For the first derivative of V , we have
∂αV =g
ijgklgpqgmn
[
u;iqknαu;jplm + u;iqknu;jplmα
]
− gijgklgpqgmngγδ
[
u;iδαu;γqknu;jplm + u;kδαu;iqγnu;jplm
]
− gijgklgpqgmngγδ
[
u;pδαu;jγlmu;iqkn + u;mδαu;jplγu;iqkn
]
+ gijgklgpqgmn
[
u;inkpαu;jmlq + u;inkpu;jmlqα
]
− gijgklgpqgmngγδ
[
u;iδαu;γnkpu;jmlq + u;kδαu;inγpu;jmlq
]
− gijgklgpqgmngγδ
[
u;pδαu;inkγu;jmlq + u;mδαu;jγlqu;inkp
]
.
(5.29)
By differentiating the above formula we have
∆
′
V = gαβ∂α∂βV = A1 +A2 +A3 +A4 +A5 +A6 +A7(5.30)
where
A1 =g
ijgklgpqgmngαβ
[
u;iqknαu;jplmβ + u;iqknβu;jplmα
]
+ gijgklgpqgmngαβ
[
u;inkpαu;jmlqβ + u;inkpβu;jmlqα
]
=W,
(5.31)
A2 =g
ijgklgpqgmngαβ
[
u;iqknαβu;jplm + u;iqknu;jplmαβ
]
+ gijgklgpqgmngαβ
[
u;inkpαβu;jmlq + u;inkpu;jmlqαβ
]
,
(5.32)
A3 =− gijgklgpqgmngαβgγδ
[
u;iδknαu;qγβu;jplm + u;iqkδαu;nγβu;jplm
]
− gijgklgpqgmngαβgγδ
[
u;iqknαu;jγβu;δplm + u;iqknαu;lγβu;jpδm
]
− gijgklgpqgmngαβgγδ
[
u;iδknu;qγβu;jplmα + u;iqkδu;nγβu;jplmα
]
− gijgklgpqgmngαβgγδ
[
u;iqknu;jγβu;δplmα + u;iqknu;lγβu;jpδmα
]
− gijgklgpqgmngαβgγδ
[
u;γqknβu;iδαu;jplm + u;jplmβu;iδαu;γqkn
]
− gijgklgpqgmngαβgγδ
[
u;iqγnβu;kδαu;jplm + u;jplmβu;kδαu;iqγn
]
− gijgklgpqgmngαβgγδ
[
u;iqknβu;pδαu;jγlm + u;jγlmβu;pδαu;iqkn
]
− gijgklgpqgmngαβgγδ
[
u;iqknβu;mδαu;jplγ + u;jplγβu;mδαu;iqkn
]
,
(5.33)
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A4 =− gijgklgpqgmngαβgγδ
[
u;iδkpαu;nγβu;jmlq + u;inkpαu;jγβu;δmlq
]
− gijgklgpqgmngαβgγδ
[
u;inkpαu;lγβu;jmδq + u;inkpαu;qγβu;jmlδ
]
− gijgklgpqgmngαβgγδ
[
u;iδkpu;nγβu;jmlqα + u;inkpu;jγβu;δmlqα
]
− gijgklgpqgmngαβgγδ
[
u;inkpu;lγβu;jmδqα + u;inkpu;qγβu;jmlδα
]
− gijgklgpqgmngαβgγδ
[
u;γnkpβu;iδαu;jmlq + u;jmlqβu;iδαu;γnkp
]
− gijgklgpqgmngαβgγδ
[
u;inγpβu;kδαu;jmlq + u;jmlqβu;kδαu;inγp
]
− gijgklgpqgmngαβgγδ
[
u;inkγβu;pδαu;jmlq + u;jmlqβu;pδαu;inkγ
]
− gijgklgpqgmngαβgγδ
[
u;inkpβu;mδαu;jγlq + u;jγlqβu;mδαu;inkp
]
,
(5.34)
A5 =− gijgklgpqgmngαβgγδ
[
u;iδαβu;γqknu;jplm + u;kδαβu;iqγnu;jplm
]
− gijgklgpqgmngαβgγδ
[
u;pδαβu;iqknu;jγlm + u;mδαβu;iqknu;jplγ
]
− gijgklgpqgmngαβgγδ
[
u;iδαβu;γnkpu;jmlq + u;kδαβu;inγpu;jmlq
]
− gijgklgpqgmngαβgγδ
[
u;pδαβu;inkγu;jmlq + u;mδαβu;inkpu;jγlq
]
,
(5.35)
A6 =g
ijgklgpqgmngαβgγδgst
[
u;itαu;δsβu;γqknu;jplm + u;iδαu;qsβu;γtknu;jplm
]
+ gijgklgpqgmngαβgγδgst
[
u;iδαu;nsβu;γqktu;jplm + u;iδαu;jsβu;γqknu;tplm
]
+ gijgklgpqgmngαβgγδgst
[
u;iδαu;lsβu;γqknu;jptm + u;ktαu;δsβu;iqγnu;jplm
]
+ gijgklgpqgmngαβgγδgst
[
u;kδαu;qsβu;itγnu;jplm + u;kδαu;nsβu;iqγtu;jplm
]
+ gijgklgpqgmngαβgγδgst
[
u;kδαu;jsβu;iqγnu;tplm + u;kδαu;lsβu;iqγnu;jptm
]
+ gijgklgpqgmngαβgγδgst
[
u;ptαu;δsβu;iqknu;jγlm + u;pδαu;jsβu;iqknu;tγlm
]
+ gijgklgpqgmngαβgγδgst
[
u;pδαu;lsβu;iqknu;jγtm + u;pδαu;qsβu;itknu;jγlm
]
+ gijgklgpqgmngαβgγδgst
[
u;pδαu;nsβu;iqktu;jγlm + u;mtαu;δsβu;iqknu;jplγ
]
+ gijgklgpqgmngαβgγδgst
[
u;mδαu;jsβu;iqknu;tplγ + u;mδαu;lsβu;iqknu;jptγ
]
+ gijgklgpqgmngαβgγδgst
[
u;mδαu;qsβu;itknu;tjlγ + u;mδαu;nsβu;iqktu;jplγ
]
(5.36)
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and
A7 =g
ijgklgpqgmngαβgγδgst
[
u;itαu;δsβu;γnkpu;jmlq + u;iδαu;nsβu;γtkpu;jmlq
]
+ gijgklgpqgmngαβgγδgst
[
u;iδαu;jsβu;γnkpu;tmlq + u;iδαu;lsβu;γnkpu;jmtq
]
+ gijgklgpqgmngαβgγδgst
[
u;iδαu;qsβu;γnkpu;jmlt + u;ktαu;δsβu;inγpu;jmlq
]
+ gijgklgpqgmngαβgγδgst
[
u;kδαu;nsβu;itγpu;jmlq + u;kδαu;jsβu;inγpu;tmlq
]
+ gijgklgpqgmngαβgγδgst
[
u;kδαu;lsβu;inγpu;jmtq + u;kδαu;qsβu;inγpu;jmlt
]
+ gijgklgpqgmngαβgγδgst
[
u;ptαu;δsβu;inkγu;jmlq + u;pδαu;nsβu;itkγu;jmlq
]
+ gijgklgpqgmngαβgγδgst
[
u;pδαu;jsβu;inkγu;tmlq + u;pδαu;lsβu;inkγu;jmtq
]
+ gijgklgpqgmngαβgγδgst
[
u;pδαu;qsβu;inkγu;jmlt + u;mtαu;δsβu;inkpu;jγlq
]
+ gijgklgpqgmngαβgγδgst
[
u;mδαu;jsβu;inkpu;tγlq + u;mδαu;lsβu;inkpu;jγtq
]
+ gijgklgpqgmngαβgγδgst
[
u;mδαu;qsβu;inkpu;jγlt + u;mδαu;nsβu;itkpu;jγlq
]
.
(5.37)
Now we estimate each Ai in the sum of ∆
′
V . Since we have C3 estimate, that is, S is
bounded, by diagonalizing, we know that each term in the sum A6 and A7 is bounded by a
constant multiple of V . So we have
|A6|+ |A7| ≤ C14V.(5.38)
Now we estimate terms in A5. We have
u;iδαβ = u;αβiδ + (u;iδαβ − u;αβiδ) = u;αβiδ + hst(usβRαtiδ − usδRitαβ).
By using equation (5.17) we have
gαβu;iδαβ =g
αβu;αβiδ + g
αβhst(usβRαtiδ − usδRitαβ)
=Fiδ + gαβgstu;αtiu;βsδ + gαβhst(usβRαtiδ − usδRitαβ).
Since the curvature of the metric h is bounded and we have C2 and C3 estimate, we know that∣∣∣−gijgklgpqgmngαβgγδu;iδαβu;γqknu;jplm∣∣∣ ≤ CV.
Similarly we can compute other terms in the sum A5. So we have
|A5| ≤ C15V.(5.39)
By combining formulas (5.30), (5.38) and (5.39) we have
∆
′
V ≥ A1 +A2 +A3 +A4 − C16V.(5.40)
35
Now we deal with terms in A2. By differentiating formula (5.18) in a holomorphic direction
or an anti-holomorphic direction we have
giju;ijklαβ =g
ijgpq
[
u;iqklαu;jpβ + u;iqkαβu;jpl + u;pjklβu;iqα + u;jplαβu;iqk
]
+ gijgpq
[
u;pjklu;iqαβ + u;jplαu;iqkβ + u;iqkαu;jplβ
]
− gijgpqgmn
[
u;pnklu;jmβu;iqα + u;pjklu;qmβu;inα + u;nplαu;jmβu;iqk
]
− gijgpqgmn
[
u;jplαu;qmβu;ink + u;inkαu;qmβu;jpl + u;iqkαu;jmβu;npl
]
− gijgpqgmn
[
u;jmlβu;pnαu;iqk + u;jplβu;inαu;mqk + u;pnαβu;jmlu;iqk
]
− gijgpqgmn
[
u;iqkβu;jmlu;pnα + u;mqkβu;jplu;inα + u;inαβu;jplu;mqk
]
+ gijgpqgmngst
[
u;iqku;jsβu;pnαu;tml + u;iqku;nsβu;ptαu;jml
]
+ gijgpqgmngst
[
u;itku;qsβu;pnαu;jml + u;mtku;qsβu;inαu;jpl
]
+ gijgpqgmngst
[
u;mqku;nsβu;itαu;jpl + u;mqku;jsβu;inαu;tpl
]
+ u;klαβ + F;klαβ
(5.41)
and
giju;ijklαγ =g
ijgpq
[
u;pjklαu;iqγ + u;pjklγu;iqα + u;iqkαγu;jpl + u;jplαγu;iqk
]
+ gijgpq
[
u;pjklu;iqαγ + u;jplαu;iqkγ + u;iqkαu;jplγ
]
− gijgpqgmn
[
u;mjklu;pnγu;iqα + u;pjklu;inγu;mqα + u;jmlαu;pnγu;iqk
]
− gijgpqgmn
[
u;jplαu;inγu;mqk + u;mqkαu;inγu;jpl + u;iqkαu;pnγu;jml
]
− gijgpqgmn
[
u;iqkγu;pnαu;jml + u;pnαγu;iqku;jml + u;jmlγu;iqku;pnα
]
− gijgpqgmn
[
u;mqkγu;inαu;jpl + u;inαγu;mqku;jpl + u;jplγu;mqku;inα
]
+ gijgpqgmngst
[
u;itγu;sqku;pnαu;jml + u;ptγu;iqku;snαu;jml
]
+ gijgpqgmngst
[
u;mtγu;iqku;pnαu;jsl + u;mtγu;sqku;inαu;jpl
]
+ gijgpqgmngst
[
u;itγu;mqku;snαu;jpl + u;ptγu;mqku;inαu;jsl
]
+ u;klαγ + F;klαγ .
(5.42)
By using a similar computation as in [19] we have
u;iqknαβ
4≃ u;αβiqkn,(5.43)
u;jplmαβ
4≃ u;βαjplm,(5.44)
u;inkpαβ
4≃ u;αβinkp(5.45)
and
u;jmlqαβ
4≃ u;βαjmlq(5.46)
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which imply that
gijgklgpqgmngαβu;iqknαβu;jplm
4∼= gijgklgpqgmngαβu;αβiqknu;jplm,(5.47)
gijgklgpqgmngαβu;jplmαβu;iqkn
4∼= gijgklgpqgmngαβu;βαjplmu;iqkn,(5.48)
gijgklgpqgmngαβu;inkpαβu;jmlq
4∼= gijgklgpqgmngαβu;αβinkpu;jmlq(5.49)
and
gijgklgpqgmngαβu;jmlqαβu;inkp
4∼= gijgklgpqgmngαβu;βαjmlqu;inkp.(5.50)
By using equations (5.41), (5.42) and their conjugations, we have∣∣∣gijgklgpqgmngαβu;αβiqknu;jplm − T1∣∣∣ ≤ C17V 32 + C18V + C19V 12 ,(5.51) ∣∣∣gijgklgpqgmngαβu;βαjplmu;iqkn − T2∣∣∣ ≤ C17V 32 + C18V + C19V 12 ,(5.52) ∣∣∣gijgklgpqgmngαβu;αβinkpu;jmlq − T3∣∣∣ ≤ C17V 32 + C18V + C19V 12(5.53)
and ∣∣∣gijgklgpqgmngαβu;βαjmlqu;inkp − T4∣∣∣ ≤ C17V 32 + C18V + C19V 12(5.54)
where
T1 =g
ijgklgpqgmngαβgγδ
[
u;iqknαu;jpδu;lmβγ + u;inkpβu;jmδu;lγqα
]
+ gijgklgpqgmngαβgγδ
[
u;iqknβu;pjγu;lmδα + u;jplmβu;iqγu;δknα
]
,
(5.55)
T2 =g
ijgklgpqgmngαβgγδ
[
u;jplmβu;iqγu;knαδ + u;jmlqαu;inγu;kδpβ
]
+ gijgklgpqgmngαβgγδ
[
u;jplmαu;qiδu;knγβ + u;iqknαu;jpδu;γlmβ
]
,
(5.56)
T3 =g
ijgklgpqgmngαβgγδ
[
u;iqknαu;pjγu;lmβδ + u;inkpαu;jmδu;lγqβ
]
+ gijgklgpqgmngαβgγδ
[
u;iqknαu;pjγu;lmδβ + u;jplmαu;iqγu;δknβ
](5.57)
and
T4 =g
ijgklgpqgmngαβgγδ
[
u;jplmβu;qiδu;knαγ + u;jmlqβu;inγu;kδpα
]
+ gijgklgpqgmngαβgγδ
[
u;jplmβu;qiδu;knγα + u;iqknβu;jpδu;γlmα
]
.
(5.58)
Now we choose local coordinates such that gij = δij . By combining formulas (5.40), (5.33),
(5.34) and (5.47)−(5.58) we have
∆
′
V ≥
∑
i,p,k,m,α
[
|Aipkmα|2 + |Bipkmα|2 + |Cipkmα|2 + |Dipkmα|2
]
− C20V
3
2 − C21V − C22V
1
2
=W˜ − C20V
3
2 − C21V − C22V
1
2 .
(5.59)
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Now we estimate
∣∣∣∇′V ∣∣∣. For each fixed α, by (5.29) we have
∂αV =
∑
i,p,k,m
[
Aipkmαu;ipkm +Bipkmαu;ipkm + Cipkmαu;imkp +Dipkmαu;imkp
]
+Xα(5.60)
where
|Xα| ≤ CV.
By using the Schwarz inequality, it is easy to see that
|∂αV | ≤
√
2V
1
2 W˜
1
2 + CV
which implies ∣∣∣∇′V ∣∣∣ ≤ C23W˜ 12V 12 +C24V.(5.61)
Now we estimate the derivatives of S. By using similar computation as above, we have
∂αS =g
ijgklgpq
(
u;iqkαu;jpl + u;jplαu;iqk
)
− gijgklgpqgmn
(
u;mqku;inαu;jpl + u;iqmu;knαu;jpl + u;iqku;pnαu;jml
)
.
(5.62)
Since S is bounded, we have
|∂αS| ≤ CV
1
2 + C˜
which implies ∣∣∣∇′S∣∣∣ ≤ C25V 12 + C26.(5.63)
By Yau’s work in [19] we have
∆
′
S ≥ V − C27V
1
2 − C28.(5.64)
From (5.59), we have
(S + κ)∆
′
V ≥(S + κ)
(
W˜ − C20V
3
2 − C21V − C22V
1
2
)
≥κW˜ − C29V 32 − C30V − C31V 12
(5.65)
where the constants C29, C30 and C31 depend on κ. By (5.64), (5.61) and (5.64) we also have
V∆
′
S ≥ V 2 − C27V
3
2 − C28V(5.66)
and
2
∣∣∣∇′S∣∣∣ ∣∣∣∇′V ∣∣∣ ≤ C32W˜ 12V +C33W˜ 12V 12 + C34V 32 + C35V.(5.67)
Combining (5.28), (5.65), (5.66) and (5.67) we have
∆
′
[(S + κ)V ] ≥ κW˜ + V 2 − C32W˜ 12V − C33W˜ 12V 12 − C36V 32 − C37V − C38V 12(5.68)
where constants C36, C37 and C38 depend on κ. Now we fix a κ such that
κ ≥ max{3C232, 3C233, 1}.
We have
κ
3
W˜ − C32W˜ 12V + 1
4
V 2 ≥ 0
and
κ
3
W˜ −C33W˜
1
2V
1
2 ≥ −1
4
V.
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With this choice of κ, by formula (5.68) we have
∆
′
[(S + κ)V ] ≥κ
3
W˜ +
3
4
V 2 − C39V
3
2 − C40V − C41V
1
2
≥C42 [(S + κ)V ]2 − C43 [(S + κ)V ]
3
2 − C44 [(S + κ)V ]−C45 [(S + κ)V ]
1
2
(5.69)
since S + κ ≥ κ ≥ 1 and S + κ is bounded from above uniformly.
By the work of Cheng and Yau in [1], we know inequality (5.69) implies that (S + κ)V is
bounded. This implies V is bounded since V ≤ (S + κ)V . Thus we obtain the C4 estimate. By
formula (5.16) we know that the curvature of the Ka¨hler-Einstein metric g is bounded. This
finishes the proof of Theorem 5.1.
Now we briefly describe how to control the covariant derivatives of the curvature of the
Ka¨hler-Einstein metric.
Firstly, by differentiating equation (5.16), we see that the boundedness of the derivatives of
the Pijkl is equivalent to the boundedness of the covariant derivatives of u with respect to the
background metric. Furthermore, the derivatives involved are at least order 2 and were taken
in at least one holomorphic direction and one anti-holomorphic direction.
To bound such k-th order derivatives of u, we form the quantity Sk such that S3 = S, S4 = V
and S5 =W . In general, if we fix normal coordinates with respect to the Ka¨hler-Einstein metric
at one point, then Sk is a sum of square of terms where each term is a covariant derivative of u
and the derivative is described above. All terms are obtained in the following way:
For each covariant derivative of u whose square appeared in the sum Sk−1, we take covariant
derivative of this term with respect to the background metric in zα and zβ respectively. Then
we obtain two terms whose square appear in the sum Sk. It is easy to see that Sk is a sum of
2n−3 squares of certain covariant derivatives of u where the derivatives are of the type described
above.
It is clear that the covariant derivatives of the curvature of the Ka¨hler-Einstein metric is
bounded is equivalent to the fact that the quantities Sk is bounded.
We now estimate Sk inductively. Assume Sl is bounded for any l ≤ k − 1, we compute
∆
′
((Sk−1 + κ)Sk)
where κ is a large constant. Similar to inequality (5.28) we have
∆
′
((Sk−1 + κ)Sk) ≥ (Sk−1 + κ)∆′Sk + Sk∆′Sk−1 − 2
∣∣∣∇′Sk−1∣∣∣ ∣∣∣∇′Sk∣∣∣ .
In the above formula, the leading term of ∆
′
Sk−1 is Sk as we did in formula (5.59) and the term
∇′Sk−1 is of order S
1
2
k as we know in formula (5.63). Similarly, the term ∇
′
Sk is of order S
1
2
k+1S
1
2
k
as we did in formula (5.61). When we compute ∆
′
Sk, the leading term is Sk+1. However, there
will be products of (k + 2)-th order derivatives of u and k-th order derivatives of u. We can
reduce the (k + 2)-th order derivatives of u by using the Monge-Ampe´re equation as we did in
formulas (5.41)-(5.58). That is, by differentiating equation (5.17) successively and by switching
the order of derivatives, we see that these products are of order at most S
1
2
k+1S
3
2
k .
By using similar argument as above, finally we can derive an inequality of form (5.69) when κ
is large enough. By using Cheng-Yau’s work, we conclude that Sk is bounded. The computation
is very long but straightforward. We omit it here for simplicity .

As a direct corollary, we have
Corollary 5.1. The injectivity radius of the Ka¨hler-Einstein metric on the Teichmu¨ller space is
bounded from below. Thus the Teichmu¨ller space equipped with this metric has bounded geometry.
This corollary can be proved in the same way as Corollary 3.2 by using the above theorem.
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