Introduction
The development of many easy-to-use multimedia editing tools renders the authenticity of the multimedia files susceptible. Ensuring their authenticity is important, because they are used in all areas of life such as in medical systems, military communications, or as evidence in court. Thus, developing new techniques to ensure the originality of the multimedia files has become an active research topic because of their susceptibility.
In recent years, many techniques have been proposed to authenticate image files, and their number is increasing every year. On the other hand, even if the video forgery detection problem has drawn the attention of researchers, only a limited amount of work has been realized in this area compared to the image forgery detection problem.
The techniques that determine the originality of the video files can be categorized into two types: active and passive methods. Active methods, known as "video watermarking techniques", embed specially created information into the video to authenticate it later. Therefore, they necessitate specially equipped hardware to embed information during the capturing operation, or specially written software after the capturing process. However, passive methods only use statistical information about the video file to determine the forgery process. These draw more attention from researchers due to their easy applicability.
Forgery operations on the videos can be grouped into two categories: frame-based forgery and regionbased forgery. In the first category, the malicious user can modify a video by using several of the following operations: insertion of frames from another video, deletion of frames, replacement of frames from another video, replacement of frames from the same video, or insertion of frames from the same video. The second category contains forgery operations, which copy a region on the frame and paste it onto another region on the same frame. The methods proposed for "copy-move forgery detection on images" can be used to detect the second type of forgery operation in the videos. However, detection of forgery operations in the first category is harder and necessitates added effort from researchers. In this work, we focus on two forgery operations: replacement of frames and insertion of frames from the same video, which we call 'frame duplication', as in the literature.
Frame duplication modification can be used to remove scenes from the video or replicate them. Two examples of these scenarios are given below.
• A person can read a secret document in a room that is monitored by cameras. Camera records can be viewed by a particular person at a specific time each day. A malicious person can modify records, indicating that s/he has not read any documents in that room, by replacing the frames that accommodate him/her with ones that do not.
• A gun is actually fired one time in the original record. A malicious user can modify it so that the gun is fired twice. Figure 1 contains an example of frame duplication forgery. Figure 1a contains original frame sequences, whereas Figure 1b indicates the forged version of this sequence. The man in the forged video sequence leaves the elevator twice. Wang et al. proposed the first method in the literature, which uses temporal correlation matrices to detect frame duplication forgery [1] . Their work divides the entire video into overlapping subsequences and calculates correlation matrices from the subsequences. If any two matrices correlate, the method assumes that corresponding subsequences are a candidate for frame duplication. In the second phase of the algorithm, spatial correlation matrices are created among these candidate subsequences to decide the exact forgery. Following this work, many techniques have been proposed to detect frame duplication forgery, and their details are given in Section 2.
The methods in the literature aim to improve two factors: detection accuracy and runtime performance. If a method attempts to improve detection accuracy, it is possible to be affected by time complexity. In this work, we aim to improve detection accuracy with better runtime. The experimental data set is created from a set of compressed videos to render the method more realistic. The proposed method creates a correlation image from the feature vectors, which represent corresponding frames. The correlation image accommodates lines with a slope of -45
• , referred to as forgery lines, if any forgery operation has been applied on the current test video. The method utilizes a line detection algorithm to determine the location of the forgery line. Then shrinking/expanding algorithms are applied to the forgery line to determine the exact location of the forgery (integer valued points on the line correspond to the indexes of the copied and pasted frames) on the test video. The outline of the algorithm can be summarized as follows.
The proposed method divides the test video into frames, and partitions each frame into nonoverlapping 12 × 12 sub-blocks. It applies discrete cosine transform (DCT) to each sub-block at each frame and transforms them into the frequency domain. Average DCT value for each sub-block is calculated, and a row vector is obtained from each frame that contains averaged DCT values. The obtained row vectors for each frame are then binarized. The proposed method calculates a correlation matrix from binary row vectors and creates a correlation image for the current test video. Brighter pixels in the correlation image denote similar frames. If some frames in the video are copied and pasted into another point, the correlation image will accommodate a line with slope of -45
• , called forgery line. The proposed method applies the Hough transform to the correlation image to find such a line, and then applies exact localization procedure to it to detect the correct location of the forgery operation. Exact localization procedure investigates the neighboring lines and then decides the exact location of the forgery line. Furthermore, the method applies the shrinking/expanding approach on the forgery line to eliminate false matches. Experimental results show that the proposed method gives better detection accuracy with improved run time when compared to similar works in the literature [1] [2] [3] [4] . The paper is organized as follows. Section 2 introduces related works for frame duplication detection. The outline of the proposed method is given in Section 3, and Section 4 contains experimental results. Conclusions are given in the last section.
Related work
The works in the literature can be grouped into three categories according to their goals [5] . The methods in the first category aim to detect forgery operations by using traces of double or multiple compression, because the malicious user must resave the forged video after the tampering operation.
Wang and Farid proposed the first work in this category in 2006 [6] . Their work showed that a forgery operation leaves some artifacts on static and temporal statistical perturbations. In 2009, the authors used the double quantization effect, which is the result of double MPEG compression, to detect forgery operations [7] . Their technique can detect tampered regions even if their size is as small as 16 × 16 pixels. Sun et al. indicated that double compression explains the violation on the parametric law for first-digit distribution of alternating current (AC) coefficients [8] . Their method extracts a feature vector with a size of 1 × 12 from each group of pictures (GOP), and the original bit rate scale is estimated by using a support vector machine (SVM). Vazquez-Padin et al. introduced a new footprint to detect forgery operation [9] . Their technique used a variation of the macroblock prediction types in the re-encoded P frames. However, their algorithm only works with a fixed-size GOP. Jiang et al. modeled first-order Markov statistics on the DCT coefficients [10] . Their results showed better results compared to other works, even if the first quality scale is a divisor of a second quality scale. Huang et al. emphasized that the number of different coefficients between the I-frames of singly and doubly compressed MPEG-2 videos is larger than doubly and triply compressed MPEG-2 videos [11] .
The methods in the second category deal with "region-based forgery", which copies a region of the frame and pastes it onto another region on the same frame or other ones, to hide or replicate a region. In 2007, Wang and Farid showed that spatial and temporal correlations of the deinterlacing algorithms could be disturbed due to the tampering operation [12] . Their results showed that the method can localize tampering in a spatial and temporal domain. Li et al. extracted motion information from the frames to apply the block-based motion estimation method [13] . Orientation and gradient information of the motion vectors was used to determine the forged regions. Hsu et al. modeled the distribution of correlation of temporal noise residue as a Gaussian mixture model [14] . The block-level correlation of noise residue was used to localize the regions tampered with by the algorithm. In 2015, Su et al. proposed a method based on compressive sensing to detect a specific forgery type: moving foreground was removed from the background [15] . Their method utilized k-singular value decomposition (k-SVD) to obtain the features of the difference between the frames. The algorithm that projects the features onto a smaller subspace uses k-means as well. However, the method only works with static background videos. Bidokhti et al. proposed a method that divides each frame in a video sequence into suspicious and remaining areas [16] . An optical flow coefficient is calculated for each part, and abnormal condition on the optical flow coefficient designates the forgery operation.
The methods in the third category are used to detect "frame-based forgery". In 2011, Lin et al. divided the video into subsequences and calculated color histogram difference over them [2] . The correlation of histograms for any subsequences indicates the forgery operation in a coarser manner. Additionally, their method employs the block-based approach on the candidate subsequences to determine the exact location of the forgery. In [17] , the authors showed that optical flow in the X and Y direction of adjacent frames is consistent for nontampered videos. Frame-based forgery will destroy the optical flow, as can be seen in their results. This method divides the video into subsequences and calculates the optical flow in each subsequence. Optical flow is thresholded, and binary search is applied according to the result of the thresholding operation to determine the forgery point. However, their method gives better results when the inserted frame has a different background scene, resulting from obvious forgery operation. The method in [18] processes the video frame-by-frame and divides each frame into four sub-blocks. Nine features are used to represent each frame and lexicographical sort is applied to group the similar frames. Root mean square error (RMSE) is calculated for neighboring frames' feature vectors to determine the forgery. However, compression decreases the performance of their method, because it works with correlation. In [3] , Yang et al. used singular value decomposition (SVD) to extract features from the frames. Then the Euclidean distance between each frame and the reference frame, which is the first frame of the video, is calculated to determine temporal similarity. Additionally, the authors investigate similar clips with random block matching.
Proposed method
In this section, we give a detailed outline of the proposed method. The main challenges considered in the literature are the running time of the detection process and detection accuracy of the method. We aim to propose a new approach to enhance these two factors in the frame duplication detection problem. Our work proposes three new algorithms, namely "correlation image generation", "coarser forgery line detection", and "finer forgery line localization", to ensure better detection performance and lower execution time. The details of these algorithms are given in the following subsections.
A general outline of the proposed method is presented in Figure 2 . 
Correlation image generation
The main goal of this function is to construct a correlation image that represents the similarity between the frames using brightness values. Assume that 144 cells for the ith frame F i are denoted by C 1 , C 2 , · · · , C 144 , where C 1 and C 144 represent the upper left and lower right cells, respectively. The function calculates average intensity values in the cells and constructs i th tiny frame T F i of size 12 × 12 from the cells. Discrete cosine transform (DCT) is applied to the tiny frame. Then DCT coefficients are binarized according to the phase of the DCT transform. Binary value 0 is used to represent the DCT coefficients, which have negative values, whereas Binary 1 is used to denote the other coefficients. After the binarization procedure, the zigzag-scanning procedure is applied to the binarized 12 × 12 cells to construct binary feature vector V i of size 1 × 144. Figure 3 shows the tiny frame generation and binary feature vector construction phase of the proposed method. All frames are processed in the same way, and binary feature vectors V 1 , V 2 , · · · , V k are created for each frame. The last step of the "correlation image generation" function is to construct a correlation matrix denoted We perform an experiment to show the reason for choosing 12 as a cell size during the construction of the correlation image. Figure 4 indicates the results of the experiment. Sizes 4, 12, 24, and 48 are chosen as cell sizes, and the created correlation images are given in this figure. When cell size becomes 4, the forgery line cannot be viewed clearly, as can be seen in Figure 4a . When cell size increases, the forgery line can be viewed exactly, as can be seen in Figures 4b-4d . However, when we choose cell size to be larger (such as 48), the running time of the proposed method deteriorates. The main reason for worse running time is the size of the feature vector. The feature vector for each frame becomes 24 2 and 48 2 for cell sizes 24 and 48, respectively.
Thus, even though larger cell sizes give better forgery lines, we must consider running time performance during the construction of the algorithm. In this regard, we choose to use 12 as cell size because it gives moderate forgery line visibility, as can be seen in Figure 4 , and better running time performance when compared to larger cell sizes (24 and 48). 
Coarser forgery line detection
The function obtains the correlation image CI as input, and outputs the coarser forgery line. When a malicious user makes a forgery operation on the video, a line with slope -45
• will appear on CI. Let us assume that frames 10-30 are copied and pasted onto frames 110-130. If the malicious user saves the forged video in uncompressed format, CI will contain a line that starts from (10, 110) and ends on (30, 130) with slope -45
• . However, the attacker will often save the forged video with an encoder. Thus, some effort must be made to find the exact location of the forgery line. In this work, we apply the coarser-to-finer approach to determine the line. While the "coarser forgery line detection" function estimates the approximate location of the forgery line, the next function (Section 3.3) will detect its exact location.
The proposed method extracts the longest line from CI as the first step. The Hough transform is applied to CI to detect lines with slope -45
• . CI must be binarized before the line detection algorithm is applied. Pixels on the lower triangular part (the upper triangular part contains the same information) and at the diagonal (they represent autocorrelation values) are set to zero on CI during binarization, as can be seen in Figure 5 . The region that is restricted by the yellow and blue lines is similarly set to zero, because it contains high correlation values that are the result of spatially near frames. The width of this region is determined to be 60 by the proposed method, which assumes that a forgery operation does not occur within two seconds for a video of 30 fps. The other pixel values in CI are binarized to obtain bCI, using threshold value th, and its initial value is set to 1. If the line detection algorithm, explained below, cannot detect any line on bCI, threshold value th is decremented by 0.1 and a new bCI is obtained. The threshold value determination process continues until a line is detected on bCI. The method stops the decrement of th when a line is detected on bCI. The following steps are applied on bCI by the line detection algorithm to obtain the longest line: • Apply Hough transform on bCI and return Hough transform matrix H , ρ, and θ values.
• Locate p peaks in H.
• Use peaks p, ρ, and θ values and determine the line segments with minimum length length min .
• Return line l = {(x s , y s ) , (x e , y e )} , which has the maximum length. 
The equation given in (1) updates the start and end points of line l to give the correct slope value−45
• . Forgery line l is detected in a coarser manner in this section. The next function will locate the forgery line with higher precision.
Finer forgery line localization
In this function, the proposed method locates the forgery line at exact position and returns the index values of the forged frames. The function gets the coarser forgery line l from the previous function. The first step is to investigate the exact position of the line. The line l is slid in sequence on the x-axis, and lx 1 , lx 2 , lx 3 lines, which start from (x s + 1, y s ) , (x s + 2, y s ) , (x s + 3, y s ) , respectively, are obtained. Furthermore, the sliding operation is realized through the y-axis, and the ly 1 , ly 2 , ly 3 lines are constituted. Figure 6 shows an example of sliding operation. Frames 10-30 are copied and pasted onto frames 110-130 to create the test video in the example. The red line represents the forgery line that is the output of the "coarser forgery line detection" function, whereas blue and yellow lines represent lx 1 , lx 2 , lx 3 and ly 1 , ly 2 , ly 3 , respectively. Points on the line that have integer-valued coordinates correspond to the indexes of the similar frames. For example, point (10, 110) means that the 10th frame is similar to the 110th frame. The function processes the lines separately and calculates a score to determine their exact forgery line. The score for each line is calculated as follows.
Score generation
Peak signal-to-noise ratio (PSNR) values for similar frames, which are represented by the points that have integer coordinates on the line, are calculated, and the score for the current line is determined to be the average of all PSNRs. PSNR for the ith and jth frame F i and F j is calculated as in Eq. (2), where F xy i denotes the pixel values at xth row and yth column of the ith frame. Figure 7 shows the score generation for each line. The function chooses as forgery line the line that gives maximum score max score . The last part of the "finer forgery line localization" is the shrinking/expanding procedure. Shrinking/expanding procedure steps are shown in Figure 8 . 
Shrinking and expanding procedure
The shrinking procedure investigates the correctness of the start and end points of the forgery line, according to PSNR values. The procedure that is given below is termed separately for the start and end points of the forgery line. The values of the start (x s , y s ) and end points (x e , y e ) of the forgery line can be updated with the shrinking procedure, with which the third parameter determines the shrinking direction. If the third parameter is 'S', the first two parameters correspond to the start point of the line. If the third parameter is 'E', the first two parameters of the function are the end point of the line. The shrinking procedure is shown in Figure 9 .
The expanding procedure will be applied according to the result of the shrinking procedure. If one of the start or end points of the forgery line is not modified by the shrinking procedure, the expanding operation will be applied, and the forgery line can be modified by the expanding operation. This procedure realizes the expanding operation in a window w and uses parameter "StartOrEnd " to determine the expanding direction. Thus, the expanding procedure is applied from the start position, and a new start position for the line is determined as in Figure 10 . "Finer forgery line localization" function reports the integer points on the forgery line l = {(x s , y s ) , (x e , y e )} as forged frame numbers.
Experimental results
In this section, we conduct experiments to show the effectiveness of the method and compare it to similar works. The experiments are carried out on a notebook computer with 2.4 GHz dual core i7 processor, running MATLAB R2014b. Tests are performed on a set of forged videos created with Virtual Dub, an open source video editor. Randomly picked videos from the Surrey University Library for Forensic Analysis (SULFA) [19] are used to create forged samples. A resolution of 320 × 240 is used to create the test video database. Another ten forged test videos are generated using movies. Table 1 lists the details of the videos in the current test data set, which is published at http://ceng2.ktu.edu.tr/%7Egulutas/test database2.zip. Table 1 indicates the forgery positions for each test video. For example, frames 11-61 are inserted after the 221st frame in test Video 1 to create a forged video. The test videos after Video 20 are created using various move files. Randomly chosen frames from a video are copied and inserted into the randomly chosen positions in the same video during the generation of the test data set, and forged videos are encoded with open source MPEG-4 (Level 5 Advanced Simple Profile, ASP@L5) algorithm of Xvid codec with Virtual Dub. We group the experiments into two subsections, effectiveness and comparison tests. The first section gives an idea about the runtime performance and detection capability under compression for the proposed method, whereas the second section makes a comparison with similar works using runtime performance and detection capability metrics. Precision rate (PR), recall rate (RR), and detection accuracy (DA) are evaluated to compare the method to similar detection methods reported in the literature according to detection capability. The definitions for PR, RR, and DA are given in Eq. (3), where TP, TN, FP, and FN represent "authentic is detected as authentic", "forged is detected as forged", "authentic is detected as forged", and "forged is detected as authentic", respectively.
A method's performance is satisfactory if it has higher precision and recall values. The total number of detections is represented by (TP + TN), and (TP + TN + FP + FN) is the total number of frames in the experiment. Therefore, higher DA means that the method has a better detection rate. The details of the experiments are given in the following sections.
Effectiveness tests
In this section, we give the results of the experiments that were conducted to show the effectiveness of the proposed method. The first experiment reports the run time performance of the proposed method for all test videos given in Another experiment shows the detection capability of the proposed method when the test videos are reencoded after forgery operation. The last ten test videos given in Table 1 are re-encoded using various quality factors (QF), such as 1, 15, and 31, where 31 indicates the best compression ratio. DA, PR, and RR values are measured with these compressed test videos to show the robustness of the method against recompression. Figure 11 indicates that the proposed method has approximately 1 and 0.996 values for DA, PR, and RR, respectively, when the forged video is resaved without any compression. If the forged test videos given in Table  1 are resaved with QF = 31 after forgery operation, DA, PR, and RR become 1, 0.953, and 0.964, respectively. 
Comparison tests
In this section, we give the comparison results according to execution time and detection capability. The first experiment gives the average execution time for the proposed method and the other, as can be seen in Table  3 . The average execution time results for the methods indicate that the proposed method can detect forgery operations on the test videos with less time. While the average per frame execution time for the methods in [1] [2] [3] [4] is approximately 294.6, 140.6, 0.4, and 0.063, the proposed method can detect forgery operation on a frame within 0.07 s. Enhancing per frame execution time in video processing is important, because test videos can accommodate many frames, especially when surveillance videos are considered. Another experiment gives comparison results for the methods when their detection capabilities are considered. Figure 12 shows PR, RR, and DA values for the proposed method and other [1] [2] [3] [4] for test videos given in Table 2 . While the methods in [1] [2] [3] [4] have approximately 0.3, 0.82, 0.94, and 0.98 PRs, respectively, the proposed method gives PR = 1. Moreover, recall rates and detection accuracy results indicate the superiority of the work compared to similar works. Method Execution time (s/frame) Wang et al. [1] 294.67 Lin et al. [2] 140.60 Yang et al. [3] 0.41 Guzin et al. [4] 0.063 Proposed method 0.07
Conclusion
In this work, we proposed a new video forgery detection approach. The method extracts binarized DCT features from the frames and represents the similarity between them to be a correlation image. Elements of the correlation image give an idea about the similarity between corresponding frames. The method then investigates a line called forgery line on the correlation image, to determine the location of the forgery line in a coarser manner. The Hough transform is applied to the image to determine the location of the line. Furthermore, the proposed method suggests two new procedures, shrinking and expanding, to locate the forgery line in a finer manner. The integer-valued points on the line indicate the corresponding index values of forged frames. Comparison and effectiveness tests, given in the experimental result section, show that the proposed method gives better execution time than [1] [2] [3] and better detection capability when compared to similar works [1] [2] [3] [4] .
The main difficulty in the frame duplication detection literature is to develop new methods that are resistant to compression attacks. Only one work in the literature considers this issue in their results [4] . Our results indicate that the proposed method gives better detection performance when compared to [4] under compression attacks. Finally, we aim to improve our method against frame mirroring attacks in our future work.
