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Abstract: In this paper, we study the information propagation speed in multi-lane vehicle-to-
vehicle networks such as multi-lane roads or highways. We focus on the impact of time-varying
radio ranges and of multiple lanes of vehicles, varying in speed and in density. We assess the
existence of a vehicle density threshold under which information propagates on average at the
fastest vehicle speed and above which information propagates dramatically faster. We first prove
that no such phase transition occurs if there is only one lane, regardless of the density of vehicles,
when one takes into account real-time radio communication range variations at the MAC layer.
We then prove that, on the other hand, a phase transition exists as soon as there are multiple lanes
with different vehicle speeds and appropriate densities. We characterize conditions under which
the phase transition occurs and we derive bounds on the corresponding threshold as a simple
relationship between the vehicle density on the fastest lane and the sum of the vehicle densities on
the other lanes. Our results intrinsically encompass a wide range of vehicular network scenarios,
including one-way and two-way roads, as well as special cases such as road side units and/or parked
cars being used as relays. We confirm our analytical results using simulations carried out in several
environments (ONE and Maple).
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Réseaux Véhiculaires Multi-Files avec Portées Radio
Variables: Propriétés de la Vitesse de Propagation de
l’Information
Résumé : Ce document analyse les propriétés de la vitesse de propagation de l’information
dans les réseaux véhiculaires multi-files avec portées radio variables.
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1 Introduction
In this paper, we study the information propagation speed in multi-lane vehicle-to-vehicle net-
works such as multi-lane roads or highways. We focus on the impact of multiple lanes of vehicles,
varying in speed and in density. Large countries typically cover a great number of miles with
multi-lane roads or highways, in part without telecommunication infrastructure. In the USA for
instance, highways make about 75% of the total statute miles, and US roads have on average two
lanes each way [14]. Our analysis shows the conditions under which a phase transition occurs in
this context, concerning information propagation speed, with respect to the vehicle density. We
prove that under a certain threshold, information propagates on average at the fastest vehicle
speed, while above this threshold, information propagates significantly faster.
With applications such as safety on the road, ad hoc vehicular networks and vehicle-to-vehicle
are receiving increasing attention (see recent surveys and challenges in [5, 6, 13]). Vehicular
DTNs (Delay Tolerant Networks, i.e., networks in which end-to-end paths may not exist and
communication routes may only be available through mobility and accumulation over time)
have thus been considered in recent studies, and various analytical models have been proposed.
Several general studies focus on characterizing the packet propagation delay in DTNs: in [8], the
authors obtained analytical estimates of the upper bounds on the speed at which information
can propagate in various models of multi-dimensional DTNs.
Other studies have more specifically targeted roads and vehicle-to-vehicle networks. In [11],
the authors prove that the packet inter reception time distribution is a power-law and that long
situation awareness black-outs are likely to occur in batch. In [15], the authors study vehicle
traces and conclude that vehicles are very close to being Poisson distributed on highways. The
authors of [4] also base themselves on traces gathered in DieselNET (the experimental vehicular
network deployed by UMass) to elaborate and evaluate a novel vehicular routing algorithm.
In [7], the authors provide a model for critical message dissemination in vehicular networks
and derive results on the average delay in delivery of messages with respect to vehicle density.
The authors of [17] propose an alternative model for vehicular networks and derived results on
node connectivity, under the hypothesis that vehicles are exponentially distributed. The study is
based on queuing theory techniques and characterizes the relationship between node connectivity
and several parameters including speed distribution and traffic flow. In [16], the authors model
vehicles on a highway, and study message propagation among vehicles in the same direction,
taking into account speed differences between vehicles, while in [12] authors study message
dissemination among vehicles in opposing directions and conclude that using both directions
increases dissemination significantly.
Studies such as [1, 2] focus on information propagation speed in one-dimensional vehicle-
to-vehicle with constant speeds in each direction. In [1] the authors introduce a model based
on space discretization to derive upper and lower bounds in the highway model under the as-
sumption that the radio propagation speed is finite. Their bounds, although not converging,
clearly indicates the existence of a phase transition phenomenon for the information propagation
speed. Comparatively in [2], the authors introduce a model based on Poisson point process on
continuous space, that allows both infinite and finite radio propagation speed, and derive more
fine-grained results above and below the threshold. Using the model, the authors prove and ex-
plicitly characterize the phase transition. In [18], the authors derive equations for the expected
value and variance of propagation distance through inter-vehicle communication when the dis-
tance between vehicle follows a general distribution. The paper also provide simple equations
characterizing the expected number of vehicles covered and the probability distribution of the
distance over which the information is propagated.
Studies such as [19, 20] are the closest related work to our study. In [20], the authors consider
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4a one-dimensional vehicle-to-vehicle network with unit-disk radio range where all vehicle travel in
the same direction, with random speeds following a Gaussian distribution. The paper derives the
impact of various parameters on information propagation speed. The authors extend their results
in [19] to a multi-stream case where vehicles in different streams have different speed distributions
and derived analytical formulas. Comparatively, we here consider a model accommodating time-
varying, possibly unbounded, radio ranges for vehicles on multi-lane roads, where vehicles on a
particular lane all have the same speed. Since we consider the speed of vehicles only relatively to
the speed of vehicles on the fastest lane, our model naturally encompasses both cases of one-way
and two-way roads, as well as special cases such as road side units and/or parked cars being used
as relays (e.g., [10]). The goal of this paper is to increase our understanding of the fundamental
performance limits of mobile vehicle-to-vehicle networks with time-varying radio ranges and to
thus complement the above-cited works.
In this context, our contributions are as follows: (1) in Section 2 we present a time-varying
radio range model for information propagation in multi-lane vehicle-to-vehicle networks that takes
into account real-time radio communication range variations at the MAC layer (such as Aloha
in the Poisson shot model, e.g., [3]) and list our corresponding results for all cases of number of
lanes; (2) we prove that no such phase transition occurs concerning the information propagation
speed with respect to the vehicle densities if there is only one lane, regardless of the car densities
in Section 3, and (3) we prove that, on the other hand, a phase transition exists as soon as there
is a second lane with different vehicle speed and sufficient density in Section 4. We characterize
the phase transition threshold in this context, and we prove that there are still cases where no
such phase transition occurs; (4) in Section 5, we focus on information propagation speed when
there are three lanes or more. We show that under certain conditions a phase transition exists
and we derive bounds on the threshold as a simple relationship between the vehicle density on
the fastest lane and the sum of the vehicle densities on the other lanes. We also prove that that
there are still cases where no such phase transition occurs; (5) Finally we validate the provided
analysis with simulations in multiple environments (The One and Maple), in Section 6.
2 Model and Results
2.1 Model
We consider a highway with multiple lanes of vehicles at fixed speed, numbered 0 to k: on lane
i, the vehicle speed is vi. The vehicle density on lane i is Poisson of intensity λi. Vehicle speeds
are in decreasing order: lane 0 is called the fast lane, determined as the lane of vehicles with the
fastest eastbound speed. Lanes from 1 to k are conversely called the slow lanes. In the following,
we consider vehicle speeds in the referential of the vehicles of the fast lane.
Figure 1: Vehicular network on a highway with four lanes of identical direction.
For instance, in Figure 1, we depict a vehicular network of four eastbound lanes; lanes are
numbered in decreasing speed order. In Figure 2, we depict an example of a four-lane highway,
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Figure 2: Vehicular network on a bidirectional highway with four lanes.
with two eastbound and two westbound lanes. Thus, we number lanes in decreasing eastbound
speed: 0. fast eastbound lane, 1. slow eastbound lane, 2. slow westbound lane, and 3. fast
westbound lane. We note that, once we have defined the lane numbering, the actual directions
of the lane speeds do not matter anymore in our model. Note that this also allows to account for
static lanes where cars are parked along the road. As we consider the speeds in the referential of
the fast lane, the speed of lane 0 will be 0, and the speeds of the remaining lanes will be negative.
The radio propagation, as well as the store-and-forward time are considered instantaneous.
For radio transmissions, we will consider alternatively (i) a fixed radio range, or, more realistically,
(ii) a time-varying radio range.
In the former case (i), we will assume that the radio range of each transmission is of length
R in each direction (e.g., R = 1 for all vehicles, all the time).
In the latter case (ii), we suppose that the radio range R varies in time in a random way and
is unbounded (i.e., for any distance x, P (R > x) 6= 0). We suppose that each vehicle transmits
according to a time Poisson process of intensity ν > 0, with a random range R. We assume the
following properties concerning the random variable R. Let ζ be a complex quantity with the
dimension of inverse distance. For all ζ,
1. f(ζ) = E(e−ζR) is defined and is not infinite;
2. for all x, E(e−(R−x)ζ |R > x) is defined and bounded by some function g(ζ).
The first condition implies that, limx→∞ eαxP (R > x) = 0, for all α > 0. It is satisfied, e.g.,
when there exist D > 0 and δ > 1, such that P (R > x) ∼ exp(−Dxδ). The second condition is
satisfied when, for all x, the random variable R − x, under the condition that R > x, is smaller
or equal in probability to a certain random variable R¯, such that E(e−ζR¯) is defined; in this case,
we can take g(ζ) = E(e−ζR¯).
In particular, these conditions are satisfied for slotted Aloha in the Poisson shot noise model
[3]. For example, in a one-dimensional highway network, when the power attenuation is of path-
loss exponent 2, P (R > x) is of the form e−x
2
. Note, however, that we are not studying the
Aloha protocol over the considered vehicle-to-vehicle network. Indeed, Aloha would imply a
correlation between the radio ranges and the actual positions of the cars. In contrast, our model
assumes independence between radio ranges and car positions.
Without loss of generality, we focus on the propagation of information in the eastbound
direction. Our aim is the evaluation of the maximum speed at which a packet of information can
propagate. An information packet propagates in the following manner, illustrated in the case of
a two-lane highway in Figure 3: it moves toward the east jumping from car to car until it stops
because the next car is beyond radio range. The information packet waits on the right-most car
until either a transmission of large enough radio range occurs to move forward, or the gap is
filled by cars of other lanes (in the case of fixed range, this is the only way for the information
to propagate further).
RR n° 8037
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Figure 3: Eastbound information propagation: information is carried by the rightmost fast-lane
car before the gap (a), until either a transmission of sufficiently large range occurs (in the variable
range case), and/or the gap is bridged by slow-lane cars so that the information can propagate
further (b).
We denote L(t) the distance traveled by the information during time t in the fast lane. We
consider the distance traveled with respect to the referential of the fast-lane cars. We define the
average information propagation speed vp as:
vp = lim
t→∞
E(L(t))
t
. (1)
2.2 Results
The main results presented in this paper are the proofs of the following five theorems, corre-
sponding to various cases of number of lanes: one (Theorem 1), two (Theorems 2 and 3), and
three or more lanes (Theorems 4 and 5). For all five theorems, we analyze the asymptotic average
information propagation speed vp (without loss of generality, in the referential of the vehicles of
the fastest eastbound lane).
Our first theorem proves that for a single one-way lane, the information propagation speed
is limited to the speed of the fastest car, regardless of the vehicle density λ0.
Theorem 1. In a vehicular network with a single (one-way) lane where the radio range varies,
the average asymptotic information propagation speed vp with respect to the referential of the cars
is null, regardless of the vehicle density λ0.
We then consider two-lane networks (i.e., the fastest vehicle lane’s density is Poisson with
intensity λ0, while the slower vehicle lane’s density is Poisson with intensity λ1). We prove that,
depending of the densities, there is a phase transition concerning the information propagation
speed vp: there are cases where the average asymptotic information propagation speed is above
the speed of the fastest car (Theorem 2), and others where it is limited to the speed of the fastest
car (Theorem 3). We also characterize the corresponding threshold. For the remainder of the
Inria
Multi-lane Vehicle-to-Vehicle Networks with Time-Varying Radio Ranges: Information Propagation Speed Properties7
paper, for x > 0, we denote x∗ the conjugate of x with respect to the function xe−x: x∗ is the
alternate solution of the equation x∗e−x
∗
= xe−x. Notice that x∗∗ = x and 1∗ = 1.
Theorem 2. Consider a vehicular network with two lanes, where the radio range R varies, with
respective car densities λ0 and λ1, and respective speeds v0 and v1. Let a distance r0 > 0 such
that P (R ≥ r0) 6= 0. For all 0 < a < 1/2, and for ρ = − log
(
1− exp(−P (R ≥ r0) νav0−v1 )
)
, the
average asymptotic information propagation speed vp with respect to the referential of the fastest
cars is strictly larger than 0, when r0λ0 > 11−2a (2ρ+ (r0λ1)
∗).
However, we also have the equivalent of Theorem 1’s result for two lanes of low densities.
Theorem 3. Consider a vehicular network with two lanes, where the radio range R varies, with
respective car densities λ0 and λ1, and respective speeds v0 and v1. There exists ρ0 > 0, which
is a function of (v0 − v1) and λ1, such that, when λ0 < ρ0, the average asymptotic information
propagation speed vp with respect to the referential of the fastest cars is null.
The last two theorems complete the analysis by considering three lanes or more. We first
prove that there are cases where the average asymptotic information propagation speed is above
the speed of the fastest car (Theorem 4), and characterize the corresponding threshold. Sec-
ondly, we prove that there exist non-null densities for which the average asymptotic information
propagation speed is limited to the speed of the fastest car (Theorem 5). (Note that this case
is different from Theorem 3, as it would be necessary to have an empty third lane, i.e., with a
density λi = 0.)
Theorem 4. Consider a vehicular network with three or more lanes, numbered 0 to k, where
the radio range varies. For all 0 < a < 1/2, there exists a distance r0 > 0 and a scalar ρ > 0,
such that the average asymptotic information propagation speed vp with respect to the referential
of the fastest cars (lane 0) is strictly larger than 0, when r0λ0 ≥ 11−2a
(
2ρ+ (r0
∑i=k
i=1 λi)
∗
)
.
Theorem 5. Consider a vehicular network with three or more lanes, numbered 0 to k. There
exists a tuple of car densities, such that ∀i: λi 6= 0, for which the average information propagation
speed vp is null.
3 Single Lane: Proof of Theorem 1
As the information propagation speed is considered in the referential of the vehicles (say, in
eastbound direction), we can equivalently assume that the cars are fixed, and consider the infor-
mation propagation speed vp toward the east, solely based on the transmissions. We recall that
the emission process of the vehicles is a time Poisson process of intensity ν > 0, with a random
radio range R.
We call the rightmost car that has received the information at a given time t, the current
car at time t. Without loss of generality, we consider that only the current car transmits the
information; or, similarly, we can assume that the random radio range process includes the
overlap from the ranges of previous cars to the left, if they participate in the transmission.
In the following, we describe a process to provide an upper bound on the information propa-
gation speed v¯p. If the gap from the current car to the next car to the right is x, then one has
to wait that the radio range exceeds x, before the information reaches the next car. When the
radio range R exceeds x, all the cars that are located between x and R receive the information.
The speed upper-bound process consists in assuming that the next current car is located exactly
at the range limit, i.e. at distance R from the previous current car.
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following cars are i.i.d. random exponential variables, with rate λ. Given that the gap is of
length x, the time T (x) needed to move the message to the next current car satisfies:
E(T (x)) =
1
νP (R > x)
, (2)
and the distance D(x) traveled by the information at this time satisfies:
E(D(x)) = E(R|R > x) . (3)
Since this is a memoryless process, the average information propagation speed upper-bound v¯p
is (denoting λ0 = λ):
v¯p =
∫∞
0
E(D(x))λe−λxdx∫∞
0
E(T (x))λe−λxdx
.
From the condition limx→∞ eλxP (R > x) = 0, we get
∫∞
0
E(T (x))λe−λxdx = ∞. From the
condition E(R|R > x) ≤ x+E(R¯), we have ∫∞
0
E(D(x))λe−λxdx ≤ 1λ +E(R¯) <∞. Therefore,
the average information propagation speed vp is null.
4 Two Lanes
4.1 Proof of Theorem 2
For the purpose of the proof, we define a lower bound process on the information propagation
speed. Let r0 > 0 be such that P (R ≥ r0) 6= 0. We define the lower-bound process by bounding
the radio range R with a new range R′, as follows:
• when R ≥ r0, then R′ = r0;
• when R < r0, then R′ = 0.
We consider the information propagation on the fast (say eastbound) lane. In the lower
bound model, cars must be separated by less than r0, in order to be able to communicate. We
call r0-cluster a set of consecutive cars such that two consecutive cars are separated by distance
less than r0. We call length of a cluster the distance between the first and the last car of a cluster.
A recursive definition of an r0-cluster, spreading eastwards from position y, namely Cr0(y), is:
Cr0(y) = Ir0(y) ∪ Cr0(z),
where Ir0(y) is the set of cars located in the segment [y, y + r0], and z is the position of the
rightmost car in Ir0(y).
Therefore, if the current car on lane 0 (the fast lane) is separated from the next car on lane
0 by a gap of length r0(1 + x), for x > 0, then it needs to wait for a slow lane cluster of length
at least r0x to bridge the gap.
The number of retransmissions of radio range r0, to cover a cluster of length r0x, cannot
exceed d2xe. Let a > 0 be a real number, and assume that the time between two retransmissions
is smaller than a r0v0−v1 . The latter occurs with probability e
−ρ = 1− exp(−P (R ≥ r0)νa r0v0−v1 ),
for some ρ > 0 (since, we recall that the node emission process is a Poisson process of intensity
ν > 0). This also implies that the cluster of length xr0 travels a distance smaller than d2xear0.
Assuming now that a < 1/2, a cluster of length xr01−2a would suffice to bridge a gap of length
Inria
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r0(1 + x), provided that successive retransmissions are all separated by less than a r0v0−v1 time
units (which occurs with probability greater than e−ρ2x/(1−2a)).
From [2, equation (10)], with a lane density normalized by the radio range, we know that
the average time to get an r0-cluster of length yr0 is Θ(e(r0λ1)
∗y), as expressed in the following
lemma.
Lemma 1. The average distance to a car on the slow lane, which begins an r0-cluster of slow
lane cars of length larger than r0x, is Θ(e(r0λ1)
∗x), when x→∞.
Therefore, the time needed to get an r0-cluster of length r0y, where all successive retrans-
missions are separated by less than a r0v0−v1 time units, is Θ(e
(2ρ+(r0λ1)
∗)y). Using the method-
ology in [2, Section III-A, eq. (9)], the average distance to such a cluster on the slow lane is
Θ(exp
(
2ρ+(r0λ1)
∗
1−2a x
)
), and thus the time T ′(x) needed to bridge a gap of length r0(1 + x) is:
E(T ′(x)) = Θ(exp
(
2ρ+ (r0λ1)
∗
1− 2a x
)
).
The distance D′(x) traveled by the information (in the referential of fast-lane cars) satisfies:
E(D′(x)) ≥ r0(1 + x) .
Therefore, the information propagation speed vp is:
vp ≥
∫ x
0
E(D′(x))λ0r0e−λ0r0xdx∫ x
0
E(T ′(x))λ0e−λ0r0xdx
≥ r0 + 1/λ0∫ x
0
E(T ′(x))λ0r0e−λ0r0xdx
.
It turns out that the integral in the denominator converges when r0λ0 >
2ρ+(r0λ1)
∗
1−2a and, with
this condition, vp > 0.
4.2 Proof of Theorem 3
See appendix.
5 Three or more Lanes
5.1 Proof of Theorem 4
We take the framework of the proof of Theorem 2, with r0 such that P (R > r0) 6= 0. We will
first consider the case where ν → ∞, i.e., when the channel access delay 1ν tends to 0. In this
case, we have ρ = a = 0, and we are in the framework of [2] with a unit disk graph model, but
with the difference that instead of 1, the range here is r0.
To simplify the notation, we denote Λs =
∑i=k
i=1 λi. We consider that the information is
blocked by a gap of length r0(1 + x) on the fast lane. The aim is to give an upper bound of the
time needed to have an r0-cluster of length at least r0x, made of cars on slow lanes, which covers
the gap. But, since clusters are not permanent in time, and experience continuous changes due
to the differences of car motions, we will consider here instantaneous r0-clusters. A recursive
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definition of an instantaneous r0-cluster, spreading eastwards from position y and at time t,
namely Cr0(y, t), is:
Cr0(y, t) = Ir0(y, t) ∪ Cr0(z, t),
where Ir0(y, t) is the set of cars located in the segment [y, y+ r0] at time t, and z is the position
of the rightmost car in Ir0(y, t) at time t.
We use a version of lemma 1 adapted to the case where the cars on slow lanes have relative
motions. The following is directly derived from [2, Lemma 2].
Lemma 2. The probability that a given car, at a given time, begins an instantaneous r0-cluster,
of slow lane cars of length longer than r0x, is Θ(e−(r0Λs)
∗x), when x→∞.
The main point now is to track the correlation between cars and time, since cars move
relatively to one another. To this end, we consider the process of cluster formation that starts
with a car on lane 1, the fastest among the slow lanes. Without loss of generality, we assume
that λ1 6= 0.
We place ourselves in the referential of cars on lane 1. We consider a road segment [A,B) in
this referential, for some A < B. Since the cars on the other slow lanes have a relative westbound
motion, and since Poisson processes are memoryless, the events in the interval [A,B), at a given
time t, and the future events in the interval [B,∞) are independent.
To make use of this property for instantaneous cluster formations, we split the slowest lane
k into segments of length (1 + x)r0, numbered from 1 and onwards.
We concentrate on the first segment. Let us consider the first car in lane 1. The probability
that this lane 1 car starts a slow lane r0-cluster, of length smaller than xr0, at the time when
this lane 1 car arrives in range of the current car on lane 0, is smaller than 1−Ce−(r0Λs)∗x (with
C > 0, as deduced from Lemma 2). Similarly, if we include the probability that no car of lane 1
is present in this segment, (i.e., e−(1+x)r0λ1), then the probability that there is no instantaneous
r0-cluster, starting in the first segment, would have a length greater than r0x when in range with
the current car, is smaller than 1− C(1− e−(1+x)r0λ1)e−(r0Λs)∗x.
Since this event only depends on the car positions in the first and second segments when the
first car arrives in range of the current car, this event is independent of what will happen in the
next segments. Thus, the apparitions of further r0-clusters of length smaller than r0x on odd
segments are i.i.d.
The average number of segments, before the formation of an instantaneous r0-cluster of length
greater than r0x, is smaller than:∑
n≥0
2(1− (1− e−(1+x)r0λ1)Ce−(r0Λs)∗x)n = 2exp((r0Λs)
∗x)
C(1− e−r0λ1) .
Therefore, the time T ′(x), before the gap of length (1 + x)r0 is bridged by an instantaneous
cluster made of slow lane clusters, satisfies the inequality:
E(T ′(x)) ≤ 2(x+ 1)r0
v0 − v1
exp((r0Λs)
∗x)
(1− e−r0λ1)C .
Thus, this average time
∫∞
0
E(T ′(x))λ0r0e−xr0λ0dx is finite as soon as r0λ0 < (r0Λs)∗. This
terminates the proof for ν →∞. Notice again that, in this case, ρ = a = 0.
When ν < ∞, we cannot use the same approach: indeed, in this case, the time between
retransmissions does not allow us to work with instantaneous clusters. In this case, we must
consider a refined version of Lemma 2, where instantaneous r0-clusters are replaced by τ -timed
r0-clusters, i.e., r0-clusters obtained with retransmissions delayed each by τ seconds exactly. A
Inria
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Figure 4: Maple simulations: 2 lanes, fixed radio range. Information propagation speed vp for
λ0 = λ1, versus the total vehicle density λ0 + λ1.
recursive definition of an instantaneous (r0, τ)-cluster, spreading eastbound from position y and
at time t, namely Cr0,τ (y, t), is:
Cr0,τ (y, t) = Ir0(y, t) ∪ Cr0,τ (z, t+ τ),
where z is the position of the rightmost car in Ir0(y) at time t+τ . We have the following lemma,
equivalent to lemma 2:
Lemma 3. Let τ > 0, the probability that a given car, at a given time, begins an instantaneous
τ -timed r0-cluster of slow lane cars of length larger than r0x is Θ(e−(r0Λs)
∗x), when x→∞.
The end of the proof is only sketched, as it follows an approach similar to Theorem 2. We
define τ = a r0v0−v1 for some a > 0 small enough, and we consider timed clusters larger than
(1 + x)r0
1
1−2a , ensuring they can actually bridge a gap of length (1 + x)r0. We then consider
(r0 − ε)-clusters instead of r0-clusters, in order to cope with the small local modification of the
clusters, since the retransmissions are not exactly after a time τ , but within a time τ (we take
ε = τ(v1 − vk)).
5.2 Proof of Theorem 5
See appendix.
6 Simulations
6.1 Maple Simulations
In this section we compare the theoretical analysis with numerical simulations performed using
Maple. In this case, the simulations follow precisely the highway model described in Section 2:
we generate Poisson traffic on multiple lanes, each moving at constant speed.
First, we consider the fixed-range scenario, where the radio transmission range is R = 1 (that
is, we normalize our parameters based on the radio range unit), and radio transmissions are in-
stantaneous. We simulate a highway which is sufficiently large to provide either: a large number
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Figure 5: Maple simulations: 3 lanes, fixed radio range. Information propagation speed vp for
λ0 = λ1 = λ2, versus the total vehicle density.
Figure 6: Maple simulations: 4 lanes, fixed radio range. Information propagation speed vp for
λ0 = λ1 = λ2 = λ3, versus the total vehicle density.
of bridging operations (of order at least 103) for all considered traffic densities, or a large number
of clusters in each lane (of order at least 104), for the situation below the phase transition thresh-
old where the information propagation speed might be equal to the fast-lane speed, according
to the analysis. We measure the information propagation speed which is achieved using optimal
store-carry-forward epidemic routing, by taking the ratio of the total propagation distance over
the corresponding delay, and averaging over multiple iterations of randomly generated traffic.
We vary the total traffic density, and we plot the resulting information propagation speed. Fig-
ures 4, 5 and 6 show the evolution of the information propagation speed versus the total vehicle
density, when λi = λ0, for all i, for two, three and four lanes, respectively. The fast lane speed
is assumed to be 0 (as we measure the speed in the referential of the fast cars). In Figure 4,
the slow lane speed is 0.4 radio range per second. In Figure 5, the slow lane speeds are 0.4
radio range per second and 0.6 radio range per second. In Figure 6, the slow lane speed are 0.4
Inria
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Figure 7: Maple simulations: 2 lanes, varying radio range (P (R > x) = e−x
2
)). Information
propagation speed vp for λ0 = λ1, versus the total vehicle density λ0 + λ1.
Figure 8: Maple simulations: 3 lanes, varying radio range (P (R > x) = e−x
2
)). Information
propagation speed vp for λ0 = λ1 = λ2, versus the total vehicle density.
radio range per second, 0.5 radio range per second and 0.6 radio range per second. In all figures,
we observe the existence of a threshold near
∑i=k
i=0 λi = 2 , which confirms the analysis: below
the threshold the information propagation speed is null, while above the threshold, it increases
rapidly.
We then simulate the case of time-varying radio range, and we measure the average informa-
tion propagation speed. We consider that P (R > x) = e−x
2
, corresponding to the Poisson shot
noise model of a one dimensional highway, with path-loss exponent 2. According to our model,
vehicles transmit packets of information with Poisson intensity ν = 5 transmissions per second.
Figures 7 and 8 plot the information propagation speed versus the total vehicle density (with
λi = λ0, for all i, and vehicle speeds equal to the corresponding unit-disk simulation speeds), for
two and three lanes respectively. Again, we notice the existence of a threshold, where a phase
transition occurs concerning the information propagation speed.
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Figure 9: ONE simulations: 3 lanes, fixed radio range. Information propagation speed vp for
λ0 = λ1 = λ2, versus the total vehicle density.
Figure 10: ONE simulations: 2 lanes, varying radio range (P (R > x) = e−x
2
)). Information
propagation speed vp for equal densities in all lanes (λ0 = λ1), versus the total vehicle density
λ0 + λ1.
6.2 ONE Simulations
We now depart from the exact Poisson model simulations in Maple, and we present simulation
results obtained with the Opportunistic Network Environment (ONE [9]) simulator. Vehicles
are distributed uniformly on the length of two or more lanes of a road, and move at a constant
speed. The total number of vehicles varies from 300 to 4000. Similarly to the previous section,
we measure the fastest possible information propagation speed which is achieved using epidemic
broadcast, assuming that radio transmissions are instantaneous and that there are no buffering
or congestion delays, with a radio range R = 1. Again, we vary the vehicle densities λi (vehicles
per radio range), and we perform several simulation iterations of randomly generated traffic.
Figure 9 is the equivalent of Figure 5 with corresponding vehicle speeds and densities parame-
ters, for the case of three lanes and a fixed radio range. Figures 10 and 11 correspond respectively
to Figures 7 and 8 (for the Maple simulations) for time-varying radio range distributed in e−x
2
,
equal lane densities, and with a constant transmission time-slot of 0.2 seconds (instead of Poisson
distributed as in Maple). Finally, in Figure 12, we plot the information speed versus the total
vehicle density, for the case of a two-lane network, with uneven lane densities (the slow lane
Inria
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Figure 11: ONE simulations: 3 lanes, varying radio range (P (R > x) = e−x
2
)). Information
propagation speed vp for equal densities in all lanes (λ0 = λ1 = λ2), versus the total vehicle
density.
Figure 12: ONE simulations: 2 lanes, varying radio range (P (R > x) = e−x
2
)). Information
propagation speed vp for uneven lane densities (λ1 = 2λ0), versus the total vehicle density λ0+λ1.
density is twice that of the fast lane). Similarly to what we observed with Maple simulations, we
notice in all cases the existence of a threshold, below which the information propagation speed
remains almost null, but beyond which it increases dramatically.
7 Conclusion
In this paper, we provided a detailed analysis of information propagation speed in multi-lane
vehicle-to-vehicle networks. We considered both the case of fixed radio transmission range, and
the more realistic case of time-varying radio transmission range. It is indeed paramount to
consider variations in radio ranges, since these are heavily experienced in concrete deployments,
due to environment versatility and interferences.
We studied networks consisting of multiple lanes of vehicles, varying in speed and in density.
For each multi-lane case, we have shown the existence of a density threshold, under which infor-
mation propagates on average at the speed of the fastest vehicle, and above which information
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propagates significantly faster. We first proved that no such phase transition occurs if there
is only one lane, regardless of the density of vehicles, even when one takes into account radio
communication range variations at the MAC layer. This result is not, in fact, easy to predict
intuitively, because in our model, the radio range R is unbounded, i.e. P (R > x) > 0, ∀x. We
then proved that, on the contrary, for two or more lanes of vehicles with different speeds, a phase
transition exists regarding the information propagation speed, when vehicle densities are above
a certain threshold. We derived bounds on the corresponding threshold, expressed as a simple
relationship between the vehicle density on the fast lane, and the sum of the vehicle densities
on the other lanes. We confirmed our analytical results with simulations carried out in several
environments (ONE and Maple).
Our model covers a variety of vehicular network scenarios, including one-way and two-way
roads, as well as scenarios where road side units and/or parked cars are used as relays. Our
methodology seems extendable to the case where the distribution of car speeds may take an
infinite number of values between a minimum and a maximum, as this would be equivalent to
an infinite number of lanes in our model. A natural further extension, would correspond to the
continuous case, where the car speeds may take any value between minimum and maximum.
Therefore, these extensions constitute interesting directions for future work.
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Appendix
7.1 Proof of Theorem 3
We consider that the current car on the fast lane 0 is separated by a gap of length x to the
next fast-lane car. Our aim is to evaluate the probability that a chain of cars on the slow lane
1 would bridge the gap, and thus deliver the information to this next car. We will determine
when this probability tends to 0, hence limiting the information propagation to the fast-lane car
speed. Therefore, we take the model of the proof of Theorem 1, and apply it to the propagation
on lane 1.
In lane 1, when two cars are separated by a gap of length y, transmissions are performed
within the random space-time vector (D(y), T (y)), as defined in the proof of Theorem 1. When
y varies, the propagation of information follows a random walk made of consecutive vectors
(D(y), T (y)).
Let f(ζ, θ, y) = E(e−ζD(y)−θT (y)) be the Laplace transform of conditional propagation step
y. We compute the Laplace transform using (2) and (3). We have, formally:
f(ζ, θ, y) =
∫ ∞
y
P (R = z)e−ζzdz
νP (R > y)
νP (R > y) + θ
.
RR n° 8037
18
The unconditional Laplace transform of the step is f(ζ, θ) =
∫∞
0
f(ζ, θ, y)λ1e
−λ1ydy. It is defined
for all complex ζ, and all complex θ such that <(θ) ≥ 0, since for any real θ < 0, f(ζ, θ) is singular.
We notice that E(D(y)) = ∂∂ζ f(0, 0) < ∞ and E(T (y)) = ∂∂θf(0, 0) = ∞. We denote K the
kernel of f(ζ, θ), i.e., the set of real tuples (ζ, θ), such that f(ζ, θ) = 1. This corresponds to a
curve in the quarter plane ζ ≤ 0 and θ ≥ 0, which starts on (0, 0), with a zero derivative, since:
dθ
dζ =
∂
∂ζ f(ζ,θ)
∂
∂θ f(ζ,θ)
.
On the referential of lane 0, the random walk is made of vectors (D(y)− (v0−v1)T (y), T (y)),
i.e., there is a negative speed drift. Its Laplace step function is f˜(ζ, θ) = f(ζ, θ− (v0− v1)ζ). By
inversing the Laplace transform, the probability density p(x, t), that a chain of relays on lane 1
reaches the distance x at time t, satisfies:
p(x, t) ≤ 1
(2ipi)2
∫∫
<(ζ)=ζ0,<(θ)=θ1
f˜(ζ, θ)
1− f˜(ζ, θ)e
ζx+θtdζdθ ,
where f˜(ζ,θ)
1−f˜(ζ,θ) =
∑
n≥1 f˜(ζ, θ)
n is the Laplace transform of a non-null sequence of steps. This
is an upper bound on p(x, t), since a chain can hit the position x several times. The pair
(ζ0, θ1) belongs to the definition domain of
f˜(ζ,θ)
1−f˜(ζ,θ) , i.e., there exists θ0, such that θ1 > θ0 and
(ζ0, θ0 − (v0 − v1)ζ0) ∈ K.
Since the curve of K has zero slope at point (ζ, θ) = (0, 0), and since v0 − v1 > 0, there exist
non-positive ζ0 and θ0, and thus θ1. Therefore, we can compute the probability q(x) that a chain
of relays on lane 1 bridges the gap x (for any time t):
q(x) =
∫ ∞
x
∫ ∞
0
p(z, t)dzdt
≤ 1
(2ipi)2
∫∫
<(ζ)=ζ0,<(θ)=θ1
f˜(ζ, θ)
1− f˜(ζ, θ)
eζx
ζθ
dζdθ
= O(eζ0x) . (4)
The quantity q(x) is an upper bound of the probability that a car on lane 1 starts a chain of
relays that will bridge a gap of length x. Therefore, the average time needed to find a car that
starts such a chain is 1(v0−v1)λ1q(x) = Ω(e
−ζ0x). When x varies, the average time is infinite as
soon as λ0 < −ζ0 (recall that ζ0 is non-positive). Therefore, the theorem is proved, as an infinite
average time to bridge the gap implies an information propagation speed restricted to the car
speed.
7.2 Proof of Theorem 5
Due to space constraints, we give a sketch of the proof. Let j be an integer between 1 and k. We
work again with the upper bound scheme developed for the proofs of Theorems 1 and 3. Let x
a gap between a car on lane j and the next car on the same lane. We denote Dj(x) and Tj(x),
respectively, the distance traveled by the message and the time needed for this distance to bridge
the gap x, by taking relays on slower lanes only (i.e. on lane j + 1 and further). Therefore, by
considering the part of the highway with lanes i ≥ j only, we equivalently have Dk(x) = D(x)
and Tk(x) = T (x).
We define the Laplace transforms fj(ζ, θ, x) = E(e−ζDj(x)−θTj(x)) and fj(ζ, θ) =
∫∞
0
fj(ζ, θ, x)λje
−λjxdx.
Our aim is to prove by recursion on decreasing lane indexes that there exist ζj < 0 and αj > 0,
such that :
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• fj(ζ, θ) is defined for all complex tuples (ζ, θ), such that <(ζ) > ζk and <(θ) ≥ 0;
• E(Tj(x)) = O(eαjx).
The first point easily comes from the fact that |fj(ζ, θ)| ≤ fj(<(ζ),<(θ)), and sinceDj(x) ≤ x+R¯
in probability, for all ζ < 0 and θ > 0: fj(ζ, θ) ≤ e−xζg(ζ). Thus, fj(ζ, θ) ≤ λjλj+ζ g(ζ) and we
can choose ζj = −λj .
The second point is more delicate. Taking the framework of the proof of Theorem 3, we
define qj(x) as the probability that a chain of relays on lane i + 1 bridges a gap of length x on
lane i. Therefore, we have the inequality, following (4),
qj(x) ≤ 1
(2ipi)2
∫∫
<(ζ)=ζ0,j ,<(θ)=θ1,j
f˜j(ζ, θ)
1− f˜j(ζ, θ)
eζxdζdθ
ζθ
,
for f˜j(ζ, θ) = fj+1(ζ, θ − (vj − vj+1)ζ), and (ζj,0, θ1,j) in the definition domain of f˜j(ζ,θ)1−f˜j(ζ,θ) , i.e.
|f˜j(ζ0,j , θ1,j)| < 1, with ζ0,j < 0 and θ1,j < 0.
Such values exist for the following reasons:
1. The function fj+1(ζ, θ) is defined for all θ > 0 and ζ > ζj . Thus,f˜j(ζ, θ) is defined for all
θ > (vj − vj+1)ζ.
2. The kernel Kj+1 of function fj+1(ζ, θ) is defined for ζ < 0, θ > 0 and dθdζ = 0, if we assume
that λj+1 < αj+1 (since
∫∞
0
E(Tj+1(x))λj+1e
−λj+1dx = ∞). Thus, there exist ζ0,j < 0
and θ0,j < 0, such that (ζ0,j , θ0,j − (vj − vj+1)ζ0,j) ∈ Kj+1.
3. We take 0 > θ1,j > θ0,j .
Therefore, qj(x) = O(eζ0,jx) and, consequently, E(Tj(x)) ≥ 1qj(x) = Ω(e−ζ0,jx). Equivalently to
Theorem 3, this implies that information propagation on lane j is restricted to the car speed.
We conclude the proof by recursion on j, descending down to lane 0.
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