Accelerated life tests are commonly utilized in manufacturing industries to induce early failures of highly reliable products. In this paper, estimation and optimal design issues of multiple ramp-stress accelerated life tests are discussed for the generalized half-normal distribution. Assuming inverse power model as a life-stress relationship, the maximum likelihood estimates of the parameters, as well as Fisher information matrix are derived. In addition, the methods of least square, moments, Bayes are used for estimating the model parameters. The optimal proportion of test units allocated to each stress level is obtained under D and A-optimality criteria. A sensitivity analysis of the optimal allocation to misspecification of the model parameters is carried out. Furthermore, a real data set is used to show the application of the generalized half-normal distribution in reliability studies. Finally, a Monte Carlo simulation study is carried out to examine the performance of the estimation methods and the optimality criteria.
Introduction
Due to the rapid development of the modern technology, the products and devices today become more reliable, and the products' life gets longer. For such highly reliable products, it is quite hard or even impossible to obtain the failure information under usual conditions. Therefore, to reduce the time required to obtain failure information, products should be tested at higher than usual levels of stress such test setting is called accelerated life testing (ALT). The failure time data from such ALTs are interpreted and analyzed to estimate the life characteristics under usual conditions. Three common methods of ALTs are constant-stress, step-stress and progressive-stress. The main difference between the three methods of ALTs is the relation between the stress loading and testing time. The stress is constant over the time in the constant-stress ALTs, but in the step-stress ALTs, the stress is increased step by step at prespecified times. While, in the progressive-stress ALTs, the stress is continuously increasing in time. If an ALT includes linearly increasing stress over the time, this test referred to as a ramp-stress test. ALTs can be categorized on the basic of the number of stress levels into two types: simple and multiple ALTs. Simple ALT contains only two stress levels while multiple ALT includes more than two stress levels. Some of the earlier works on ALTs include McCool [1] , Miller and Nelson [2] and Nelson [3] . Constant-stress, step-stress and progressive-stress models were studied by several authors; see Abdel-Hamid [4] , Jaheen et al. [5] and Mohie El-Din et al. [6, 7] for constant-stress ALTs. For step-stress ALTs; see Balakrishnan and Han [8] and Mohie El-Din et al. [9] [10] [11] . For progressive-stress ALTs; see Abdel-Hamid and AL-Hussaini [12, 13] , AL-Hussaini et al. [14] , Abdel-Hamid and Abushul [15] 2 Test assumptions Assume n be the overall number of specimens under the examination and S 1 (t) < ... < S k (t) be the stress levels in the examination. Under every stress level S i (t), i = 1, 2, ..., k, n i identical specimens are tested until all the n i units fail, such that k i=1 n i = n. Suppose t i1 , t i2 , ..., t ini be the noticed failure times at stress level S i (t) such that 0 < t i1 < t i2 < ... < t ini , i = 1, 2, ..., k.
The goal here is to specify n 1 , n 2 , ..., n k according to some optimality criteria. The subsequent assumptions are used during the paper in the context of multiple ramp-stress ALT: 1. Under each stress level S i (t), i = 1, 2, ..., k, n i = Υ(nπ i ) identical specimens are allocated under ramp-stress loading, where Υ(.) is an approximate function, mapping its argument to a positive integer. To ensure Υ(nπ i ) ≈ nπ i , Υ(.) could be one of round(.), floor(.), ceiling(.) and trunc(.). Since the above definition of n i complicates the distributional derivation of associated random quantities, for simplicity, we shall assume in all subsequent derivations that n i ≡ nπ i , such that
, where π i is the proportion of test units allocated to the stress level S i (t); see Han [27] . 2 . Under every stress level S i (t), the lifetime of a unit follows GHN (θ i , α) distribution.
3. The progressive-stress S i (t) is directly proportional to the time with constant rate ν i , i.e. S i (t) = ν i t, 0 < ν 1 < ν 2 < ... < ν k .
4.
The relationship between the life characteristic θ i and the stress S i (t) holds the inverse power model, i.e. From the life-stress relationship in (2.1), the parameter θ i can be expressed as
where θ 1 is the scale parameter of the GHN distribution under the low-stress level S 1 (t) and ψ i = ν1 νi , i = 1, 2, .., k is the stress rate factor satisfying 0 < ψ k < ψ k−1 < ... < ψ 2 < ψ 1 = 1.
Life distribution under multiple ramp-stress ALT
From Equation (1.2) and using the LCEM, the CDF under multiple ramp-stress is given by, see Nelson [3, p. 507 ]
3) the PDF of (2.3) is given by:
where
Statistical inference
In this section, some estimation techniques are applied to estimate the unknown parameters α, b and θ 1 of PDF in (2.4).
Method of moments
Let t ij be the observed values of the lifetime T i under progressive-stress level S i (t), i = 1, 2, ..., k and j = 1, 2, ..., n i . The MEs (α,b,θ 1 ) of the parameters (α, b, θ 1 ) can be obtained by solving the following three equations with respect to α, b and
Based on the PDF in (2.4)
In spite of the simplicity of moment method, squaring and cubing of the sample observations can increase the sampling errors in the case of heavy-tailed situations. Outliers may also exist in the sample causing considerable distortion of the results.
Least square estimation
The least square technique is applied to estimate the unknown parameters by solving the normal equations of the sum of the squared deviations between the observed responses and the functional portion of the model. From (2.3) one has
where β 0 = α log((b + 1)θ 1 ) and
we changeĜ i (t ij ) to be p ij = j/(n i + 1). Therefore, the LSEs of β 0 , β 1 and α can be obtained from
where x ij = log Φ −1 ((1 + p ij )/2) . Solving the normal equations
where β = (β 0 , β 1 , α) ,
Hence the LSEs of β, sayβ = (β 0 ,β 1 ,α) , can be obtained asβ = A −1 B, which indicates that the LSEs of b and θ 1 are
.
As we mentioned for the moment method also, least square method is sensitivity to outliers.
Maximum likelihood estimation
This portion considers the issue of obtaining the MLEs of the parameters α, b and θ 1 and the associated Fisher information matrix for multiple ramp-stress ALT. From the PDF in (2.4), the likelihood function of the three parameters α, b and θ 1 is obtained along these lines:
the log-likelihood function can be formulated as
where 
The MLEsα,b andθ 1 can be obtained by solving the system of nonlinear equations (3.6), (3.7) and (3.8).
The asymptotic normality distribution of MLEs can be used to obtain normal approximation confidence intervals (NACIs) of Θ = (α, b, θ 1 ). Miller [37] defined the asymptotic distribution of the MLEs of Θ as
where F −1 (α, b, θ 1 ) is the variance-covariance matrix of α, b and θ 1 .
where ϑ is α, b or θ 1 , and Z q is the 100q − th percentile of a standard normal distribution.
Theorem 3.1. According to the assumptions of the multiple ramp-stress ALT for GHN distribution, the Fisher information matrix of α, b and θ 1 is
where γ is Euler's constant and δ i = (b + 1) log(ψ i ) + 1.
Proof. From (3.6), (3.7) and (3.8), we have
14)
From (2.4), one has
Then by some algebraic computations, we get the Fisher information matrix as in (3.10).
Bayes estimation
BEs of the model parameters α, b and θ 1 are calculated according to square error (SE) and linear exponential (LINEX) loss functions. Consider the model parameters α, b and θ 1 are independent and have priors along these lines:
The non-informative priors (NIPs) case can be obtained when µ i = λ i → 0, i = 1, 2, 3. From (3.17), (3.18) and (3.19) , the joint prior of the parameters α, b and θ 1 is
From (3.4) and (3.20) , the joint posterior density function of the parameters α, b and θ 1 can be formulated as follows:
The BEs of the function of parameters U (Θ) = U (α, b, θ 1 ) under SE and LINEX loss functions are respectively
and
where c = 0 is the shape parameter of LINEX loss function. Regrettably, we cannot calculate the integrations in (3.22) and (3.23) explicitly. As a result, Markov chain Monte Carlo (MCMC) technique is applied to approximate these integrations. From the joint posterior density function in (3.21), the conditional posterior distributions of α, b and θ 1 are given respectively by
We cannot simplify (3.24), (3.25) and (3.26) to popular distribution. Subsequently, Metropolis algorithm with normal proposal distribution N(., .) is utilized to simulate samples from these distribution. The following algorithm is suggested to evaluate BEs of U = U (α, b, θ 1 ) under SE and LINEX loss functions.
Algorithm (1) 1. Begin with initial guess point of (α, b,
4. Obtain the acceptance probability
, approve the proposal distribution and set α (i) = α * . Otherwise, refuse the proposal distribution and set α (i) = α (i−1) .
7. To generate b * , perform the steps ( (2)- (6)) for b.
8. To generate θ * 1 , perform the steps ( (2)- (6)) for θ 1 .
9. Set i = i + 1.
10. Duplicate steps ( (3)- (9)), N times.
11. Evaluate the BEs of α, b and θ 1 using MCMC under SE loss function as
where M is the burn-in period.
12. Evaluate the BEs of α, b and θ 1 using MCMC under LINEX loss function as
, where ϑ is α, b or θ 1 .
13. Sort the posterior sample {ϑ (i) , i = M + 1, ..., N } to obtain the ordered values as {ϑ [1] , ϑ [2] , ...,
Optimal ramp-stress ALT plans
The optimal proportion Π * = (π * 1 , π * 2 , ..., π * k ) of test units allocated to each stress level is obtained under D and Aoptimality criteria.
D-optimality
The D-optimality criterion is frequently used in designing ALT by maximizing the determinant of the Fisher information matrix. Therefore, our aim is to obtain the optimal proportions π * 1 , π * 2 , ..., π * k to maximize the determinant of the Fisher information matrix |F(α, b, θ 1 )|.
Based on (3.10), one has
For a multiple ramp-stress ALT, maximizing |F(α, b, θ 1 )| is equivalent to selecting π 1 , π 2 , ..., π k for maximizing the objective function
It is very interesting that (4.2) is independent on the parameters α, b and θ 1 . In other words, the optimal proportions π * 1 , π * 2 , ..., π * k are same for any values of α, b and θ 1 . That is, the optimal plan is very robust. Proof. In the case of a simple ramp-stress ALT, k = 2 and π 2 = 1 − π 1 , the objective function in (4.2) becomes 
The value of π 1 which maximize φ(Π) can be found by solving
Thus,
As a result, the only nonzero π j for j = 1, 2, ..., k − 1 is π 1 . Now, from (4.5) with π j = 0, ∀ j = 2, 3, ..., k − 1, and 
A-optimality
In this subsection, we consider another optimality criterion which depends on the trace of the variance-covariance matrix of the MLEs. The A-optimality criterion gives an overall measure of the total variance of the parameter estimates. The A-optimal allocation proportions π * 1 , π * 2 , ..., π * k can be obtained by minimizing the objective function defined by
For a multiple ramp-stress ALT, minimizing ϕ(Π) in (4.7) is equivalent to selecting π 1 , π 2 , ..., π k for minimizing
Theorem 4.3. The A-optimal allocation proportions of a simple ramp-stress ALT for GHN distribution under complete sampling are
, and π *
Proof. In the case of a simple ramp-stress ALT, k = 2 and π 2 = 1 − π 1 , then the objective function in (4.8) becomes 9) to minimize η(π 1 ) with respect to π 1 , solving
, and consequently π *
Theorem
, π * i = 0, ∀ i = 2, 3, ..., k − 1, and π *
Proof. From the objective function in (4.8), with
(4.10)
To get the value of π 1 which minimize η(Π), solving
From (4.11) in (4.10), then
is monotonically increasing in π j for j = 2, 3, ..., k − 1. Because of 0 ≤ π j ≤ 1, then η(Π) is minimized at π * j = 0, ∀ j = 2, 3, ..., k − 1. As a result, the only nonzero π j for j = 1, 2, ..., k − 1 is π 1 . Now, from (4.11) with π j = 0, ∀ j = 2, 3, ..., k − 1 and
From Theorems 4.2 and 4.4, we observed the following:
1. From Theorems 4.2 and 4.4, we observed that the optimal multiple ramp-stress ALT is degenerate to simple ramp-stress ALT under D and A-optimality criteria.
2. From Theorem 4.2, we noted that the D-optimality allocates an equal number of test units at the lowest stress level S 1 (t) and the highest stress level S k (t).
Application
In this section, the theoretical results developed in Sections 3 and 4 are illustrated with a real data example. Moreover, this example is used to show that the GHN distribution can be a possible alternative to gamma, Weibull and exponentiated exponential distributions.
The lifetime data in Table 5 .1 from Zhu [38] were collected from ramp-voltage tests of miniature light bulbs. In this test, 62 miniature light bulbs were tested under ramp-rate 2.01 V /h, and 61 miniature light bulbs were tested under ramp-rate 2.015 V /h.
To check the validity of GHN, gamma, Weibull and exponentiated exponential distributions with the data in Table 5 .1 for each ramp-stress S i (t), i = 1, 2. We compute Kolmogorov-Smirnov (K-S) distance between the empirical distribution function and the fitted distribution function when the parameters are obtained by MLE. The values of K-S distance and the corresponding P-values for each stress level are presented in Table 5 .2. It is clear that the estimated GHN, gamma, Weibull and exponentiated exponential distributions provide a good fit to the given data due to all P-values are greater than 0.05.
Akaike information criterion (AIC) is used for the purpose of comparison between the four models. For this reason, the method of maximum likelihood is used to obtain the estimates of the parameters of the four distributions. The MLEs of the parameters α, b and θ 1 , and AIC for the four distributions are summarized in Table 5 .3. Since the four models have the same number of parameters, it follows that the GHN distribution provides a better fit compared to gamma, Weibull and exponentiated exponential distributions regarding AIC. Table 5 .4. For this data set, Bayesian analysis is conducted in case of NIPs. Table 5 .5 includes 99% and 95% NACIs and BCIs of the parameters α, b and θ 1 . From the results in Table 5 .5, we note that the BEs of b and θ 1 give more accurate results than the MLEs through the length of the intervals while the MLE of α more accurate than the BE of α. Based on the MLEs (α = 2.6268,b = 134.053 andθ 1 = 0.4699), the optimal allocation proportions can be found by employing the methods described in Section 4. For the D-optimality, the optimal allocation is found to be (0.50, 0.50). For the A-optimality, the optimal allocation is found to be (0.50, 0.50).
Simulation study
In this section, based on Monte Carlo simulations, a numerical study is conducted in order to compare the performance of the estimation methods. The numerical results are carried out based on 1,000 different samples of different sizes generated from CDF in (2.3). The population parameters values used in the simulation study are α = 1.1, b = 0.66 and θ 1 = 0.6 with two settings of stress rate factor. The first setting is 0.1 = ψ k < ψ k−1 < ... < ψ 2 < ψ 1 = 1, and the second setting is 0.01 = ψ k < ψ k−1 < ... < ψ 2 < ψ 1 = 1. The BEs of the model parameters under SE and LINEX loss functions are obtained using algorithm (1) , with N = 11000, M = 1000. Tables 6.1 Table 6 .1. The average of MEs, LSEs and MLEs of (α, b, θ1) with their MSEs. The population parameters values are (α = 1.1, b = 0.66 and θ1 = 0.6), values of the prior parameters (µ1 = 12.1, µ2 = 4.356, µ3 = 3.6 λ1 = 11, λ2 = 6.6 and λ3 = 6) and ψ k = 0.1.
MEs
LSEs MLEs Table 6 .2. The average of BEs under SE (BSE) and LINEX (BLINEX) loss functions of (α, b, θ1) with their MSEs. The population parameters values are (α = 1.1, b = 0.66 and θ1 = 0.6), values of the prior parameters (µ1 = 12.1, µ2 = 4.356, µ3 = 3.6 λ1 = 11, λ2 = 6.6 and λ3 = 6) and ψ k = 0.1. 6) , values of the prior parameters (µ1 = 12.1, µ2 = 4.356, µ3 = 3.6 λ1 = 11, λ2 = 6.6 and λ3 = 6) and ψ k = 0.01. Table 6 .6. NACIs and BCIs of (α, b, θ 1 ) with their lengths (LNACIs and LBCIs) and coverage probabilities (CPNACIs and CPBCIs). The population parameters values are (α = 1.1, b = 0.66 and θ 1 = 0.6), values of the prior parameters (µ 1 = 12.1, µ 2 = 4.356, µ 3 = 3.6 λ 1 = 11, λ 2 = 6.6 and λ 3 = 6) and ψ k = 0.01. 
MEs LSEs MLEs
k n criterion niα M SE(α)α M SE(α)α M SE(α) b M SE(b)b M SE(b)b M SE(b) θ1 M SE(θ1)θ1 M SE(θ1)θ1 M SE(θ1) 4 40 D    20, i = 1 0, i = 2,BSE BLINEX(c=-3) BLINEX(c=3) k n criterion n iα M SE(α)α M SE(α)α M SE(α) b M SE(b)b M SE(b)b M SE(b) θ 1 M SE(θ 1 )θ 1 M SE(θ 1 )θ 1 M SE(θ 1 )NACIs BCIs k n criterion n i N ACI(α) LN ACI(α) CP N ACI(α) BCI(α) LBCI(α) CP BCI(α) N ACI(b) LN ACI(b) CP N ACI(b) BCI(b) LBCI(b) CP BCI(b) N ACI(θ 1 ) LN ACI(θ 1 ) CP N BCI(θ 1 ) BCI(θ 1 ) LBCI(θ 1 ) CP BCI(θ 1 ) 4 40 D    20, i = 1 0, i = 2,
NACIs BCIs
k n criterion n i N ACI(α) LN ACI(α) CP N ACI(α) BCI(α) LBCI(α) CP BCI(α) N ACI(b) LN ACI(b) CP N ACI(b) BCI(b) LBCI(b) CP BCI(b) N ACI(θ 1 ) LN ACI(θ 1 ) CP N BCI(θ 1 ) BCI(θ 1 ) LBCI(θ 1 ) CP BCI(θ 1 )
Sensitivity analysis
The sensitivity analysis identifies the sensitive parameters which need to be estimated with special care for the purpose of minimizing the risk of obtaining an erroneous optimal solution. Our D-optimal plan is independent of the parameters α, b and θ 1 . That is, the D-optimal plan is very robust. On the other hand, our A-optimal plan depends on the two parameters b and θ 1 . As a result, in this section, we consider a sensitivity analysis of the A-optimal plan for the sensitive parameters b and θ 1 .
Let α 0 , b 0 and θ To examine the sensitivity of the A-optimal allocations in term of relative efficiency, we plot the A-optimal relative efficiency for two settings of the true parameters. The first setting is (α 0 , b 0 , θ We note that when the values of the three parameters α, b, and θ 1 are not far removed from the true values, the changing in the relative efficiencies is not significantly large. Thus, the optimal allocation schemes are not sensitive to misspecification of the model parameters as long as they are not far deviated from the true values.
8 Conclusion
