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Abstract

Proposed are novel sensors for extreme environment power plants, laser beam analysis
and biomedicine. A hybrid wireless-wired extreme environment temperature sensor using a
thick single-crystal Silicon Carbide (SiC) chip embedded inside a sintered SiC probe design
is investigated and experimentally demonstrated. The sensor probe employs the SiC chip as
a Fabry-Perot (FP) interferometer to measure the change in refractive index and thickness
of SiC with temperature. A novel temperature sensing method that combines wavelengthtuned signal processing for coarse measurements and classical FP etalon peak shift for fine
measurements is proposed and demonstrated. This method gives direct unambiguous temperature measurements with a high temperature resolution over a wide temperature range.
An alternative method using blackbody radiation from a SiC chip in a two-color pyrometer configuration for coarse temperature measurement and classical FP laser interferometry
via the same chip for fine temperature measurement is also proposed and demonstrated.
The sensor design is successfully deployed in an industrial test rig environment with gas
temperatures exceeding 1200 o C. This sensor is proposed as an alternate to all-electrical
thermocouples that are susceptible to severe reliability and lifetime issues in such extreme
environments. A few components non-contact thickness measurement system for optical
quality semi-transparent samples such as Silicon (Si) and 6H SiC optical chips such as the
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one used in the design of this sensor is proposed and demonstrated. The proposed system
is self-calibrating and ensures a true thickness measurement by taking into account material
dispersion in the wavelength band of operation.
For the first time, a 100% repeatable all-digital electronically-controlled pinhole laser
beam profiling system using a Texas Instruments (TI) Digital Micro-mirror Device (DMD)
commonly used in projectors is experimentally demonstrated using a unique liquid crystal
image generation system with non-invasive qualities. Also proposed and demonstrated is
the first motion-free electronically-controlled beam propagation analyzer system using a TI
DMD and a variable focus liquid lens. The system can be used to find all the parameters
of a laser beam including minimum waist size, minimum waist location and the beam propagation parameter M2 . Given the all-digital nature of DMD-based profiling and all-analog
motion-free nature of the Electronically Controlled Variable Focus Lens (ECVFL) beam focus control, the proposed analyzer versus prior-art promises better repeatability, speed and
reliability.
For the first time, Three Dimensional (3-D) imaging is demonstrated using an electronically controlled Liquid Crystal (LC) optical lens to accomplish a no-moving parts depth section scanning in a modified commercial 3-D confocal microscope. The proposed microscopy
system within aberration limits has the potential to eliminate the sample or objective motioncaused mechanical forces that can distort the original sample structure and lead to imaging
errors. A signal processing method for realizing high resolution three dimensional (3-D)
optical imaging using diffraction limited low resolution optical signals is also proposed.
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CHAPTER 1
INTRODUCTION

Silicon Carbide is an important high temperature material having unique mechanical and
optical properties that make it especially useful for designing extreme temperature optical
sensors for use in power plant gas turbines. Such sensors have the potential to replace
thermocouples in next generation greener gas turbines operating at temperatures in excess
of 1600 o C as thermocouples typically suffer from reliability and lifetime issues. The first part
of this dissertation investigates the design and demonstrates the feasibility of such sensors.
In Chapter 2, an optical substrate thickness measurement system is proposed and demonstrated that can be used to accurately measure the thickness of optical chips used for designing extreme environment sensors [RSP07a]. The instrument exploits a hybrid fiber-freespace
optical design that enables self-calibrating measurements via the use of confocal imaging via
single-mode fiber-optics and a self-imaging type optical fiber collimating lens. Data acquisition for fault-tolerant measurements is accomplished via a sufficiently broadband optical
source and a tunable laser and relevant wavelength discriminating optics. Accurate sample
thickness processing is achieved using the known material dispersion data for the sample
and the few (e.g., 5) accurately measured optical power null wavelengths produced via the
sample etalon effect.
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In Chapter 3, a wavelength tuned signal processing approach is proposed for enabling
direct unambiguous coarse temperature measurement in a free-space targeted single crystal
SiC temperature sensor [RS08]. The approach simultaneously exploits the 6H SiC fundamental Sellmeier equation-based wavelength sensitive refractive index change in combination
with the classic temperature dependent refractive index change and the material thermal expansion path-length change to encode SiC chip temperature with wavelength.
In Chapter 4, the coarse temperature measurement technique from Chapter 3 is combined
with classical Fabry-Perot etalon peak shift for fine measurements to give a direct unambiguous temperature sensor with a high temperature resolution over a wide temperature range
[SR09b].
Chapter 5 presents an alternative high resolution temperature sensing technique using
blackbody radiation of a SiC chip for coarse temperature measurement and classical FabryPerot laser interferometry via the same chip for fine temperature measurement [RS10b].
This alternative design temperature sensor can be seamlessly integrated with the sensor in
Chapter 4 to give highly desirable built-in redundancy in an industrial sensing scenario.
In Chapter 6, a novel design of a fiber-remoted temperature sensor network using these
temperature sensors is proposed for operation in the extreme environments of power generation gas turbines [RS10a]. The network utilizes a robust all-Silicon Carbide wireless-wired
hybrid temperature probe design that features an all-passive front-end, active laser beam
targeting, and the use of an optical wedge that eliminates optical interferometric noise in
addition to serving as a partial vacuum window for the probe cavity to minimize laser beam
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wander due to air turbulence. Also investigated is the first successful industrial combustor rig
test data of this hybrid all-SiC temperature sensor front-end probe indicating demonstrated
probe structural robustness to 1600 o C and rig test data to 1200 o C [RSP10].
In the second part of the dissertation, sensors for laser beam analysis and biomedicine
are developed using electronically-controlled agile optics. Specifically, a Texas Instruments
(TI) Digital Micro-mirror Device (DMD), based on digital Micro-electro-mechanical Systems
(MEMS) technology, is used to demonstrate laser beam profiling. Electronically Controlled
Variable Focus Lenses (ECVFLs) based on different technologies such as liquid and liquidcrystal are shown to eliminate axial mechanical motion for laser beam propagation analyzer
and confocal microscopy systems.
In Chapter 7, a motion-free laser beam propagation analyzer via a hybrid-design using
a DMD and a liquid ECVFL is proposed [SR10]. Unlike prior analyzers that require profiling the beam at multiple locations along the light propagation axis, the proposed analyzer
profiles the beam at the same plane for multiple values of the ECVFL focal length, thus eliminating beam profiler assembly motion. In addition to measuring standard Gaussian beam
parameters, the analyzer can also be used to measure the M2 beam propagation parameter
of a multimode beam.
Chapter 8 demonstrates Two Dimensional (2-D) pinhole laser beam profiling using a TI
visible band DMD and a liquid crystal non-invasive test beam generator [SR09a]. Software
controlled micro-mirror digital tilt positions across the DMD plane creates a moving pinhole
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for sampling an arbitrary distribution laser beam power profile. Also demonstrated for the
first time is 2-D knife-edge DMD-based profiling of a Ultra-Violet (UV) pulsed laser beam.
In Chapter 9, no-moving parts Three Dimensional (3-D) imaging is demonstrated using
a liquid crystal ECVFL in a modified commercial 3-D confocal microscope [RSW08]. Specifically, 3-D views of a standard CDC blood vessel (enclosed in a glass slide) are obtained
using the modified confocal microscope operating at the red 633 nm laser wavelength.
Finally, in Chapter 10, the use of multiple electronically controlled optical lenses, specifically liquid lenses, is proposed to realize an axial scanning confocal microscope with potentially less aberrations. Also proposed is a signal processing method for realizing high
resolution 3-D optical imaging using diffraction limited low resolution optical signals [RS09b].
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CHAPTER 2
OPTICAL SUBSTRATE THICKNESS MEASUREMENT
SYSTEM USING HYBRID FIBER-FREESPACE OPTICS AND
SELECTIVE WAVELENGTH INTERFEROMETRY

2.1

Introduction

Knowing the exact thickness of optical components is a critical need when designing high
quality large, miniature, and super small optics for numerous platforms such as integratedwaveguide optics, bulk-optics, and fiber-optics. Over the years, many methods have been proposed to measure thickness from the thin-film level (i.e., smaller than the optical wavelength)
to thick plates (i.e., hundreds of wavelengths). Perhaps the most tried method is based on
the classic Michelson optical interferometry using a broadband optical source such as white
light [FMW72, SD89]. Here, the short coherence length of the broadband source is used to
produce interferometer arms path-length difference-based output detected white light fringes
that are processed to obtain the sample thickness measurement. These white light fringes can
be captured in the time domain by scanning a reference mirror over a known scan range and
recording the fringe power, with the maximum optically detected power position giving data
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to calculate the sample thickness. This method has also been called low coherence reflectometry or time domain optical coherence tomography (OCT) [YCD87, TYC87, HOM98].
An alternate twist to white light interferometry is wavelength scanning interferometry where
the broadband source is produced in time by tuning a laser and the interferometer output
is observed on a per wavelength basis [ICM87, ST91, LHF97, HOF04]. For instance, the
interferometer output can be dispersed into spatially independent bins representing different
wavelengths along a linear detector array. In this case, by Fourier transforming the spatially
observed optical spectrum, the sample thickness is determined without using any motion of
the reference mirror or sample along the optical axis. In a similar fashion by temporally
sweeping the laser wavelength and temporally Fourier transforming the fringe data, one can
determine the sample optical thickness. This Fourier domain approaches are now be referred
to as spectral domain OCT [FHK95, HL98, LHF03]. Even ultra-fast light in the TeraHertz
(THz) bandwidth range has been proposed for measuring optical thickness [HFG04].
As is clear with all the previously mentioned techniques that are considered fore-runners
in thickness measurement instruments, one must use broadband light of the widest optical
spectrum, as shorter the coherence length, the finer the resolution of the thickness measurement. This in-turn puts an extreme performance requirement on all components used to
assemble the interferometer (e.g., Michelson, Fizeau); in particular, material dispersion effects in the optical components can become significant, not to mention increased non-linear
effects arising from non-perfect linear tuning of the laser. In addition, interference fringe
power data is acquired across the entire optical spectrum to enable the best approximation
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of the sample thickness. Thus, broader the spectrum to get a better measurement resolution, more data points are needed to obtain this resolution. Finally and most importantly, a
fundamental limit with these broadband interferometric measurement methods is that they
ignore the test sample material dispersion effects and hence indeed are only approximations
to the real sample thickness. In fact, the instrument designer faces a dilemma where a
broader spectrum is expected to give the better measurement resolution but at the same
time will add more component and sample material dispersion effects to the measurement,
hence reducing the accuracy of the measurement.
In this chapter, proposed is a possible solution to eliminate the effects of using very
broadband light, whether in the interferometer optics or the sample. First, proposed is the
use of a direct free-space material dispersion-free laser beam to interrogate the test sample
in air that is expected to naturally act as the interferometer via the Fabry-Perot effect.
Thus removed is the need for many material dispersion-free optical components required to
assemble for example a Michelson interferometer. Second, proposed is the use of only a few
(e.g., five) closely spaced accurately measured discrete wavelengths, thus removing the need
to acquire optical power data over a very broad continuous optical spectrum. Third, sample
refractive index data at only the chosen few (e.g., five) adjacent wavelengths is needed for
processing. Note that today extensive and accurate material dispersion data in the form of
the Sellmeier equation is available for key optical substrate materials such as Silicon (Si)
[Edw85] and Silicon Carbide (SiC) [MW05]. Fourth, the proposed thickness calculation uses
a closed form expression based on Fabry-Perot interferometry; hence providing an exact
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measured value for the sample thickness. Finally, the use of a Single Mode Fiber (SMF)
coupled to fiber lens optics insures a confocal self-aligning set-up and hence provides the
launching and reception of a high collimation on-axis wireless optical beam needed for proper
sample access. In effect, the proposed system is self-calibrating and insures a true thickness
measurement. The rest of the chapter describes the proposed thickness measurement hybrid
fiber-freespace system design, implementation, and experimental results. Such a system is
ideal for measuring the large thickness of sample wafers such as Si and 6H-SiC Crystals
such as recently proposed to form wireless optical sensors for temperature sensing [RAP05b,
RAP06, RAP05a, RGP06].

2.2

Hybrid Fiber-Freespace Thickness Sensor System Design

Figure 2.1 shows the proposed hybrid fiber-freespace thickness sensor system. Because this
system relies on the natural Fabry-Perot interferometry produced by the sample placed in
air (and if needed vacuum), the optical sample must be a non-scattering partially reflecting
(or semi-transparent) parallel-plate structure over the optical observation spot. Earlier, a
multi-beam interference approach for thickness measurements was proposed that was focused
on using broadband light for thin-film (< λ) thickness measurements for films on thick
substrates [Swa83]. This study concluded that direct use of all the wideband spectra optical
power maxima (or minima) and related wavelength values is not a very accurate method
for measuring the thin film thickness. In fact, it was correctly shown that although multi-
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Figure 2.1: Proposed thickness measurement system using hybrid freespace-fiber optics and
wavelength selective interferometry and processing. BL: Broadband Light; TL: Tunable
Laser; C: Circulator; P: Polarizer; PC: Polarization Controller; OSA: Optical Spectrum
Analyzer; SMF: Single Mode Fiber; 2 × 1/1 × 2 : Fiber-Optic Switches.
beam interferometry provides an exact closed form expression for the sample thickness, the
technique is extremely sensitive to the sample material dispersion data and requires further
optical data and processing to produce better accuracy results [Swa85]. A key reason for
this limitation was the thin-film nature of the sample that caused a large (e.g., 45 nm)
separation between adjacent spectra maxima (or minima). This large wavelength separation
translated to a large (e.g., 0.05) refractive index change for the adjacent wavelength positions
for the used amorphous silicon material. In addition, these earlier multi-beam interferometry
methods provided no instrument self-calibration (or self-alignment) method so the placement
of the sample guaranteed a true thickness reading.
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The Figure 2.1 system solves these problems by using a hybrid design that uses both fiber
and free-space optics and samples such as Si and 6H-SiC whose material dispersion data via
the Sellmeier equations are accurately available in the literature [Edw85, MW05]. Furthermore, the typical mentioned Si and 6H-SiC substrates are thick (t >> probe wavelength λ
e.g. t=300 µm) leading to small inter-wavelength gaps (e.g., < 2 nm) that reduces thickness
measurement errors due to inaccuracies in prior reported wavelength dependent refractive
index data. These sample conditions are indeed met for the concerned temperature sensor
applications using Si and SiC substrates.
The Figure 2.1 system deploys two optical processing trains. First, a moderate bandwidth
(e.g., 10 nm) broadband source lights up the sample via control of a 2×1 fiber-optical switch.
Light from the broadband source passes via the switch to enter a fiber-optic circulator that
directs the light via a SMF to a fiber lens. This fiber lens is a special Gradient Index
(GRIN) lens that produces an output Gaussian beam with its minimum beam waist located
at a distance d from the output GRIN lens surface. The location of the freespace beam waist
also marks the location of the sample plane. Note that this minimum beam waist location is
also where the laser beam has near perfect collimation, a condition required for high quality
Fabry-Perot interferometry. Hence, plane waves are launched into the parallel faces of the
sample at the localized minimum beam waist spot. To profile the entire substrate, the sample
is physically translated in the plane of the beam cross-section. For high accuracy thickness
measurements, the laser beam must strike at normal incidence on the sample substrate.
In the proposed system, this is naturally achieved by aligning the sample to maximize the
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received optical power coupled back into the SMF. In other-words, only when the sample
acts like a retro-reflecting surface in the minimum beam waist plane of the incident laser
beam does one get the lowest freespace-to-SMF coupling loss [BR03]. Thus by monitoring
the received optical power, one can conclude that the sample is correctly aligned for a
true thickness measurement. Because the sample refractive index and optical loss due to all
system components is known, one can use Fresnel reflection coefficient theory to estimate the
maximum optical power reflected from a given substrate. Hence, knowing the total expected
losses from all components in the system including the test sample, one can approximate the
expected optical power detected when the sample is correctly aligned. In short, the proposed
system provides the self-calibration feature needed for true measurements via classic FabryPerot interferometry. This maximized light re-coupled into the SMF passes via the circulator
and another fiber-optic 1×2 switch set such that the sample reflected broadband light enters
a fiber-coupled optical spectrum analyzer. The nature of the used broadband source is to
provide a few observable interference fringes for the output spectrum. Hence, perhaps two
to 5 fringes are needed to add a 2 to 5 redundancy into the proposed thickness measurement.
Hence, unlike previous approaches that rely on extensive broadband data over continuous and
very wide spectra, the proposed sensor only needs spectra data over a narrow (e.g., 10 nm)
range. Specifically, the OSA is used to read the wavelength location of say 5 fringe minima
positions. The accuracy of the wavelength reading depends on the resolution of the OSA,
both in terms of wavelength and optical power reading. Thus, using the broadband source
and OSA, a first reading of wavelength positions is noted. Next, the two optical switches in
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the Figure 2.1 system are flipped and a tunable laser and optical power meter are switched
into the measurement system to take a second reading for wavelength positions. Here the
tuning resolution of the laser combined with the accuracy of the power meter will determine
the accuracy of the taken wavelength readings. Hence, two sets of wavelength readings can
be taken to add fault-tolerance to the measurement system. Pairs of these adjacent spectral
minima readings in conjunction with the pre-known sample refractive index data via the
Sellmeir equations is then used to compute the sample thickness value at the given probed
sample location set by the mechanical translation stage.
It is well known that the optical power reflectance from a Fabry-Perot cavity is given by:
RF P

√
R1 + R2 + 2 R1 R2 cos φ
√
,
=
1 + R1 R2 + 2 R1 R2 cos φ

(2.1)

where R1 and R2 are the Fabry-Perot etalon front and back mirror reflectances, respectively.
φ is the round-trip propagation phase accumulated by an optical beam while passing through
the sample etalon of thickness t and refractive index n(λ) at a wavelength of λ and is given
by φ =

4πn(λ)t
λ

where r =

at normal incidence. For the test substrate sample in air, R1 = R2 = R = r2 ,

n(λ)−1
n(λ)+1

is the Fresnel amplitude reflection coefficient of an air-sample interface.

Eq. 2.1 indicates that the maximum reading of the proposed Figure 2.1 system are taken
when cos φ = 1 or φ = 2mπ, where m = 0,1,2,3,., while the minimum reading of the received
optical power are taken when cos φ = −1 or φ = (2m − 1)π. Hence, as the wavelength
λ of the system optical source engaging the sample changes from one spectrum minimum
(or maximum) position to the adjacent minimum position, the optical path length in the
substrate has changed causing φ to change by 2π radians. Given that the first chosen power
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minimum occurs at a measured λ1 , the sample round-trip propagation phase accumulated is
given by: φ1 =

4πn(λ1 )t
.
λ1

Similarly, for the adjacent power minimum occurring at a measured

λ2 value, the sample round-trip propagation phase accumulated is given by: φ2 =

4πn(λ2 )t
.
λ2

Given that for any two chosen adjacent spectra power minima with λ2 > λ1 the roundtrip
optical phase changes by 2π, φ1 − φ2 can be written to give the sample closed-form exact
optical thickness value t of:
t=

λ1 λ2
,
2(λ2 n1 − λ1 n2 )

(2.2)

where n(λ1 ) = n1 and n(λ2 ) = n2 .

2.3

Experimental Demonstration

The Figure 2.1 system is set-up in the laboratory. The broadband source is an Edge-Emitting
Light Emitting Diode (EE-LED) that acts as an internal source for the Agilent Model 86142B
OSA with a direct wavelength detection resolution of 0.06 nm and an interpolated wavelength
reading resolution of 0.001 nm. The tunable laser is a Santec Model TSL210 with a tuning
resolution of 0.01 nm. The self-collimating fiber Graded Index (GRIN) lens from LightPath
Technologies has a half self-imaging distance d of 12.5 cm. The GRIN lens forms its 1/e2
minimum beam waist diameter of 1 mm on the sample plane. The test substrate Si or
SiC sample sits on a precision x-y-z Newport mechanical translation stage. A mechanical
control Polarization Controller (PC) is used for maximizing the power in the free-space
launched p-polarization of the beam. The optical circulator has a 1.7 dB optical loss. A
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Newport Power Meter Model 1830C and related detector Model 883IR are used for precision
power measurements. By adjusting a test mirror of the x-y-z stage, the maximum free-space
to Single Mode Fiber (SMF) coupling is achieved indicating a source SMF-in to detection
SMF-out total optical loss of 3.2 dB. This loss includes SMF connectors, PC, circulator,
freespace-SMF coupling, and polarizer losses. Next, the SiC and Si samples are mounted on
the x-y-z stage and mechanically optimized with a tilt resolution of < 0.01 degrees to ensure
the equivalent low coupling loss levels indicating true normal incidence strike of the laser
beam on the samples [BR03]. Mechanically switched fiber connectors are used instead of
electronically controlled 1×2 and 2×1 optical switches to complete the data gathering. First,
the OSA is used to optimize and observe the sample reflected spectrum minima wavelengths.
Then the tunable laser and power meter are used to confirm these wavelength readings and
optimize them if needed.
Figure 2.2 and Figure 2.3 show the selected power minima five wavelengths for the 6H SiC
and Si substrates, respectively. In both cases, the substrate cuts are such that the material
has one refractive index in the plane containing the linear polarization and these refractive
indices are given by the following Sellmeier equations:
For 6H SiC (ordinary index): n2 (λ) = A +

Bλ2
,
λ2 − C

(2.3)

where A = 1, B = 5.5515, C = 0.026406, and λ is in µm [MW05]. In particular, the crystal
or c-axis for the given 6H SiC chip is along the optical beam propagation direction and the
crystal ordinary index is given to be normal to the crystal c-axis. Hence the incident linear
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Figure 2.2: OSA output for SiC sample showing the five selected wavelengths at the five
consecutive optical power minima positions in the continuous spectrum.
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Figure 2.3: OSA output for Si sample showing the five selected wavelengths at the five
consecutive optical power minima positions in the continuous spectrum.
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Table 2.1: Experimental results for the calculated thickness for SiC and Si

λ1 (nm)

λ2 (nm)

n1

n2

t (µm)

1551.806

1550.162

2.571585 2.571611

281.8

1550.162

1548.517

2.571611 2.571637

281.1

1548.517

1546.872

2.571637 2.571662

280.5

1546.872

1545.234

2.571662 2.571688

281.1

1549.539

1548.411

3.476221 3.476306

296.0

1548.411

1547.285

3.476306 3.476391

296.1

1547.285

1546.160

3.476391 3.476476

295.9

1546.160

1545.038

3.476476 3.476561

296.2

SiC

Si

polarization sees the given ordinary index in Eq. 2.3 for the 6H SiC chip.
For Si: n2 (λ) =  +

Bλ21
A
+
,
λ2 λ2 − λ21

(2.4)

where λ1 = 1.1071µm,  = 11.6858, A = 0.939816, B = 0.00810461, and λ is in µm [Edw85].
Table 2.1 shows the five measured pairs of wavelengths used for thickness processing using
the relevant Sellmeier equations in Eqs. 2.3 and 2.4. The wavelengths readings via the OSA
have a 0.001 nm resolution. Table 2.1 shows the calculated refractive index values listed
to the sixth decimal place as consistent with the general accuracy of the used Sellmeier
coefficients. Using the Table 2.1 data, the averaged experimentally measured thickness
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value for the SiC sample is 281.1 µm with a 0.53 µm standard deviation. Similarly, the
averaged experimentally measured thickness value for the Si sample is 296.05 µm with a 0.13
µm standard deviation. For comparison, an alternate commercial thickness measurement
mechanical gauge from Mitutoyo Japan model 293-330 with a measurement accuracy with
a digital readout to the nearest 1 µm (or 0.5 µm) is used to measure the Si and SiC
sample thicknesses. Using this physical contact-based method, the thicknesses for Si and SiC
samples are measured to be 296 µm and 281 µm, respectively. These comparative results are
in excellent agreement with the optically measured thicknesses using the proposed hybrid
system deploying wavelength selective interferometry. Specifically, for the SiC case, both
techniques have a near 0.5 µm measurement standard deviation. Note that for the Si case,
the optical measurement has ∼4 times better measurement accuracy.
There are several factors that control the thickness measurement accuracy from the proposed Figure 2.1 system. Ideally, one assumes a laser with a fixed wavelength and optical
power level when the OSA records the spectrum minima locations. In reality, the laser has
noise in its frequency/time and power content and these random processes limit the accuracy
of the thickness measurement due to spectrum peak/null shifts. Furthermore, the deployed
OSA instrument has its own wavelength and power measurement resolution that must be
high enough to operate the OSA above the light source noise levels. In the experiment described, the OSA had a 0.001 nm interpolated wavelength resolution and a 0.01 dBm (i.e.,
10 µW ) optical power measurement resolution. The wavefront quality of the light region
striking the optical chip is also an important parameter that effects thickness measurement

18

Figure 2.4: Proposed high spatial resolution thickness measurement system design using 0.29
pitch imaging type GRIN fiber lens.
accuracy. Specifically, the wavefront should ideally be flat to produce high quality deep
interference nulls that can be clearly deciphered by the OSA. In effect, the chip under test
should also have flat faces to maintain the high flatness (e.g., λ/50) of the retroreflecting
interfering wavefronts. Finally, as also seen from Eqs. 2.2, 2.3 and 2.4, the improved accuracy of the deployed Sellmeier coefficients translates into improved accuracy of the computed
thickness measurement. As the proposed instrument uses multiple spectral minima (or maxima) readings to compute the measured chip thickness, one implements a data averaging
operation consistent when dealing with optical phenomena exhibiting fundamental random
noise processes within the time/frequency/space context.
Also do note that improved localized thickness measurements are possible using a smaller
probe beam such as from a 0.29 pitch imaging type fiber GRIN lens (see Figure 2.4). This
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approach is appropriate for small sample thicknesses, i.e., the sample thickness is smaller
than the Rayleigh distance (or collimation range) zR =

πw02
λ

, where w0 is the minimum

Gaussian beam waist. For the optical design in Figure 2.4, w0 is given by the SMF core size.
With a typical SMF w0 = 9µm and λ = 1.55µm, zR = 164µm.
The minimum thickness measurement possible with the proposed system is approximately
given by:
t≈

λ1 λ2
,
2n(∆λ)

(2.5)

where the 3-dB spectral width of the source is ∆λ = λ2 − λ1 and the n1 = n2 = n approximation has been used. For example, using Eq. 2.5 for the deployed EE-LED with a
measured 3-dB spectral width of 56 nm at a 1540 nm central wavelength, the minimum
measurable thickness for the SiC chip is 8.2 µm and for the Si Chip is 6.1 µm. Similarly,
for the deployed tunable laser with a 80 nm 3-dB spectral width centered at 1550 nm, the
minimum measurable thickness for the SiC chip is 5.8 µm and for the Si Chip is 4.3 µm.
Thus, using broader bandwidth sources such as non-linear fiber based lasers [AHJ04], one
can further reduce the minimum measurable thickness.
The maximum thickness measurement possible using the proposed system is also given
approximately by Eq. 2.5. In this case, the two closest wavelength extremities with peak
minima that are measurable (e.g., by the OSA wavelength resolution) determines the maximum measurable thickness. For example, the deployed OSA has a 0.001 nm interpolated
resolution, thus the closest peaks spacing measured is twice the OSA resolution or 0.002 nm
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giving the instrument maximum thickness measurement to be 230 mm for SiC and 170 mm
for Si.

2.4

Conclusion

In conclusion, this chapter shows that high measurement accuracy from the proposed thickness measurement sensor is possible given the high performance of today’s state-of-the-art
wavelength tunable lasers, optical spectrum analyzers, optical power meters, fiber-optics, optical chip fabrication methods, and well documented optical material dispersion data. The
proposed method provides a simple, self-calibrating, non-contact mechanism for accurate
optical chip thickness measurements such as needed for sensors based on a variety of optical
crystal chips.
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CHAPTER 3
SILICON CARBIDE-BASED EXTREME ENVIRONMENT
TEMPERATURE SENSOR USING WAVELENGTH TUNED
SIGNAL PROCESSING

3.1

Introduction

Extreme temperature sensing is a challenging task requiring application dependent progress
in sensor science and engineering. One critical 21st century application is production of
clean energy via coal-fired power plants where measurement of gas temperatures reaching
2000 o C is needed for efficient turbine operations [Aus04]. Electronic temperature sensors are
hard pressed to reach operating temperatures of 550 o C [ONK97], hence optics has become
an attractive technology for the extreme temperature sensor application. Advanced silica
fiber-optic temperature sensors fail near 1000 o C due to Fiber Bragg Grating (FBG) erasure
[GSM05]. Sapphire is an excellent extreme temperature material with a 2040 o C melting
temperature. Hence, sapphire fiber has become an alternate medium for improved extreme
temperature range FBG formation, although present Sapphire fibers have large cores that
suffer from multi-mode optical interference that eventually limits sensor design [Opt04]. A
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sapphire bulk crystal acting as temperature sensitive Fabry-Perot cavity coupled to remoting
fiber-optics has also been attempted, but the sensor front-end includes many non-thermally
matched components that require extreme temperature protection apart from the fact that
the Sapphire crystal is birefringent and hence introduces sensor sensitivity to fiber-fed light
polarizations [ZPQ04].
A highly robust material with a melting temperature reaching 2700 o C is Silicon Carbide
(SiC) that over the years has received a great deal of attention from the power electronics
community. Similarly, early attempts have been made to use SiC as a fiber-coupled thermally encoded Fabry-Perot etalon for extreme temperature sensing [Beh86, CSS03]. These
approaches have used SiC thin films deposited on silicon and sapphire substrates with nearzone free-space to fiber-optic coupling to form the sensor front-end. The thin-film is attractive for providing a wide spectral distance between the etalon effect-based spectral notches
leading to a wider unambiguous temperature measurement range via the classic spectrum
shift tracking method. Nevertheless, the use of multiple optical materials with unmatched
Coefficient of Thermal Expansion (CTE) values leads to interface-level mechanical stresses
under extreme temperature changes that eventually lead to life-time limitations.
Recently, a hybrid wired-wireless design for enabling a SiC-based optical sensor for extreme temperature sensing has been proposed and demonstrated [RAP06]. The optimized
design engages a thick single crystal SiC optical chip embedded in a SiC tube package that
is remotely targeted by a freespace laser beam launched from fiber-optics [RSP07b]. This
hybrid freespace-fiber coupled design keeps the fiber-optics at a safe lower temperature zone
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while the SiC chip and sintered SiC tube sit in the extreme zone. Furthermore, both the
chip material and packaging host are SiC, enabling a CTE matched mechanically robust
design. In addition, as the target SiC chip is thick (e.g., 300 µm) compared to a thin-film, it
is mechanically robust for experiencing high gas pressure and in fact enables the formation
of a pressure sensor [RGP07]. Nevertheless, the large SiC chip thickness means spectrally
closer etalon notches that have led to typical ∼25 o C small unambiguous temperature measurement ranges. To extend the temperature measurement range demonstrated so far to
1000 o C, deployed is a two wavelength linear phase-based processing technique possible by
the naturally high (e.g., 2.57 @ 1550 nm band) refractive index of 6H SiC that leads to
a 2-beam interference model of the etalon. Nevertheless, it is highly desirable to have a
direct temperature mapping transformation that enable a large unambiguous temperature
measurement range without reducing the SiC chip thickness. In this chapter, proposed is
such a signal processing transformation using a wavelength tuning technique that exploits
the natural spectrally dispersive Sellmeier equation-based material property of 6H SiC with
the classic temperature sensitive material refractive index change. The rest of the chapter
describes the underlying materials and signal processing theory to achieve the demonstrated
results to 1000 o C.
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3.2

Proposed Wavelength Tuned Signal Processing Approach

Figure 3.1 shows the proposed basic sensor system and experimental set-up where the single
crystal SiC chip positioned at the end of a sintered SiC tube forms the front-end probe
inserted into the high temperature extreme environment. Unlike [RAP06], signal processing
analysis in this letter treats the SiC chip as a classic Fabry-Perot etalon with reflectance
given by:
RF P
Here φ =

4π
n(λ, T )t(T )
λ

√
R1 + R2 + 2 R1 R2 cos φ
√
,
=
1 + R1 R2 + 2 R1 R2 cos φ

(3.1)

where n(λ, T ) is the chip refractive index at wavelength λ and

chip temperature T, t(T) is the chip thickness at temperature T, and R1 and R2 are the
i2
h
.
classic Fresnel Power coefficients for the SiC-air interface given by R1 = R2 = R = n(λ)−1
n(λ)+1
Define λ1 and λ2 as the two selected wavelengths that represent either the maxima or minima
locations in the SiC etalon retro-reflected light optical spectrum measured from the SiC chip
at temperature T. In other words, using Eq. 3.1, one must satisfy the condition:
4π
4π
n(λ1 , T )t(T ) −
n(λ2 , T )t(T ) = 2πk,
λ1
λ2

(3.2)

where k is an integer such as 1, 2,.., K. Define n1 = n(λ1 , T ) and n2 = n(λ2 , T ) and let λ2 =


n2
1
2t
λ1 + ∆λ. Then from Eq. 3.2, one can write λ1 n1 − 1+ ∆λ = k. Since 1+x
≈ 1 − x, x << 1
λ1
h

i
2t
∆λ
with x = ∆λ
<<
1,
one
can
further
write
n
−
n
1
−
≈ k. Given ∆n = n2 − n1 ,
1
2
λ1
λ1
λ1
one can furthermore write:


2t
∆λ
−∆n + n2
= k.
λ1
λ1
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(3.3)

Figure 3.1: 6H SiC chip-based hybrid wireless-wired optical sensor set-up for extreme temperature measurements. TL: Tunable Laser, SMF: Single Mode Fiber, FL: Fiber Lens, BS:
Beam Splitter, W: Optical Window, S: Spherical Lens, PD: Photo-Detector.
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The Sellmeier equation for SiC is given by [MW05]:
n2 (λ) = A +

Bλ2
,
λ2 − C

(3.4)

where A=1, B=5.5515, C=0.026406, and λ is in µm. Taking the derivative of Eq. 3.4 with
=
respect to λ, one gets n dn
dλ

−λBC
.
(λ2 −C)2

For small changes in λ,

∆n ≈

dn
dλ

≈

∆n
.
∆λ

Hence one can write:

−λBC
∆λ.
n(λ2 − C)2

(3.5)

Using Eq. 3.3 with ∆n given by Eq. 3.5 with n = n1 and λ = λ1 , one can write:
2tBC
2tn1
2tBC
(∆λ)2 −
∆λ − 2 ∆λ + k = 0.
2
2
2
2
λ1 n1 (λ1 − C)
n1 (λ1 − C)
λ1

(3.6)

In Eq. 3.6, the first term is an order of magnitude smaller than the second term as the
first term contains the additional

∆λ
λ1

factor with

∆λ
λ1

<< 1. Therefore, the first term can be

2tBC
dropped and Eq. 3.6 can be rewritten as − n1 (λ
2 −C)2 ∆λ −
1

2tn1
∆λ
λ21

+ k = 0. Solving for ∆λ

gives:
k

∆λ =
2t

h

BC
n1 (λ21 −C)2

+

n1
λ21

i.

(3.7)

Eq. 3.7 indicates that ∆λ is temperature dependent as SiC etalon thickness t and the
refractive index n1 are temperature dependent. Therefore, one needs to compute t(T) and
n1 . The thickness of the chip is given by t(T ) = [1 + α∆T ]t(Ti ), where α is the known etalon
material CTE, T = T − Ti , and Ti is the defined initial temperature. The refractive index
n1 of the SiC chip as a function of temperature can be calculated from the measured SiC
chip reflectance using the expression [RAP05a]:
n1 (T ) =

∆φ(∆T )λ1 n1 (Ti )t(Ti )
+
,
4πt(T )
t(T )
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(3.8)

where ∆φ is the unwrapped phase value calculated by measuring the sinusoidal optical power
data measured off the SiC chip with changing temperature [RAP05a]. Using experimentally
acquired data, one can compute n1 and t(T) and deduce the expected ∆λ value from Eq.
3.7. In effect, sensor temperature T can be directly determined by measuring ∆λ by rapidly
tuning a laser and then comparing the measured ∆λ to a sensor computer stored calibration
table of T vs ∆λ, thus completing the direct unambiguous signal processing for the proposed
temperature sensor.

3.3

Experimental Demonstration

The Figure 3.1 proof-of-concept temperature sensor experiment is set up in the laboratory
using a 10 mW Santec Model TSL-210 Tunable Laser (TL) with a resolution of 0.01 nm, a
repeatability of 0.01 nm, and a 1520 nm to 1600 nm tuning range. The self-imaging type
Fiber Lens (FL) has a working distance of 60 cm with a 0.53 mm 1/e2 minimum beam waist
diameter formed approximately at the SiC chip location at the end of the fabricated SiC
probe [RSP07b]. The chip has a t = 389 µm at 19 o C room temperature. Light from FL
passes via a Beam Splitter (BS) to enter a probe Window (W) and then passes through
the probe to strike the SiC chip. W is used to reduce air currents to enable stable optical
readings. In the return path, a 10 cm focal length spherical lens S is used to focus the chip
retro-reflected light on to a 3 mm diameter Newport Photo-Detector (PD) connected to a
power-meter. The sensor probe is placed in an oven through a hole. With the laser tuned
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Figure 3.2: Shown are the computed and experimentally measured ∆λ vs T temperature
sensing curves using the Figure 3.1 sensor system with k = 10.
to λ1 = 1565.32 nm, the oven is heated from 19 o C room temperature to 1000 o C. The SiC
chip retro-reflected optical power is continuously measured with the PD and power meter
while the oven temperature is simultaneously recorded via an R-type thermo-couple. Data
is recorded via computer controlled interfaces. Using Eq. 3.8, the SiC known CTE data
[RAP05a], and the acquired optical power vs. temperature data, the SiC chip refractive
index n1 as a function of temperature is determined. Next using Eq. 3.7 and an arbitrarily
chosen value of k = 10, this refractive index data is used to find the expected sensor ∆λ vs.
T behavior that forms the basis for unambiguous sensor signal processing. Figure 3.2 plot
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shows that ∆λ is expected to vary from 12.14 nm at 19 o C room temperature to 11.83 nm
at 1000 o C or a 0.31 nm change.
To verify the sensor theoretical results of Figure 3.2, the experiment is performed again to
1000 o C, near the oven limit. In this case, the oven temperature is increased by approximately
200 o C intervals starting at room temperature. For each of the six chosen temperature
settings, the temperature of the oven is first stabilized before the wavelength of the TL is
tuned to measure optical power. Specifically, as k = 10 was chosen as a design number, the
TL wavelength is tracked as the optical power reading passes through 10 complete on/off
cycles to produce the desired ∆λ wavelength change measurement. Figure 3.2 shows the
experimentally measured ∆λ vs. T data, indicating a good fit between the proposed sensor
signal processing theory and experiment. The present experiment temperature measurement
resolution of ∼ 61 o C is limited by the repeatability error of the TL. One can improve this
resolution by using a larger k value leading to a larger ∆λ but one must be careful to
 2
∆λ
should be at least an order-ofmaintain λ1 << 1. In effect, the second-order term ∆λ
λ1
magnitude smaller than the first-order

∆λ
λ1

term. For example, using k = 60 gives ∆λ = 72.81

nm at room temperature and ∆λ
= 0.047 that is indeed an order-of-magnitude larger than
λ1
 2
∆λ
= 0.0022. The other factor to take into consideration when using a larger value of k
λ1
is that the refractive index change with λ, i.e.,

dn
dλ

should be approximately constant over the

entire ∆λ range in order to maintain the constraint

dn
dλ

≈

∆n
.
∆λ

Using Eq. 3.4, this is indeed

found to be the case for SiC over λ = 1520 − 1600 nm where the refractive index change is
found to be ∼ 0.000014 / nm.
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3.4

Conclusion

As the proposed sensor signal processing is based on accurate wavelength (or frequency)
change measurement, one can also envision using Radio Frequency (RF) signal processing
methods to enable RF frequency shift measurements that directly lead to accurate temperature value measurements by the proposed SiC sensor. One can also combine the previously
demonstrated two wavelength phase-based processing technique [RAP06] with the present
method to enable both high resolution and wide temperature range sensing.
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CHAPTER 4
DIRECT MEASUREMENT HIGH RESOLUTION WIDE
RANGE EXTREME TEMPERATURE OPTICAL SENSOR
USING AN ALL-SILICON CARBIDE PROBE

4.1

Introduction

Temperature sensing in next generation greener power plant gas turbines where temperatures
can reach a super hot 1600 o C is an extremely challenging problem. Presently, the power
generation industry uses platinum-rhodium tip Thermo-Couples (TCs) to monitor these
extreme temperatures in order to keep operating the turbines under optimal conditions.
However, these TCs are susceptible to reliability and lifetime issues. Optical temperature
sensors have been proposed as one of the alternatives to TCs to overcome these reliability
and lifetime problems. Among these optical options are advanced silica [GSM05], sapphire
[Opt04, ZPQ04] and SiC-based [Beh86, CSS03] sensors. Advanced silica-based fiber optic
sensors are limited in performance to 1000 o C because of Fiber Bragg Grating (FBG) erasure at higher temperatures. On the other hand, sapphire-based fiber optic sensors suffer
from issues such as multi-modal optical interference and polarization-sensitivity in addition
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to having many non-thermally matched components in the sensor frontend that eventually
limit the reliability of such sensors. Early SiC-based sensors [Beh86, CSS03] have used SiC
thin films as Fabry-Perot (FP) etalons on substrates such as silicon and sapphire. The temperature is measured by tracking a specific peak within one Free Spectral Range (FSR) of
the FP etalon. The use of thin films enables the sensors to have a large FSR and a hence
a large unambiguous temperature measurement range although at the cost of limited temperature resolution. In addition, these SiC sensors suffer the same problem of non-matched
Coefficients of Thermal Expansion (CTE) materials in the sensor frontend leading to thermal
stresses and mechanical breakdown. Gratings in bulk materials have been used in the past
for material thermal characterizations [KSM95]. More recently, a micro-machined diffraction
grating inside a bulk 6H-SiC crystal has also been demonstrated for sensing temperatures to
399 o C [DPB08], although this system at present is lacking in deployment robustness for an
engine scenario. Over the last few years, a hybrid fiber-freespace approach using laser targeting of single-crystal SiC was proposed and demonstrated [RAP06] for temperature sensing.
An optimized design for this approach uses an all-SiC fabricated probe that has a singlecrystal SiC sensor chip embedded inside a sintered SiC tube to overcome the problem of
unmatched CTEs in the sensor frontend. More recently, a direct temperature measurement
technique using wavelength tuned signal processing was proposed and demonstrated for the
all-SiC temperature sensor [RS08] that can be used to give a direct coarse measurement of
temperature. In this chapter, demonstrated is this coarse measurement technique combined
with the classic FP etalon peak shift method for fine measurements to enable an all-SiC
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direct measurement wide range high resolution temperature sensor. Note that although the
theory developed in this chapter is for SiC, the general idea would hold for other FP etalon
based sensors.

4.2

Proposed Direct Measurement High Resolution Wide Range
Temperature Sensor Design

Figure 4.1 shows the proposed temperature sensor system with a 6H single crystal SiC chip
as the sensing element within an all-SiC probe. The SiC chip acts as a classic FP etalon
with reflectance given by:
RF P
Here φ =

4π
n(λ, T )t(T )
λ

√
R1 + R2 + 2 R1 R2 cos φ
√
,
=
1 + R1 R2 + 2 R1 R2 cos φ

(4.1)

where n(λ, T ) is the chip refractive index at wavelength λ and chip

temperature T, t(T) is the chip thickness at temperature T, and R1 and R2 are the classic
h
i2
n(λ)−1
Fresnel Power coefficients for the SiC-air interface given by R1 = R2 = R = n(λ)+1
.As
previously demonstrated in [RS08], the wavelength difference ∆λ between k consecutive
maximas or minimas in the optical spectrum of the SiC FP etalon is temperature dependent
and is given by:
k

∆λ =
2t

h

BC
n1 (λ21 −C)2

+

n1
λ21

i.

(4.2)

where the Sellmeier coefficients are B = 5.5515 and C = 0.026406x10-12 [MW05], and n1 is the
temperature-dependent refractive index of SiC at wavelength λ1 and t is the temperature-
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Figure 4.1: All-SiC probe hybrid wireless-wired optical sensor for extreme temperature measurements.
dependent thickness of the SiC optical chip. By measuring ∆λ, a coarse value of the SiC
chip temperature can be found from the ∆λ against temperature curve. From Eq. 4.1, the
SiC FP etalon optical spectrum has maximas located where cos φ = 1. This condition can
be re-written as:
4π
n(λpeak , T )t(T ) = 2mπ,
λpeak

(4.3)

where m = 1,2,...,M. The change in refractive index due to wavelength for SiC can be
expressed as [RS08]:
∆n ≈

−λBC
∆λ.
n(λ2 − C)2
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(4.4)

Using Eq. 4.4, one can write Eq. 4.3 in terms of the already known refractive index n1 at
wavelength λ1 as:
λpeak =

2t
m

h
n1 +
1+

λ21 BC
n1 (λ21 −C)2

2tλ1 BC
mn1 (λ1 −C)2

i
.

(4.5)

Eq. 4.5 gives the temperature-dependent maxima locations of the SiC FP etalon optical
spectrum. The location of a specific peak of this optical spectrum can be used to accurately
and unambiguously determine the temperature of the SiC chip within one FSR of the FP
etalon. This technique can be combined with the coarse measurement technique from Eq. 4.2
to simultaneously determine temperature with a high resolution and over a wide range. To
determine a given temperature, first a ∆λ value can be measured that gives a coarse value of
the temperature based on a previously calibrated ∆λ against temperature curve. The k-value
for this measurement needs to be sufficiently high in order to determine the temperature up
to one unambiguous temperature zone for the FP etalon peak shift technique. Once the
unambiguous temperature zone is identified, then the wavelength peak location λpeak within
one FSR of an arbitrarily chosen wavelength λc can be used to give a precise value for the
temperature, again based on a previously calibrated λpeak against temperature curve.

4.3

Experimental Demonstration

The Figure 4.1 proof-of-concept sensor is set up in the laboratory with the all-SiC probe
placed in a high temperature oven with an on average 25 o C increment stable temperature
ramping capability. The tunable laser source (TL) used is a Santec Model TSL-210 with a
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peak power of 10 mW, a wavelength tuning range of 1520-1600 nm and tuning resolution
of 0.01 nm. The Fiber Lens (FL) has a half self-imaging distance of 60 cm and a 1/e2
minimum beam waist of 0.53 mm formed at the SiC chip at the end of the fabricated probe.
The SiC chip has a thickness t = 389 µm at room temperature. The probe is placed in the
oven through a hole in the oven. Light from FL passes through an optical Window (W)
and the fabricated probe cavity to strike the SiC chip at normal incidence. In the return
path, the reflected light is deflected using a Beam Splitter (BS) and is focused onto a 3 mm
diameter Newport Photo-Detector (PD) using a 10 cm focal length spherical lens S. The
reference oven temperature is measured via an R-type TC. To conduct Experiment 1, the
oven temperature is set at approximately 100 o C intervals from 22 o C room temperature to
1000 o C. Optical readings are taken for ∆λ with k = 60 and λpeak within one FSR around
λc = 1550 nm (at m = 1286 for T = 22 o C). The Experiment 1 ∆λ vs. temperature data
(see Figure 4.2 shows that the value of ∆λ varies step-wise from 72.62 nm to 70.22 nm as the
temperature goes from 22 o C to 1000 o C. Using this curve and Eq. 4.2, SiC refractive index
n1 at wavelength λ1 = 1550 nm is determined as a function of temperature. Next, using
Eq. 4.5 and Figure 4.2 data, expected theoretical values of λpeak within one FSR around
λc = 1550 nm as a function of temperature are calculated. This λpeak vs. T curve shown
in Figure 4.3 has a saw-tooth like behavior since only the location of the peak within one
FSR is plotted. The temperature change required for λpeak to go from one end of the FSR
to the other is not uniform over the whole range as the change in refractive index of SiC
with temperature is non-linear. Hence, the temperature sensing resolution is higher for higher
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Figure 4.2: Experiment 1 measured coarse temperature sensing ∆λ vs. T step-wise curve
with k = 60.
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Figure 4.3: Computed and experimentally measured (11 data points from Experiment 1
and 17 data points from Experiment 2) λpeak versus temperature curve for fine temperature
sensing.
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temperatures, a feature suitable for the extreme temperature gas turbine application. Figure
4.3 shows eleven λpeak values (dots) from Experiment 1 that are located across independent
coarse bins. To conduct higher resolution (i.e., within a coarse bin) temperature sensing,
an Experiment 2 with 17 data points (triangles in Figure 4.3 is conducted using a ∼ 5 o C
temperature ramping hot plate with a limit to 250 o C. These Figure 4.3 results show close
agreement between theory and experiment, demonstrating the proposed peak shift method
for fine temperature sensing within each unambiguous coarse temperature bin.
Thus, the whole temperature range can be divided into many specific coarse bins. Within
each coarse bin, the temperature can be uniquely determined by tracking the location of the
peak wavelength. These coarse bins can be computed from Figure 4.3 data and vary from
79 o C at room temperature to 14 o C at 1000 o C. These coarse bins are also shown marked
on Figure 4.2 as vertical dashed lines indicating how a specific measured value of ∆λ can
be used to determine in which coarse bin the temperature being measured belongs. The
change in ∆λ from one coarse bin to the next for k = 60 is found to vary between 0.04
nm and 0.05 nm, well within the 0.01 nm tuning resolution of the laser. The temperature
resolution of the sensor can be determined by dividing the coarse bin size by the number of
fine temperature bins Nf inside each coarse bin, i.e., Nf = FSR / (Laser Tuning Resolution).
Since the ∼ 1.2 nm FSR changes by a small amount (< 0.04 nm) over the whole temperature
range, Nf is ∼ 1.2 nm / 0.01 nm = 120 bins. With the coarse bin size getting smaller at
higher temperatures, one improves the resolution of the sensor. The calculated resolution
of the demonstrated sensor varies from 0.66 o C at room temperature to 0.12 o C at 1000 o C.
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Table 4.1 shows the measured sensor temperature readings using the Figure 4.2 and Figure
4.3 Experiment 1 eleven data points and compares them with the oven TC readings. The
results indicate temperature percentage differences of less than 1% for temperatures greater
than or equal to 200 o C. The repeatability of the measured sensor temperature readings is
limited by the repeatability of the laser tuning wavelength, which for state-of-the-art lasers
like Santec TSL-210V is ±0.01 nm. As the closest coarse bins are separated by 0.04 nm,
coarse temperature readings are not affected by the laser repeatability. The measured sensor
temperature absolute error is due to the uncertainty in the fine temperature reading which
amounts to ±0.66 o C at room temperature to ±0.12 o C at 1000 o C. Note that the oven TC
had a specified measurement resolution of ±0.1% of the temperature reading giving a ±1
o

C resolution for a 1000 o C temperature. Unlike precious metal TCs, the proposed sensor

does not fundamentally limit its resolution as a percentage of the measured temperature, for
example, giving a much improved 0.12 o C resolution at 1000 o C.

4.4

Conclusion

In conclusion, proposed and demonstrated for the first time is a direct measurement high
resolution, wide temperature range, all-SiC temperature sensor with the potential for accurately measuring temperatures up to 1600 o C in advanced high efficiency power plant gas
turbines.
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Table 4.1: Measured Experiment 1 temperature T using the proposed temperature sensor
and R-type thermocouple.

TC T(o C)

Optical Sensor T(o C)

% Difference

21.8

22.9

5.0

102.0

100.8

1.2

209.0

209.1

0.048

303.0

302.3

0.23

397.6

395.7

0.48

496.2

494.6

0.32

595.7

594.9

0.13

693.3

692.8

0.072

791.5

789.3

0.28

894.0

897.6

0.40

997.2

998.4

0.12
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CHAPTER 5
SILICON CARBIDE-BASED HIGH RESOLUTION EXTREME
ENVIRONMENT HYBRID DESIGN TEMPERATURE
SENSOR USING OPTICAL PYROMETRY AND LASER
INTERFEROMETRY

5.1

Introduction

Thermocouples (TCs) have remained the preferred method for temperature sensing in the extreme environments of gas turbines where temperatures can reach 1600 o C. TCs tend to suffer
from reliability and limited lifetime issues. Recently engineered are alternative temperature
sensor designs using high temperature optical materials such as advanced silica [GSM05],
sapphire [Opt04, ZPQ04] and SiC [Beh86, CSS03, RAP06]. Wired approaches to harsh environment temperature sensing, i.e., fiber-optic and electrical/TCs require subjecting the
entire wire to the extreme conditions. Under these harsh conditions, fundamental wire material performances restrict sensor lifetimes. Optical pyrometry based on Planck’s blackbody
radiation law has long been used to measure extreme temperatures [LRH92, ACS95, NF01].
One-color pyrometry uses a single radiation measurement in a limited spectral band and
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requires a-priori knowledge of the specific emissivity of the target. Two-color pyrometry
removes this emissivity limitation by using the ratio of irradiances at two different spectral
bands. Recently, a hybrid fiber-freespace temperature sensor has been proposed and demonstrated using laser targeting of a SiC optical chip embedded inside a sintered SiC tube that
forms an all-SiC probe [RSP07b]. This sensor used two laser interferometric methods, one
for coarse and the other for fine temperature measurement inside a coarse measurement bin
to deliver a direct measurement high resolution temperature sensor [RS08, SR09b]. Nevertheless, for industrial applications, it is highly desirable to have a fault-tolerant sensing
system with built-in redundancy. Hence, this chapter shows how an all-SiC probe can use
two-color pyrometry and FP laser interferometry to realize an alternate signal processing
chain high resolution extreme environment temperature sensor.

5.2

Proposed SiC-based Hybrid Design Temperature Sensor

Figure 5.1 shows the proposed sensor design. For coarse temperature measurement, the SiC
chip is used as a blackbody radiator in a two-color pyrometer configuration. The spectral
radiance of an ideal blackbody radiator is given by Planck’s law:

I(λ, T ) =

2hc2
λ5 exp

1
hc
λkT



−1

(5.1)

λ is the emitted radiation wavelength, T is the blackbody temperature in Kelvins, h is the
Planck’s constant, c is the speed of light, and k is the Boltzmann’s constant. In addition
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Figure 5.1: Proposed high resolution extreme environment temperature sensor. SMF: SingleMode Fiber; PC: Personal Computer.
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to radiation emitted from the SiC chip, background radiation caused by stray furnace light
or another heat source is also detected by the photo-detectors [LRH92]. One can assume
that the SiC chip and the background radiation source are at the same temperature as SiC
has a high (e.g., 120 W/m.K) thermal conductivity. Hence using Eq. 5.1 under the Wein
approximation (i.e., hc >> kT ), the ratio of output detected blackbody radiation powers at
the two wavelengths of interest λ1 and λ2 is given by [ACS95]:
Pλ
R = 1 = AS
Pλ 1



λ2
λ1

5



 
(λ1 , T ) + a(λ1 , T )
1
1 1
exp −C2
−
.
(λ2 , T ) + a(λ2 , T )
λ1 λ2 T

(5.2)

AS is a sensor-specific constant that takes into account spectral transmittance of the optical
sensor system, spectral response and the bandwidth of the optical filters F1 and F2, and
the responsivity of the photo-detectors PD1 and PD2. (λ, T ) is the specific emissivity of
SiC, a(λ, T ) is the product of the emissivity of the background radiation source and its
transmission percentage through the system and C2 = hc/k. The emissivities also have a
weak dependence on λ provided there are no sharp emission lines near either of the two
working wavelengths. If the two wavelengths are selected close to each other, then the effect
of  on the ratio is minimal and Eq. 5.2 can be written as [ACS95]:

ln R = α +

β
.
T

(5.3)

α and β are constants that can be determined by sensor calibration. Once α and β are
determined, a coarse value of temperature can be determined by measuring the ratio R
and finding the corresponding value of T from the calibrated R against T curve. For fine
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temperature measurement, the SiC chip is used as a FP etalon with reflectance given by:
RF P

√
R1 + R2 + 2 R1 R2 cos φ
√
.
=
1 + R1 R2 + 2 R1 R2 cos φ

(5.4)

R1 and R2 are the classic Fresnel Power coefficients for the SiC-air interface given by R1 =
i2
h
n(λ)−1
and φ = 4π
n(λ, T )t(T ). At temperature T, n(T) is the chip refractive index
R2 = n(λ)+1
λ
at laser wavelength λ and t(T) is the chip thickness. The reflected laser power P (λ, T ) is
proportional to RF P and has a sinusoidal behavior with φ. The change in P due to change
in λ can be written as:
dP
dP dφ
4π
dP
=
= − 2 n(T )t(T )
dλ
dφ dλ
λ
dφ

(5.5)

Eq. 5.5 implies that if dP/dλ is positive, i.e., the reflected power increases with an increase
in wavelength, then dP/dφ would be negative and vice versa. The normalized SiC chip
reflected laser light power Pnorm is given by:
Pnorm =

P − Pmin
Pmax − Pmin

(5.6)

Pmax and Pmin are the localized maximum and minimum power values. To determine a
given T, first the two-color pyrometer is used to find a coarse value of temperature within
one 2π cycle (alternatively referred to as a coarse bin) of the Pnorm against φ curve. Next,
within that Pnorm cycle (or coarse bin), the normalized reflected power is measured at a fixed
laser wavelength λ = λL along with the sign of the change in detected power with change in
λ. Specifically, Figure 5.2a shows that at a given temperature, the measured optical power
reading Pm within a coarse bin indicates two temperatures values of T1 and T2 . Given that
only one of them is the true temperature, there is a two state ambiguity problem within a
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(a)

(b)

Figure 5.2: (a) A graphical display showing that at a given temperature, the measured
optical power reading Pm within a coarse bin indicates two temperatures values of T1 and
T2 and only one of them is the true temperature. (b) A graphical display of the slope or
dP/dλ sign measurement working principle for selecting either T1 or T2 as the unambiguous
temperature for the proposed sensor.
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coarse bin. Figure 5.2b shows via a graphical display as to how the slope or dP/dλ sign
measurement is used for selecting either T1 or T2 as the true unambiguous temperature for
the proposed sensor. The exact value of T can then be found from a previously calibrated
Pnorm against T curve at λL [SR09b].

5.3

Experimental Results and Discussion

The Figure 5.1 proof-of-concept experiment is set-up in the laboratory with SiC chip t
= 389 µm. The probe is inserted into an oven. blackbody radiation from the SiC chip
and the background passes through an optical window W. After deflection from the beamsplitter BS1, radiation is captured using a 10 cm focal length spherical lens S and directed
towards another beam splitter BS2 and then towards two 3 mm diameter Newport photodetectors PD1 and PD2. Optical filters F1 and F2 are Newport laser line models 10LF30-1550
and 10LF30-1300 having center wavelengths λ1 and λ2 of 1550 ± 7 nm and 1300 ± 7 nm,
respectively. The filters have a FWHM bandwidth of 30 ± 7 nm. An R-type TC is used
to measure the oven reference T. For laser interferometry is used a tunable laser TL Santec
TSL-210 with a wavelength tuning range of 1520-1600 nm and peak power of 10 mW. The
Fiber Lens FL has a working distance of 60 cm and 1/e2 minimum beam waist diameter of
0.53 mm formed at the SiC chip. Light from the FL strikes the SiC chip at normal incidence
and in the return path, is deflected from BS1 and BS2 and is focused onto PD1. TL is set
to λL = 1550 nm.
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Figure 5.3: Experimentally measured ln R vs. 1/T curve and the corresponding line of best
fit.
The oven is set at ∼ 50 o C intervals starting at T = 795 o C. Optical power meter PM
readings are taken with TL on and with TL off. Figure 5.3 shows how ln R varies with
1/T and a linear line of best fit is found in accordance with Eq. 5.3 that in-turn gives
α = −1.282 and β = 1509. Note that if the Wein approximation is not used and instead
the exact Planck’s blackbody radiation formula is used [LRH92], α = −1.285 and β = 1512.
Given that the proposed sensor uses pyrometry for coarse temperature measurement, using
the Wein approximation is justified and leads to simpler signal processing. Assuming that
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Figure 5.4: R vs. T calibration curve using α and β derived from curve fitting along with
experimentally measured temperatures using optical pyrometry.
the center wavelengths of the laser line filters are 1543 nm and 1307 nm within the manufacturer tolerance limits, the theoretical value of β from Eq. 5.2 and Eq. 5.3 is found to
be 1684. Note that the linear model in Eq. 5.3 is developed under the assumption that
AS (λ), (λ, T ) and a(λ, T ) in Eq. 5.2 are all independent of λ. In practice, these are all
weakly dependent on λ and this can cause deviation of β from the theoretical value. Figure
5.4 shows the R against T calibration curve extrapolated to 1600 o C based on the linear fit
from Figure 5.3. A coarse value of the temperature can simply be found by measuring R and
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finding the corresponding T value from Figure 5.4. Note that this calibration curve is only
valid for the Figure 5.1 specific experimental arrangement, i.e., heating via the deployed oven
with its specific background radiation in the output detected power. For a different heating
environment, the sensor would have to be re-calibrated to take into account the differing levels of background radiation. Note that for the sensor to be used in all environments, sensor
calibration requires the background radiation to be blocked at the λ1 and λ2 wavelengths of
interest. This can readily be achieved by using a capped frontend all-SiC probe design that
would prevent optical background radiation from entering the light paths to the detectors.
Such a design would also prevent the SiC chip from coming into direct contact with contaminants such as water vapor present in the extreme turbine environments, thus preventing
elevated temperature oxidation of the SiC sensor chip. In addition, the all-SiC probe cavity
is closed using the optical window W and a partial vacuum (25in Hg) is maintained inside
the probe. Ideally, a vacuum or hermetic sealed probe would remove any possibility of the
SiC chip and SiC probe internal cavity from oxidizing.
The resolution of the pyrometer depends on the smallest change in optical power that
can be detected by PD1 and PD2 (with laser off) based on the noise present in the system.
The change in T due to a change in R can be written by differentiating Eq. 5.3 with respect
to R and is given as:
∆T =

−β
∆R
R(ln R − α)2
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(5.7)

Using Eq. 5.2 and taking partial derivatives of R with respect to Pλ1 and Pλ2 , ∆R can be
further written in terms of change in detected powers Pλ1 and Pλ2 as:
∆R =

∆Pλ1 − R∆Pλ2
Pλ 2

(5.8)

The smallest change in radiation power that can be detected based on the noise in the present
system is ∆Pλ1 = ∆Pλ2 = 0.01 µW . At T = 795 o C, R = 1.14 and Pλ2 = 0.16 µW while
at T = 1077 o C, R = 0.85 and Pλ2 = 0.80 µW . Based on these numbers and using Eq. 5.7
and Eq. 5.8, the resolution of the pyrometer is estimated to vary between 5.8 o C at 795
o

C to 2.7 o C at 1077 o C. Note that this resolution is sufficient to identify the correct 2π

cycle for fine temperature sensing as each cycle is approximately 15 o C. Recall that FP laser
interferometry (used for fine temperature sensing) can only be used to determine temperature
unambiguously within one 2π cycle of the Pnorm against φ curve. These 2π cycles are shown
marked on Figure 5.4 as vertical dashed lines indicating how a specific measured value of R
can be used to determine in which 2π cycle the temperature being measured belongs. The
experimentally measured R values are also shown in Figure 5.4 that are used to identify the
2π cycle to which the temperature belongs. Once the correct 2π cycle is identified, then
with the TL on, the PD1 power is measured that includes both laser reflected power as well
as the blackbody radiation power. The laser reflected power, however, is much greater than
the radiation power and is normalized by simply tuning the wavelength to find localized
power maxima and minima values and using Eq. 5.6 to find Pnorm . Also, by tuning the
wavelength, the direction of the change in power with wavelength is determined (shown by
arrows in Figure 5.5) in accordance with Eq. 5.5 to distinguish between the two halves of the
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Figure 5.5: Computed and experimentally measured Pnorm against T curve for fine temperature sensing.
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Table 5.1: Comparative measurements of T using TC, two color optical pyrometry, and the
hybrid sensor.

TC T(o C)

Pyrometer only T(o C)

Sensor measured T(o C)

795.0

791.0

798.5

848.0

856.0

850.5

897.7

904.0

898.5

946.5

930.5

944.0

999.5

1006.5

1002.5

1049.0

1045.5

1051.5

1077.0

1069.0

1077.0

2π cycle. These results are shown in Figure 5.5 along with the expected theoretical curve
for the normalized laser reflected power with temperature based on previous experiments
[RS08, SR09b]. The T resolution for this laser technique (and sensor) is also determined by
the smallest change in optical power detected by PD1 (with laser on) based on the noise in the
system. This smallest change is measured to be ∆P = 0.001 mW with a Pmax −Pmin = 0.079
mW for an average 7.5 o C change in T. These numbers give an estimated average 0.1 o C
resolution for the sensor. Table 5.1 shows comparative measurements of T using the TC,
two color optical pyrometry, and the proposed hybrid sensor. The results show a sensor
measured maximum T difference of 0.44 % compared to the TC readings.
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Note that using the proposed hybrid sensing approach, an error in temperature measurement could arise if the temperature being measured lies close to the boundary of the
calibrated coarse temperature bins defined by the 2π temperature cyclic data (e.g., Figure
5.5) via single wavelength laser-based FP interferometry of the SiC chip. Thus a slight experimental error in the coarse temperature measurement could result in identification of the
wrong 2π cycle or coarse temperature bin leading to a large error in the signal processingbased measured temperature. Another issue related to the proposed signal processing is the
possibility of reduced fine temperature measurement sensitivity (or resolution) controlled
by the slope of the Pnorm vs. T curve or dP/dT (see Figure 5.5) close to the maxima or
minima of this cyclic curve. Specifically, the slope of the curve approaches zero close to
these max/min temperature points resulting in decreased sensor temperature measurement
resolution. Both these mentioned signal processing limitations can be circumvented by calibrating the optical probe at two slightly different laser wavelengths λ1 and λ2 instead of one
specific wavelength such that there is a π/2 to π phase difference between the two calibration
curves (see Figure 5.6). This process would result in two sets of coarse bin boundaries, one
each for λ1 and λ2 , relatively displaced from each other so that no temperature value could
simultaneously lie close to the coarse bin boundary for both λ1 and λ2 .
Note that if the coarse temperature measurement gives a temperature value that lies
near the boundary for λ1 , then λ2 could be used for fine temperature measurement to give
an accurate temperature value and vice versa. At the same time, it would also ensure
that any given temperature value would fall in the highly sensitive region of the Pnorm vs. T
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(a)

(b)

(c)

Figure 5.6: Sensor signal processing calibration curves at two wavelengths λ1 and λ2 with
relative curve phase differences of (a) π, (b) π/2, and (c) 3π/4. Vertical lines in Figure 5.6a
and 5.6c denote the 2π cycle boundaries at each wavelength that determine sets of coarse
bins for sensor calibration.
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calibration curve for at least one of λ1 and λ2 power readings, thus resulting in high resolution
temperature measurement for all temperatures measured by the sensor. Note that for the
coarse temperature boundary indecision problem, the ideal phase difference between the two
calibration curves is π radians (see Figure 5.6a) as it gives the highest discrimination between
the two sets of laser power cycle boundaries. In the worst-case scenario shown by a square
marker in Figure 5.6a, the measured temperature is at least π/2 radians away from a cycle
boundary that for the present experiment would amount to ∼ 4 o C (see Figure 5.5 as 1
cycle is ∼ 16 o C). Note that for optimal sensor temperature sensitivity, the ideal value for
the calibration cyclic power two wavelength phase difference is π/2. This is because if the
temperature value falls on the maxima or minima for λ1 , it also falls on the most sensitive part
of the curve for λ2 (see Figure 5.6b) and vice versa. Example of these temperatures with the
curve slopes of zero are indicated by diamonds on the Pnorm vs. T curves in Figure 5.6b and
indeed show that their corresponding second wavelength power values (shown as triangles)
fall on the highly sensitive parts of their second wavelength curve. The temperatures with
the least sensitivity in this two-wavelength calibration scenario, (π − π/2)/2 = π/4 radians
away from the maximas or minimas of both curves, are indicated by circles on the Pnorm vs.
T curve in Figure 5.6b and still fall on highly sensitive parts of the curve. For the present
experiment, this least sensitivity sensor temperature resolution would be 0.09 o C as found
by numerically finding the slope of the curve in Figure 5.5 with a 0.001 mW optical power
change. As shown in Figure 5.6c, calibration curves with relative phase shift value between
π and π/2 would equally account for both coarse bin boundary and sensor resolution issues,
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although the specific choice of phase difference would depend on experimental considerations
such as the probability of error and the resolution of the coarse measurement. For example,
using a phase difference of 3π/4 (see Figure 5.6c), any measured temperature is at least 3π/8
radians away from a coarse bin boundary (shown as a square on the figure), or equivalently
∼ 3 o C for the reported experiment. In this case, the temperatures with the least sensitivity
(again shown by circles on Figure 5.6c) are (π − 3π/4)/2 = π/8 radians away from the
maximas or minimas of both curves. Although the sensitivity is reduced from the case of
Figure 5.6b, it is still comparable to the average value for the sensor. Specifically, for the
present experiment this least sensitivity temperature resolution value is found from Figure
5.5 to be 0.16 o C.

5.4

Conclusion

In conclusion, SiC-based two-color pyrometry is combined with FP laser interferometry to
deliver a new signal processing method for an all-SiC probe high resolution extreme temperature sensor enabling fault-tolerant dual-mode temperature sensing. The proposed sensor is
ideally expected to work below the ∼ 2700 o C sublimation temperature of SiC. Note that
the all-SiC probe used in this experiment has already been subjected to extensive structural,
thermal and chemical robustness tests in the laboratory [SR08a, RS09a]. In addition, it
has also been recently tested in a Siemens industrial combustor rig over an extended period
of time for feasibility and reliability checks in an extreme combustor environment [RSP10].
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Future work involves optimizing the all-SiC probe design for ideal calibration that can lead
to use in all sensing conditions.
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CHAPTER 6
ALL-SILICON CARBIDE HYBRID WIRELESS-WIRED
OPTICS TEMPERATURE SENSOR NETWORK BASIC
DESIGN ENGINEERING FOR POWER PLANT GAS
TURBINES

6.1

Introduction

Next generation greener power plant gas turbines are being designed to operate at extremely
high temperatures [Aus04]. Presently, power plants use Thermo-Couple (TC) technology for
temperature monitoring in gas turbines to keep them operating under optimal conditions.
However, the platinum-rhodium tip thermocouples deployed are susceptible to reliability and
limited lifetime issues. Other alternatives, including optics have therefore been proposed to
overcome these TC limitations. Optical thermometers include advanced silica [GSM05], sapphire [Opt04, ZPQ04] and SiC-based [Beh86, CSS03] temperature sensors. Advanced silicabased sensors can measure temperatures up to ∼ 1000 o C, limited by Fiber Bragg Grating
(FBG) erasure beyond 1000 o C. Sapphire-based sensors have issues such as multimodal optical interference, polarization sensitivity, as well as non-thermally matched components in
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the sensor frontend that limit overall long-term performance. Early SiC sensors using SiC
thin films [Beh86, CSS03] on silicon or sapphire substrates also suffer from the same problem
of Coefficient of Thermal Expansion (CTE) un-matched sensor frontend design that can lead
to mechanical breakdown over sensor life-time. Recently, a micro-machined grating inside
bulk SiC has also been used to demonstrate temperature sensing up to 399 o C [DPB08],
though the technique still needs to be developed for use in a > 1000 o C gas turbine extreme
environment. To address prior-art sensor limitations, recently proposed is a hybrid wirelesswired approach using an all-SiC frontend probe to enable extreme temperature sensing for
gas turbines [RAP06, RS08, SR09b, SR08a, RSP07b]. The all-SiC probe uses a single crystal SiC chip embedded inside a sintered SiC tube to overcome the problem of unmatched
CTEs in the sensor frontend. [RAP06, RS08, SR09b, SR08a, RSP07b] give detailed temperature sensing and probe performance results for the individual all-SiC probe using an
oven in the laboratory. The individual all-SiC probe has also been subjected to extreme
environment tests in a Siemens combustion test rig with temperature measurements up-to
the 1200 o C level and probe operations in 20 atm turbine pressure range with sulphuric acid
rich chemically caustic conditions [RS09a, RSP10].
From a practical applications point-of-view, it is very attractive to have a sensor system
that has many distributed or independent physical location sensors such as the mentioned
extreme gas turbine environment temperature sensors within a large electric power plant.
Having a discrete sensor location distributed network can not only build redundancy-based
fault-tolerance in the network, but it also provide an intelligent platform to accurately access
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the real-time health status of the given platform (e.g., gas turbine) to prevent catastrophic
failure and costly complete shut down. Previous works on discrete distributed sensors have
mainly focused on using parallel and serial all-fiber interconnections between the individual
sensors [KK95, LAB03]. The individual discrete location sensors are generally accessed
using Wavelength Division Multiplexing techniques involving specific wavelength lasers or
wavelength-selective active optics. The key point to note is that operation of such fiber
sensing networks requires special extreme (chemical, pressure, and temperature) environment
packaging of not only the optical fibers but also the discrete fiber sensing devices (e.g., Fiber
Bragg Gratings), making such all-fiber distributed discrete locations sensor systems highly
susceptible to failure due to fiber degradation effects.
The purpose of this chapter is to show how the recently proposed all-SiC probes can
be utilized to engineer a basic fiber-remoted temperature sensing network for gas turbine
applications. Specifically, the probe is designed with novel features that allows the optical
fibers to terminate well before the hot zones of the gas turbine, importantly letting the
wireless light make the final temperature sensing connection with the super hot SiC optical
chip embedded deep inside the inserted all-SiC probe. The chapter describes the special
design of the probe and its fundamental interconnecting networked system allowing the
formation of a high optical efficiency and cost-effective system. An example basic sensor
system is built in the laboratory and key system features are tested to highlight system
operational robustness. Also demonstrated is the first successful industrial combustor rig
test of this hybrid all-SiC temperature sensor front-end probe indicating demonstrated probe
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structural robustness to 1600 o C and rig test data to ∼ 1200 o C. The design of the rig test
sensor system is presented and data is analyzed.

6.2

Fiber Remoted Temperature Sensing Network using All-SiC
Probes

Figure 6.1 shows the proposed novel temperature sensing network design for gas turbines
in electric power plants indicating the use of N all-SiC temperature sensing probes that
are inserted in the turbine extreme environment. To put things in perspective, the typical
combustor section of a gas turbine can have N < 20 gas temperature sensing points located
symmetrically around the gas flow path. For these advanced next generation clean coal-fired
combined cycle power plants, the combustor gas firing temperatures reach 1500 o C such as
for Siemens SGT6-6000G turbine. Today, this extreme temperature sensing for test engines
is typically done using custom packaged high temperature (870 o C to 1700 o C rating) type
B Platinum-Rhodium metal Thermo-Couple (TC) probes with each probe typically 61 cm
(24 inches) in length. Thus, each TC has sufficient length to pass through the combustor
refractory (thermal insulation) concentric layers that isolate the innermost extremely hot
gas section from the external ambient conditions (e.g., < 70 o C) instrumentation zone where
plant technicians operate. The proposed Figure 6.1 design takes advantage of this operational
scenario by first using an insertable all-SiC probe to reach the hot section, much like a TC tip
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Figure 6.1: Proposed N temperature probes sensor network using the All-Silicon Carbide
Hybrid Wireless-Wired Optics Temperature Sensors.
and two, using fiber-optics only in the friendlier external instrumentation zone. Hence, each
all-SiC probe has one SMF to remote laser light and one Electrical Cable (EC) for the fiber
motion mechanics control. For N probes, the N electrical cables are connected to the motion
control electronics positioned near the turbine instrumentation bay. On the other hand, the
N SMFs connected to the probes are gathered and routed as one N-fiber optical cable that
leads to a remote control site in the plant. The optical cable also shares its mechanical cable
encasing with an electrical cable that connects the remote control computer with the motion
control electronics. The N SMFs connect to a N ×1 Fiber-Optic (FO) switch that connects to
a 3-port FO circulator. A computer controlled tunable laser connected to the circulator forms
the laser light source for the distributed sensor network with the optical detector connected
to the other port of the circulator forming the optical detection arm. The tunable laser is
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needed in order to interrogate the SiC chip at multiple laser wavelengths, a requirement for
the previously demonstrated temperature sensing technique [RAP06, RS08, SR09b]. Control
of the FO switch decides which one of the N all-SiC probes is lit to sense the turbine zone
temperature. Because both tunable lasers, detectors, and mechanics-based FO switches can
be reset at moderately fast times, e.g., milliseconds, fast multi-sensor signal processing can
be economically implemented for the complete gas turbine using the same transmit-receive
optical hardware.
The deployed all-SiC probe temperature sensing technique relies on measuring the change
in the temperature dependent refractive index and thickness of the embedded SiC chip by
optically interrogating it at normal incidence using a tunable infrared laser. The SiC chip
acts a natural Fabry-Perot (FP) interferometer whose optical reflectance is given by:

RF P
Here φ =

4π
n(λ, T )t(T )
λ

√
R1 + R2 + 2 R1 R2 cos φ
√
.
=
1 + R1 R2 + 2 R1 R2 cos φ

(6.1)

where n(λ, T ) is the chip refractive index at wavelength λ and chip

temperature T, t(T) is the chip thickness at temperature T, and R1 and R2 are the classic
Fresnel Power coefficients for the SiC-air interface. As described previously [RAP06, RS08,
SR09b], by measuring the SiC chip reflectance at multiple wavelengths, the temperature of
the chip is unambiguously determined.
To enable the proposed Figure 6.1 network design, one must deploy a novel hybrid
wireless-wired probe design as shown in Figure 6.2a. The probe consists of one long sinteredSiC material hollow tube with a single crystal SiC optical chip packaged on the tube hot end
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(a)

(b)

Figure 6.2: (a) Proposed all-passive frontend temperature probe design with its active motion
control back-end. (b) Crosstalk eliminated wireless optical beam path design using an optical
window designed as a high temperature optical wedge.
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and the cooler open end connected to a steel flat-flange style high pressure connector using a
high temperature sealing ring. The steel connector has threads that screw into a pressurized
turbine inlet port where the all-SiC probe is inserted for temperature measurements. The
flat steel flange seats an optical window through which the laser beam enters to strike the SiC
optical chip. A key probe design feature is the use of a high temperature optical wedge as
the window. As shown in Figure 6.2b, the wedge acts to separate the unwanted light beams
coming from the various window reflections from the temperature coded retro-reflected light
beam coming from the SiC chip. This is a critical probe design feature as it eliminates the
temperature dependent optical crosstalk from the window optics multiple Fresnel reflections.
Another probe design feature is the use of a vacuum inlet/outlet port to maintain a partial
vacuum with the probe internal cavity. This is a critical design innovation as it essentially
eliminates air-based laser beam turbulence and beam motion within the front-end tube, thus
allowing stable targeting of the SiC chip. To enable this reliable targeting, the back-end
of the probe also features a smart light targeting system where the FO lens is mounted in
precision motion mechanics with tip/tilt and translational controls. Because one is dealing
with a SMF and a wireless laser beam for both transfer and reception of light, although at
a short travel distance, coupling is highly sensitive to beam alignment including sub-degree
tilts [BR03]. Beam alignment can easily get spoilt in an extreme environment due to mechanical shocks and vibrations. In this industrial environment, computer controlled fiber lens
motion mechanics is needed to restore ideal beam alignment. Thus, the fiber lens motion
mechanics maintains chip targeting to take reliable optical readings. A partial vacuum also
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reduces convection-based heat transfer from the SiC chip that can lead to unwanted chip
cooling. The back end of the probe with the fiber-optics is thermally isolated from the probe
front-end, enabling reliable use of standard fiber-optics with typical ratings of < 70 o C. For
example, the probe-back end can be connected to the turbine external interfaces near the
pressurized inlet where various instruments are mounted.

6.3

Experimental Results

The purpose of the experiment is to demonstrate a proof-of-concept Figure 6.1 sensor network
design to test the proposed system and probe innovations. Figure 6.3 shows the assembled allSiC probe provided by our partner Nuonics, Inc. The probe has a ∼ 400 micron embedded
SiC optical chip at its end with a probe length, inner diameter, and outer diameter of
41.5 cm, 2.1 cm, and 3.3 cm, respectively. A Viton (205 o C max temperature) seal is
used in the steel connector with a 2.54 cm diameter M gF2 wedge (index n = 1.37) with a
θw = 3o wedge angle. Using Figure 6.2b, geometry, and applying Snell’s law, one can write:
sin θi = n sin θa , θb = θw − θa , sin θt = n sin θb , and θt = θw . Given θw = 3o , n = 1.37, θt = 3o ,
one can compute θb = 2.2o , θa = 0.8o , and the incident angle θi = 1.1o required for proper
beam launch from the Fiber Lens (FL). The FL has a 60 cm designed half-self-imaging
distance [BR03] producing a 550 micron 1/e2 spot size on the SiC chip. The FL has a 8 mm
outer diameter housing and the FL is connected to 9/125 micron standard 1550 nm SMF.
The SMF is packaged in a 3 mm diameter stainless steel cable 15 m in length. The SMF
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Figure 6.3: All-SiC temperature sensing probe assembly deployed in system test.
is connected to an output port of a miniature 1 × 2 Hitachi MEMS MS204-P switch that
is interconnected to another 1 × 2 MEMS switch that in-turn forms a 1 × N switch; in this
case, N = 3 output ports. For N = 16 ports, 4 cascading layers of 1 × 2 switches can be used
with one way in-to-out port loss expected to be a reasonable 0.7 dB/switch ×4 stages = 2.8
dB. The switch resets in < 5 ms using a 5 V pulse and has a -60 dB crosstalk level. The
input switch port is connected to a circulator that connects one port to a Santec tunable
laser and another port to a Newport optical power meter. The FL is mounted in a computer
controlled tip/tilt and 2-axis translation stages Standa Models 8MBM24-2 and 8MT173-20
with a < 1 arcsec tilt resolution and 1.25 µm translation resolution.
The probe is inserted into an oven that is heated to 1000 o C. Using a camera and a beam
splitter in the free-space path between window and FL, the received temperature coded

70

(a)

(b)

Figure 6.4: At 1000 o C, SiC chip reflected 1550 nm laser beam motion when (a) the probe
cavity is open to external conditions, and (b) when the probe cavity maintains a partial
vacuum. Image is 8.8 mm × 6.6 mm.
beam is observed. In Figure 6.4, the stable target zone is indicated by the intersection of
the horizontal and vertical lines. Figure 6.4a shows that the infrared beam has spatially
moved off the stable target zone, hence greatly disrupting the ideal light coupling conditions
for the FL-SMF assembly. To test the proposed probe innovation, a hand operated vacuum
pump is connected to the probe cavity and a 25 inch-Hg (85 kpa) partial vacuum is obtained.
As shown in Figure 6.4b, the beam position is on target and becomes stable at the FL for
optimal coupling. Hence, Figure 6.4b shows how maintaining a partial vacuum inside the
probe cavity ensures that the retro-reflected beam off the SiC chip stays within a target zone
on the FL instead of moving off that target zone as is the case in Figure 6.4a with no vacuum
inside the cavity.
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Figure 6.5: Time trace of reflected power off the SiC chip in the probe when the system
is deliberately misaligned and then re-aligned using computer-controlled fiber lens motion
stages.
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Figure 6.5 shows a time trace of the SiC chip reflected optical power coupled back into
the FL. Initially, the probe is perfectly aligned with the FL and all the light reflected off the
SiC chip is coupled back into the fiber. Next, the probe is slightly misaligned to simulate the
effect of mechanical shocks or vibrations, a common occurrence in industrial environments,
causing a large loss in the SMF coupled optical power (see Figure 6.5). Since the temperature
sensing methodology [RAP06, RS08, SR09b, SR08a, RSP07b] relies on receiving a sufficient
power level signal off the SiC chip, a large loss in the SMF coupled optical power would
result in significant errors in temperature measurement given reduced modulation depth
of the interferometric signal. Finally, the active computer controlled alignment process is
activated and full SMF power coupling is recovered (see Figure 6.5) indicating the robustness
of the probe design. The FO switches are also controlled to light all three test probe channels.
The total system optical loss from laser to detector is measured to be 11 dB, indicating a
low power 10 mW laser is adequate for sensor operation. Note that the temperature sensing
and probe performance results for the individual all-SiC probe have already been presented
[RS08, SR09b, SR08a, RSP07b, RS09a, RSP10].

6.4

Rig Test Data Analysis

The all-SiC frontend probe has been deployed in a Siemens combustion test rig facility to
form an industrial scenario gas turbine temperature sensing system for a proof-of-concept
industrial harsh environment sensor technology test [RSP10].
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Figure 6.6: Raw optical data PT recorded by the probe PD indicating the rig thermal ramp
zone and the relative high temperature stabilization zone. Vertical axis is measured optical
power PT in mW; Horizontal axis is a time counter.
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Figure 6.6 shows the raw optical data provided by the PD for one of the test days. For
the same test, Figure 6.7 shows the equivalent temperature readings provided by one of
the 4 working TCs in the rig. Both TC and PD data acquisition systems are synchronized
via a computer clocks locked time counter so one can have direct one-to-one mapping of
probe optical power to TC measured temperature to enable probe calibration. Ideally,
the optical probe must be calibrated using a temperature measuring device that has far
better measurement accuracy than today’s high temperature TCs. In addition, the probe
calibration must be done at a much slower temporal rate versus an uncontrolled thermal
shock mechanism of the rig.
One can clearly see the expected Fabry-Perot effect oscillatory behavior of the optical
power during thermal ramping. In addition, the optical power picks up an increasing bias
level due to increasing blackbody radiation during ramping. In addition, the optical power
continues to oscillate depending on the rig temperature fluctuations at the set higher temperature zone. This is so as the optical sensor is designed to be sensitive to high temperature
zone changes in a 20 o C increment indicating that optical power goes from a peak to a null
if temperature changes by 10 o C. This feature points to the fact that the optical sensor
can measure temperature to a very high accuracy given the optical power meter is highly
sensitive.
Figure 6.8 shows a 15 min snap shot of the probe optical power data taken in the stable
∼ 1107 o C region of the rig operation. This data indicates that the probe temperature
measurement Standard Deviation (SD) is ±2 o C for time snap shots of 30, 15, and 1 minute
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Figure 6.7: Rig TC provided temperature reading during the Figure 6.6 optical data acquisition period. This TC data is used for optical probe calibration. Vertical axis is measured
temperature; Horizontal axis is a time counter. A 43 min marker line indicates when the
rig gas temperature near TC settles down in its high temperature range that is 23 min after
thermal shock.
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Figure 6.8: 15 min snap shot of optical power readings from probe during the stable ∼ 1107
o

C region of the rig operation with a Standard Deviation of ±2 o C.
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Figure 6.9: TC data during the Figure 6.8 data 15 min. time period with a Standard
Deviation of ±8.1 o C.
sections. Given the deployed power meter accuracy of 1 µW , the given optical sensor has a
calculated sensing accuracy of 0.18 o C. Figure 6.9 shows the Figure 6.8 data 15 min. time
period TC data. This TC data indicates temperature measurement SD of ±8.3 o C, ±8.1 o C,
and ±9.9 o C for time snap shots of 30, 15, and 1 minute sections, respectively. Given that the
TC indicates an averaged temperature of 1107 o C, the specified TC measurement accuracy
for this data is ±2.8 o C indicating a possible limitation of TCs compared to the proposed
optical probe that has the potential to deliver much better measurement resolution.
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Blackbody radiation fundamentally depends on Planck’s law that relates the amount
of blackbody radiation to the temperature of the blackbody source and the wavelength of
radiation and is given by:
Lb (λ, T ) =

1
C1

.
C
πλ5 exp λT2 − 1

(6.2)

where Lb (λ, T ) is the spectral radiance, λ is the wavelength of radiation, T is the temperature
of the blackbody while C1 and C2 are radiation constants given by C1 = 2hc2 and C2 = hc/k.
The total amount of blackbody radiation is given by the area under the spectral radiance
vs. wavelength curve. As the temperature increases the peak of this curve moves to higher
intensities and shorter wavelengths, resulting in an increase in the total amount of blackbody
radiation. The actual amount of blackbody radiation detected depends on the wavelength
response of the PD used.
Figure 6.10 shows the optical probe measured temperatures over the whole duration of
the rig operation. The Figure 6.10 curve shows that the stable region average temperature
of the gas in the rig is 1107 o C and the SD in the indicated 60 minutes stable region is
±6.3 o C and ±2 o C given by the TC and SiC probe, respectively. Do note that to ensure
high temperature measurement sensitivity around the detected laser power maximas and
minimas, the optical probe can be calibrated for a second slightly different wavelength that
would ensure that for any given temperature, the received laser power reading for at least
one of the two calibration wavelengths is in the highly sensitive region for laser powerbased temperature signal processing. Figure 6.11 shows data from the Figure 6.10 zoomed
in region around the thermal shock time zone indicating that the measurement response
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Figure 6.10: Comparative optical probe and TC measured temperatures over the duration
of the rig operation.
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Figure 6.11: Comparative optical probe and TC measured temperatures over the zoomed in
thermal ramp duration of the rig operation.
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of the TC is under-damped whereby it oscillates around the temperature of the gas. In
contrast, the temperature measurement response of the optical probe is heavily damped
whereby after a fast initial response due to thermal shock, the response slowly (in ∼ 16
min) approaches the temperature of the gas (see Figure 6.11). Assuming that the heat is
transferred from the hot gas to the TC or the optical probe at an exponentially slow rate
(a valid assumption for convective heat transfer thermal systems [LNS04]), thermal time
constants can be determined to give a measure of the thermometer response time . Hence
one can write measured elevated temperature T (o C) = [Tf − Ti ][1 − exp (−t/τ )] + Ti , where
Ti and Tf are the initial and final temperatures, respectively. Using Figure 6.11, a thermal
time constant of 10 s is computed for the TC as this is the time it takes for the TC to reach
63.2% (or 1 - 1/e) of the difference between the thermal ramp start and end temperatures
or for T = 0.632 × (1050 − 87) + 87 = 695 o C. In comparison, using Figure 6.11, the thermal
time constant for the all-SiC probe is computed as a TC comparable 18 s. As mentioned
earlier, this limited dynamic temperature measurement response of the SiC probe owes its
behavior to the probe’s large thermal mass via its present physical size and its current nonoptimal thermal refractory insulation experimental conditions. Nevertheless, the present rig
test data of the investigated all-SiC probe technology has proven its operational robustness
in the harsh conditions of a commercial test combustion rig.
Specifically, Table 6.1 shows the key operational parameters obtained from the probe rig
test. For example, the probe survived 8 thermal up-ramps of 1000 o C, each ramp of ∼ 3
seconds. It is important to note that the on/off modulation depth of the retroreflected signal
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Table 6.1: Summary of all-SiC probe test at Siemens rig.

Combustion rig flame active operation

6 Days

No. of times probe experienced flame light

8 (1 day, 3 flame lights, 5

and thermal shock (temperature ramp of

days, 1 flame light/day)

1000 deg-C in 3 seconds)
Operation with flame ON

26 hours

Operation with flame OFF and blower ON

13.5 hours

Number of combustion heat and cool cycles

8

Days in external rig environment

28 Days

off the SiC optical chip varied from 20:1 to 2:1 during the 28 days of rig tests as different
parts of the external chip zone were optically spoiled to a different degree by the hot chemical
soup in the combustor. Active beam alignment system in the probe is highly effective in
finding a high modulation depth spot on the chip for effective optical power data recording,
again proving the versatility of the smart beam targeting probe design when operating under
harsh conditions of a commercial gas turbine. As the optical power meter is highly sensitive,
even a 2:1 optical power ratio between a 10 o C temperature change provides significant
signal processing resolution to calculate the measured temperature with high (e.g., 0.2 o C)
accuracy.
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6.5

Conclusion

Shown is the design engineering of a temperature sensor network for gas turbines using the
proposed all-SiC probe technology using both wired (fiber) and wireless (freespace) optics.
The probe has been designed, assembled, and tested within the context of a fiber remoted
discrete location sensor network, highlighting its novel operation features for robustness via
active beam alignment and partial vacuum controls. In addition, a single material front-end
temperature sensing probe using sintered and single crystal forms of SiC has been assembled
and tested in a combustion rig. The probe features a hybrid optical design using a standard
silica fiber in the cooler section and a thermally isolated wireless optical link that engages the
hot section of the combustor. The probe showed mechanical robustness, surviving eight near
1000 o C over 3 seconds thermal shocks during flame lightings. The probe provided the appropriate optical signal for temperature sensing and signal processing with rig temperatures
reaching 1200 o C.
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CHAPTER 7
MOTION-FREE HYBRID DESIGN LASER BEAM
PROPAGATION ANALYZER USING A DIGITAL
MICRO-MIRROR DEVICE AND A VARIABLE FOCUS
LIQUID LENS

7.1

Introduction

A Gaussian laser beam is completely characterized for all distances from the source by only
two parameters, i.e., the minimum beam waist radius w0 and the location of the minimum
waist z0 [KL66]. Precise knowledge of these values is critical for many applications including but not limited to laser manufacturing, machining, optical communications, materials
research, optical metrology, radar, and laser damage studies. w0 can in principle be determined by a single beam radius measurement at a large distance from the source [SPT78]
or in the focal plane of a fixed lens placed in the beam path [AHM71, ST77]. In addition, the interference pattern in an unfocused beam generated using a birefringent crystal
gives a measure of w0 [Fal83]. However, to find z0 one has to measure the beam radius
at multiple locations along the beam path [SPT78, HPW85, Nem86]. This multiple mea-
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surement process requires either the motion of optical elements in the beam path or the
motion of the entire beam profiler assembly over large distances, e.g., twice the Rayleigh
range [Joh98], leading to a beam analyzer that is slow, cumbersome, and inherently suffers
from poor measurement repeatability. Beam profilers used to measure the beam radii are
dominated by mechanical knife-edge scanning techniques [SPT78, PMW97, SW72]. Other
less commonly used mechanical techniques include sliding slit [BAC75], translating pinhole
[Sha78], rotating mirror [Wan84], surface plasmon polaritons [DKL04] and encircled energy
principle-based profilers [OPT84]. These mechanical techniques have limited repeatability as
they require high-resolution precision motion systems that are not only expensive but deploy
continuous transverse-direction analog translation of components. Recently introduced is a
new class of all-digital and hybrid analog-digital operation Spatial Light Modulator (SLM)based profilers such as using DMD [SR02, Riz05, RM04, RG05, SR09a] and Liquid Crystal
Display (LCD) [GR07] technologies. The all-digital version of these beam profilers offers the
benefit of excellent SLM chip-based reliability and 100% repeatability in beam profiling via
digital-mode chip operations over instrument lifetimes.
The purpose of this chapter is to introduce and demonstrate a new motion-free beam
analyzer instrument that engages an ECVFL in conjunction with an all-digital DMD-based
beam profiler to accurately measure the parameters of a Gaussian laser beam, i.e. w0 and
z0 . Such an analyzer design does not require any motion of optical elements or the beam
profiler assembly, thus eliminating a key limitation of prior art analyzers. The rest of the
chapter describes the proposed beam propagation analyzer optical design and its experimen-
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tal results. Also shown is how the proposed analyzer can be used to measure the M2 beam
propagation parameter [Sas89, SNS98] of a laser beam.

7.2

Proposed Motion-Free Beam Propagation Analyzer

Figure 7.1 shows the proposed beam propagation analyzer system. The Gaussian laser beam
to be analyzed passes through the ECVFL with a tunable focal length f and strikes the DMD
placed a fixed distance d2 from the electronically controlled lens. A Gaussian beam optical
field at a radial distance r from the optic axis and at a distance z along the beam travel or
optic-axis direction can be represented in terms of its complex q-parameter as [KL66]:

−jkr2
,
2q(z)

(7.1)

1
1
λ
=
−j 2 .
q(z)
R(z)
πw (z)

(7.2)


ψ(r, z) ∝ exp

where

Here w(z) is the 1/e2 beam radius, R(z) is the beam radius of curvature, λ is the laser
wavelength and k = 2π/λ. At the minimum beam waist location z0 , a distance d1 in front
of the ECVFL, the phase front is plane with R(z) = ∞. Using Eq. 7.2, the q-parameter q0
at the minimum beam waist location can be written in terms of the minimum beam radius
w0 as:
1
λ
1
= −j 2 ≡
,
q0
πw0
jzR
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(7.3)

Figure 7.1: Proposed motion-free hybrid-design laser beam propagation analyzer system
using a DMD and an Electronically Controlled Variable Focus Lens (ECVFL). PD1/PD2:
Photo-detectors; PC: Personal Computer.
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where zR is known as the Rayleigh range. After passing through the ECVFL, the laser beam
q-parameter q1 at the DMD plane is given by [KL66]:
q1 =

AjzR + B
Aq0 + B
=
.
Cq0 + D
CjzR + D

(7.4)

Here, A, B, C and D are the elements of the ABCD matrix that defines the transfer of paraxial
rays through the optical system defined between the ECVFL and DMD. The ABCD matrix
for this complete system is a product of three ABCD matrices, specifically, one for d1 distance
free-space propagation, one for transmission through a thin lens with focal length f, and one
for distance d2 free-space propagation. Hence, the required ABCD matrix is given by:

 


 

0 1 d1  1 − d2 /f d1 + d2 − d1 d2 /f 
A B  1 d2   1
.
=


=


 


 

−1/f
1 − d1 /f
−1/f 1 0 1
0 1
C D

(7.5)

Eq. 7.4 can be re-written as:
1
CjzR + D
(CjzR + D)(−AjzR + B)
.
=
=
q1
AjzR + B
A2 zR2 + B 2

(7.6)

Separating the real and imaginary parts, one can furthermore write Eq. 7.6 as:
1
ACzR2 + BD
zR (AD − BC)
=
−j
.
2
2
2
q1
A zR + B
A2 zR2 + B 2

(7.7)

Comparing Eq. 7.7 with Eq. 7.2, one can write:
 
1
λ
zR (AD − BC)
=
=− 2
=−
,
q1
πw (f )
A2 zR2 + B 2

(7.8)

where w(f) is the f-dependent 1/e2 beam radius on the DMD plane. Substituting the values
of A, B, C and D from Eq. 7.5 and the value of zR from Eq. 7.3, Eq. 7.8 can be simplified
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to:
2

w (f ) =

w02



d2
1−
f

2

λ2
+ 2 2
π w0



d1 d2
d1 + d2 −
f

2
.

(7.9)

Next, Eq. 7.9 can be rewritten as:
"
w2 (f ) = w02 (1 − d2 /f )2 +



λ(d1 + d2 − d1 d2 /f )
πw02

2 #
.

(7.10)

In Eq. 7.10, d2 is known and is fixed whereas d1 and w0 are unknown laser beam parameters.
By varying f and measuring the corresponding value of w(f), a set of simultaneous equations
in d1 and w0 can be found. Since there are two unknowns, a minimum of two readings are
required although more readings should be taken so d1 and w0 are determined in the leastsquares sense to account for experimental errors. Note that if the actual minimum beam
waist location is after the ECVFL (and not before ECVFL as shown in Figure 7.1), then d1
would turn out to be of negative value. Once w0 is determined from the calculations, the
beam divergence half-apex angle can be found using [KL66]:
θ=

λ
.
πw0

(7.11)

To measure w(f), knife-edge beam profiling using the DMD-based beam profiler is employed
[SR02, Riz05]. Using software control, each micro-mirror on the DMD can be individually
set to either +θ or −θ tilt state. A virtual knife-edge is formed on the DMD by setting some
micro-mirrors to the +θ (black pixels in Figure 7.1) and the rest to the −θ tilt position (clear
pixels in Figure 7.1). The photo-detectors PD1 and PD2 are set symmetrically along the
optic-axis such that light reflecting off the mirrors in the +θ state falls on PD1 while light
reflecting off the mirrors in the −θ state falls on PD2. This virtual knife-edge is slid across
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the incident beam and the PD1 and PD2 power is simultaneously recorded. The use of two
photo-detectors is important for normalization of the detected power in case the laser beam
power fluctuates during profiling operations [RM04]. Next an error-function is fit to the
acquired data and from this error-function fit, 1/e2 beam radius w(f) is determined [SW72].
The resolution of this measurement is equivalent to the pixel pitch of the DMD.

7.3

Experimental Demonstration

The Figure 7.1 analyzer is set-up as a proof-of-concept experiment in the laboratory. A 10mW λ = 632.8 nm MellesGriot Model 05-LHP-991 He-Ne laser source is used as the input
laser beam. The ECVFL used is a Varioptic Arctic 320 liquid lens with a 3 mm clear aperture.
The liquid lens is a broadband adjustable multi-focus imaging lens that changes focus due to
the electro-wetting process [Var06]. The calibration curve for the liquid lens focal length vs.
the AC drive signal is specified in the product datasheet [Var06]. The response of the liquid
lens is highly repeatable for liquid lens focal length f > 7.7 cm [Ruf07]. The visible band
Texas Instruments (TI) DMD used has a XGA format of 1024×768 micromirrors with a pixel
pitch of 13.68 µm and θ = 12o and is placed a fixed distance d2 = 30.8 cm from the ECVFL.
The profiler detectors PD1 and PD2 are Newport Model 918D-UV having a spectral range
of 200-1100 nm and an active area of 1 cm2 . The power-meter is a dual-channel Newport
Model 2931C with a nW optical power measurement resolution.
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The focal length f of the ECVFL is tuned by varying the AC drive signal duty cycle.
For each value of f, the beam is profiled using the DMD-based profiler. For a value of f =
9.6 cm, Figures 7.2a and 7.2b show the normalized raw optical power data acquired for the
DMD programmed moving knife-edges across the beam horizontal and vertical-directions,
respectively. This raw data is fit with an error function (Figures 7.2c and 7.2d) to generate
Gaussian profiles for the DMD plane laser beam. According to the fit, the horizontal 1/e2
beam radius wH (f = 9.6 cm) is found to be 734.05 µm while the vertical 1/e2 beam radius
wV (f = 9.6 cm) is found to be 729.83 µm. By multiplying the 1-D horizontal and vertical
Gaussian profiles found using the error-function fits, Figures 7.2e and 7.2f show the gradient
and spatial views of the generated 2-D beam profile, respectively. In a similar manner,
the beam is profiled using the DMD-based profiler for other values of f. Table 1 shows the
measured horizontal and the vertical 1/e2 beam radii wH (f ) and wV (f ) corresponding to each
value of f. Note that the values of f are selected such that the ECVFL is essentially aberration
free, typically with ECVFL f-number greater than 20 implying weak lens operations [Joh98].
For example, for a 3 mm diameter ECVFL, f > 6 cm. In addition, the value of d2 is set on
the order of f. This is because a longer d2 would result in the laser beam expanding more
than the size of the DMD while a shorter d2 would result in not enough change in the values
of beam radii when f is varied to give an accurate curve fit.
The Table 7.1 data is curve fit into Eq. 7.10 with known fixed parameters λ = 632.8 nm
and d2 = 30.8 cm using the Levenberg-Marquardt algorithm [Lev44]. Do note that given
that the ECVFL diameter is 3 mm, the weak lensing condition is satisfied as f used are
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 7.2: For the 633 nm laser beam, DMD knife-edge beam profiling results for ECVFL
f = 9.6 cm. (a) Horizontal knife-edge raw optical power data along the beam, (b) Vertical
knife-edge raw optical power data along the test beam, (c) Error-function fit for horizontal
knife-edge data, (d) Error-function fit for vertical knife-edge data, (e) 2-D beam profile
gradient view, and (f) 2-D beam profile spatial view.
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Table 7.1: Corresponding values of ECVFL focal length f and the measured 1/e2 laser beam
horizontal wH (f ) (µm) and vertical wV (f ) (µm) radii.

f (cm)

wH (f ) (µm) wV (f ) (µm)

9.6

734.05

729.83

11.5

549.99

550.78

13.6

412.82

415.72

22.9

177.77

173.87

33.0

208.41

206.07

greater than 6 cm. Figures 7.3a and 7.3b show the curve fitting results for the horizontal
and the vertical beam radii, respectively. The curve fit gives the values of the unknown
parameters w0H = 324.27 µm, d1H = 25.8 cm, w0V = 324.71 µm and d1V = 25.1 cm.
Next, using Eq. 7.11 the beam divergence half-apex angle for both horizontal and vertical
directions is found to be θ = 0.62 mrad. These analyzer measured values compare very well
with the Melles Griot laser datasheet values of minimum beam radius w0 = 325 µm and
beam divergence half-apex angle θ = 0.62 mrad. Note that theoretically the accuracy of
the beam waist measurement is limited by the DMD pixel pitch, although in practice, the
accuracy is expected to be better as using more than two pairs of f and w(f) values and
employing least-squares curve fitting would, in general, even out the errors. The physical
distance between the ECVFL and the laser aperture in the experiment is 22.9 cm. Given
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(a)

(b)

Figure 7.3: Using Table 7.1 data, Eq. 7.10 least squares curve fit for determining test 633
nm laser beam (a) Horizontal beam radius wH (f ) and (b) Vertical beam radius wV (f ).
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the average analyzer measured d1 value is (25.1 + 25.8)/2 = 25.45 cm, the minimum beam
waist is estimated to be formed 25.45 − 22.9 = 2.55 cm inside the laser.

7.4

Measurement of Beam Propagation Parameter M2

The beam propagation parameter M 2 is a measure of the quality of the laser beam, i.e., how
close a given laser beam is to an ideal fundamental T EM0 Gaussian mode and is given by the
square of the ratio of the laser beam divergence to the beam divergence of an ideal Gaussian
beam with the same minimum beam waist [Sas89, SNS98]. Since Eq. 7.10 fits the data
points from the conducted experiment extremely well (see Figure 7.3), it can be concluded
that this particular laser beam is close to a pure Gaussian, i.e., the fundamental mode T EM0
is dominant implying a value of M 2 close to 1. However, the same technique can be used
to estimate laser beam parameters for multi-mode laser beams by incorporating the M 2
factor into Eq. 7.10. For multimode beams, the beam radius is M times larger everywhere
compared to the embedded fundamental mode [Sas89]. Therefore, the multimode beam
radius W(f) at the DMD plane and the minimum beam radius W0 can be written in terms
of the corresponding fundamental mode radii as [Sas89]:

W0 = M w 0

(7.12)

W (f ) = M w(f )

(7.13)
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Inserting Eq. 7.12 and 7.13 into Eq. 7.10 yields:
"
W 2 (f ) = W02 (1 − d2 /f )2 +



M 2 λ(d1 + d2 − d1 d2 /f )
πW02

2 #
.

(7.14)

In this case, in addition to W0 and d1 , there is a third unknown parameter M. Therefore at least three sets of f and W(f) readings are required to find the unknown parameters. Unlike fundamental-mode Gaussian beams where 1/e2 beam radius definition is used,
for multi-mode beams the International Standards Organization (ISO) has recommended
second-moment radius definition to be used as the standard for beam radius [Int]. According
to this definition, the beam radius is given by twice the standard deviation of the irradiance
distribution of the laser beam as sampled by a pinhole translated across the beam [SNS98].
Most importantly, the second-moment beam radius W(f) can also be readily measured using
the DMD-based profiler as a pinhole profiler [SR09a]. In this case, a virtual pinhole is moved
across the DMD and the corresponding PD1 and PD2 power data are recorded to generate
a pinhole irradiance profile I(x,y) of the incident laser beam. The second-moment horizontal
beam radius WH (f ) is then given by [SNS98]:
sP P
I(x, y)(x − x0 )2
x
Py P
WH (f ) = 2
.
x
y I(x, y)

(7.15)

P P
x
y I(x, y)x
x0 = P P
.
x
y I(x, y)

(7.16)

where

x0 is the centroid of the beam in the x-direction. In the same way, the vertical direction
beam radius WV (f ) can be calculated. Once W0 and M are determined by least-squares
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curve fitting, the multi-mode laser beam divergence is calculated as [Sas89]:

Θ=

M 2λ
.
πW0

(7.17)

Note that the prior art techniques [Joh98, SJ93, ST93] rely on measuring second-moment
beam radii using mechanically translating pinhole profilers which typically requires moving
the mechanical pinhole at about 10,000 locations over the beam zone, a process that is
especially susceptible to repeatability issues. In comparison, the proposed analyzer has the
inherent digital pinhole location 100% accuracy via the DMD chip structure leading to a
powerful attribute for multimode laser beam characterization.

7.5

Conclusion

For the first time, proposed and demonstrated is a laser beam propagation analyzer system using a liquid ECVFL and a DMD. Analyzer experiments conducted with a 633 nm
wavelength laser beam of manufacturer defined parameters shows the analyzer to accurately
measure the beam specifications. This analyzer can not only be used to precisely determine
the parameters of a single mode Gaussian laser beam as demonstrated, but can also be
used to measure multi-mode laser beam parameters. The proposed analyzer uses complete
electronic control and eliminates the need for any motion of precision optics, thus promising excellent reliability, speed and repeatability. Future work will focus on experimentally
demonstrating the M 2 measurement capability of the analyzer.
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CHAPTER 8
DEMONSTRATION OF PINHOLE LASER BEAM PROFILING
USING A DIGITAL MICROMIRROR DEVICE

8.1

Introduction

Over the years, a number of laser beam profiling techniques have been developed [AHM71,
Gv75, Wan84, BAO86, DKL04, PJZ08, RJ04, SC07], mostly dominated by the classic knifeedge beam profiler method that apply to common Gaussian profile laser beams. To truly
recover an arbitrary power profile laser beam without beam perturbing optics, the motion of a
mechanical pinhole using electronically actuated translational stages has also been proposed
and deployed in a commercial DataRay, Inc. profiler. Because laser beam zones can require
over 100 × 100 pinhole positions for high resolution maps, over 10,000 repeatable pinhole
positions for profiling must be maintained over repeated operations of the profiler instrument
over its life-time. To overcome this challenge, proposed is the concept of digital SLM-based
beam profilers [SR02, GR07, Riz05] such as using DMD and Liquid Crystal Display (LCD)
SLMs. The DMD and the LCD-based beam profilers [GR07] are both favorable technologies having their respective advantages. While a DMD-based profiler has low polarization
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sensitivity and a faster speed of operation, an LCD-based profiler has the advantage of profiling very large beams as well as having higher lifetime reliability due to its no-moving-parts
SLM design. In particular, the DMD-based profiler has been demonstrated as a knife-edge
beam profiler for Gaussian beams [SR02, RM04, RG05]. The purpose of this chapter is to
demonstrate the all-powerful pinhole beam profiling operation using the proposed DMDbased laser beam profiler. In addition, the DMD-based profiler is tested with UV Gaussian
laser beams, presently a difficult challenge at high powers for camera-based UV profilers.
Note that UV laser beams have important applications in device fabrication foundries where
regular monitoring of beam quality is critical for correct device feature realizations.

8.2

Pinhole Profiling using DMD-based Optical Beam Profiler

Figure 8.1 shows the DMD-based beam profiler as part of a setup for demonstrating pinhole
beam profiling of arbitrary shape and power distribution beams. The beam to be profiled
is normally incident on the DMD where each micromirror via software control can be set
to a +θ tilt state or a −θ tilt state. As Figure 8.1 shows, a virtual pinhole is made on the
DMD surface by setting the micro-mirrors comprising the pinhole zone to a +θ tilt direction
(black pixel in Figure 8.1) with the rest of the micromirrors set to the −θ tilt direction (clear
pixel in Figure 8.1). The photo-detectors PD1 and PD2 are set symmetrically along the
optic axis. When the micromirrors in the chosen pin-hole zone are in +θ state, the reflected
pin-hole zone light falls on PD1. At the same time, the non-pinhole zone micromirrors are
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Figure 8.1: Proposed DMD-based pinhole laser beam profiling system with arbitrary test
beam generator. L1/L2: Lasers; P1/P2: Polarizers; MO1/MO2: Micro-objective lenses;
PH1/PH2: Pinholes; S1/S2/S3/S4: Spherical Lenses; BS: Beam Splitter; PD1/PD2: Photodetectors; PC: Personal Computer.
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set to the −θ state and this zone’s reflected light falls on PD2. Thus, a software controlled
virtual pinhole is formed on the DMD surface that can be moved over the 2-D beam zone
to sample the power profile of the incident laser beam enabling the formation of a pinhole
laser beam profiler. The use of two photo-detectors is important for normalization of the
detected power in case the laser beam power fluctuates during profiling operations [RM04].
The power of the DMD provides near one million pinholes for beam profiling with 100%
digital repeatability of the pinhole positions. Nyquist sampling theory sets the limit on the
spatial resolution of the programmed pinhole beam profiler. The profiled resolution of the
sampled beam is the size of the programmed pinhole in the DMD.
In order to demonstrate high spatial resolution pinhole beam profiling, part of Figure
8.1 shows a novel method to generate arbitrary laser beam patterns using an optically addressed electrically programmed NLC SLM, specifically, the Hamamatsu Parallel-rub Alignment NLC SLM called PANLC-SLM. The PANLC-SLM module consists of a parallel-rub
reflective-mode non-pixelated NLC SLM where the read light strikes and a transmissivemode pixelated NLC SLM where the write beam is incident. Using computer control, the
write SLM is loaded with the required test pattern desired on the high power laser beam.
Hence, collimated write light after passing through the write SLM gets spatially intensity
modulated according to the test pattern. The read and write SLMs are coupled through a 1:1
imaging system. The optical birefringence at each (x,y) coordinates point on the read SLM
is set according to the intensity profile of the write beam. This optical phase modulation
information is picked up as a relative phase on one of the two orthogonal polarizations in
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the collimated read light beam incident on the read SLM. The test pattern phase-modulated
read beam is reflected off the surface of the read SLM and Beam Splitter (BS) and converted
into an intensity modulation pattern using the polarizer P2 aligned at 45 degrees to the read
SLM nematic director. Next, imaging lenses S3 and S4 are used to magnify or de-magnify the
test pattern intensity modulated light beam used for testing the pinhole profiling capability
of the DMD-based profiler.
The DMD-based profiler can also be used to profile pulsed laser beams. In this case, the
time TD at each DMD micromirror pattern setting is programmed to be a K integer multiple
of the laser pulse rate fL , i.e., TD = K(1/fL ). The photo-detector power meter readings
are also set to have integration times equal to TD and hence are synchronized with the laser
pulse rate. A large K can be chosen to improve profiling data given a particular laser power
level.

8.3

Experimental Demonstration

The Figure 8.1 system is set up in the laboratory to generate high resolution beam patterns
to show the unique 2-D pinhole profiling capability of the proposed DMD-based profiler. For
the write laser, light from a 30 mW 633 nm He-Ne laser is expanded and collimated using a
10× micro-objective lens MO2, a spatial filtering pinhole PH2 of 15 µm and a collimating
lens S2 with focal length 40 cm. This light strikes the write side of the Hamamatsu PANLCSLM. The write NLC SLM has 480 pixels × 480 pixels.with a pixel size of 41.7 µm × 41.7
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µm and SLM active area 2 cm × 2 cm. For the read light, a 500 mW 532 nm laser is
collimated using a 10× micro-objective lens MO1, a 10 µm pinhole PH1 and a 5 cm focal
length collimating lens S1. Since the molecular nematic director of the read SLM is along the
horizontal x-direction, the read light is polarized at 45o using polarizer P1. The optical phase
modulation on the reflected read light according to the pattern on the pixelated write SLM is
converted into intensity modulation once it passes through the second polarizer P2 positioned
at -45o . This intensity modulated light is imaged onto the DMD with a de-magnification
factor of 4 using lenses S3 and S4 with focal lengths 40 cm and 10 cm, respectively . The
visible band DMD used has a XGA format of 1024 × 768 micromirrors with a pixel pitch of
13.68 µm and θ = 12o . The profiler detectors PD1 and PD2 are Newport Model 918D-UV
having a spectral range of 200-1100 nm and an active area of 1 cm2 . The power-meter is a
dual-channel Newport Model 2931C with a nW optical power measurement resolution.
Figure 8.2a shows the image that was loaded onto the write NLC SLM. The black and
white lines in the image are each 6 NLC pixels wide. Since the pixel size on the write SLM
is 41.7 µm × 41.7 µm, the lines are 250 µm wide. This test pattern is acquired by the read
light and is ideally de-magnified 4:1 resulting in a calculated 62.5 µm line size on the test
beam at the DMD plane. Figure 8.2b shows the CCD camera image of this test pattern
embedded on the laser beam under test by the DMD profiler. Figure 8.2b also shows that
the intensity of the beam is not Gaussian but is darker on the left-side as compared to the
right side. As seen by the CCD camera, the test pattern line width and the null-to-null
size of the laser beam are measured to be 63.8 µm and 1.28 cm, respectively. Figures 8.2c
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 8.2: (a) 480 × 480 pixels parallel lines pattern loaded onto the PANLC-SLM. (b)
Generated test beam as observed on a CCD camera placed at DMD plane. (c) Horizontal
knife-edge raw data along the test beam and (d) Vertical knife-edge raw data along the
test beam. (e) 2-D beam profile obtained using knife-edge profiling. (f) 2-D beam profile
obtained using DMD-based pinhole profiling.
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and 8.2d show the horizontal and vertical knife-edge profiles of this beam using the DMD
profiler operating in its 2-D knife-edge mode. In this case, like traditional moving knife-edge
profilers, the DMD micromirrors are programmed to implement x and y direction moving
knife-edges across the beam. The horizontal profile can be seen to depict the effect of the line
pattern in the laser beam where the power increases along the bright part of the laser beam
while it remains constant along the dark part. By fitting an error function on Figure 8.2c
and 8.2d raw data, a 2-D Gaussian beam profile shown in Figure 8.2e is generated for the test
beam. As expected, classical knife-edge beam profiling fails to generate the correct profile
of the test beam. Given the measurement limits of the Newport power meter and deployed
532 nm laser power, next the DMD profiler implements the more appropriate pinhole beam
profiling of the test beam with a programmed pinhole size of 2 × 2 DMD micro-mirrors or
27.36 µm × 27.36 µm and TD set to 75 ms. The result is shown in Figure 8.2f, indicating
that the line pattern on the laser beam as well as its non-Gaussian intensity profile are both
completely recovered. Here, each pixel in the Figure 8.2f plot corresponds to 2 micromirrors
of the DMD as the pinhole area was set to 2 × 2 micromirrors. The Figure 8.2f data gives a
measured line width size of 64 µm and a null-to-null beam size of 1.28 cm that are indeed
near equal to the programmed test pattern line size and beam size observed on the CCD.
To test the UV profiling capability of the DMD profiler, a raw Gaussian laser beam is
used from a 10 Hz pulsed 337 nm laser. The total integration time TD of the detector for
each setting of the DMD is set to 3 s. As fL = 10 Hz, one has K = fL × TD = 30. For
this UV beam, Figures 8.3a and 8.3b show the raw horizontal and vertical knife-edge beam
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(a)

(b)

(c)

(d)

Figure 8.3: (DMD-based knife-edge beam profiling results for pulsed UV laser beam. (a)
Horizontal knife-edge data. (b) Vertical knife-edge data. (c) 2-D beam profile gradient view,
and (d) 2-D beam profile spatial view.
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profiles, respectively. Error-functions are fit to these profiles, also shown in Figures 8.3a and
8.3b, to generate respective Gaussian profiles for the UV beam. According to the fit, the
horizontal beam waist is found to be 332 µm while the vertical waist is found to be 561 µm.
Figures 8.3c and 8.3d show the gradient and spatial views of the 2-D beam profile generated
by the DMD profiler generated by multiplying the 1-D horizontal and vertical Gaussian
profiles found using the error-function fit. This experiment shows that despite the stated
visible band design of the deployed TI DMD, the micromirrors have adequate reflectivity for
profiling operations in the UV band down to 337 nm.

8.4

Conclusion

For the first time, experimentally demonstrated is the versatile pin-hole profiling capability
of the DMD-based optical beam profiler to enable profiling of arbitrary shape and intensity
laser beams. Furthermore, it is shown for the first time that, despite the visible band design
of the TI DMD chip, the DMD profiler can be used for profiling pulsed ultra-violet laser
beams. Note that the resolution of the demonstrated pinhole profiler can be improved by
the DMD sub-pixel motion technique shown in [RG05].
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CHAPTER 9
DEMONSTRATION OF THREE DIMENSIONAL OPTICAL
IMAGING USING A LIQUID CRYSTAL ELECTRONIC
LENS-BASED CONFOCAL MICROSCOPE

9.1

Introduction

Confocal microscopes are widely used for 3-D imaging of microscopic objects. In the basic
confocal microscope, a point source is focused onto the sample using an objective lens. The
reflected or transmitted light, depending on which configuration is used, is collected by the
same or a different objective lens and focused on a tiny pinhole in front of the detector
using a spherical lens. The size of the pinhole is chosen to let only the central part of the
Airy pattern hit the detector. This ensures that only the rays coming from the image focal
plane can reach the detector while all the out-of-focus light is rejected. This confocal process
strongly increases image contrast and hence is a powerful tool to implement 3-D imaging
[Min61, Wil90, CK96, RAW99]. The confocal process also vastly reduces background fluorescence from out-of-focus parts of the sample which cannot be done in standard optical
microscopy. Most present-day confocal microscopes use a combination of mirror-based beam
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scanning for transverse (or x-y) beam motion and piezoelectric mechanical motion of sample
stage or objective to achieve z-direction or axial scans to complete data acquisition for 3-D
imaging of test samples. As piezoelectric stages have inherent hysteresis issues, the system
uses complex feedback controls to maintain scan motion operational accuracy. Fast axial mechanical motion of the objective or sample that are typically coupled via an index matching
fluid (e.g., oil) can cause mechanical forces to develop within the sample structure, in particular, a live sample. Hence, it would be highly useful to remove these axial motion-based
mechanical forces on a sample by using an Electronic lens or E-lens to electronically change
the axial focus position on a sample. Ultimately, one can deploy no-moving parts optical
scanners within the microscope system to enable a 3-D scanning optical beam on the specimen under observation. The scanning operation can move a beam focus in one (linear), two
(transverse scan), or three dimensions (transverse + axial). For example, the use of multiple
wavelengths coupled with dispersive media to implement optical beam scanning goes back to
laser radar designs in 1971 [For71]. Thereafter, the use of a chromatic lens with wavelength
encoding for axial scans dates back to 1984 for profilometry [MPP84, BAB92], and the same
concept was used for microscopy designs [Pic90, TU94]. Later, use of multiple wavelengths for
spatial phased array mapping at the exit of a Single-Mode Fiber (SMF) for biomedical ultrasonic ultra-compact probe design was introduced in 1995 [Riz96a, Riz98]. Further extensions
of the wavelength-to-space mapping concepts occurred for designing no-moving parts one dimensional (1-D) scanning (or stare-mode) [TWB98, RH99, RY00, YRR01, YR02, TSB02]
and two dimensional (2-D) optical scanning microscopes and free-space laser communication
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systems [YAR03, YR04]. Although, this design is elegant and highly useful for intra-cavity
applications [Riz96b, RY02], the wavelength encoding of a beam’s spatial nature assumes
the beam-sample interaction to be uniform and furthermore puts broadband performance
constraints on all optics used to make the scanning microscope. Hence, a wavelength insensitive optical scanning design like traditional scanning mirrors coupled with sample (or
objective) motion is preferred today. Nevertheless, next generation electronically controlled
no-moving parts optical beam 3-D scanners have been suggested to play a positive role in
application dependent scanning microscopy instruments [Riz04].
Continuing along the same theme of wavelength independent microscopy, recently, proposed is the use of electronic optical scanning technology (e.g., LC and mirror-based methods) to alleviate the moving parts scanning burden for confocal microscopes [RB04]. Independently, researchers have pursed using electronically controlled Micro-Electro-MechanicalSystems (MEMS) mirror [QPM04] and fluidic [DHZ05] lens scanning for Optical Coherence
Tomography (OCT) imagers, including the use of an acousto-optic electronically controlled
cylindrical lens for axial scanning in multi-photon laser scanning microscopy [RS05]. LC Elens technology can be used in a basic confocal microscopy set-up to enable no-moving parts
axial scanning to realize depth direction scans of electronic and optical materials to produce
material one dimensional profile sections [KR06]. Also shown is how the earlier developed
LC E-lens-based confocal design can be applied to a full 3-D scan commercial confocal and
near-field microscopy system, a WITec AlphaSNOM [RSW07]. The focus of the this chapter
is to provide the first-step in acquiring and studying the 3-D imaging data from a blood
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vessel slide sample viewed with the LC E-lens confocal microscope. The rest of the chapter
describes the proposed LC E-lens confocal microscopy system and its experimental results.

9.2

Proposed E-Lens based Axial Scanning Confocal Microscope

The proposed confocal microscopy approach shown in Figure 9.1 in a reflection-mode uses
the concept of programmable weak thin lens cascading with a strong fixed focal length
microscope objective lens to form a variable focal length objective. A transmission-mode
system would involve an additional E-lens placed below the second objective under the
sample [RB04]. A commercially available full 3-D scanning confocal microscope, WITec
AlphaSNOM is modified by inserting a LC E-lens in the sample arm of the microscope.
The sample is illuminated using coherent light in the visible region of the electromagnetic
spectrum. This light is coupled into a polarization maintaining SMF using a fiber-coupler
which is connected to the body of the microscope. This arrangement can be used to get
either p- or s-polarized light inside the microscope body depending on the polarization of
the incident light and the direction in which the fiber is connected to the microscope body.
This is important in order to have the light polarized along the director of a polarizationbased E-lens such as an LC material-based E-lens. Once inside the microscope body, the
light is collimated using an achromatic lens system. In the sampling arm, the light passes
through the E-lens and the objective lens system placed a distance d apart from each other
and is focused onto the sample. The reflected light from the sample goes into the detection
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Figure 9.1: Proposed electronic lens-based axial scanning 3-D imaging confocal microscope
system realized by modifying a WITec AlphaSNOM 3-D imaging system.
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(a)

(b)

Figure 9.2: Working principle of (a) Standard confocal microscope with moving objective
(or sample), (b) E-lens based confocal microscope. Dashed lines show the modified beam
path when the E-lens is turned on to change focus.
arm and is coupled into a collection fiber using a tube lens. The core of this collection fiber
acts as the confocal pinhole and rejects the out-of-focus light. An avalanche photodiode in
photon-counting mode is used as the detector, although a lower cost PIN photo-diode can
also be used in the system. The sample is scanned in the x- and y-directions using precision
piezo-electric stages built into the microscope. However in the axial or the z-direction, the
sample is fixed and scanning is achieved by just varying the drive signal of the E-lens.
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Figure 9.2 further illustrates the difference between the standard confocal microscope
and the E-lens based confocal microscope. When the E-lens is used, the focal plane can be
electronically changed by varying the drive signal. The E-lens adds weak positive lensing to
the incident light which is then focused onto a plane that is closer to the micro-objective lens
than its original focal plane (see Figure 9.2b). The light from this new plane is then imaged
onto the confocal pinhole. The axial scan range depends on the type of micro-objective used
and the effect of spherical aberrations introduced by the physical placement of the E-lens
coupled to an optimized objective and the E-lens’s non-ideal wavefront control operations.
For a higher Numerical Aperture (NA) micro-objective, the scan range is lesser and vice
versa. Ideally, for an aberration-free objective optimized axial mechanical motion-based
confocal microscope, the transverse and axial resolutions are given by [RAW99]:
λ
,
NA

(9.1)

nλ
.
N A2

(9.2)

dT r = 0.46
dAx = 1.4

Here λ denotes the wavelength of incident light, NA is the numerical aperture of the microobjective while n is the refractive index of the object medium. The E-lens and the microobjective lens together form a two-lens system, the effective focal length fe of which is given
by:
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(9.3)

Here fm and fel are the focal lengths of the microscope objective lens and the electronic
thin lens, respectively. d is the separation between the two lenses. fm remains fixed while
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fel changes as the drive signal to the E-lens is changed. Do note the Figure 9.2 model is a
basic illustration of the E-lens based varying focal length confocal microscope as in practice,
a micro-objective assembly consists of several lenses instead of just one spherical lens.

9.3

Experimental Demonstration

For a first step proof-of-concept experiment to demonstrate simple controlled biological sample imaging, the Figure 9.1 setup is realized by modifying a WITec AlphaSNOM confocal
microscope by inserting the LC E-lens at a distance d = 5 cm from the objective lens in the
sample arm of the microscope. The LC E-lens used for our experiment is based on Nematic
Liquid Crystal (NLC) technology and enables microscope objective focal length changes via
adjustment of the electronic lens drive frequency. Details on this NLC E-lens and its effects
on confocal microscopy parameters such as Point Spread Functions (PSFs) and aberrations
are previously described in [KR06, LBV00]. This NLC E-lens has a 5 mm diameter active
lens area. The focal length of this NLC E-lens is from infinity to 1 m for a frequency change
from 0 to 60 kHz. The device uses a 25 µm thick NLC layer sandwiched between glass layers
making an 8 mm thick optical device. The transmission of the device is 70% at 633 nm.
The light source used is a MellesGriot 15 mW 633 nm He-Ne laser which is coupled into a 4
µm SMF. A combination of various power neutral density filters are used between the laser
and the fiber-coupler to control the amount of light illuminating the sample. The tube lens
used in the detection arm to focus the reflected light onto the confocal pinhole has a focal
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Figure 9.3: Cross-Section of Pig Artery from CDC Slide produced using standard optical
microscope.
length f = 16 cm. The core of the collection fiber has a diameter of 8 µm. Two different
micro-objectives, a 60× (NA = 0.8) and a 20× (NA = 0.4), are used to get two different
sets of data as explained in the following paragraphs.
Figure 9.3 shows a cross-sectional view and dimensions of an approximately two months
old pig artery in a Center for Disease Control (CDC) slide No.IHC04-115, Hemediagnostic
S-100D. 3-D images (i.e., xy transverse image at different z or axial scan locations and
xz/yz scans) of this pig artery have been realized using both the conventional all-mechanical
scanning confocal microscope and the modified NLC E-lens-based confocal microscope using
a 60× (NA = 0.8) micro-objective. Figure 9.4 shows transverse (or cross-sectional) views of
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(a)

(b)

(c)

Figure 9.4: Artery sample 50 µm × 50 µm cross-sectional or transverse (x-y) scan of 500 pixels × 500 pixels with a 60× objective using (a) Conventional All-Mechanical Scan Confocal
Microscope, (b) Modified Confocal Microscope using NLC E-lens set for a 5 µm focal length
change, and (c) Modified Confocal Microscope using 5 µm focus change on-state E-Lens and
a counter-direction 5 µm axial/depth scan position offset via mechanical motion to recover
Figure 9.4a image.
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the Figure 9.3 marked square targeted area. The scans in Figure 9.4 are 500 pixel × 500
pixel with motion step of 0.1 µm enabling a 50 µm × 50 µm imaged zone. Figure 9.4a
data is obtained by using the mechanical z-stage motion to position the confocal depth at a
chosen position within the artery. Next, with the mechanical z-stage at the same location,
the NLC E-lens is turned on for a 5 µm focal shift (∼ 3.5 axial imaging bins/focal depths)
and a transverse scan is taken (see Figure 9.4b). The change in focus caused by the Elens is clearly visible. With the E-lens still on, Figure 9.4c data is obtained by moving the
mechanical z-stage by a distance of 5 µm to recover the desired known axial location and then
a mechanical cross-sectional scan is implemented. As expected, Figure 9.4a and Figure 9.4c
views are visually similar. Figure 9.5 data is acquired with a gold mirror as a sample target
and using the calibrated axial motion stage of the WITec AlphaSNOM microscope. With
this experimental arrangement of the high 0.8 NA 60× micro-objective, a total scan range
of 19 µm is measured using the NLC E-lens drive frequency up-to 11 kHz. The deployed
E-lens can also be driven at frequencies up to 60 kHz which results in a higher scan range,
e.g., 125 µm, although at the cost of higher spherical aberrations.
In the second part of the experiment, the 60× micro-objective is replaced with a 20×
(NA = 0.4) micro-objective. Figure 9.6 shows the white light image of the sample along
with the marked 80 µm by 80 µm targeted area that is imaged by the microscope. This
time the targeted area is along the edge of the artery. Transverse images at four different
axial locations (∆z = 0, 5, 15 and 25 µm) are taken using the standard microscope and
the modified NLC E-lens based microscope shown in Figures 9.7a, 9.7b, 9.7c, 9.7d and
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Figure 9.5: Example measured change in axial focus position in the NLC E-lens based
confocal microscope with a 60× (NA = 0.8) micro-objective as a function of E-lens drive
frequency selected to 11 kHz.
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Figure 9.6: White light image of pig-artery produced using the WITec AlphaSNOM with a
20× micro-objective. The square zone shows the 80 µm × 80 µm area imaged in Figure 9.7.
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(a)

(b)

(e)

(f)

(c)

(g)

(d)

(h)

Figure 9.7: Artery sample 80 µm × 80 µm cross-sectional or transverse (x-y) scan of 400
pixels × 400 pixels with a 20× objective using (a), (b), (c), (d) conventional all-mechanical
scan confocal microscope at axial scan locations ∆z = 0, 5, 15, 25 µm, respectively. (e), (f),
(g), (h) modified confocal microscope using NLC E-lens set for focal length changes of 0, 5,
15, 25 µm, respectively.
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Figures 9.7e, 9.7f, 9.7g, 9.7h, respectively. These scans are 400 pixels by 400 pixels taken
with a motion step of 0.2 µm in the lateral direction. For the standard microscope, the
axial locations are varied by mechanically moving the micro-objective lens while for the Elens based microscope, the sample and the micro-objective are fixed while only the drive
signal to the NLC E-lens is varied. The corresponding scans shown side-by-side in Figure
9.7 are similar to each other, thereby showing the first step proof-of-concept 3-D imaging
results of this system. A quantitative analysis showing the similarity between these scans is
undertaken in Section 4. Do note that the scan range in this case is a factor of ∼ 2.5 greater
than the corresponding scan range with a 60× micro-objective. Implemented was electronic
and mechanical axial direction scanning over a 25µm zone that was more than adequate to
scan the pig artery. Figure 9.8 shows example 500 pixels × 500 pixels x-z axial scan data
using the 60× (NA = 0.8) objective with x-motion step of 0.1 µm and z-motion step of 0.1
µm. Figure 9.8a is xz axial scan data using the standard motion-based WITec AlphaSNOM
while Figure 9.8b is xz axial scan data using the NLC E-lens-based WITec AlphaSNOM.
The Figure 9.8 data shows that the whole blood vessel is around 25 µm thick. Using the
E-lens, the scan in Figure 9.8b is displaced by 5 µm in the z-direction as compared to the
scan in Figure 9.8a. Compared to the Figure 9.8a data, Figure 9.8b data shows a drop
in acquired axial scan light levels as axial focus position optical power was shown earlier
to decrease as the E-lens focusing power increases [KR06]. Also note that the addition of
the E-lens has resulted in horizontal stripes in the image. This is most likely the result of
reflections introduced inside the microscope by the E-lens, which may be eliminated using an
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(a)

(b)

Figure 9.8: Artery sample 50 µm × 50 µm axial (x-z) scan of 500 pixels × 500 pixels with
a 60× objective taken at y scan location y = 0 µm using (a) conventional all-mechanical
scan confocal microscope and (b) modified confocal microscope using NLC E-lens set for a
5 µm focal length change. Vertical axis is the z-axis and horizontal axis is the x-axis in the
photographs.
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antireflective coating on the E-lens. Figure 9.9 shows the axial scans taken with the E-lens
set for various higher focal length changes resulting in higher z-displacements as compared
to Figure 9.8a. One can clearly observe the changing z-position of the blood artery as the
E-lens changes its focusing power.
Note that the present NLC E-lens can be reset in a rather slow 1 s. Nevertheless, these
slow NLC E-lenses can be cascaded in a digital LC lens design shown earlier in [RK03] that
can lead to a much faster (e.g., 1 microsecond) reset time, enabling capture of fast temporal
effects in biological samples such as neurons. Hence, the use of the single NLC lens as done
in this paper is a first step in achieving the fast E-lens confocal microscope design.

9.4

Data Analysis

In the previous work using this NLC E-lens in a confocal microscope, typical confocal microscopy parameters were presented such as with and without E-lens axial PSFs and system
transverse resolutions in the presence and absence of E-lens operations using a given resolution sample (i.e., optical waveguide chip) [KR06]. These 3-D imaging results of the
homogenous material (Indium Phosphide) optical chip indicated comparable performance
levels of the without E-lens and with E-lens systems, given the presence of the E-lens based
spherical aberrations due to NLC lens performance and optical design of the E-lens engaging
an aberration optimized objective lens [KR06]. Given these positive results, the next step in
the experimentation was to deploy a typical inhomogeneous (non-specular) material sample
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Figure 9.9: Artery sample 50 µm × 50 µm axial (x-z) scan of 500 pixels × 500 pixels with
a 60× objective taken at y scan location y = 0 µm, using a NLC E-lens set for focal length
changes of (a) 4 µm (b) 5 µm (c) 8 µm (d) 11 µm (e) 16 µm (f) 22.5 µm. The vertical and
horizontal axes correspond respectively to the z-axis and the x-axis in the photographs.

126

such as a biological sample, i.e., the pig artery in a glass slide. Section 3 already presented
some axial scans of this blood vessel. Figure 9.4 and Figure 9.7 data where shown at xy
or transverse scans at selected axial or z-scan locations. Since the scans are from a biological sample with unknown internal or 3-D structure, a possible method commonly used in
computer vision engineering is correlation of images by implementing computer-based image
processing. Thus, here too, as a first step, deployed is the image correlation technique to
compare the axial scans obtained via the mechanical motion WITec AlphaSNOM and the
E-lens based WITec AlphaSNOM.
The 2D normalized cross correlation function between two images f(x,y) and g(x,y) is
given as [GW92]:
− f¯][g(x − u, y − v) − ḡ]
.
q
¯]2 P [g(x − u, y − v) − ḡ]2
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(x,
y)
=
f
x,y
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P

r(u, v) = qP

x,y [f (x, y)

(9.4)

where f¯ and ḡ are the respective mean values of the two images. The values of this function
are bound between -1 and 1 with a value of 1 denoting maximum positive correlation when
f (x, y) = g(x, y) and u = 0, v = 0. A value of 0 indicates no correlation while a value of -1
indicates a negative correlation implying f (x, y) = −g(x, y).
The Figure 9.7 images taken from both the standard WITec microscope and the modified
NLC E-lens based microscope are correlated against each other to determine as a first step
the quality of our experimental results. The correlation results for each of the four locations
of the blood vessel are shown in Figure 9.10. The results show high peak correlation values of
0.91, 0.86, 0.90 and 0.81 for focal shifts of 0, 5, 15 and 25 µm, respectively. These preliminary
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(a)

(b)

(c)

(d)

Figure 9.10: Cross-correlation results between Figure 9.7 data scans taken using the standard
confocal microscope and the E-lens based confocal microscope at ∆z scan locations of (a) 0
(b) 5 (c) 15 and (d) 25 µm.
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results show that the blood artery information taken at different axial or z-scan locations
using the NLC E-lens based confocal microscope are reasonably similar to the data taken
using the standard mechanical motion microscope. Figure 9.11 shows similar correlation
data for the Figure 9.4 data. Specifically, Figure 9.11a shows the auto-correlation (peak
value = 1) of the mechanically in-focus data, i.e., Figure 9.4a. Figure 9.11b shows the
cross-correlation between the mechanically in-focus data of Figure 9.4a and the out-of-focus
data of Figure 9.4b produced by controlling the NLC lens. The cross-correlation peak is
0.64. On the other hand, Figure 9.11c shows the cross-correlation between the mechanically
in-focus data of Figure 9.4a and the NLC E-lens based in-focus data of Figure 9.4c with
a cross-correlation peak of 0.71. These autocorrelation and cross-correlation data give a
preliminary indication of the level of performance achieved by the demonstrated NLC E-lens
based microscopy system. It is important to point out that a better parameter to quantify
the biological 3-D microscopy performance is the axial and transverse PSFs, and this will
be attempted in a future experiment using defined 3-D targets such as various sizes of metal
beads in a scattering medium.
The departure of these preliminary data correlation values from the ideal value of 1 is
primarily due to optical aberrations introduced into the system due to the presence and
operation of the E-lens. The most significant aberration caused by this NLC E-lens is
spherical aberration [LBV00] and is primarily caused by the non-linear part of the electrooptic response of the liquid crystal. This aberration is not uniform over the aperture of the
lens and in fact, changes sign as we move from the center to the edge of the lens. This
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(a)

(b)

(c)

Figure 9.11: (a) Auto-correlation of Figure 9.4a in-focus data scan, (b) Cross-correlation of
Figure 9.4a in-focus data scan and Figure 9.4b NLC E-lens out-of-focus data scan, and (c)
Cross-correlation of Figure 9.4a in-focus data scan and Figure 9.4c NLC E-lens in-focus data
scan.

130

Figure 9.12: Difference between the Gaussian image point and the point of best focus in the
presence of spherical aberration in an imaging system.
aberration is also different for different values of the drive signal (i.e. focus change). Note
that each micro-objective is carefully designed for optimal focus, i.e., Gaussian focus point
when using a collimated or plane wave input beam. By placing an E-lens before the microobjective entrance face, one deviates from this optimal condition by introducing spherical
wavefronts to the objective. These spherical wavefronts add to the already present E-lens
device imperfection based spherical aberration in the overall imaging system.
When no spherical aberration is present in an imaging system, all rays are focused to a
single point known as the Gaussian image point. However, in the presence of spherical aberration, rays away from the optic axis are focused at slightly different locations as compared
to the rays close to the optic axis (see Figure 9.12). The point where the rays close to the
optic axis are focused is known as the ’paraxial focus’ or the Gaussian image point while the
point where rays close to the edge of the lens are focused is known as the ’marginal focus’.
The point of best focus (commonly known as the ’circle of least confusion’) is defined as the
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point where the resultant focused optical blur spot is the smallest and occurs somewhere in
between the paraxial and the marginal foci [GS92]. The size of this smallest optical spot
would be larger than the corresponding smallest optical spot in the absence of any spherical
aberration. With respect to the proposed E-lens based microscope, a point to note is that
instead of the point of best focus, the Gaussian image point is still being imaged onto the
confocal pinhole. This is what causes the decrease in lateral resolution as evidenced by the
slight blurring of the data features as seen in the scans taken using the NLC E-lens based
microscope. An important point to notice here is that this aberration would be less for low
NA micro-objectives as compared to high NA micro-objectives since for high NA lens, the
beam expands more rapidly beyond the point of best focus. It is worth remembering that
when the NLC E-lens is turned on, the Gaussian image point itself moves according to the
drive signal of the NLC E-lens and at each value of the drive signal, a different Gaussian
image point is being focused on the confocal pinhole which we refer to as focus change caused
by the function of the E-lens. Other aberrations such as coma, tilt and astigmatism as documented in [LBV00] for this NLC E-lens are not as significant as the spherical aberration
effect.
One possible option for compensating these spherical aberration is by adding an appropriate amount of defocus to the system [Mah05], i.e., imaging the point of best focus instead of
imaging the Gaussian image point onto the confocal pinhole. However, what makes this task
challenging is the variable nature of the aberration, i.e., the amount of aberration changes
with varying amounts of focus change caused by the E-lens. Hence, one needs to use an
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adaptive method of introducing defocus into the imaging system. One such method could
be the introduction of another E-lens in the detection arm [RB04]. This second E-lens can
be used in conjunction with the tube lens to focus light coming from the plane of best focus onto the detection pinhole instead of the light coming from the Gaussian image point.
The synchronized drive signals to the two E-lenses would need to be carefully optimized in
order to compensate for the given axial scan position spherical aberration with an opposite
amount of defocus aberration. Another well known approach to counter spherical aberrations in an optical microscope is via the use of an adaptive spatial light modulator such as a
2-D deformable mirror device that can be electronically programmed to produce the desired
wave-front correction [SYA02, Ada04]. Hence, it is important to stress that spherical aberrations introduced due to the E-lens based confocal microscope design must be adequately
compensated to realize the true potential of quality 3-D imaging.

9.5

Conclusion

Demonstrated is the use of an NLC E-lens based confocal microscope to produce 3-D imaging
of a sample blood vessel in a glass slide. The NLC E-lens allows a no-moving parts focus
change in the biological sample. Such an E-lens based design can lead to elimination of
mechanical forces on test samples when fast mechanical axial motion between objective and
sample is introduced like in conventional confocal microscopes. The performance of the Elens based confocal microscope will greatly depend of the type of E-lens technology deployed
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(e.g., NLC, MEMS, Liquid), given that each E-lens type has different levels of aberration
performance [KH04, BP00, VSM99]. Future work relates to quantifying aberration and 3-D
imaging performance using known 3-D targets in scattering media.
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CHAPTER 10
LIQUID LENS CONFOCAL MICROSCOPY WITH
ADVANCED SIGNAL PROCESSING FOR HIGHER
RESOLUTION 3D IMAGING

10.1

Introduction

There are numerous applications where 3-D imaging of objects is desirable. Applications include the electromagnetic (EM) spectrum to ultrasonic frequencies. Instruments for example
include Radio Frequency (RF) radar, optical radar, X-ray imagers, optical microscopes, and
ultrasound. In general, the wave properties of the probing signal in combination with the
material properties of the test object limits the 3-D resolution of the imager. In classical wave
optics (EM radiation), wave diffraction sets a limit on the smallest size the optical imager
can see in the transverse direction, this limit called the Abbe limit given by 0.5λ/N A, where
NA is the numerical aperture of the aperture times the refractive index n of the medium in
which the object is observed. For a given microscope objective lens, N A = n sin θ, where
θ is the maximum half angle that the lens can capture to pick up the highest spatial frequency in the object. In the axial direction, diffraction also plays its limiting role such as
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in confocal microscopes where the axial resolution (Full-Width-Half-Max: FWHM) can be
typically given by 1.4nλ/N A2 . For example, with n = 1 (air), NA = 1.3, and red light with
λ = 633 nm, the transverse and FWHM axial resolution are 0.24 microns and 0.5 microns,
respectively. In alternate OCT systems, the axial resolution is limited by the coherence
length limit of the illuminating radiation, i.e., broader the EM bandwidth, the smaller the
axial resolution. In effect, both axial and transverse resolution of optical imagers is on the
order of the optical wavelength. It would be highly desirable if optical imagers could see in
3-D with resolution far better than the order of wavelength, perhaps, a 100 or 1000 times
smaller than the wavelength. Ultimately, the voxel produced would be a high resolution
voxel no longer limited in size by the classic diffraction or coherence limits.
Today, the Abbe resolution still holds strong in optical imagers/microscopes. Various
approaches have been tried to improve the axial and transverse resolution of microscopes
such as listed in [Gus00, HT06, ZTQ04, HS92, GASul, HS06, KJD00, DH02, Ste02]. One way
to get better resolution is via image processing algorithms [BB01]. Images can get blurred
due to fast motion of objects and/or because the image is out of focus because of imperfect
imaging conditions. Image sharpening algorithms have been developed that can reduce the
image blur or defocus giving higher resolution images. One such successful algorithm involves
taking high resolution shifts of low resolution images and then Iterative Back-Projection
(IBP) processing to generate the high resolution image [IP93]. Such an iterative algorithm
has been applied to produce higher resolution images such as in remote sensing [Rem03] and
2-D and 3-D super-resolution on single shot Magnetic Resonance Imaging (MRI) [PY01].
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Other image restoration algorithms have also been applied to 3-D optical microscopy to
improve imaging resolution such as in [CLM95] and [SHv98]. Here, complete 2-D image slices
are acquired for different finely tuned focus positions and then this image data is processed.
Other successful image processing algorithms applied to high resolution imaging via use of
shifted low resolution images include Maximum Likely-Hood Estimation (MLE) and Iterative
Blind Deconvolution (IBD) [Hol89, Hol92]. In these computer based algorithms, one uses
the given (by theory) or acquired (by experiment) or estimated Point Spread Function for
the imager along-with the high resolution shifted images to reconstruct the high resolution
image or 3-D data. As an example, given a low resolution voxel size of X per side, a high
resolution shift would be of X/(2N ) implemented for both image directions and 2N × 2N
images are acquired and then processed to finally give a high resolution image with a pixel
size of X/N per side. In effect, using these computer algorithms as is done today, massive
amount of data processing is required. As shown later, the proposed 3-D imaging scheme
uses line or one dimensional (1-D) signal space data along the axial direction to produce the
needed high resolution 1-D slices instead of the much larger image or two dimensional (2-D)
signal space data acquired in the transverse direction suffering the Abbe limit. As such,
must faster computation can be implemented by the proposed approach.
In addition, prior art shows that breaking the optical limits is not a repudiation of the laws
of physics. Nature performs similar interpolation-like brain processing when human vernier
acuity tasks are performed to give an order of magnitude better vision than the eye spatial
sampling hardware (i.e., cone spacing) allows [WM77]. Analysis of this phenomenon with
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broadly tuned sensors yield very high spatial resolutions (error less than 10−4 ) [BH88, ZM91].
This interpolation technique of reconstructing fine detail from coarse input sensors can also
be utilized to enhance biological and artificial spectrum analyzers [Per95].
Proposed in the second part of this chapter is an alternate signal processing method for
realizing high resolution 3-D optical imaging using diffraction limited low resolution optical
signals. Three sets of high resolution optical data is determined along the axial (or light
beam propagation) direction. The three sets are generated by illuminating the 3-D object
under observation along its three independent and orthogonal look directions (i.e., x, y, and
z). Alternately, the object can be physically rotated by 90 degrees and also flipped by 90
degrees to get the required three sets of data that is diffraction limited in the transverse
spatial direction but high resolution in the axial direction. Because the axial resolution is
also limited by optical diffraction or temporal coherence effects, the directly measured axial
resolution is also limited to a low spatial resolution signal. By taking many low resolution
axial data, each for a small high resolution axial shift of the object under illumination (or
shift of the optical beam axial minimum), a high resolution optical data signal for the axial
direction of the object can be obtained after computer-based signal processing. The three
sets of high resolution axial data (each low resolution in its given transverse direction) can
be then combined using a special mathematical function to interpolate a 3-D image of the
test object that is of much higher resolution than the diffraction limited direct measurement
3-D resolution. Confocal microscopy or optical coherence tomography (OCT) are example
methods to obtain the axial scan data sets. The proposed processing can be applied to any 3-
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D wave-based 3-D imager including ones using electromagnetic waves and sound (ultrasonic)
waves.
Recently we have demonstrated biological 3-D imaging of a blood vessel using an electronically controlled optical lens to accomplish no-moving parts depth section scanning in
a modified commercial 3-D confocal microscope. Our study shows that the liquid crystal
electronic lens-based 3-D views are limited by the aberrations in the liquid crystal lens device. The first part of this chapter highlights the use of an alternative E-lens technology
called liquid lens that is deployed as multiple E-lenses to realize an axial scanning confocal
microscope with potentially less aberrations.

10.2

Proposed Liquid Lens-based Confocal Microscopy System

Earlier was proposed and demonstrated E-lens based confocal architectures [RB04, KR06,
RSW07, RSW08, SR08b] to 3-D image a specimen. Figure 10.1 shows a novel extension
of the earlier work. In particular, proposed is a liquid lenses based minimal-moving parts
confocal microscope system design. Like before, both the sample and the objective remain
fixed while axial scanning is achieved by simply varying the drive voltage to E1. In addition,
a new addition to the system design is added. Specifically, to compensate for aberrations, in
particular spherical aberration introduced due to the presence and operation of E1 within
a high NA objective, two (or more) additional E-lenses E2 and E3 with independent drive
signals are used. Unlike [RB04, KR06, RSW07, RSW08, SR08b], here the E-lens used
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Figure 10.1: Proposed low aberrations Liquid lenses based confocal microscope design. BS:
Beam-Splitter, MO: Micro-Objective, S: Spherical Lens, PH: Pinhole, E1, E2, E3: Liquid
Lenses. E1: Axial Scanning Lens; E2, E3: Aberration reduction E-lenses. S: Receiver
Spherical Lens.
is a liquid lens which has the additional advantage of being polarization-insensitive and
broadband as compared to a typical nematic liquid crystal lens. More importantly, the
liquid E-lens can form both positive and negative focus lenses via voltage control allowing
the introduction of the required positive and/or negative focus wavefronts that can be used
to reduce the spherical aberration in the scanned sample. Note that the use of E2 and E3
can also compensate from spherical aberrations that occur in the specimen when there is a
refractive index mismatch between the specimen material and the index matching immersion
fluid (and slide). Earlier, deformable mirror spatial light modulators with multiple electrical
drive signals (for the many, e.g., 37 actuators in the mirror membrane) have been used to
reduce aberrations in confocal microscopes [SYA02]. In the Figure 10.1 design, only two
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Figure 10.2: Plots showing measured 3-dB axial resolution of the demonstrated liquid lensbased confocal microscope with and without the liquid lens inserted into the sample path.
electrical drive voltages are possibly needed to perform a similar function, hence reducing
the complexity of the microscope. Experiments to be conducted later will give a better
indication to the number of E-lenses needed for adequate aberration compensation.
In order to characterize a single liquid lens-based confocal microscope, a flat aluminum
mirror is used as an axially moving sample on a precision motion controller stage (Standa
Model 8MT173-20) with 1.25 µm step height used for determining the liquid lens-based
confocal microscope axial resolution dAx . Figure 10.2 shows this data, indicating that dAx =
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6.1 µm with the liquid lens in the sample path and dAx = 5.0 µm without the liquid lens in
the path. Hence, the inserted liquid lens indeed acts as a thin optic placed in the instrument
and therefore does not optically degrade the basic resolution of the microscope.

10.3

Proposed High Spatial Resolution Signal Processing
Method

The goal is to implement 3-D imaging with higher resolution than possible with direct
diffraction (and coherence) limited 3-D imaging. For example, in the case of a confocal
microscope that is an excellent diffraction limited 3-D imager, the smallest size of an imaged
volume element (also called voxel) is on the order of the EM-wave wavelength. For simplicity,
one can assume a cartesian x, y, z coordinate system and the smallest size of the diffractionlimited symmetric voxel to be X by X by X microns (see Figure 10.3). Of course, in a
practical scenario, all sides of the voxel may not exactly be the same. In fact, in confocal
microscopy one can design the optical instrument such that the axial resolution (along optical
beam direction) is two times smaller than the transverse diffraction limited (Abbe) resolution
(e.g., via a 4-Pi Confocal Microscope). In effect, one can get sub-wavelength resolution with
an optical confocal microscope, but not several orders of magnitude direct improvement in
resolution over diffraction limits.
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Figure 10.3: Low resolution voxel obtained via traditional 3-D imaging methods. This voxel
is to be imaged with high 3-D resolution.
The steps for implementing the proposed high resolution 3-D processing are as follows
(see Figures 10.3, 10.4, 10.5, 10.6, 10.7). Given the low resolution voxel of sides X (see Figure
10.3), first 1-D high resolution optical data is acquired along the three axial look directions
of the voxel. For each axial look direction, the 1-D high resolution optical data is produced
by using a known computer processing algorithm [IP93, Hol89, Hol92]. In effect, for each
axial look direction, the voxel is shifted (see Figures 10.4a, 10.4b, 10.4c) in its axial direction
by a given high resolution amount (e.g., X/(2N )) and 2N values of optical data are taken.
No shift is implemented in the transverse direction of the voxel. This X/(2N ) axial high
resolution shift can be obtained by either moving the voxel (object under evaluation) using
high resolution mechanics (e.g., Nano or Micro-mechanics; NEMS or MEMS stages) or by
moving the focus position in the confocal microscope by a variable focal length electronic or
mechanical/deformable weak lens (possible using liquid crystals, deformable mirrors, MEMS,
NEMS, fluids, oils, electro-wetting techniques, etc), (e.g., in OCT, change the axial location
of the reference mirror). As an example, if X = 1 micron, then with 2N = 1000 steps,
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(a)

(b)

(c)

Figure 10.4: (a) The high resolution motion of the low resolution voxel in the x axial direction,
(b) the high resolution motion of the low resolution voxel in the y axial direction, (c) the
high resolution motion of the low resolution voxel in the z axial direction.

144

the axial motion step required is 1 nm. Such precision motion is possible with today’s
high resolution mechanics plus programmable liquid crystal or other no-moving parts lenses
[RB04, RK03, KR06]. Another known approach for axial scanning is using a broadband
optical source (or a tunable laser) with a dispersive lens [TU94, Pic90]. In this case each
wavelength can be designed to represents a standard of classic axial low resolution slice.
One new proposed option is to use fine tuning of the source or detection filter to select finer
wavelengths between each axial resolution window to be able to move the axial focus of the
confocal focus position on a nanometer or even Angstrom scale. This process because it is
analog can lead to extremely fine high resolution axial shifts as required for the proposed
data processing.
Using the acquired 2N high resolution axial shift data values for a given axial direction,
one applies the mentioned computer algorithm (e.g., IBP or MLE or IBD) to get the N
high resolution axial slice data (each of size X/N ) for the given look direction (see Figure
10.5). These computer algorithms require the use of the Point Spread Function (PSF) of the
imager. The PSF can be measured experimentally, theoretically utilized from known classic
expressions, or estimated via computer calculations. In this case, because of the proposed
axial sectioning (not transverse direction shifting) for data collection, the PSF can be well
estimated in most cases by the classic [Sinc]4 function axial response (intensity distribution
along the optical axis) of the confocal microscope that can also be optimized to be better
than the transverse resolution response of the microscope. Figure 10.4a, 10.4b, and 10.4c
show the high resolution motion of the low resolution voxel in the x, y, and z axial directions,
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(a)

(b)

(c)

Figure 10.5: (a) High Resolution 1-D Optical Irradiance Data along Y-Axial Direction Generated via Computer Algorithm using High Resolution Y-Direction Axial Shifts of Low Resolution Voxel, (b) High Resolution 1-D Optical Irradiance Data along z-Axial Direction
Generated via Computer Algorithm using High Resolution z-Direction Axial Shifts of Low
Resolution Voxel. (c) High Resolution 1-D Optical Irradiance Data along x-Axial Direction
Generated via Computer Algorithm using High Resolution x-Direction Axial Shifts of Low
Resolution Voxel.
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respectively. Do note that the figures also show shifted voxel in the non-axial directions, but
this is only for clarity of diagrams. In practice, only axial motion of voxel is implemented
to gather the optical irradiance data off the low resolution voxel element keeping the voxel
stationary in the transverse optical coordinates.
For the y axial look direction, after computer-based algorithm processing one gets N
optical data values representing the voxel transverse (xz) irradiance values given as Ixz (iy )
where iy goes from 1 to N (see Figures 10.5a). Similarly, for the z axial look direction, after
computer processing one gets N optical data values representing the voxel transverse (xy)
irradiance values given as Ixy (iz ) where iz goes from 1 to N (see Figure 10.5b). Finally, for the
x axial look direction, after computer processing one gets N optical data values representing
the voxel transverse (yz) irradiance values given as Iyz (ix ) where ix goes from 1 to N (see
Figure 10.5c).
Note the high resolution data is indeed Nyquist sampling limited in bandwidth to N/X
as the sampling frequency is twice this bandwidth or 2N/X. The next step is to interpolate
this Ixz (iy ), Ixy (iz ), Iyz (ix ) data sets to realize a 3-D super resolution voxel such as shown
in Figure 10.6 coordinate system with super resolution voxel sides of (X/N ) × M where the
numbers N and M dictate the improvement in resolution. If M = 1, a maximum improvement
in voxel resolution is achieved but at the cost of the largest reconstruction error. If M = N,
there is no improvement in voxel resolution compared to the low resolution voxel of sides X
and the reconstruction error is also zero. The value of M is set to a value between 1 and
N so that the reconstruction error comes out to be at an acceptable value, e.g., < 10 %.
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Figure 10.6: Shown is a typical high resolution voxel within the low resolution voxel of sides
X.
Early simulations show that for N = 200 and M = 2, a 100 times better voxel resolution is
achieved within a < 9% error from true high resolution voxel irradiance values. This case
assumed a true one-to-one reconstruction of high resolution irradiance axial slices from the
shifted low resolution voxel axial slice data via the computer algorithm data. In reality, the
computer produced data will also have an error value.
Defined for any super resolution 3-D voxel is an irradiance weight Ixyz (a, b, c) between 0
and 1, where a, b and c are the new super resolution coordinates each going from 1 to N/M
(see Figure 10.7). In this case,

M (a−1)+M
X
1
Ix,y,z (a, b, c) =
Iyz (ix ) +
3
ix =M (a−1)+1

M (b−1)+M

M (c−1)+M

X

X

iy =M (b−1)+1

Ixz (iy ) +

iz =M (c−1)+1



2

M
Ixy (iz ) 2 ,
N

a, b, c ∈ [1, 2, 3, . . . , N/M ].
(10.1)
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Figure 10.7: The (a, b, c) coordinate system for the reconstructed super-resolution voxel.
The limits on the summations show that only the slices that contain the super-resolution
voxel are used in its reconstruction. Here it is assumed that the super resolved irradiance
values [i.e., Ixz (iy ), Ixy (iz ), Iyz (ix )] are isotropic radiators for any given material subject to
the proposed 3-D imaging, a reasonable assumption considering the small scale of the supervoxel with respect to the radiation wavelength. Note that each 2-D Irradiance slice value
[i.e., Ixz (iy ), Ixy (iz ), Iyz (ix )] contains N/M new super pixels in one transverse direction and
N/M new super pixels in the other transverse direction. For example, each Ixz (iy ) values
is produced over a transverse average of N/M super resolution pixels in the x-direction and
N/M super resolution pixels in the z direction, while along the y-direction, it is a single
super pixel. Hence, each summed irradiance value per transverse data set must be divided
by (N/M )2 to get the normalized super resolution voxel average. Since there are 3 transverse
irradiance data sets [i.e., Ixz (iy ), Ixy (iz ), Iyz (ix )], one must also divide the entire sum by 3,
hence the required 3-D processing Eq. 10.1.
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Recall that X was taken as the x, y, z direction spatial resolution limit of the EM wave due
to diffraction, etc. Now the reconstructed super resolution 3-D voxel basic building block
is of size (X/N )M . Therefore, using the proposed processing, a voxel imaging resolution
improvement of E is achieved where E is given by:
E=

N
X
=
.
(X/N )M
M

(10.2)

If X = 1 micron, and 2N = 1000 with axial shifts needed per 1 nm, the final voxel super
resolution after the proposed innovation implementation is 2 nm per side, a 500× improvement on the low resolution voxel of 1 micron sides. Note that the shifting operation of the
low resolution axial scans is a form of signal sampling. Smaller the shift, higher the sampling frequency and hence higher the bandwidth of the recovered high resolution axial scan.
Although a shift with X/(2N ) steps leads to signal reconstruction with X/N resolution (the
Nyquist limit), a better signal reconstruction can be achieved by over-sampling the original
signal at much higher rates that the Nyquist rate. Thus, higher quality signal recovery is
achieved at the cost of lowering the bandwidth of the recovered signal, e.g., resolution could
be for example, (4X)/N instead of X/N for the Nyquist rate. Based on type of signal
data that depends on various factors such as optical confocal microscope parameters and
test sample optical properties, optimal sampling/shift rates/sizes can be picked to produce
the best high resolution axial slice data. Here, pure analog motion of the confocal light
focal point via an analog lens focal length control process (e.g., via liquid crystal, liquid, or
MEMS device) is key as extremely tiny optical axial steps can be possible. Also, because
confocal or on-axis shifting and data collection is involved on a point-only basis in a given
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sample transverse plane, no traditional image noise is present as data is collected on a single
transverse resolution basis in the proposed signal processing method. Hence, improved high
resolution 3-D signal reconstruction is expected.

10.4

Signal Processing Computer Simulations

To prove the concept of the aforementioned signal processing approach, a computer simulation is carried out. Figure 10.8 shows a random high resolution 1-D signal generated using
a computer that has 2N = 2000 resolution bins along the axial direction. Figure 10.9 shows
an example theoretical PSF for a confocal microscope having a resolution of 100 units. The
Figure 10.8 high resolution signal is sampled using the Figure 10.9 PSF at 2 unit shifts to
generate 1000 experimental low-resolution signals in the same way to what would be acquired
using a confocal microscope.

Each low resolution signal has 20 resolution bins along the

axial direction as they are generated using a PSF that is 100 units wide.
Once the low-resolution signals are acquired, Iterative Back Projection (IBP) algorithm
[IP93] is used to reconstruct a high-resolution signal. The algorithm operates by first making
a guess to the high-resolution signal and then sampling the guess using the PSF to generate low-resolution signals. These guessed low-resolution signals are then compared to the
experimental low-resolution signals and depending on the error, the guess for the high resolution signal is updated. This process is iteratively repeated until the difference between the
reconstructed low resolution signals and the experimental low-resolution signals is below a
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Figure 10.8: Original computer generated random 1-D high-resolution axial scan signal.

Figure 10.9: Classic theoretical confocal Point Spread Function (PSF).
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certain threshold. Figures 10.10a, 10.10b and 10.10c show these reconstructed signals at different iterations of the algorithm. Figure 10.11 shows the final reconstructed high resolution
signal super-imposed on top of the original high resolution signal. The difference between
the two signals is plotted in Figure 10.12 showing that the mean-square error between the
original and the reconstructed signals is an extremely small 2.5476 × 10−4 for a resolution
improvement by a factor of 50.
Next, for a computer-generated random 3-D signal, for each of the three look directions,
a similar process is carried out to generate 1-D high resolution signals. These are then
combined using Eq. 10.1 to generate a 3-D super-resolution signal. Depending on the factor
of resolution improvement E chosen, different amounts of error would be observed between
the original and the reconstructed 3-D signals. The mean of absolute differences between
the two are plotted as a function of E is Figure 10.13. The Figure 10.13 data shows that for
a resolution improvement factor of E = 50, the reconstruction error is only 4.4% while for a
resolution improvement factor E = 100, the reconstruction error is 8.8%.

10.5

Conclusion

For the first time, proposed is a minimal-moving-parts low aberrations axial scan confocal
microscope design using liquid lens technology. It is further proposed how a diffractionlimited confocal microscope can be used to give higher resolution images using advanced
signal processing methods. The proposed E-lens based microscope is especially suitable for
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(a)

(b)

(c)

Figure 10.10: Reconstructed low-resolution signals at different stages of iteration.
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Figure 10.11: Reconstructed higher resolution axial signal.

Figure 10.12: Mean square error between the original and the reconstructed high resolution
signals.
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Figure 10.13: Mean Absolute Difference versus resolution improvement factor, E.
non-contact ophthalmological imaging applications e.g. cornea and eye lens imaging. Future
work would focus on experimental demonstration of these new ideas.
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