Let R = GR(p ϵ , l) be a Galois ring of characteristic p ϵ and cardinality p ϵl , where p and l are prime integers. First, we give a canonical form decomposition for additive cyclic codes over R. This decomposition is used to construct additive cyclic codes and count the number of such codes, respectively. Then we give the trace dual code for each additive cyclic code over R from its canonical form decomposition and linear codes of length l over some extension Galois rings of Z p ϵ .
Introduction
Algebraic coding theory deals with the design of error-correcting and error-detecting codes for the reliable transmission of information across noisy channel. It in general makes use of many algebra systems such as finite fields, groups, Galois rings, polynomial algebra, module theory and matrix theory over finite chain rings and areas of discrete mathematics. 
|C| = |R|
n−d+1 , C is said to be MDS (maximal distance separable). It is clear that C is an additive code over R if and only if C is a Z p ϵ -submodule of R n . Furthermore, an additive code C is said to be cyclic if (c n−1 , c 0 , c 1 , . . . , c n−2 ) ∈ C for all (c 0 , c 1 , . . . , c n−1 ) ∈ C.
When ϵ = 1, R = GR(p, l) = F p l which is a finite field of characteristic p and cardinality p l . For the special case of p = l = 2, additive codes over the finite field F 4 were first introduced in the year 1998 in [3] connecting these codes to binary quantum codes. One year later, for the special case of l = 2 additive codes over the finite field F p 2 were connected in [14] to nonbinary quantum codes. Additive codes over finite fields were also generalized and studied in many papers, for example [1, 2, 4, 5] .
Let l = rm and denote q = p r . Then F p l has a unique subfield of cardinality q, say F q , and F p l = F q m which is an extension field of F q with degree m. As a generalization of additive codes over F q m , a nonempty subset C of the F q m -linear space F n q m is called an F q -linear code over F q m of length n if C is closed under addition and multiplication with elements from F q (cf. [6, [8] [9] [10] ). Huffman presented a theory for constructing and counting additive cyclic codes and additive cyclic selforthogonal codes over F 4 of odd length in [11] . And later, the author extended this work to even length in [12] , and developed a general theory to F q -linear cyclic codes over F q m in [8] .
In the rest of this paper, let R = GR(p ϵ , l) where ϵ ≥ 2 and l is a prime number, and n is a positive integer satisfying gcd(p, n) = 1. We plan to consider the following questions for additive cyclic codes over R of length n:
• How many distinct additive cyclic codes over R of length n are there?
• How can we construct all additive cyclic code over R of length n?
• For each additive cyclic code C over R of length n constructed above, how can we give an encoder (for example, a generator matrix) and obtain the dual code of C? n -module. Now, for any a(X ) = a 0 + a 1 X + · · · + a n−1 X n−1 ∈ R n we define Υ : a(X )  → a = (a 0 , a 1 , . . . , a n−1 ). Then Υ is an R-module isomorphism from R n onto R n . It is clear that C is an additive cyclic code over R of length n if and only if there is a unique R
(p)
n -submodule D of R n such that Υ (D) = C. In this paper, we will identify C with D for convenience.
The present paper is organized as follows. In Section 2, we investigate the structural properties of the ring R n and R
n first, and then consider the relationship between the decompositions of R n and R (p)
n . In Section 3, we present a canonical form decomposition of additive cyclic codes over R of length n, and consider how to enumerate, construct and encode these codes respectively. In Section 4, we give the trace dual code of an additive cyclic code over R from its canonical form decomposition, and investigate the quasi-cyclic code over Z p ϵ of length nl and index l corresponding to each additive cyclic code over R of length n. Then we consider the construction of additive cyclic codes over the Galois ring GR(3 2 , 2) of length 10 in Section 5.
Preliminaries
In this section, we consider decompositions for the rings R n and R 
ip l−1 where the union is disjoint.
By the theory of Galois rings (cf. Wan [15] ), there is an extension Galois ring  R of R with degree υ and an invertible element ζ ∈  R of multiplicative order p
}, which is a Teichmüller set of  R. Then each element a ∈  R can be uniquely expressed as a 0
and let φ =  φ| R be the restriction of  φ to R. Then  φ is a ring automorphism of  R satisfying  φ(b) = b for any b ∈ Z p ϵ (cf. [15] Theorem 14.30).  φ is called the generalized Frobenius automorphism of  R over Z p ϵ . Let X be an indeterminate over  R and ex- • • 
•  φ l is a ring automorphism of  R satisfying  φ l (a) = a if and only if a ∈ R.
•
Then η is a primitive nth root of unity, and
are all distinct p-cyclotomic cosets modulo n, where j 0 = 0 and 1
It is known that each m i (X) is a monic basic irreducible polynomial over Z p ϵ of degree |C (p)
are pairwise coprime.
For each 0 ≤ i ≤ s, in the rest of this paper we denote κ i = |C
and R i is a Galois ring of characteristic p ϵ and cardinality p
k is an invertible element of R for any 0 ≤ j ̸ = k ≤ n − 1, from ring theory and a straightforward computation we deduce the following.
Lemma 2.2. Using the notations above, we denote
n which is the ideal of R
(p)
n generated by ε i (X). The following hold.
( 
following sections.
Then we examine the factorization of X n − 1 over R. For each 0 ≤ i ≤ r, m i (X) remains basic irreducible over R as the
Therefore, m i (X) factors into l distinct monic basic irreducible polynomials m i,h (X) over R: 
Then we have the following results.
• φ is a ring automorphism of R n of multiplicative order l.
• µ is a ring automorphism of R n of multiplicative order 2. For any a(X ) ∈ R n , we will denote a(X ) = µ(a(X)) in some cases.
• φµ = µφ.
n is precisely the subring of R n whose elements are fixed by φ; i.e., R
n is the set of polynomials in R n with all coefficients in Z p ϵ .
In the rest of this paper, we denote 
The remainder of (i) follows from the definitions of ε i,h (X) and φ.
(ii) It follows from (i) and the definitions of I i and 
which is a Galois ring of characteristic p ϵ and cardinality
we have φ h (α) ∈ I i,h by (ii), which then implies
, and so S i ⊆ I i . Since the multiplicative order of φ is l, we have φ(
n , and so
φ is a ring automorphism of R n , by Lemma 2.3(v) and
and so
As stated above, we conclude that M i ⊆ I i and
Enumerating and constructing additive cyclic codes over R
In this section, we discuss how to enumerate, construct and encode additive cyclic codes over R of length n. First, we give the following lemma. (i) C is an additive cyclic code over R of length n.
Proof. (i)⇔(ii) follows from Section 1; and (ii)⇔(iii) follows from Lemma 2.3(ii), Lemma 2.2(ii), Theorem 2.4(iii) and classical ring theory.
For any additive cyclic code C over R of length n, by Lemma 3.1 C can be uniquely decomposed into C = ⊕ s i=0 C i , where
This decomposition is called the canonical form decomposition of C. In order to construct additive cyclic codes over R of length n, by Lemma 3.1 it suffices to give a method to construct all K i -submodules 
where 
tr is the transpose of the row vector ϕ i (ξ ). As stated above, we conclude that 
is an invertible element of R i . In the rest of this paper, we will denote ∥a(X)∥ p = t and set ∥0∥ p = ϵ for convenience. Furthermore, for 
For example, if ϵ = 2 and l = 2, 3, we have the following formulas
Then by Lemmas 3.1, 3.3 and 3.4 we obtain the following theorem.
Theorem 3.5. Using the notations above, the number of all distinct additive cyclic codes over R of length n is equal to
We count the number of all distinct additive cyclic codes over R of length 10, i.e., Z 
where the columns are grouped into blocks of sizes 
(ii-b) The number of codewords in C i is equal to
For any vectors α = (α 1 , . . . , α l ), β = (β 1 , . . . , β l ) ∈ R l i , the Euclidean inner product of α and β is defined by (1) . Then
is a generator matrix for C (1)
where I 2 is the identity matrix of size 2 × 2, α ∈ R i and β 1 ,
Now, we give the program to construct all additive cyclic codes over R of length n. By Lemmas 3.1, 3.3 and 3.7, we have the following theorem. 
Finally, as every additive code over R of length n is in fact a Z p ϵ -submodule of R n , we can give a encoder for each additive cyclic code over R of length n constructed by Theorem 3.10. 
over R of length n is given by the following two steps:
Step 1 For each (i, j):
ν with g i,j,ν ∈ R. Then we form a κ i × n matrix over R:
. . .
}. Precisely, we have
be uniquely expressed as
From this and by Lemma 3.3 and its proof, we deduce that every codeword in C i = Γ i (C i ) can by uniquely expressed as
for all j = 1, . . . , ρ i , and
Dual codes of additive cyclic codes over R of length n
Using the notations of Section 2, let T = {0, 1, ω, . . . , ω 
is the generalized trace of α ∈ R relative to Z p ϵ . It is well known that T is a surjective Z p ϵ -homomorphism from R onto Z p ϵ (cf. [ 
where x = (x 0 , x 1 , . . . , x n−1 ), y = (y 0 , y 1 , . . . , y n−1 ) ∈ R n , is used to define self-orthogonality and self-duality of additive codes over R. If C is an additive code over R of length n, its dual code is defined by C ⊥Tr = {x ∈ R n | ⟨c, x⟩ Tr = 0, ∀c ∈ C}. C is self-orthogonal if C ⊆ C ⊥Tr and self-dual if C = C ⊥Tr .
In the following, we consider how to obtain the dual code of an additive cyclic code over R of length n from its canonical form decomposition. First, we investigate properties of the ring automorphism µ on R n define in Section 2:
is also a p-cyclotomic coset modulo n, there exists a unique integer 0 ≤ i
. We also use µ to denote this map i  → i
. Whether µ denotes the automorphism of R n or this map on the set {0, 1, . . . , s} is determined by the context. The next lemma shows the compatibility of the two uses of µ. (i) µ is a permutation on {0, 1, . . . , s} satisfying µ Let 0 ≤ i ≤ s. By Lemma 4.1(iv), the ring isomorphism µ on R n induces a ring isomorphism from
. From this and by Lemma 2.2(iii), we deduce that this ring isomorphism µ determines a ring isomorphism from R i onto R µ(i) given by
where µ(f (X)) = X n f (X −1 ) for any f (X) ∈ R i . We also use µ to denote this ring isomorphism R i → R µ(i) , i.e., we will use µ(f (X)) or  f (X) to denote µ(f (X)) (mod m µ(i) (X)) for simplicity. Since µ −1 = µ as a ring isomorphism on R n , we also use µ to denote the inverse isomorphism from R µ(i) onto R i . Furthermore, for any ξ = (b 0 (X), (
Proof. (i) By the definition of the automorphism φ in Section 2, we know that
Consider the following l × l matrices over R:
Since φ is a ring automorphism of R, the element of BA in the position (k
Hence BA = I l , which implies that
} is a K i -basis of I i by Theorem 2.4(iv) and U is also an invertible matrix over
Now, we give dual codes of additive cyclic codes over R of length n. 
n . From these and by Lemma 4.2(i) we deduce that
and Lemma 2.3(i). From these we deduce that
As stated above, we conclude that
and
Then from Example 3.9, Theorems 3.10 and 4.3 we deduce the following. 
) satisfies one of the following eight conditions:
Finally, using the notations of Section 2 we see that the mapping τ :
In the following, we denote 
Hence ⟨·, ·⟩ Λ is an inner product on Z nl p ϵ . Then, for any linear code C over Z p ϵ of length nl, i.e., a Z p ϵ -submodule Z nl p ϵ , we define the dual code of C with respect the inner product ⟨·, ·⟩ Λ as (ii) For any α, β ∈ R where α =
tr . From this we deduce that
(iii) follows from (ii) immediately.
An example
In this section, we consider the construction of additive cyclic codes over a Galois ring GR(3 2 
Specifically, we have T (1) = 2, T (ω) = 4 and T (ω 2 ) = 0. From this we deduce that Λ =  
Then we choose a basic primitive polynomial h(X ) = X 2 + (2ω + 6)X + 2ω + 4 with degree 2 over R, and set  R = R[X ]/(h(X)), which is a Galois extension ring of R with degree 2.
Then η is a primitive 10th root of unity in  R.
Step 2. First, we calculate all 3-cyclotomic cosets modulo 10: 
10 ε i (X) ∼ = Z 9 for i = 0, 1, and
Step 3. First, we calculate all 9-cyclotomic cosets modulo 10: 
, where I i = R 10 ε i (X) for i = 0, 1, 2, 3. By Theorem 2.4(iv) and (v), we have the following
• I 0 is a free K 0 -module of rank 2 with a K 0 -basis {ε 0 (X), ωε 0 (X)}.
• I 1 is a free K 1 -module of rank 2 with a K 1 -basis {ε 1 (X), ωε 1 (X)}.
• I 2 is a free K 2 -module of rank 2 with a K 2 -basis {ε 2,0 (X), ε 2,1 (X)}.
• I 3 is a free K 3 -module of rank 2 with a K 3 -basis {ε 3,0 (X), ε 3,1 (X)}. • {ε 0 (X)θ 0 , ε 0 (X)θ 1 } is a K 0 -basis of I 0 , • {ε 1 (X)θ 0 , ε 1 (X)θ 1 } is a K 1 -basis of I 1 . It is clear that −C for all i = 0, 1, 2, 3, and −C (9) j i 3 h = C (9) j i 3 h for all j = 2, 3 and h = 0, 1. From this and by the definition of µ, we deduce that µ(i) = i for all i = 0, 1, 2, 3, and µ(ε i,h (X)) =  ε i,h (X) = ε i,h (X) for all j = 2, 3 and h = 0, 1.
Step 5. By Corollary 4.4 and Example 3.6, all 24525752449 additive cyclic codes and their dual codes over R of length 10 are given by the following: ∈ {α(X), β 1 (X), β 2 (X), γ (X)}. Finally, we consider self-dual additive cyclic codes over R of length 10. Let C = ⊕ 3 i=0 C i be any code constructed above.
It is clear that C is self-dual, i.e., C = C ⊥Tr , if and only if C i = D i for all i = 0, 1, 2, 3. From this we deduce that all self-dual additive cyclic codes over R of length 10 are given by
where C i is determined by the following conditions: (ii) If i = 2, 3, C i = 3I i . For example, we choose C 0 = Z 9 ε i (X)(1 + 2ω), C i = 3I i for i = 1, 2, 3, and set C =  3 i=0 C i . Then C is a self-dual additive cyclic code over R of length 10 and |C| =  (9 2 ) 10 = 81 5 . Moreover, using the notations of Theorem 3.11 we have C i = Γ i (C i ) for i = 0, 1, 2, 3, where • C 0 is a linear code over R 0 of length 2 generated by G 0,1 = (1, 2), and β 0,1 = (ε 0 (X), ε 0 (X)ω)G tr 0,1 = ε 0 (X) + 2ε 0 (X)ω = (1 + 2ω)ε 0 (X).
• C 1 is a linear code over R 1 of length 2 generated by G 1,1 = (3, 0) and G 1,2 = (0, 3), and β 1,1 = (ε 1 (X), ε 1 (X)ω)G • C 2 is a linear code over R 2 of length 2 generated by G 2,1 = (3, 0) and G 2,2 = (0, 3), and β 2,1 = (ε 2,0 (X), ε 2,1 (X))G 
