Abstract. The class of languages captured by Constrained Automata (CA) that are unambiguous is shown to possess more closure properties than the provably weaker class captured by deterministic CA. Problems decidable for deterministic CA are nonetheless shown to remain decidable for unambiguous CA, and testing for regularity is added to this set of decidable problems. Unambiguous CA are then shown incomparable with deterministic reversal-bounded machines in terms of expressivity, and a deterministic model equivalent to unambiguous CA is identified.
Introduction
A recent trend in automata theory is to study flavors of nondeterminism, which are introduced to provide a scale of expressiveness in different models (see [4] for a survey). The usual goal is to strike a balance between the expressiveness of nondeterministic models and the undecidability properties that often come with nondeterminism. A natural restriction to nondeterminism is unambiguity, i.e., the property that despite the underlying nondeterminism, there be at most one way to accept an input word. Within the context of finite automata, unambiguity and nondeterminism are equally expressive, but many open problems concerning the state complexity of unambiguity remain. Within more general contexts, the first question is often whether unambiguity offers more expressiveness than determinism; if so, then the examination of the closure and decidability properties of the new class often reveals that it inherits good properties. Another line of attack is to find a deterministic model equivalent to an unambiguous model, so as to understand how unambiguity affects a given model.
In [9] , Klaedtke and Rueß studied Constrained Automata (CA), 1 a model whose expressive power lies between regular languages and context-sensitive languages [3] . Klaedtke and Rueß successfully used the CA in the model checking of hardware circuits, suggesting that CA is a model of interest for real-life applications. The deterministic variant (DetCA) of the CA enjoys more closure properties (e.g., complement) and decidability properties (e.g., universality) than the CA, but is unable to express languages as simple as {a, b}
. Buoyed by Colcombet's recent systematic examination of unambiguity [4], here we initiate the study of unambiguous CA (UnCA).
We show that UnCA enjoy more closure properties than DetCA, while being more expressive. The class of languages UnCA defines is indeed closed under Boolean operations, reversal, and right and left quotient. We show that the problems known to be decidable for DetCA (emptiness, universality, finiteness, inclusion) remain decidable for UnCA. As the main technical result of this paper, we show that regularity is decidable for UnCA; by contrast, regularity is known to be undecidable for CA [3] , while its status was unknown for DetCA. Finally, although DetCA are less powerful than UnCA, we present a natural deterministic model equivalent to UnCA; as a result of independent interest, we show that the nondeterministic variant of this model has the same expressive power as CA.
Section 2 contains preliminaries, settles notation, and defines the models in play. Section 3 investigates the closure and expressiveness properties of UnCA and compares it to deterministic reversal-bounded counter machines. Section 4 proceeds with the decidability properties of UnCA and proves regularity decidable. Section 5 shows that there is a natural deterministic model equivalent to UnCA. Section 6 concludes with a brief discussion.
Preliminaries
Integers, Vectors, Monoids. We write N for the nonnegative integers. Let d ≥ 1. Vectors in N d are noted in bold, e.g., v whose elements are v 1 , v 2 , . . . , v d . We write e i ∈ {0, 1} d for the vector having a 1 only in position i and 0 for the all-zero vector. We view N d as the additive monoid (N d , +), with + the componentwise addition and 0 the identity element. Given an order on some set Σ = {a 1 , a 2 , . . . , a n } we often refer to the components of a vector v ∈ N |Σ| by x ai instead of x i . In particular, for a ∈ Σ, x a refers to the i-th component of x where i is such that a i = a. Let s ≥ 0 and p ≥ 1, we define the congruence For a monoid (M, ·) and S ⊆ M , we write S * for the monoid generated by S, i.e., the smallest submonoid of (M, ·) containing S. A (monoid) morphism from (M, ·) to (N, •) is a function h : M → N such that h(m 1 · m 2 ) = h(m 1 ) • h(m 2 ), and, with e M (resp. e N ) the identity element of M (resp. N ), h(e M ) = e N . Moreover, if M = S * for some finite set of symbols S (and this will always be the case), then h need only be defined on the elements of S. In this case, h is said to be erasing if there is an s ∈ S such that h(s) = e N . If in addition N = T
