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Introdution. This artile is devoted to the stohasti antiipating equa-
tions with the extended stohasti integral with respet to the Gaussian pro-
esses of a speial type. In the partiular ases the solutions of suh an equations
are the well-known Wiener funtionals after the seond quantization. As an ap-
pliation the stohasti Kolmogorov equation for the onditional distributions
of the diusion proess is obtained. Also we will onsider the onditional variant
of the FeynmanKa formula. The two last setions of the artile are devoted
to the smoothing problem in the ase when noise is represented by the two
jointly Gaussian Wiener proesses, whih an have not a semimartingale prop-
erty with respet to the joint ltration. In order to desribe the objets of our
onsideration more expliitly onsider the following examples.
Example 0.1. Let w1, w2 be an independent one-dimensional Wiener pro-
esses starting at zero. For xed x > 0 dene
τx = inf{t : x+ w2(t) = w1(t)}.
If we rewrite τx in the form
τx = inf{t : x = w1(t)− w2(t)}
then it is well-known [1℄ that τx is nite with probability one. Denote by
u(x, t) = E{1I{τx≤t}/w1}. The problem lies in the desription of u(x, t). One of
the possible approahes an be following. Denote
w˜(t) =
1√
2
(w1(t)− w2(t)).
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Then 1I{τx≤t} is the funtional from the w˜ on [0; t]. So it has an Ito-Wiener
expansion as a series of the multiple Wiener integrals:
1I{τx≤t} =
∞∑
k=0
t∫
k. . .
∫
0
ak(r1, . . . , rk)dw˜(r1) . . . dw˜(rk).
Now, note that the onditional expetation of 1I{τx≤t} with respet w1 an
be viewed as the ation of the Ornstein-Uhlenbek semigroup operator T 1
2 ln 2
[2℄ on 1I{τx≤t}. Then
u(x, t) =
∞∑
k=0
(
− 1√
2
)k t∫
k. . .
∫
0
ak(r1, . . . , rk)dw(r1) . . . dw(rk).
So the desription of u(x, t) an be obtained if we know the Ito-Wiener expan-
sion of 1I{τx≤t}. One an reeive the kernels from this expansion in the following
way. Consider for the funtion ϕ ∈ L2([0; t]) the Wik exponent [2℄
e
∫ t
0 ϕ(s)dw˜(s)− 12‖ϕ‖2 =
∞∑
k=0
1
k!
t∫
k. . .
∫
0
ϕ(r1), . . . , ϕ(rk)dw˜(r1) . . . dw˜(rk).
Here ‖ϕ‖ is the usual norm in L2([0; t]). It follows from the properties of Ito-
Wiener expansion, that
E1I{τx≤t}e
∫ t
0
ϕ(s)dw˜(s)− 12‖ϕ‖2 =
∞∑
k=0
t∫
k. . .
∫
0
ϕ(r1), . . . , ϕ(rk)ak(r1, . . . , rk)dr1 . . . drk.
Consequently, for our purposes it is enough to know
E1I{τx≤t}e
∫ t
0
ϕ(s)dw˜(s)− 12‖ϕ‖2
for the suiently large set of funtions ϕ. It ours that the last mathematial
expetation an be obtained as a solution of the ertain boundary value problem
for the paraboli PDE. This will be done in the setion 3 in more general
situation.
Example 0.2. Consider the ordinary stohasti dierential equation in R
dx(t) = a(x(t))dt+ b(x(t))dw(t)
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with the smooth enough oeients a and b. Denote by x(r, s, t) the solution
whih starts at the moment s from the point r. Let the funtion ϕ ∈ C2(R)
has bounded derivatives. Dene for r ∈ R, s ∈ [0; T ]
Φ(r, s) = Γ(ϕ(r, s, T )), (0.1)
where Γ is the ertain operator of the seond quantization [2℄. In partiular Γ
an be a mathematial expetation. Then, it an be proved, that Φ satises the
following partial stohasti dierential equation
dΦ(s, r) = −
[
1
2
b2(r)
∂2
∂r2
Φ(r, s) + a(r)
∂
∂r
Φ(r, s)
]
ds+
+b(r)
∂
∂r
Φ(r, s)dγ(s).
Here γ(s) = Γw(s) and the last dierential is treated in the sennse of antiipat-
ing stohasti integration. When Γ is the mathematial expetation, the last
term vanishes.
This two examples shows the main goal of this artile. Namely there exist
situations when the naturally arising Wiener funtionals satisfy the antiipat-
ing stohasti dierential equations and an be desribed with the using of
stohasti alulus. Here we propose the appropriate mahinery and solve the
orrespondent equations.
We will onsider the seond quantization transformation of the dierent
Wiener funtionals, whose mathematial expetations usually arise in the prob-
ability representation of the solutions for a boundary value problems. For suh
transformed funtionals we will get the antiipating stohasti equations with
the extended stohasti integral and solve it. Aordingly to this aim the artile
is organized as follows. The rst part ontains the properties of the seond quan-
tization operators in onnetion with the extended stohasti integral or, more
generally, with the Gaussian strong random operators [3℄. In the seond part we
onsider examples whih show how the Fourier-Wiener transform works under
solution of the boundary value problems with the extended stohasti integral
on the interval. In the next part of the artile we introdue the antiipating
boundary value problems for some Wiener funtionals and disuss the solution
of the suh problems. The setion 4 and 5 are devoted to the following pair of
equations
dx1(t) = a1(x1(t)) + dw1(t)
dx2(t) = a2(x1(t)) + dw2(t),
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where w1, w2 are jointly Gaussian Wiener proesses, whih an have not a semi-
martingale property with respet to the joint ltration. In this ase we will look
for the equation for E(f(x1(t))/x2).
1. Seond quantization and integrators. The material of this setion
is partially based on the works [4,5℄. Corresponding fats are plaed here for
the ompleteness of the exposition but their proofs are omitted. New laims are
presented with the proofs.
We will start here with the abstrat piture, when the white noise gener-
ated by the Wiener proess is substituted by the generalized Gaussian random
element in the Hilbert spae. Let H be a separable real Hilbert spae with the
norm ‖ · ‖ and inner produt (·, ·). Suppose that ξ is the generalized Gaussian
random element in H with zero mean and idential ovariation. In other words
ξ is the family of jointly Gaussian random variables denoted by (ϕ, ξ), ϕ ∈ H
with the properties
1) (ϕ, ξ) has the normal distribution with zero mean and variane ‖ϕ‖2 for
every ϕ ∈ H,
2) (ϕ, ξ) is linear with respet to ϕ.
During this setion we suppose that all the random variables and elements
are measurable with respet to σ(ξ) = σ((ϕ, ξ), ϕ ∈ H. If the random variable
α has the nite seond moment, than α has an Ito-Wiener expansion [6℄
α =
∞∑
k=0
Ak(ξ, . . . , ξ). (1.1)
Here, for every k ≥ 1 Ak(ξ, . . . , ξ) is the innite-dimensional generalization
of the Hermite polinomial from ξ, orrespondent to the k-linear symmetri
Hilbert-Shmidt form Ak on H. Moreover, now the following relation holds
Eα2 =
∞∑
k=0
k!‖Ak‖2k. (1.2)
Here ‖·‖k is the Hilbert-Shmidt form inH⊗k. The same expansion forH-valued
random elements will be neessary. Let x be a random element in H suh, that
E‖x‖2 < +∞.
Then, for every ϕ ∈ H
(x, ϕ) =
∞∑
k=0
Ak(ϕ; ξ, . . . , ξ). (1.3)
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It an be easily heked using (1.2), that nowAk is the k+1-linear (not neessary
symmetri) Hilbert-Shmidt form. So one an write now
x =
∞∑
k=0
A˜k(ξ, . . . , ξ), (1.4)
where
A˜k(ϕ1, . . . , ϕk) :=
∞∑
j=1
Ak(ej;ϕ1, . . . , ϕk)ej
for the arbitrary orthonormal basis {ej; j ≥ 1} in H and the series (1.4) on-
verges in H in the square mean. The relation (1.2) remains to be true
E‖x‖2 =
∞∑
k=0
k!‖A˜k‖2k, (1.5)
where ‖A˜k‖k is the HilbertShmidt norm in the spae of H-valued k-linear
forms on H.
Now reall the denition of the operators of the seond quantization. Let C
be a ontinuous linear operator inH. Suppose that the operator norm ‖C‖ ≤ 1.
Then for α and x from (1.1) and (1.4) dene
Γ(C)α =
∞∑
k=0
Ak(Cξ, . . . , Cξ),
Γ(C)x =
∞∑
k=0
A˜k(Cξ, . . . , Cξ),
(1.6)
where for k ≥ 1 Ak(C·, C·, . . . , C·) and A˜k(C·, C·, . . . , C·) are new Hilbert-
Shmidt forms.
Using the estimation
‖Ak(C·, C·, . . . , C·)‖k ≤ ‖C‖k · ‖Ak‖k
it is easy to prove [2℄, that Γ(C) is a ontinuous linear operator in the spae of
square integrable random variables or elements in H.
Denition 1.1. [2℄ Operator Γ(C) is the operator of t h e s e  o n d q u-
a n t i z a t i o n orrespondent to the operator C.
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Before to onsider some examples, we will present the useful representation
of the seond quantization operators. Let ξ′ be the generalized Gaussian random
element in H, independent and equidistributed with ξ.
Consider the following generalized Gaussian random element in H
η =
√
1− CC∗ξ′ + Cξ. (1.7)
This element an be properly dened by the formula
∀ϕ ∈ H : (ϕ, η) := (√1− CC∗ϕ, ξ′) + (C∗ϕ, ξ). (1.8)
Note that η has zero mean and identity ovariation. In order to hek this, is
suient to note the relation
‖ϕ‖2 = ‖√1− CC∗ϕ‖2 + ‖C∗ϕ‖2.
For every random variable α with an expansion (1.1) dene
α(η) :=
∞∑
k=0
Ak(η, . . . , η).
The following representation will be useful.
Lemma 1.1. For arbitrary α ∈ L2(Ω, σ(ξ), P ) and operator C in H with
‖C‖ ≤ 1
Γ(C)α = E(α(η)/ξ). (1.9)
Proof. Note, that the both parts of (1.9) are ontinuous with respet to α
in the square mean. So, it is enough to hek (1.9) for the following random
variables
e(ϕ,ξ)−
1
2‖ϕ‖2, ϕ ∈ H. (1.10)
Really, the random variable of this kind has the Ito-Wiener expansion of the
form
e(ϕ,ξ)−
1
2‖ϕ‖2 =
∞∑
k=0
1
k!
ϕ⊗k(ξ, . . . , ξ).
Here ϕ⊗k is k-th tensor power of ϕ whih ats on H by the rule
ϕ⊗k(ψ1, . . . , ψk) =
k∏
j=1
(ϕ, ψj).
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So, as it was mentioned in introdution, for α, whih has an expansion (1.1)
Eαe(ϕ,ξ)−
1
2‖ϕ‖2 =
∞∑
k=0
Ak(ϕ, . . . , ϕ).
Hene, the set of all linear ombinations of the variables (1.10) is dense in L2.
Now [2℄ the following equality holds
Γ(C)e(ϕ,ξ)−
1
2‖ϕ‖2 = e(C
∗ϕ,ξ)− 12‖C∗ϕ‖2. (1.11)
From other side
e(ϕ,η)−
1
2‖ϕ‖2 = e(C
∗ϕ,ξ)− 12‖C∗ϕ‖2 · e(
√
1−CC∗ϕ,ξ′)− 12‖
√
1−CC∗ϕ‖2.
In order to nish the proof it is enough now note, that
Ee(
√
1−CC∗ϕ,ξ′)− 12‖
√
1−CC∗ϕ‖2 = 1,
and that ξ′ and ξ are independent. It follows from here, that
E
(
e(ϕ,η)−
1
2‖ϕ‖2/ξ
)
= e(C
∗ϕ,ξ)− 12‖C∗ϕ‖2.
Lemma is proved.
This lemma has the following useful appliation for us.
Corollary 1.1. Let Γ(C) be an operator of the seond quantization. Let
x be a random element in the omplete separable metri spae X measurable
with respet to ξ. Then there exists the random probability measure µ on X
suh, that for every bounded measurable funtion f : X → R the following
equality holds ∫
X
fdµ = Γ(C)f(x).
Proof. Let us dene µ as a onditional distribution of x(η) with respet to
ξ. Then, for every bounded measurable f : X→ R∫
X
fdµ = E(f(x(η))/ξ) = Γ(C)f(x).
The unique diulty on this way lies in the proper denition of x(η) (remind,
that ξ and η are not usual random elements). In order to break this diulty
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we will use the following analog of the Levy theorem. Let {ej; j ≥ 1} be an
orthonormal basis in H. Dene the sequenes of random elements in H by the
rule
ξn =
n∑
j=1
(ej, ξ)ej,
ηn =
n∑
j=1
(ej, η)ej, n ≥ 1.
Note that the sequenes {ξn;n ≥ 1} and {ηn;n ≥ 1} are equidistributed. Now
for every n ≥ 1 onsider the random measure νn in X, whih is built in the
following way
νn(∆) = E{1I∆(x)/ξn}.
Here ∆ is an arbitrary Borel subset of X. This random measures have two
important properties. First of all for every n ≥ 1 νn an be viewed as ν˜n(ξn),
where ν˜n is a Borel funtion from H to the spae of all probability measures on
X equipped with the distane of weak onvergene. Seondly, with probability
one νn weakly onverge to δx under n tends to innity. The last assertion
follows from the usual Levy theorem [7℄. More preisely, for arbitrary ontinuous
bounded funtion f : X→ R
f(x) = E(f(x)/ξ) = lim
n→∞
E(f(x)/ξn) =
= lim
n→∞
∫
X
f(u)νn(du) a.s.
Taking f from the ountable set whih dene the weak onvergene [8℄ we
get the required statement. Now note, that the sequene of random measures
{ν˜n(η n ≥ 1} is equidistributed with {ν˜n(ξn);n ≥ 1}. Hene with probability
one there exists the weak limit of ν˜n(ηn) whih is a delta-measure onentrated
in the ertain random point y. This random point y is by denition x(η). The
orretness of this denition an be easily heked. Lemma is proved.
Consider the examples of the random measures, whih arise in the applia-
tion of the Corollary 1.1 and will be important for us.
Example 1.1. Suppose, that H = L2([0; T ],R
d). Dene the generalized
Gaussian random element ξ in H with the help of the d-dimensional Wiener
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proess W on [0; T ]. Namely, for ϕ = (ϕ1, . . . , ϕd) ∈ L2([0; 1],Rd) dene
(ϕ, ξ) :=
d∑
j=1
∫ T
0
ϕj(s)dWj(s). (1.12)
Now onsider the funtions a : Rd → Rd and b : Rd → Rd×d whih satisfy the
Lipshitz ondition and the domain G in Rd with the C1-boundary Γ. Let for
every s ∈ [0; T ] and u ∈ Rd x(u, s, T ) denote the solution at time T of the
following Cauhy problem{
dx(t) = a(x(t))dt+ b(x(t))dW (t),
x(s) = u.
(1.13)
Denote by νu,s the random measure obtained from x(u, s, T ) via orollary 1.1
with the help of the ertain operator of the seond quantization Γ(C). In the
next setion we will obtain the stohasti variant of the Kolmogorov equation
for νu,s. Note, that in the ase C = 0 measures νu,s beame to be deterministi
and satisfy the usual Kolmogorov equation.
Now let us dene for every u ∈ G the random moment
τu,s = inf{T, t ≤ T : x(u, s, t) ∈ Γ}.
Let µu,s be the random measure obtained from x(u, s, τu,s) via orollary 1.1. It
ours, that measures µu,s satisfy ertain antiipating boundary value problem.
In order to desribe the antiipating SPDE for the random measures from
above mentioned example we need in the relation between the operators of
the seond quantization and extended stohasti integral. We will study this
onnetion in the more general situation when the extended stohasti integral
is substituted by the general Gaussian strong random operator (GSRO in the
sequel). Let us reall the following denition.
Denition 1.2. [3℄ T h e Gau s s i a n s t r o n g r a n d om l i n e a r o p e -
r a t o r (GSRO ) A in H is the mapping, whih maps every element x of H
into the jointly Gaussian with ξ random element in H and is ontinuous in the
square mean.
As an example of GSRO the integral with respet to Wiener proess an be
onsidered.
9
Example 1.2. ConsiderH and ξ from example 1.1. Let for simpliity d = 1.
Dene GSRO A in the following way
∀ϕ ∈ H : (Aϕ)(t) =
∫ t
0
ϕ(s)dw(s), t ∈ [0; T ].
It an be easily seen that Aϕ now is a Gaussian random element in H, and A
is ontinuous in square mean.
For to inlude in this piture the integration with respet to another Gaus-
sian proesses (for example with respet to the frational Brownian motion)
onsider more general GSRO. Suppose, that K be a bounded linear operator,
whih ats from L2([0; T ]) to L2([0; T ]
2). Dene
∀ϕ ∈ H : (Aϕ)(t) =
∫ T
0
(Kϕ)(t, s)dw(s).
It an be heked, that A is GSRO in H. Making an obvious hanges one an
dene the GSRO ating from the dierent Hilbert spaeH1 intoH. For example
onsider for α ∈ (12 ; 1) the ovariation funtion of the frational Brownian
motion [9℄ with Hurst parameter α
R(s, t) =
1
2
(t2α + s2α − |t− s|2α).
Dene the spae H1 as a ompletion of the set of step funtions on [0; T ] with
respet the inner produt under whih
(1I[0;s], 1I[0;t]) = R(s, t).
Consider the kernel Kα from the integral representation of the frational Brow-
nian motion Bα [10℄
Bα(t) =
∫ t
0
Kα(t, s)dw(s)
and
∂Kα
∂t
(t, s) = cα
(
α− 1
2
)
(t− s)α − 3
2
(s
t
) 1
2−α
.
Dene for ϕ ∈ H1
(Kϕ)(t, s) =
∫ t
s
ϕ(r)
∂Kα
∂r
(r, s)dr1I[0;t](s).
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Now let
(Aϕ)(t) =
∫ T
0
(Kϕ)(t, s)dw(s) =
∫ t
0
(Kϕ)(t, s)dw(s).
Then
(Aϕ)(t) =
∫ t
0
ϕ(s)dBα(s).
We will onsider the ation of GSRO on the random elements in H. Corre-
sponding denition was proposed in [3, 11℄. Consider arbitrary GSRO A in H.
Then for every ϕ ∈ H the Ito-Wiener expansion of Aϕ ontains only two terms
Aϕ = α0ϕ+ α1(ϕ)(ξ). (1.14)
Here α0 is a ontinuous linear operator in H and α1 is a ontinuous linear
operator from H to the spae of Hilbert-Shmidt operators in H. Now let x be
a random element in H with the nite seond moment. Then α1(x) has a nite
seond moment in the spae of Hilbert-Shmidt operators. So for every ϕ ∈ H
α1(x)(ϕ) =
∞∑
k=0
Bk(ϕ; ξ, . . . , ξ).
It an be easily veried, that Bk is k + 1-linear H-valued Hilbert-Shmidt form
on H. Dene ΛBk as a symmetrization of Bk with respet to all k+1 variables.
Denition 1.3. [3, 11℄ The random element x b e l o n g s t o t h e d oma i n
o f d e f i n i t i o n o f GSRO A if the series
∞∑
k=0
ΛBk(ξ, . . . , ξ)
onverges in H in the square mean and in this ase
Ax = α0x+
∞∑
k=0
ΛBk(ξ, . . . , ξ). (1.15)
In the partial ases this denition gives us the denition of the extended
stohasti integral [6, 12, 13℄. We will dene this integral for the speial lass
of Gaussian proesses. Suppose, that H = L2([0; T ]) and ξ is generated by
the Wiener proess w as above. Consider the jointly Gaussian with w proess
{γ(t); t ∈ [0; T ]} with zero mean.
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Denition 1.4. [14℄ Proess γ is a n i n t e g r a t o r if there exists the
onstant C suh that for every step funtion ϕ on [0; T ]
ϕ =
n−1∑
k=0
ak1I[tk;tk+1)
the following unequality holds
E(
n−1∑
k=0
ak(γ(tk+1)− γ(tk)))2 ≤ C
n−1∑
k=0
a2k(tk+1 − tk). (1.16)
The good examples of the integrators an be obtained via the following
simple statement.
Lemma 1.2. Let Γ(C) be an operator of the seond quantization. Then
γ(t) = Γ(C)w(t), t ∈ [0; T ]
is an integrator.
The proof of this lemma easily follows from the properties of Γ(C).
Note that the integrator an have the unbounded quadrati variation and
onsequently an have not the semimartingale properties (see [14℄). It is easy
to see from (1.16), that for every integrator γ and ϕ ∈ L2([0; T ]) the stohasti
integral ∫ t
0
ϕdγ
exists as a limit of the integrals from the step funtions and
E
(∫ t
0
ϕdγ
)2
≤ C
∫ t
0
ϕ2(s)ds.
So one an dene GSRO Aγ assoiated with the integrator γ by the rule
∀ϕ ∈ L2([0; T ]) : (Aγϕ)(t) =
∫ t
0
ϕdγ.
In this situation the denition 1.3 beame to be a denition of the extended
stohasti integral with respet to γ. Note that in the ase γ = w it will be a
usual extended integral.
Now let us onsider the relation between the ation of GSRO and the oper-
ators of the seond quantization.
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Theorem 1.1. [4℄ Let A be a GSRO in H and Γ(C) be an operator of the
seond quantization. Suppose that the random element x lies in the domain of
denition of A in the sene of denition 1.3. Then Γ(C)x belongs to the domain
of denition of GSRO Γ(C)A and the following equality holds
Γ(C)(Ax) = Γ(C)A(Γ(C)x). (1.17)
Here Γ(C)A is the GSRO whih ats by the rule
∀ϕ ∈ H : Γ(C)Aϕ = Γ(C)(Aϕ).
The proof of this theorem is plaed in [4℄ and so is omitted. Instead the proof
onsider the following important example of appliation of the theorem 1.1 to
the stohasti integration.
Example 1.3. Consider in the situation of the example 1.2 GSRO of inte-
gration with respet to Wiener proess w. Suppose that random funtion x in
L2([0; T ]) with the nite seond moment is adapted to the ow of σ-elds gen-
erated by w. It is well-known [12, 13℄, that in this ase the extended stohasti
integral ∫ t
0
x(s)dw(s), t ∈ [0; T ]
exists and oinides with the Ito integral. Now the theorem 1.1 says us that
Γ(C)
(∫ t
0
x(s)dw(s)
)
=
∫ t
0
Γ(C)x(s)dγ(s),
where γ is an integrator of the type γ(t) = Γ(C)w(t) and the integral in the
right part is an extended stohasti integral.
2. Antiipating equations and boundary value problems for the
seond quantization of the ertain Wiener funtionals. In this setion
we use the theorem 1.1 for to get the stohasti equations for the funtions
from example 1.1. In order to do this we will need in the notion of the weak
solution of the equation with the extended stohasti integral. Let us onsider
for GSRO A, random element x from the domain of A and ϕ ∈ H
E(Ax)e(ϕ,ξ)−
1
2‖ϕ‖2. (2.1)
This expetation in Hilbert spae is a Bohner integral.
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Lemma 2.1. Integral (2.1) an be expressed in the following way
E(Ax)e(ϕ,ξ)−
1
2‖ϕ‖2 = α0xϕ + α1(xϕ)(ϕ). (2.2)
Here α0 and α1 are the terms from expansion of A (1.14) and
xϕ = Exe
(ϕ,ξ)− 12‖ϕ‖2.
Proof. Consider the Ito-Wiener expansion of x
x =
∞∑
k=0
Bk(ξ, . . . , ξ).
It is known [2℄, that
e(ϕ,ξ)−
1
2‖ϕ‖2 =
∞∑
k=0
1
k!
ϕ⊗k(ξ, . . . , ξ).
So, by the properties of Ito-Wiener expansion
xϕ =
∞∑
k=0
Bk(ϕ, . . . , ϕ).
By the usual ontinuity arguments it is enough to verify the statement of the
lemma for the ase α0 = 0 and x = Bk(ξ, . . . , ξ) for a ertain k ≥ 0. In this
ase
Ax = ΛDk+1(ξ, . . . , ξ),
where the k+1-linear Hilbert-Shmidt form Dk+1 has a following representation
Dk+1(ϕ1, . . . , ϕk+1) = α1(Bk(ϕ1, . . . , ϕk))(ϕk+1).
Sine
Dk+1(ϕ, . . . , ϕ) = α1(xϕ)(ϕ)
the lemma is proved.
This lemma allows to dene the ation of the unbounded Gaussian random
operator on the random elements in the weak sense. Let H1 be a separable real
Hilbert spae densely and ontinuously embedded into H. Consider GSRO A
ating from H1 to H (in another word for every u ∈ H1 Au is a Gaussian
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element in H and this orrespondene is ontinuous in the square mean with
respet to the onvergene in H1). Then A an be treated as an unbounded
Gaussian random operator inH. As it was mentioned above, A an be desribed
with the help of two deterministi linear operators α0 : H1 → H, α1 : H1 →
σ2(H) (here σ2(H) is the spae of the Hilbert-Shmidt operators in H with the
orrespondent norm). Operators α0 and α1 an be onsidered as an operators
on H. Then the orrespondene
H ⊃ H1 ∋ u 7→ α0(u) + α1(u)(ξ)
denes an unbounded Gaussian random operator in H with the domain of
denition H1. The next denition is losely related to the lemma 2.1.
Denition 2.1. The random element x in H with the nite seond moment
b e l o n g s i n t h e w e a k s e n s e t o t h e d oma i n o f d e f i n i t i o n o f
t h e u n b o u n d e d Gau s s i a n r a n d om op e r a t o r A if there exist the
dense subset L ⊂ H and the random element y in H with the nite seond
moment suh, that
∀ϕ ∈ L : xϕ = Exe(ϕ,ξ)− 12‖ξ‖2 ∈ H1, α0(xϕ) + α1(xϕ)(ϕ) = yϕ. (2.3)
Here yϕ is dened in the same way as xϕ.
Consider an example of the situation desribed in the previous denition.
Note, that in a similar way the denition of the ation of unbounded Gaussian
random operator on the Hilbert spae H ′ 6= H an be dened.
Example 2.1.Case of deterministi operator. LetH ′ = L2(R×[0; 1], e−x
2
2 dx×
dt). Consider the nonrandom operator A in H ′ whih is dened by the formula
Af(x, t) =
∫ t
0
∂
∂x
f(x, s)ds.
As a Hilbert spae H1 let us use
H1 = W
1
2 (R, e
−x22 dx)× L2([0; 1]),
i.e. H1 onsists of the funtions from x ∈ R, t ∈ [0; 1] whih have one Sobolev
derivative with respet to x whih is in H ′. Consider the following random
element in H ′
X(x, t) = 1I{w(t)≤x}.
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It is easy to verify that X has a nite seond moment
E
∫
R
∫ 1
0
X(x, t)2 · e−x
2
2 dxdt ≤
√
2π.
Note, that for xed t X(·, t) /∈ W 12 (R, e−
x2
2 dx). Indeed due to the Sobolev
embedding theorem all funtions from W 12 (R, e
−x22 dx) must be ontinuous. Let
us prove that X belongs to the domain of denition A in the sense of denition
2.1. Take ϕ ∈ L2([0; 1]) and onsider
Xϕ(x, t) = E1I{w(t)≤x} exp
{∫ 1
0
ϕ(s)dw(s)− 1
2
∫ 1
0
ϕ2(s)ds
}
.
It follows from Girsanov theorem that
Xϕ(x, t) = E1I{w(t)+∫ t0 ϕ(s)ds≤x}.
Then Xϕ ∈ H1 and∫ t
0
∂
∂x
Xϕ(x, s)ds =
∫ t
0
1√
2πs
exp− 1
2s
{
x−
∫ s
0
ϕ(r)dr
}2
ds. (2.4)
Now nd Y with the nite seond moment in H˜ suh, that Yϕ equals to (2.4).
Consider the sequene
Y n(x, t) = 2n
∫ t
0
1I[x− 1
n
;x+ 1
n
](w(s))ds, n ≥ 1.
Note [1℄, that there exists the random eld Y (x, t), x ∈ R, t ∈ [0; 1] suh, that
E(Y n(x, t)− Y (x, t))2 → 0, n→∞.
Also note, that
sup
n≥1
EY n(x, t)2 ≤ c|x|.
This an be easily heked using Tanaka approah. Hene Y is the random
element in H˜ with the nite seond moment. Moreover
Yϕ(x, t) = EY (x, t) exp
{∫ 1
0
ϕ(s)dw(s)− 1
2
∫ t
0
ϕ2(s)ds
}
=
16
= lim
n→∞
EY n(x, t) exp
{∫ 1
0
ϕ(s)dw(s)− 1
2
∫ t
0
ϕ2(s)ds
}
=
= lim
n→∞
E2n
∫ t
0
1I[x− 1
n
;x+ 1
n
](w(s))ds exp
{∫ 1
0
ϕ(s)dw(s)− 1
2
∫ t
0
ϕ2(s)ds
}
=
= lim
n→∞
E2n
∫ t
0
1I[x− 1
n
;x+ 1
n
](w(s) +
∫ s
0
ϕ(r)dr)ds =
=
∫ t
0
1√
2πs
exp− 1
2s
{
x−
∫ s
0
ϕ(r)dr
}2
ds.
So,
Yϕ(x, t) =
∫ t
0
∂
∂x
Xϕ(x, s)ds.
Consequently X belongs to the domain of denition of operator A in the sense
of denition 2.1 and AX is the loal time of the Wiener proess. Note, that
the Ito-Wiener expansion of the Wiener loal time and more general related
objets an be found in [15, 16℄.
Example 2.2. Let the spaes H˜ be as in the previous example. Suppose, that
the spae H1 is built similarly to the previous example with the substitution of
W 12 (R, e
−x22 dx) by W 22 (R, e
−x22 dx). Dene the Gaussian random operator A on
H1 in the following way
Af(x, t) =
1
2
∫ t
0
∂2
∂x2
f(x, s)ds+
∫ t
0
∂
∂x
f(x, s)dw(s).
Let us onsider arbitrary bounded and measurable funtion h on R and dene
the random element X in H˜ by the formula
X(x, t) = h(x+ w(t)).
Prove, that X belongs to the domain of denition of A in the weak sense.
Really, the operators α0 and α1 from the Ito-Wiener representation of A now
has the form
α0(u)(x, t) =
1
2
∫ t
0
∂2
∂x2
u(x, s)ds,
α1(u)(ϕ)(x, t) =
∫ t
0
∂
∂x
u(x, s)ϕ(s)ds.
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Consider
Xϕ(x, t) = Eh(x+ w(t)) exp
{∫ 1
0
ϕ(s)dw(s)− 1
2
∫ t
0
ϕ2(s)ds
}
=
= Eh(x+w(t)+
∫ t
0
ϕ(s)ds) =
1√
2πt
∫
R
h(u) exp− 1
2t
{
u− x−
∫ t
0
ϕ(s)ds
}2
du.
Consequently,∫ t
0
1
2
∂2
∂x2
Xϕ(x, s) +
∂
∂x
Xϕ(x, s)ϕ(s)ds = Xϕ(x, t)− h(x).
The last equality is valid every sure with respet to the Lebesque measure. So
it is right as an equality between the elements from H˜. Finally we see, that X
belongs to the domain of denition A in the weak sense.
Now let us turn to the equations with the GSRO. Here we will onsider two
types of antiipating equations. In the rst one the equation has the usual Ito
harater but the initial value depends on future inrements of Wiener proess.
In the seond one the equation itself ontains the integral with respet to the
integrators.
Firstly let us onsider the equation with the operator from the example 2.2
written in the dierential form{
dU(x, t) = 12
∂2
∂x2
U(x, t)dt+ ∂
∂x
U(x, t)dw(t),
U(x, 0) = f(x), x ∈ R. (2.5)
Suppose that initial ondition f is the random funtion, whih is measurable
with respet to the Wiener proess {w(t), t ∈ [0; 1]}. The equation is treated in
the weak sense. It is well-known, that the linear SDE with antiipating initial
ondition {
dz(t) = az(t)dt+ bz(t)dw(t),
z(0) = α,
(2.6)
where the stohasti integral is treated in the Skorokhod sense has the solution
z(t) = Qtα · E t0.
Here E t0 is the usual stohasti exponent related to (2.6) and
Qtα = α(w(·) + b · ∧t).
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I.e.Qt is the shift on the Wiener spae. In the dimension greater then one analog
of this statement is not valid in general [17℄. The reason is that the matrix-
valued oeients a and b an be nonommuting and the diretion of the shift
an not be obtained. But in this ase another approah an be used [4℄. This
approah is related to the von-Neimann series for the solution of the equation
with GSRO. We will onsider this approah for equation (2.5). Suppose, that
the initial ondition f in (2.5) has the form
f(x) = α · ϕ(x),
where ϕ is the deterministi funtion from L2(R) and α is the random variable
measurable with respet to w. Consider the Fourier transform Û of the solution.
Then it satises following Cauhy problem{
dÛ(λ, t) = −12λ2Û(λ, t)dt+ iλÛ(λ, t)dw(t),
Û(λ, 0) = αϕ̂(λ).
(2.7)
This problem an be treated under xed λ. Let us write the orrespondent
equation {
dz(t) = az(t)dt+ ibz(t)dw(t),
z(0) = α.
(2.8)
This equation diers from (2.6) due to the presene of i. Consider the real and
imaginary parts of z separately.
Let z(t) = z1(t)+ iz2(t), where z1, z2 are the real stohasti proesses. Then
dz1(t) = az1(t)dt− bz2(t)dw(t),
dz2(t) = az2(t)dt+ bz1(t)dw(t),
z1(0) = α, z2(0) = 0.
(2.9)
Last equation an be written in the matrix form. Denote ~z(t) = (z1(t), z2(t)).
Then
d~z(t) = a Id ~z(t)dt+ B~z(t)dw(t), (2.10)
where Id is an idential 2× 2 matrix and
B =
(
0 −b
b 0
)
.
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Sine B has not now the system of the real eigen-values, then we an not apply
the formula with the shift of probability argument from [17℄. Let the matrix-
valued proess Y (s, t), 0 ≤ s ≤ t ≤ T be the solution of the Cauhy problem{
dY (s, t) = aY (s, t)dt+ BY (s, t)dw(t)
Y (s, s) = Id .
Suppose, that α has a nite Ito-Wiener expansion, i.e.
α =
N∑
k=0
T∫
k. . .
∫
0
ak(t1, . . . , tk)dw(t1) . . . dw(tk).
The next statement was proved in [4℄.
Theorem 2.1 [4℄. The Cauhy problem (2.9) has the unique solution of the
form
~z(t) =
∞∑
k=0
∫
k. . .
∫
0≤t1≤...≤tk≤t
Dkα(τ1, . . . , τk)Y (tk, t)B·
·Y (tk−1, tk)B . . .BY (0, t1)~udt1 . . . dtk. (2.11)
Here for k = 0 the orresponding summand is αY (0, t)~u and ~u = (1, 0). Sine
in our situation Y (s, t) has an evolutionary property, i.e. for t1 ≤ t2 ≤ t3
Y (t1, t3) = Y (t2, t3)Y (t1, t2)
and B ommute with Y, then (2.11) an be rewritten in the form
~z(t) =
∞∑
k=0
Y (0, t)Bk~u
∫
k. . .
∫
0≤t1≤...≤tk≤t
Dkα(t1, . . . , tk)dt1 . . . dtk. (2.12)
Now let us reall, that vetor ~z(t) onsists of the real and imaginary part of the
solution to the initial Cauhy problem (2.8). In order to obtain z(t) onsider
the vetor ~yk(t) = Y (0, t)B
k~u, k ≥ 1. In an be easily heked, that
yk(t)1 + iyk(t)2 = i
kbkeat+ibw(t)+
1
2b
2t.
So
z(t) = eat+
1
2b
2t+ibw(t)
∞∑
k=0
ikbk
∫
k. . .
∫
0≤t1≤...≤tk≤t
Dkα(t1, . . . , tk)dt1 . . . dtk. (2.13)
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Sine the ation of GSRO on the random element is losed in the sense of the
linear operator theory, then (2.13) remains valid for those α, who has innitely
many stohasti derivatives and for whih the series onverges in the square
mean. Returning to the equation (2.7) we obtain the expliit expression of
Û(λ, t)
Û(λ, t) = ϕ̂(λ)eiλw(t)
∞∑
k=0
ikλk
∫
k. . .
∫
0≤t1≤...≤tk≤t
Dkα(t1, . . . , tk)dt1 . . . dtk. (2.14)
Taking the inverse Fourier transform
U(x, t) =
∞∑
k=0
ϕ(k)(x+ w(t))
∫
k. . .
∫
0≤t1≤...≤tk≤t
Dkα(t1, . . . , tk)dt1 . . . dtk. (2.14
′)
This is the solution of the initial antiipating SPDE, whih is obtained using
GSRO approah.
Now let us onsider the antiipating SPDE with the integrators. Let {w(t); t ≥
0} be a Brownian motion in Rd, G is a domain in Rd with the smooth bound-
ary. Consider the diusion proess {x(t); t ≥ 0} in G with the diusion matrix
(aij(x))
d
ij=1, drift term (bi(x))i=1,d.We will onsider two types of the onditions
on the boundary. First is the reetion. In this ase we an suppose that x
satises the Skorokhod SDE in G{
dx(t) = b(x(t))dt+ σ(x(t))dw(t) + 1I∂G(x(t))γ(x(t))dη(t),
x(0) = x0, η(0) = 0.
(2.15)
Here σ(x)σ∗(x) = (aij(x)), γ is the diretion of the reetion and η is the loal
time of x on the boundary ∂G. The seond type of the proess is the diusion
inside G with the oeients a and b stopped on the boundary. Let us denote
this proess by y. We will suppose that y satises the same SDE as x from
(2.15) with out the last term. Consider for the funtion f ∈ C2(G) and the
ertain bounded linear operator C in L2([0; T ],R
d) following random funtion
U(x0, t) = Γ(G)f(x(t)).
The funtion U is dened on G × [0; +∞). Of ourse we will suppose, that
‖C‖ ≤ 1 in order to dene U orretly.
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Theorem 2.2. Suppose, that σ, b and γ have three bounded ontinuous
derivatives and boundary ofG is the C3-bounded manifold. Let also (γ,∇f)|∂G =
0. Then U satises the following antiipating PSDE
dU(x, t) =
[
1
2
d∑
ij=1
aij(x)
∂2
∂xi∂xj
U(x, t) +
d∑
j=1
bj(x)
∂
∂xj
U(x, t)
]
dt−
−
d∑
ij=1
σij(x)
∂
∂xi
U(x, t)dγj(t),
(2.16)
and the boundary ondition
(γ,∇U)|∂G = 0.
Here for j = 1, . . . , d
γj(t) = Γ(G)wj(t).
The equation (2.16) is understood in the weak sense, i.e. the random funtion
U as a random element in the spae L2(G × [0; T ]) belongs to the domain of
denition of the random integral operator from the right part of (2.16) via the
denition 2.1.
Proof. Consider ϕ ∈ C1([0; T ],Rd). Denote
E t0(ϕ) = exp
{∫ T
0
d∑
j=1
ϕj(s)dwj(s)− 1
2
∫ T
0
d∑
j=1
ϕ2j(s)ds
}
.
Now, due to (1.11)
EΓ(C)f(x(t))Et0(ϕ) =
= Ef(x(t)) exp
{∫ T
0
d∑
j=1
(Cϕ)j(s)dwj(s)− 1
2
∫ T
0
d∑
j=1
(Cϕ)2j(s)ds
}
.
Let us denote for the onveniene Cϕ = ψ. Note, that ET0 (ψ) is the proba-
bility density from Girsanov theorem. So,
Ef(x(t))ET0 (ψ) = Ef(x(t))E t0(ψ) = Ef(z(t)),
where the proess z satises the following Cauhy problem
dz(t) = [b(z(t)) + σ(z(t))ψ(t)]dt+
+σ(z(t))dw(t) + 1I∂G(z(t))γ(z(t))dζ(t),
z(0) = x0, ζ(0) = 0,
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ζ is the loal time of z on the boundary. Denote
V (x0, t) = Ef(z(t)).
The funtion V satises the boundary ondition (γ,∇V )|∂G = 0 and the
partial dierential equation
∂
∂t
V (x, t) =
1
2
d∑
ij=1
aij(x)
∂2
∂xi∂xj
V (x, t)+
+
d∑
j=1
bj(x)
∂
∂xj
V (x, t) +
d∑
ij=1
σij(x)ψj(t)
∂
∂xi
V (x, t). (2.17)
Note, that the right part of (2.17) is exatly the expression from denition
2.1. Theorem is proved.
Remark. Due to the uniqueness of the solution to (2.17) the solution of the
initial antiipating SPDE also is unique.
Consider now the funtionals from the diusion proess y. Denote by τ the
hitting time of y on the boundary ∂G. Let g ∈ C(∂G). Consider the following
funtional ∫ τ
0
f(y(s))ds+ g(y(τ)).
Our aim is to get the equation for the random funtion
Γ(C)
(∫ τ
0
f(y(s))ds+ g(y(τ))
)
. (2.18)
Unfortunately we an not obtain the equation for (2.18) itself. Instead we will
onsider the following funtion
Q(x, t) = Γ(C)
(∫ T∧τ
t
f(y(s))ds+ g˜(y(T ∧ τ))
)
. (2.19)
Here g˜ is the unique deterministi funtion from C2(G)
⋂
C(G) whih satises
the Dirihlet problem{
1
2
∑d
ij=1 aij(x)
∂2
∂xi∂xj
g˜(x) +
∑d
j=1 bj(x)
∂g˜(x)
∂xj
= 0, x ∈ G,
g˜|∂G = g.
(2.20)
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The following statement holds
Theorem 2.3. The random funtion Q satises in the weak sense the fol-
lowing antiipating SPDE with the boundary onditions
dQ(x, t) =
[
−1
2
∑d
ij=1 aij(x)
∂2
∂xi∂xj
Q(x, t)−∑dj=1 bj(x) ∂∂xjQ(x, t) + f(x)] dt−
−12
∑d
ij=1 aij(x)
∂
∂xj
Q(x, t)dγi(t),
Q|∂G = g, Q(x, T ) = g˜(x).
(2.21)
Here γi, i = 1, . . . , d are the same as in the previous theorem and the stohasti
integrals related to dγi have the same meaning.
The proof of this theorem is almost analogous to the proof of the theorem
2.2 and is omitted.
3. Seond quantization of the hitting moment. Consider the applia-
tion of the results from previous setion to the example from the introdution.
Let {w(t); t ≥ 0} be the one-dimensional Wiener proess starting from the
point x > 0. Denote by τ the hitting time for w on the level 0. Let Γ(C)
be the ertain operator of the seond quantization. We are interesting in the
value Γ(C)1I{τ≤t}. Firstly let us nd Γ(C)f(w(t∧ τ)), where f ∈ C2([0; +∞])
bounded and satises ondition f ′′(0) = 0. Let us denote
ξx,s(t) = x+ w(t)− w(s), 0 ≤ s ≤ t,
τx,s = inf{t ≥ s : ξx,s(t) = 0},
V (x, s) = Γ(C)f(ξx,s(t ∧ τx,s)).
Similar to theorem 2.1 V satises the following antiipating SPDE{
dV (x, s) = −1
2
∂2
∂x2
V (x, s)ds− ∂
∂x
V (x, s)dγ(s),
∂2
∂x2
V (0, s) = 0, V (x, t) = f(x).
(3.1)
Consider some speial ase operator C.
Example 3.1. LetC be a projetor on the ertain unit vetor e in L2([0; T ]), C =
e⊗ e. Then Γ(C) is the onditional mathematial expetation with respet to
the random variable
η =
∫ T
0
e(s)dw(s).
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So
γ(t) = M(w(t)/η) = η
∫ t
0
e(s)ds.
In this ase the extended stohasti integral with respet to γ(t) from the
random proess ζ, whih has the stohasti derivative, has the form∫ T
0
ζ(s)dγ(s) =
∫ T
0
(ζ(s)η − (Dζ(s), e))e(s)ds.
Note, that in (3.1) V is measurable with respet to γ, i.e. (in our ase) with
respet to η. Let us try to nd V as a smooth funtion not only x and s but
also η. Then (3.1) an be rewritten as follows{
dV (x, s, η) =
[
−12 ∂
2
∂x2
V (x, s, η)− ∂
∂x
(ηV (x, s, η)− ∂
∂η
V (x, s, η))
]
ds,
∂2
∂x2
V (0, s, η) = 0, V (x, t, η) = f(x).
(3.2)
Substituting
V˜ (x, s, η) = e−
η2
2 V (x, s, η)
we get dV˜ (x, s, η) =
[
−1
2
∂2
∂x2
V˜ (x, s, η) + ∂
2
∂x∂η
V˜ (x, s, η)
]
ds,
∂2
∂x2
V˜ (0, s, η) = 0, V˜ (x, t, η) = e−
η2
2 f(x).
(3.3)
The last equation an bee solved by using the Ito-Wiener expansion of V˜ .
Let us look for the solution of the kind
V˜ (x, s, η) =
∞∑
k=0
e−
η2
2 Hk(η)Vk(x, s). (3.4)
Here Hk is the Hermite polynomial of order k with the rst oeient equal to
one:
Hk(α) = (−1)keα
2
2
(
d
dα
)k
e−
α2
2 .
Using the well-known relation
d
dη
e−
η2
2 Hk(η) = −e−
η2
2 Hk+1(η)
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one an get the following system of the boundary value problems for the deter-
ministi oeients in (3.4){
∂
∂s
V0(x, s) = −12 ∂∂x2V0(x, s),
∂2
∂x2
V0(0, s) = 0, V0(x, t) = f(x),
(3.5)
{
∂
∂s
Vk+1(x, s) = −12 ∂∂x2Vk+1(x, s)− ∂∂xVk(x, s),
∂2
∂x2
Vk+1(0, s) = 0, Vk+1(x, t) = 0, k ≥ 0.
(3.6)
The obtained system an be solved reurrently. To do this denote for x, y ≥ 0
qt(x, y) =
1√
2πt
(
e−
(x−y)2
2t − e− (x+y)
2
2t
)
.
qt is the transition density for killed at zero Brownian motion. Now
V0(x, s) =
∫ +∞
0
qt−s(x, y)f(y)dy,
Vk+1(x, s) =
∫ t
s
∫ +∞
0
qt−τ(x, y)
∂
∂y
Vk(y, τ)dydτ, k ≥ 0.
From this relations we get
Vk(x, s) =
∫
k. . .
∫
s≤τ1≤...≤τk≤t
+∞∫
k. . .
∫
0
qt−τk(x, y1)
∂
∂y1
qτk−τk−1(y1, y2) . . .
. . .
∂
∂yk−1
qτk−ζ(yk−1, yk)f(yk)dy1 . . . dykdτ1 . . . dτk.
Now the solution of (3.2) and (3.3) an be written as a series (3.4).
4. Smoothing problem. The last setions of the artile are devoted to the
following problem. Let (w1, w2) be the pair of jointly Gaussian one-dimensional
Wiener proesses. Let the proesses x1, x2 are obtained via the relations
dx1(t) = a1(x1(t))dt+ dw1(t),
dx2(t) = a2(x1(t))dt+ dw2(t),
x1(0) = x2(0) = 0.
(4.1)
Note, that the seond equality is just a denition of x2 but not an equation.
The problem is to nd the onditional distribution of x1(t) for t ∈ [0; 1] under
given {x2(s); s ∈ [0; 1]}. We will try to get the equation for
E(f(x1(t))/x2)
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for the appropriate funtions f.
Firstly let us study the joint distribution of (w1, w2). Note, that there exists
the bounded linear operator V : L2([0; 1])→ L2([0; 1]) suh, that
∀ϕ1, ϕ2 ∈ L2([0; 1]) :
E
∫ 1
0
ϕ1dw1
∫ 1
0
ϕ2dw2 =
∫ 1
0
ϕ1V ϕ2ds.
This fat follows from the reason, that the left part of the above formula is
the ontinuous bilinear form with respet to ϕ1 and ϕ2. Moreover, the operator
norm ‖V ‖ ≤ 1.
In this setion we onsider the density of the distribution (x1, x2) with re-
spet to the distribution of (w1, w2) and study its properties under the on-
ditional expetation. The problem is that the distribution of (w1, w2) is not a
Wiener measure in C([0; 1],R2). So in order to get the density we need to adapt
the general Gaussian measure setup [18℄ to the our ase. For the future let us
denote C([0; 1]) as C and identify the spae C([0; 1],R2) with the diret sum
C⊕C, whih is furnished by the sum of the norms. Denote also by H the spae
L2([0; 1],R
2) = L2([0; 1])⊕ L2([0; 1])
with the salar produt dened by the formula
(ϕ, ψ) =
∫ 1
0
ϕ1ψ1ds+
∫ 1
0
ϕ2ψ2ds.
With the pair (w1, w2) we an assoiate the generalized Gaussian random ele-
ment ξ in H by the rule
(ϕ, ξ) =
∫ 1
0
ϕ1dw1 +
∫ 1
0
ϕ2dw2.
Note that ξ has not an identity ovariation operator. Really
E(ϕ, ξ)(ψ, ξ) =
∫ 1
0
ϕ1ψ1ds+
∫ 1
0
ϕ2ψ2ds+
+
∫ 1
0
ϕ1V ψ2ds+
∫ 1
0
ψ1V ϕ2ds.
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Here V is desribed above bounded linear operator in L2([0; 1]). Denote by S
the operator in H whih ats by the rule
Sϕ = (ϕ1 + V ϕ2, V
∗ϕ1 + ϕ2).
Then
E(ϕ, ξ)(ψ, ξ) = (Sϕ, ψ).
Our aim is to desribe the transformations of the pair (w1, w2) in the terms of ξ.
Let us start with the deterministi admissible shifts. Denote by i the anonial
embedding of H into C2, i.e.
i(ϕ)(t) = (
∫ t
0
ϕ1ds,
∫ t
0
ϕ2ds).
Lemma 4.1. Let the operator norm ‖V ‖ < 1, then for every h ∈ H i(h) is
admissible shift for µw1,w2 and the orresponding density has the form
ph(ξ) = exp{(S−1h, ξ)− 1
2
(S−1h, h)}. (4.2)
Remark. Due to the ondition ‖V ‖ < 1 the operator S−1 is bounded on H
and an be written in the form
S−1ϕ = ϕ+ (Q11ϕ1 +Q12ϕ2, Q21ϕ1 +Q22ϕ2) = ϕ+Qϕ,
where ‖Q‖ < 1.
Proof. Note, that by the denition the operator S is nonnegative. Dene
ξ′ = S−
1
2ξ.
Then the shift of the distribution of (w1, w2) on the vetor i(h) is related to the
shift of ξ′ on the vetor S−
1
2h. Now the statement of the lemma follows from
the well-known formula for the density in the terms of ξ′
p(ξ′) = exp{(ξ′, S− 12h)− 1
2
(S−
1
2h, S−
1
2h)}
if we rewrite it in the terms of ξ.
The lemma is proved.
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Remark. Formula (4.2) an be rewritten in the terms of w1, w2. Really, by
the denition
(S−1h, ξ)− 1
2
(S−1h, h) =
=
∫ 1
0
(S−1h)1dw1+
∫ 1
0
(S−1h)2dw2− 1
2
∫ 1
0
(S−1h)1h1ds− 1
2
∫ 1
0
(S−1h)2h2ds =
(4.3)
=
∫ 1
0
(h1 +Q11h1 +Q12h2)dw1 +
∫ 1
0
(h2 +Q21h1 +Q22h2)dw2−
−1
2
∫ 1
0
(h1 +Q11h1 +Q12h2)h1ds− 1
2
∫ 1
0
(h2 +Q21h1 +Q22h2)h2ds.
Using the same method one an nd the density of µx1,x2 with respet µw1,w2.
Firstly dene the stohasti derivatives of the funtionals from w1, w2 with
respet to ξ and the extended stohasti integral in the terms of ξ. Let ϕ be a
dierentiable bounded funtion on C ⊕ C. Dene the stohasti derivative of
the random variable ϕ(w1, w2) by the formula
Dϕ(w1, w2) := i
∗∇ϕ(w1, w2).
By this denition for every t ∈ [0; 1]
Dw1(t) = (1I[0;t], 0),
Dw2(t) = (0, 1I[0;t]).
Note, that ϕ(w1, w2) an be regarded as a funtional from the generalized ran-
dom element ξ′ whih was introdued in the proof of the lemma 4.1. Sine ξ′
has an identity ovariation operator the stohasti derivatives and extended
stohasti integral for the funtionals from ξ′ are onneted by the usual rela-
tion. Now we will dene the extended stohasti integral with respet to ξ. It
an be done in the following way. Consider the Gaussian random funtional on
H of the kind
J(ϕ) = (ϕ, ξ).
Then, in the terms of ξ′ J an be rewritten as
J(ϕ) = (S
1
2ϕ, ξ′).
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So, the ation of J on the random element x in H via the denition 1.3 has the
form
J(x) = I(S
1
2x). (4.4)
Here I is the extended stohasti integral with respet to ξ′. Note also, that for
the stohasti derivatives with respet to ξ′ and ξ we have the obvious relation
Dξ′α = S
− 12Dξα.
Hene on the domain of denition
E(Dξα, x) = E(S
− 12Dξα, S
1
2x) =
= E(Dξ′α, S
1
2x) = Eα · I(S 12x) = EαJ(x). (4.5)
Thus the relation between the stohasti derivative and extended stohasti
integral with respet to ξ is the same as for ξ′. Now let us turn to the nonadapted
shifts of the distribution of (w1, w2). Consider the pair of random proesses
x1, x2 whih are dened by the equations (4.1).
The next lemma is standard.
Lemma 4.2. Let the funtions a1, a2 be ontinuously dierentiable and have
bounded derivatives. Then
1) for every t ∈ [0; 1] the random variables x1(t), x2(t) have the stohasti
derivatives Dx1(t), Dx2(t),
2) the random element (a1(x1(·)), a2(x1(·))) in H has the stohasti deriva-
tive, and
D(a1(x1(s)), a2(x1(s)))(t) =
= (a′1(x1(s))Dx1(s)(t), a
′
2(x1(s))Dx1(s)(t)),
3) the stohasti derivative of x1 with respet to w1 (i.e. the rst oordinate
of Dx1) satises the equation
D1x1(s)(t) = 1 +
∫ s
t
a′1(x1(r))D1x1(r)(t)dr, 0 ≤ t ≤ s ≤ 1,
D1x1(s)(t) = 0, t > s,
and
Dx1(s)(t) = (D1x1(s)(t), 0).
It follows from the lemma 4.2, that ‖D(a1(x1(·)), a2(x1(·)))‖H an be made
small if we take a′1 and a
′
2 small enough. Sine the operator S
− 12
is bounded
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in H, then due to the theorem 3.2.2 from [ 18 ℄ the distribution of (x1, x2) is
absolutely ontinuous with respet to the distribution (w1, w2) for suiently
small a′1, a
′
2. The orresponding density will be denoted by p. Aordingly to
[18℄ p has the form
p = ζ · exp{I(S− 12h)− 1
2
(S−1h, h)}, (4.6)
where
h(t) = (a1(w1(t)), a2(w1(t))),
and ζ is the orresponding CarlemanFredgolm determinant. Due to (4.4) (4.6)
an be rewritten as
p = ζ exp{J(S−1h)− 1
2
(S−1h, h)}. (4.7)
This expression allows us to onlude, that up to the term ζ p has the stohas-
ti derivative. We will suppose, that this is so in the next setion, where the
formulas for the onditional expetation and extended stohasti integral will
be obtained in non-Gaussian ase.
5. Conditional expetation. For the proesses (x1, x2) from (4.1) let us
searh for the onditional distribution of x1(t) under xed {x2(s); s ∈ [0; 1]}.
Firstly note, that under our onditions the distribution of (x1, x2) is absolutely
ontinuous with respet to the distribution of (w1, w2) and, onsequently, the
distribution of x2 is absolutely ontinuous with respet to the distribution of
w2.
Denote for a moment by µ the distribution of the pair (w1, w2) on C([0; 1])⊕
C([0; 1]) and by µ1 and µ2 the distributions of w1 and w2 (shurely these are
a Wiener measures but on the dierent opies of C([0; 1]). It follows from the
general theory of integration that the measure µ an be desintegrated with
respet to µ2, i.e.
µ(∆) =
∫
C([0;1])
ν(u,∆u)µ2(du),
for arbitrary Borel ∆ in C([0; 1])⊕ C([0; 1]). Here ν is a measurable family of
the probability measures and ∆u = {v ∈ C([0; 1]) : (v, u) ∈ ∆}.
Dene for the measurable bounded funtion ϕ : C([0; 1])→ R the funtion
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ψ by the rule
C([0; 1]) ∋ u 7→ ψ(u) =
∫
C([0;1])
ϕ(v)p(v, u)ν(u, dv). (5.1)
·(
∫
C([0;1])
p(v, u)ν(u, dv))−1.
The following variant of the Bayes formula holds.
Lemma 5.1.
E(ϕ(x1)/x2) = ψ(x2).
Proof. Note rstly, that ψ(x2) is orretly dened beause the funtion ψ
is dened up to the set of Wiener measure zero, and the distribution of x2 is
equivalent to this measure. Now for arbitrary bounded and measurable funtion
γ : C([0; 1])→ R
Eϕ(x1)γ(x2) = Eϕ(w1)γ(w2)p(w1, w2) =
= Eγ(w2) · E(ϕ(w1)p(w1, w2)/w2) =
= Eγ(w2) · E(ϕ(w1)p(w1, w2)/w2)
E(p(w1, w2)/w2)
· E(p(w1, w2)/w2) =
= Eγ(w2)ψ(w2) · p(w1, w2) = Eγ(x2)ψ(x2).
This nishes the proof.
For arbitrary t ∈ [0; 1] denote by πt the random measure on R whose pairing
with the bounded measurable funtion f is dened by the formula∫
R
f(r)πt(dr) = E(f(w1(t)) · p(w1, w2)/w2).
In view of the previous lemma it is enough to get the equation for πt. The
next lemma ontains the neessary fats from the theory of extended stohasti
integral.
Lemma 5.2. Let H be the separable Hilbert spae, ξ be a generalized Gaus-
sian random element in H with zero mean and identity ovariation. Suppose,
that the random element x in H has two stohasti derivatives and let I and
D be the symbols of the extended stohasti integral and stohasti derivative
orrespondingly. Then for arbitrary h ∈ H and stohastially dierentiable
bounded random variable α the following formulas hold
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1) αI(x) = I(αx) + (x,Dα),
2) (DI(x), h) = (x, h) + I((Dx, h)).
Proof. The rst statement is the well-known relation [12℄. Let us hek 2).
Use the integration by part formula. Consider the random variable β whih is
twie stohastially dierentiable. Then, using 1),
E(DI(x), h)β = E(DI(x), βh) =
= EI(x)I(βh) = EI(x)(βI(h)− (Dβ, h)) =
= E(x,D(βI(h)− (Dβ, h))) =
= E[(x, βh) + (x,Dβ)I(h)− (x, (D2β, h))] =
= E(x, h)β + E(x, I(Dβh)) =
= Eβ((x, h) + I((Dx, h))).
Lemma is proved.
Remark. Note, that the statement of the lemma remains to be true in the
ase, when α is not bounded but all terms are well-dened. Also, due to the
formula (4.5) the lemma holds in the ase, when the initial generalized Gaussian
random element has not identity ovariation.
Now let us turn to our ltration problem.
Take the funtion f ∈ C20(R). Then for arbitrary r ∈ R from the Ito formula
f(r + w1(t))p(w1, w2) =
= f(r)p(w1, w2) +
∫ t
0
f ′(r + w1(s))dw1(s)p(w1, w2)+
+
1
2
∫ t
0
f ′′(r + w1(s))p(w1, w2)ds.
Consider the seond summand. It ontains the Ito integral whih onsiders with
the extended stohasti integral as it was mentioned before. So we an apply
the formula 1) from the lemma 5.2:
p(w1, w2)
∫ t
0
f ′(r + w1(s))dw1(s) =
=
∫ t
0
f ′(r + w1(s))p(w1, w2)dw1(s)+
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+∫ t
0
f ′(r + w1(s))(SDp(w1, w2))1(s)ds.
Here the index 1 symbolize the rst oordinate of orrespondent element from
H. Now note, that the onditional expetation with respet to w2 is an operator
of the seond quantization. So, if we denote by
γ1(t) = E(w1(t)/w2),
then, due to the theorem 1.1
E(f(r + w1(t))p(w1, w2)/w2) =
= E(f(r)p(w1, w2)/w2) +
∫ t
0
E(f ′(r + w1(s))p(w1, w2)/w2)dγ(t)+
+
1
2
∫ t
0
E(f ′′(r + w1(s))p(w1, w2)/w2)ds+ (5.2)
+
∫ t
0
E(f ′(r + w1(s)(SDp(w1, w2))1)(s)/w2)ds,
where the integral with respet to γ is an extended stohasti integral. In or-
der to get the stohasti dierentiability of p let us onsider the ase when
Carleman-Fredholm determinant ζ is equal to one. Denote by Pt the orthogo-
nal projetor in L2([0; 1])⊕ L2([0; 1]) on the subspae L2([0; t])⊕ L2([0; t]).
Lemma 5.3. Suppose, that the operator S has the property
∀t ∈ [0; 1] : PtS = PtSPt.
Then ζ = 1.
Proof. The value ζ is the Carleman-Fredholm determinant of the operator
SDh, where
h = (a1(w1(·)), a2(w1(·))).
Now
Dh(t, s) =
a′1(w1(t))1I[0;t](s) 0
a′2(w1(t))1I[0;t](s) 0
 (5.3)
In order to prove that
det2(Id+ SDh) = 1
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we will use the theorem 3.6.1 from [18℄. Due to this theorem it is enough to
hek, that the operator SDh is quasi-nilpotent, i.e., that
lim
n→∞
‖(SDh)n‖ 1n = 0. (5.4)
It follows from representation (5.3), that
∀ϕ ∈ H ∀t ∈ [0; 1]
‖PtDhϕ‖2 ≤ c
∫ t
0
‖Psϕ‖2ds,
where c depends on the supR(|a′1|+ |a′2|).
Consequently
‖(SDh)n(ϕ)‖2 ≤ ‖S‖2 · c ·
∫ 1
0
‖Pt1(SDh)n−1(ϕ)‖2dt1 ≤
≤ ‖S‖2 · c ·
∫ 1
0
‖Pt1SPt1Pt1Dh(SDh)n−2(ϕ)‖2dt1 ≦
≤ ‖S‖4 · c2 ·
∫ 1
0
∫ t1
0
‖Pt2(SDh)n−2(ϕ)‖2dt2dt1 ≤ . . . ≤
≤ ‖S‖2n · cn ·
∫ 1
0
∫ t1
0
. . .
∫ tn−1
0
‖Ptnϕ‖2dtn . . . dt1 ≤
≤ ‖ϕ‖2‖S‖
2ncn
n!
.
This means, that (5.4) holds and ζ = 1.
Lemma is proved.
Now one an onlude that p has the stohasti derivative and (5.1) is orret.
The further onretization of (5.2) an be possible due to the speial form of p.
As a onsequene of (5.2) and (5.4) we have the following theorem.
Theorem 5.1. Suppose that the oeients a1, a2 and the operator V sat-
isfy the onditions of the lemma 5.3. Then the random funtion
U(r, t) = E(f(r+ w1(t))p(w1, w2)/w2)
satises relation
dU(r, t) =
1
2
∂2
∂r2
U(r, t)dt+ (5.5)
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+
∂
∂r
U(r, t)γ(dt) + Ef ′(r + w1(t))(SDp(w1, w2))1(t)dt.
In some partiular ase the last term an be written in a simple form. For
example, when a2 = 0, then (5.5) transforms into
dU(r, t) =
1
2
∂2
∂r2
U(r, t)dt+
∂
∂r
U(r, t)γ(dt)+
+a1(r)
∂
∂r
U(r, t)dt
due to the theorem 3.2.
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