Abstract Simulation is an important technique to test and verify routing protocol correctness. However, simulation does not guarantee that the protocol works expectedly on a real world environment because it needs to rely on assumptions and simplified properties such as radio characteristics and effects of geographical constraints that may not reflect the real world networking environments. Therefore, a real world experiments are necessary to gain a practical insight into the actual performance of ad hoc networks. In this paper, we build a test-bed to evaluate multi-hop ad hoc networks for high speed video streaming inside a building using AODV-UU routing protocol. Our observation indicates that the considered ad hoc network can provide a sufficient performance for a low rate streaming data in terms of throughput, PDR (Packet delivery ratio) and the average delay.
. Introduction Ⅰ
transmission ranges and is typically smaller compared to the range of cellular systems. To communicate among the nodes, a routing protocol is used to discover and setup routes between nodes. Several routing protocol have been proposed in the last two decade AODV [1] , DSR [2] , DSDV [3] . However most of the protocol has been evaluated and compared through simulations [5] [13] [14] . Since simulations are based on assumptions and simplification (e.g., radio propagation model) so experiments performed on simulator never reveals protocol critical behavior.
To avoid these modeling approximations, real world experiment is inevitable. There have been very few measurements studies on real ad hoc test-beds that can be found in the literature. Most of the available studies found are based on survey and ad hoc network design possibilities on different platform [6] . Creating an implementation of an ad hoc routing protocol is more challenging than developing a simulation. These difficulties include creating repeatable scenarios with hundreds or thousands of nodes. Creating multiple scenarios with only small variances is also challenging.
An implementation needs to inter-operate with large, complex system. Some components of this system include the operating system, socket, and network interfaces. Few studies are found where experiments are confined within ping utility based test [8] [9] . The Uppsala University APE test-bed [7] is one of the largest, having run tests with more than 30 nodes. The result from the APE test-bed is important and pointed out that more research in this direction is required to enrich the ad hoc networking research field.
To this aim, we report this paper our experiences of measurements conducted on a real ad hoc network to evaluate the performances of ad hoc routing protocol and comparing them in different environments, i.e. The rest of the paper is organized as follows:
Section II describes the overview of the AODV-UU implementation, Test-bed implementation is described in section III, Experiments setup are presented in section IV. In section V, Experimental results are reported and finally section VI concludes the paper.
II. Overview Of AODV-UU Implementation
There have been several AODV routing protocol implementations, including AODV-UU [9] (Uppsala University, Sweden), AODV-UCSB [10] (University of California, Santa Barbara), Kernel-AODV [11] , AODV-UIUC [12] (University of
Illinois at Urbana-Champaign) and Mad-hoc. Among them we choose AODV-UU for our test-bed. Each of the above implementation was designed and developed independently and performs the same operation. 
III. Test-bed implementation
The measurement test-bed is based on an Ad hoc 
B. Software Components
The software tools are used in this project are described in this section: 
Channel Analyzer
In order to achieve optimal reliability and throughput for a WiFi (802.11) network, it is necessary to detect and identify sources of interference that affect network performance. To detect the surrounding wireless radios, Linux IWLIST scan utility is used. Channel 1 is used as wireless channel for all of our experiments. 
V. Experimental Results
To evaluate the performance of AODV, three performance metrics are considered for all experiments:
• Average Throughput: The amount of data A. Performance Analysis: In-lab Scenario-1
In the first case, experiment is done by varying the number of hops for three different loads. In Fig. 3 , first node N1 sends data to node N2 (1 hop), then node N1 to node N3 (2 hops) and finally node N1 sends to node N4 (3 hops).
In Kbps) PDR is reaches up to 100% for two hop distance.
But for high node load (e.g., 1363 Kbps) its decreases to 73%. Which is considerably good performance for ad hoc network.
In Fig. 6(c) , we see that, packet delay is increased considerably with the increase of hop distance, but packet delay for node load 1363 Kbps is drastically increases comparing to node load 359Kbps and 777
Kbps. The result of the first experiment encourage us to study the effects of received buffer size. Our 2nd experiment is varying the buffer size as well as multiple flow on AODV.
B. Performance Analysis: In-lab Scenario-2
In the second set of indoor experiments, the considered network topology is as Fig. 4 , but this time,
we study the effects of increased buffer size as well as multiple data flow. In the case of average packet delay, for flow-2, we notice that packet delay for higher node load is almost twice the packet delay of flow-1; this is because of the increase of hop distance as well as for queuing.
C. Performance Analysis: out-lab Scenario-3
In the third set of experiments, the considered multi-hop network is depicted in Fig. 5 -149 -suffers much performance penalty.
Similarly, in the case of packet delivery ratio (PDR), for lower load (e.g., 359 Kbps and 777 Kbps) packets are delivered sufficiently (i.e., up to 99%). But for high speed traffic(e.g., 1363 Kbps) packets are dropped significantly due to the reactive nature of AODV.
We notice that all the experiment, with the increase of route distance (e.g., Flow-2) the performance of AODV decreases. In Fig. 9 (c), flow-2 (3 hops) packet delay is reaches up to 5 seconds, where flow-1 (2 hops) gets more than 4 seconds which is due to the reactive nature of AODV. Currently, we are investigating the phenomena that causes the enormous packet loss and unexpected delay as our future research.
VI. Conclusion
In this paper we have described the performances of 3 (a) throughut, (b) , (c) Fig. 9 . Scenario-3 (a) average throughput, (b) packet delivery ratio (PDR), (c) average end to end delay.
