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1. 1. Inleiding. 
We vergelijken de volgende twee problemen: 
1. het lineaire toewijzingsprobleem (LAP) 
n n 









c .. x .. 
1J 1J 
x .. = 
1J 
x .. = 
1J 
x .. do,1} 
1J 
i = 1, ••• ,n 
j = 1, ••• ,n 
i = 1, ••• ,n 
j = 1, ••• ,n 
2. het minimale opspannende boomprobleem (STP): 
vind in een samenhangende niet-gerichte graaf een opspannende boom, 
zo dat de som van de gewichten van de kanten van de boom minimaal is. 
Bij beide problemen moet uit een verzameling (vz.) elementen V, resp. van 
cellen (i,j) en van kanten e., een deelverzameling (deelvz.) gekozen worden 
J 
die aan bepaalde eisen voldoet en een optimaal gewicht heeft. 
We construeren als volgt een oplossing B voor probleem P. 
We beginnen met B de lege vz. We kiezen een element v EV met optimaal ge-
wicht en verwijderen v uit V. 
Als Bu {v} een toegelaten oplossing van Pis, dan wel uitgebreid kan worden 
tot een toegelaten oplossing van P, voegen we v aan B toe. We gaan hiermee 
door totdat Been oplossing van Pis. Deze algoritme staat bekend als de 





















Voorbeeld 1 illustreert dat de GA niet noodzakelijk een optimale oplossing 
van het LAP geeft. In geval van het STP is de GA identiek aan de algoritme 
van KRUSKAL [22), die een optimale oplossing oplevert. Dit verschillend 
gedrag t.o.v. de GA kan worden verklaard d.m.v. matroiden. 
Van de vele mogelijke definities van matroide (zie 1.4) gebruiken we hier 
Definitie 1. Zij E een eindige vz. elementen en F een niet-lege collectie 
deelvzn. van~ (de zgn. onafhankelijke vzn.). 
Het paar M = (E,F) is een matrolde indien geldt: 
(1) Fis een onafhankelijk stelsel vzn., dwz een deelvz. van een onaf-
hankelijke vz. is pnafhankelijk; 
(2) voor elke Ac E bevatten alle maximaal onafhankelijke deelvzn. van A 
evenveel elementen. 
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Een maximaal onafhankelijke deelvz. van een vz. A is een onafhankelijke vz., 
die niet is bevat in een onafhankelijke vz. met meer elementen. Een maxi-
maal onafhankelijke deelvz. van E heet een basis van de matroide M. De 
rang r(A) van een vz. A is het aantal elementen van een maximaal onafhanke-
lijke deelvz. A. De rang van de matroide Mis gedefinieerd als r(E), het 
aantal elementen van een basis van M. Een airauit is een minimaal onafhanke-
lijke vz., dwz. elke eigenlijke deelvz. van een circuit is onafhankelijk. 
A 
twee maximaal onafhankelijke 
deel vz. van A 
Figuur 1. 
De partiele oplossingen van het LAP vormen een onafhankelijk stelsel, maar 
voldoen niet aan (2), zoals blijkt uit Figuur 1, maw, definieren geen 
matroide. 
De collectie F van partiele oplossingen van het STP op een graaf G = (V,E), 
dwz. alle vzn. kanten zonder cycles (zie voor het begrip cycle§ 3.1), 
vormen een matroide M = (E,F), een graaftnatroide. 
Immers, zij A een deelvz. van E, bestaande uit p disjuncte samenhangende 
componenten A1, ••••• ,Ap. 
G. = (V.,A.) is de deelgraaf van G metals vz. punten V. de punten van G 
1 1 1 1 
incident met A .• Een vz. kanten in G. zonder cycles is maximaal d.e.s.d. als 
1 1 
zij een opspannende boom is van G .• Elke opspannende boom van G. telt Iv.I- I 
1 1 1 
kanten. Bijgevolg heeft elke maximaal onafhankelijke deelvz. van A 
I Iv.I- p elementen • 
• 1 1 1= 
In de volgende paragraaf wordt aangetoond dat de GA een optimale oplossing 
van een probleem P geeft als de partiele oplossingen van Pde onafhankelijke 
vzn. van een matroide zijn. 
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1.2. De greedy algorithm. 
Gegeven is een matroide M = (E,F) met elementen E = {e
1
, ••••• ,en}. c is een 
reele functie op E; we schrijven c. voor 
J 
elementen van E zo genwmnerd zijn, dat c1 
c(e.). We veronderstellen dat de 
J 
;;:: c2 ;;:: • • • ;;:: en• 
De greedy algorithm luidt: 
o. Initialiseer A0 = 0, B0 = 0 en j = I. 
1. A. =A. I u{e.}. 
J J- J 
B. -{ B. I u {e.} , als B. I u {e.} e: F, J J- J J- J 
B. I ' 
anders .• 
J-
2. Als j < n, stel dan j := j + 1 en ga naar 1. 
De GA construeert een vz. B, die een basis van Mis met maximaal gewicht. n 
Om dit te bewijzen geven we eerst twee lemma's. 







Voor elk tweetal onafhankelijke deelvzn. Ik en Ik+I met k, resp. 
k+l elementen geldt: 
er is een element e e: Ik+l \ Ik, z5 dat Ik u {e} een onafhanke-
lijke 
~ 2 
~ 3 . . 
vz. is. 
Als Ik c A en Ik+I c A, is Ik niet maximaal. 
r(Ik+I u Ik) 2:: k+I, omdat Ik+I ~ Ik+I u Ik. Ik is dus 
niet maximaal in Ik+l u Ik en kan uitgebreid worden met 
een element e e: Ik+l \ Ik. 
r(A.) = IB. I , voor j = O, ••• ,n. 
J J 
Het bewijs verloopt met volledige inductie naar j. 
Voor j = k-1 geldt r(~_ 1) = jBk_ 1j. 
Als Been maximaal onafhankelijke deelvz. van~ is, is 
jBk_11 s IBI s jBk_ 11 + 1 , omdat Bk-l een onafhankelijke deelvz. 
van~ is,~= ~-I u {ek} en Bk-I een maximaal onafhankelijke 
deelvz. van ~-I is. 
Als IBI = !Bk_ 11, is Bk-l u {ek} ¢ F (anders r(~) > IBI), zodat 
de GA Bk= Bk-I stelt en r(~) = !Bl = jBk_11 = jBkj. 
Als IBI = 1Bk_11 + 1, bestaat o.g.v. lemma 1 een e EB\ Bk-I 
met Bk-l u {e} E F. Als e ~ ek is Bk-l u {e} .=. ~-l en 
r(~-1);~ IBk-11 + 1. 
Duse= ek en Bk-I u {ek} E F, zodat 
r(~) = 1Bk_11 +I= r(Bk-l u {ek}) = r(Bk) = IBkl. 
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Stelling De GA, toegepast op een matroide M = (E,F) en een reele functie 
c op E, const.rueert een basis van M met maximaal gewicht. 
Bewijs: B = B is een basis van M wegens lennna 2. Laten Ben een n 
willekeurige basis B' van M geordend zijn naar niet-stijgende 
waarde van hun elementen. 
We veronderstellen: er is een element van B, zeg ek, met een 
kleiner gewicht dan het element op de overeenkomstige plaats 
van B1 , zeg e. (dus j < k). 
J 
O.g.v. lemma 2 is r(A.) = IB.I 
J J 
r(Aj) < jBkl. Maar Bj' = {e1 I 
lijke deelvz. van Aj met IBkl 
De veronderstelling leidt tot 




EB', 1 ~ j} is een onafhanke-
elementen, zodat r(A.) ~ l¾I• 
J . 
een tegenspraak. Ieder element van 
B' heeft een gewicht dat niet grater is dan het gewicht van het 
overeenkomstige element van B, zodat c (B') ~ c(B). q.e.d. 
1.3. Toepassingen. 
1.3.1. Als we niet een basis van de matroide M = (E,F) zoeken, maar een on-
afhankelijke vz. met maximaal gewicht, kunnen weals volgt te werk gaan. 
E+ is de deelvz. van Evan elementen met positief gewicht. We definieren op 
+ 0# + ( + +) t . . + E de matroide M = E, F n E , de Pes nat~e van F tot E, metals onaf-
hankelijke vzn. de onafhankelijke vzn. van M die bevat zijn in E+. Het is 
duidelijk dat M+ aan definitie 1 voldoet. 
+ • + De GA toegepast op M construeert een basis B 
B+ is de gezochte vz., omdat elementen uit E \ 
de deelvz. bevat kunnen zijn, en onafhankelijke 
+ basis zijn van M, uitgebreid kunnen warden tot 
+ . . van M met maximaal gewicht. 
E+ niet in een maximaal wegen-
+ . deelvz. van M, die geen 
een basis van M+. We krijgen 
hetzelfde resultaat door de GA toe te passen op M, waarbij in stap I B. slechts 
J 
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dan gelijk wordt gesteld aan BJ.-l u {e.} als B. 1 u {e.} E Fen c. > O. J J- J J 
1.3.2. Een bedrijf heeft n orders in portefeuille. Van iedere order is be-
kend op welke van de beschikbare m machines hij kan worden uitgevoerd. 
Iedere order vergt een week produktie op de machine waarop hij is ingedeeld. 
Het is het bedrijf c. waard, als order j in de komende week wordt uitgevoerd. 
J 
Gevraagd wordt een optimaal produktieschema voor de komende week te ontwerpen. 
Het bedrijf verstaat daaronder een indeling, waarbij allereerst zoveel moge-
lijk orders worden uitgevoerd, welke orders bovendien een zo groot mogelijke 
gezamenlijke waarde m.oeten hebben. 
Zij E = {l, ••• ,n} de vz. van orders. Een deelvz. orders is onafhankelijk als 
de orders uit deze deelvz. de komende week allen uitgevoerd kunnen worden. 
Mits het aldus gedefinieerde paar M = (E,F) een matroide is, geeft de GA 
een basis B van maximaal gewicht, die juist aan de optimaliteitseisen vol-
doet. 
In stap I van de GA m.oeten we bepalen of Bj-l u {j} een onafhankelijke vz. 
is. Definieren we probleem P(B) als 
m 
max I I a .. 









x .. ~ i = 1, ••• ,m 
l.J 
x .. ~ 1 , j € B 
1J 
x .. E {0,1} , voor alle i en j , 
1J 
, order j is uitvoerbaar op machine i 
, anders, 
dan m.oeten we in feite nagaan, of P(Bj-l u {j}) een optimale oplossing met 
waarde 1Bj_
1
1 + I heeft. Een efficiente methode hiervoor geeft b.v. [15], 
p. 55 e.v. 
De optimale indeling wordt gevonden door oplossing van probleem P(B ). 
n 
Alle orders kunnen slechts dan in de komende week uitgevoerd worden, als 
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r(E) = IE I. 
De matroide M = (E,F) is een zogenaam.de tra:nsversaaZmatrold.e. 
Zij E een eindige vz. en J = (S 1, ••• ,s) een familie van niet-lege deelvzn. 
van E. Een vz. A~ E heet een transversaal (system of distinct represent-
atives) van J als A uit m elementen bestaat, een uit iedere vz. S .• 
1 
A is een partiele transversaal als A transversaal is van een deelfamilie 
van J. Een matroide Mos (E, F), waarvan de onafhankelijke vzn. de partiele 
transversalen zijn van een familie J = (s 1, ••• ,Sm), met Si~ E, heet een 
transversaalmatroide [25]. 
We moeten nog aantonen dat op deze manier inderdaad een matroide is ver-
kregen. Een deelvz. van eenpartiele transversaal is opnieuw een partiele 
transversaal, dus de partiele transversalen vormen een onafhankelijk stel-
sel. Als bewezen is dat dit stelsel aan eigenschap (3) voldoet, is M = (E,F) 
een matroide. 
I en J zijn twee partiele transversalen van J met k, resp. k + 1 elementen. 
Element e € I vertegenwoordigt vz. $(e) en I vertegenwoordigt $(I). Evenzo 
vertegenwoordigt e E J x(e) en J vertegenwoordigt x(J). x(J) heeft een ele-
ment meer dan $(I), zodat er een element in J is, zeg e 1, z6 dat x(e 1) i $(I). 
We onderscheiden twee situaties: 
a) e 1 i I: I u {e 1} is een transversaal van $(I) u {x(e 1)} en we zijn 
klaar; 
b) e 1 €In J. We herdefinieren nu $(e 1) = x(e 1). 
Omdat blijft gelden lx(J)I = l$(I)I + 1, kunnen we deze stap herhalen voor 
elementen e2,e3, •••••• Steeds is ek i {e 1, ••• ,ek_ 1}, omdat na herdefinitie 
geldt x({e 1, ••• ,ek-l}) = $({e 1, ••• ,ek-I}). Bij voortzetting van de iteratie 
treedt situatie a) op, of na ten hoogste II n JI stappen is x(I n J) = 
$(In J). Een element e met x(e) i $(I) kan dan niet tot In J behoren: 
e E J \ I en I u {e} is een transversaal van $(I) u {x(e)}. 
1.3.3. Het bedrijf uit toepassing 1.3.2. kent geen waarde c. aan de orders 
J 
toe, maar rangschikt deze naar dalende prioriteit; order k heeft prioriteit 
boven order j als k < j, voor alle ken j. Bestaat er zoiets als een opti-
maal produktieschema [18]? 
Produktieschema's die een verschillend aantal orders indelen, zijn moeilijk 
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vergelijkbaar. Echter, onafhankelijk van het gehanteerde kriterium, is de 
vz. orders in een realiseerbaar produktieschema een onafhankelijke vz. van 
de matroide M = (E,F), op dezelfde manier gedefinieerd als boven. Het maxi-
mum aantal in een week uit te voeren orders is r(E), en elk produktieschema 
dat uit minder orders bestaat, kan warden uitgebreid tot een schema van 
r(E) orders. We behoeven dus alleen schema's, afkomstig van bases van M, te 
vergelijken. 
De oplossing die door de GA wordt geconstrueerd bij een gegeven matroide 
M = (E,F), is alleen afhankelijk van de rangschikking van de elementen van 
E. Voor de orders gerangschikt naar dalende prioriteit, construeert de GA een 
lexicografisch maxim.ale oplossing B = {e 1, ••• ,er(E)}. Dezelfde basis vinden 
weals we de GA toepassen met een rangschikking naar dalende gewichten 
cj = n - j i.p.v. naar prioriteiten. Als B' = {ej, ••• ,e;(E)} een andere basis 
is van M, en Ben B' zijn beiden gerangschikt naar dalende gewichten, dan 
volgt uit het bewijs van stelling 1 : 
C ~ C , e. e. 
J J 
voor j = l, •.. ,r(E) , 
m.a.w. iedere order in B, die niet gelijk is aan de overeenkomstige order in 
B', heeft een hoger gewicht, en derhalve een hogere prioriteit dan deze laat-
ste order. Het lexicografisch maximum is dus met reden °-Ptimaal te noemen 
[26]. 
Opmerking. 
We zien dat de basis B, voortgebracht door de GA, ook de waarde (c.q. prio-n 
riteit) van het minim.ale element in de oplossing maximaliseert: B is ook een n 
oplossing van het bottZeneakprobZeem [13]: 
max 
B E B 
min 
j E B 
c. 
J 
als B de vz. is van alle bases van de matroide M = (E,F). 
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1.4. Definities van matroide. 
In definitie 1 wordt een matroide gedefinieerd op grond van een collectie 
•· 
onafhankelijke vzn. Daarnaast zijn definities mogelijk uitgaande van bases, 
c.q. circuits, c.q. de rangfunctie r [27, 29]. 
In de volgende definities is E een eindige, niet-lege vz. 
Definitie 2. Het paar M = (E,B), met Been niet-lege collectie deelvzn. 
van E, genaamd bases, is een matroide, als geldt: 










ment e2 E B2, zo dat (B 1 \ {e 1}) u {e2} ook een basis is (uitwissel-
eigenschap). 
Definitie 3. Het paar M = (E,C), met C een niet-lege collectie deelvzn. 
van E, genaamd circuits, is een matroide, als geldt: 





circuits zijn, en e E c
1 





waarvan e geen deel uitmaakt. 
Definitie 4. Het paar M = (E,r), met r een geheelwaardige functie, gedefi-
nieerd op de vz. van deelvzn. van E, is een matroide, als r voldoet 
aan: 
(8) 0 ~ r(A) s IAI voor elke Ac E . , , 
(9) r(A) ~ r(B) als A C B C E . , , 
(10) r(A u B) + r(A n B) ~ r(A) + r(B), 
, voor elke A.=. E en B c E . , 
De definities 1, 2, 3 en 4 zijn equivalent. We bewijzen de equivalentie 
van l en 4; de overige bewijzen worden aan de lezer overgelaten. 
Stel M = (E,F) is een matroide gedefinieerd door onafhankelijke vzn. 
Voor de functie r(A), A 5. E, nemen we het aantal elementen van een maximaal 
onafhankelijke deelvz. bevat in A. De aldus gedefinieerde r voldoet aan (8) 
en (9). 
Zij X een maximaal onafhankelijke vz. van An B, voor Ac E en B c E. 
IO 
X kan worden uitgebreid tot een maximaal onafhankelijke vz. van Au B, zeg 
z. Zn (A B) = X, anders zou X niet maximaal zijn voor An B. Zn A is 
een onafhankelijke deelvz. van A, evenals Zn B.van B. 
We zien: 
r(A u B) = lzl = lz n Al + lz n Bl - lxl 
s r(A) + r(B) - r(A n B). q.e.d. 
Omgekeerd, stel M = (E,r) is een matroide, gedefinieerd door de rangfunctie r. 
We noemen een vz. A!:. E onafhankelijk als r(A) = jAj. Als A een deelvz. is 
van een onafhankelijke vz. B, volgt uit (IO) en (8): 
jBI = r(B) s r(A) + r(B \ A) s r(A) + !Bl - IA!. 
Wegens (8) geldt r(A) s IAI, zodat r(A) = !Al, m.a.w.: A is onafhankelijk. 
We moeten nog aantonen dat twee maximaal onafhankelijke deelvzn. B1 en B2 
van een vz. A.=. E evenveel elementen hebben. Zonder verlies van algemeenheid 




O.g.v. (10) vinden we voor e I£, {e,f} .=. B2 \ B1: 
r(B 1 u {e} u {£}) s r(B 1 u {e}) + r(B 1 u {£} - r(B 1) 
= I Bl 1. 
Derhalve is r(B 1 u {e} u {£}) = IB 11. Voegen we de elementen van B2 \ B1 een 
voor een aan B1 toe, dan vinden we uiteindelijk r(B 1 u B2) = jB11. 




2.1. Polyhedra van matroiden. 
Een onafhankelijke vz. I van de matroide M = (E,F), waarbij Ede vz. 
{I, ••• ,n} is, kan worden gekarakteriseerd door een 0,1-incidentievector van 
n com.ponenten x = (x1, ••• ,xn) 
, j € I 
, anders. 
Als V, resp. VB' de vz. is van alle incidentievectoren van onafhankelijke 
vzn., resp. bases, van M, enc= (c 1, ••• ,cn) is een reele vector, dan be-
paalt de GA een oplossing van het probleem max {cxlx € VB}. Dit probleem 
is een lineair programmeringsprobleem, nl. maximalizeer ex over de hoek-
punten van het polyhedron PB, gedefinieerd als de convex omhullende van VB. 
Evenzo is het probleem max {cxlx € V} equivalent aan het maximaliseren van 
ex over de hoekpunten van P, de convex omhullende van V. 
De polyhedra Pen PB, die gegenereerd worden door de matroide M met rang-
functie r, zijn eenvoudig te beschrijven door lineaire stelsels L resp. LB. 
Lis het lineaire stelsel [(11) - (12)], LB het stelsel [(11) - (12) - (13)]: 
(I 1) t x. ~ r(A) , voor alle A CE. 
j€A J 
(12) x. ~ 0 
' 
voor alle j € E. 
J 
(13) L x. = r(E) 
j€E J 
Met H, resp. HB' geven we de vz. hoekpunten van polyhedron P, resp. PB' 
gedefinieerd door L, resp. LB' aan. In stelling 2 wordt bewezen H = V. 
Het bewijs van Edmonds [It] maakt gebruik van de eigenschappen van de GA en 
laat en passant opnieuw zien dat de GA een optimale onafhankelijke vz. van 
de matroide M construeert. Een soortgelijke bewijsvoering wordt door Edmonds 
gehanteerd om de juistheid van twee andere algoritmen te bewijzen, nl. de 
algorit~ die een optimale branching construeert [8] (zie § 3), en de algo-
12 
ritme ter bepaling van een maximale (gewogen) koppeling [5, 6]. Schematisch 
weergegeven verloopt het bewijs als volgt: 
O. Vis de vz. oplossingen van het beschouwde probleem; 
Pis een polyhedron, beschreven door een lineair stelsel L; 
His de vz. hoekpunten van P. 
0 1. Er is een - al dan niet efficiente - algoritme, die een element v van V 
construeert. 
2. V .=. H, omdat iedere v € V aan L voldoet en voorgesteld kan worden als 
een basisoplossing van L, i.e. de unieke oplossing van een aantal gelijk-
heden, die verkregen zijn uit ongelijkheden van L door het s-teken te 
vervangen door een gelijkteken. 
3. Voor een willekeurige lineaire functie ex wordt het max {cxlx € P} aange-
nomen door een oplossing in V, en wel de v0 die geconstrueerd wordt door 
de algoritme uit punt 1. Het bewijs van deze stap is gebaseerd op de 
dualiteitsstelling uit de lineaire progrannnering. 
4. Een hoekpunt h van Pis een punt van P, dat een lineaire functie, zeg 
chx, uniek maximaliseert over P. Volgens 3. is deze unieke h een element 
van V, m.a.w. H c V. 
5. H = V o.g.v. 2. en 4. 
6. v0 is een optimale oplossing van het beschouwde probleem voor een kri-
teriumfunctie ex o.g.v. 3. en 5 •• 
7. Uit I. en 6. volgt dater een (efficiente) algoritme bestaat ter bepaling 
van een optimale oplossing van het beschouwde probleem. 
Stelling 2. De vz. hoekpunten H van polyhedron P, gedefinieerd door stelsel 
L = [(11) - (12)], is precies de vz. V van incidentievectoren 
van onafhankelijke vzn. van de matroide M. 
Bewijs : De bewijsgang van Edmonds volgend, moeten we de punten I, 2 en 3 
waarmaken. 
~ + ( + +) ad 1. We passen de GA toe op de matroide M = E ,F n E • 
E+ = {I, ••• ,m},::. Eis de vz. elementen van E met positief gewicht, 
zo genummerd dat c 1 
~ c2 ~ ... ~ C > o. m 
E+((§ De GA construeert een onafhankelijke vz. B C 1.3.1.). 
• 
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0 0 Als v nemen we de incidentievector van B, dwz. v. is 1 als j EB en 
J 
0 als j EE\ B. 
Voor de deelvzn. A.=· {I, ••• ,j} en B., die optreden bij toepassing van 
J J 
de GA, geldt volgens lemma 2 : 
r(A.) = I B. I 
J J 
, voor Os j s m. 
Als j EB, dan r(Aj) = IBjl = IBj-l u {j}I = 1Bj_11 + 1 = r(Aj_ 1) + 1 • 
Als j EE+\ B, dan r(A.) = IB. 11 = r(A. 1). We kunnen de incidentie-J J- 3-
vector v0 derhalve definieren als 
v~ = { r(A.) - r(A. 1) J J J-
o 
ad 2. Een incidentievector x van een onafhankelijke vz. I voldoet aan (11) 
omdat voor elke Ac Ede vz. An I een onafhankelijke deelvz. van A is 
en de waarde van het linkerlid van (11) is IA n rl s r(A). 
De 0,1-vector xis dus bevat in P. xis een hoekpunt van P, zijnde snij-
punt van den hypervlakken 
j € I. 
x. = 0 voor j EE\ I en x. 
J J 
= r({j}) voor 
ad 3. We moeten bewijzen dat voor x = v0 het maximum van het 1.p.-probleem 




voor alle j EE. 
voor alle Ac E. 
We definieren de vector u0 als: 
{c. -c. 1 , A= A. voor 1 s j s m - I ' 
UO = CJ 
J + J 
A=A , A m m 
0 , anders. 
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0 








c . { r (A. ) - r (A._ 1 ) } = l 
J J J j=l 
0 
C. V. • 
J J 
Volgens de dualiteitstelling uit de lineaire programmering vormen 
0 0 v en u een optimaal paar oplossingen van het primale en het duale 
probleem. 
Gevolg: De vz. hoekpunten HB van het polyhedron PB, gedefinieerd door stel-
sel LB, is precies de vz. VB van incidentievectoren van bases van de 
matroide M. Dit vloeit voort uit het feit dat een basis van M een 
hoekpunt is van P, dat bovendien voldoet aan (13). 
H c V kan ook rechtstreeks warden bewezen door aan te tonen dat alle hoek-
punten van P geheelwaardig zijn, dwz. de matrix van stelsel Lis unimodulair. 
Als n.1. hoekpunt h van P geheelwaardig is, danish een 0,1-vector en is 
h incidentievector van de vz. I= {jlj E E,h. = 
J 
1}. Omdat h E P, geldt 






zodat lrl s r(I) : I is een onafhankelijke vz. van de matroide M. 
h.' 
J 
Omgekeerd kan de bewijsvoering van Edmonds warden gebruikt om aan te tonen 
dat de hoekpunten van een polyhedron geheelwaardig zijn. 
2.2. Maximale koppelingen. 
In een graaf G = (V,E) heet een vz. kanten M .=. E een koppeZing als ieder 
punt van V incident-is met ten hoogste een kant van de koppeling. Een 
b-koppeZing is een vz. kanten M .=. E, zodat ieder punt i EV incident is 
met ten hoogste b. kanten van M. Een maximale koppeling is een koppeling 
1. 
met een maximaal aantal kanten; een maximaal gewogen koppeling is een kop-
peling met een maximaal gewicht van de kanten. Een maximaal gewogen b-kop-




(14) [ IGx :;:; b 0 :;:; X :;:; 1 
(15) X geheel, 
met IG de punt-kant-incidentiematrix van G. 
Als G bipartite is, is IG unimodulair; de hoekpunten van het polyhedron 
· {x I IGx :;:; b,O :;:; x :;:; 1} zijn dan precies de incidentievectoren van koppelingen 
van G. Het maximaal gewogen koppelingsprobleem is voor een bipartite graaf 
equivalent aan het LAP. 
Voor een willekeurige graaf G behoeft IG niet unimodulair te zijn. Een niet-
bipartite graaf G verschilt van een bipartite graaf, doordat in Geen of 
meer cycles met een oneven aantal punten voorkomen. Als G bestaat uit een 
oneven cycle C met 2k + 1 punten en kanten 1,2, ••• ,2k+l, voldoet de oplos-
sing x1 = x2 = = x2k+I = 1/2 aan de voorwaarden (14). 
In een koppeling kunnen echter maximaal k kanten van C optreden, m.a.w. elke 




x. :;:; k • 
J 
We definieren bij de graaf G = (V,E) het polyhedron P door het volgende 
stelsel: 
x.:;:; Hlsl - 1), voor S.:. v,lsl > 1 en oneven, 
J 
X ~ 0 
waarbij j ES betekent dat kant j beide uiteinden in vz. S heeft. 
Balinski [2] bewijst dat de hoekpunten van P precies de incidentievectoren 
van koppelingen van G zijn. Het koppelingsprobleem is hiermee een der weini-
ge geheeltallige l.p.-problemen waarvan de convex omhullende van de oplos-
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singen expliciet bepaald is. Edmonds [6] identificeert de convex omhullende 
volgens de in de vorige paragraaf geschetste methode. De in stap 1 van het 
bewijs benodigde algoritme is een efficiente a1goritme om een maximale kop-
peling, c.q. maximaal gewogen koppeling te bepalen. 
ALGOL-procedures van deze algoritmen zijn opgenomen in de Appendix. 
Een soortgelijke, eveneens efficiente algoritme [14] bepaalt een oplossing 
van het koppelingsprobleem in zijn meest algemene vorm, het geheeltallige 








a .. x. s b. , i e: V , 
l.J J l. 
x. s a. j e: E 
J J 
x. geheel, j e: E, 
J 
waarbij a .. , b. en a. niet-negatieve gehele getallen zijn, en 
l.J l. J 
l I a., I s 2 , i e: V • 
j e:E l.J 
(a .. ) is de punt-kant-incidentiematrix van een graaf G = (V,E). 
l.J 
Een kant j e: E heeft een of twee uiteinden. Ieder uiteinde is of een kop 
(head) of een staart (tail) en is incident met een punt i e: V. Een kant met 
twee uiteinden is een schakel (link) resp. lus (loop) als deze uiteinden 
incident zijn met verschillende punten, resp. hetzelfde punt. Een kant is 
gericht als hij een kop en een staart heeft, anders heet hij niet-gericht. 
De jde kolom van (a .. ) geeft de aard van kant j aan: kant j heeft twee 
l.J 
staarten, een staart, geen uiteinde, een kop of twee koppen incident met 
punt i, als resp. a .. = +2, +1, O, -I of -2. 
l.J 
De bijvoorwaarden eisen dat in een oplossing van het probleem kant j ten 
hoogste multipliciteit a. heeft, en voorts dat het aantal koppen minus het 
J 
aantal staarten van de oplossing dat incident is met punt i, ten hoogste 
b. is, waarbij dan ieder uiteinde meetelt voor de multipliciteit van de 
l. 
kant waartoe het behoort. 
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We stippen enkele toepassingen aan. 
Een overdekking van punten door kanten in een graaf G = (V,E) is een vz. 
kanten, zodat ieder punt van V incident is met tenminste een kant van deze 
vz. Een mi.nimaZe overdekking, i.e. een overdekking met een minimaal aantal 
kanten is te construeren uit een maximale koppeling M, door in ieder punt 
v € V, dat niet incident is met een kant van M, een kant incident met v aan 
M toe te voegen. Omgekeerd wordt uit een minimale overdekking een maximale 
koppeling gevormd door in punten die incident zijn met meer dan een kant van 
de overdekking alle kanten op een na uit de overdekking weg te laten [19]. 
In het symmetrische handeZsreizigersprobZeem (TSP), i.e. het TSP met een 
symmetrische kostenmatrix (cij)' wordt gezocht naar een Hamiltoncircuit van 
minimaal gewicht. Een Hamiltoncircuit kan worden gedefinieerd als een 
samenhangende 2-koppeling van maximale cardinaliteit. 
Het LAP bepaalt, als subroutine voor het TSP met n steden, een 2-koppeling 
van maximale cardinaliteit in een graaf met n punten en kanten (i,j) en 
(j,i) tussen elk tweetal punten. De resulterende 2-koppeling kan cycles be-
staande uit 2 kanten bevatten. In een 2-koppeling van maximale cardinaliteit, 
berekend op de volledige graaf K, dwz. tussen ieder tweetal punten loopt n 
precies een kant, bestaat een cycle minimaal uit 3 kanten. Deze laatste 
methode geeft dus scherpere ondergrenzen voor het symmetrische TSP dan de 
oplossing van het LAP en heeft als tweede, wellicht nog belangrijker voor-
deel, dat in een branch-and-bound aanpak van het TSP geen cycles van 2 'kan-
ten geelimineerd behoeven te worden [3]. 
Het volgende probleem: "Gegeven n taken die ieder een tijdseenheid duren, 
een partiele ordening van de taken, geinduceerd door een acyclische gerichte 
graaf A, en 2 identieke machines, bepaal een volgorde van de taken, zo dat 
alle taken zo vroeg mogelijk uitgevoerd zijn", kan worden opgelost met ge-
bruik van de algoritme voor een maximale koppeling [16]. Uit A wordt de com-
patibiliteits-graaf G = (V,E) afgeleid: Vis de vz. taken, een kant (i,j) EV, 
als taak i tegelijk met taak j kan worden uitgevoerd, dwz. in graaf A be-
staat geen gericht pad van i naar j, noch van j naar i. In G wordt een maxi-
male koppeling bepaald. Als deze koppeling m kanten heeft, 0 ~ m ~ [n/2], 
zal iedere indeling van de taken tenminste n-m tijdseenheden vergen. Uit de 
berekende maximale koppeling en de gegeven partiele ordening kan op eenvou-




We voeren allereerst een aantal begrippen in. 
G = (V,E) is een gerichte graaf. Een ayaZe Q is een samenhangende graaf Q, 
zo, dat ieder punt van Q incident is met precies twee kanten van Q. Een 
airc,uit is een cycle, zo, dat naar ieder punt van het circuit precies een 
kant gericht is. Een bos (forest) is een graaf zonder cycles. Een boom 
(tree) is een samenhangend bos. Een vertakking (branahing) is een bos, 
waarvan geen twee kanten naar hetzelfde punt gericht zijn. Een a,pboresaenae 
is een samenhangende branching. Een opspannende arborescence van G is een 
arborescence die incident is met alle punten van G. Een pad Pis een 
arborescence zodat iedere kant in P vertrekt van een ander punt in P. Een 
HamiZtonpad in G is een pad dat incident is met alle punten van G. Een 
worteZ van een vz. S van gerichte kanten, is een punt, incident met S, zo, 
dat geen kant van S gericht is naar de wortel. 
Kant ek € E heeft een gewicht ck. Het gewicht van een vz. kanten is de som 
van de gewichten van de kanten in de vz •• Een branching heet optimaaZ als 
zijn gewicht maximaal is onder alle branchings op G. 
Een Hamiltonpad in G van punt x naar punt y is een opspannende arborescence 
met wortel x, die bovendien de eigenschap heeft dat van ieder punt ten 
hoogste een kant weggaat. Berekeningen van een minimale arborescence geeft 
een ondergrens voor het minimale Hamiltonpad in Gen is bruikbaar als sub-
routine in een branch-and-bound aanpak van het asymmetrische TSP [21]. 
Een praktisch voorbeeld van een arborescence is het volgende. 
ck zijn de kosten om informatie over te brengen van het begin van kant ek 
naar het eind. Als de informatiekosten additief zijn, geeft een minimale 
opspannende arborescence.met wortel w de goedkoopste manier om alle punten 
vanuit w te informeren. 
3.2. Matroide formulering. 
We karakteriseren een branching als een vz. kanten die onafhankelijk is zo-
wel in een matroide M1 = (E,F 1) als in een matroide M2 = (E,F2). Het bepalen 
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van een optimale branching is het bepalen van een vz. met maximaal gewicht 
in F1 n F2• 
Zij F
1 
de familie van alle vzn. kanten van G met de eigenschap dat geen 





) is een matroide: M1 is de transversaalmatroide die voortge-
bracht wordt door de familie S = (S
1
, ••• slvl), met Si de vz. kanten gericht 
naar punt i. We kunnen ook rechtstreeks bewijzen dat M
1 
voldoet aan de defi-
nitie van matroiden. Eigenschap(l) is triviaal. Eigenschap (2) eist dat 
iedere maximaal onafhankelijke deelvz. van een vz. S,::. E evenveel elementen 
heeft. Als VS de vz. punten van G is, waarnaar een kant van S gericht is, 
dan is een vz. B,::. S maximaal onafhankelijk in S d.e.s.d. als naar ieder 
punt van VS precies een kant van B gericht is. Elk maximaal onafhankelijke 
vz. B van S heeft lvsl elementen. 
Zij M2 = (E,F2) de graafmatroide bij G, dwz. F2 is de familie van alle bossen 
in G. 
Het is duidelijk dat een vz. in de doorsnede van de aldus gedefinieerde 
F1 en F2 een branching is, en omgekeerd. 




aangeven, en wel zo, dat de vz. hoekpunten H(P.) van P. 
1 1 
gelijk is aan de 
verzameling I van incidentievectoren van onafhankelijke vzn. van de matroide 
M .• Een andere stelling van Edmonds is: 
1 
Bewijs Zie [10]. 
In woorden: de punten die hoekpunten zijn van P1 en P2, zijn hoekpunt van de 
doorsnede van P1 e~ P2, en omgekeerd. De incidentievectoren x van onafhanke-
lijke vzn. in M1 en M2 zijn derhalve hoekpunten van de doorsnede van P1 en 
P
2
• Als L1 en L2 lineaire stelsels zijn die P1 resp. P2 bepalen, is het pro-
bleem: zoek een maximale vz. in F1 n F2 equivalent met: maximaliseer ex over 
de hoekpunten van L1 u L2• 
Voor het algemene probleem, waarbij M1 en M2 willekeurige matroiden zijn, is 
een efficiente algoritme ontwikkeld door Edmonds en Lawler [11, 24]. 
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Voor een optimale branching zoeken we de doorsnede van twee speciale matroiden, 
nl. een graafmatroide en een transversaalmatroife. De stelsels L
1 
en L2 
kunnen in dit geval aanzienlijk gereduceerd worden. Degereduceerde stelsels 
kunnen ook rechtstreeks worden afgeleid. De benadering via matroiden verschaft 
de wetenschap dat de hoekpunten van de stelsels geheeltallig zijn. 
We kunnen de problemen, waarvan de oplossingen gemeenschappelijke onafhanke-
lijke vzn. van een of meer matroiden zijn, classificeren naar het aantal 
matroiden dat minimaal nodig is om een oplossing van het probleem te ver-
krijgen. Een probleem heet een p-matroide probleem als dit aantal pis. 
Het STP is een 1-matroide probleem (§ I.I). We hebben boven gezien dat het 
bepalen van een optimale branching een 2-matroide probleem is. 
Het lineaire transportprobleem is eveneens een 2-matroide probleem. In de 
bipartite graaf met puntvzn. X en Y is bij ieder punt x EX, resp. y E Y 
een geheel getal ax, resp. by gegeven, zodat geldt: l ax= l by 
XEX yEY 
Tussen punten x en y lopen min {a ,b} kanten, ieder met gewicht c X y xy 
De matroide M1 = (E,F 1), met Ede vz. kanten van de bipartite graaf, heeft 
als onafhankelijke vzn. de vzn. I c E, waarvan ten hoogste a kanten incident 
- X 
zijn met ieder punt x EX. In M2 = (E,F2) is een vz. onafhankelijk als ten 
hoogste b kanten van de vz. incident zijn met ieder punt y E Y. Het LAP y 
is een lineair transportprobleem waarin alle a en b een zijn. Het is geen 
X y 
1-matroideprobleem (§ I.I), zodat het LAP en het lineaire transportprobleem 
2-matroideproblemen zijn. 
Voor 1- en 2-matroideproblemen bestaan efficiente algoritmen, voor p-
matroideproblemen, p ~ 3, niet. Bij het zoeken naar een efficiente algoritme 
voor p = 3 stuiten we al direct op de moeilijkheid dat het equivalent van 
stelling 3 voor p = 3: 









' , \ ,,,,' 
)/{_o~1,o) 
,, ................ 
E = {1 ,2,3}. 
Ml heeft als bases 
M2 heeft als bases 
M3 heeft als bases 
·------..... _ 
..._' ____________ -_.,..(,. o, <)) 
(o,o,o) 
Pl n P2 n P3 
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{ 1,2}. en {2,3} , 
{ 1, 3} en {2,3} , 
{1,2} en {I, 3} . 
(½,½,½) is hoekpunt van P1 n P2 n P3, maar niet van Pi,i = 1,2,3. 
Het handelsreizigersprobleem (TSP) is een 3-matroide probleem, en als zo-
danig voor 2/3 opgelost, aldus Edmonds [ll]. De matroiden M. = (E,F.), 
]. ]. 
i = 1,2,3 voor het TSP hebben de volgende onafhankelijke vzn. I.:. E, met E 
de vz. kanten van de volledige gerichte graaf G = (V,E) 
1. IE F1, als geen twee kanten van I naar hetzelfde punt van G ~ericht 
zijn; 
2. IE F2, als geen twee kanten van I van hetzelfde punt van G vertrekken; 
3. IE F
3
, als I een I-boom is, dwz. de kanten van I die niet incident 
zijn met punt 1, bevatten geen cycle, en met punt l zijn hoogstens 
twee kanten incident. 
Als r(Mi) = !vi, i = 1,2,3, zijn de gemeenschappelijke bases van M1, M2 en 
M3 juist de Hamiltoncircuits van G. De gemeenschappelijke bases van M1 en 
M2 zijn oplossingen van het LAP in de volledige bipartite graaf met vzn. 
punten X =Ven Y = V. De gemeenschappelijke bases van M1 en M3 zijn oplos-
singen van het 1-arborescence probleem (SIAP); een 1-arborescence is een vz. 
kanten A.:. E, z6, dat naar ieder punt van G precies I kant van A gericht is, 
en A een cycle door punt I heeft. Voor het LAP en het SIAP, 2-matroide pro-
blemen, bestaan goede algoritmen, die gebruikt kunnen worden als subroutines 
in een branch-and-bound aanpak van het asymmetrische TSP [21]. 
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3.3. L.p.-formulering. 
Stelsel L., dat polyhedron P. bij matroide M. bepaalt, is (zie § 2.1) 
l. l. l. 
{ I x. :s; r. (A) ' voor alle ACE jEA J l. (16) x. ~ 0 , voor alle j EE. 
J 
Voor stelsel L1 is rang r 1(A) het aantal punten van G, waarnaar kanten van 
vz. A gericht zijn. Als we voor A alle kanten gericht naar een punt v nemen, 
is r 
1 
(A) = I. 
Stelsel L
1 
bevat het volgende stelsel: 
voor alle v EV, 
(17) 
voor alle j EE, 
met h. het einde van kant e. = (t.,h.). 
J J J J 
Omgekeerd impliceert stelsel (17) ook L
1 
x. :s; 






herschrijven weals volgt. Zij J ={sis~ V, Isl ~ 2} • 
Voor een SE J geldt: 
(18) l x . :s; r
2 
( { e . I e . = ( t. , h . ) , { t . , h . }c S}) :s; I S I - 1 • 'I{ } J J J J J J J-J t. ,h. cs 
J J--
Omgekeerd, stel (18) geldt voor alle SE J. A is een vz. kanten van G, be-
staande uit p disjuncte vzn. A
1
, ••• ,Ap, en VA is de vz. punten incident met 
A. Dan 
x. = 




:;;; r. I x. 
i=l j I { t. 'h. }cv A J 
J J - i 
:;;; ! <lvA.1-0 
i=I l. 
= r r2(Ai) 
i=l 
= r 2(A) 
Een optimale branching wordt derhalve gevonden als een hoekpuntoplossing 















j I {h., t. }cs 
J J -









x. :;;; I 
J 
x. :;;; 1 sl 
J 




uh. I Ys 
J sls=>{t.,h.} 




, voor alle v EV 
, voor alle SE J 
, voor alle j E E 
~ c. 
' 
voor alle J E E 
J 
~ 0 , voor alle v E V 
2:: 0 voor alle S E J. 
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Een branching Bis optimaal d.e.s.d. als we een duale oplossing (u,y) 
kunnen construeren, zo, dat (u,y) en incidentieyector x van B voldoen aan 





e. e: B=> ¾ + L 
J j sls~{t.,h.} 
- J J 
Ys = c. J 
u > 0 => een kant van B is naar v gericht 
V 
Y s > o => I x. = js I - 1 
j I { t . , h. }cs J 
J J -
("de branching beperkt tot punten van S 
heeft Isl - I kanten") 
De algoritme werkt niet expliciet met ~eze optimaliteitsvoorwaarden. Zij 
construeert een branching Bop een zodanige manier dat bij B altijd een 











0 0 G, V = V, E = E; 
V (Wi is de V?, van nog niet beschouwde punten in Gi) ; 
0 (Si is de vz. van geselecteerde kanten in Gi) ; 
i = o. 
Als Wi = 0, dwz. alle punten van Gi zijn beschouwd, ga dan naar NI. 
Kies v e: Wien stel wi := wi \ {v}. 
Bepaal een kant in Ei, gericht naar v, met maximaal positief gewicht 
onder de kanten gericht naar V. Als zo'n kant bestaat, zeg ek = (w,v), 
i i 
stel ~an S := S u {ek}. 
Als Si een branching is in Gi, dwz. er is in Si geen pad van v naar w, 
ga dan naar LI. 
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Ml: Er is in Si een uniek circuit Qi, gevormd· door ek en het pad van v 
M2: 
M3: 
. i . i+l naar w 1n S • Genereer een n1euwe graaf ..G door de punten en kanten 
in Qi in te krimpen tot een punt als volgt: 
Vi+l bevat de punten van Vi die niet incident zijn met Qi en 
Ai+l 
een punt v ; 
i+l i 
E bevat alle kanten van E die ten hoogste een uiteinde in 
Qi hebben; een kant in Ei met uiteinde in Qi heeft in Ei+l 
Ai+l 
punt v als dat uiteinde, de overige uiteinden zijn dezelfde 
voor Ei en Ei+l • 
. h i+l . . d De gew1c ten ck z1Jn onveran erd voor kanten 
i+l . 
ek n1et gericht naar 
i Ai+l d i+l _ i i+l . 
v , wz. ck - ~- Als ek ger1cht is naar 
Ai+l 
v , zeg e = (t,h) 
k 
i i en his incident met Q, dan wordt een correctie toegepast op ck 
(Fig. 2) : 
t 




een kant 1n 
i van Q, i en e de kant in r 
. +l wi Vi+l Stel w1 = n u 
i 





Qi gericht naar h. 
{◊i+l} en Si+l = Si 
> 
gewicht onder de kanten 
\ Qi. 
'+l i+l Ai+l '+I 
S1 is een branching in G , omdat naar v geen kant van S1 is 
i+l gericht en voor de overige punten van V geen verschil bestaat t.o.v. 
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de situatie in Gi. 
M4: Ste 1 i : = i + 1 • Ga naar L 1 ; 
NI: Stel p = i en BP= sP. BP is een branching in GP. 
Ga naar N3. 
N2: p := p - 1. Bepaal branching BP en Gp als volgt. 
Bp+l u qP bevat precies een circuit, n.1. qP. Als in Gp geen kant van 
Bp+l gericht is, verkrijgen we een branching door uit qP kant eP. 
m1.n 
weg te laten: 
BP= Bp+l u qP \ {eP. }. Anders, stel e~+l E Bp+l is gericht naar ◊p+l 
• +I +I • min • . 
1.n BP , en e~ 1.s ontstaan u1.t e~ = (t,h), h incident met qP. 
In qP is een kant, zeg ep gericht naar h. Door BP= Bp+l u qP \ {ep} 
r r 
te stellen, wordt het circuit qP verbroken en is naar h slechts een 
kant van BP gericht: BP is een branching. 
N3: Als p > O, ga naar N2. 
0 Anders stop: B is de gezochte optimale branching. 
Een ALGOL-procedure van de algoritme is opgenomen in de Appendix. 





GO en BO f- Bl (- en B2 
o--+--o gerichte kant met gewicht c 
~ kant in Si 
o--+-o kant in BP 
Figuur 3. Voorbeeld van de constructie van een optimale branching. 
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3.5. Efficiency en optimaliteit, 
0 De algoritme levert een branching B op, en wel op een efficiente manier. 
Innners de stappen Ml-M4 worden hoogstens lvl keer doorlopen. Het werk in 
deze stappen is van de orde IEI. Tussen twee inkrimpingen wordt iedere kant 
ten hoogste een keer bekeken. De tijdsduur van de stappen Nl-N3 is in de 
orde lvl. De algoritme is dus van de orde lvl x IEI. 
Om te bewijzen: 
Stelling 4. Er is een efficiente algoritme om een optimale branching te 
bepalen. 
behoeven we nog slechts te laten zien dat BO inderdaad optimaal is. Edmonds 
[7] construeert een r1.J van duale oplossingen (uP,yP), p = i, i-1, ••• ,0. 
Vervolgens toont hij inductief aan dat elk paar van oplossingen BP en (uP,yP) 
voldoet aan de optimaliteitsvoorwaarden (26) - (28), toegepast op de graaf 
GP voor p = i, i-1, ••• ,0. 
De algoritme gebruikt het onhanteerbare deel van de l.p.-formulering, n.l. 
de 2lvl_ lvl - 1 voorwaarden (21), niet expliciet. Zij begint een optimale 
oplossing op te bouwen van l.p.-probleem (19) - (20) - (22). Zodra een 
voorwaarde (21) geschonden wordt, dwz. er is een circuit gevormd, hetgeen 
eenvoudig is vast te stellen, worden een nieuwe graaf en branching gevormd, 
waarvoor de voorwaarden (21) weer allen gelden. 
Dat deze werkwijze tot een optimaal resultaat leidt, wordt achteraf aange-
toond door de dualiteitstheorie van de lineaire progrannnering toe te passen 
op de volledige l.p.-formulering. De l.p_.-formulering van dit combinatorische 




1. M. L. Balinski, "Labelling to obtain a maximum matching", pp. 585 - 602 
in R.C. Bose and T.A. Dowling (eds.), CorribinatoPial Mathematics and 
Its Applications, University of North Carolina Press, Chapel Hill (1969). 
2. M.L. Balinski, "Establishing the Matching Polytope", J. Corrib. Th. (B), 
J1 (1972), 1 - 13. 
3. M. Bellmore and J.C. Malone, "Pathology of Traveling Salesman Sub tour -
Elimination Algorithms", J. ofOpns. Res., .!2. (1971), 278 - 307. 
4. M.A.H. Dempster, "Two algorithms for the Time-table Problem", pp. 63 -
85 in D.J.A. Welsh (ed.), CorribinatoPial Mathematics and Its Applications, 
Academic Press, London (1971). 
5. J. Edmonds, "Paths, trees and flowers", Can. J. of Mathematics, lZ_ ( 1965), 
449 - 467. 
6. J. Edmonds, "Maximum Matching and a Polyhedron With 0,1-Vertices", 
J. Res. Nat. Bureau of Standards, 69 B (1965), 125 - 130. 
7. J. Edmonds, "Minimum Partition of a Matroid Into Independent Subsets", 
J. Res. Nat. Bureau of Standards, 69 B (1965), 67 - 72. 
8. J. Edmonds, "Optimum Branchings", J. Res. Nat. Bureau of Standards, 71 B 
(1967), 233 - 240. 
9. J. Edmonds, "Systems of Distinct Representatives and Linear Algebra", 
J. Res. Nat. Bureau of Standards, L!__! (1967), 241 - 245. 
IO. J. Edmonds, "Submodular. functions, Matroids and Certain Polyhedra", 
pp. 69 - 87 in R. Guy (ed.), CorribinatoPial Structures and their Appli-
cations, Gordon and Breach, New York (1970). 
II. J. Edmonds, "Matroids and the greedy algorithm", Mathematical Prograirorring, 
.!. (1971), 127 - 136. 
12. J. Edmonds and D.R. Fulkerson, "Transversals and Matroid Partitions", 
J. Res. Nat. Bureau of Standard,s, 69 B (1965), 147 - 153. 
13. J. Edmonds and D.R. Fulkerson, "Bottleneck Extrema", J. Corrib. Th., 8 
(197 0), 299 - 306. 
29 
14. J. Edmonds and E.L. Johnson, "Matching: A Well-Solved Class of Integer 
Linear Programs", pp. 89 - 92 in R. Guy (ed.), Combinatorial Structures 
and their Applications, Gordon and Breach, New York (1970). 
15. L.R. Ford, Jr. and D.R. Fulkerson, Fl(Jl;)s in Net:works, Princeton Univer-
sity Press, Princeton (1962). 
16. M. Fujii, T. Kasami and K. Ninomiya, "Optimal Sequencing of Two 
Equivalent Processors", SIAM J. Appl. Math., .!2_ (1969), 784 - 789. 
17. H. Gabow, "An Efficient Implementation of Edmonds' Maximum Matching 
Algorithm", Technical Report NO. 31, Digital Systems Laboratory, 
Stanford University, Stanford (1972). 
18. D. Gale, "Optimal Assignments in a Ordered Set: An Application of 
Matroid Theory", J. Corrib. Th.,~ (1968), 176 - 180. 
19. R.S. Garfinkel and G.L. Nemhauser, Integer Programming, Wiley, New York 
(1972). 
20. A.M. Geoffrion (ed.), Perspectives on Optimization: A Collection of 
E:x:positor-y Articles, Addison-Wesley, Reading (1972). 
21. M. Held and R.M. Karp, "The Traveling-Salesman Problem and Minimum 
Spanning Trees_", J. ofOpns. Res., 18 (1970), 1138 - 1162. 
22. J.B. Kruskal, Jr., "On the Shortest Spanning Subtree of a Graph and the 
Traveling Salesman Problem", PPoc. Amer. Math. Soc., J_ (1956), 48 - 50. 
23. S. Kundu and E.L. Lawler, "A Matroid Generalization of a Theorem of 
Mendelsohn and Dulmage", Discrete Mathematics,~ (1973), 159 - 163. 
30 
24. E.L. Lawler, "Optimal Matroid Intersections", pp. 233 - 234 in R. Guy 
(ed.), CorribinatoriaZ St1'Uatures and their AppZiaations, Gordon and 
Breach, New York (1970). 
25. L. Mirsky, TransversaZ Theory, Academic Press, New York (1971). 
26. P. Rosenstiehl, "L'arbre mimimum d'un graphe", in Theory of Graphs, 
IntemationaZ Symposium Rome 1966, Dunod/Gordon and Breach, Paris (1967). 
27. W.T. Tutte, Introduction to the Theory of Matroids, American Elsevier 
Puhl. Company, New York (1971). 
28. D.J.A. Welsh, "Kruskal's theorem for matroids", Proa. Carrib. PhiZ. Boa., 
64 (1968), 3 - 4. 
29. R.J. Wilson, Introduction to graph theory, Oliver and Boyd, Edinburgh 
(1972). 
Appendix ALGOL-procedures. 
········••·••···················a,81. fBSH;,12ya, OPT I MUM P'ORl!;ST l<RUSKAI,, 
(M,N 1 TAl~,HEAD 1 C1 TVPE 1 FCREST)I 
______ ¥61.U~ M,N,TVPEI i~ItGtB M,N,TVPEJ .. 
!~It~,B AijBAX TAtL,HEAO,FORCSTJ StA~ ~BSA~ Cl 
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....................................... . tQB KI a 1 ~Hf 1 Uti%ll. N QQ Pt I< l I II KI 
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. . . tQB Gls:; I.AST•:!, .~tlJ.I.; CIP1Gll£0 0Q l,,AST111 G 
ttlllJ 
CARO Is:; 0 I CK I III U J 1'l1 IP .M,.11 
.MA i N PROGRAM I 
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a,,~ eag,,aus£ GREEDY ALGORITHM FOR 
OPTIMUM TRANSVERSAL(N 1M1C1L1blST 1R)J 
~ALU, N1MI .J.~I,itB N,MJ aaaax CJ J.~;,~,s ABRA¥ L1L.IST,RJ 
INPUTJ 
OUTPUT I 
GREEDY ALGORITHM FOR OPTIMUM TRANSVERSAL COMPUTES 
A PARTIAL TRANSVERSAb OP MAXIMUM WEIGHT AMONG THE 
PARTIAL TRANSVERSALS OF MAXIMUM CARDINALITY or 
A fAMILY Of SETS Sa(S1 1 ,~M) 1 EACH SET SI 
CONS I ST I NG Of ELEMENTS ,Op A Sr;T E 1 
ACCORDING TO THt GREEDY ALGORfTHM, 
N IS •THE NUMBER Of ELEMENTS OF SET E1 
.M IS THE NUMBER OF SE1S Of fAMILV S 1 
CCJJ fS THE WEIGHT Of ELEMENT J OF SET E; 
LIil CONTAINS THE ADDRESS or THE FIRST ELEMENT· 
OP SET SI IN LIST, THE NEXT-ADDRESSES Of LIST 
UNTIL A ZERO IS MET CONTAIN THE OTHER ELEMENTS Pf s1, 
ELEMENT J REPRESENTS IN THE OPTIMAL, SOLUTION SET R(J1 1 
OR DOES NOT BELONG TO T~E OPTIMAL SOLUTION 11' RgJjaU 1 
RC O] IS EQUAL. '1'0 THE CARO IN.AI. I Ty 01' THE SOL,UT I ON 1 
GREEDY ALGORITHM FOR OPTIMAL TRANSVERSAi. IS EQUAL TO 
THE WEfGHT Of THE OPTIMAh SOI.U'l'IONJ 
J.tlUlitB I ,.J, 10,..,0,cARD,PiJ, 1:1.1 a,ab z1 
i~I£i£B ABB&X LAB!1JMJ,P,LAijJl11N1J 
eaa,tQUB£ LABEL(J)I ~,1.u, JJ ,~;ti&B. "'' 
ailiJ.li !~I£y£8 SJ Sia L(JlJ 
E0B 101• .L,!ST(SJ W~J.L, ,o~o gg 
ijf;yJ.~ J.C LABtiOJ•U i~t~ 
£!:IQ 
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§&liJij bAB(IDJla JI JOI• RIIOlJ 
~t J0.0 I~,~ LABEL,(JO~ ~b!' BREAK 
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~,GI~ fgB 101• 10,11 Wt:111.: ,JOfP~ gg 
§f:yJ.~ RIIOl;• JOii! LAB(IOlJ 
Iii• ~AB¥tJUJJ LABJtJOJJ• 10 
t:t:112 J 
z1= Z • CIPJJI .CAR01q CARD• 11 
iQIQ J.f CARD<M .Il:ltt:1 "Ne:X'l',J &:b:i' OU'I' 
J:;tl12 BREAKJ 
f:QB JI• 1 Uta: l .~t:II!I. N ijl2 PtJJ 1111 JJ 
VEC IND QSORT(C,P1l1N)J 
CARDI= OJ Zl:i OJ 
tQB II• 1 5Ite; .u~ii, M QC Rt Ill= OJ 
t9B ~I• N 5l£f ~1 ~tAIJ.I,. 1 CU 
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GREEDY AI.GORITHM fOR OP'l'IMUM TRANSVERSAi.i• Z 
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---·····················•-·••·•·•·············· 
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................................ S:Q~fdttjl MAX f MUM MATCH I NG EDMONDS COMPUTES A MATCH I NG Of' 
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Dti.L~- ·1t11,~,a E,V,oR1G1N,WiK,K1,MT,LAB,EXPOSED;M11. 
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tQS VI• 1, V•1 i~l~~ EXPOSED>l CQ 
it MATE[VJ•~~o l~~~ SEAR~~(V)J 
BACK J 11 .l81,1& I 
-tBa ~,. M1 §I,e -1 1.1t:1?l~ M•1 gg 
i~ FlRSTtv),o I~C~ EXPAND(V~J. 
Kl• o, fOB VI= 1 ~Ige 1 U~Il~ M cg 
e,~it:1 w1= A8S(MATE(yl)J MATc~rv,1• ·······························•······•·•····-·········· ... . . . J.f W>V l~,~ Kl= K•1 .. 
············································· ......... UDI MAXIMUM MATCHING EDMONDS 1i ~· 
.................................. ,~.Q ... ~J.IXJ.."'.1\JM. f.'.lA'.fC,H I NGJ ... 
---···••·••············ .. ····••·····•········•······· 
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BtaL eag,tauat ~AXIMUM WflGHTeo MATCHING EOMONOS (M,N11!!0GE,c,MATCH)L 
~AL~, M1NJ !~lt~tB M1NJ ~~I,~eB aaa~x EOGE,MATCHI a,,,. 488£¥ c, -
~g~~,~! MAXIMUM WEIGHTED ,MATCHING EDMONDS COMPUTES A MATCHING or 
MAXIMUM WEIGHT or A GRAPH G ACCOROING TO 
AN ALGORITHM or JACK EDMONDS, JNBRSS ~2(1~6~),125•1~0, 
INPUT! M1RESP, N IS THE NUMBER 01" VERTICES, RESP 1 EDGES 01" Gt 
THE VERTICES INCIDENT ON EO~E J ARE GIVEN 
IN EOGE(~JJ ANO EOGE!Jl, 
CI J] IS TME WE I GHT OF' f;DGE J, 
OUTPUT I .M~XIMUM WEIGHTED MATCHING E~MoNOS IS EQUAL- TO 
THE MAXIMUM WEIGHT or A MATCHING, 
YMATCH(II CONTAINS THE MATCH-OF VERTEX I, 
.,OR ZERO I' I IS 1!!XPOSE01 l"OH 1>0 1 
MATCH(OI CONTAINS THE NUMBER oF MATCHESJ 
Gti•~ i~I£G£8 E,V,W,ORIGIN1A1K 1 H,MT1kAB1M1 1 F'I 
B&AL P,QJ aQ0LtA~ BACKJ a,aL ABBA~ C1(11M•MJI . 
l~I£G£8 aasax NEXTt•N!Nl,FIRST,CVCLE,~ATE,LABEL,MINV(OIM~MJ, 
ACT(OfNj,R(~11M•MII 
ea0,,~ua, EVENcv,w,1 ~a~u, v,w1 i~I,~,a v,wi 
~&G!ij !~I,GtB KJ LABEL(Vll~ WI ~, c1tvl<M"' I~t~ AUGMENT(V,V)J 
,ca Kl~ F'IRST(VJ,NEXT(Kl W~!L, K+O ~ MATEfVlfO .QQ 
lE ACT[ABS(K)JP1 I~t~ -
a,GJij w1• EDGECKli MT1• MATEtw11 ~Ae,~ LABE~rwl1 
f;~Q 
t~Q EVENJ 
!; ~AB• 0 ;u;ti 
aiG~~ L' MT ■ •M6 I~t~ AUGMENT(W,V)I 
Lt MT>O J:l!lt;~. §ti.UL LABEL,(WJl111 •VI EVEN(MT,W) .f;t:lQ 
UQ t;i.s, . .. 
L~ ~AB>O ~ ~TfV I~t;~ SHRINK(W,V~ 
e§o,tQUBt AUGMENT(V,W)J ~41.Ut v,w, !tlitGtR v,w, 
a,ii~ !f v•w I~itl §til~ MATefvl1• •M6J i0:a AM1 t~QJ 
AMI. MATEIVJI• WI MATEtW!I• VJ 
AM11 lf W ♦ ORIGIN I~t~ 
~,Gl~ VI• LABE~IWJJ WIP •LABEh(VJJ ~QlQ AM ;~QJ 
G0I9 NEWNOOE . 
£~g AUGMENTJ 
eaa,tQUBt SHRINK(W,V)J ~ai.u, w,v, L~I~Gta w,v, 
~,al~ lt!I,ita VO,V1,K1K1,K2,AI Kt• CYCLEIORIGIN/1 8 OJ 
tQB vo,• V,ABS(LABELIVOl) w~lbt VO ♦ ORIGJN g~ CYC~E!K11q Kl• VOJ 
lf K ♦ ORIGIN I~ttl CVCLE[Kll• ORIGINI Kl• VI 
fQB vo1• W,ABS(LA8ELtVO!) W~Lb' I§U, QQ 
~,iltl fQB V1• CVCLEIO!,CVC~EfVJ W~ibg VtO QQ 
l~ v•vo I~t~ G0IC ROUNDJ 
CVCLEIVOJI• KJ Kl• VO ,~12, 
CVCLEIVUJI• Kj M1t• M1•1J kABI• I.ABEL(Vjl Q~• ~~UOJ 
fQB vo1• V,CV.CLE(vOJ w~~L, VO ♦ V gg 
atNl~ MATE(VOII• kA6E~[VOJt• 01 
LC .C1IVOJ<Q·I~tN. §t~L~ 01 ■ C!(VOJJ WI• vu .t~QI 
tQQ K1• FIRSTiVO),NEXflKl W~lbt KtO QQ EUGE(~Kl1• M1 
SHI 
MiNV(M1ll= vo,= WJ Cl[Ml] 1= CJ Pt= o, FIRSTIM1l:= Kil• FtRST(Wl) 
(08 Klt= K1,NEXTtK1l W~J.Lt Kl'O CC . 
atijJ.~ Kt= K11 Ka:= ABS(K); V11= EDGE(K]J 
,til:2 l 
J.t V1:M1 I~,~ ACTfK2ll= 2•ACT[K2l l;;~§t 
~,~J.~ C[KiJ1= C(K2]RPJ ~t ACT~K2l=1 !~;~ 
.e,G~l:l J.!! ■ LABEL t v1 l =vo .It!~l)I. LABEi.iv11 i=~ .. Ml .,l:l12 
VOi= CVCLEtVOlJ J.t VOfW I~C~ 
~tGJ.ti NtxTtKlt= K1I• flRST!VOII Pl• c1(VOl"Q' Gg;g SH C~QI 
J.t 1,.ABcV :tcJ~tj af;~J.~ ORIGIN!= M1J MATE!M!.l I= .... 6; !VEN(M1 1 M1) .tt:112 
!;;~~I;; ~t~J.~ MATEtl.ABlt= M1J MA,ECM1l[• I.ABJ EVEN("l,LAB) ,~12 
Sr!R I NJ< I 
eag,c~ijBC EXPANP(V)I ~al.UC VI L~I,i,a VJ 
D'il~ l~I,iCB K1Kl1K2,VO,V1,V2,A,e1,B21 a,a,. CK2,CM,,c1.AB1 
K11= PiHSTtVlJ MT1• ABS(MATE[Vl)I LABI= A8S(hABEl,,VJ!I 
VOi• MiNV£VJI Ole ClCVOlJ B2t• OJ C~A8I? CMTI ■ 01 Et• PfRST(VOJ) 
~QB v11= vo,v2 ~~J.Lt Vi.VO QQ 
EX11 
a,GJ.ti Pl= c11v11~G1 1<11= EJ V21• CVCLE{V111 
El• J,g V2fVU I~C~ FIRSTtV2J ,,:,. 0; 
tee 1<11• K1,NtXT[K1J ~~J.1.& K1fE QQ 
atGJ.ti 1<1= 1<11 EDGE(AKJ1• v11 K2i= ABs<1<>1 A1= Acr11<2i1 
J.t ABS(A):j:1 Ii;ll;;~ AC1'(K2l:n A(2, !;;~§I;; 
l;:~QJ 
D,Gltil CK21c C(J<2ll C!K2)1= ~K2+P1 Wic EDGE[KJI 
- . .1.e w:MT Xd,tii a,~J.ij it c~2>cMT It:lt~ 
ttil0J 
NEX'1'1KJPI 0 
~&~J.til CMT l= CK2J Bll= Vl·~~g t~QI 
J.C: WcL,AB Xt:l&til ~&~.!.til. J.f!. C~2>Cl,,AB Itltti 
agGJ.til CL.ABie CK21 B21~ v; .t~Q t~Q 
J.t v=M1 I~t~ M11~ M;"1 t~§t MATE(Vlt~ LABE1,.tvj1= flRST(VlJ~ o, 
.1.f MT=O ¥ MT=u6 It:!,~ btGJ.~ B1f• VCJ ~QIQ Exl ,~91 
MATE[MTJ;c !.,ABEL(MTj;s 81J MATE(B1Jlc MT; L,ABELIB2JJ• •~ABJ 
tCB v11 11 .cvC!.E t Bl J, tvcLE t VO I it:IJ.1,,e:. VHB1 .QQ 
DtG.!.til MATEIV1ll= vo1= CVCLEtVlJJ MATE(VOJI= V1J 
,~121 
J.~ V1•B2 lt:l~til E1a VO ,i.a, lt VO~B2 i~&til E!• •Vl 
J.t ... aAcK " E ij: 0 :i;t:H;.tl 
j,~J.~ LABE1,,1e1J1=·.1.e E>o xt:1,~ -vo ,bi, "cvc1.ci~111 
EVEN(ABS(i:;) 1 U2) 
eBQ,,~YB& MIN(C)J ~ai.g, c, li~AI. CJ J.E cso I~t~. 
D&Gltil H1= .1.e ccQ xt:1,~ 1 ,,s, H•11 Qt=,, 
MJNV[H]I: J,g LABCO ;d;~ K tbSt J.f LAB>O I~ttil V+ .. ~ t,~g •V•~4 
Mll=.MJ Q1: 01 NEXT[OJI• 01 
EQB VI• 1 ~lte l U~IJ.~ M QC 
D~G.!.til FIRST[Vl1• DI MATE!vl1a ft1t6 C~QJ 
t9B EfQ 1 ~1,e 1 YtillJ.t N QQ-
~&G.!.til ACT[El1= ~11 VI• tDGE(PE]I WIC t~GEIEJJ .I.~ CCEJ>Q lt:lt~ QIU CIElJ 
NEXTC•Ejl• PIRST(Wll rlRS?!Wl!• aEJ 




.EQB VI• 1 iltf 1 -~~%1~ M1 Q~ lf MATE(VJ=•M6 ~ C1[VJ>w•7 ;~g~ .iQIQ NNJ 
BACK!• lB~C; iQ;g OUT! 
NN1 tea w,. 1 ~I&e; ~~ii~ Ml~~ ~Aat~1wi1• o, 
ORIGIN!• VJ EVEN(V,V)J 
HUNGARIAN I 
oja n600J El• OJ Fl• ■ 11 
E98 VI• 1 alee 1 Y~Xl~ ,Ml Qg 
a1il~ ~AB1• ~ABE~IVJJ lt CAe>o :~~~ 
- §£GI~ Pl• c11v1, MIN(P)j LAB!• OJ RtfJI• EJA VI 
taa K1• FIR5TCVl,NEXTtKJ w~~~,. K ♦ O ~Q 
lt ACTIABs(K))•"1 I~,~-
D,~J~ w1= EDGE(Kli Al• ~ABELIWIJ lt. A~U I~~~ 
~C~lij Al• lE A:O I~:~ 1 t,§; . 
- lt K>O I~,~~2 Cb~~ 01 
Lt. A>O I~,~ MjN((P•C1(WJ~CtABS(K)J)(AJ 
,~Q ,~g ,~5, .!t ~AB<O I~t~ 
~,~,~ RtFll• Fl• VJ lt V>MI~,~ MIN(CltMINVIVIJ•CllVJ) g~g 
£~QI . 
RIEJI• RCFll• 01 .fQB VI• R!UJ,R!VJ ~~~~, VtD QQ C1[Vll~ C1tvJwQJ 
VI• Rt•1ll .lt v,o~I~t~ &Qa VI• v,RIVI W~lbC VfO QQ .. 
a,Glij c1tvl1= c11v1.o, tCli Kl• PIRST!Vl,NEXT(Kl-W~~bt KfO gg 
. .lt ACT[ABSCK)J•1 ~ CABE~IEDGE(KJJ~O I~C~. ACt[ABS(K)Jla •1 
&~QI 
tQB VI• 1 a:,e 1 Y~ll~ H Q0 lt ABS(MINVIVl)~N !~,~ 
§&il~ Kl• MINVIVJj MINVtVJI• tDGEC•KJi ACT!ABS(K)jl• 1 &~91 
VEC QSORT(MINV,;,H)J 
£QB HI• H ~l,e ~1 U~I!~ 1 Qg 
§'il~ Vi• MINVIHll -
lE V>M4 I~~~ .ati!~ VI• v-M4J AYGMENTCV,V) ~,Q. tb;~ 
lf V>•w4 1~~~ EVtN(V,~ABE~!Vl) ,~§i EXPANP(•V•M,! ,~a, 
iijIQ HUNGARIANJ 
t9a v,. Ml .§Ite ~1 U~?l~ M•i cc ii PIRSTIVJ ♦ O Xij,~ EXPANP(V)I 
Q~• OJ fl• Ol EBB VI= 1 ~ItC i U~%lb. M QQ -
a&i!~ W1a ABS(MATE[Vl)J Wja MATCH[VJI• ~~ W•~6 l~tij O ,6~£ WJ 
&~QI 
l! W>V .;~g~ -
~,yJ~ Kl• FIRSTCVJJ EQB HI• NEXT(KJ l~l~,. EOGE~~lfW QQ Kl• HJ 
QJa Q • ~[A~S(K)JI fl• Y•1 
MATCHtOJI• Fl MAXIMUM WEIGHTED MATCHING EPMONOS tm Q 
tijQ MAXIMUM WEIGHTED MATCH!NGJ 
····•········ ................... a,'t~1.·· esg,,c~a, OPT I MUM 8RANCH I NG EDMONDS 
_____ (M,N 1 TAll,.1HEA0 1 C1TYPE 1ARCSET)J 
¥6~U, M1N1TYPEI ~tlitG&B M,N,TVPEJ 
.................................. .LtlUfjU aBaax TA 11., 11El\O, ARCS ET J B,£1~ ~Bau CJ. 
-----~QM~,tll .OPTIMUM BRANCl11NG EDMONDS DETERMINES IN A DIRECTED GRAPH,, 
ACCORDING TO AN AI.GORITHM or JACK EDMONDS, JNBRSS Z1B(1967),233•240 
I~ TYPE ■ •1 AN OPTIMUM BRANCHING, I ,E, A MA~IMUM WtJGHT-~RANCHING, 
IF TYPE ■ 0 A MAXIMUM WEIGHT BRANCHING AMONG THE BRANCHINGS ..................................................... ·· ······ ······ ~ +~~s M~~ 1 :~~s ~::~ 1 ~A~l!i MUM SPANN I NG ARBoRE!iCENCE >, · 
..................................................................... JF' ... T.VPE> 0.A MAXIMUM W!::1GHT BRANC:HING AMONG THE. BRANCHI.NGS 
WITH MAXIMUM CAROINAl,.ITY 
HAVING NQ ARC DIRECTED TOWARDS NOOE TYPE. 
(THUS IP' POSSlij~E I\ MAXIMUM SPANNING ARBORtSCENCE 
AT ROOT TYPE), 
"M, RESP N IS THE NUMBe:R Of NODES, RESP ARCS.of ·Ii, 
"ARC J JS DIRECTED fROM TAl~IJJ TO HEAPIJJ 1 
.. C[JJ Is Trte: WEIGHT of' ARC J, 
......................................................... OUTJ:IUT I ., OPT I MUM .BRANCH I NG. EDMONDS IS EQUAi. TO 
Tl1E WEIGl1T Of THE RESUL,T)NG ARCSET, 
39 
., ARCSET CO l IS EQUAL, TO THE CARD I NAI. I.TY OP' THE; Rf;SUL. TI NG ARCSE.T 1 
• ARCSET(ll CONTAINS THE NUMBER OF THE ARC DIRECTED 
TOWARD NOPe: I IN THE PORMED ARC SET I OR ZERO EL,5E I 
ltlI&GtB K,V,CT,CH,K1,KMAX,M1J BtA~ P,Q,LB1CM~X 1 CKJ 
l~ItGtB ABB£!~ BACKt ■MMMINJ,COMP,NE;XTt11Ml,MINIM•11M+MI, 
CVCL.E,ARC(11M+MlJ a&Ab 4886; c1111Nlf 
eac,EQUBt LABEL(V)I ~41..Ut VJ l~!tGta VJ 
~,iltl ARC[VJ:= KMAXI . 
CHI= COMPtHEAD[KMAX)JI CTIM COMPtTAll.(KMAXJII 
~~ CH ■ CT l~g~ SHRIN~(V) ~b~, . . 
~t~lli .. tQB Kt• CH,N~XTCKJ ~ijl~, K.CM OQ COMP!K1[R CTI 
Kl ■ N~XT(cHjl NEXT!CH)I= NEXT(CTJJ NEXT(;TJI• K 
.. . . .. . .. &1:10 
e;l:IQ 1..ABEl..1 
'" eaa~EQUB& SHRINK(W)I MAI..Ut-WI ll:IItGta WJ 
~,iltl lMI~GtB v,vo,vc,VMINJ 
VCI: M11• M1+11 QI ■ u6001 VOi= WI 
tQS Kl= KMAX,ARCtwl ~dl~~ K ~ KMAX CQ 
~iilli Pl• CitKl1 lt P<Q I~tM ~,il~ 01= PJ VMINI• W .&MQI 
,~c, 
VOi• ARCSETITAll..[Klll lf VO~M I~~~ ARCSEf\VOlt• M1 &~~t 
~~~ltl cvc~~[VCll= Vt= ~YCL.EtVOll 
~QB v1= v,cvcLe:lvl ~~11., v to QQ 
DtG!tl ARCS~T[VJI ■ M11 VCI ■ V gl)IQ 
MIN(M1]1u VMINI Kl ■ •Mil GMAXID bBI 
40 
VMIN,CVCLE[WJ ~~ll.t Wt VMIN QQ 
lt WSM .I~E~ CYCLE(VCJ;a VCI• WJ Pia C1!AHCIWJJ~QJ 
----············································--············ f:gij 1<1 I• BACK t .,'Ii l I BACK i 1<1,J ~t:IJ.l.,. 1<1 f O 1,9 . 1, ARCSET[TAIL[l<1JJfM1 I~ttl 
-------······································ .. '1~fa.Ltf . BACK[K] la 1(1 ■ 1<11 C1P<J l111 CKlll qp(J•l'J.. .. . ................. . 
.Lt CK ► CMAX X~tij »ii.Lt! CMAXI• Cl<J KMAXI• I< .ttlQ 
•••.••......•.. ···•·•···•·••u••············•····· ·••····· .. ··•····· --- .. ,~a·J C~Q . 
CYCLEtVCll• BACKIK]IR o, 
.Lt CMAX>l.& J~ttl l.ABtL(M1) ,b~t AACtMiJI ■ 0 
-----···· .. ······tt!Q SHR.INl(J 
fBQ&tQUBt EXPAN0(VII ya~u, ~J l~I'ij'B V! 
~,i.Ltl 1<1 111 ARCIVll 
.......... AR~tu K ■ o. ;1;1,1:1 M1N;v2 ,1.;c 1-1EA011<~l••· K 
f;L'll2 EXPAND! 
························· .. ·..I N.1.T.,...... tQB V,. 1 ui:e 1 .YtfUI. M rHl ~,iL~ .. BACKt"VJ11 01 . 
BRANCHING I ......................................... ·•···· ESB VI• 
................................................... §f;iJ.tl 
tti!tl I 
~RCSET(VJ~• COMP[Vl[R NEXT!VJI ■ V 
TyPE-1 iige •1 .Ut!Il~ 1, TyPE•1 .§Ile i U~?.Ll. .M CQ 
1<1 111 "VI CMAXIR LBJ . 
. fQB Kl• BACKtKl ~~ll.t I< t 0 QQ 
~,iltl CKIQ CltKll.lt CK>CMAX I~itl 
. ,gi.Ltl CMAXI ■ cKJ KMAXI• K t~Q 
,tHH 
.. J.f tMA~~LB %~ttl ~AB~L(V) ,1.§C ARCtVltP 0 
............................... ,. ....................... Vi• M·•·1 J. 
---········ ................ f~l3 M1 jl'I M1 ~n:e •1 Ut:lI.1.1. V trn EX fl ANO( M1 )J 
OUT! CMAXIP OJ KMAX1 11 OJ ........................................................ tQB v·t •. 1 ~I&e 1 Uti?J.L. .M gg"' . 
.................................................... §f;i.Lt-!. ARCSET(VJI• 1q11 ARCiVJJ J.I?, K>O Itjg;tl 
~ti!tl CMAXIN CMAX+C~K]l KMAXI ■ KMAX•i t~Q. 
ttiCII .................................................... ARCS ETC OJ I• KMAX J . OPT I MUM BRANCH IN~ EDMONDS . 1111 CMAX .. 
..... ··················gbitf··opt I MIJM. BRANCH I NG 1 · 
