Predation has major impacts on survival and reproductive success for many species. To quantify 35 these effects, ecologists often choose to intensively study prey populations to measure predation 36 rates and/or estimate predator abundance. But in some cases, predation rates are less strongly 37 related to predator abundance per se than to spatial and temporal patterns of predator space use; 38 thus quantifying the latter may provide meaningful surrogates of predation rates that scale up to 39 larger areas. This is particularly true when safety for prey, especially sessile and vulnerable 40 prey, is strongly linked to predator-free space. Our own research programs have used two 41 general types of behavioral indicators to quantify space use by predators: giving-up densities, as 42 a surrogate for patch quitting harvest rates, and activity density. We discuss two general 43 mechanisms by which predator-free (or predator-poor) space is created and link these 44 mechanisms to behavioral indicators that can be easily collected in the field. We then summarize 45 our past work on predation on passerine nests and moth pupae to demonstrate how using 46 behavioral indicators of space use can reveal much about the impact of a predator on its prey. 47
Predation has major impacts on survival and reproductive success for many species. To quantify 59 these effects, ecologists often choose to intensively study predator and prey populations to 60 measure predation rates and/or estimate predator abundance. But in some cases, predation rates 61 are less strongly related to predator abundance per se than to spatial and temporal patterns of 62 predators' space use. The consequence is that predator density can be a lagging or misleading 63 indicator of ecological relationships when the factors that govern predator space use, e.g., the 64 predator's motivational state or patch use decisions based on the local levels of risk and reward, 65 do not scale with or lag behind conspecific population density (Brown et al. 1999, Schmidt et al. 66 2001a, Pusenius and Schmidt 2002). Under these circumstances, developing informative 67 behavioral metrics (i.e., behavioral indicators) that do scale with predation rates is imperative 68 and of obvious practical value. Two metrics or behavioral indicators of predation rates we 69 consider below are quantifying the amount of space occupied by predators or the intensity at 70 which they exploit space. 71
Consider nest predation as a specific example of these points. Nest predation is often the 72 leading cause of reproductive failure in birds (Martin 1992 ) and other nesting organisms (e.g., 73
turtles, Chaloupka and Limpus 1991), and thus is an important determinant of population vital 74 rates. A predator's attack on a songbird nest is the outcome of numerous behavioral decisions 75 made by the predator and prey. Perhaps none are as important as the decisions of where the 76 predator should forage and for how long. To see this, first consider that although parents can 77 actively select nest sites to reduce predation risk, nests themselves cannot move once established 78 and so prey escape tactics are relatively passive. Second, outside colonial species that rely on 79 predator satiation as a means to reduce the magnitude of predation, nests are cryptic as well asa framework and summarizing our past work we argue that behavioral indicators of predator 105 space use can reveal much about the predator's impact on its prey and hence the habitat quality 106 and reproductive success of the prey. We will demonstrate that behavioral indicators, and the 107 framework from which they emerge, may be particularly valuable as: (1) leading as opposed to 108 lagging indicators of the magnitude of predation, (2) surrogates for information otherwise 109 difficult to obtain, (3) integrative measures of the strength of species interactions, and lastly may 110 (4) reveal novel insights into ecological interactions. 111
112

CONCEPTUAL FRAMEWORK 113
Quitting harvest rates, space use, and incidental predation -The branch of optimal foraging 114 theory known as patch-use theory has developed around the question of how much time to 115 allocate to a resource patch. The answer is generally given in the form of a patch giving-up rule. 116
In the case of prescient foragers with random search the appropriate rule is to forage until the 117 rate of resource harvest (a declining function of time spent foraging in the patch) equals the 118 accrual rate of foraging costs (Charnov 1976 , Brown 1988 . Brown (1988 Brown ( , 1994 recognized 119 three general foraging costs: predation (P), missed opportunity (MOC; the value of time should it 120 be spent on alternative fitness-enhancing activities) and metabolic (C) costs. This giving-up rule 121 is referred to as a fixed quitting harvest rate (QHR) rule because it results in patches that have 122 equal harvest rates after a forager ceases (i.e., quits) to exploit the patch irrespective of initial 123 patch quality. It can be written as: QHR = P + MOC + C. When the initial harvest rate of a 124 patch is less than P + MOC + C the patch is unprofitable (i.e., the optimal time spent foraging is 125 zero). A forager that can assess and respond to spatial heterogeneity in resource abundance 126 should exploit only those resource patches that it considers profitable (Stephens and Krebs 1986,Schmidt and Brown 1996, Schmidt et al. 2001). Unprofitable and therefore unused space (i.e., 128 predator-free space) can provide refuge that may be especially important for incidental prey; 129 prey too sparse for predators to base patch-use decisions on, yet they are attacked whenever 130 generalist predators encounter them while foraging for more common foods (Vickery et al. 131
1991). 132
The giving-up rule also indicates two general routes to patch rejection (see Fig. 1 ) 133
corresponding to "top-down" and "bottom-up" forces, respectively: predators reject patches 134 associated with a high risk of predation from apex predators (e.g., nest-robbing chipmunks avoid 135 patches associated with greater risk of predation from weasels) and predators reject patches 136 lacking sufficient resources (nest-robbing chipmunks avoid patches with few red maple seeds). 137
These routes are non-mutually exclusive in the sense that patch rejection always occurs because 138 there are insufficient resources to offset the high cost (including the risk of predation; Brown and 139
Kotler 2004) of foraging in the patch. Nonetheless, it is also valuable to separate these two 140 components because the abundance and distribution of resources and apex predators (maple 141 seeds and weasels, respectively, in our chipmunk example) are largely independently determined 142 (but see Sih 1998 for a summary of models that suggest apex predator abundance should match 143 the abundance of resources for its prey 
2001). 216
The technique of giving-up densities is an important tool in the ecologist's toolbox for 217 measuring the landscape of foraging costs perceived by predators and the risk experienced by 218 prey. However, not all prey are distributed within idealized food patches that the GUD 219 technique often requires. Furthermore, the food patches themselves lure animals so that GUDs 220 do not necessarily indicate specific sites predators would not use in the absence of a baited patch.
There are techniques to get around some of these concerns; for example by correlating GUDs to 222 the physical landscape one may learn that a predator around foraging along habitat edges. An 223 alternative to GUDs that we discuss here is directly quantifying predator activity. Predator 224 activity density, i.e., the aggregate use of a site per unit area and time, is a more proximal 225 measure of the landscape of risk experienced by prey. Activity density reflects the total intensity 226 of use in a specific area by a number of individuals, rather than quantifying the number of 227 individuals. The concept of activity density is similar to the idea of population density, but 228 applies at the spatial scale of individual space use decisions. For instance, one raccoon (Procyon 229 lotor) that traverses a given patch of space 6 times in a week should represent greater risk (i.e., 230 higher likelihood of encounter) to prey than 3 raccoons that each traverse the same patch once a 231 week. We have used two different indicators of small mammal activity density, (1) received far less attention. Our model suggests interspecific variation, through effects on space 288 use and predation, can be far-reaching. For instance, Schmidt (unpublished) collected GUDspatches that were replenished between nighttime exploitation by mice and daytime exploitation 291 by chipmunks. Mice (20g) had much lower GUDs than the larger bodied, diurnally-active 292 chipmunk (100g). It is unknown whether body mass, metabolic demands or other life history 293 characteristics might lead to a predictable hierarchy of GUDs among species. Regardless, these 294 species differences, based on our modeling approach, predict that mice should exploit a greater 295 amount of space than chipmunks, all else equal (see Fig. 1 ). If true, two additional predictions 296 follow: (1) mice should cause higher mortality rates on nests than chipmunks (i.e., mice use more 297 space) and (2) given the greater area of space used, mice will show compensatory predation on 298 ways, i.e., chipmunks may use begging calls as cues to locate nests (Haskell 1999). Still, the 306 conclusion we hope the reader takes away is that QHRs/GUDs are an empirical tool as well as 307 the center piece of a larger set of conceptual ideas (e.g., mechanisms of coexistence, foraging 308 ecology, incidental predation) that can be applied to individual species as well as communities. 309
As used here, QHR theory and GUD methodology may provide a useful framework toward 310 understanding the distribution of species interaction strengths within communities, or predicting 311 the consequences, such as additive or non-additive predation resulting from the loss or314 Zero-capture data -Our colleague, Richard Ostfeld, has maintained six 2.25 ha small mammal 315 trapping grids at IES since 1995. We have used small mammal abundance data from these grids 316 to document temporal trends in nest predation rates on ground-nesting birds, such as the veery. giving-up density (GUD) in a simulated landscape produced in MATLAB. Primary (n=1000) 612 and incidental (n=50) prey were randomly and independently assigned to one of 100 patches 613 (this produces a Poisson distribution of prey). Only patches with initial primary prey quality > 614 GUD were foraged, and of these final prey density = GUD. Random search time for a given 615 foraged patch (i) was calculated as: ti = (1/ap) log (Ni/GUD), where ap is the encounter rate on 616 primary prey and Ni and GUD are, respectively, the initial and final number of primary prey in 617 patch (i). The probability, Ip, an individual incidental prey item was consumed from a foraged 618 patch was calculated as: Ip = [1-e (-aiti) ]. Actual incidental prey consumption was determined by 619 comparing Ip to a random number (uniform distribution). 
