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1. I~TR00ucT10N 
We are interested in the question of existence of solutions of nonlinear 
two point boundary value problems of the form 
Y”(X) + f(% Y(X), Y’(4) = 0 (1) 
y(a) = 4 y(b) = B. (2) 
More precisely, we are interested in the possibility of a connection between 
existence and uniqueness, 
In the special linear case-where f(~, y, y’) is linear in y and y’-it is 
well known that existence and uniqueness either both hold for all such 
boundary value problems on a given interval [a, b] or else both fail. That is, 
either every such problem has a solution, and only one, or else some problems 
on the interval have no solution and others have more than one. 
On the other hand, it is also well known that when f(~, y, y’) is not linear 
existence can hold and uniqueness can fail on the same interval. The pendu- 
lum equation 
u”(x) + sin U(X) = 0 (3) 
is an example. (Existence holds on ev.~~y finite interval since sin u is continu- 
ous and bounded [l], but uniqueness fails on intervals of length greater than 
r.) Thus, for nonlinear f(~, y, y’), existence does not imply uniqueness. 
There are some very recent results [2,3] showing that in some circum- 
stances uniqueness does imply existence. In many cases it has proven easier 
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to show uniqueness of solutions of (l), (2) than their existence so that this 
qualitative result can be very useful. Our main result is such a qualitative 
relation between uniqueness and existence which is quite powerful and 
remarkably simple to establish. Equations with Lipschitzian f represent a 
class of equations for which our analysis combines with other results to yield 
a simple and rather complete understanding. 
2. HYPOTHESES AND PREVIOUS RESULTS 
We model our assumptions after the linear case. Let us think of (a, A) 
as fixed and consider uniqueness and existence of solutions of (1) (2) as 
we vary 6 (> a). In the (nonsingular) linear case one has the existence of 
unique solutions of initial value problems for (1) and so we shall require this 
in general. Since uniqueness fails in the linear case only for isolated values of b, 
or, put the other way around, uniqueness of solutions of (l), (2) occurs for a 
particular value b = b, only when uniqueness holds for every b in an open 
interval about &, , we shall assume a similar situation for uniqueness in the 
nonlinear case. We also assume f is continuous. 
The first result yielding existence from uniqueness seems to be that of 
Lasota and Opial [2]. Th e y assume there is an interval I containing [a, b] as a 
proper subinterval, that for every x,, EI and all ys , yi there is exactly one 
solution y of (1) satisfying the initial conditions 
Yko) = Yo 9 Y’(Xo> = Yi 9 (4) 
which exists throughout 1, and that for every pair (x1 , yr), (xa , ys) of 1 X R 
there is at most one solution y of (1) satisfying the boundary conditions 
Y(4 = Yl 3 Y(X2) =Y2 * (5) 
In the linear case this last condition effectively places an upper bound on 
permissible values of b. For example, this condition for the equation 
y”+y=p’ 
is equivalent to the restriction that b < u + r. Moreover one must know 
something about the behavior of solutions of (1) to the left of x = a which 
is not the case for linear problems. Jackson [4] has given another proof of 
this result and also has given the following example due to K. Schrader. 
Consider y” = - y + arctan y, - 7~/2 < arctan y < ~r/2. Here f is 
Lipschitzian and so satisfies the hypothesis about initial value problems. 
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It can be shown that (l), (5) h as at most one solution for every pair 
(x1 ,YJ, 6% ,Yz) E P, 4 x R 
however the problem (1) and 
Y(O) = 0, y(r) = 3rr 
does not have a solution. This example shows [a, b] must be a proper sub- 
interval of I. We shall demonstrate that either a or 6 may be an endpoint 
of I, but not both. Thus we relax one end condition and this example shows 
it is not possible to relax both. 
We have already noted that this result is restricted to b such that uniqueness 
holds on [a, b’] for all b’ < b. Shampine [3] has shown how to extend the 
conclusions to intervals [a, b] with uniqueness failing on subintervals by 
making rather strong assumptions as to how uniqueness fails. The hypotheses 
can be guaranteed by a priori bounds for Lipschitzian problems. Although 
the result is provocative it leaves much to be desired in the way of precision. 
Our present technique on the other hand does not require any information 
about uniqueness on subintervals of [a, b] but requires only that uniqueness 
hold for intervals arbitrarily close to the desired one. This considerably 
sharpens Shampine’s result, does not require the a priori bounds, and is an 
obviously better way to look at the problem. 
3. THEOREMS 
THEOREM 1. Suppose that for all x0 E I = [a, c] and for all yO , y; there 
is exactly one solution of(l), (4) w EC h’ h exists throughout I. Further suppose there 
is an interval I’ = (b - E, b + E) C I such that for all x1 E I’ and all A, B there 
is at most one solution of (1) and 
~(4 = A, ~6,) = B. 
If, in addition, for ewery pair (x1 , yl), (x2 , yz) E I’ x R there exists exactly 
one solution of (l), (5), then for all A, B there exists exactly one solution of 
(l), (2). 
PROOF. Let y(x; m) be the solution of the initial value problem (1) and 
~(4 = A, y’(a) = m. (6) 
Because solutions depend continuously on the initial conditions, the inter- 
section of y(x; m) and the line x = b, namely y(b; m), is a continuous function 
of m. The uniqueness assumption for boundary value problems on [u, b] 
implies y(b; m) is one-to-one and hence strictly monotone in m. It follows 
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that the connected set (y(b; m) : m real} is either the whole real line-which 
means that (l), (2) has a (unique) solution for every B-or else has a finite 
upper or lower bound. 
Suppose, to be definite, that y(b; m) is an increasing function of m and 
that j3 = s8upmy(b; m) is finite. (The other cases are not essentially different,) 
Then y(b; m) tends monotonely upwards towards /3 as m tends to f-- co 
but y(b; m) # /3 for every m. 
We claim the set of slopes at x = 6, (~‘(6; m) : m > 0} is unbounded. For 
if this were not the case, there would exist a sequence of initial slopes mk 
tending to + co such that y’(b; m,) tends to a finite limit CL, say. Thus the 
sequence of solutions y(x; mt) of (1) converges in both value and slope at 
x = b, i.e., 
y(h mk) -+ is, ~‘(6 wJ - CL. 
Defining U(X) as the solution of (1) with the initial conditions at x = b, 
u(b) = P, u’(b) = p> 
it follows from the continuous dependence upon initial conditions at x = b 
that 
Y(T 4 + 44 for every x. 
In particular we find u(a) = A and hence u(x) is a solution of (1) which 
satisfies 
u(a) = A, 44 = P 
in contradiction to our definition of /3. 
We now want to show the set of slopes at x = 6, {y’(b; m) : m 3 0}, being 
unbounded leads to a contradiction. In view of the assumption about uni- 
queness of boundary value problems it will suffice to show that there exists 
an m # 0 such that y(x; m) meets y(x; 0) at some value of x EII. We have 
assumed that there exist solutions to first boundary value problems on I 
so if 0 < 71 < 6 and A > 0, we can define U(X) as the unique solution of (1) 
and 
44 = B, @J + rl) =Y@ + 7; 0) - d 
and similarly define W(X) by (1) and 
w(b - 7) =y(b - 7); 0) - A, w(b) = /?. 
Let 
y = g min(d, fi - y(b; 0)). 
By continuous dependence on initial conditions of initial value problems 
there is a v > 0 such that if w(x) is a solution of (1) and 
I 44 - b I -=c “* w’(b) = u’(b), 
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then 
I 44 - 44 I < Y for all 
Of course 
u(b) > y(k Oh @J + 71) < Y(b + 71; 0) 
and the constants have been chosen so that we can conclude 
w(b) > y(h Oh w(b + 7) < Y(b + 7; 0) 
and consequently that W(X) meets y(x; 0) for some x E [b, b + 71. Moreover 
in view of the uniqueness of solutions of first boundary value problems in I’, 
any other solution of (1) which agrees in value with w(x) at x = b but has 
larger negative slope there than w(x) lies below U(X) for x E (b, b + 71. This 
implies it also meets y(x; 0) in (& b + 71. 
In other words, any solution of (1) with value at x = b sufficiently close 
to fi and with slope negative and larger than u’(b) must meet y(x; 0) in 
(b, b + 71. In the same way, any solution of (1) with value at x = b sufficiently 
close to /3 and with sufficiently large positive slope must meet y(x; 0) in 
[6 - 7, b). We have already observed that as m + + CO, y(b; .m) + /3 and 
the slopes y’(b; m) are unbounded so that we are always led to the con- 
tradiction of some y(x; m) meeting y(x; 0) in [b - 7, b + 71. 
THEOREM 2. Suppose that for all x0 E I = [a, c] and for all y. , y; there 
is exactly one solution of (l), (4) which exists throughout I. Further suppose there 
is an interval I’ = (6 - E, b + E) C I such that for all x1 E I’ and all B there 
is at most one solution of (1) and 
QY(4 + w’(4 = c-a , Ybl) = B. 
If, in addition, for every pair (x1 , yl), (xZ , yJ E I’ x R there exists exactly one 
solution of (l), (S), then for all B there exists exactly one solution of (1) and 
ClY(4 + czY’W = c3 9 y(b) = B. 
PROOF. The proof is exactly the same as that of Theorem 1 except that 
the family of solutions of (1) and 
YW = CL> YW = $ cc3 - w) 
has p as a parameter so that one works with the corresponding family y(x; p) 
of solutions. 
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4. DISCUSSION 
The theorem requires as a tool the knowledge that both existence and 
uniqueness hold on all sufficiently small intervals near 6. Clearly one could 
in many cases obtain the existence for such small intervals from the uniqueness 
by the result of Lasota and Opial [2] cited earlier and thus obtain a fairly 
complete picture of the relation between uniqueness and existence. On the 
other hand for some problems, even large classes of problems, it is easy to 
establish existence in the small. For example existence in the small for 
Lipschitzian functions f is a classical result due to Picard [5] which is quite 
easy to obtain. For such problems our theorem implies the Lasota-Opial 
result. 
Finally, attention is called to the fact that the proof of Theorem 1 shows 
that if uniqueness holds for first boundary value problems on a particular 
interval [a, 61 and if existence does not (and the example 
y” +y - arctany = 0 
on [0, ?r] shows this can happen even for Lipschitzian problems), then there 
is a whole interval of points b’, with endpoint 6, such that uniqueness fails 
on [a, b’]. 
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