In this paper, a star tracker attitude estimation procedure with increased robustness and efficiency, using the AIM (Attitude Estimation using optimal Image Matching) algorithm, is presented and validated. The unique approach of the AIM algorithm allows us to introduce a reliable quality check which can be efficiently calculated. Unlike existing validation methods, this quality check not only detects that some of the data is unreliable, it also determines which star measurements are unreliable. These unreliable measurements can be removed from the data set and a new attitude quaternion can be calculated without having to repeat the entire AIM algorithm. This greatly improves the robustness of the attitude estimation, while limiting the computational expense. Furthermore, the structure of AIM allows us to reuse previously calculated data when the change in attitude between subsequent measurements is small. This way, the efficiency of the entire attitude estimation cycle can be increased significantly. These enhancements are validated with simulated star tracker data, which show that for pointing maneuvers, the computational cost can be reduced by more than 40% compared to the state-of-the-art procedure. The results show that the improvements significantly improve the robustness and lower the computational cost of the star tracker attitude estimation. As a consequence, the overall performance of the attitude determination and control system greatly increases. The increased efficiency of the attitude estimation could also allow the use of star trackers in smaller satellite r r The unit vector of removed star r, observed in a reference frame.
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I. Introduction
Accurate knowledge of the orientation of the spacecraft in space is crucial in a wide variety of spacecraft missions. Examples include space telescopes observing an astronomical target or communication satellites that need to accurately point an antenna to a ground station. Of the many types of sensors that are used to determine this orientation, also referred to as the attitude of the spacecraft, the star tracker is the most accurate [1] . This sensor takes an image of the surrounding star field with an on-board camera, and compares it to a database of known star positions. This way, the star tracker can typically determine the attitude of the spacecraft in the range of a few arcseconds or even sub-arcsecond [2] .
An autonomous star tracker operates in two different modes [3] . The first of these is the initial attitude acquisition, in which the star tracker determines the attitude without a priori knowledge [4, 5] . Once an initial attitude has been acquired, the star tracker has a priori knowledge and it can switch to the tracking mode. In this second mode, the a priori knowledge allows us to reduce the database search, resulting in a faster and more accurate attitude estimation.
A variety of algorithms that estimate the spacecraft attitude in this tracking mode, has been proposed. The performance of these algorithms is generally judged based on their computational complexity, accuracy and robustness to inaccurate data [6, 7] . The existing algorithms estimate the spacecraft attitude from vector measurements by minimizing a cost function, called the Wahba cost function. [6] . These algorithms determine the optimal quaternion [8] . They therefore have similar accuracy and differ only in computational complexity and robustness. Based on the method to solve Wahba's problem, the existing algorithms can be divided into two main groups. Davenport's q method [9] and the SVD (Singular Value Decomposition) method [10] are based on robust algorithms to calculate the symmetric eigenvalue problem and the SVD [11, 12] . These algorithms are therefore robust to distortions but have a high computational cost. The second group solves the characteristic equation for the maximum eigenvalue and this way presents a fast iterative solution to construct the optimal attitude quaternion. The first of these methods was QUEST (QUaternion ESTimator) [13, 14] , followed by FOAM (Fast Optimal Attitude Matrix) [15] , ESOQ (EStimator of the Optimal Quaternion) [16] , and ESOQ2 [8] . These methods have a comparable computational cost which is lower than that of the first group [7] , but are not based on the same robust algorithms.
An important issue facing these algorithms is the possible presence of inaccurate input data, referred to as 'outliers'. Because of pixel defects, cosmic events or errors in preceding algorithms, the estimated centroid of one or more of the camera image stars could be significantly far off, leading to these outliers. This inaccurate input data greatly reduces the accuracy of the attitude estimate [17] . In order to tackle this problem, a quality check called the TASTE test was presented by the author of QUEST [18] . This test reliably signals whether or not an outlier is present in the data.
A drawback of this test is that it does not allow us to identify which of the stars are the outliers. It is therefore not possible to remove the outliers and recalculate the attitude to improve robustness.
A second important issue of the existing algorithms is the fact that they use vector measurements to determine the spacecraft attitude. In a star tracker, the observations are 2D star centroids on the focal plane. The conversion of these 2D coordinates to unit vectors is computationally complex.
Because of optical and electronic distortions, temperature, magnetic and star intensity effects, an empirical model based on laboratory calibrations is often used to convert the coordinates, leading to a significantly larger computational cost [19] .
Recently, a new algorithm, referred to as AIM (Attitude estimation using optimal Image Matching), was proposed by the first author of this paper. This algorithm uses a different approach to estimate the spacecraft attitude. It is based on focal plane coordinates instead of unit vectors. In a previous paper [17] , it was shown that the accuracy of AIM is comparable to that of the state-of-the-art algorithms, it is as robust as the robust algorithms (such as Davenport's q method) and it is less computationally complex than the fast methods (such as QUEST). The novel approach of AIM leads to new possibilities, which can greatly improve both the robustness to outliers in the data and the speed of the attitude estimation procedure.
To increase the robustness, a quality check, which can be efficiently calculated, is introduced for the AIM algorithm. This quality check not only detects whether or not there are outliers in the data, it also allows us to identify the outlier. It is shown that the outlier can be removed from the data and the attitude can be recalculated without having to repeat the entire AIM algorithm. Simulations show that this greatly improves the robustness of the attitude estimation and allows us to continue using the star tracker attitude estimates even when there are outliers.
To increase the computational speed, previously calculated data can be reused in the AIM algorithm, eliminating complex calculations. When the attitude changes between subsequent time steps are sufficiently small, the computationally complex coordinate conversion can be eliminated from the procedure. This was already briefly mentioned in reference [17] . In this paper we validate the effect of this improvement.
The improvements presented in this paper greatly increase the robustness and decrease the computational cost of the star tracker attitude estimation procedure using AIM. This way, the performance of the entire attitude determination and control system is greatly improved. The lower computational cost could allow us to carry a more demanding payload or lower the cost of the spacecraft.
These improvements help facilitate the use of star trackers in the growing market of small satellites.
In section II, a summary of the state-of-the-art algorithms and AIM is given, with an emphasis on the differences in approach of these algorithms. Section III discusses the enhancements: the AIM quality check to increase robustness and the reuse of previously calculated information to increase the speed of the attitude estimation procedure. The effect of these improvements is validated in tests on simulated data. The test procedure is discussed in section IV and results are given in section V. The performance of the attitude estimation procedure using AIM is compared to that of a state-of-the-art fast method (QUEST) and a robust method (the SVD method).
II. AIM and the state-of-the-art algorithms
The improvements that are discussed in this paper can be introduced because AIM has a different approach to solve the attitude estimation problem than the state-of-the-art algorithms. In order to discuss these differences in approach, it is necessary to look at the entire star tracker attitude estimation procedure, of which the attitude estimation algorithm is the final step in a sequence of algorithms. After this, the procedure of AIM and the state-of-the-art algorithms is discussed further in detail.
A. Attitude Estimation Procedure
To discuss the differences between the procedure using AIM and the procedure using the stateof-the-art algorithms, an overview of the different steps in the star tracker attitude estimation procedure is given. This sequence is depicted in figure 1 . The first algorithm is the centroiding algorithm [20, 21] , which locates the centroids of stars in the star camera image as accurately as possible. Once the positions of the stars are known, the camera stars are paired with their corresponding database stars in the pairing step [22] . Up to this point, the procedure of AIM and the state-of-the-art-algorithms are similar.
In the following step, the coordinate conversion step, the approaches differ. This is shown in figure 2 . The state-of-the-art algorithms use unit vectors to determine the spacecraft attitude. The 2D focal plane coordinates which were measured by the star tracker camera therefore need to be converted to 3D unit vectors. AIM uses 2D focal plane coordinates to determine the attitude of the spacecraft. The 3D database star coordinates therefore need to be converted to 2D focal plane coordinates. In other words, an image of the database is generated. The coordinate conversion step and the actual attitude estimation algorithm are explained in further detail for the state-of-the-art algorithms and for AIM in the following sections.
B. State-of-the-art Algorithms
In this section, the coordinate conversion and the attitude estimation procedure using the stateof-the-art algorithms is discussed.
Coordinate Conversion
The conversion of 2D focal plane coordinates to 3D unit vector coordinates can be done using a simple pinhole model as described in [19] :
In these equations, (x, y) is the coordinate of the star in the image, (x 0 , y 0 ) is the intersection of the focal plane and the optical axis, (i, j, k) is the unit vector of the observed star, and F is the focal length of the optical system.
To account for distortions however, the image plane coordinates are first corrected for distortions using a fifth order polynomial [19] :
Where (x c , y c ) are the coordinates after they have been corrected for camera distortions, and the parameters (k i , h i ) depend on the camera. The coordinates (x c , y c ) are then converted using equations 1.
Attitude Estimation
After the camera star coordinates are converted, the attitude estimation algorithm is called. In the state-of-the-art methods, Wahba's problem is solved to determine the spacecraft attitude:
where n s is the number of star pairs used, b i are the unit vectors observed in the spacecraft body frame, r i are the corresponding unit vectors in a reference frame and w i are non-negative weights that can be used to increase or decrease the importance of certain star pairs in the loss function.
A good overview of existing algorithms that solve Wahba's problem can be found in [6] . During the simulations in this paper, QUEST was used as an example of one of the fast algorithms, while the SVD method was used as an example of the more robust methods.
C. AIM
In this section, the coordinate conversion and the attitude estimation procedure using AIM is discussed.
Coordinate Conversion
In the AIM coordinate conversion step, the 3D database coordinates are converted to 2D focal plane coordinates. To be able to do this, a coarse estimate of the star tracker attitude is needed.
This coarse attitude estimate will be referred to as quaternion q dat . In tracking mode, the previous attitude estimate can be used as this estimate. The database unit vectors are then rotated over the inverse of q dat so that they are centered around the k-axis, as shown in equation 5. Since q dat is a unit quaternion, the inverse is equal to its conjugate.
In this equation, (î,ĵ,k) are the unit vector coordinates of a star as found in the database, (î r ,ĵ r ,k r ) are those unit vector coordinates after rotation by the inverse of q dat , and a bar over a quaternion indicates that the conjugate of the quaternion is taken.
After this, the conversion from unit vector coordinates to database focal plane coordinates (x,ŷ) is performed. Using the pinhole model, this conversion is performed with the following equations:
The resulting coordinates (x,ŷ) are the focal plane coordinates an ideal star tracker would observe if its attitude was q dat . Because a real star tracker has camera distortions, these coordinates are transformed to account for these distortions. Using the inverse transformation of equations 2 -3, coordinates (x,ŷ) are transformed to the values as they would be measured with the distortions in the camera. The polynomials to calculate this transformation are given in equations 7 and 8.
In these equations, (x d ,ŷ d ) are the database star coordinates after the camera distortions have been added, and (k iin , h iin ) are the parameters which are specific for the camera.
Attitude Estimation
After the database star coordinates are converted, AIM is called. AIM estimates the attitude by calculating the transformation values φ, t x , and t y , which minimize the following cost function [17] :
In this function, w i is the weight given to star pair i, (x i , y i ) are the coordinates of observed star i in the focal plane, (x i ,ŷ i ) are the coordinates of the corresponding database star i in the focal plane, φ is the angle over which the database stars are rotated with respect to the origin of the frame in which the database coordinates are described, and t x and t y are the distances over which the database stars are translated in x-and y-direction respectively.
Minimizing the cost function of AIM (equation 9), leads to the following expressions to calculate the transformation values φ, t x , and t y [17] :
The variables in these three equations are calculated as follows:
Based on these transformation values, the attitude of the spacecraft can be estimated. The rest of the procedure to do this is of no relevance in this paper and can be found in reference [17] .
III. Improved Attitude Estimation using AIM
This section discusses the adaptations that can be made to the attitude estimation procedure using AIM, in order to increase the robustness and the speed of the attitude estimation. In the first part of this section, the robustness of the attitude estimation to the so-called 'outliers' is discussed.
A method is presented which not only detects whether inaccurate star data is present in the data set, but also determines which of the stars are the outliers. This allows us to remove the inaccurate data and recalculate the attitude.
In the second part of this section, a method is proposed to increase the computational efficiency of the attitude estimation using AIM. This is done by reusing previously calculated data when the change in attitude between subsequent attitude determination steps is small. When the attitude changes are small, this method allows us to eliminate a computationally expensive coordinate conversion, hereby greatly increasing the efficiency of the entire attitude estimation procedure.
A. Robustness
The centroiding algorithm [23, 24] , which precedes the tracking algorithm, estimates the centroid of each star in the camera image. This estimate is subject to noise [25] . In some cases, because of dead pixels, hot pixels [26] , an error in the centroiding algorithm or other effects, the centroiding error of one or more stars may be significantly higher than that of the other stars. Such a star with a higher positional error will be referred to as an 'outlier'. These outliers significantly lower the accuracy of the attitude determination. A quality check to detect these outliers has been developed [18] for the state-of-the-art algorithms, but the downside is that it only flags whether or not an outlier is present. In the following section, a method is developed which not only signals that an outlier is present, it also indicates which star is the outlier. Furthermore, an efficient procedure is presented which efficiently recalculates the attitude when an outlier has been found.
This method is presented for both the state-of-the-art algorithms as for the AIM algorithm.
First, the existing method to detect outliers is presented, the TASTE test [18, 27] . After this, the procedure to detect and remove outliers is shown for both the state-of-the-art algorithms as for the AIM method.
Robustness improvements: State-of-the-art
In this section, we will discuss how inaccurate star data can be detected and removed in the attitude estimation procedure using one of the state-of-the-art algorithms.
a. Detecting outliers: TASTE Before an efficient and automatic test was developed to detect outliers, data validation was carried out by an analyst who manually fitted a curve to the data to remove outliers [18] . After the development of the QUEST attitude estimation algorithm, a data checking method was presented which signals whether or not there are outliers in the image. This method is called the TASTE test and can be calculated very efficiently because the values needed in this test are central to the attitude computation [28] . The TASTE test is calculated as depicted in equation 14:
In this equation, λ 0 is the sum of the weights given to the star pairs in the cost function and is chosen to be equal to 1. λ max is the maximum eigenvalue which is calculated in the QUEST attitude calculation.
When one or more stars in the camera image have a significantly larger positional error, the TASTE value becomes very large [18] , allowing to detect the presence of an outlier. According to the creator of TASTE, more than the computational efficiency of the QUEST algorithm, it was this efficient TASTE test which was of importance from a mission perspective [28] .
b. Detecting outliers: Distance method In the state-of-the-art methods, which solve Wahba's problem, the distance between the unit vectors in the camera frame and the transformed unit vectors in the database frame is minimized by finding the transformation matrix A. Once this matrix A, or a corresponding quaternion, has been determined by QUEST, one can use this quaternion to rotate the unit vectors in the database frame. For a perfect attitude estimate, this would result in transformed unit vectors which are equal to the unit vectors in the camera frame.
In general, because of noise, the unit vectors will all deviate to a certain extent. When an outlier is present in the data, the transformed unit vector of that star will deviate considerably more and the distance between that transformed database vector and its corresponding camera vector will be significantly larger. This procedure, which can be used to detect which stars are the outliers, is discussed next.
The database unit vectors are first rotated over the estimated attitude quaternion, q e , which has just been determined.
The angle between the camera unit vectors and the transformed database unit vectors is selected as the distance. This angle can be calculated easily as follows:
where θ d is the angle between the unit vectors, b i is the measured unit vector in the camera frame and r it is the transformed database vector. In order to speed up this procedure, the computationally complex acos function can be discarded. In order to get a distance measure which is zero in case of a perfect star pair, the distance measure is then calculated as:
This distance will be significantly larger for an outlier. In case this distance is larger than a certain threshold distance, the algorithm signals the star pair as an outlier. This threshold distance could be determined by selecting a value for the maximum angle allowed between the camera vectors and corresponding database vectors:
This procedure to detect outliers is more computationally complex than the TASTE test. A possibility to speed up the entire attitude estimation procedure, while maintaining high robustness, is to calculate the TASTE test first and to only use the Distance method when the TASTE value is above a certain threshold value. This way, the algorithm only looks for outlier stars when the TASTE test indicates that there probably are outliers in the data. This approach was used in the simulations.
c. Removing outliers When an outlier has been found, it can be removed from the data set and the attitude quaternion is calculated again. In the state-of-the-art methods, such as QUEST and the SVD method, one of the first steps is to calculate a matrix B from the star vectors:
To remove the inaccurate data of one outlier star, the following procedure is used:
Here, B r is the new B matrix that is obtained after removing the outlier, w r is the weight assigned to the star pair with the outlier, b r is the unit vector of removed star r, observed in the spacecraft body frame and r r is the unit vector of removed star r, observed in a reference frame.
Because the sum of the weights after removal of this star is no longer equal to 1, this matrix has to be rescaled:
The spacecraft attitude can then be recalculated using this new matrix B. After this, the result is checked again for outliers. This procedure is repeated until no more outliers are found. If a maximum number of outliers is detected, the attitude estimate is flagged as unreliable
Robustness Improvements: AIM
In this section, we will discuss how inaccurate star data can be detected and removed in the attitude estimation procedure using AIM.
a. Detecting outliers: Distance method In the attitude estimation procedure using AIM, outliers are detected by calculating the euclidean distance squared between each pair of camera image star and transformed database star. When there is an outlier in the data, the distance between that star and its corresponding transformed database star will be significantly larger. This procedure therefore allows us not only to detect outliers, but also to detect which of the stars are the outliers. This allows us to remove the outlier from the input data and recalculate the attitude quaternion. This way, a valid attitude quaternion can be obtained, regardless of the presence of an outlier.
After the AIM attitude calculation has been executed, the database star focal plane coordinates are first transformed using the calculated transformation values (equations 10-12). Since the rotation angle φ is small [17] , a first order approximation is used for the goniometric functions:
In this equation, (x i ,ŷ i ) are the coordinates of database i, φ, t x and t y are the transformation values calculated in equations (10) (11) (12) and (x it ,ŷ it ) are the transformed database coordinates of star i.
The euclidean distance squared between the image star coordinates and the transformed database coordinates is then determined:
where (x i , y i ) are the coordinates of the camera image star i. This distance squared is in fact the value of the cost function (equation 9) for star pair i (with weight w i set to 1).
The distance squared will be significantly higher for an outlier. When this distance is higher than a predetermined value, the star is considered to be an outlier. This predetermined value could be based on the expected distance between the detected star and the transformed database star.
To calculate the expected distance, it is first assumed that the noise on the centroid position of the star is Gaussian white noise. This noise depends on the used detector, optics and centroiding algorithm, and has a standard deviation of E cent , expressed in fraction of a pixel. When the star tracker has n pix pixels, star coordinates described between 
In the simulations which are discussed in the following section, a star was considered to be an outlier if the distance between the image star and corresponding transformed database star exceeded the following value:
b. Removing outliers When an outlier has been found, it is removed from the data set and the attitude quaternion is calculated again. Recalculating the quaternion can be done very efficiently without having to repeat the entire attitude estimation algorithm. To remove the data of one outlier star, the following procedure is used:
In these equations, w r is the weight assigned to the star pair with the outlier, (x r , y r ) are the camera image coordinates of the outlier star and (x r ,ŷ r ) are the coordinates of its corresponding database star.
The transformation values and the attitude quaternion are then recalculated using these new values. The result is then checked again for outliers. This procedure is repeated until no more outliers are found. If a maximum number of outliers is detected, the attitude estimate is flagged as unreliable.
B. Efficiency
An increased efficiency of the algorithms leads to a lower computational cost of the attitude estimation process. This allows the control system to achieve the attitude information at a higher rate [8] , increasing the performance of the attitude determination and control system. The lower computational cost could also allow us to track more stars or use a more accurate centroiding algorithm, both of which improve the accuracy of the system. Especially in smaller satellite missions, a less computationally expensive algorithm allows us to have a more demanding payload or reduce the cost of the satellite.
An approach to increase efficiency by reusing previously calculated data is discussed next. It was already briefly introduced in [17] . Here its effect will be investigated further.
Reusing the database image
Since AIM uses the focal plane coordinates to determine the attitude, the database unit vector coordinates need to be converted to focal plane coordinates. This is different from the existing methods, where the measured camera image coordinates are converted to unit vectors. This distinction allows us to significantly increase the efficiency of the AIM attitude estimation process.
Since the database coordinates do not change in each time step (as opposed to the measured camera image coordinates), the same converted database coordinates can be reused when the same stars are in view. This allows us to eliminate the coordinate conversion from 3D database unit vectors to 2D focal plane coordinates, when the image is reused. This coordinate conversion is generally computationally expensive since an empirical model based on laboratory calibrations is often used to account for distortions [19] .
Reuse frequency
In order to maximize the efficiency, the same database image should be used as long as possible.
A problem which arises here is that some distortion is always introduced when a 3D image is projected onto a plane [29] . This means that the position of stars relative to each other is slightly different when the star image is taken with a different camera center. The projection distortions decrease the attitude estimation accuracy when the difference between the attitude at which the camera image was taken, q t , and the attitude at which the database stars were taken, q dat , increases.
In other words, the accuracy decreases when the coarse estimate of the current attitude, q dat , is further off from the true attitude q t . This can be seen in figure 3 , where the estimation error increases when the difference between the coarsely estimated attitude q dat and the true attitude q t increases.
The attitude determination error was determined by calculating the angle in arc seconds between the estimated quaternion -q e -and the true quaternion -q t -as: The values on the x-axis represent the angular difference between q dat and q t around all three axis. The y-axis shows the percentual increase in attitude determination error of AIM over the determination error of QUEST. A value of zero means that AIM and QUEST have the same attitude determination error. Each measurement point seen on the graphs is the result of a simulation with 10,000 images generated randomly over the sky. In these simulations, there were 9 stars in the image, the camera had 1024 pixels in each row and column, and the centroiding accuracy was 0.2 pixel. The error increases more rapidly when the FOV of the Star Tracker is larger. The reason is that while QUEST uses 3D unit vectors, the AIM algorithm uses 2D star coordinates and treats the star image as a 2D image. As the field of view of the star tracker increases, the assumption that the star coordinates are in a plane is increasingly inaccurate. In figure 3(b) , we see a detail of figure 3(a).
The shown effect will limit the reuse frequency. When the same database image is used while the spacecraft is maneuvering away from the attitude at which the database image was selected, the accuracy of the attitude estimate will start to decrease. When the difference is not too large, the effect on the accuracy is negligible, but when the distance increases, the error on the attitude estimate quickly rises. In order to give an indication of the magnitude of this difference in normal operation, we determine the difference in attitude between two consecutive exposures that can be expected for an existing star tracker. From the technical specifications of the CT-602 Star Tracker of Ball Aerospace [30] , it can be seen that the star tracker offers full performance up to a tracking rate of 0.3 deg/sec and reduced performance up to 1.5 deg/sec, while having an update rate of 10 Hz. Therefore, the difference in attitude between two consecutive exposures can for this star tracker maximally be (0.3 The quality check that was introduced in section III.A, equation 26, can be used to determine when a database image can be reused and when a new database image should be selected. When the quality check indicates that the accuracy of the attitude estimate has deteriorated more than a predetermined threshold, new database coordinates will be converted. By changing the threshold, one can choose to have a faster, slightly less accurate estimate, which reuses database images during more time steps, or a slower but more accurate estimate of the attitude, which more rapidly creates a new database image.
When a slew maneuver is performed, the difference between the attitude at which the image was taken, q t and the attitude at which the database image was taken, q dat , changes quite rapidly.
The database image will therefore be reused less frequently. In the case of a pointing operation, the attitude of the spacecraft stays more or less fixed for a long time, allowing the same database information to be reused for a long time. Especially in this fine pointing mode, the efficiency of the spacecraft will increase significantly. The increase in efficiency was verified for different simulated maneuvers in section V.B.
In this section, the effect of the improvements on the attitude estimation is validated. The available input data is discussed first. After this, the attitude estimation procedure used in the tests is shown.
All tests were performed on a Dell Latitude laptop with a 2.60 GHz Intel Core i7 processor and 8 GB RAM. The C++ code was compiled by Microsoft Visual C++ 6, with the /O2 flag to maximize speed and the /ML library compiler option for static single-threaded libraries. The code was written in C++ and computation times were measured using the Windows system call QueryPerformanceCounter. The simulation environment differs from the situation on board of a satellite, where the algorithms are run on a microprocessor. However, none of the algorithms have high memory demands or benefit specifically from the high performance of the computer.
The conclusions regarding computational complexity are therefore also representative for the flight environment.
The performance of AIM was compared to that of the state-of-the-art algorithms. As an example of one of the 'fast' methods, QUEST was selected. The SVD method was selected as an example of one of the more 'robust' methods.
A. Input Data
During the tests, simulated star data was used. An advantage of using simulated star tracker data is that the true attitude is known, allowing to calculate the estimation error. Furthermore, one can verify the impact of changing various parameters, such as centroiding accuracy, slew rate, etc.
The first step of the data generation is to select the maneuver of the spacecraft. In the simulations, a difference was made between a 'pointing' maneuver and a 'slew' maneuver. During a pointing maneuver, the spacecraft stays more or less fixed on a given attitude.
Because of disturbance torques and an imperfect ADCS, the spacecraft will not maintain the attitude perfectly, but slowly move around it. In order to simulate this, the spacecraft was assumed to rotate slightly around all three axes. During the following simulations with a pointing maneuver, the magnitude of the rotational velocities around each of the three axes was chosen to be normal distributed with mean 0 and standard deviation 36 arc seconds/s. An example of a pointing maneuver is shown in figure 4(a) , where the roll (φ), pitch (θ) and yaw (ψ) angles are shown.
During a slew maneuver, the spacecraft rotates toward a new attitude. In the simulations, a slew around the yaw angle of the spacecraft was performed. In figure 4(b) , the roll (φ), pitch (θ) and yaw (ψ) angles of a slew maneuver of 1 degree per second around the yaw axis are shown.
The simulated maneuvers consist of 1000 time steps. At each of the simulated time steps, a star image was generated, using the Hipparcos Catalog [31] . Stars up to a magnitude of 5.3 were included in the image and a maximum of 9 stars was used in each image. Noise was then added to the star positions and these 'estimated' star positions were stored. The noise on the star positions was modeled as Gaussian white noise with zero mean and standard deviation on x-coordinate and y-coordinate:
On top of this noise, there is a secondary noise source because of the optics which are not perfect. This noise source was not added to the simulated data. In other words, the values for k 1 , h 1 , k 1inv and h 1inv , were chosen to be one, while the rest of the coefficients in equations 2 -3 and 7 -8 were zero. The reason for not including this noise source is because the results would otherwise be dependent on a certain camera model. The attitude estimation simulations that were performed in reference [17] have shown that the different algorithms (AIM, QUEST and SVD) are similarly affected by optical distortions. In those simulations, the coefficients were chosen to be the same of that of the Herschel Star Tracker [19] and the different attitude estimation algorithms yielded similar accuracy.
During the simulations, the following parameters for the star tracker were used: In this section, the attitude estimation procedures which were used in the simulations are discussed. A difference is made between the procedure when AIM reuses database images and when AIM does not reuse database images. The state-of-the-art algorithms do not use database images but rather convert the camera image stars to unit vectors and therefore do not have these different
procedures. The procedure without reuse of database images is discussed first.
Attitude Estimation Procedure
In the first step of the attitude estimation procedure, the star centroids are read from the simulated data files. In a real star tracker, the image taken by the camera would be processed and a centroiding algorithm would estimate the centroids of the stars.
The next step is to perform the star identification. In this step, the camera image stars are matched with their corresponding database stars. When there is a priori information, and the quality index of the previous attitude estimate was better than a predetermined threshold, the star tracker is in 'tracking mode'. In this mode, the a priori information is used to speed up the star identification procedure [32] . When there is no a priori information or the information cannot be trusted, the procedure is in 'lost-in-space mode'. In this case, the star identification step is performed by a lost-in-space algorithm which robustly goes through the entire database to identify the stars. For this lost-in-space algorithm, the algorithm of reference [5] is used. In the first step, the lost-in-space algorithm is always called, since there is no a priori information.
From that moment on, the 'lost-in-space mode' will only be used if the attitude has been 'lost', which is detected when a quality index surpasses a certain threshold. In general operation, a loss of attitude is unusual and the value of the threshold is quite high. In the procedure used in this paper, the quality index is checked after each attitude estimate and the 'lost-in-space mode' is entered within the same time step if the quality index is too high. The advantage of this is that the attitude estimate can be corrected within the same step if the a priori information cannot be trusted.
After the stars have been identified, the coordinates of the camera image stars are converted to unit vectors for the state-of-the-art procedure, while the database coordinates are converted to focal plane coordinates for the AIM procedure. As the final step, the star identification algorithm is executed to determine the attitude. This procedure is executed for every time step of the measurements.
AIM Attitude Estimation Procedure with Reuse of Database Images
When AIM reuses database images to speed up the attitude estimation procedure, a separate case is added to the previous algorithm structure.
As was discussed in section III.B.2, reusing the database information more frequently reduces the calculation time, but also leads to a deterioration of the accuracy. To determine when the information should be recalculated, the quality index presented in section III.A.2 can be used.
When the quality index is lower than a predetermined 'reuse' limit (referred to as the ErrorLimit), the database image can be reused. In this mode, there is no coordinate conversion. When the accuracy has deteriorated too much, the quality index of the previous time step will be higher than
ErrorLimit and the information needs to be recalculated. One can choose to set ErrorLimit high, in order to have a faster algorithm which allows a larger deterioration in accuracy, or to choose it low which leads to a slower algorithm with higher accuracy. When ErrorLimit is set equal to zero, this algorithm sequence turns into the previous algorithm sequence and no database images are reused.
V. Test Results
In this section, the test results are discussed. First, the robustness tests are discussed. In the first test, it is verified whether the distance measures discussed in section III.A allow us to reliably detect outliers. After this, the effect of removing outlier data on the attitude estimation error and on the computational time is verified in different scenarios for both AIM and the state-of-the-art methods, QUEST and the SVD method. Next, the efficiency test results are discussed. The effect of reusing previously calculated database images is verified using simulated pointing and slew maneuvers.
For the simulated data, the attitude determination error in each time step was determined by calculating the angle in arc seconds between the estimated quaternion -q e -and the true quaternion -q t -as in equation 28.
A. Robustness
In this section, the proposed robustness improvements are assessed in tests with simulated data.
The first test verifies the potential to detect outliers, for each of the methods discussed in section III.A. In the second test, the removal of outliers is demonstrated and the effect of this removal on the attitude estimation accuracy and computation time is shown.
Detecting Outliers
In the first simulation, it is tested whether the detector methods can successfully identify outliers. In the first part of this test, the algorithms do not yet remove outliers as is presented in section III.A.2. A pointing maneuver lasting 1000 time steps is simulated with the parameters of table 1
and as described in section IV.A. In between time step 300 and 700, one of the stars (n o = 1) was given a standard deviation which was 10 times (P = 10) higher than the usual standard deviation.
On the left three graphs, the attitude estimation error is given for AIM, QUEST and the SVD method respectively. This error was calculated using equation 28. The effect of the outlier is clearly visible. Between time steps 300 and 700, the attitude estimation error is significantly higher. On the right three graphs, the results of the quality checks are given. In the top right graph, the result of the AIM Distance method is given, the middle graph shows the TASTE tests and the bottom graph shows the Distance method for the state-of-the-art algorithms. The result for the Distance methods was obtained by taking the average of the distances between each of the star pairs. All three quality checks clearly have a significantly larger value between time steps 300 and 700, signaling that an outlier is present.
In the second part of this test, the effect of removing the outlier is studied.
The top graphs of Figure 6 show the attitude estimation error of AIM and QUEST (SVD has similar results as QUEST) after the outlier is removed. The error is no longer significantly higher between time steps 300 and 700. The two middle graphs show the results of the Distance method of AIM and the value of the TASTE test. Since the outlier was removed, and no other outliers are present, there are no peaks in the quality checks. The two bottom graphs show the amount of stars that were removed. Between time steps 300 and 700, during the majority of time steps, one of the stars was removed.
From these results, it follows that the Distance methods proposed in this paper are equally reliable to flag outliers in the data as the existing TASTE test. The advantage of the Distance methods is that they can also indicate which stars are the outliers. After this outlier is removed, the attitude estimation error is reduced and the quality checks no longer indicate outliers in the data.
Removing Outliers
In table 2 the result of removing outliers is given for different scenarios. In these scenarios, a number of stars -n o -were turned into outliers with a standard deviation on their positional error which was a factor -P o -higher than that of the other stars. For each scenario, 100 simulated pointing maneuvers of 1000 time steps were generated with random starting attitudes. The shown error was determined by taking the root mean square of the errors of each time step. The computational time per time step and the number of removed stars was averaged over the data.
The detection threshold to detect outlier stars for AIM was determined using equation 26 , with the values of table 1. The threshold for QUEST and the SVD method was determined using equation 18 , where θ dM was chosen so that a similar number of stars would be removed as is the case for AIM.
From table 2, it is clear that an outlier in the star data has a significant negative effect on the attitude estimation accuracy. The error rises significantly, even when there is only a relatively small outlier present. This again demonstrates the importance of being able to detect and remove outliers in the data.
When the 'outlier-remover' sequence is used for the attitude estimation algorithms, the algorithms clearly perform better. The estimation algorithms are not significantly affected by the outlier star, as was the case without outlier-remover. There is however a small increase in error compared to the scenario without outliers. This is due to the fact that not all outlier stars are removed, since some are below the detection threshold. Setting the detection threshold lower would result in the removal of more outlier stars, at the cost of a longer computational time. Another reason for this small increase in error is because the algorithms estimate the attitude with fewer stars when a star is removed.
The computational times of the SVD method are significantly higher than that of AIM and QUEST, because it uses the computationally complex singular value method. The computation times are in general higher for the algorithms with outlier-remover, since they perform extra calculations to detect and remove the outliers. This increase in computational time becomes more significant when more outliers or more severe outliers are present, because more outliers are detected and removed
then. An important thing to note is that the computational time of AIM does not increase as much as for QUEST or the SVD method when the 'outlier-remover' is added. The calculation time of the SVD method rises significantly when outliers are removed, because the computationally expensive singular value decomposition method is repeated. The large increase in computational time for QUEST is mainly due to the calculations that are performed to check for outliers. When QUEST is used with outlier-remover, it can no longer only rely on the TASTE test, because this test does not indicate which of the stars are the outliers. With outlier remover, QUEST needs to start using the Distance method, which is computationally more expensive. The calculation of the distances, together with the removal of outlier data and recalculation of the attitude, clearly increase the computational time.
At the bottom of the table, the percentage of time steps in which a certain number of stars was removed is shown. The different algorithms remove stars from the calculation during a similar amount of time steps. Stars are clearly removed more often when the error on the outlier is higher.
Robustness: Conclusion
The results of the robustness tests show that the Distance method for both AIM and the state-of-the-art methods reliably detect outliers in the data. These outliers greatly reduce the accuracy of the attitude estimation. Using the Distance methods, the outliers can be removed, which increases the accuracy of the attitude estimate significantly. The computational time increases only slightly for AIM when outliers are removed. For QUEST and the SVD method, the computational time increases more drastically. The computational time of AIM with outlier-remover is still significantly lower than that of SVD and is similar to that of QUEST without outlier-remover.
The attitude estimation algorithms with outlier-remover allow us to obtain reliable star tracker measurements, even when there are outliers in the data. This improvement avoids that the entire attitude estimate is discarded when only a small fraction of the data is unreliable. Because of this, the accurate star tracker can be used during a larger portion of the time, resulting in improved attitude estimation.
B. Efficiency
In this section, the proposed efficiency improvements are assessed in tests. In these simulations, the effect of reusing database images on the attitude estimation accuracy and computational time is verified. A difference is made between a pointing maneuver, a slow slew maneuver rotating 0.1 degrees per second around the yaw axis, and a slew maneuver rotating 1 degree per second around the yaw axis. These maneuvers were simulated as discussed in section IV.A. For each of these three maneuvers, 100 different simulations consisting of 1000 time steps were done. The error was determined by taking the root mean square of the errors of each time step. The computational time and number of reused images were averaged.
The effect of reusing the database images on accuracy and speed was verified by performing these simulations with different values for ErrorLimit. This ErrorLimit is the maximum value the quality check may obtain. When ErrorLimit is chosen to be high, the attitude estimation error is allowed to be higher and the procedure will reuse database images more frequently. For a lower ErrorLimit, the attitude estimation error needs to remain lower and the database image will be reused less often. When ErrorLimit is set to zero, no database images are reused.
The results given in Figures 7-9 are a function of the value of this ErrorLimit. The percentage of images that is reused is given in the top graph. The relative attitude estimation error increase compared to the error of QUEST is given in the middle graph, and the relative reduction in computational time compared to QUEST is given in the bottom graph.
Pointing
During a pointing maneuver, the star image seen by the star tracker remains more or less fixed.
Because the same stars remain in the field of view, the same database image can easily be reused for a longer time. increases when the quality check threshold is chosen higher. For a threshold above 0.18, the attitude estimation procedure reuses the first database image for the entire simulation run. Because the star tracker stays more or less fixed on the same database image, the difference between database-quaternion q dat and the true quaternion q t remains small. The increase in attitude estimation error therefore remains small, as can be seen from figure 3 . Even when the same database image is reused during the entire procedure, the error increases only with around 0.4% compared to QUEST.
Because the coordinate conversion step can be discarded, the procedure becomes more efficient when database images can be reused. When no new database images are created, the computational time of the entire procedure is more than 40% lower than that of the procedure using QUEST.
It is interesting to note that there is an initial increase in computational cost. This is explained as follows. When the previous quality index is smaller than ErrorLimit, the algorithm reuses the database image. In between the last and the current time step, the attitude has changed, which can result in the fact that the current quality index is higher than ErrorLimit. In this case, the algorithm recalculates the attitude using a new database image. As a consequence, the attitude estimation is calculated twice. The computational time therefore increases.
Slew
During a slew maneuver, the attitude of the satellite shifts away from the attitude at which a camera image was taken. From figure 3, it follows that this leads to an increase in the attitude estimation error. The larger the distance between the database quaternion q dat and the true quaternion q t , the larger the error will become.
For the slower slew maneuver, we see in figure 8 that the frequency of reusing database images increases up to around 100% when the quality check threshold increases. As opposed to the pointing maneuver, the attitude estimation error increases significantly. When images are reused during 50% of the time, the attitude error is around 1% higher than that of QUEST. When the reuse frequency is around 100%, the error is more than 15% higher than that of QUEST.
The computational time again decreases drastically when images are reused. When images are reused half of the time, the computational time is around 25% lower than that of QUEST. For the maximum reuse of database images, the computational time drops to around half that of QUEST.
When the satellite performs a fast slew maneuver, the same database image can not be reused 
Efficiency: Conclusion
The simulations with pointing maneuvers show that reusing database images can greatly increase the speed of the attitude estimation procedure. The computational cost of the entire procedure goes down to almost half of the computational time needed for the procedure using QUEST. During a pointing maneuver, reusing database images has a very limited impact on the attitude estimation accuracy. The estimation error rises with a few tenths of a percentage.
For slew maneuvers, the computational cost is also lowered when more database images are reused. For the slow slew example, the cost can be reduced by 50%. For fast slews, the reduction is smaller, since stars from the previous database images more rapidly disappear from the star image. Reusing the database images during slew maneuvers however significantly increases the attitude estimation error. The error rises in the order of a couple of percents to around 20 percent in simulations. During slew maneuvers, it is therefore less beneficial to reuse database images.
A good approach could be to adapt the quality check threshold when the spacecraft is in pointing or slew mode. The current mode can easily be detected by the ADCS itself by monitoring the rotational speeds. The threshold can be set to zero during slew maneuvers (so that no database images are reused) and to a non-zero threshold during pointing maneuvers. This threshold can be selected by making a trade-off between increased speed and reduced accuracy.
VI. Conclusion
In this paper, novel methods were discussed to improve the robustness and decrease the computational cost of the star tracker attitude estimation procedure using the AIM (Attitude Estimation using optimal Image Matching) algorithm. AIM has a different approach than state-of-the-art attitude estimation algorithms because it uses focal plane coordinates instead of unit vectors to estimate the attitude. This difference allows us to implement some improvements that significantly increase the already high robustness of the attitude estimation procedure using the AIM algorithm and significantly reduce its already low computational cost.
The robustness of the attitude estimation procedure is increased by introducing an efficient and reliable method to detect and remove outliers. These outliers are stars of which the centroid is determined with a substantially increased positional error. The presence of these outliers in the star data greatly increases the attitude estimation error and makes the star tracker measurements less reliable. The existing TASTE test can detect whether or not such an outlier is present in the data, but cannot pinpoint which of the stars is the outlier. A new method, referred to as the Distance method, is introduced in this paper. This method can detect outliers and also flags which of the stars are the outliers. An efficient approach is then proposed to remove this outlier and recalculate the attitude. While the Distance method and subsequent removal of outliers can be applied to both AIM and the state-of-the-art methods, the approach has a significantly lower computational cost when using the AIM algorithm. This robustness improvement allows us to obtain accurate star tracker measurements, even when outliers are present, without greatly increasing the computational cost.
The computational cost of the attitude estimation procedure can be reduced by reusing previously calculated database images. Because AIM uses focal plane coordinates to estimate the attitude, the database star coordinates need to be converted. This is as opposed to the state-of-the-art algorithms where the camera image star coordinates are converted. Because the database coordinate values do not change in each time step, these converted coordinates can be reused. When this is done, the computationally complex coordinate conversion step can be discarded, resulting in a reduction of the computational cost. Simulations show that when the database images are reused maximally, the computational cost of the entire procedure is reduced significantly. Reusing the database images comes at the cost of an increased attitude estimation error. During pointing maneuvers, this increase is limited to a few tenths of a percent. For slew maneuvers, the increase is significantly higher. Reusing database images is therefore especially beneficial during pointing maneuvers. The reduction in computational cost can be used to implement a centroiding algorithm with higher performance or to track more stars. It can also be used to increase the update frequency of the star tracker. All of these changes can greatly improve the performance of the attitude estimation of the spacecraft.
The improvements proposed in this paper can lead to a more reliable and less computationally complex star tracker. This can also make the star tracker a more accessible sensor for the growing market of small satellites.
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