We give a new definition of Levi-Civita connection for a noncommutative pseudo-Riemannian metric on a noncommutative manifold given by a spectral triple. We prove the existence-uniqueness result for a class of modules of one forms over a large class of noncommutative manifolds, including the matrix geometry of the fuzzy 3-sphere, the quantum Heisenberg manifolds and Connes-Landi deformations of spectral triples on the Connes-Dubois Violette-Rieffel-deformation of a compact manifold equipped with a free toral action. It is interesting to note that in the example of the quantum Heisenberg manifold, the definition of metric compatibility given in [22] failed to ensure the existence of a unique Levi-Civita connection. In the case of the matrix geometry, the Levi-Civita connection that we get coincides with the unique real torsion-less unitary connection obtained by Frolich et al in [22] .
Introduction
The concepts of connection and curvature occupy a central place in any form of geometry, classical or noncommutative. In noncommutative geometry (NCG for short) a la Connes, there have been several attempts over the last few years to formulate and study analogues of curvature. There seem to be mainly two different approaches to this problem so far: (a) formulating an analogue of Levi-Civita connection and computing the corresponding curvature operator, in particular scalar and Ricci curvatures (see, e.g. [22] , [10] ); or (b) defining Ricci and scalar curvature directly through an asymptotic expansion of the noncommutative Laplacian (see [13] , [15] , [16] , [18] , [19] , [20] , [12] , [26] , [27] , [14] , [21] etc. ).
In the classical case, at least for a compact Riemannian manifold, these two approaches turn out to be equivalent. In the first approach, one gets the Levi-Civita connection and the full curvature operator, which are important in their own right. In NCG, the definition of Levi-Civita connection given in [22] seemed to face an obstacle because it was not possible to get a unique Levi-Civita (i.e. both torsion-less and metric-compatible in a suitable sense) connection in some standard examples such as the fuzzy 3-sphere and the quantum Heisenberg manifolds. We refer to [22] , [7] as well as the appendix B of [24] for results regarding such non-existence/non-uniqueness. In a recent article, J. Rosenberg ([32] ) proposed an alternative definition giving an existence and uniqueness theorem for some noncommutative manifolds including the noncommutative tori. This has been followed by several computations of scalar curvature by a number of authors (e.g. [29] , [1] ). In [1] , the definition of Rosenberg has been extended to the case of (noncommutative) pseudo-Riemannian metrics as well. The aim of this article is to give a new definition of Levi-Civita connections for the space of one forms of a spectral triple. The underlying pseudo-Riemannian metric is a bilinear version of the sesquilinear form constructed in Theorem 2.9 of [22] . In fact, there are two points of departure of this article from the existing literature on Levi-Civita connections on spectral triples. Firstly, as opposed to the approach taken in [1] , [29] , [32] etc., we use one forms instead of derivations. Indeed, spaces of vector fields in NCG are not as well-behaved as in the case of classical geometry. In fact, they do not form a module over the underlying ( noncommutative) smooth algebra. The simple description of vector fields, i.e. derivations of the smooth algebra of the noncommutative tori, which played a crucial role in the success of Rosenberg's approach for such noncommutative manifolds, hold only for spectral triples equivariant w.r.t. a toral action which is also ergodic on the underlying C * algebra. On the other hand, the space of one forms is quite well-behaved in NCG and it does have a natural module structure over the noncommutative algebra of smooth functions. In algebra and algebraic geometry, including noncommutative algebraic geometry, the notion of connections on the module of one forms of a differential calculus is quite familiar and standard (See [22] , [24] , [25] 
A) to A as the candidate for a pseudo-Riemannian metric. This is sharp contrast to the approach taken in [22] where the authors had worked with a sesquilinear form. As a result, we work with a different definition of metric compatibility of a connection (see Subsection 4.1) compared to that in [22] . In some sense, we have combined the approaches of [22] and [32] as we work in the setting of one forms instead of vector fields but define a pseudo-metric to be a symmetric, bilinear non-degenerate form instead of a sesquilinear inner product. Under some assumptions on the space of one forms of a spectral triple, we prove the existence and uniqueness of a Levi-Civita connection.
Our assumptions are satisfied by a large class of noncommutative manifolds, which do include all the Rieffel-deformations of classical compact Riemannian manifolds obtained by isometric and free toral actions. Moreover, our existence-uniqueness result covers the case of quantum Heisenberg manifold for which the approach of [22] did not succeed. Interestingly, it turns out that the Levi-Civita connection for the Heisenberg manifold as obtained from this article has constant negative scalar curvature (see Section 6) . For the matrix geometry on the fuzzy 3-sphere, the authors of [22] prove that there exists a family of torsion-less and unitary connections. Uniqueness can be obtained if in addition, one assumes that the connection is real. With our definition of metric compatibility, we get a unique torsion-less and metric compatible connection in this example which coincides with the unique real torsion-less unitary connection obtained in [22] .
The results of this article apply to a class of pseudo-Riemannian bilinear metrics on the space of one forms of a spectral triple (A, H, D) satisfying certain assumptions discussed in this article. Our results do not cover the examples of the conformal perturbations of a Riemannian bilinear metric which is the subject of study of a number of recent works ( [12] , [14] , [15] , [16] , [18] , [19] , [20] , [21] , [26] , [27] ). However, in a companion article ( [5] ), it is proven that under the same set of assumptions on the spectral triple as in this paper, there exists a unique Levi-Civita connection for any pseudo-Riemannian metric (which is only right A-linear as opposed to being both left and right A-linear.) Thus one can compute the Ricci and scalar curvature for the conformal perturbation of the canonical metric on the noncommutative 2-torus (see [5] ). Although the existence and uniqueness theorem of [5] hold under weaker assumptions, the novelty of this article based only on the spectral triple framework is twofold. Firstly, given a spectral triple, we provide a natural candidate for the Riemannian metric on the space of one forms and then check that our candidate indeed satisfies the required properties ( see Definition 3.1 ). The second novelty is in the proof of Theorem 4.13 which nicely adapts the classical proof of existence and uniqueness of Levi-Civita connections by exploiting the bilinearity of g and the isomorphism (P sym ) 12 : Ω Here, the symbols P sym and ⊗ sym A are as in Subsection 2.3. It should also be mentioned that there is a very different approach by S. Majid, E. Beggs and their co-authors ( [28] , [3] , [4] , [2] etc. and references therein). We think our approach needs to be modified, by replacing the symmetric tensor product used here with something like a more general braided tensor product, to include some of the examples considered by them. We hope to look into this in future.
Let us discuss the plan of the article. We begin with some generalities on bimodules and spectral triples. In particular, we focus on a certain class of bimodules called 'centered bimodules' and the flip map on the tensor product of two copies of such bimodules. In Section 3, we start by discussing pseudo-Riemannian metric. Then we recall the A ′′ -valued sesquilinear form on the bimodule of forms for a spectral triple (A, H, D) constructed in [22] and show that under some regularity assumptions on the spectral triple, one can construct an A-valued pseudo-Riemannian bilinear metric. In Section 4, we define the metric compatibility of a connection on Ω 1 D (A) for a class of spectral triples and then state and prove the main result giving the existence and uniqueness of the Levi-Civita connection. The rest of this article deals with examples. In Section 5 and Section 6, we apply our results to spectral triples on the fuzzy 3-sphere and quantum Heisenberg manifold defined and studied in [22] and [7] respectively. Finally, Section 7 is devoted to the verification of our assumptions for the one forms of the Connes-Landi spectral triples on a large class of noncommutative manifolds obtained by Rieffel deformation of classical Riemannian manifolds.
We fix some notations which we will follow. Throughout the article, A will denote a complex unital * -subalgebra of a C * algebra. Z(A) will denote the center of A. For a subset S of a right A module E, SA will denote span{sa : s ∈ S, a ∈ A}. For right A modules E and F , Hom A (E, F ) will denote the set of all right A-linear maps from E to F . The tensor product over the complex numbers C is denoted by ⊗ C while the notation ⊗ A will denote the tensor product over the algebra A.
If E and F are bimodules, Hom A (E, F ) has a left A module structures given by left multiplication by elements of A, i.e, for elements a in A, e in E and T in Hom A (E, F ), (aT )(e) := aT (e) ∈ F . The right A module structure on Hom A (E, F ) is given by T a(e) = T (ae). Lastly, for a linear map T between suitable modules, Ran(T ) will denote the Range of T.
Preliminaries
In the first subsection, we recall some concepts about centered bimodules. Then we discuss some generalities of the flip map on vector spaces (and bimodules) and the space of forms Ω k (A) on spectral triples (A, H, D). Finally, we discuss a certain bilinear splitting of Ω 
Centered bimodules
We recall the concept of centered bimodules.
Definition 2.1. The center of an A − A-bimodule E is defined to be the set Z(E) = {e ∈ E : ea = ae ∀ a ∈ A}. E is called centered if Z(E) is right A-total in E, i.e, the right A-linear span of Z(E) equals E.
It is easy to see that Z(E) is a Z(A)-bimodule. For a related notion of central bimodules, we refer to the paper [17] of Dubois-Violette and Michor. It is easy to see that a centered bimodule in the sense of Skeide ( [33] ) is a central bimodule in the sense of Dubois-Violette and Michor ( [17] ), i.e, if E is a centered module in the sense of Definition 2.1, then e.a = a.e for all e in E and for all a in Z(A).
for some compact manifold M, and Γ(E) the A − A-bimodule of sections of some smooth vector bundle E on M, then Γ(E) is centered. In particular, the A − A-bimodule
If E is free as a right A module of the form A ⊗ C C n such that a(b ⊗ C v) = ab ⊗ C v for all a, b ∈ A and v ∈ C n , then E is centered with Z(E) = {a ⊗ C e i : i = 1, 2, ·, · · n, a ∈ Z(A)}, where {e i : i = 1, 2, ..., n} is the canonical basis of C n .
We record the following well-known facts without proofs.
Proposition 2.3. 1. Let S be a right A-total subset of a right A module E. If T 1 and T 2 are two right A linear maps from E to another right A module F such that they agree on S, then they agree everywhere on E.
Next, we endow Z(E) ⊗ Z(A) A with an A − A bimodule structure defined by
where e ∈ Z(E), a ∈ A, b, c ∈ A. Then it is easy to see that u E defines an A − A bimodule isomorphism. The other isomorphism follows by using the map v E . ✷ The following theorem is of crucial importance in the sequel. Theorem 2.5. (Theorem 6.10, [33] ) Let E be an A-A bimodule which is centered. Then there exists an unique A-A bimodule isomorphism
Proof: We only need to remark that the equation (σ can ) 2 = id is derived in the proof of Theorem 6.10, [33] . Indeed, since E is centered, E ⊗ A E = Span{e ⊗ A f a : e, f ∈ Z(E), a ∈ A} and (σ can )
Let us make the following observation: Lemma 2.6. We have σ can (ω ⊗ A e) = e ⊗ A ω and σ can (e ⊗ A ω) = ω ⊗ A e for all ω ∈ Z(E) and e ∈ E.
Proof: Since E is centered and σ is right linear, it is enough to prove the lemma for elements e of the form ηb where η ∈ Z(E) and b ∈ A.
We compute
The other equality follows similarly. ✷ We will end this subsection with Lemma 2.8. But before that, we want to state and prove Proposition 2.7 whose proof is basically a reformulation of the proof of the existence and uniqueness of Levi-Civita connections for pseudo-Riemannian manifolds.
Let V be a complex vector space and σ C denotes the map from
We will use the maps σ
is an idempotent. We will denote Ran(P C ) by V ⊗ sym C V. We will need the maps P
If V is a vector space, then each of the following maps is an isomorphism of vector spaces. P
Proof: We prove the statement about the first of the two maps since the proof for the other map is similar. Let us begin by proving that the first map is one-one. Let X ∈ Ran(P C 23 ) such that P C 12 (X) = 0. That is, σ C 23 (X) = X and σ C 12 (X) = −X. Now, it is easy to verify the following braid relations:
But we have σ
Now we come to surjectivity. If V is finite dimensional, surjectivity follows since Ran(P C 23 ) and Ran(P C 12 ) are of the same dimension. In the general case, given any ξ ∈ (V ⊗ sym C V )⊗ C V such that σ C 23 (ξ) = ξ, there exists a natural number n and linearly independent elements e 1 , e 2 , ..., e n of V such that ξ belongs to (K ⊗ sym C K) ⊗ C K, where K := span{e 1 , e 2 , ..., e n }. If P C K,12 denotes the map P C 12 | K⊗ C K⊗ C K , then by the surjectivity of P 
Generalities on spectral triples
We begin this section with the definition of a spectral triple (see [8] 
We fix the spectral triple and henceforth denote d D simply by d. We refer to [8] , [22] , [25] for definition and detailed discussion on the bimodule of noncommutative differential forms. However, we only need to consider the spaces of one and two forms, to be denoted by Ω 
The torsion of a connection ∇ is defined to be
For a Riemannian manifold M with Ω 1 (M ) as the space of one forms, we have the following decomposition of C ∞ (M ) bimodules:
where Sym
is the space of all symmetric 2-tensors and F is isomorphic to
is nothing but Ker(∧). The aim of this subsection is to discuss an analogous decomposition of Ω 
as right A modules, and moreover the idempotent
Moreover, σ will denote the map 2P sym − 1. 
is finitely generated and projective, we can find a free rank n ( right ) module
. Let e i , i = 1, . . . n, be the standard basis of C n and define∇ 0 :
defines a connection on Ω 1 D (A) Note that, as mP sym = 0 by definition, we have 
Therefore, ∇ 0 is a torsion-less connection on Ω 1 D (A). ✷ 3 Pseudo-Riemannian metrics on a spectral triple Next, we want to introduce a noncommutative analogue of pseudo-Riemannian metrics. In classical differential geometry, a Riemannian metric on a manifold M is a smooth, positive definite, symmetric bilinear form on the tangent (or, equivalently, co-tangent) bundle. One can extend it to the complexification of the tangent/cotangent spaces in two ways: either as a sesquilinear pairing (inner product) on the module of one forms, which is conjugate-linear in one variable and linear in the other, or, as a complex bilinear form, i.e. a C
Somehow, the first of these two alternatives seems to be more popular in the literature so far to formulate a noncommutative analogue of metric, with some exceptions like the formulation in [24] in the framework of bicovariant differential calculi on quantum groups. One advantage of defining a (Riemannian) metric for noncommutative manifold as a non-degenerate sesquilinear pairing (i.e. inner product) taking value in the underlying C * algebra is that one can use the rich and popular theory of Hilbert modules. However, when one wants to deal with pseudo-Riemannian metrics, there is no assumption of positive definiteness and the relative advantage of sesquilinear extension over the bilinear extension no longer exists. Moreover, the existence and uniqueness of classical Levi-Civita connection for a classical manifold do not need any positive definiteness and hold for an arbitrary pseudo-Riemannian metric. For this reason, it makes sense to consider bilinear non-degenerate forms as pseudo-Riemannian metrics in the noncommutative set-up. However, in classical case there is no difference between right module maps or bimodule maps, as the left and right C ∞ (M )-actions on the module of forms coincide. This is no longer true in the noncommutative framework. In fact, as we will see, requiring a pseudo-metric to be a bimodule map restricts the choice of metrics. It is reasonable to require one-sided (right/left) A-linearity only. For this reason, we give the following definition: 
We will say that a pseudo-Riemannian metric g is a pseudo-Riemannian bilinear metric if g is an A-A bimodule map. It is called a Riemannian metric if for all ω 1 , ω 2 , . . . , ω n ∈ E, the matrix ((g(ω * i ω j ))) i,j is a positive element of M n (A).
Remark 3.2. Our definition of nondegeneracy of g is stronger than the definition given by most authors who require only the injectivity of V g . However, in the classical situation, i.e, when A = C ∞ (M ), these two definitions are equivalent as V g is a bundle map from T * M to (T * M ) * ∼ = T M in that case and the fibers are finite dimensional.
To compare our definition of a pseudo-Riemannian metric with that of [22] , [32] and [1] , let us consider the case when E is free ( of rank n ) as a right A module, i.e, E is isomorphic to C n ⊗ C A as a right A module. Let e i , i = 1, . . . , n be the standard basis of C n . A pseudo-Riemannian metric in our sense is determined by an invertible element A :
On the other hand, a pseudo-metric in the sense of [1] corresponding to A will be given by the sesquilinear pairing << e i ⊗ C a, e j ⊗ C b >>= a * g ij b. Thus, there is a one-to-one correspondence between these two notions of pseudo-metric at least for the case when E is free as a right A module. In fact, they do agree in a sense on the basis elements. But their extensions are quite different as maps.
Throughout this subsection, we will assume that (A, H, D) is a spectral triple satisfying the conditions of Definition 2.11 so that we can freely use the notation σ introduced in that definition and the results in Lemma 2.12.
The rest of this subsection is devoted to proving some results on pseudo-Riemannian metric on E := Ω 1 D (A) which will be used in Subsection 4.2. In the next subsection, we will discuss a candidate for a canonical pseudo-Riemannian bilinear metric on E. Proposition 3.3. Let (A, H, D) be a spectral triple as above such that E is centered as a A-A-bimodule and σ = σ can , where σ can is as in Theorem 2.5. If g is a pseudo-Riemannian metric on E, then we have
if either ω or η belongs to Z(E).
Proof: Let ω ∈ Z(E) and η ∈ E. Then by by Lemma 2.6, we compute
Let g be a pseudo-Riemannian metric on E. Then for all T ∈ Hom A (E, E) which is also left A-linear, there exists a unique element T * ∈ Hom A (E, E) such that for all e, f ∈ E,
Proof: Suppose e ∈ E. We define an element z(e) ∈ E by the equation V g (z(e))(f ) = g(e ⊗ A T (f )). The above definition is well-defined by the non-degeneracy of V g . Clearly, the element z(e) is the unique choice for T * (e). For proving that the map e → T * (e) := z(e) is right A-linear, we compute
Then for all a in Z(A) and ω in E, a.ω = ω.a. If g is a pseudo-Riemannian bilinear metric on E and ω, η ∈ Z(E), then g(ω ⊗ A η) ∈ Z(A). In particular, if g is a pseudo-Riemannian bilinear metric on E and ω, η ∈ Z(E), then
Proof: Let e be an element of E. Since E is centered, we can write e = i e i a i for some elements e i ∈ Z(E) and a i in A. Then for all a in Z(A), we have
This proves the first assertion. The second claim is a trivial consequence of the fact that g is an A-A bimodule map. Indeed, since ω, η are in Z(E),
✷ Definition 3.6. Suppose g is a pseudo-Riemannian bilinear metric on E. We define g (2) :
Proposition 3.7. Suppose E is centered as an A-A-bimodule and also that E is finitely generated and projective as a right A module. Let g be a pseudo-Riemannian bilinear metric on E. Then the map
is an isomorphism of right A modules. Moreover, g (2) is a pseudo-Riemannian bilinear metric.
Proof: Let us start by proving that the map V g (2) is onto. Since E is a finitely generated projective module over A, we can use the isomorphism of (E ⊗ A E)
* with E * ⊗ A E * .Thus, it is enough to show that V g (e) ⊗ A V g (f ) belongs to the range of V g (2) for arbitrary elements e, f of Z(E). Indeed, if
, where e i , f j ∈ Z(E) and a i , b j ∈ A, we have
Now, for e, f in Z(E) and ω, η in E, we compute
Hence, we have
For proving that V g (2) is one-one, let us suppose that for i = 1, 2, · · · n, there exist
Then by the definition of g (2) , we see that
By nondegeneracy of g, we conclude that
Thus, if ζ E,E is the map introduced in Proposition 2.3, then we have:
The bilinearity of V g (2) is easy to check and hence we omit its proof. This completes the proof of the proposition. 
where Lim ω is the Dixmier trace as in [8] and the spectral triple is p-summable. We will denote the * -subalgebra generated by A ∞ and [D, A] in B(H) by S 0 . We will assume that τ is a faithful normal trace on the von Neumann algebra generated by S 0 .
Let us recall from [22] the construction of an A ′′ -valued inner product · , · on E = Ω 1 D (A) defined by the following equation:
Here, ω * denotes the usual adjoint of ω in B(H). As seen in Theorem 2.9 of [22] , it can be proved that ω, η takes value in A ′′ ⊆ L 2 (A ′′ , τ ). We denote by · , · the positive functional τ • · , · . Now define a natural A ′′ -valued bilinear form g as follows:
Then for all ω, η ∈ E and a ∈ A, we have:
Proof: The proof of the above statements are straightforward consequences of the properties of an inner product and the fact that (Xa) * = a * X * for all a, X ∈ B(H). ✷ Thus, g descends to an A-bilinear, A ′′ -valued map, to be denoted by g again. The restriction of g to Ω
is the candidate of a Riemannian bilinear metric in our sense, provided g(ω ⊗ A η) ∈ A for all ω, η in Ω 1 D (A). However, usually one needs additional regularity assumptions to ensure this. This is the content of the next proposition. is differentiable at t = 0 in the norm topology of B(H), so that the map
Proof: Let us recall that the construction of the Hilbert space of one forms from [22] . Since we have assumed that τ is faithful on the von Neumann algebra generated by S 0 , the vector space Ω 
Thus, by the normality and faithfulness of τ on A ′′ , we conclude that
This proves the claim. Since L(A) ⊆ A, the proof of the proposition is complete. ✷
It also follows from the definition of inner product that the map V g is one-one. However, the invertibility of V g , which is the nondegeneracy in our sense, has to be verified case by case.
Let us recall the notation P sym and σ from Definition 2.11.
Definition 3.10. Let (A, H, D) be a spectral triple such that (2) holds and P sym is A-A bilinear. If the A-A bilinear map g above is A-valued, V g : E → E * is nondegenerate and g • σ = g, then we call g to be the canonical Riemannian bilinear metric for the spectral triple (A, H, D).
Levi-Civita connections on spectral triples
Let us recall the notations P sym , σ from Definition 2.11 and the map σ can from Theorem 2.5. The goal of this section is to prove the following theorem:
is a spectral triple such that the following conditions hold:
is an isomorphism of vector spaces,
iii. The equation (2) of Definition 2.11 is satisfied, iv. σ = σ can . If the map g as in Definition 3.10 is a Riemannian bilinear metric, then there exists a unique connection on E which is torsion-less and compatible with g (in the sense to be defined in Subsection 4.1).
In fact, it will turn out that we actually have the following stronger theorem: We have already defined the torsion of a connection in Subsection 2.2. In the next subsection, we formulate a notion of metric compatibility of a connection on the space of one forms of a spectral triple satisfying some assumptions. We also prove (Theorem 4.13), a result which give a sufficient condition for the existence and uniqueness of Levi-Civita connections. Subsection 4.2 is devoted to the proof of Theorem 4.1.
Throughout this section, we will work under the assumptions of Theorem 4.1 and continue to denote Ω 1 D (A) by the symbol E. By the discussion made above, we are allowed to use all results concerning centered bimodules proved before and also the A-A bilinearity of the map P sym .
The metric compatibility of a connection on Ω
Throughout this subsection, (A, H, D) will be a spectral triple satisfying the conditions of Theorem 4.1 and let g be any pseudo-Riemannian bilinear metric on E ( not necessarily the canonical one ).
We have the following:
descends to a map from Z(E) ⊗ Z(A) Z(E) to E, to be denoted by the same notation. Moreover, for all a ′ ∈ Z(A) and ω, η ∈ Z(E)
Proof: We write ∇(η)
i , where η
i ∈ E and the sum has finitely many terms. We have σ 23 
i a ′ . Using these, we get
This proves the first assertion. To prove the second assertion we make the following computation: for a ′ ∈ Z(A) and ω, η ∈ Z(E), we have:
( using Lemma 2.6 )
✷ Definition 4.6. We define a map
which is an isomorphism since u E is so. For all ω, η ∈ Z(E) and a ∈ A, define Π g (∇) :
Therefore, for ω, η ∈ Z(E) and a ∈ A, we have
Proof: Since the map u E⊗AE is an isomorphism, it is enough to check that the map
is well defined. For ω, η ∈ Z(E), a ∈ Z(A), b ∈ A, the equalities
follow from Lemma 4.5 and (4) respectively. For proving the right A-linearity of the map Π g (∇) − dg it is sufficient to evaluate it on ω ⊗ A ηab, where ω, η ∈ Z(E), a, b ∈ A, since u E⊗AE is an isomorphism. Proof: If (M, g) is a pseudo-Riemannian manifold, then a connection ∇ on Ω 1 (M ) is said to be compatible with g if and only if
If ∇ is metric compatible in our sense, then for ω, η ∈ C ∞ (M ) we have
Thus, our definition of metric compatibility coincides with that in the classical case. ✷
. Now for ω, η ∈ Z(E) and a ∈ A, we have
We define a map
Proposition 4.12. Φ g is a right A-linear map.
Proof: Let ω, η ∈ Z(E), and a, b ∈ A and L ∈ Hom A (E, E ⊗ sym A E). Then by using Proposition 3.3 and Lemma 4.3 we obtain
Hence we have that Φ g (La) = Φ g (L)a. ✷ Now we are in a position to prove the following result:
is an isomorphism of right A modules, then there exists a unique connection on E which is torsion-less and compatible with g.
Proof:
We recall the torsion-less connection ∇ 0 constructed in Lemma 2.13. By (i) of Lemma 4.10,
). We claim that ∇ is a torsion-less connection on E which is compatible with g. Indeed, if ω ∈ E and a ∈ A, we have
so that ∇ is a connection. That ∇ is a torsion-less connection is verified from the following:
We note that this in particular implies that ∇ − ∇ 0 ∈ Hom A (E, E ⊗ sym A E) so that Φ g (∇ − ∇ 0 ) is well-defined. Moreover, for ω, η ∈ Z(E) and a ∈ A, we have
) by the definition of ∇, we have Π g (∇) = dg. Therefore, ∇ is compatible with g. To show uniqueness, suppose ∇ ′ is another torsion-less connection compatible with the metric g. Then exactly as above, ∇ − ∇ ′ ∈ Hom A (E, E ⊗ sym A E) and
where we have used the fact that ∇ and ∇ ′ are compatible with g. Hence, ∇ = ∇ ′ , as Φ g is an isomorphism. ✷ Remark 4.14. The definition and results of this subsection go through verbatim even for a right A-linear pseudo-Riemannian ( i.e, not necessarily bilinear ) metric. This will be used in [5] .
Existence and uniqueness of Levi-Civita connections for a class of spectral triples
In this subsection, we prove Theorem 4.1 by utilizing Theorem 4.13. As observed before, the isomorphism of the map u E implies that E is centered. Therefore, we will freely use the fact that E is centered throughout this section, sometimes without mentioning. The map ζ E⊗AE,E will be as introduced in Proposition 2.3.
for some ξ, η, ω ∈ E.
Then for all e in E, we have
L(e) = ξ ⊗ A ηg(ω ⊗ A e).
Let us define then an element L
′ ∈ Hom A (E, E ⊗ A E) by the equation ζ −1 E⊗AE,E (L ′ ) = η ⊗ A ξ ⊗ A V g (ω). If L ∈ Hom A (E, E ⊗ sym A E) and ξ, η, ω ∈ Z(E), then L = L ′ as elements of Hom A (E, E ⊗ A E). Moreover, ξ ⊗ A η ⊗ A V g (ω) = η ⊗ A ξ ⊗ A V g (ω).
The set {ζ E⊗AE,E (ξ ⊗
Proof: Let e denote an element of E. By the definition of ζ E⊗AE,E , it follows that
Now we prove part 2. By part 1., we have
Since L(e) ∈ E ⊗ sym A E, we have P sym L(e) = L(e). Therefore,
Finally, for part 3., we note that since g is bilinear, the set
In particular, P sym = P * sym . Proof: By Lemma 4.3 P sym is bilinear. Therefore, the map P * sym (defined as in Lemma 3.4) makes sense. It is enough to prove that for all ω, η, ω ′ , η ′ ∈ Z(E),
This finishes the proof. ✷
Proof: Let us observe that it is enough to prove that for all ω
By using part 1. of Lemma 4.15, we compute
for some ξ, η, ω ∈ Z(E).
Then by part 2. of Lemma 4.15, we have ξ ⊗
Thus, we have proved (6) for all L of the above form. But since the maps ζ E⊗AE,E , Φ g , V g (2) and P sym are all right A-linear, we can conclude that (6) holds for all L in Hom A (E, E ⊗ 
* , then ψ can be uniquely extended to an element φ ∈ (E⊗ A E) * by using the decomposition E ⊗ A E = Ran(P sym ) ⊕ Ran(1 − P sym ). Clearly, ψ = φ • P sym . Conversely, if φ ∈ (E ⊗ A E) * then φ • P sym defines an element of (E ⊗ sym A E) * . This proves our claim. Now we use our claim to prove that V g (2) is one-one and onto as a map from E ⊗
* is non-degenerate by Proposition 3.7, there exists ψ ∈ E ⊗ A E such that V g (2) (ψ) = φ. We claim that P sym ψ = ψ. Indeed,
where we have used Lemma 4.16. By using Proposition 3.7, we conclude that
A E be such that V g (2) (ψ) • P sym = 0. Therefore, by Lemma 4.16, we have
so that by Proposition 3.7, we have ψ = 0. ✷ Proof of Theorem 4.1: We need to prove that the map Φ g is an isomorphism from Hom
. By Lemma 2.8, the map
is an isomorphism of right A modules. Since (id⊗ A V −1
Finally, the equation (6) implies that Φ g is an isomorphism. ✷ Remark 4.20. We note that the proof of Theorem 4.1 goes through for any pseudo-Riemannian bilinear metric on E. this proves Theorem 4.2.
A remark on the isomorphism of the map u E
Before going into the examples, it is worthwhile to derive a sufficient condition which ensures the isomorphism of the map u E , The following result will be crucially used in Section 7, where we prove the existence of the Levi-Civita connection on the Connes-Landi isospectral deformation of classical spectral triples. (A, H, D) is a spectral triple. Suppose that there exists a unital subalgebra A ′ of Z(A) and an A ′ -submodule E ′ of Z(E) such that E ′ is projective and finitely generated over
Proposition 4.21. Suppose
is an isomorphism of vector spaces, then u E : Z(E) ⊗ Z(A) A → E is an isomorphism. Moreover, if Z(E) is a finitely generated projective module over Z(A), then u E is an isomorphism if and only if there exists
If our claim is true, then we have
so that u E is an isomorphism. Thus, it is enough to prove our claim. By a verbatim adaptation of the proof of Proposition 2.4, we have that E ∼ = E ′ ⊗ A ′ A as bimodules where
. For the reverse inclusion, let us suppose that there exists a free A ′ module F and an idempotent P on F such that P (F ) = E ′ . Let m 1 , m 2 , · · · m n be a basis of F . Therefore,
Clearly, P ⊗ A ′ id A is an idempotent on F ⊗ A ′ A and thus for all y ∈ E ′ ⊗ A ′ A ⊆ F ⊗ A ′ A, we have
On the other hand, Z(E ′ ⊗ A ′ A) is also a submodule of F ⊗ A ′ A and if x is an element of Z(E ′ ⊗ A ′ A), there exists unique elements a i ∈ A such that x = i m i ⊗ A ′ a i . Since xb = bx for all b ∈ A, we see that a i ∈ Z(A) for all i. Hence,
But by (8) V * j ⊗ C V j and A := B(H 0 ). Let W be the canonical irreducible representation of the Clifford algebra generated by the vector space T e G with respect to the Killing form on G. There exists a spectral triple (A, H, D), where H := H 0 ⊗ C W , called the "fuzzy" or non-commutative 3-sphere. We refer to [22] for the details. It turned out (Corollary 3.8 of [22] ) that there exists a unique real unitary (in the sense of Definition 2.24 of [22] ) and torsion-less for
In this section, we prove that with our definition of metric compatibility of a connection, there exists a unique Levi-Civita connection and this connection coincides with the real unitary and torsion-less connection in Corollary 3.8 of [22] . In what follows, we will denote the element ψ i ∈ Ω 1 D (A) as in [22] by the symbol e i , so that e j e k = −e k e j and {e i e j : i ≤ j} is linearly independent. Let E := Ω 1 D (A). We have the following result.
Theorem 5.1. ( Equation ( 3.19 ) and Theorem 3.2, [22] ) The space of forms for the spectral triple (A, H, D) has the following description: 1. The module E is isomorphic to Span{a i ⊗ C e i : i = 1, 2, 3} and thus is a free right A module of rank three. 2. The module Ω 2 D (A) ∼ = Span{a ij ⊗ C e i e j : a ij = −a ji } is a free right A module of rank three. Moreover, it was also proven in [22] that the space of three-forms is a free rank one module and all the higher forms are zero. The bimodule structure for E := Ω 1 D (A) ( and similarly, for the higher forms ) is given by
Thus, we can identify E ⊗ A E with Span{a ⊗ C e i ⊗ A e j : i, j = 1, 2, 3}.
Lemma 5.2. Ker(m) is generated ( as a right A module ) by the set {e i ⊗ A e i , e i ⊗ A e j + e j ⊗ A e i : i = 1, 2, 3}. 
Therefore, we have m(e i ⊗ A e i ) = 0 = m(e i ⊗ A e j ) + m(e j ⊗ A e i ).
Hence, {e i ⊗ A e i , e i ⊗ A e j + e j ⊗ A e i : i = 1, 2, 3} ⊆ Ker(m). Conversely, if a ij ∈ A is such that m( i,j a ij e i ⊗ A e j ) = 0, then by the above computation, we can conclude that i<j (a ij − a ji ) ⊗ C e i .e j = 0. Since {e i .e j : i < j} is linearly independent, we have a ij = a ji . Therefore, Ker(m) ⊆ {e i ⊗ A e i , e i ⊗ A e j + e j ⊗ A e i : i = 1, 2, 3}. This finishes the proof. ✷ Proposition 5.3. The bilinear form g constructed in Subsection 3.1 is a Riemannian bilinear metric.
Proof: From Equation (3.49) of [22] , we see that g : E ⊗ A E → A is defined by
We need to check the conditions of Definition 3.10. From the definition of g, it is clear that g is an Avalued map. Next, we check that the map V g is nondegenerate.
we conclude that ω i = 0 for all i. Therefore, ω = 0, proving that V g is one-one. Now we prove that V g is onto. Let us define
Now we prove that g satisfies the equation g • σ = g. We have
There exists a unique torsion-less connection on E which is compatible with the Riemannian bilinear metric g of Proposition 5.3.
Proof: We need to show that the hypotheses of Theorem 4.1 are satisfied. From the description of Ker(m) in Lemma 5.2 and the isomorphism Ω 2 D (A) ∼ = Span{a ij ⊗ C e i e j : a ij = −a ji } ( 2. of Theorem 5.1 ), it is clear that we have a right A-linear splitting: E ⊗ A E = Ker(m) ⊕ F where F ∼ = Ω 2 D (A) is satisfied. Moreover, it is easy to verify that for all ω, η ∈ Z(E), the map
extends to a bilinear idempotent map on E ⊗ A E with range equal to Ker(m). Thus, for all ω, η ∈ Z(E), we have
and therefore, σ = σ can .
Since Z(A) = C.1, Z(E) is the C-linear span of e 1 , e 2 , e 3 . Therefore,
The authors of [22] investigated the existence of torsion-less and unitary connections on E. While the definition of torsion of a connection discussed in their paper is the same as that in ours, the definitions of "metric compatibility" of a connection are different, since the paper [22] views a Riemannian metric as a sesquilinear form as opposed to a bilinear form like in our paper. In Proposition 3.7 of [22] , it is proven that there exists a nontrivial family of torsion-less connections which are also unitary. However, once the additional condition of the connection to be real is imposed, then Corollary 3.8 of [22] proves that such a connection is unique. We have the following result:
Theorem 5.5. The Levi-Civita connection of Theorem 5.4 coincides with the unique real unitary and torsion-less connection in Corollary 3.8 of [22] .
Proof: We explicitly compute the Levi-Civita connection for the Fuzzy 3-Sphere by our definition. We take basis elements e i , e j ∈ Ω 1 D (A), and use the fact that e i ∈ Z(E). We denote by Γ i jk the Christoffel symbols given by ∇(e i ) = j,k e j ⊗ A e k Γ i jk . Then, from the metric compatibility criterion we get
Hence, the metric compatibility criterion gives us that Γ
The torsion-less criterion gives us that for all basis elements
where we obtain the expression for d(e i ) from Equation (3.31) of [22] . Since m(e j ⊗ A e k ) = −m(e k ⊗ A e j ) and {m(e i ⊗ A e j ) : i ≤ j} is a basis of Ω 2 D (A) (by 2. of Theorem 5.1), we conclude that
ijk . We see that the solution Γ i jk = √ −1ǫ ijk satisfies both the metric compatibility as well as the torsion-less criteria. Hence that is our unique Levi-Civita connection.
In [22] , combining the necessary and sufficient condition for a connection to be unitary ([22] Equation (3.51)) and to be a real connection, i.e. the connection coefficients must be anti-Hermitian, we get that the connection coefficients must satisfy Γ i jk = −Γ j ik . We see that this is the same condition that we arrive at for a metric compatible connection in our sense. Hence, the unique real unitary and torsion-less connection in Corollary 3.8 of [22] and the unique Levi-Civita connection of Theorem 5.4 coincide. ✷ 6 Levi-Civita connection for quantum Heisenberg manifold
In this section, we consider the examples of the quantum Heisenberg manifolds introduced in [30] . In [7] , a family of spectral triples and the corresponding space of forms were studied. However, it turned out that with a particular choice of a metric and the definition of the metric compatibility of the connection in the sense of [22] , there exists no connection on the space of one forms which is both torsion-less and compatible with the metric. We will see that with our definition of metric compatibility of a connection, every pseudo-Riemannian bilinear metric on this noncommutative manifold admits a unique Levi-Civita connection.
The description of the Dirac operator and the space of one forms require the Pauli spin matrices denoted by σ 1 , σ 2 , σ 3 in [7] . However, in this section we will use the symbols e 1 , e 2 , e 3 for σ 1 , σ 2 , σ 3 respectively. In particular, we have the following relations for e 1 , e 2 , e 3 : e 2 j = 1, e j e k = −e k e j , e 1 e 2 = √ −1e 3 , e 2 e 3 = √ −1e 1 , e 1 e 3 = √ −1e 2 .
Moreover, we will denote a generic element of Ω 1 D (A) by j e j a j instead of j a j ⊗ C σ j as done in [7] . Lastly, we are going to work with right connections instead of left connections as done in [7] .
The symbol A will denote the algebra of smooth functions on the quantum Heisenberg manifold. The algebra A admits an action of the Heisenberg group. τ will denote a certain state on A invariant under the action of the Heisenberg group. Let X 1 , X 2 , X 3 denote the canonical basis of the Lie algebra of the Heisenberg group so that we have associated self
where {γ j : j = 1, 2, 3} are self-adjoint 3 × 3 matrices satisfying γ i γ j + γ j γ i = 2δ ij .
The following lemma is a direct consequence of the proof of Proposition 9 of [7] .
where
for some α greater than 1. The derivations ∂ 1 , ∂ 2 , ∂ 3 satisfy the following relation:
The space of one forms and two forms for the spectral triple (A, Proof: The space of one forms are described in Proposition 21 of [7] . The fact that e 1 , e 2 , e 3 are central can be easily seen from the definition of the representation of A on L 2 (A, τ )⊗ C C 2 . The statement about the two forms follow from Proposition 22 of the same paper. ✷ Proposition 6.3. The bilinear form g constructed in Subsection 3.1 satisfies the conditions of Definition 3.10, i.e, it is the canonical Riemannian bilinear metric for the spectral triple.
Proof: We need to check the conditions of Definition 3.10. This essentially follows from the results of [7] . We will use Proposition 6.2 to identify E with A ⊗ C C 3 , the bimodule structure being defined as:
We will let τ denote the functional on B(H) as in Subsection 3.1. Let ψ : A → C be the faithful normal tracial state on A ′′ as in Section 2 of [7] ( denoted by τ in [7] ). By Proposition 14 of [7] ,
since ψ is faithful on A ′′ , we can conclude that τ is faithful on the * -algebra generated by A and
Therefore, for all c in A, the formula g(ω ⊗ A η) = ω * , η ( Lemma 3.8 ) implies that
The nondegeneracy of the map V g follows just as in Proposition 5.3. ✷ Theorem 6.4. For any pseudo-Riemannian bilinear metric on E, there exists a unique Levi-Civita connection on the module E.
Proof: We will use the fact that e i are central elements throughout the proof. Moreover, let m, m 0 , J , be as in Subsection 2.2 while F and P sym will be as in Definition 2.11. We recall that Ω 2 D (A) = (Im(m 0 ))/J . By virtue of (9) and the fact that J = A ( Proposition 6.2 ), it is easy to see that Ker(m) is spanned by {e i ⊗ A e j + e j ⊗ A e i : i, j = 1, 2, 3} and F = {e i ⊗ A e j − e j ⊗ A e i : i < j, i = 1, 2, 3}. Clearly, E ⊗ A E = Ker(m) ⊕ F as right A modules.
Since e 1 , e 2 , e 3 ∈ Z(E), it can be easily checked that u E is an isomorphism. In particular, E is centered. Moreover, by the description of Ker(m) as above, we have P sym (e i ⊗ A e j − e j ⊗ A e i ) = 0, P sym (e i ⊗ A e j + e j ⊗ A e i ) = e i ⊗ A e j + e j ⊗ A e i and thus 2P sym (e i ⊗ A e j ) = e i ⊗ A e j + e j ⊗ A e i . Therefore, σ(e i ⊗ A e j ) = (2P sym − 1)(e i ⊗ A e j ) = e j ⊗ A e i .
Therefore, σ = σ can . Thus we have verified all the assumptions of Theorem 4.1. ✷ Remark 6.5. In [5] , we have given the explicit computation of the Levi-Civita connection and associated curvature for the Levi-Civita connection with respect to the canonical Riemannian metric g, where it has been shown that the scalar curvature is a negative constant multiple of the identity element of A.
Levi-Civita connection for Connes-Landi deformed spectral triples
Suppose M is a compact Riemannian manifold such that the maximal torus of the isometry group of M has rank greater than or equal to 2. Then the action of the maximal torus on C ∞ (M ) allows us to define a deformed algebra C ∞ (M ) θ ( [31] , [9] ). Moreover, the torus equivariant spectral triple on M can be deformed to a new spectral triple on C ∞ (M ) θ ( [11] ). The goal of this section is to prove the following theorem:
Theorem 7.1. Suppose M is a compact Riemannian manifold equipped with a free isometric action of T n . Let E := Ω 1 (M ) denote the space of one forms of the spectral triple (C
and let E θ be the deformation of E as in Subsection 7.2. Then for any Riemannian bilinear metric g on E θ there exists a unique Levi-Civita connection on the bimodule E θ .
In the first subsection, we prove some preparatory results on the fixed point algebra under the action of a compact abelian Lie group. In Subsection 7.2 we prove some results on generalities of Rieffel deformations. In Subsection 7.3 we prove that there exists a Riemannian bilinear metric on E θ and that it is the deformation of the canonical metric on E. In Subsection 7.4, we prove that under our assumptions, the deformed module of one forms on the Rieffel deformed manifold satisfies the conditions of Theorem 4.1.
We recall that for any action β of T n on a module G (or an algebra D), the spectral subspace corresponding to a character m ≡ (m 1 , ..., m n ) ∈ T n ∼ = Z n , denoted by G m ( respectively D m ), consists of all ξ such that β t (ξ) = χ m (t)ξ for all t = (t 1 , . . . , t n ) ∈ T n , where χ m (t) := t m1
Suppose that G is a D bimodule. Moreover, let us assume that both D and G are equipped with actions of T n in such a way that G becomes an equivariant D bimodule. Then we have G m D n ⊆ G m+n and D n G m ⊆ G m+n . The linear span of all the Span{D m : m ∈ Z n } comprise the so-called 'spectral subalgebra' for the action. Similarly, Span{G m : m ∈ Z n } is called the spectral submodule of the action. Let G be a group. Let us recall that a spectral triple (A, H, D) is called G equivariant if there exists a unitary representation β of G on H such that β g D = Dβ g . Moreover, we recall the following well known fact ( see [9] for the details ).
Proposition 7.2. Suppose that M is a compact Riemannian manifold with an isometric action of the ntorus T n on M. Consider the spectral triple (C ∞ (M ), H, d+d * ) where H is the Hilbert space of forms and d is the de-Rham differential on H. The T n action on smooth forms extends to a unitary representation β on H and the spectral triple is equivariant w.r.t this representation of T n . In particular, if α denotes the action of
In this set up, it is easy to see the following result:
kept invariant by the action of a compact group G acting by isometries on M, then the map m :
As an immediate corollary, we have 
Some results on the fixed point algebra
Let us consider a compact Riemannian manifold M with the T n equivariant spectral triple (C ∞ (M ), H, d+ d * ) as in Proposition 7.2. Throughout this section, we will follow the notations introduced in the following definition.
Definition 7.5. Let E := Ω 1 (M ) and A := C ∞ (M ). F will denote the T n equivariant spectral submodule of E. The symbol F k will denote the k-th spectral subspace of F . Thus, F = Span{F k : k ∈ Z n }. Similarly, we define C to be the spectral subalgebra Span{C k : k ∈ Z n } of A where C k is the k-th spectral subspace of C. In particular, C 0 and F 0 denote the T n invariant spectral subalgebra and the T n invariant spectral submodule respectively. Remark 7.6. It is clear from the definition of spectral subspaces of algebras and modules that if A k and E k denote the spectral subspaces of A and E respectively, then A k = C k and E k = F k . We will from now on use this fact, often without mentioning.
Remark 7.7. Since the representation β as in Proposition 7.2 commutes with d + d * , it is easy to see that β t (F ) ⊆ F for all t ∈ T n . Moreover, it is easy to see that the space of one forms for the spectral triple (C,
The aim of this subsection is to prove that if the action of T n on M is free, then the spectral subalgebra C 0 and the spectral submodule F 0 satisfy the hypotheses of Proposition 4.21.
Lemma 7.8. Suppose that the T ≡ T n action on M is free. Then F 0 is a finitely generated projective right module over C 0 .
Proof : For a module G equipped with an action of T n , let us denote the T n invariant submodule of G by the symbol G T n . Since the T n -action on M is free, M/T n is a smooth compact manifold and M is a principal T n -bundle over M/T n . Let π denote the projection map from M onto M/T n . Given any point in M , we can find a T n invariant open neighborhood U which is T n equivariantly diffeomorphic with U/T n × T n . Moreover, we can choose U in such a way that U/T n is the domain of a local coordinate chart for the manifold M/T n , say U = π −1 (V ), where V is the domain of some local chart for M/T n . This gives the following isomorphism:
L being the complexified Lie algebra of T n which is nothing but C n . As U/T n is the domain of a local coordinate chart, the module of one forms is a free
By covering M with finitely many such neighborhoods, we can complete the proof of C ∞ (M/T n ) projectivity and finite generation of
Now, we will make use of the notation u Proof: We need to prove that under the above assumption, the map u Then the map q
This finishes the proof of the lemma.✷ Now we shall identify the bimodule F m with the bimodule of sections of a certain vector bundle over M . Then the space of all smooth functions f on M satisfying f (x.t) = χ m (t)f (x) is in one to one correspondence with the set of all smooth sections of the vector bundle M × χ−m C → M/K.
Proof: The elements of the total space of the associated vector bundle M × χ−m C are given by the equivalence class [y, λ] of (y, λ) ∈ M × C such that (y, λ) ∼ (y.t, χ −m (t −1 )λ) for all t ∈ K. Now, for f ∈ E m , we can define a section of the above vector bundle s f by
where [x] denotes the class of the point x in M/K. We need to show that this is well defined. But for
. This proves that s f is well defined. Similarly, given a section s of the above vector bundle we can define a function f s on M by f s (x) = λ x where λ x ∈ C is such that s( Proof : Without loss of generality, we can assume M to be connected. In general, if M has k connected components M 1 , M 2 , · · · M k , the module F decomposes as F 1 ⊕ · · · F k , where F i is the linear span of spectral subspaces of Ω 1 (M i ), and it is suffices to prove that for all i, u
n is a principal T n -bundle. Therefore, for the sections s i as in Lemma 7.11, we have functions f si in C m by Lemma 7.10. By the definition of f si and the relation << s i , s i >>= 1, it follows that
Since f si belongs to C m , the function f si belongs to C −m . Thus, we can apply Lemma 7.9 to deduce the conclusion of the theorem. ✷
Next we prove that with the hypothesis of Lemma 7.12, the map u E E0 is also an isomorphism.
Proof: Let us start by proving that the map is one-to-one. Let u Now we show that the map is onto. Since the map u E E0 is right A-linear, it suffices to check that for all f ∈ A, df has a pre-image in E 0 ⊗ A0 A. Consider the principal T = T n bundle π : M → M/T . Since M/T is compact, we can take a finite atlas (U i , φ i ) on it such that the bundle π −1 (U i ) → U i is T equivariantly diffeomorphic with the canonical bundle U i × T → U i . Let {ψ i } i be a partition of unity on M subordinate to (U i , φ i ). Then f = i f ψ i and df = i d(f ψ i ). Thus in particular we can assume f is supported in π −1 (U i ) or equivalently in U × T . Let {dx i } be a basis for differential forms along the direction of U i.e. the horizontal direction of the bundle U × T → U and {ω j } be a basis of right invariant 1-forms in the vertical direction corresponding to the basis {χ j } of right invariant vector fields along the direction of T . Then df = i dx i . ∂ ∂xi (f ) + j ω j .χ j (f ). The right action of T on U × T acts trivially in the direction of U, hence dx i ∈ E 0 . Since ω j is invariant under the action induced by the right action of T on U × T , so ω j ∈ E 0 . Hence df has a pre-image i dx i ⊗ A0 ∂ ∂xi (f ) + j ω j ⊗ A0 χ j (f ) ∈ E 0 ⊗ A0 A. Therefore, we have that u E E0 is an onto map. This completes the proof. ✷
Some generalities on Rieffel-deformation
Our main reference for Rieffel deformation of a C * algebra endowed with a strongly continuous action by T n is [31] . However, we will also need to use equivalent descriptions of this deformation given in [9] , [11] , [27] .
We next define the deformation of an algebra D. We refer to [27] for details.
Definition 7.14 (Definition 2.3 [27] ). Let D be a T n smooth algebra as in Definition 2.2 of [27] . For a skew symmetric n × n matrix θ, consider the bi-character χ θ defined by χ θ (k, l) = e πi k,θl , k, l ∈ Z n , where the pairing ., . is the usual dot product in R n . The deformation of D is the algebra D θ whose underlying vector space is equal to D while the multiplication × θ is deformed as follows:
where a = k a k , b = l b k are the isotypical decompositions.
Remark 7.15. By Proposition 2.1 of [27] , the isotypical decompositions converge absolutely to the element.
D θ turns out to be a T n smooth algebra and the deformed product is associative. Similarly, one can deform T n smooth D bimodules (refer to Definition 2.2 of [27] )as follows:
Definition 7.16. Let G be a T n smooth D-D bimodule. Then the deformed bimodule G θ is a D θ -D θ bimodule whose underlying vector space is equal to G while the deformed right module action is as follows e × θ a = k,l∈Z n χ θ (k, l)e k a l , ∀ e ∈ G, ∀ a ∈ D,
where e = k e k and a = l a l are the isotypical decompositions, and the deformed left module action is defined similarly.
Using the fact that G θ is isomorphic as a vector space to G, for e ∈ G, we will denote its image under this isomorphism in G θ by e θ from now on.
As in the case of deformed algebras, G θ turns out to be a T n smooth bimodule. In particular, a deformed bimodule admits a T n action β θ induced from the action β on the bimodule prior to deformation as follows: We have the following easy consequence of the definitions above:
Lemma 7.18. Let D be a T n smooth algebra and G 1 , G 2 be T n smooth D bimodules, in the sense discussed above. Let L : G 1 → G 2 be a T n equivariant continuous D bimodule map. Then the underlying vector space map L from G 1 to G 2 becomes a T n equivariant continuous D θ bimodule map, denoted by
is defined by the equation
If L is a D-bimodule isomorphism, then L θ will be a D θ -bimodule isomorphism. If G 1 and G 2 are algebras in particular, then L θ is an algebra homomorphism. The following lemma will also be of use to us. Lemma 7.19. Let D be an algebra equipped with T n -action and G 1 , G 2 be equivariant D bimodules, in the sense discussed above.
Now we recall the Connes-Landi deformation ( [11] ) of a spectral triple and its associated space of forms. We will work in the set up of Proposition 7.2. In particular, A = C ∞ (M ) and E = Ω 1 D (A). By Sections 2 and 3 of [27] , A and E can be deformed to the algebra A θ and the bimodule E θ respectively. Moreover, we have the following: Theorem 7.20. With the algebra structure of A θ as in (11), we define π θ : E → B(H) by π θ (e)(h) = m,n∈Z n χ θ (m, n)e m (h n ),
where e = m e m , h = n h n . Then π θ (E) ∼ = E θ .
We note that an analogous formula defines a representation of A θ on H, to be denoted by π θ again. Also, (A θ , H, d + d * ) defines a spectral triple. Moreover, Ω 1 (A θ ) and Ω 2 (A θ ) are canonically isomorphic as A θ bimodules with E θ and (Ω 2 (A)) θ respectively. If δ : A → A denotes the map which sends a to [d + d * , a], then we have a deformed map δ θ from A θ to E θ .
Proof: For the proof that (A θ , H, d + d * ) is a spectral triple, we refer to [9] . For the isomorphism π θ (E) ∼ = E θ , we refer to Proposition 2.8 of [27] . We refer to [27] for the fact that E = Ω as in Subsection 3.1). Then, if p is the dimension of the manifold M , we compute 
