In this paper, a novel multidimensional optical OFDM system is investigated for programmable transceivers, saving DSP resources and facilitating scalability at the increase of the number of dimensions. Numerical evaluations show successful 100 Gb/s transmission for different link configurations.
INTRODUCTION
It is forecasted that 5G services will be conceived around the joint use of different heterogeneous network resources (including transport, fixed and mobile), while combining networking and cloud functions. Precisely, it is proposed to host 5G core functionalities in different, probably distributed, data centers located at different regional network nodes [1] . Consequently, aggregation traffic is significantly decreased when compared to a centralized approach, reducing the associated CapEx and OpEx. Nevertheless, this approach poses additional challenges, mainly related to sustain high-capacity connectivity between data centers in a dynamic, flexible and scalable way. In this sense, the advent of elastic optical networking, enabled by the adoption of the flexible channel grid and programmable transceivers, can be a solution, since it opens the door to a truly dynamic management of optical networks [2, 3] . Thus, it is especially interesting for achieving the pursued connectivity. One of the elastic networking key elements is the programmable transceiver [3] , whose parameters (including data rate, bandwidth and modulation format) can be flexibly adapted according to the traffic requirements. In fact, approaching the elastic networking paradigm, specific network configurations (including spectrum slot allocation and transceivers configuration) can be set up according to the requirements of the services to support, leading to an efficient usage of the network resources. However, even elastic networking provides a high degree of flexibility, it might become limited to support the envisioned connectivity in terms of capacity.
In order to address the transmission capacity enhancement needed, novel transmission systems can be envisioned, exploiting the utilization of multiple dimensions, including polarization and space. Thus, higher information density can be obtained per each transmitted symbol, notably increasing the capacity of each programmable transceiver. Additionally, the efficient information encoding in the multidimensional space increases the power efficiency with respect to the multiplexing of different modulation formats in multiple dimensions [4] . This multidimensional transmission, when combined with elastic optical networking, constitutes a solution capable to cope with the connectivity requirements above mentioned.
Optical orthogonal frequency division multiplexing (OFDM) has emerged as a candidate for elastic networking, thanks to its superior granularity and promising capabilities for transmission link reconfiguration by the control/management layers according to the network traffic requirements [3] . In order to exploit multidimensional modulation formats, four dimensional (4D) OFDM systems have been proposed [5] . However, as the number of dimensions may scale (e.g. by including transmission over multiple cores/modes), the OFDM system approached in [5] remains limited to a 4D space. This paper proposes a novel multidimensional optical OFDM system capable to cope with high transmission distances, while enabling scalability at the increase of the number of dimensions. The impact of an actual implementation is numerically investigated for transmission distances up to 100×100 km. Simulation results show that the proposed system meets the expected performance when compared to existing approaches.
MULTIDIMENSIONAL OPTICAL OFDM
The scheme of the proposed optical OFDM system is shown in Fig. 1 . The idea is to exploit multiple dimensions with the twofold aim of enhancing the transceiver performance and increasing the information density. A generalized architecture is proposed for M multiple dimensions, including inphase/quadrature (IQ) space, polarization states and multiple fiber cores/modes/elements.
The associated digital signal processing (DSP) modules are shown in Fig. 1(b-c) . There, at the transmitter (Tx) side, data are first mapped onto the desired M dimensional constellation. Thus, the resulting symbols can be written as
where R is the set of real numbers. Consequently, the resulting symbols feature M different realvalued coordinates, whose precise value depends on the constellation point assigned by the mapper. The mapper can be implemented as a look-up table. So, input bits can serve as a memory address that selects the M coordinates of the signal constellation point. For example, a simple C 1 DP-QPSK [4] (16-4D) constellation can be selected, encoding information into the 2 4 different points given by any possible combination of the vector (±1, ±1, ±1, ±1). Other constellations can be selected, depending on the design criteria and number of dimensions. In fact, interesting are those constellations approaching the optimal solutions to the sphere packing problem [6] , i.e. those pointing to the centers of equal non-overlapping spheres packed in the highest possible density for a given number of dimensions. However, some these constellations might be of limited interest in practical systems, as their generation or bit-to-symbol mapping may be hard or even impossible to realize.
Since the inverse fast Fourier transform (IFFT) is a complex transform, symbols are then remapped into a complex space of M/2 dimensions by the real to imaginary mapper (R/I), in order to not waste computing resources. The remapping procedure consists on grouping the components of each symbol [k, 2d] ; for any d between 1 and M/2, and being j the imaginary unit. For example, in a 16-4D constellation, symbols originally mapped onto [k, 4] ). Please note that this conversion restricts M to be even in order to efficiently recast each X[k] onto the corresponding Y [k] . This condition can be easily met when scaling the proposed system to exploit space division multiplexing, since it is exploiting 4 dimensions per fiber core/mode/element. Next, the resulting complex symbols are parallelized and the corresponding IFFT is carried out, forming the OFDM frames in the M/2×N matrix S, being N the number of OFDM subcarriers. 
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In fact, each component s [l, p] corresponds to the l-th, p-th 2D-IFFT sample, which can be expressed as
Then, the training symbols (TS) are inserted for channel estimation and equalization at the receiver side. Note that such training symbols are shaped as M/2×N frames. This allows a full equalization of the signal, including the possible crosstalk between the different magnitudes exploited at the modulation stages, including different states of polarization and fiber cores. After TS insertion, cyclic prefix (CP) is added. Real and imaginary parts of the resulting OFDM frames are extracted at the (I/R) mapper in order to feed the M digital to analog converters (DACs), as depicted in Fig. 1(a) . The resulting analog signals drive the inputs of the multidimensional optoelectronic front-end. Such a front-end is composed by an array of M/4 tunable lightwave sources (TLS), each exciting an IQ optical modulator featuring dual polarization. Each modulator is fed by 4 different DACs in order to include the dimensions corresponding to the state of polarization.
The optical receiver is divided into two main blocks: the multidimensional optoelectronic front-end and the corresponding digital signal processing. The optoelectronic front-end is an array of standard intradyne receivers featuring phase and polarization diversities. The optical input signal is interfered with a local laser (LO) in two 2×4 90 degree optical hybrids conveniently placed at both outputs of a polarization beam splitter. The output signals of the hybrid are detected by 4 balanced detectors, whose I and Q outputs are digitized by an array of analog to digital converters (ADCs). Then, the DSP module parallelizes the incoming samples and performs the OFDM demodulation and data detection following the modulation steps in the reverse order. After performing the M/2×N FFT, the TS are removed and the channel is estimated for equalizing the received signal. In order to do so, a simple zero-forcing operation can be performed. After equalization, the received frames are serialized and further converted to real, driving the data demapper.
It should be noted that the proposed OFDM system is scalable to a high number of dimensions (M>4) as, with a suitable constellation mapper, it only implies increasing the number of rows at the (I)FFT transform blocks. Indeed, this constitutes a big difference with respect to previous multidimensional OFDM systems [5] , which were using an N×N (I)FFT for M = 4, while the proposed OFDM system uses only M/2×N (I)FFT, saving FFT calculus resources while providing high scalability.
SYSTEM PERFORMANCE
In order to assess the performance of the proposed system, M is set to 4 and a 16-4D constellation is used. The performance of the proposed system is assessed using Matlab software. Specifically, a pseudorandom data sequence with length of 2 15 bits is generated, running at speed up to 118.24 Gb/s. The bit stream is 16-4D encoded, parallelized and OFDM modulated by using an IFFT of 2×256. A training symbol frame is inserted after each 25 OFDM frames. Cyclic prefix is added, featuring an overhead of 6.25%. The resulting signal is upsampled by a factor of 4 and injected into the corresponding dual-polarization IQ modulators. They are modeled as nested Mach-Zehnder modulators, with electrical inputs that swing within ±V π /2. The model used for the TLS is an ideal continuous wave laser centered at 1550 nm. The transmitter output power is set at +3 dBm.
At the receiver, the local oscillator is also modeled as an ideal laser centered at 1550 nm with output power of +3 dBm, giving −3 dBm to each photodetector after the hybrid. The photodetectors are modeled as ideal PIN diodes with responsivity of 0.7 A/W. After intradyne detection, OFDM decoding and data demodulation are performed. Additionally, a zero forcing single tap equalizer is implemented.
The optical channel is composed of up to 100 spans of standard single mode fiber (SSMF), each followed by an optical amplifier to compensate the fiber losses. The split-step Fourier method is used to solve the Manakov equations that model the propagation through the SSMF. The fiber model has an effective area of 80 μm 2 , nonlinear index of 2.4·10 −20 m 2 /W, dispersion of 17 ps/(km·nm), dispersion slope of 0.07 ps/(km·nm 2 ), and average loss of 0.2 dB/km.
The measured parameter is the statistical counting of the received bits, providing the system bit error ratio (BER). A forward error correction (FEC) coding with 7% overhead is assumed. This sets the total overhead to 18.24%. A target BER of 10 −3 is considered, as a super FEC RS(1023,1007)/BCH(2047,1952) code can be effectively used for the overhead assumed [7] .
First, the theoretical performance of the proposed DSP is assessed in terms of energy per bit to noise ratio (E b /N 0 ). Results are shown in Fig. 2(a) , where it can be observed that the required E b /N 0 is 6.8 dB at 10 −3 BER, as expected from the results reported for single carrier modulation [4] .
(a) (b) Next, the optical back-to-back (B2B) system is assessed in terms of the optical signal to noise ratio (OSNR), defined within 0.1 nm, when generating a 100 Gb/s (118.24 Gb/s gross) signal with and without equalization. Results are shown in Fig. 2(b) . There it can be observed that the required OSNR is 13.5 dB at 10 −3 BER when no equalization is performed. Please note that this value also is in agreement with requirement of a standard 100 Gb/s coherent system, which usually features a DP-QPSK running at 120 Gb/s. When enabling equalization, an OSNR of 15.8 dB is required for obtaining a BER of 10 −3 , incurring in a 2.4 dB penalty. Afterwards, transmission over fiber is evaluated also in terms of OSNR requirement for the transmitted 100 Gb/s signal. From Fig. 2(b) , the OSNR requirements at 10 −3 are 16.9 dB after 100 km, 17.2 dB after 10×100 km, and 17.5 dB after 100×100 km. The maximum OSNR penalty with respect to the equalized back-toback system is 1.7 dB. Thanks to the use of OFDM, the transceiver can be easily programmed to offer different bandwidth/bitrates adaptable to the network traffic requirements. Thus finally the performances are assessed when varying the number of occupied OFDM subcarriers. The cases tested are for a bandwidth occupation corresponding to 32, 64, and 128 carriers out of the 256 available. The data rates supported are 12.5 Gb/s (14.78 Gb/s gross), 25 Gb/s (29.56 Gb/s gross), and 50 Gb/s (59.12 Gb/s gross), respectively. Thus, the signal power spectrum ranges between 29.6 GHz (256 subcarriers), as shown in Fig. 3(a) , and 3.7 GHz (32 subcarriers). Figure 3(c) shows BER results as function of OSNR for the cases tested. For the proposed target BER, OSNR penalties after transmission over 100×100 km with respect to the back-to-back are 0.1 dB (N = 32), 0.2 dB (N = 64), and 0.4 dB (N = 128). Furthermore, the OSNR gain when halving the data rate in back-to-back is between 2.8 dB and 3.1 dB. 
CONCLUSIONS
A novel multidimensional OFDM system is proposed, using less computational resources than existing approaches [5] and facilitating scalability at the increase of the number of dimensions. The proposed DSP and transmission architecture has been compared to existing theoretical models, meeting the expected performance. By varying the number of occupied OFDM subcarriers, signals with net bitrates from 12.5 Gb/s up to 100 Gb/s net have been successfully transmitted over SSMF uncompensated links of up to 100×100 km. The signals received after the longest link show 1.7 dB OSNR penalty at 10 −3 BER with respect to the back-to-back case. Thus, the proposed system enables next generation flexible networking, where multidimensional transceivers are expected to provide multiple rate/format/reach connectivity.
