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Abstract
In interactions of ultra-high-energy cosmic ray (UHECR) protons with cosmic microwave background photons, we
focus in this work on photopion production reactions and the effects of the measured, broad, energy-loss
distributions in these reactions on the evolution of the protons’ density functions in energy space. We rely on a
Fokker–Planck transport equation in energy space whose transport coefﬁcients are calculated using laboratory
measurements. We also derive a Fokker–Planck potential that accounts for both systematic (drift) and stochastic
(dispersive) energy losses due to photopion production reactions. Our results show that dispersive energy losses
have signiﬁcant effects on estimating the protons’ horizon distance and their energy spectrum, as well as to
elucidate a broadness in the GZK cutoff. We use the derived Fokker–Planck potential to assign a characteristic
probability for a proton to clear the potential barrier as a function of energy. This estimate of probability can be
used to assist observations in distinguishing between protons and heavy ions as charged particles. Our model is
able to account for the so-called super GZK particles as a classic diffusion-over-a-barrier manifestation of the
transport of UHECR protons in energy space in quantifying the extent and broadness of the GZK cutoff.
Uniﬁed Astronomy Thesaurus concepts: Ultra-high-energy cosmic radiation (1733)
to the propagation (diffusive) length of the protons in such ﬁelds,
their motion is rectilinear, even when expansion is taken into
account. The smallest proton energy we assume in this analysis
is 1.89 × 1019 eV.
While suppression in the spectra of UHECR at energies
consistent with the GZK prediction has been observed
(Abraham et al. 2008; Abbasi et al. 2009; Apel et al. 2011),
attributing unambiguously this suppression to energy losses
during propagation or limitations of any acceleration mechanism at the source remains largely model dependent (Mücke
et al. 1999; Boratav & Letessier-Selvon 2001; Haungs et al.
2003; Grigor’eva 2007; Drury 2012; Berezinsky 2013; Blaksley
et al. 2013; Kampert 2013; Harari 2014).
Recent analysis of the Telescope Array (Abbasi et al. 2014)
and Pierre Auger Observatory (Aab et al. 2018) data show an
indication of anisotropy in the source distribution for particle
energy around 8 EeV. Additionally, a simulation study by
Wittkowski & Kampert (2018) has shown a suggestion of
pronounced dipolar anisotropy in the arrival direction of
UHECR for energies >15 EeV. This sky anisotropy indicates
that UHECR sources are within the GZK horizon (100 Mpc
distance) with some possible sources as close as 5 Mpc.
This work explores the effects of systematics in the energyloss rate on the UHECR protons propagation from a purely
kinetics viewpoint, i.e., a Fokker–Planck equation in distanceenergy space with the assumption of applicability of the
diffusion formalism (Aloisio et al. 2009). We explicitly take
dispersion in the energy loss of the protons in the reactionʼs
three main channels: p + γCMB → π+ + n, p + γCMB → π0 + p,
and n + γCMB → π− + p into account, where they collectively
amount to more than 88% of the total reaction cross-section
σtotal(E) (Armstrong et al. 1972; Genzel et al. 1973), with E
being the UHECR proton total energy. For that we rely fully on

1. Introduction
Ultra-high energy cosmic rays (UHECR; protons and heavier
ions with energies in excess of 1018 eV) are known to be of
extragalactic origin (Hillas 1984; Rachen & Biermann 1993;
Rachen et al. 1993; Biermann & Sigl 2001; Berezkho 2008;
Biermann et al. 2019; Matthews et al. 2019). However, several
fundamental questions remain only partially answered. Questions that pertain to the nature and composition of the primary
particles themselves, their astrophysical sources, the acceleration
mechanism or mechanisms responsible, and the extent of the
inﬂuence of propagation effects (for recent reviews, see, e.g.,
Blümer et al. 2009; Hörandel 2010; Kotera & Olinto 2011;
Letessier-Selvon & Stanev 2011; Drury 2012; Biermann et al.
2016). In their journey from their source or sources to
observation at Earth, these particles—whether protons or heavier
ions—are expected to interact with the cosmic microwave
background (CMB) photons, lose enough energy to ultimately
suppress their spectra, in what is known as the GZK cutoff (after
Greisen 1966 and Zatsepin & Kuz’min 1966). Protons with
energies above about 5 × 1019 eV interact with CMB photons
and can lose a considerable fraction of their energies. The
photopion interaction, e.g., γCMB + p → Δ+ → π+ + n, where n
depicts a neutron and Δ nucleon resonance (Hayakawa &
Yamamoto 1963; Stecker 1968) is a main channel for this
interaction. Heavy ions suffer photodisintegration at somewhat
lower energies (Puget et al. 1976; Anchordoqui et al. 1999;
Stecker & Salamon 1999). Other sources of energy loss include
adiabatic losses due to the intergalactic magnetic ﬁeld and
redshift (Yoshida & Teshima 1993; Protheroe & Johnson 1996;
Sigl 2001). For our purposes here, however, these will be
ignored. As Berezinsky & Gazizov (2006, 2007) have shown,
for protons with energies above 1 × 1018 eV, and for ﬁeld
strengths of the order of 1 nG with coherent lengths comparable
1
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the measured interaction double-differential cross-section,
dσ/dΩ. These measurements are made in the protonʼs rest
frame with photon beams of 0.3–1 GeV in energy (Armstrong
et al. 1972). The energy-loss rate and its dispersion are
calculated from the measured double-differential cross-sections
and the assumed, standard CMB energy distribution to arrive
at our Fokker–Planck transport coefﬁcients, 〈ΔE〉/Δs and
〈(ΔE)2〉/Δs in energy space, where ΔE is the energy loss and
Δs is pathlength increment along the interaction pathlength, s,
to the source.
The derived energy-transport Fokker–Planck equation is
then transformed into a form suitable for the derivation of the
Fokker–Planck potential (Kramers 1940; Gardiner 1983;
Risken 1989; Hanggi et al. 1990) for UHECR. Our analysis
relies on this potential in two main ways. (1) Dispersions in
energy loss enter the potential explicitly, hence, so do their
effects on any calculated transport quantity. (2) Probability and
kinetic measures associated with the motion of UHECR
protons in energy space follow immediately from this potential.
While simulations and semianalytic studies of the propagation
of UHECR protons do take their energy losses into account
(Yoshida & Teshima 1993; Protheroe & Johnson 1996; Mücke
et al. 2000; Sigl 2001; Batista et al. 2016), the potential approach
can offer insights (along with their likelihoods) to help
differentiate among competing models in the analysis of
UHECR data and phenomenology.

measured, parameterized double-differential cross is written as
(Genzel et al. 1973; Hill & Schramm 1985):
ds
=
d ¢

(2 )

where an are the expansion coefﬁcients in the cosine of the
pionʼs angle in the center-of-mass system, and  ¢+ ( ¢-) are
upper (lower) kinematic limits for the proton (or neutron) in the
same frame. These limits were derived by Hill &
Schramm 1985) as:
2   g + 1 - m p2 (2mo2)
 ¢ =  ´ ⎧
⎨
4  g + 1
⎩
[(2   g - m p2 (2mo2))2 - m p2 mo2 ]1 2 ⎫

,
⎬
4  g + 1
⎭

(3 )

where mπ is the pionʼs rest mass. In the same scaled energy
units, the CMB photons’ energy density we use (Hill &
Schramm 1985) is written as
ng 2 ¥
z
dz ,
r ( g ) =
g
(4 )
2
1
2p
exp (z  g 2) - 1

ò

with nγ being the CMB photon number density.
In such units, the energy-loss rate is now written as
áD ñ
( )
Ds

2. Description of the Model
2.1. Derivation of the Fokker–Planck Transport Coefﬁcients in
Energy Space

 g ,max  + ds
¢
( ¢ ,  ,  g ) r ( g ) D d ¢d g ,
= const ò
 g ,min ò - d ¢
¢
(5 )

The Fokker–Planck drift (or systematic energy-loss rate,
1(E )) and diffusion (energy-loss dispersion rate, 2 (E )) are
derived from the measured (Genzel et al. 1973) doubledifferential cross-sections ds i d W, where i refers to one of
three main reaction channels: p + γCMB → π+ + n, p + γCMB →
π0 + p, and n + γCMB → π− + p, and where such measurements
are made in the rest frame of the proton. In the laboratory frame,
the energy-loss rate is calculated as
áDE ñ
(E ) =
Ds

2
2 - ( ¢+ +  ¢-) ⎤n
⎡
⎛
⎞
a
,
å n  ¢+ -   ¢+ -  ¢⎝
⎠⎣
⎦
n=0
N

where the constant is on the order of 10−4 when Δs is
expressed in Mpc and all energies in the temperature-scaled
units.  g,min is a lower limit on the energy of the photon, which
we set arbitrarily to 0.19/ò so as to keep the kinematic limits of
Equation (3) real. The upper limit is set to 0.64/ò for the same
reason.
Similar to Equation (5), the energy-loss dispersion rate in
scaled energy units is written,

ds

ò ò dE ¢ (E ¢, E , Eg ) r (Eg )(E - E ¢) dE ¢dEg ,
(1 )

 2 ( ) =

where DE = E - E ¢, ds dE ¢ is the energy-loss cross-section
for each reaction channel, which is a function of E ¢ (<E ), the
energy of the proton after its collision with the CMB photon,
the protonʼs initial energy E, and the CMB photonʼs energy Eγ.
ρ(Eγ) is the CMB photon energy density. (Note that since c,
speed of light, is also essentially the relative velocity between
the proton and CMB photon in the laboratory frame, the
relative velocity term in Equation (1) above cancels out when
we write Δs = c Δt, with t being the proper time).
Following Hill & Schramm (1985), we use temperaturescaled, nondimensionalized energy units, where we deﬁne,
 = E kB T mo2 ,  ¢ = E ¢ kB T mo2 , and òγ = Eγ/kBT, D =   ¢, with kB being Boltzmannʼs constant, mo being the nucleonʼs
rest mass, and T being the CMB photons’ blackbody temperature. Kinematically we can relate ds dE ¢ in Equation (1)
above to the measured double-differential cross-section
dσ(cm)/dΩ in the center-of-mass frame, in which frame measurements are also expressed. In these scaled energy units, the

á(D )2 ñ
 g ,max  + ds
( ) = const ò
ò -¢ d ¢

g ,min
Ds
¢
´ ( ¢ ,  ,  g ) r ( g ) (D )2 d ¢d g.

(6 )

In scaled energy units, the Fokker–Planck transport equation in
energy space can now be expressed as,
¶f
¶
¶2
= - [1( ) f ( , s)] +
[ 2 ( ) f ( , s)] ,
¶s
¶
¶ 2

where ds is the differential pathlength and 1( ) = -

(7 )

áD ñ
( ) .
Ds

Shown in Figure 1 are the differential energy-loss cross-section
ds d ¢ as a function of energy at three incident proton
energies: ò = 0.5 (1890 EeV); ò = 0.2 (757 EeV); and ò = 0.08
(302 EeV). For each incident energy, shown in red is the sum
of the three processes’ differential energy-loss cross-section,
where green depicts ds d ¢ for the reaction γCMB + p →
π+ + n, blue for γCMB + p → π0 + p, and brown for γCMB +
n → π− + p. Each differential cross-section was estimated
using the parameterization in Equation (2) where the expansion
2
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Figure 2. The energy-loss rate calculated using Equation (5) (discrete points).
The dashed curve is a best ﬁt to these points.

Figure 1. Data-based estimated differential energy-loss cross-section ds d ¢
as a function of energy at the three incident proton energies: ò = 0.5 (1890
EeV); ò = 0.2 (757 EeV); and ò = 0.08 (302 EeV). For each incident energy,
shown in red is the sum of the three processes’ differential energy-loss crosssection where green depicts ds d ¢ for the reaction γCMB + p → π+ + n, blue
for γCMB + p → π0 + p, and brown for γCMB + n → π− + p. (See the text for
details.)

coefﬁcients an are taken from measurements (Genzel et al.
1973) up to and including the third, n = 2, term.
Figure 2 shows the calculated (discrete points) energy-loss
rate, according to Equation (5). The dashed curve is a best ﬁt to
these points;
∣1( )∣ » c1 arctan (c2  c3) ,

(8)

−1

with c1 = 0.0123 Mpc , c2 = 15.65, and c3 = 1.325. Similarly, Figure 3 shows the calculated (discrete points) Fokker–
Planck diffusion coefﬁcient, 2 ( ), according to Equation (6).
The dashed curve is a best ﬁt to these points:
 2 ( ) »

d1 2
,
d2 + d3  2

Figure 3. The Fokker–Planck diffusion coefﬁcient calculated using
Equation (6) (discrete points). The dashed curve is a best ﬁt to these points.

(9 )

with d1 = 95.344 Mpc−1, d2 = 5272.7, and d3 = 24714. It can
be seen from Figure 3 that the diffusive energy losses become
important at high energies. However, the propagation effect is a
function of proton energy and propagation distance.
Since both the systematic and stochastic energy losses are
purely collisional in our model, we can estimate a characteristic
dispersive energy-loss distance by noting that the characteristic
energy-loss scale is ∼ 2 2 ( ) 1( ) (Payne 1969; Tsendin 2006). Dividing this energy-loss scale by 1( ) 2 should
give a corresponding characteristic dispersive energy-loss
distance. Using these coefﬁcients we can estimate a characteristic dispersive distance, ℓ(ò), using:
ℓ ( ) =

2  2 ( )
.
12 ( )

(10)

The calculated ℓ(ò) is shown in Figure 4, which can be
considered as a distance scale to measure the importance of
diffusive energy losses, as a function of proton energy. If a
proton with energy ò is propagating from a source located at a
distance s Mpc, the characteristic dispersive attenuation
distance is l(ò). As an example, for a proton with energy
ò = 0.01 this characteristic distance is ≈19.5 Mpc, while it is
≈5.5 Mpc for a proton with energy ò = 0.1. If these two
protons were to propagate 10 Mpc distance, then the effect of

Figure 4. The characteristic dispersive energy-loss distance as a function of
energy.

dispersion in their respective energy losses is more important
for the proton that has l = 5.5 Mpc. Figure 4 also suggests that
over a rather wide energy range, ò ä [0.05, 0.5], ℓ changes only
by a factor of 2. Given the deﬁnition of ℓ this suggests that
3
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dispersion in energy loss remains equally important as the
systematic energy loss over this large dynamic energy range.
We expound on this feature and implications to the GZK cutoff
in Section 2.3. As a result, when studying the transport of
UHECR protons, their energy loss and propagation distance
cannot be fully separated. In other words, the importance of
dispersion in energy losses is determined by the primary
protonʼs energy as well as propagation distance.
2.2. Derivation of the Fokker–Planck Potential
To derive the Fokker–Planck potential, Equation (7) needs to
be re-expressed with a constant diffusion coefﬁcient (Risken 1989) using the transformation in the independent
variables, ò → ξ (see the Appendix):
⎛ dx ⎞ ´  2 ( ) =  ¢2 = constant,
(11)
⎝ d ⎠
which gives, for d ¢2 d = 0 over a ﬁnite domain for
ò ä [0.005, 0.5],
2

x ( ) =

1 2
⎛⎜  ¢2 ⎞⎟ dz .
.005 ⎝  2 (z ) ⎠

ò

Figure 5. The derived Fokker–Planck potential (discrete points). The solid dark
curve is a fourth-order polynomial ﬁt to the discrete points and the solid lighter
curve is a third-order polynomial ﬁt to the same points. ξ is a nondimensionalized and transformed proton energy (see the text).



(12)

ξ ä [0.0, 25.6] and E ä [1.89 × 1019, 1.89 × 1021] eV, where data
are available, that satisfy Equations (13) and (16) simultaneously.
The darker solid curve is a fourth-order polynomial ﬁt to the
calculated discrete points. The light solid curve is a third-order
polynomial ﬁt to the same points. The fourth-order ﬁt is given by
f(4)(ξ) = − 17.309 × 10−6ξ4 + 0.000399ξ3 + 0.00693ξ2 + 0.251ξ + 0.0265. The third-order ﬁt is given by f(3)(ξ) =
− 5.644 × 10−4ξ3 + 0.0244ξ2 + 0.142ξ + 0.142. The quartic
potential has a zero at x = xmax = 41.281 (6.58 × 1021 eV),
and a maximum at ξ = ξm = 28.67 (2.70 × 1021 eV). The value of
the quartic potential at maximum is 10.63, in units of ξ2 per Mpc,
which are the same units ¢2 is expressed as unity in. Similarly,
the cubic potential has a zero at x = xmax = 48.54 (8.93 ×
1021 eV), and a maximum at ξ = ξm = 31.49 (3.51 × 1021 eV).
The value of the cubic potential at maximum is 11.19 in units of
ξ2 per Mpc. The two ﬁts are statistically different, the error sum of
squares (SSE) for the quartic ﬁt is 0.0385 while it is 0.129 for the
cubic ﬁt. Thus, the quartic ﬁt is more signiﬁcant and is the one we
use to carry out the numerical solution of Equation (14) in
Section 3. However, both ﬁts are identical in the energy range of
interest and we use both of them to estimate the horizon distance
and probability to clear the potential barrier.

The transformed drift term is given by
1 2

 ¢2 ⎞
1¢ [x ( )] = ⎛
⎝  2 ( ) ⎠
⎜

⎟

⎛1( ) - 1 d  2 ( ) ⎞.
2 d ⎠
⎝

(13)

In terms of the new independent variable, ξ, and the dependent
variable, f˜ (x , s ), Equation (7) is written (note though that the
time-like variable, s, remains the same),
¶f˜ (x , s)
¶
¶2f˜ (x , s)
= - [1¢ (x ) f˜ (x , s)] +  2¢
.
¶s
¶x
¶x 2

(14)

In formal analogy with the Hamiltonian operator (Engleﬁeld 1988; Risken 1989),
 = - V (x ) +  ¢2

¶2
,
¶x 2

(15)

where ¢2 is an arbitrary constant and V(ξ) is a single-particle
Schrodinger potential, we can deﬁne a Fokker–Planck
“potential” as
f (x ) = -

ò

x

1¢ [x ¢] dx ¢ ,

2.3. The Fokker–Planck Potential and the UHECR Proton’s
Horizon Distance

(16)

Next we estimate the mean distance, as a function
of the proton energy it takes the UHECR proton to overcome
this potential barrier, i.e., to go from the energy at which
the potential is maximum, which is at ξ = ξm, to the
equilibrium point of the potential at ξ = 0. This distance,
which we call  (x ), is calculated using two different
approaches. In the ﬁrst approach we follow the same
formalism (Gardiner 1983) typically used to calculate the
mean ﬁrst passage time,

which is related to the Schrodinger potential by
V (x ) = 1 (4¢22)(df dx )2 - (1 2) d 2f dx 2 . A connection
between the Fokker–Planck and Schrodinger equations can
help guide solutions, because large number solutions exist for
quadratic and cubic potential, as well demonstrated by
Engleﬁeld (1988). In terms of the Fokker–Planck potential,
Equation (14) becomes:
¶f˜ (x , s)
¶ ⎡ ¶f (x ) ˜
¶2f˜ (x , s)
=
f (x , s) ⎤ +  ¢2
.
(17)
⎥
¶s
¶x ⎢
¶x 2
⎣ ¶x
⎦
Figure 5 shows the derived Fokker–Planck potential using
1
Equations (13) and (16) and setting ¢2 = 2 . We numerically
solved for the energy points ò ä [0.005, 0.5], which correspond to

 (x ) =

4

1 0 x¢
ò ò exp ( +f (x ¢) / ¢2)
 ¢2 x xm
´ exp ( - f (x )  ¢2) dx dx ¢.

(18)
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Figure 7. The calculated probability for a proton with energy ξ to clear the
Fokker–Planck potential f(ξ). Dashed gray and blue curves show the third- and
fourth-order polynomial ﬁts of the potential (normalized to unity), respectively.
Solid gray and blue curves show the probability for a proton to clear the
Fokker–Planck potential corresponding to the third- and fourth-order
polynomial ﬁts, respectively. The vertical dashed red lines correspond to the
ﬁtted potentials’ maximum and the horizontal dashed line indicates a
probability of 0.5.

Figure 6. The calculated mean horizon distance in Mpc for a proton with
energy ξ to clear the Fokker–Planck potential f(ξ). The solid dark curve
corresponds to the third-order polynomial ﬁt to the potential, the dashed gray
curve to the fourth-order polynomial ﬁt, and the dashed red curve to
calculations based on the continuous-slowing-down approximation (CSDA).

Note that the expression for  (x ) above is a solution to the
second-order ODE (Hanggi et al. 1990):
2 ¢

d 2
d f (x ) d  (x )
= - 1,
dx 2
dx
dx

appears to rise exponentially with ξ. For energies between
ξ ≈ 25 and ξ ≈ 35 (1.75 × 1021 eV–4.58 × 1021 eV), the rise
reaches a maximum then a drop in the horizon distance is seen.
Additionally, we note that the inferred distance for both
potentials increases by only a factor of 3 in about 2 orders of
magnitude in proton energy; from 20 Mpc at ξ = 5 (4.89 × 1019
eV) to 60 Mpc at ξ = 25 (1.75 × 1021 eV). This clearly
suggests that the GZK cutoff is quite broad. We quantify the
degree of this broadness in Section 2.4.
Figure 6 also shows the calculated horizon distance based on
the CSDA approximation, which is purely determined by the
systematic energy losses. A difference between the calculated
horizon distances with and without the diffusive energy-loss
effects are seen at high energies. As can be seen from Figures 3
and 4, stochastic energy losses are important at high energies;
so at high enough energies the diffusive effect is dominant and
has a clear impact on the horizon distance calculations. These
are indicators of the importance of dispersion in energy losses
in UHECR propagation. Likewise, we expect to see an energyloss dispersion effect on the protons’ energy spectrum, which
we address in Section 3.

(19)

where ξ ä [0, ξm], and where we assume that   0 at ξ = 0,
i.e., an absorbing boundary, and d  dx  0 at ξ = ξm, a
reﬂecting boundary.
The second approach is based on the continuous-slowingdown approximation (CSDA), where  (x ) is calculated using:
 CSDA(x ) =

òx

0

dx ¢
.
1(x ¢)

(20)

Calculating the horizon distance using Equation (18)
involves both the systematic and stochastic energy losses in a
compact form (the potential form), while the CSDA calculations involve only the systematic energy losses. Two horizon
distances result from Equation (18);  (3) (x ) results from using
the third-order potential ﬁt, f(3), and similarly,  (4) (x ) is the
horizon distance that results from the fourth-order potential ﬁt,
f(4).
Figure 6 shows the calculated mean horizon distance,  (x ),
as a function of proton energy. Several deﬁning characteristics
can be seen. First, the two potential ﬁts seem to give very
similar distance-versus-energy curves, as their behavior is
essentially the same except for energies at and higher than
about ξ ≈ 27 (2.2 × 1021 eV). Distance inferred from the cubic
potential,  (3), reaches a maximum of around 88 Mpc at an
energy of about ξ = 32 (3.67 × 1021 eV), while  (4) reaches its
maximum of about 75 Mpc at ξ = 28 (2.51 × 1021 eV). The
maximum horizon distance corresponds to an energy that
maximizes the potential. Noting that the ratio of the two
3)
4)
potentials’ heights, f(max
, is only about 1.05, which
f(max
translates to 1.05 along ξ, while the ratio of their widths at
equilibrium, x (m3) x (m4) is about 1.2, for this high energy regime
the distance inferred from the potential appears more sensitive
to the width of the potential than its height.
Two energy regimes can be seen from Figure 6. For energies
up to about ξ ≈ 25(1.75 × 1021 eV), and for both potentials S(ξ)

2.4. The Fokker–Planck Potential and the GZK Cutoff
In addition to the horizon distance, using the derived
Fokker–Planck potential we can explicitly calculate the likelihood of a proton at a certain energy (ξ > 0) reaching the lower
limit of the ξ-domain, which we set to zero (see Section 2.2).
This probability measure is calculated using (Gardiner 1983):
x

 (x ) =

¢
ò0 exp ( +f (x ¢) / 2) dx ¢
x max

ò0

exp ( + f (x ¢¢) /  2¢ ) dx ¢¢.

(21)

Figure 7 shows the calculated probability for a proton with
energy ξ to clear the Fokker–Planck potential f(ξ). This ﬁgure
shows that if a particle with energy less than ξ ≈ 20 (8.05 × 1020
eV) cleared the potential barrier, then the probability of this
particle being a proton is almost zero, and hence, it is more likely
5
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to be a heavy ion if a charged particle is observed at this energy.
Conversely, at much higher energies, ξ > 35 (4.58 × 1021 eV),
there is almost a 100% chance that these particles are protons.
This estimated probability agrees with the fact that heavy ions
would have experienced photodisintegration below this energy.
On the other hand, if a charged particle with energy ξ ≈ 30
(3.08 × 1021 eV) is observed, then there is around 50%
probability for this particle to be a proton and 50% probability
for it to be a heavy ion. Previous analysis of the Pierre Auger
Observatory measured composition indicates heavier elements at
energies beyond 2 × 1018 eV. Additionally, Aab et al.
(2014, 2016) concluded that this fraction of the spectrum being
proton is zero above 1019 eV with an indication of higher
fractions at higher energies. These ﬁndings are qualitatively
consistent with Figure 7.
This estimated probability is for protons at steady-state. In
order to compare our model results with other experiments,
similar calculations as a function of distance are needed.
Additionally, similar calculations are needed for each heavy
ion. This will enable a more precise interpretation of the
observations and identify particles based on their energies.
Unfortunately, these calculations are not available at present
due to the dearth of knowledge of measured photodisintegration differential cross-section of many heavy ions of interest.
However, Figure 7 can still be used to distinguish between
protons and heavy ions as observed charged particles.

Figure 8. The steady-state potential solution and the spatial evolution of
protons’ spectrum for different source distances.

under the effect of the systematic and dispersive energy losses
(in the potential form). To obtain a solution of Equation (17)
we use the numerical method of lines (Schiesser 1992) with an
initial condition in the transformed variable ξ that corresponds
to f (ò, s = 0) ∝ ò−3. The boundary conditions are chosen to be
reﬂecting at x = xmin and zero ﬂux at x = xmax .
Finally, we use Equation (7) to study the protons’ energy
spectrum under the assumption of 2 ( ) = 0 . In this case
Equation (7) becomes:

3. Solution of the Fokker–Planck Equation

¶f
¶
=
[1( ) f ( , s)] ,
¶s
¶

The transformed Fokker–Planck transport equation in energy
space (Equations (7) and (16)) is used to study the spatial
evolution of the proton’s energy spectrum. In what follows we
discuss three different cases: the steady-state, nondispersive,
and spatially dependent solutions.
¶f˜
At steady-state (
= 0 ), Equation (17) reads:
¶s
d ⎡ ¶f (x ) ˜ ⎤
d2
fs (x ) +  ¢2 2 [ f˜s (x )] = 0,
(22)
⎥
dx ⎢
dx
⎣ ¶x
⎦

with an initial condition f (ò, s = 0) = N0ò− η, where η = 3. The
solution of Equation (27) using the method of characteristics is
given by:
f ( , s) = N0 ⎛ +
⎝

(23)

with the ﬂux j(ξ) deﬁned as:
j (x ) =

¶f (x ) ˜
d
fs (x ) +  2¢ [ f˜s (x )].
¶x
dx

(24)

From Equation (23) the solution is j (x ) = constant . For zero
ﬂux boundary conditions, the steady-state solution (potential
solution) is given by:
- f (x ) ⎞
f˜s (x ) = N exp ⎛⎜
⎟,
⎝  ¢2 ⎠

(25)

where N is chosen to satisfy:

òx

x max

f˜s (x ) dx = 1.

¶1( ) ⎞-h
exp [s1( )].
¶ ⎠

(28)

Figure 8 compares the steady-state (Equation (25)) and the
numerical solutions to Equation (17) at s = 0, 5, 15, 45, 70, and
120 Mpc. As can be seen from the ﬁgure, the numerical
solution matches the steady-state solution at large propagation
distances (s > 70 Mpc).
Figure 9 compares the steady-state, numerical, and nondispersive solutions for the propagation distances s = 10 and
120 Mpc. At s = 120 Mpc, the numerical solution is seen to
approach the steady-state one. A notable difference between the
steady-state (Equation (25)) and nondispersive (Equation (28))
cases is also seen. This difference is due to energy-loss
dispersion effects. Figures 8 and 9 suggest that two factors
contribute to the protons’ energy spectrum: nondispersive and
dispersive effects. Fedorov et al. (2016) suggest that dispersive
and nondispersive effects, for spatial evolution, appear to affect
the protonʼs spectrum. We will address the same for energy in a
future work.
As gleaned from Figure 8, each propagation distance shows
a characteristically different proton energy spectrum. Each
energy spectrum has a maximum at a different energy.
Figure 10 shows the effect of propagation distance on the
protons’ energy spectrum peak position. This estimate of the
peak position versus distance can be used to constrain the
observed proton source distances.

where f˜s (x ) is the steady-state proton energy spectrum.
Equation (22) can be written as a continuity equation
d
[ j (x )] = 0,
dx

(27)

(26)

min

In addition to the steady-state solution, we use Equation (17)
to study the spatial evolution of the proton energy spectrum
6
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energy a proton may lose in each collision (interaction). This
can be seen in Figure 7 for protonʼs energy between 8 × 1020
and 5 × 1021 eV where in this window, the probability sharply
changes and follows a sigmoidal function. We estimate this
broadness to span 1.5 orders of magnitude.
The Fokker–Planck potential is also used to help distinguish
between protons and heavy ions based on the detected charged
particle energy by assigning a characteristic probability to
protons to clear the potential as a function of energy. The
probability-energy curve suggests that the observed particles
around the typically assumed narrow GZK cutoff energy
(5×1019 eV) are mainly heavy ions, in agreement with Aab
et al. (2014, 2016). Also, according to this curve, particles with
energies larger than 8 × 1020 eV and less than 3 × 1021 eV
might be a combination of protons and heavy ions. Finally,
particles with energies exceeding 3 × 1021 eV are mainly
protons.
A detailed modeling of the heavy ion propagation using the
potential method can help distinguish, using current observations, between protons and heavy ions, as well as constrain
their source distances. This will be addressed in Paper II of this
series.

Figure 9. The steady-state potential solution (red), dispersion protons’
spectrum (blue, orange), and the nondispersive spectrum (green, purple) for
10 and 120 Mpc source distances.
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Appendix
In this appendix we outline the derivation of Equations (13)
and (14). We start from the Fokker–Planck equation
(Equation (7)) and the transformation of the independent
variables ξ = ξ(ò) in Equation (11). Applying the chain rule on
the ﬁrst-order partial derivatives yields,
dx ¶
¶
¶
.
=
= x
d ¶x
¶
¶x

Figure 10. The propagation distance as a function of the protons’ energy
spectrum peak positions.

(A1)

The Fokker–Planck equation can be written as,
¶f ( , s)
¶ ⎡
¶
=
- 1( ) f ( , s) +
( 2 ( ) f ( , s)) ⎤ ,
¶s
¶ ⎣
¶
⎦

4. Conclusion
Using the Fokker–Planck potential approach, we studied the
effect of energy-loss dispersion on the propagation of UHECR
protonʼs energy spectrum. We use laboratory measurements to
evaluate the systematic and dispersive energy losses (Fokker–
Planck coefﬁcients) due to the protonʼs interaction with the
CMB photons. Additionally, we used these coefﬁcients to
transform the kinetic transport problem into a diffusion-over-abarrier problem. The barrier is represented by a potential. In
this formalism, the potential includes both systematic and
dispersive energy losses in a compact insightful form.
Our results suggest that the diffusive energy losses have a
signiﬁcant effect on the protonʼs propagation; its horizon
distance and the energy spectrum. Estimation of the protons’
mean horizon distance using the Fokker–Planck potential
shows that this distance may only extend up to 75–88 Mpc.
This estimated range according to our model is somewhat
lower than what has been previously thought and is a result of
dispersion in energy loss.
Additionally, our model suggests that the GZK cutoff is
broad and should be treated as a window or interval rather than
a singly deﬁned value. This is due to the dispersive feature of
the energy losses, which results in randomizing the amount of

(A2)

Additionally, from Equation (11):
x =

 ¢2
.
 2 ( )

(A3)

The proton energy density function in the transformed energy
f˜ (x , s ) is related to f (ò, s) via:
dx
f ( , s) = f˜ (x , s)
= f˜ (x , s) x
d

(A4)

Substituting Equations (A1) and (A4) into Equation (A2), we
get:
x
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¶f˜ (x , s)
¶
⎡ - 1( ) f˜ (x , s) x
= x
¶s
¶x ⎣
¶
+
( 2 ( ) f ( , s)) ⎤ ,
¶
⎦

(A5)
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x

¶f˜ (x , s)
¶
= x
[ - 1( ) f˜ (x , s) x
¶x
¶s
+ ( 2,  ( ) f ( , s) +  2 ( ) f ( , s))] ,

¶f˜ (x , s)
¶ ⎡
=
- 1 f˜ (x , s) x +  2 (x )2 f˜ (x , s)x
¶s
¶x ⎢
⎣
 2,  ⎞ ⎤
x .
+  2 f˜ (x , s) ⎛x +
2 ⎠ ⎥
⎝
⎦
⎜

⎟
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(A6)

(A7)

Because ¢2 = x2 2 ( ) = constant , Equation (A7) gives:
¶f˜ (x , s)
¶
= - ⎡ 1 f˜ (x , s) x -  2 f˜ (x , s)
¶s
¶x ⎢
⎣

¶2
2,

x ⎞ ⎤ +
[ 2 (x )2 f˜ (x , s)] ,
´ ⎛x +
2
x
2 ⎠ ⎥
¶
⎝
⎦
⎜

⎟

(A8)

where ξò is given by Equation (A3). Now we deﬁne the
transformed drift 1¢ [x ( )] and diffusion ¢2 coefﬁcients,
¢2,  ⎞
1¢ [x ( )] = 1 -  2 ⎛x +
x
¢2 ⎠
⎝
⎜

1/2

 2¢ ⎞
= ⎛⎜
⎟
⎝  2 ( ) ⎠

⎟

⎛1( ) - 1 d  2 ( ) ⎞ ,
2 d ⎠
⎝

(A9)

and
 2¢ = x2  2 ( ) = constant.

Equation (A8) becomes
¶f˜ (x , s)
¶
¶2
= - [1¢ f˜ (x , s)] +  2¢ 2 [ f˜ (x , s)].
¶s
¶x
¶x

(A10)

(A11)
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