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Abstract. The Lasso is a computationally efficient regression regulariza-
tion procedure that can produce sparse estimators when the number of
predictors (p) is large. Oracle inequalities provide probability loss bounds
for the Lasso estimator at a deterministic choice of the regularization pa-
rameter. These bounds tend to zero if p is appropriately controlled, and
are thus commonly cited as theoretical justification for the Lasso and its
ability to handle high-dimensional settings. Unfortunately, in practice the
regularization parameter is not selected to be a deterministic quantity, but
is instead chosen using a random, data-dependent procedure. To address
this shortcoming of previous theoretical work, we study the loss of the
Lasso estimator when tuned optimally for prediction. Assuming orthonor-
mal predictors and a sparse true model, we prove that the probability that
the best possible predictive performance of the Lasso deteriorates as p in-
creases is positive and can be arbitrarily close to one given a sufficiently
high signal to noise ratio and sufficiently large p. We further demonstrate
empirically that the amount of deterioration in performance can be far
worse than the oracle inequalities suggest and provide a real data example
where deterioration is observed.
Key words and phrases: Least Absolute Shrinkage and Selection Operator
(Lasso), Oracle Inequalities, High-Dimensional Data.
1. INTRODUCTION
Regularization methods perform model selection subject to the choice of a
regularization parameter, and are commonly used when the number of predic-
tor variables is too large to consider all subsets. In regularized regression, these
methods operate by minimizing the penalized least squares function
(1.1)
1
2
||y −Xβ||2 + λPen(β)
where y is a n×1 response vector, X is a n×p deterministic matrix of predictor
variables, β is a p × 1 vector of coefficients, and Pen(·) is a penalty function.
A common choice for the penalty function is the l1 norm of the coefficients.
This penalty function was proposed by Tibshirani (1996) and termed the Lasso
(Least absolute shrinkage and selection operator). The solution to the Lasso is
(e-mail: cflynn@stern.nyu.edu).
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sparse in that it automatically sets some of the estimated coefficients equal to
zero, and the entire regularization path can be found using the computationally
efficient Lars algorithm (Efron et al., 2004). Given its computational advantages,
understanding the theoretical properties of the Lasso is an important area of
research.
This paper focuses on the predictive performance of the Lasso and the impact
of regularization. To that end, we evaluate the Lasso-estimated models using the
l2-loss function. We assume that the true data generating process is
(1.2) y = µ+ ε
where µ is a n × 1 unknown mean vector and ε is a n × 1 random noise vector.
Then the l2-loss is defined as
(1.3) Lp(λ) =
||µ− µˆλ||2
n
=
||µ−Xβˆλ||2
n
where βˆλ is the Lasso estimated vector of coefficients for a specific choice of the
regularization parameter λ ∈ [0,∞) and || · ||2 is the squared Euclidean norm.
Here we subscript the loss by p to emphasize that the loss at a particular value
of λ depends on the number of predictor variables. If the true model is included
among the candidate models, then µ = Xβ0 for some unknown true coefficient
vector β0 and the l2-loss function takes the form
Lp(λ) =
||X(β0 − βˆλ)||2
n
.
To be consistent with most modern applications, we allow β0 to be sparse and
assume that it has p0 ≤ p non-zero entries.
Probability loss bounds exist for the Lasso in this setting (e.g., Candes and
Plan, 2009, Bickel, Ritov and Tsybakov, 2010, and Buhlmann and van de Geer,
2011). Roughly, for a particular deterministic choice, λ0, of λ, these probability
bounds are of the form
(1.4) Lp(λ
0) ≤ kσ2 log(p)p0
n
(p. 102, Buhlmann and van de Geer, 2011). Here σ2 is the true error variance,
and k is a constant that does not depend on n or p. These bounds are com-
monly termed “oracle inequalities” since, apart from the log(p) term and the
constant, they equal the loss expected if an oracle told us the true set of predic-
tors and we fit least squares. In light of this connection, it is commonly noted
in the literature that the “log(p)-factor is the price to pay by not knowing the
active set” (Buhlmann, 2013) and “it is also known that one cannot, in general,
hope for a better result” (Candes and Plan, 2009). Under certain assumptions
and an appropriate control of the number of predictor variables, these bounds
establish l2-loss consistency in the sense that the l2-loss will tend to zero asymp-
totically. Similar upper bounds exist for the expected value of the loss (Bunea,
Tsybakov and Wegkamp, 2007a) as well as lower bounds when X is non-singular
(Chatterjee, 2014). Bunea, Tsybakov and Wegkamp (2006) and Bunea, Tsybakov
and Wegkamp (2007b) further established bounds on the loss for random designs
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and Thrampoulidis, Panahi and Hassibi (2015) studied the asymptotic behavior
of the normalized squared error of the Lasso when p → ∞ and σ → 0 under
the assumption of a Gaussian design matrix. In related work on the predictive
performance, Greenshtein and Ritov (2004) and Greenshtein (2006) also studied
the “persistence” of the Lasso estimator and showed that the difference between
the expected prediction error of the Lasso estimator at a particular deterministic
value of λ and the optimal estimator converges to zero in probability. Thus, the
“Lasso achieves a squared error that is not far from what could be achieved if
the true sparsity pattern were known” (Vidaurre, Biezla and Larranaga, 2013).
Unfortunately, there is a disconnect between these theoretical results and the
way that the Lasso is implemented in practice. In practice λ is not taken to
be a deterministic value, but rather it is selected using an information crite-
rion such as Akaike’s information criterion (AIC; Akaike, 1973), the corrected
AIC (AICc; Hurvich and Tsai, 1989), the Bayesian information criterion (BIC;
Schwarz, 1978), or Generalized cross-validation (GCV ; Craven and Wahba, 1978)
or by using (k-fold) cross-validation (CV ) (see, e.g., Fan and Li, 2001, Leng, Lin
and Wahba, 2006, Zou, Hastie and Tibshirani, 2007, Feng and Yu, 2013, Flynn,
Hurvich and Simonoff, 2013, and Homrighausen and McDonald, 2014). Since the
existing theoretical results do not apply to a data-dependent choice of λ (Chatter-
jee, 2014), it is not clear how well the oracle inequalities represent the performance
of the Lasso in practice.
This motivates us to study the behavior of the loss at a data-dependent
choice of the regularization parameter. We define the random variable λ∗p =
argminλ Lp(λ) to be the optimal (infeasible) choice of λ that minimizes the loss
function over the regularization path. In what follows, we focus on the loss of the
Lasso evaluated at λ∗p. This selector provides information about the performance
of the method in an absolute sense, and it represents the ultimate goal for any
model selection procedure designed for prediction.
By the definition of the optimal loss, the oracle inequalities in the literature
also apply to Lp(λ
∗
p). It is therefore tempting to use the oracle inequalities in
the literature to describe the behavior of the optimal loss. The work on persis-
tency has also led to conclusions such as “there is ‘asymptotically no harm’ in
introducing many more explanatory variables than observations,” (Greenshtein
and Ritov, 2004) and that “in some ‘asymptotic sense’, when assuming a sparsity
condition, there is no loss in letting [p] be much larger than n” (Greenshtein,
2006). More generally, when working in high-dimensional settings these results
are interpreted to imply that “having too many components does not degrade
forecast accuracy” (Hyndman, Booth and Yasmeen, 2013) and “it will not hurt
to include more variables” (Lin, Foster and Ungar, 2011). However, it is impor-
tant to remember that the existing theoretical results are based on inequalities,
not equalities, so they do not necessarily describe the behavior of the optimal
loss or the cost of working in high-dimensional settings. To our knowledge, this is
the first explicit study of the sensitivity of the best-case predictive performance
to the number of predictor variables.
The remainder of this paper is organized as follows. Section 2 presents some
theoretical results on the behavior of the Lasso based on a data-dependent choice
of λ and proves that the best-case predictive performance can deteriorate as the
number of predictor variables is increased, in the sense that best-case performance
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worsens as superfluous variables are added to the set of predictors. In particular,
under the assumption of a sparse true model and orthonormal predictors, we prove
that the probability of deterioration is non-zero. In the special case where there
is only one true predictor, we further prove that the probability of deterioration
can be arbitrarily close to one for a sufficiently high signal to noise ratio and
sufficiently large p, and that the expected amount of deterioration is infinite.
Section 3 investigates the amount of deterioration empirically and shows that it
can be much worse than one might expect from looking at the loss bounds in
the literature. Section 4 presents an analysis of HIV data using the Lasso and
exemplifies the occurrence of deterioration in practice. Finally, Section 5 presents
some final remarks and areas for future research. The appendix includes some
additional technical and simulation results.
2. THEORETICAL RESULTS
Here we consider a simple framework for which there exists an exact solution
for the Lasso estimator. We assume that
y = Xβ0 + ε
where y is the n × 1 response vector, X is a n × p matrix of deterministic
predictors such that XTX = I (the p× p identity matrix), β0 = (β1, . . . , βp)T is
the p× 1 vector of true unknown coefficients, and ε is a n× 1 noise vector where
εi
iid∼ N(0, σ2). Under the orthonormality assumption, we require p ≤ n.
We define p0 to be the number of non-zero true coefficients, where 1 ≤ p0 ≤ p.
Without loss of generality, we assume that βj 6= 0 for 1 ≤ j ≤ p0 and βj = 0 for
p0 < j ≤ p. We further assume that there is no intercept.
By construction z = XTy is the vector of the least squares-estimated coef-
ficients based on the full model. It follows that the zj ’s are independent for all
1 ≤ j ≤ p, and that
(2.1) zj ∼ N(βj , σ2)
for 1 ≤ j ≤ p0 and
(2.2) zj
iid∼ N(0, σ2)
for p0 < j ≤ p. For a given λ, the Lasso estimated coefficients are
βˆλj = sgn(zj)(|zj | − λ)+
for j = 1, . . . , p (Fan and Li, 2001). We use Lp(λ) to measure the performance
of this estimator. Under our set-up,
(2.3) Lp(λ) =
1
n
p0∑
j=1
(βj − βˆλj)2 + 1
n
p∑
j=p0+1
βˆ2λj .
We wish to study the sensitivity of the Lasso to the number of predictor vari-
ables and to investigate the occurrence of deterioration in practice. Recall that
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deterioration is defined to be the worsening of best-case performance as superflu-
ous variables are added to the set of predictors. Thus, deterioration occurs when
the optimal loss ratio
Lp(λ
∗
p)
Lp0(λ
∗
p0)
> 1
for p > p0.
In what follows, we establish that the best case predictive performance of
the Lasso deteriorates as p increases with non-zero probability. For ease of pre-
sentation, the proofs for the technical results in this section are presented in
Appendix A.
Theorem 2.1. For all 1 ≤ p0 < p ≤ n,
(2.4) Pr
(
Lp(λ
∗
p)
Lp0(λ
∗
p0)
> 1
)
> 0.
To prove Theorem 2.1 we make use of the following lemma, which establishes
the conditions under which deterioration occurs.
Lemma 2.1. For all 1 ≤ p0 < p ≤ n,
Lp(λ
∗
p)
Lp0(λ
∗
p0)
> 1
if and only if
λ∗p0 ≤ max1≤j≤p0 |zj |
and
λ∗p0 ≤ maxp0<j≤p |zj |.
To understand the results of Lemma 2.1, first note that for all p > 0, Lp(λ
∗
p) ≤
1
n
∑p0
j=1 β
2
j , because there always exists a λ such that all of the estimated coeffi-
cients are shrunk to zero. Thus, no deterioration occurs in the extreme case where
λ∗p0 is equal to such a value. In particular, this occurs if λ
∗
p0 ≥ max1≤j≤p0 |zj |.
Outside of this case, the optimal loss will deteriorate if we cannot set the esti-
mated coefficients for the extraneous predictors equal to zero without imposing
more shrinkage on the estimated coefficients for the true predictors. This occurs
if λ∗p0 > maxp0<j≤p |zj |.
As Lemma 2.1 implies, it is possible to establish stronger results about the
probability of deterioration when the behavior of λ∗p0 is known. In the remainder
of this section we establish theoretical results in the case where p0 = 1, and in
Appendix B we provide results in the case where p0 = 2. In both cases, our results
demonstrate that deterioration occurs with probability arbitrarily close to one for
an appropriately high signal to noise ratio and large p.
In the special case where p0 = 1, it is further possible to derive a simple exact
expression for the probability of deterioration.
Theorem 2.2. For p0 = 1 and for all 1 < p ≤ n,
(2.5) Pr
(
Lp(λ
∗
p)
Lp0(λ
∗
p0)
> 1
)
= Φ
( |β1|
σ
)
− 1
2p
,
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where Φ(·) is the cumulative distribution function of a standard normal random
variable.
In Appendix A, when p0 = 1, we establish that nLp(λ
∗
p) = β
2
1 for all p > 0 if
the sign of z1 is incorrect. This means that no deterioration occurs in this case.
With this result in place, the two terms on the right-hand side of equation (2.5)
can be explained intuitively. The first term reflects the increasing likelihood that
the sign of z1 is correct as the signal-to-noise ratio increases, and the second term
reflects the decreasing probability of no deterioration in this case as p increases.
This result establishes that deterioration occurs with probability arbitrarily close
to one for an appropriately high signal to noise ratio and large p when p0 = 1,
and the following theorem establishes that the expected amount of deterioration
is infinite.
Theorem 2.3. For p0 = 1 and for all 1 < p ≤ n,
E
(
Lp(λ
∗
p)
Lp0(λ
∗
p0)
)
=∞.
The result of Theorem 2.3 follows from the fact that the case where Lp0(λ
∗
p0) =
0 and Lp(λ
∗
p) > 0 occurs with non-zero probability when p0 = 1. We further
investigate the amount of deterioration in the more general p0-sparse case using
simulations in Section 3.
As an alternative to loss, performance could also be measured based on Mean
Squared Error (MSE). Under the assumption of a deterministic design matrix,
MSEp(λ) = E
∗
( ||y∗ − µˆλ||2
n
)
=
||µ− µˆλ||2
n
+
σ2
n
= Lp(λ) +
σ2
n
,
where y∗ is from an independent test set and the expectation E∗ is taken with
respect to this independent test set. Thus, Theorems 2.1-2.2 also apply to MSE.
Since MSE also includes the error variance, the relative deterioration of MSE
is expected to be less than that of loss when using the one correct predictor.
We discuss this further in our real data application in Section 4 where we study
deterioration in average squared prediction error.
Example. To demonstrate the implications of Theorem 2.2, consider an
ANOVA model based on an orthonormal regression matrix. Specifically, assume
that we have p binary predictor variables, each of which is coded using effects cod-
ing, and a balanced design with an equal number of observations falling into each
of the 2p combinations. If we scale these predictors to have unit variance, then
an ANOVA model on only the main effects is equivalent to a regression on these
predictors. Similarly, if we consider all pairwise products and then standardize, a
regression including them as well as the main effects is equivalent to an ANOVA
with all two-way interactions. We can continue to add higher-order interactions
in a similar manner, where a model with all k-way interactions includes
∑k
i=1
(
p
i
)
predictors.
Assume that only the main effect of the first predictor has a nonzero effect,
β1 = 3, and that σ = 1. Then applying the result of Theorem 2.2, Table 1 shows
that the probability of deterioration can be close to one for even a moderate
number of predictor variables.
THE SENSITIVITY OF THE LASSO 7
Table 1
The probability of deterioration when only the main effect of the first predictor has a nonzero
effect, β1 = 3, σ = 1, and higher order interactions are included.
Probability of Deterioration
Model p = 2 p = 4 p = 6 p = 8 p = 10
Main Effects 0.7487 0.8737 0.9154 0.9362 0.9487
Two-Way Interactions 0.8362 0.9487 0.9749 0.9848 0.9896
Three-Way Interactions − 0.9602 0.9865 0.9933 0.9958
Four-Way Interactions − 0.9630 0.9898 0.9956 0.9974
3. EMPIRICAL STUDY
This section empirically investigates the cost of not knowing the true set of pre-
dictors when working with high-dimensional data. We assume that y is generated
by the model in (1.2). The Lasso regressions are fit using the R glmnet package
(Friedman, Hastie and Tibshirani, 2010). We use the default package settings and
include an intercept in the model. We consider two simulation set-ups. The first
studies the performance of the Lasso when the columns of X are trigonometric
predictors. Since these predictors are orthogonal, this setting requires p < n. To
allow for situations with p > n, we also study the case where the columns of X
are independent standard normals.
The main goal of our simulations is to understand the behavior of the infeasible
optimal loss for the Lasso as p and n vary. To measure the deterioration in optimal
loss we consider the optimal loss ratio
(3.1)
Lp(λ
∗
p)
Lp0(λ
∗
p0)
,
which compares the minimum loss based on p predictors to the minimum loss
based on the true set of p0 predictors. These p0 predictors have nonzero coeffi-
cients. All other coefficients are zero. Here p0 < p and the p0 true predictors are
always a subset of the p predictors. We focus on cases where p is large or grows
with n in order to be consistent with high-dimensional frameworks.
By the definition of λ∗p, the oracle inequalities in the literature also apply to
Lp(λ
∗
p). In what follows, we compare the empirical performance of the optimal
loss (computed over the default grid of λ values) to two established bounds. First,
by applying Corollary 6.2 in Buhlmann and van de Geer (2011),
(3.2) Lp(λ
∗
p) ≤ 64σ2p0
t2 + 2 log(p)
nψ20
with probability greater than 1 − 2e−t2/2 for any constant t > 0, where ψ0 is a
constant that satisfies a compatibility condition. This condition places a restric-
tion on the minimum eigenvalue of XTX/n for a restricted set of coefficients
and it’s sufficient to take ψ0 = 1 for an orthogonal design matrix. Second, by
Theorem 6.2 in Bickel, Ritov and Tsybakov (2010),
(3.3) Lp(λ
∗
p) ≤ 16A2σ2p0
log(p)
nκ2
with probability at least 1−p1−A2/8 for any constant A > 0, where κ is a constant
tied to a restricted eigenvalue assumption. For orthogonal predictors, κ = 1. In the
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simulations, t and A are both set so that the bounds hold with at least 95 percent
probability. Since these bounds also depend on p, we study if the deterioration in
optimal loss is adequately predicted by these bounds by comparing the observed
optimal loss ratio to the loss bound ratio. Here we define the loss bound ratio to
be the ratio that compares each bound based on p predictors to the corresponding
bound based on p0 predictors. The results based on (3.2) and (3.3) are similar in
the simulation examples in Sections 3.1 and 3.2, so only the results for (3.2) are
reported.
In addition to the infeasible optimal loss, we also consider the performance
of the Lasso when tuned using 10-fold CV. For each simulation, we denote the
CV-selected λ by λCVp with corresponding loss Lp(λ
CV
p ). The CV loss ratio is
then computed as
Lp(λ
CV
p )
Lp0(λ
CV
p0 )
.
Although the bounds in equations (3.2) and (3.3) are not guaranteed to hold
for λCVp , we compare the observed CV loss ratios to the loss bound ratios to
determine how well they predict the Lasso’s performance in practice.
3.1 Orthogonal Predictors
Define the true model to be
(3.4) yi = 6xi,1 + 5xi,2 + 4xi,3 + 3xi,4 + 2xi,5 + xi,6 + εi
for i = 1, . . . , n, where εi
iid∼ N(0, σ2). We compare σ2 = 4 and σ2 = 400 in order
to study the impact of varying the signal-to-noise ratio (SNR). We refer to these
cases as “High SNR” and “Low SNR”, respectively.
The columns of X are trigonometric predictors defined by
xi,2j−1 = sin
(
2pij
n
(i− 1)
)
and
xi,2j = cos
(
2pij
n
(i− 1)
)
for j = 1, . . . , p/2 and i = 1, . . . , n. The columns of X are orthogonal under this
design and the true model is always included among the candidate models.
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Fig 1. Optimal loss percentiles over 1000 realizations as a function of p for n = 100 and p0 = 6.
The number of predictor variables p is varied from 6 to 100. The “High SNR” and “Low SNR”
settings correspond to σ2 = 4 and σ2 = 400, respectively.
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Fig 2. Percentiles of the optimal loss ratios over 1000 realizations as a function of log(p) for
n = 100 and p0 = 6. The number of predictor variables p is varied from 6 to 100. The “High
SNR” and “Low SNR” settings correspond to σ2 = 4 and σ2 = 400, respectively.
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We first compute the optimal loss, Lp(λ
∗
p), for varying values of p over 1000
realizations. Figure 1 plots the percentiles of the optimal losses as a function of p.
In both the high and low SNR settings there are signs of deterioration in optimal
performance as the number of predictor variables increases, as evidenced by the
positive slopes of the percentiles as p increases. To compare this deterioration to
the bounds, Figure 2 plots the percentiles of the optimal loss ratios over 1000
realizations and the ratio suggested by the loss bound for varying values of p.
In both plots, the loss ratios implied by assuming that the bound equals the
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optimal loss typically under-estimate the observed optimal loss ratio. Comparing
the two plots, the deterioration is worse in the high SNR case. This is consistent
with our theoretical results, which established that we are more likely to observe
deterioration when the SNR is high. When the SNR is low, it is more likely that
the optimal loss will equal the loss for λ = λmaxp , where λ
max
p is equal to the value
of λ that sets all of the p estimated coefficients equal to zero. When this is the
case, no further deterioration can occur when adding more superfluous variables.
Clearly the amount of deterioration is typically far worse than is suggested
by the bounds for both choices of the SNR. For example, looking at the median
optimal loss ratio, if we include n = 100 predictors in the high SNR case, then
the loss bounds suggest we should be about 50 percent worse off than if we knew
the true set of predictors, but in actuality we are typically more than 300 percent
worse off. This discrepancy is a consequence of the fact that the bounds are
inequalities rather than equalities.
To emphasize the danger of over-interpreting the bounds, Figure 3 plots the
ratio of the bounds to the optimal loss percentiles for varying values of p. These
plots suggest that the bounds are overly conservative when compared to the
optimal loss and the degree of conservatism depends on both p and the SNR.
Thus, although the bounds apply, the slope of the optimal loss as a function of p
is different than the slope suggested by the bound. As a result of this behavior,
the amount of deterioration in optimal loss can be much worse than the bounds
suggest. To provide further insight, Figure 4 plots the average ratio of λ0 to λ∗p
plotted on a log-scale (recall that λ0 is the deterministic choice of λ used in the
oracle inequality (1.4)). These plots indicate that λ∗p is typically much smaller
than λ0.
Fig 3. Ratio of the loss bounds to the observed optimal loss percentiles over 1000 realizations as
a function of p for n = 100. The “High SNR” and “Low SNR” settings correspond to σ2 = 4
and σ2 = 400, respectively.
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Fig 4. Average ratio of λ0 to the observed selected λ∗p over 1000 realizations as a function of
p for n = 100 plotted on a log-scale. The “High SNR” and “Low SNR” settings correspond to
σ2 = 4 and σ2 = 400, respectively.
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The optimal selector provides the best-case performance of the Lasso, but it
is infeasible in practice. This motivates us to also study the performance of the
Lasso when λ is selected in a feasible manner using 10-fold CV. Figure 5 compares
the CV loss ratios to the bound ratios for varying values of p in the high and
low SNR settings. Similar to the optimal loss, we observe deterioration in the CV
loss as p increases that is typically worse than the deterioration suggested by the
bounds in both SNR settings.
Fig 5. Percentiles of the CV loss ratios over 1000 realizations as a function of log(p) for n = 100
and p0 = 6. The number of predictor variables p is varied from 6 to 100. The “High SNR” and
“Low SNR” settings correspond to σ2 = 4 and σ2 = 400, respectively.
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The results presented thus far suggest that the performance of the Lasso dete-
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riorates for fixed n as p varies. In order to investigate its behavior when n varies,
we compare p1 = 2 log(n) against p2 = n and define the optimal loss ratio to be
Lp2(λ
∗
p2)
Lp1(λ
∗
p1)
.
Under this set-up, p increases as n increases, which is consistent with the standard
settings in high-dimensional data analysis. Figure 6 compares the percentiles of
the optimal loss ratios over 1000 realizations to the optimal loss ratio suggested
by the bounds. These plots suggest that the deterioration persists as n increases,
and that the bounds under-predict the observed deterioration. Since the slopes
with respect to n are higher than the bounds imply, this further suggests that
the deterioration gets worse for larger samples.
Fig 6. Percentiles of the optimal loss ratios for p2 = n predictors compared to p1 = 2 log(n)
predictors over 1000 realizations as a function of n. The “High SNR” and “Low SNR” settings
correspond to σ2 = 4 and σ2 = 400, respectively.
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3.2 Independent Predictors
Here we again assume that y is generated from the model given by (3.4) except
in this section the columns of X are independent standard normal random vari-
ables. This allows us to consider situations where p > n. This matrix is simulated
once and used for all realizations. We consider both a high and low SNR setting
by taking σ2 = 9 and σ2 = 625, respectively.
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Fig 7. Percentiles of the optimal and CV loss ratios over 1000 realizations as a function of
log(p) for n = 100 and p0 = 6. The number of predictor variables p is varied from 6 to 1000,
and the vertical line indicates the point where p = n. The “High SNR” and “Low SNR” settings
correspond to σ2 = 9 and σ2 = 625, respectively.
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(d) Low SNR, 10-fold CV
Figure 7 compares the percentiles of the optimal and CV loss ratios over 1000
realizations to the optimal loss ratio suggested by the bound (3.2). We vary p
from six to 1000, and denote the point where p = n by the vertical line. In all four
plots, the loss ratios predicted by the bound typically under-estimate the observed
optimal and CV loss ratios. As in the orthogonal design case, these plots show
that the bound does not adequately measure the deterioration in performance,
and that the optimal and practical performance of the Lasso are sensitive to
the number of predictor variables. These plots further indicate that deterioration
occurs when p > n, though the deterioration pattern is less well-behaved.
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Table 2
The number of samples and mutation sites in each of the six HIV-1 drug datasets.
Drug
3TC ABC AZT D4T DDI TDF
n 1057 1005 1067 1073 1073 784
p 217 211 218 218 218 216
4. REAL DATA ANALYSIS
In numerous applications it is desirable to model higher-order interactions;
however, the inclusion of such interactions can greatly increase the computational
burden of a regression analysis. The Lasso provides a computationally feasible
solution to this problem.
As an example of this, Bien, Taylor and Tibshirani (2013) used the Lasso to
investigate the inclusion of all pairwise interactions in the analysis of six HIV-1
drug datasets. The goal of this analysis was to understand the impact of mutation
sites on antiretroviral drug resistance. These datasets were originally studied
by Rhee et al. (2006) and include a measure of (log) susceptibility for different
combinations of mutation sites for each of six nucleoside reverse transcriptase
inhibitors. The number of samples (n) and the number of mutation sites (p) for
each dataset are listed in Table 2.
In their analysis, Bien, Taylor and Tibshirani (2013) compared the performance
of the Lasso with only main effects included in the set of predictors (MEL) to
its performance with main effects and all pairwise interactions included (APL).
Although not the focus of their analysis, we show here that this application
demonstrates the sensitivity of the procedure to the number of predictor variables,
which can result in deteriorating performance in the absence of strong interaction
effects.
Since the true data-generating mechanism is unknown, we cannot compute the
optimal loss ratios for this example. As an alternative, to measure deterioration
we randomly split the data into a training- and test-set. We then fit the Lasso
using the training-set and evaluate the predictive performance on the test-set by
computing the average predictive square error (APSE), which is defined as the
average squared error between the values of the dependent variable on the test set
and the values predicted by the model fit to the training set. We then study the
APSE ratio, which compares the optimal APSE for APL to the optimal APSE
for MEL. It is important to note that both the numerator and denominator in
the APSE ratio include additional terms that depend on the noise term, which
are not included in the loss. Thus, the loss in estimation precision can be less
apparent. To exemplify this, Appendix C studies the optimal APSE ratio in the
context of the independent predictors example given in Section 3.2.
Figure 8 plots the ratios of the minimum test-set APSE obtained using the
APL to that obtained using the MEL based on 20 random splits of the data for
each of the six drugs.
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Fig 8. The ratio of the minimum test-set APSE obtained using the APL to that obtained using
the MEL based on 20 random splits of the data for each of the six drugs.
For the ‘3TC’ drug, the inclusion of all pairwise interactions results in a dra-
matic improvement in performance. In particular, there are five interactions that
are included in all twenty of the selected models: ‘p62:p69’,‘p65:p184’, ‘p67:p184’,
‘p184:p215’, and ‘p184:p190’. This suggests that there is a strong interaction ef-
fect in this example, and that the interactions between these molecular targets
are useful for the predicting drug susceptibility.
On the other hand, in four of the five remaining drugs - ‘ABC’, ‘D4T’, ‘DDI’,
and ‘TDF’ - the inclusion of all pairwise interactions results in a significant deteri-
oration in performance. Here significance is determined using a Wilcoxon signed-
rank test performed at a 0.05 significance level. Thus, although the MEL is a
restricted version of the APL, we still observe deterioration in the best-case pre-
dictive performance. This suggests that although the Lasso allows the modeling
of higher-order interactions, their inclusion should be done with care as doing so
can hurt overall performance.
5. DISCUSSION
The Lasso allows the fitting of regression models with a large number of pre-
dictor variables, but the resulting cost can be much higher than the loss bounds
in the literature would suggest. We have proven that when tuned optimally for
prediction the performance of the Lasso deteriorates as the number of predictor
variables increases with probability arbitrarily close to one under the assumptions
of a sparse true model with one true predictor and an orthonormal deterministic
design matrix. Our empirical results suggest that this deterioration persists as
the sample size increases, and carries over to more general contexts.
In classical all-subsets regression, deterioration in the optimal loss does not
occur, because it is always possible to recover the estimated true model while ig-
noring the extraneous predictors. This is not possible with the Lasso, because the
only way to exclude extraneous predictors is to increase the amount of regulariza-
tion imposed on all the estimated coefficients. This property is not unique to the
Lasso, and preliminary results suggest that deterioration also occurs when using
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other regularization procedures. For example, Figure 9 plots the percentiles of the
optimal loss ratios for SCAD (Fan and Li, 2001) under the set-up of Section 3.1
with orthogonal predictors. In both plots there is evidence of deterioration. How-
ever, comparing Figure 9 to Figure 2, the degree of deterioration is typically less
severe for SCAD than for the Lasso, especially in the High SNR setting. This
partly due to the fact that the SCAD penalty imposes less shrinkage on the es-
timated coefficients. In the context of categorical predictors, Flynn, Hurvich and
Simonoff (2016) also found evidence of deterioration when working with the group
Lasso and the ordinal group Lasso. However, since the group Lasso and the ordi-
nal group Lasso both impose more structure on the estimated coefficients, they
reduce the effective degrees of freedom and the resulting observed deterioration
for both methods is typically less severe than the deterioration observed when
using the ordinary Lasso.
Fig 9. Percentiles of the optimal loss ratios for SCAD over 1000 realizations as a function of
p for the orthogonal predictors example with n = 100 and p0 = 6. The “High SNR” and “Low
SNR” settings correspond to σ2 = 4 and σ2 = 400, respectively.
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(b) Low SNR
In light of the deterioration in performance, data analysts should be careful
when using the Lasso and other regularization procedures as variable selection
and estimation tools with high-dimensional data sets. One possible modification
is to use the regularization procedure as a subset selector, but not as an estima-
tion procedure. One implementation of this is the extreme version of the Relaxed
Lasso (Meinshausen, 2007), which fits least squares regressions to the Lasso se-
lected subsets. Returning to the orthogonal predictors example in Section 3.1, we
investigate the performance of this simple two-step procedure. Figure 10 plots
the median optimal loss for the Lasso and the median optimal loss for the two-
stage procedure for varying values of p. In this example, the two-stage procedure
improves performance when the SNR is high, but not when the SNR is low.
However, the improvement in performance in the high SNR case is more than
the worsening of performance in the low SNR case. These preliminary results
suggest that a two-stage procedure that imposes no shrinkage on the estimated
coefficients can help improve performance when the SNR is sufficiently high.
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Fig 10. Median optimal loss for the Lasso and Lasso+OLS over 1000 realizations as a function
of p for the orthogonal predictors example with n = 100 and p0 = 6. The “High SNR” and “Low
SNR” settings correspond to σ2 = 4 and σ2 = 400, respectively.
Another possible solution is to screen the predictor variables before fitting the
Lasso penalized regression. In screening, the typical goal is to reduce from a huge
scale to something that is o(n) (Fan and Lv, 2008). However, our results suggest
that it is not enough to merely reduce the number of predictors, which implies
that how to optimally tune the number of screened predictors is an interesting
model selection problem.
One may also consider alternatives to regularization. For example, Ando and
Li (2014) achieved good performance in high-dimensional regression problems
using a simple model averaging technique. More recently, Bertsimas, King and
Mazumder (2016) developed a Mixed Integer Optimization approach to best sub-
set selection, which they found could outperform the Lasso in numerical experi-
ments. Further investigation into all of these techniques is an interesting area for
future research.
APPENDIX A: TECHNICAL RESULTS
In this appendix we provide the proofs for the theoretical results presented in
Section 2.
First we prove the results for the more general p0-sparse case.
Lemma 2.1. First note that nLp(λ
∗
p) ≤
∑p0
j=1 β
2
j , because for any λ
∗
p ≥ max1≤j≤p |zj |,
nLp(λ
∗
p) =
∑p0
j=1 β
2
j . If λ
∗
p0 ≥ max1≤j≤p0 |zj | then nLp0(λ∗p0) =
∑p0
j=1 β
2
j and the
optimal λ will be one such that all of the estimated coefficients equal zero. No
deterioration will occur in this case.
For the remainder of the proof assume that λ∗p0 ≤ max1≤j≤p0 |zj |. Consider
nLp(λ
∗
p) = nLp0(λ
∗
p) +
p∑
j=p0+1
(zj − λ∗p)2+ ≥ nLp0(λ∗p) ≥ nLp0(λ∗p0).
The optimal loss does not deteriorate when equality holds.
If λ∗p0 ≥ maxp0<j≤p |zj |, then
nLp0(λ
∗
p0) = nLp0(λ
∗
p0) +
p∑
j=p0+1
(zj − λ∗p)2+ = Lp(λ∗p0).
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This implies that nLp(λ
∗
p) = nLp0(λ
∗
p0) and no deterioration occurs.
Alternatively, if λ∗p0 < maxp0<j≤p |zj |, then
Ls(λ
∗
p0) < Lp0(λ
∗
p0) +
p∑
j=p0+1
(zj − λ∗p0)2+ = Lp(λ∗p0) ≤ Lp(λ∗p),
so the optimal loss deteriorates.
It follows that deterioration occurs if and only if λ∗p0 ≤ max1≤j≤p0 |zj | and
λ∗p0 < maxp0<j≤p |zj |.
Theorem 2.1. By Lemma 2.1,
Pr
(
Lp(λ
∗
p)
Lp0(λ
∗
p0)
> 1
)
= Pr(λ∗p0 ≤ max1≤j≤p0 |zj | , λ
∗
p0 ≤ maxp0<j≤p |zj |)
≥ Pr(0 ≤ max
1≤j≤p0
|zj | , 0 ≤ max
p0<j≤p
|zj | , λ∗p0 = 0)
= Pr(λ∗p0 = 0).
Therefore, it is sufficient to show that Pr(λ∗p0 = 0) > 0 to show that the proba-
bility of deterioration is non-zero.
Consider the set
S ≡ {zj , 1 ≤ j ≤ p0 : β1 > z1 > β2 > z2 > . . . > βp0 > zp0 > 0}.
Assume that zj , 1 ≤ j ≤ p0 ∈ S. This implies that
∑k
j=1(βj − zj) > 0 for all
1 ≤ k ≤ p0.
For any λ ∈ [0, zp0),
nLp0(λ) =
p0∑
j=1
(βj − (zj − λ))2,
and
∂nLp0(λ)
∂λ
= 2
p0∑
j=1
(βj − zj) + 2p0λ.
Since the derivative is an increasing function of λ and it is non-negative at λ = 0,
the minimum occurs at λ = 0.
Next, for any 1 < k ≤ p0, consider λ ∈ Ik = (zk, zk−1). Over this interval,
nLp0(λ) =
k−1∑
j=1
(βj − (zj − λ))2 +
p0∑
j=k
β2j ,
and
∂nLp0(λ)
∂λ
= 2
k−1∑
j=1
(βj − zj) + 2(k − 1)λ.
Since the derivative is an increasing function of λ and it is non-negative at
λ = zk, the minimum occurs at λ = zk. However, for any 1 < k ≤ p0,
nLp0(zk) =
k−1∑
j=1
(βj − (zj − zk))2 +
p0∑
j=k
β2j >
p0∑
j=1
(β − zj))2 = nLp0(0).
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Thus, λ∗p0 6∈ Ik for any 1 < k ≤ p0.
Finally, for any λ ∈ [z1,∞),
nLp0(λ) =
p0∑
j=1
β2j >
p0∑
j=1
(βj − zj)2 = nLp0(λ).
It follows that λ∗p0 = 0 on S.
Since the zj ’s, 1 ≤ j ≤ p0 are independent normal random variables, it follows
that
Pr(λ∗p0 = 0) ≥ Pr(S) > 0.
Thus, equation (2.4) is satisfied.
Next, to prove Theorem 2.2, we establish the following four lemmas. First
note that one can always choose λ ≥ max1≤j≤p |zj |, which will shrink all of the
estimated coefficients to zero. Thus, for all p > 0, nLp(λ
∗
p) ≤ β21 . The following
Lemma establishes that equality always occurs if the sign of z1 is incorrect.
Lemma A.1. If sgn(β1) 6= sgn(z1), then nLp(λ∗p) = β21 for all 0 < p ≤ n.
Proof. If sgn(β1) 6= sgn(z1), then for any λ < max1≤j≤p |zj |,
nLp(λ) = (β1 − sgn(z1)(|z1| − λ)+)2 +
p∑
j=2
(|zj | − λ)2+ ≥ β21 +
p∑
j=2
(|zj | − λ)2+ ≥ β21 .
Thus nLp(λ
∗
p) = β
2
1 .
Lemma A.1 establishes that if the sign of z1 is incorrect, Lp(λ
∗
p) = L1(λ
∗
1) for
all p > 1, so no deterioration will occur.
Next we focus our attention on the situation where the sign of z1 is correct.
The following lemma establishes the optimal loss for the Lasso when only the one
true predictor is used.
Lemma A.2. If sgn(β1) = sgn(z1), then
nL1(λ
∗
1) =
{
0 if |β1| ≤ |z1|
(β1 − z1)2 otherwise .
Proof. Without loss of generality assume that β1 > 0, and therefore z1 > 0.
Consider
nL1(λ) = (β1 − (z1 − λ)+)2.
First consider λ ∈ I = [0, z1). Since nL1(λ) is a convex function for λ ∈ I, the
minimum occurs at a place where the derivative is zero or when λ = 0. Taking
the derivative with respect to λ ∈ I,
∂nL1(λ)
∂λ
= 2(β1 − (z1 − λ)).
Since the derivative is an increasing function of λ, a minimum occurs at λ = 0 if
the derivative is non-negative at that point. In other words, a minimum occurs
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at λ = 0 if β1 ≥ z1. Otherwise, a minimum occurs at a point where the derivative
is zero. Thus
argmin
λ∈I
nL1(λ) =
{
z1 − β1 if 0 ≤ β1 < z1
0 if z1 ≤ β1 ,
and
min
λ∈I
nL1(λ) =
{
0 if 0 ≤ β1 < z1
(β1 − z1)2 if z1 ≤ β1 .
Next, for λ ≥ z1, nL(λ) = β21 . Since minλ∈I nL(λ) < β21 for all β1 > 0, it follows
that
nL1(λ
∗
1) =
{
0 if 0 ≤ β1 < z1
(β1 − z1)2 if z1 ≤ β1 .
In this case, when the model includes superfluous predictors, the optimal level
of shrinkage is determined by balancing the increase in loss due to the bias induced
from over-shrinking the true estimated coefficient with the increase in loss due
to under-shrinking the estimated coefficients for the superfluous predictors. The
next two lemmas establish necessary and sufficient conditions on the zj ’s for
deterioration to occur.
Lemma A.3. Assume that sgn(β1) = sgn(z1). If max2≤j≤p |zj | < |z1|, then
Lp(λ
∗
p) = L1(λ
∗
1) if and only if |β1| < |z1| −max2≤j≤p |zj |.
Proof. Without loss of generality assume that β1 > 0, and therefore z1 > 0.
Also assume that |z2| > . . . > |zp|. Consider
nLp(λ) = (β1 − (z1 − λ)+)2 +
p∑
j=2
(|zj | − λ)2+.
First consider λ ∈ I = [0, z1). Since nLp(λ) is a continuous differentiable
function for λ ∈ I, local extrema occur at points where the derivative is zero or
at a boundary point. Taking the derivative with respect to λ,
∂nLp(λ)
∂λ
=

2(β1 − (z1 − λ)) if |z2| ≤ λ < z1
2(β1 − (z1 − λ))− 2
∑k
j=2(|zj | − λ)
if |zk+1| ≤ λ < |zk|,
for k = 2, . . . , p− 1
2(β1 − (z1 − λ))− 2
∑p
j=2(|zj | − λ) if 0 ≤ λ < |zp|
.
Since the derivative is a strictly increasing function of λ, a minimum occurs at
λ = 0 if the derivative is non-negative at that point. Hence a minimum occurs
at λ = 0 if β1 >
∑p
j=1 |zj |. Otherwise a minimum occurs at a point where the
derivative is zero. Define
λ∗I ≡ argmin
λ∈I
nLp(λ).
It follows that
λ∗I =

z1 − β1 if 0 < β1 ≤ z1 − |z2|∑k
j=1 |zj |−β1
k
if
∑k
j=1 |zj | − k|zk| < β1 ≤
∑k
j=1 |zj | − k|zk+1|,
for k = 2, . . . , p− 1∑p
j=1 |zj |−β1
p if
∑p
j=1 |zj | − p|zp| < β1 ≤
∑p
j=1 |zj |
0 if
∑p
j=1 |zj | < β1
.
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Next, for λ ≥ z1, nLp(λ) = β21 . Thus
nLp(λ
∗
p) = min
(
β21 , nLp(λ
∗
I)
)
.
To compare nLp(λ
∗
p) to nL1(λ
∗
1), first note that nL1(λ
∗
1) < β
2
1 . Next, comparing
nLp(λ
∗
I) to nL1(λ
∗
1) it is clear that nL1(λ
∗
1) = nLp(λ
∗
I) = 0 if 0 < β1 ≤ z1 − |z2|.
However, if z1 − |z2| < β1 ≤ z1, then λ∗I < |z2| and
nLp(λ
∗
I) > (|z2| − λ∗p)2 > 0 = nL1(λ∗1).
Similarly, if z1 < β1, then either λ
∗
I > 0 so that
nLp(λ
∗
I) > (β1 − (z1 − λ∗I))2 > (β1 − z1)2 = nL1(λ∗1),
or λ∗I = 0 and
nLp(λ
∗
I) = (β1 − z1)2 +
p∑
j=2
|zj |2 > (β1 − z1)2 = nL1(λ∗1).
Hence, nL1(λ
∗
1) = nLp(λ
∗
p) if and only if 0 < β1 ≤ z1 − |z2|.
Lemma A.4. Assume that sgn(β1) = sgn(z1). If max2≤j≤p |zj | > |z1|, then
Lp(λ
∗
p) > L1(λ
∗
1) for all β1 6= 0.
Proof. Without loss of generality assume that β1 > 0, and therefore z1 > 0.
Also assume that |z2| > . . . > |zp|. Consider
nLp(λ) = (β1 − (z1 − λ))2 +
p∑
j=2
(|zj | − λ)2+.
Define
k˜ = max
2<k≤p
{k : |zk| > z1}.
The derivative of nLp(λ) does not exist at λ = z1. However, by Lemma A.1,
λ = z1 is never globally optimal since
nLp(z1) = β
2
1 +
k˜∑
j=2
(|zj | − z1)2 > β21 .
To determine the optimal values of λ, we consider the intervals I1 = [0, z1),
I2 = (z1, |z2|], and I3 = (|z2|,∞) separately. Define
λ∗Ij = argmin
λ∈Ij
nLp(λ)
for j = 1, 2, 3.
First, for λ ∈ I1, nLp(λ) is a continuous differentiable function and
∂nLp(λ)
∂λ
= 2(β1 − (z1 − λ))− 2
p∑
j=2
(|zj | − λ)+.
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Since the derivative is a strictly increasing function of λ, a minimum occurs at
λ = 0 if the derivative is non-negative at that point. Thus, a minimum occurs at
λ = 0 if β1 >
∑p
j=1 |zj |. Similarly, a local minimum occurs at λ = z1 if
lim
λ→z−1
∂nLp(λ)
∂λ
< 0,
which holds if 0 < β1 ≤
∑k˜
j=1 |zj |− k˜z1. Otherwise, a minimum occurs at a point
where the derivative is zero. It follows that
λ∗I1 =

z1 if 0 < β1 ≤
∑k˜
j=1 |zj | − k˜z1∑k˜
j=1 |zj |−β1
k˜
if
∑k˜
j=1 |zj | − k˜z1 < β1 ≤
∑k˜
j=1 |zj | − k˜|zk˜+1|,∑k
j=1 |zj |−β1
k
if
∑k
j=1 |zj | − k|zk| < β1 ≤
∑k
j=1 |zj | − k|zk+1|,
for k = k˜ + 1, . . . , p− 1∑p
j=1 |zj |−β1
p if
∑p
j=1 |zj | − p|zp| < β1 ≤
∑p
j=1 |zj |
0 if
∑p
j=1 |zj | < β1
.
Next, for λ ∈ I2, nLp(λ) is a continuous differentiable function and
∂nLp(λ)
∂λ
= −2
p∑
j=2
(|zj | − λ)+.
Since the derivative is negative for all λ ∈ I2, a local minimum occurs at λ = |z2|,
thus nLp(λ
∗
I2
) = β21 .
Lastly, for all λ ∈ I3, nLp(λ) = β21 . It follows that
nLp(λ
∗
p) = min
(
β21 , nLp(λ
∗
I1)
)
By a similar argument to that used in the proof of Lemma A.3, it follows that
nLp(λ
∗
p) > nL1(λ
∗
1).
It follows that deterioration occurs unless it is possible to shrink z1 optimally
while at the same time shrinking all of the estimated coefficients for the super-
fluous predictors to zero. In particular, by Lemmas A.3 and A.4, when the sign
of z1 is correct, Lp(λ
∗
p) > L1(λ
∗
1) unless |β1| < |z1| −max2≤j≤p |zj |.
Theorem 2.2. By Lemma A.1,
Pr
(
nLp(λ
∗
p) > nL1(λ
∗
1)
)
= Pr
(
nLp(λ
∗
p) > nL1(λ
∗
1)
∣∣ sgn(z1) = sgn(β1))Pr ( sgn(z1) = sgn(β1)).
Without loss of generality, assume that β1 > 0. By Lemmas A.3-A.4, this is equal
to(
1− Pr (nLp(λ∗p) = nL1(λ∗1)∣∣z1 > 0))Pr (z1 > 0)
=
(
1− Pr (β1 < z1 − max
2≤j≤p
|zj |
∣∣z1 > 0))Pr (z1 > 0).
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We can evaluate these probabilities explicitly. First consider
(A.1) Pr(z1 > 0) = Φ
(
β1
σ
)
.
Next,
Pr
(
β1 < z1 − max
2≤j≤p
|zj |
∣∣z1 > 0) = Pr ({β1 < z1 −max2≤j≤p |zj |} ∩ {z1 > 0})
Pr
(
z1 > 0
)
=
Pr
(
β1 < z1 −max2≤j≤p |zj |
)
Pr
(
z1 > 0
) ,
where the second equality follows from the fact that β1 > 0 implies that z1 > 0.
By (2.1) and (2.2),
Pr
(
β1 < z1 − max
2≤j≤p
|zj |
)
= Pr
( ∩pj=2 {β1 < z1 − |zj |})
=
∫ z1=∞
z1=β1
[∫ z2=z1−β1
z2=−(z1−β1)
f2(z2)dz2
]p−1
f1(z1)dz1
=
∫ ∞
β1
[
2Φ
(
z1 − β1
σ
)
− 1
]p−1
f1(z1)dz1
=
1
σ
∫ ∞
β1
[
2Φ
(
z1 − β1
σ
)
− 1
]p−1
φ
(
z1 − β1
σ
)
dz1,
where f1(·) and f2(·) are the probability distribution functions (pdf) of z1 and z2,
respectively, and φ(·) is the pdf of the standard normal distribution. Substituting
w = 2Φ
(
z1 − β1
σ
)
− 1,
Pr
(
β1 < z1 − max
2≤j≤p
|zj |
)
=
1
2
∫ 1
0
wp−1dw =
1
2p
.
Thus
(A.2) Pr
(
β1 < z1 − max
2≤j≤p
|zj |
∣∣z1 > 0) = 12p
Φ
(
β1
σ
) .
From (A.1) and (A.2), it follows that
Pr(Lp(λ
∗
p) > L1(λ
∗
1)) = Φ
(
β1
σ
)
− 1
2p
.
Lastly, we provide the proof for Theorem 2.3]
Theorem 2.3. Without loss of generality, assume that β1 > 0. Define
A := {z1, z2 : z2 > z1 > β1}.
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Note that Pr
(
(z1, z2) ∈ A
)
> 0. By Lemmas A.2 and A.4, for (z1, z2) ∈ A,
L1(λ
∗
1) = 0 and Lp(λ
∗
p) > L1(λ
∗
1). Thus,
Lp(λ
∗
p)
L1(λ∗1)
=∞
It follows that
E
(
Lp(λ
∗
p)
L1(λ∗1)
)
=
∫ zp=∞
zp=−∞
· · ·
∫ z1=∞
z1=−∞
Lp(λ
∗
p)
L1(λ∗1)
df1(z1) · · · dfp(zp)
≥
∫ zp=∞
zp=−∞
· · ·
∫∫
(z1,z2)∈A
Lp(λ
∗
p)
L1(λ∗1)
df1(z1) · · · dfp(zp)
=∞.
APPENDIX B: DETERIORATION WITH TWO TRUE PREDICTORS
In this appendix we assume the same set-up as Section 2, where we assume
that p0 = 2. Without loss of generality we assume that β1 > β2 > 0.
To compute the probability of deterioration, we first study the behavior of λ∗2.
Case 1: z1, z2 > 0
For any λ ≥ 0
nLs(λ) =
2∑
j=1
(βj − (zj − λ)+)2.
To simplify notation, define
z(2) = max(z1, z2)
and
z(1) = min(z1, z2),
and let β(1) and β(2) be the corresponding values of β, respectively.
We first compute the optimal value of λ over a series of disjoint intervals:
I1 = [0, z
(1)), I2 = (z
(1), z(2)) and I3 = [z
(2),∞). Here we have excluded λ =
z(1), but this point is never optimal. Using similar techniques as those used in
Lemmas A.2-A.4, it follows that
argmin
λ∈I1
nL2(λ) =

z(1) if 0 ≤ β1 + β2 ≤ z2 − z1∑2
j=1(z
(j) − β(j))/2 if z(2) − z(1) < β(1) + β(2) ≤ z(2) + z(1)
0 if z(2) + z(1) < β(1) + β(2)
,
argmin
λ∈I2
nL2(λ) =
{
z(2) − β(2) if 0 ≤ β(2) ≤ z(2) − z(1)
z(1) if z(2) − z(1) < β(2) ,
and for all λ ∈ I3
nL2(λ) = β
(2)
1 + β
(2)
2 ,
which is the worst-case loss. By comparing the optimal loss for each interval, it
can be shown that the global optimal choice for λ is
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λ∗2 =

z(2) − β(2) if 0 ≤ β(1) + β(2) ≤ z(2) − z(1)∑2
j=1(z
(j) − β(j))/2 if z(2) − z(1) < β(1) + β(2) ≤ z(2) + z(1)
0 if z(2) + z(1) < β(1) + β(2)
.
Case 2: z1, z2 < 0
In this case the signs of the estimated coefficients are incorrect. Thus, for any
0 ≤ λ < max1≤j≤2 |zj |,
nL2(λ) = (β1 + (|z1| − λ)+)2 + (β2 + (|z2| − λ)+)2 > β21 + β22 .
This implies that
λ∗2 ≥ max
1≤j≤2
|zj |.
Applying Theorem 2.1, it follows that no deterioration occurs in this case.
Case 3a: z1 < 0, z2 > 0, |z1| > |z2|
For any λ ∈ [0, |z2|)
nL2(λ)− nL2(|z1|) = (β1 + (|z1| − λ)+)2 + (β2 − (z2 − λ)+)2 − (β21 + β22)
= 2β1(|z1| − λ)− 2β2(z2 − λ) + (z2 − λ)2 + (|z1| − λ)2
> 2β1(z2 − λ)− 2β2(z2 − λ) + (z2 − λ)2 + (|z1| − λ)2
> 0,
where the second to last inequality follows from the fact that |z1| − λ > z2 − λ,
and the last inequality follows because β1 > β2.
Next, for any λ ∈ [z2, |z1|),
nL2(λ) = (β1 + (|z1| − λ)+)2 + β22 > β21 + β22 .
Thus, λ∗2 ≥ max1≤j≤2 |zj |. From Theorem 2.1, it follows that no deterioration
occurs in this case.
Case 3b: z1 < 0, z2 > 0, |z1| < |z2|
For any λ ∈ [0, |z1|),
nL2(λ)− nL2(z2) = (β1 + (|z1| − λ)+)2 + (β2 − (z2 − λ)+)2 − (β21 + β22) > 0,
where the last inequality follows from a similar argument to that used in case 3a.
Next, for any λ ∈ [|z1|, z2),
nL2(λ) = β
2
1 + (β2 − (z2 − λ))2.
By computing the derivative, it follows that
argmin
λ∈[|z1|,z2)
nL2(λ) =
{
z2 − β2 if 0 ≤ β2 ≤ z2 − |z1|
|z1| if z2 − |z1| < β2 .
Comparing the loss for these values of λ to the loss at λ = z2, it follows that
λ∗2 = argmin
λ∈[|z1|,z2)
nL2(λ).
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Case 3c: z1 > 0, z2 < 0, |z1| > |z2|
For any λ ∈ [0, |z2|),
nL2(λ) = (β1 − (z1 − λ))2 + (β2 + (z2 − λ))2
and
∂nL2(λ)
∂λ
= 2((β1 − β2)− (z1 + z2) + 2λ).
Since this is an increasing function of λ, it follows that
argmin
λ∈[0,|z2|)
nL2(λ) =

|z2| if 0 ≤ β1 − β2 ≤ z1 − |z2|
(z1+|z2|)−(β1−β2)
2 if z1 − |z2| < β1 − β2 ≤ z1 + |z2|
0 if z1 + |z2| < β1 − β2
.
Next, for any λ ∈ (|z2|, z1),
∂nL2(λ)
∂λ
= 2(β1 − z1 + λ) ≥ 0.
Thus,
argmin
λ∈[0,|z2|)
nL2(λ) =
{
z1 − β1 if 0 ≤ β1 ≤ z1 − |z2|
|z2| if z1 − |z2| < β1 .
Comparing the loss values at the local optima, it follows from a tedious but
straightforward calculation that
λ∗2 =

z1 − β1 if 0 ≤ β1 ≤ z1 − |z2|
|z2| if z1 − |z2| < β1 and 0 < β1 − β2
(z1+|z2|)−(β1−β2)
2 if z1 − |z2| < β1 and z1 − |z2| < β1 − β2 < z1 + |z2|
0 if β1 − β2 > z1 + |z2|
.
Case 3d: z1 > 0, z2 < 0, |z1| < |z2|
For any λ ∈ [0, z1),
∂nL2(λ)
∂λ
= 2((β1 − β2)− (z1 + |z2|) + 2λ) ≥ 0
This is an increasing function of λ. Thus, the minimum occurs at λ = 0 if the
derivative is positive at this point. Otherwise, the minimum occurs at the point
where the derivative is zero,
λ =
(z1 + z2)− (β1 − β2)
2
.
This implies that
argmin
λ∈[0,z1)
nL2(λ) =
{
z1+|z2|−(β1−β2)
2 if 0 ≤ β1 − β2 ≤ z1 + |z2|
0 if z1 + |z2| ≤ β1 − β2 .
Next, for any λ ∈ (z1, |z2|),
nL2(λ) = β
2
1 + (β2 + |z2| − λ)2 > β21 + β22 = nL2(|z2|).
Thus, it is never optimal to choose λ in this interval. It follows that λ∗2 =
argminλ∈[0,z1) nL2(λ) or λ
∗
2 = |z2|.
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Table 3
The estimated probability of deterioration when p0 = 2, β1 = 3 and β2 = 1 for varying σ and p
computed over 10,000 realizations.
Probability of Deterioration
σ p = 3 p = 5 p = 10 p = 50 p = 100
0.5 0.4001 0.7423 0.9313 0.9959 0.9976
1 0.3631 0.6906 0.8836 0.9645 0.9697
3 0.2479 0.4965 0.6829 0.8431 0.8758
9 0.1472 0.3224 0.4936 0.6890 0.7218
Probability of deterioration.
We can numerically estimate the probability of deterioration using simulations
by computing λ∗2 for each realization and determining whether or not the condi-
tions of Theorem 2.1 are satisfied. Table 3 reports the estimated probability of
deterioration based on 10,000 realizations with β1 = 3, β2 = 1 and varying values
of σ and p. As was the case for s = 1, the results suggest that the probability of
deterioration is close to one for a sufficiently high signal to noise ratio and large
p when p0 = 2.
APPENDIX C: OPTIMAL APSE RATIO
Here we return to the independent predictors example in section 3.2. To study
the behavior of the optimal APSE, we evaluate the APSE for each realization on
a simulated test set. Figure 11 presents boxplots of the ratios of the estimated
optimal APSE with p predictors to the estimated optimal APSE with the six
true predictors where p is taken to be 100, 250, 500, and 1000 and n = 100. A
comparison of this figure to the median optimal loss ratios presented in Figure 7
demonstrates that while deterioration is still observed, the optimal APSE ratios
can be smaller than the optimal loss ratios. To understand why this is the case,
note that the APSE is equal to
1
n
||y∗ − yˆ||2 = 1
n
(
||µ∗ − µˆ||2 + 2(µ∗ − µˆ)T ε∗ + ||ε∗||2
)
,
where ·∗ is with respect to an independent test set. Thus, the optimal APSE ratios
can be smaller than the optimal loss ratios due to the presence of additional terms
in both the numerator and denominator of the APSE ratio.
These figures also suggest that the deterioration pattern is less well-behaved
when p > n than it is when p < n, which is consistent with the results found in
Section 3.2.
28 C. J. FLYNN, C. M. HURVICH AND J. S. SIMONOFF
Fig 11. Optimal APSE ratio for p predictors compared to the 6 true predictors over 1000 real-
izations as a function of p. The “High SNR” and “Low SNR” settings correspond to σ2 = 9 and
σ2 = 625, respectively.
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