This paper formulates a framework for wireless network performance measurements with the scope of being as generic as possible. The methodology utilises a cross-layer approach in order to address the limitations of traditional layered techniques. A lot of work in the research community uses the channel power (Cp) to predict performance metrics in higher layers. There are currently two methods to measure Cp; either by using a spectrum analyser or from WiFi card information (RSSI). The paper discusses the correct configuration of a spectrum analyser (SA), to measure Cp. This paper, also provides a comparison of both SA and RSSI results produced inside an anechoic chamber for three different applications. The behaviour of the RSSI values showed significant discrepancy with both the SA results and what was intuitively expected. The results pinpoint the necessity of a cross-layer approach and the importance of carefully selected and positioned equipment for the accuracy of the measurements.
Introduction
In the last decade wireless communications have become omnipresent and the trends indicate that different wireless communication technologies will converge and work in conjunction with a wired network backbone. There has been a lot of research on how to improve the already established protocols (TCP/UDP) and to optimise them for a wireless channel medium. However, the underlying issues of the wireless medium and how these influence higher layers is not yet understood in the research community.
In order to improve the performance of hybrid wireless and wired networks the research community needs to examine the nature of the protocol stack as a whole and not separate it into layers. Examining just the higher layers does not reveal much information about the issues of the lower layers and similarly examining only lower layers and their parameters does not provide any information on their effect on the application layer. Thus, to understand the impact of the wireless channel medium on the upper layers, a crosslayer approach is required. This paper formulates a framework for wireless network performance measurements in a cross-layer manner with the aim of being as generic as possible, but applied here to a specific wireless technology. In addition, the paper provides a discussion of different methods of assessing the physical layer performance of wireless networks and provides a comparison of their results after practical implementation. The paper proposes the use and discusses the correct configuration of a spectrum analyser (SA) for measuring channel power under experiments taking place inside an anechoic chamber.
The rest of the paper is structured as follows: In Section 2, related work on current methods for measuring wireless network performance is presented along with some discussion on their shortcomings. Section 3 is divided into two parts: the first part describes the test-bed in which the experiments took place in and the second part explains the gate mode and how to carefully set the spectrum analysers parameters. Section 4 presents the practical results of the cross-layer measurements from three applications: ping, iPerf and iTunes (video streaming). Finally, Section 5 presents the conclusions.
Related Work
Initially, the research community tried to measure wireless networks from a wired vantage point, i.e from a wired host having some knowledge of the wireless network and in some cases through the use of SNMP logs [4] . However, SNMP logs provide summarised information polled periodically and does not expose the instantaneous characteristics of the wireless channel, which is important for traffic characterisation and network diagnosis (security) purposes.
The research developed by Maryland University [7, 8] suggests deploying multiple wireless network hosts capturing traffic from the wireless network. The advantages of this methodology are that sniffers do not interact with the network, as they are just passive monitoring devices. In addition, they provide detailed, per frame PHY/MAC information of the data such as Received Signal Strength Indicator (RSSI), noise and signal strength, throughput and error rates. The above papers try to address the following challenges that arise from this methodology: i) Find an ideal location for monitoring the wireless traffic, ii) address the limited capabilities for each sniffer, i.e. signal strength, processing power, disk space, and iii) combine the captured traces from various sniffers to provide a better view of the wireless traffic as some sniffers have a better view of an area than others.
The above references do not provide a cross-layer approach to wireless network measurements. The work in [6] is very close in nature to the above references but follows a cross-layer approach. In [6] , two models for mapping Signal to Noise (SNR) to throughput are presented and verified with measurements from three applications: i) iPerf, ii) FTP and iii) LANFielder. The same models could be extended to new applications.
However, [6] has the following disadvantage; according to the IEEE 802.11 standard, the RSSI value is a 1-byte value (max value 255) that maps the RF energy received by the chipset of the wireless card. It is intended for use by the Wi-Fi card internally between the link and physical layers. It is not intended to be of any particular accuracy for measuring actual signal strength. Furthermore, the 802.11 standard does not define any particular mechanism nor requires that all 255 values should be used. Thus, each vendor has different maximum RSSI values and usually uses its own (often undisclosed) methodology to map the RSSI to the received power (in dBm) [5] . The RSSI values are therefore a source of confusion and uncertainty [5] .
Finally, Naples University [1, 2, 3] follows a different approach with the aim of correlating the values of major physical layer quantities (i.e. Channel power, SNR, Signal to Interference Ratio (SIR)) in the wireless channel to those characterising the key higher layers parameters. The goal was to assess the performance of one protocol layer as a function of that of another or several other layers. The uniqueness of this approach is that it does not depend on the RSSI values taken from the firmware of the NIC but on signal and noise measurements taken from a spectrum analyser, independently in a semi-anechoic chamber.
Methodology

Testbed
It is difficult to measure electromagnetic waves from a single source as there is interference from many external objects, such as mobile phones and local area networks etc. It is also difficult to control the reflections from surfaces such as tables and walls. An anechoic chamber is a solution to these problems and consists of a metallic box with its interior walls covered in radar absorbing material (RAM). The metal box shields the experiment from external sources, while the RAM absorbs a very high percentage of the waves from the source and effectively places the experiment in an infinitely large space with minimal reflections from the walls.
The methodology that the authors followed is actually very close in concept to that of Naples University [1, 2, 3] with the following differences: The experiments happen inside a fully Anechoic chamber and a Network Protocol Analyser (NPA) was utilised to generate the trigger for controlling the gate mode of the SA. In addition, we measure RSSI values from two wireless network monitoring devices. Therefore, in this work the Naples and the Maryland methods are combined to create a new measurement framework. This helps to conclude how accurate RSSI values are for measuring channel power at the PHY layer.
The following devices were used in the testbed: 1) A Dlink DWL-900AP+ Access Point (AP). 2) A Toshiba Satellite Pro L300 laptop running Windows as Host 1. 3) A second Toshiba Satellite Pro L300 laptop acted as a wireless monitoring device running Backtrack Linux using an Asus Wi-Fi card with the Ralink rt73 chipset. This chipset was selected because it supports raw monitoring mode (rfmon), which allows wireless monitoring. The Wireshark tool was used for wireless frame capturing. A directional antenna (dipole) was attached to the SA in order to measure channel power. A dipole antenna radiates equally in all directions (isotropically) in a plane perpendicular to the dipole. However, the dipole has a null at either end. These can be thought of as blind spots where the antenna has difficulty receiving (or sending) signals. The dipole antenna in our experiments was vertically orientated to minimise the effect of the laptop (Host 1) on the measured channel power (see Fig. 2a ).
In our experiments (see Section 4), the majority of the in- formation was sent from Host 2 (via the AP) to Host 1. Host 1 sent back replies and acknowledgements. As Host 1 was much closer to the dipole than the AP, its contribution to the channel power would have been much larger if the dipole had been orientated horizontally or an omni-directional antenna had been used. A section of RAM was placed between the dipole and Host 1 (see Fig. 2 (a) ). This reduced the channel power by 12 dBm in a specific test when only Host 1 was transmitting information.
Host 2 was connected with Ethernet to a hub, which propagated frames to the AP in the chamber and to the Anritsu NPA outside the chamber. The latter was set to monitor mode in order to monitor the frames received by the access point and generated triggers when several predefined conditions were met. In our case, the conditions were the specific IP source address (of Host 2) and destination IP address of Host 1. The trigger was used by the SA as a sign to start sweeping. Therefore, the SA only measured the channel power when a frame is sent from Host 2 to Host 1. 
Setting the gate sweep parameters
In wireless measurements of channel power, the frequency characteristics of frames are very important. However, usually the frame duration in a wireless network is very small, in fact smaller than the sweep time of the SA. This means that the SA will continue sweeping the desired frequency range (in our case Wi-Fi channel 6: 2.428 GHz -2.448 GHz) after the frame has stopped being transmitted. The SA will not measure a signal inbetween frames and therefore the constructed frequency spectrum will be damaged as "holes" are introduced in the frequencies swept at this time ( Fig. 3 (a) ). This is a serious problem when measuring channel power. In order to circumvent this phenomenon, the spectrum analyser should be set in gate mode (Fig. 3 (b) ). The gate mode is controlled by two parameters: i. Gate position: The time instance the SA should start sweeping -achieved with an external trigger. This is the delay between the NPA seeing the packet in the hub and the packet being actually modulated and transmitted from the AP. ii. Gate width: The duration of time for which the SA measures the signal. Gate mode allows one frequency sweep to be composed of several packets. Before starting the practical experiments, the above gate parameters were examined for all three considered applications (ping, iPerf and iTunes). In order to achieve this, special alteration was made to the hardware of the AP. Specifically, an intermediate frequency (IF) signal at 380 MHz was taken from the AP to allow connection to an oscilloscope (DSO) for examination of the signal.
By triggering the DSO with the output from the NPA, we could measure accurately both the gate position and gate width (see Fig. 2 (b) ). The experiments showed that the trigger distance and the frame duration depend on the length (in bytes) of the packet that is modulated. Each of the three applications that are considered in this paper has constant packet lengths. For ping; Host 2 sends echo requests. For iPerf; Host 2 is the client and sends UDP packets and for iTunes, Host 2 streams the video. The channel power from the spectrum analyser was measured using packets from Host 2 to Host 1 (as the trigger of the SA is generated under these conditions) and for averaging the RSSI/Signal Strength values of the monitoring devices, only packets from Host 2 to Host 1 were used.
For the ping application, we used the default ping size of 64 bytes (120 bytes as measured from the Fluke, i.e. 64 bytes + 20 for IP header + 8 for LLC + 28 for 802.11). For iPerf, UDP packets were 1470 bytes (1534 bytes in total as measured from the Fluke) and for iTunes the packets were 1472 bytes (1536 in total as seen from the Fluke). The parameters for each application are presented in Table 1 . Note. without the gate mode, the channel power was reduced by 11 dBm, 7dBm and 1.5 dBm for ping, iPerf and iTunes respectively.
Practical Results and Discussion
A difficulty in performing these measurements is that ideally the receiving host (Host 1 in our case), dipole and monitoring devices should be in exactly the same location to ensure that the same power is measured in each case. Unfortunately, in practice this is impossible. Furthermore, if the objects are placed close together, they will interfere with each other electromagnetically. This is due to the dipole measuring unwanted signals emitted from the receiving host and to the reflections caused by having passive metal objects in close proximity to the antennas. Note, Host 1, Fluke and the monitoring laptop all contain antennas and their ability to receive signals may be reduced by surrounding objects, their orientation and due to the behaviour of the specific antennas. In the course of our experiments, we discovered that if the RAM was placed in certain geometries it could adversely affect the performance of the antennas.
In this section, the cross-layer measurement results for ping, iPerf and iTunes are presented. The ping program on Host 2 generated 600 ping requests. iPerf was used as a UDP packet generator with a bit rate of 1 Mbps and a duration of 60 seconds. During this period of time, 5104 UDP packets were generated from Host 2. iTunes streamed two video clips to Host 1. Video 1 had a duration of 4:54 and Video 2 was 6:15 minutes long. Fluke and Asus averaged Signal Strength/RSSI values were compared against the measured channel power from the SA in order to examine their accuracy. In addition Fluke and Asus performance in wireless monitoring was compared. Table 2 shows the results for ping. As the distance of the AP from Host 1 decreased, the higher layer results (average Round Trip Time (RTT) and duplicate packets) were improved. The channel power (Cp) measured from the SA, and the Fluke averaged Signal Strength increased as the distance decreased, which clearly reveals stronger signal intensity. Fluke also captured less retransmissions on the wireless link and slightly less frames in total at the shorter distance. Total frames for the Fluke device include frames from both directions of communication and retransmissions.
The RSSI results from the Asus Wi-Fi card agree with the Fluke and SA in terms of signal strength. However, the captured frames are much less in comparison to the number of captured frames from the Fluke. One reason for this is due to a possible driver -software -hardware compatibility problem with the specific instrumentation that did not capture frames generated from Host 1 and destined to the AP, thus limiting the possible capture capability to one way communication (AP to Host 1). Even though the capturing process was limited to one way, Asus still dropped a lot of frames that it was expected to capture.
For the iPerf application (Table 3) , the SA channel power, Fluke's average Signal Strength and jitter follow the same behaviour as with the ping program, i.e. enhanced performance when the distance decreased. The Asus WiFi card does not show increasing performance in capturing packets when the AP is closer. Surprisingly its averaged RSSI value remains very close to the value at 4.5 m. This clearly shows the prohibiting performance of specific Wi-Fi cards when accurate physical layer measurements are required due to the RSSI limitations. Tables 4, 5 show the results for streaming two different video files in iTunes. The metric named Triggers refers to the number of packets seen by the NPA. These Trigger packets meet the specified triggering conditions. The number of Triggers is ideally the same as the number of packets that both Fluke and Asus should capture, ignoring packets from Host 1 and retransmissions at the MAC layer of the AP. If all triggering packets are captured then the total capture frames of the monitoring devices will be greater than the number of triggers because of the captured retransmissions.
For both videos the experiment was run twice for the distance of 4.5 m and once for the distance at 1.5 m. Many other results have been produced but due to space limitations, Tables 4, 5 only include representative results and highlight the interesting features.
For Video 1 (Table 4) , both experiments at 4.5 m generated similar channel powers. However, Video 1 was streamed for a longer duration in the second experiment (b) (1:41) in comparison to the first experiment (a) (1:24). This deterioration in the performance of the video can not be identified just by measuring channel power at the physical layer. The retransmissions metric taken at the link layer indicates the drop in the application layer performance that happened in the second experiment and results in the prolonged transmission of the video.
A similar phenomenon to the above can be seen for Video 2 ( Table 5 ). The first experiment at 4.5 m (a) took a longer time to stream and had a higher number of retransmissions despite the channel power being higher than in experiment (b). Both Fluke and Asus capture more frames when the AP was closer despite the reduced number of retransmissions. It is notable that the Asus Wi-Fi card captures less packets than Fluke.
Asus' RSSI values do not indicate the real signal strength conditions as reported by the SA and the Fluke. Both Fluke and the SA indicated stronger signal strength at shorter distances as expected. However, the Asus RSSI decreases at shorter distances for both videos. The results for Video 1, Video 2 and iperf show that the RSSI values are neither reasonable nor intuitive. These practical measurements confirm the hypothesis that RSSI values are not reliable [5] .
For Video 1 (Table 4) 
Conclusions and Future Work
Previously, a lot of research has focused on enhancing the already established protocols of network communication and to optimise them for a wireless channel medium. However, the underlying issues of the wireless medium and how these influence higher layers is not yet fully understood in the research community.
This paper formulates a framework for wireless network measurements and utilises a cross-layer methodology in order to address the limitations of traditional methodologies as discussed in section 2. The results of this paper demonstrate the importance of cross-layer measurements as a technique to identify the critical layers and interactions that are the culprits in the deterioration in the application layer performance. In addition, this paper compares current methodologies in terms of channel power measurement and relates these physical layer metrics to higher layers.
With the proposed methodology, the channel power is only measured while packets from Host 2 are transmitted and thus the precision is improved as packets from Host 1 and background noise are not included in the measurements. Using gate mode increased channel power by 11 dBm, 7dBm and 1.5dBm for ping, iPerf and iTunes respectively. In addition, the holes in the SA's frequency spectrum are reduced.
As expected, the practical results show that higher layer statistics improve as the distance between the AP and the client decreases. Generally, the performance, in terms of captured frames, of the two tested monitoring devices (Fluke and Asus) increased as the distance decreased. In addition, the RSSI results from Asus did not seem to give reliable results as they did not behave as expected and did not agree with the SA's channel power measurements nor with Fluke's Signal Strength. As was discussed in Section 2, the RSSI values are of no particular precision and are not intended for accurate channel power measurements. In this respect, Fluke behaves better than Asus and its Signal Strength seems intuitevly correct and agrees with the trends from the SA results.
As for future work, the trigger pulses that control the SA should ideally be generated from the AP that transmits and receives the frames on the wireless channel rather than from an external monitoring device (NPA in our case). This would result in the SA capturing retransmissions from the AP. In addition, for applications that vary their data packet lengths, a possible solution is the use of a state of the art DSO. A DSO captures the examined signal in the time domain and allows further processing of the signal information off-line. In this way, a DSO could calculate the power spectrum of a signal with varying pulse duration. However, this method may introduce severe restrictions in the time of the experiment due to memory limitations. 
