We are calling for a new area of research on the nexus of community well-being and artificial intelligence (AI). Three components of this research we propose are (1) the development and use of well-being metrics to measure the impacts of AI; (2) the use of community-based approaches in the development of AI; and (3) development of AI interventions to safeguard or improve community well-being. After providing definitions of community, well-being, and community well-being, we suggest a definition of AI for use by community well-being researchers, with brief explanations of types and uses of AI within this context. A brief summary of threats and opportunities facing community well-being for which AI could potentially present solutions or exacerbate problems is provided. The three components we propose are then discussed, followed by our call for cross-sector, interdisciplinary, transdisciplinary and systems-based approaches for the formation of this proposed area of research.
Introduction
There is a growing body of research on the nexus of artificial intelligence (AI), and individuals (Anderson and Rainie 2018a; Argawal et al. 2017) , industries (Makridakis 2017) , as well as society (Bostrom 2018; Cowls and Floridi 2018) . Further, courses and new academic areas of study in AI are emerging (Rahwan and Cebrian 2018) . We suggest that AI will have an ever-increasing impact on community well-being and that the nexus between AI and communities seems a juncture where attention is needed. There are three dimensions that we propose as critical to explore: (1) creating indicator frameworks that allow for measuring, monitoring and managing the nexus of AI and community wellbeing via well-being metrics; (2) developing community-based approaches to the development of AI projects; and (3) developing AI projects that enhance or protect community well-being. We propose that this new area of research should be developed via crosssector, interdisciplinary (combining disciplines), transdisciplinary (creating new areas of study and possibly new disciplines) and systems-based approaches.
Community, Well-being and Community Well-being Defined
First, we define community, well-being, and community well-being for the purposes of this proposal. Community is "an umbrella term [defined] ...in geographic terms...as a neighborhood or town (place-based or communities of place definitions); or in social terms, such as a group of people sharing common chat rooms on the internet, a national professional association, or a labor union (communities of interest definitions)" (Phillips and Pittman 2015, p. 3-10) . As such, we include both place-based or interest-based communities in our definition of community. We suggest that in terms of both digital and non-digital interest-based community, the impacts on well-being from AI are by and large unknown or not considered. Both place and interest-based communities may have undergone many AI-induced changes relatively unnoticed, in part because of their ubiquity and also because of the lack of metrics to understand the impact of AI. We further suggest that the well-being impacts from AI may vary for different on-line or digital communities, such as gamers and participants in virtual worlds, on-line dating communities, social media communities, and other types of communities, just as they may be very different for place-based communities. Thus, the proposed new area of research should encompass diverse communities.
We follow the Organization of Economic Cooperation and Development's (OECD) "well-being framework" (OECD, 2019a, p. 2) for defining well-being, thereby defining well-being as encompassing "people's living conditions and quality of life today (current well-being), as well as the resources that will help to sustain people's well-being over time (natural, economic, human and social capital)" (OECD 2019c, p. 2) . McGregor explains that well-being arises "in the context of society and social collectivity" (McGregor 2007, p. 318) . In other words, what separately and collectively influences well-being evolves via a "set of interlocking issues and constraints...embedded in a dynamic social context" (Phillips and Wong 2017, p.1) . Of note is that we define well-being to include current and future well-being, and to encompass the natural, social, and economic environments. Phillips and Wong (2017) define community well-being as "embedded with multidimensional values including the economic, social, and environmental aspects that impact people" (p. xxix) and their places. Based on their definition, we consider that community well-being encompass the domains of (1) community, (2) culture, (3) economy-standard of living (which includes housing, food, transportation and information and communication technology), (4) education, (5) environment, (6) government, (7) health, (8) psychological well-being, (9) subjective well-being and affect, (10) time balance and (11) work. This list is aligned with findings of Bagnell et al. (2017) who found commonalities in the domains of well-being among 47 communities in the United Kingdom. It is also consistent with the OECD Better Life Index and Bhutan's Gross National Happiness Index. We suggest that community well-being is influenced by individual well-being, and vice versa and while this concept is important, exploration into it is outside the scope of this article.
AI Defined
Having defined community, well-being and community well-being, we provide a definition of AI. It should be noted that within AI communities, there is great divergence regarding definitions, fueled by the rapid development of the field of AI, whereby newly minted terms and re-assignment of terms is not uncommon. The definitions provided are intended to give the community well-being researcher and others not versed in the field of AI a contextual definition of AI.
The term artificial intelligence was coined by McCarthy, a mathematician, in 1956 (Computer History Museum n.d.) . He defined it as both "the science and engineering of making intelligent machines" (Wang 2012, p. 2) , and "the ability of machines to understand, think, and learn in a similar way to human beings, indicating the possibility of using computers to simulate human intelligence" (Pan 2016, p. 412) . These days there are a wide variety of AI definitions, ranging from "generating adaptive behavior… maximizing probability of success...doing well in a broad range of tasks… [and] achieving complex goals in complex environments" (Legg 2008, p. 164-167) to "an agent's ability to achieve goals in a wide range of environments" (Legg and Hutter 2006, p. 2) .
Types of AI
Another way to define AI is in terms of its type, of which there are three. These are: weak (also called narrow), strong (also called general) or super (also called conscious or self-aware) intelligence (Kaplan and Haelein 2018, p. 4) .
Weak (or narrow) AI is based on algorithms designed to solve a specific problem or set of problems in a certain context. Weak AI is comprised of "algorithms…designed to make decisions" (West and Allen 2018, p. 6) . Weak AI is often very complex with multiple layers and algorithmic relationships between the layers. One form of weak AI is machine learning. An example is a search engine that learns which neighborhood, room size or other attributes of a venue are searched, delivering more desirable options over time with each subsequent search. Deep learning AI, also called artificial neural networking, is a subset of machine learning that has multiple hierarchical levels. An example of deep learning AI is image recognition, whereby AI goes from pixels to lines to areas and patterns to arrive at recognizing one person in a group. The attribute of learning is developed by programming the objective of optimization into an algorithm. Deep learning AI is programmed to identify and assess errors and change the constraints, thereby yielding greater desired outcomes. Weak AI can outperform humans in some tasks, such as analyzing large amounts of data, but it cannot solve problems beyond the scope of its focus. For example, Deep Blue, the AI program that beat Kasparov at chess, would not be able to query for a venue to hold a community event in a specific geographic area or identify a specific individual in a photo of a crowd of people (Emspak 2017; Greenemeirer 2017) . There are a plethora of other names for weak AI that are used including weak, narrow, machine or deep learning. It should be noted there is no agreement as to which terms to use or how the terms should be defined within the AI community, much less outside it.
General AI (AGI), which does not yet exist, would be able to jump from one function to another, such as from playing chess to finding the best venue for a community event, and to "reason, plan, and solve problems" (Kaplan & Haelein, 2019, p. 3 ). The problems Kaplan and Haelein refer to are complex and multidimensional problems, for example in a community well-being context, issues of isolation, mental illness, homelessness, or achievement of an equitable economy and sustainable development. Immense resources are being spent to develop strong AI (Friend 2018, p. 3) . GoodAI, an international nonprofit, offers a five-million-dollar prize to the first to develop AGI (Google AI n.d.). Lo et al. (2019) believe that "it is not far-fetched to foresee AGI to exist within our lifetime" (p. 1). If or when AGI exists, the need to understand, develop and monitor the nexus of AI and community well-being will be all the more pressing.
Super AI would be self-aware and likely pass what is known as the Turing test whereby a human is unable to distinguish artificial from human intelligence (Turning 1950) . Muller and Bostrom (2016) surveyed experts about the possibility of developing superintelligence in the near future and the chance that it is bad or extremely bad for humanity. They found 33% of experts forecasted a bad or extremely bad future (defined as an "existential catastrophe") (p. 12). Fiction writers and the entertainment industry depict super AI forming its own community and dramatically changing human communities. Thus, we propose that understanding implications on community well-being from AI is particularly crucial in the event super AI is realized. Like AGI, super AI does not yet exist.
AI Defined Contextually
In addition to exploring types of AI, understanding the context in which AI is used can be helpful to the community-well-being researcher. Pan (2016) outlines several ways that AI is deployed: (1) AI robotics; (2) big data and cross cross-media AI; (3) crowd sourced AI; and (4) human-machine hybrid augmented intelligence. These are explained briefly below with a few broad suggestions for their use.
• AI robotics: A special kind of AI system, this is used by many industries, including automotive, health care, food service, military and transportation industries. Imagined and real uses by communities of AI robotics are vacuum cleaners, chat bots, companions, information kiosks, plastic from water recovery, recycling, teaching, toxic waste cleanup, etc.
• Big data AI: The "transformation of big data into knowledge" (Pan 2016, p. 411 ) is being used by data centers to conserve energy, make energy grids more efficient, and support closed-loop zero emissions energy systems in place-based communities. One form of big data AI in early stages of development is cross-media AI that integrates "text, images, voice and video" (Pan 2016. p.411) , similar to how Pokémon Go integrates images and videos as part of a game. Imagined and real uses by communities of cross-media AI include community asset mapping and building, fostering cohesion among neighborhood residents through use and control of public spaces, and engagement of community members in governmental budgeting or planning processes, etc.
• Crowd sourced AI: Grounded in "participation and interaction of individuals on the internet" (Pan 2016, p. 411) , this type can be used to solve problems, develop knowledge and manage projects. Wikipedia is an example of a platform that uses crowdsourced AI. Some ways communities could participate in crowd sourced AI could include solving complex problems at a local and global scale, such as climate change, crime prevention, neighborhood safety and disaster planning, wildlife species protection, water protection, etc.
• Human-machine hybrid augmented intelligence: Includes "wearable devices, intelligent-driving vehicles, exoskeleton devices, and human-machine collaborative surgeries" (Pan 2016, p. 411) . Pan (2016) suggests this form of AI can help solve social and environmental problems, such as enhancing peoples' lives, ensuring sustainable use of natural resources and realizing smart cities. Some uses of humanmachine hybrid augmented intelligence include diabetes management, virtual reality to challenge beliefs and assumptions (e.g. racism, prejudice, bias, climate change, etc.), and potentially, repair of neural functions in the brain or prosthetic limbs with sensory capacity, etc. In relation to this use of AI, in 2010, the Cyborg Foundation was founded with the aim of helping humans transition into cyborgs and advocate for cyborg rights. As such, the development of human-machine hybrid augmented intelligence could be resulting in formation of a community.
Threats and Opportunities to Community Well-being
In this section we briefly outline the threats to community well-being from AI as well as global threats to communities, and a few suggestions how this proposed area of research could help solve these and other problems. We then briefly outline benefits to community well-being from AI. Research conducted by Grace et al. (2018) found that "AI researchers predict AI will outperform humans in many activities in the next ten years, such as translating languages (by 2024), writing high-school essays (by 2026), driving a truck (by 2027), working in retail (by 2031), writing a bestselling book (by 2049), and working as a surgeon (by 2053)" (p. 1). Thus, we suggest that the threats and opportunities to community well-being we have identified below are starting places for understanding how AI may grow in influence over time.
Threats to Community Well-being from AI Cowls and Floridi (2018) identified problems AI posed to well-being as encompassing the (1) devaluing of human skills, (2) eroding of human self-determination, (3) reducing of human control, and (4) removing of human responsibility. Stenfors (2017) posits that if cell phones or airpods are a form of AI, any human using them could potentially be thought of as a cyborg. Twenge (2019) found information technologies, including cell phones, is having a deleterious impact on youth and the elderly, including lack of sleep, isolation and depression. Other threats that AI presents or can compound include bias, privacy, data ownership and personal identity, data governance, manipulation, trustworthiness, (IEEE 2019) as well as unemployment, economic inequality and social ethics crisis (Harari 2016) . Analysis of Google's Sidewalk Labs project, such as that conducted by Goodman and Powles (2019) and Orash (2019) , found that AI, when used by government or in public-private partnerships, can lead to erosion in trust, social disruption, and problems with privacy and data management practices.
Another threat to community well-being from AI may be found in the economic environment where AI is developed and deployed. Alphabet (Google) , Amazon, Apple, Facebook, and Microsoft are amongst the biggest companies in the world that develop and utilize AI, and all are publicly traded (Statisica 2018) . AI research and development is increasingly being conducted by for-profit corporations for the purpose of increasing profit (Brynjolfsson and McAfee 2017) . The well-being of communities does not come into consideration for most companies that are publicly traded, as short-term profits are considered the foremost goal and responsibility, following Friedman's doctrine that "there is one and only one social responsibility of business-to use its resources and engage in activities designed to increase its profits so long as it stays within the rules of the game, which is to say, engages in open and free competition without deception or fraud," (Friedman 1970, p. 179) . Some respond that today's marketplace is not characterized by open and free competition and deception and fraud is widespread (Tepper and Hearn 2019) . The extent of an unfair advantage is magnified in communities where the resources, knowledge and organizational structures are missing for communities to engage with and contribute to the development of AI. Montes and Goertzel (2019) , citing the unfair advantage of large corporations over academics and small business enterprises, call for "distributed, decentralized, and democratized…(research and development of AI and an) infrastructure for coordinated action...(to)…facilitate the evolution of AI...that is both highly capable and beneficial for humanity and beyond" (p. 354). We suggest that research into the nexus of AI and community well-being could aid in such an evolution.
In addition to threats to community well-being from AI, there are many global threats to human well-being and therefore community well-being. Environmental threats include climate change and other pollution, non-renewable energy, plastics in the ocean, decimation of biodiversity, species extinction and water scarcity (Pecl et al. 2017; McMichael and Lindgren 2011) . Economic threats include economic inequality, unemployment or underemployment, monopolies, inadequate and lack of affordable housing, homelessness, food scarcity, unsustainable transportation, and lack of access to information and communication technology (ICT) (Wilkinson and Pickett 2018; Tepper and Hearn 2019; de Graaf and Batker 2011) . ICT is information or communication technologies such as cell phones, tablets, laptops and other devices as well as networks such as the internet and wireless networks in addition to other modes of communication. Societal threats range from gender inequality, discrimination and prejudice, mental illness, as well as corruption, widespread distrust of people and institutions, and disengagement in the governmental process (Victorian Government 2018; Grollman 2014; Anderson and Raine 2018b; Flateau et al. 2000; Gillam and Charles 2019) . One of the outcomes of a new research field for AI and community well-being could be the widespread development of AI by communities, corporate entities, and others that addresses the threats and safeguards or improves community well-being.
Benefits to Community Well-being from AI
Applications of AI are used in many industries with some benefit to communities, including the automotive (Li et al. 2018) , finance (Wall 2018; West and Allen 2018) , medicine (Topol 2019) , retail (Yang and Siau 2018) and social media (Pan 2016) industries. It is used by researchers (Kaplan and Heanlein 2018) in primary schools and nursing homes (Breazeal 2019) , as well as for traffic management (Zhu et al. 2016) , governmental service delivery (Halaweh 2018) , and crime prevention (West and Allen 2018) . Online communities use AI extensively for analytics, chatbots, content management, matchmaking, and modeling (Johnson 2018) . It is now being installed in homes (Mims 2019) . Today, people who use ICT, such as a cell phone, tablet or computer, also use some form of AI (Reinhart 2018) . As ICT often includes AI, a few ICT projects are presented in the following.
The World Economic Forum and the Institut Européen d'Administration des Affaires found that once basic needs are met, ICT can be used to increase access to governmental services, education, and healthcare, reduce unemployment, and provide improvements to quality of life in cities (Dutta and Bilboa-Osorio 2012) . Shirado and Christakis (2017) found that ICT may also enhance a sense of a global community and collective problem solving. In the face of disasters, ICT technology can be used to secure individual safety and safeguard community well-being (Shklovski et al. 2008; Ciuciu et al. (2012) identified sharing of energy systems to manage energy consumption by small enterprises and communities, which presents the potential of using AI to enhance aspects of community well-being. In 2018, the Artificial Intelligence for Global Good Summit (Mead 2018) and in 2019, the Global Governance of AI Roundtable included discussions about the use of AI to achieve the UN Sustainable Development Goals (R. Al Hashmi, personal communication, January 28, 2019).
While one can assume there are benefits to some communities from the uses of AI listed above and many others, we propose that the impact on community well-being of these applications is, by and large, unknown. However, the authors suggest that AI could be developed with the goal of community well-being, and its impact on communities better understood using well-being indicators to measure and assess progress towards common goals.
Three Proposed Areas for Research
We suggest there is a dearth of research into the nexus of AI and community wellbeing. Two exceptions are found in reports from Stanford University and the IEEE. In 2016, a team of Stanford researchers issued a report surveying implications of AI in cities, focusing on issues of education, food distribution, healthcare, law enforcement, low-resourced communities, service robots, transportation, and work (Stone et al. 2016) . In 2019, the IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems (2019) issued a report entitled Ethically Aligned Design, First Edition that included a discussion of a holistic and humanistic community-based approach to the development of ethics for AI based on the South African Ubuntu philosophy (p. 56). Both reports call for research into aspects of the nexus of AI and community wellbeing. Three components of the research we propose focus on indicators, communitybased AI development and AI interventions.
Indicators for Assessing the Impact of AI on Community Well-being
To our knowledge, there does not yet exist research or applied projects to develop frameworks and tools to measure the effects of AI on community well-being, although there are forays to understand the impact of technology on some dimensions such as inclusion, health, and the environment (OECD, 2019a; Chui et al. 2018 ). There are efforts to develop a means of assessing the impact of AI or digital technology on wellbeing. One of these is by the IEEE with the launch of their 2017 IEEE Project 7010 Recommended Practice for Assessing the Impact of Autonomous and Intelligent Systems on Human Well-being. The project incorporates well-being indicators based on the European Social Survey, OECD Better Life Index, United Kingdom Office for National Statistics Measurements of National Well-being, United Nations Sustainable Development Goal indicators, World Values Survey, as well as other indices (Musikanski et al. 2018) . The project contemplates indicators for domains of well-being that include community, as well as other domains. While it could be used to measure the impact of AI on a community, it is not specifically designed for that purpose.
In a similar project, ISO (formerly International Standards Organization) launched a project for AI called ISO/IEC NP TR 24368. The ISO project includes an effort to address what is termed ethical and societal concerns. In 2018, the OECD also began another similar effort. Based on recommendations by a group of experts, their report How's Life in the Digital Age? Opportunities and Risks of the Digital Transformation for People's Well-being (OECD 2019b), provided a set of 33 well-being indicators covering the domains of education and skills; ICT access and use; health; environmental quality; governance and civic engagement; income and wealth; job and earnings; personal security; social connections; subjective well-being and work. The indicators were issued as a starting place, with the intent to continue developing them (M. Durand, personal communication, October 4, 2019) . The OECD (2019b) states that the "report is based on an imperfect set of indicators related to community well-being, such as climate change, economic inequality, gender inequality, population growth, poverty, and species extinction" (p.12).
We propose that before long, AI will be deeply embedded into many aspects of all kinds of communities and that assessing the impact of AI on communities could be included in assessments of community well-being. Well-being indicators have gained momentum as tools for assessing community and regional well-being (Durand 2018; Lee et al. 2015; Musikanski et al. 2017; Phillips and Wong 2017; Sirgy et al. 2009; Sung and Phillips 2018) . Community well-being indicators gather data that are usually reflective of what is valued by the community's residents (Phillips 2003) , and thus can be used to understand the impacts of AI on community well-being as well as to aid in decision-making. An important component of the new field of research that we call for is the development and use of well-being metrics to understand, measure and monitor impacts of AI on community well-being. In addition, we suggest there should also be a community-based approach to the development of these indicators, building upon the work of many researchers and practitioners in the field of community well-being indicators (Lee et al. 2015; Phillips and Wong 2017; Sirgy et al. 2009; Sung and Phillips 2018) .
Community-Based Development of AI
We propose that means for community-based development of AI is important to community well-being. A community-based development of AI could draw from the concept of community development. Phillips and Pittman (2015) define community development as "A process: developing and enhancing the ability to act collectively, and an outcome: (1) taking collective action and (2) the result of that action for improvement in a community in any or all realms : physical, environmental, cultural, social, political, economic, etc." (p. 6) . Thus, community development is defined as both a process and an outcome. A community development approach can also include the application of an action research methodology. Action research involves an iterative process of collaboration with community partners in order to deeply understand the local context of existing perspectives and problems, and to design solutions that contribute to positive change (Hayes 2011 ). An action research methodology could be used to aid in understanding the interdependency between the process of developing and deploying AI and impacts on community well-being.
Other approaches may be adapted to formulate community-based development of AI, such as the human-in-the-loop system approach. These are systems in which a human has a crucial role in the control, optimization and maintenance of AI (Rahwan 2017) . Human-in-the-loop systems have been explored within the field of supervisory control, which studies the different roles and forms of supervision in human-computer interaction (Allen et al. 1999; Sheridan 2006) . Rahwan (2017) proposed the concept of society-in-the-loop system design, whereby the entire society is involved in the process of supervising AI. We propose an investigation into community-in-the-loop systems. There are other frameworks for community-based development of AI that may also be applicable and adaptable, such as human-centric design and ethically aligned design. Castells and Cardoso (2005) described a social transformation termed the Network Society in which there is an "emergence of a new form of social organization based on networking, that is on the diffusion of networking in all realms of activity on the basis of digital communication networks" (p. 3). We have provided a few suggestions for starting places for community-based development of AI, with the hope that they inspire a society in which communities are part of the transformation whereby communities that use and are impacted by AI are integrated into every aspect of AI conception, development, deployment and optimization.
Development of AI to Solve Problems and Improve Community Well-being
We propose that AI is developed with the purpose of solving AI-generated threats to community well-being. Conversely, AI also presents a means to contribute to solving environmental, social and economic problems that threaten community well-being. A number of research publications and industry-led initiatives are developing the concept of AI for social good, also termed AI for Good (GoodAI n.d.; Microsoft n.d.; Chui et al. 2018 ; AI for Social Good 2019). The concept began through a series of interdisciplinary workshops and is grounded in "ongoing work, be it in urban computing, sustainability, health, public welfare, leading the way for applying AI for Social Good" (Hager et al. 2019, p. 15) . We suggest that researchers and the industry learn from and participate in the development of these concepts and consider adapting them for the development of AI for solving problems threatening as well as contributing to community well-being.
Guiding Frameworks for a New Area of Research
We suggest that the study of the intersection of AI and community well-being incorporate cross-sector, interdisciplinary, transdisciplinary and systems-based frameworks. We briefly outline the application of these frameworks within the context of AI and community well-being.
Cross-Sector
A cross-sector approach would bring community organizers, the corporate sector, researchers and academics, policy makers and other interest groups together for the creation of this new area of research. The role of culture has been noted as important to AI by Ma and Seaver. At the first AI for Social Good workshop at the 2018 NeurIPS Machine Learning research conference, Ma said "I used to think that culture should have a seat at the table but now I think that culture is the table from which economic development should happen" (Y. Y. Ma, personal communication, December 8, 2018) . Seaver (2017) advises researchers to "think of algorithms not 'in' culture ... but 'as' culture: part of broad patterns of meaning and practice that can be engaged with empirically" (p. 1). We propose community is a manifestation of culture, and a crosssector approach could be one way for communities to be at the table and in the culture, so to speak.
A cross-sector approach to developing an indicator framework for assessing impacts of AI on community well-being could help to account for diverse cultural contexts when developing a means to measure and monitor these relationships. A cross-sector approach could also facilitate the engagement of communities in development of AI solutions and their implementation.
Interdisciplinary
Interdisciplinary approaches involve collaboration between two or more disciplines. This approach is used for the development of new fields of study of AI, such as critical algorithm studies (Cicirello 2007) . Critical algorithm studies "systematically study and tackle legal, ethical and social challenges of data science" (Pfeffer and Mayer n.d.. p. 2) . Critical algorithm studies include sociology, anthropology, science and technology studies, geography, communication, media and legal disciplines, among others (Gillespie and Seaver 2015) . Other fields that take an interdisciplinary approach includes computational sustainability, sustainability studies, enzymology and bioinformatics. An interdisciplinary approach to the engagement of communities in the development of AI could benefit from the scholarship of many fields, including community development, urban planning, public policy, sustainability studies, cultural studies, as well as information and computer sciences and AI studies. An interdisciplinary approach can be a step towards a transdisciplinary approach.
Transdisciplinary A transdisciplinary approach "dissolves the boundaries between the conventional disciplines and organizes teaching and learning around the construction of meaning in the context of real-world problems or themes" (International Bureau of Education n.d., p. 1). Brown et al. (2010) suggest transdisciplinary approaches can be used to come to a "collective understanding" (p. 4). Transdisciplinary approaches were conceived, in part, to address problems that cannot be solved with a single solution, or that are very complex and traditional problem-solving does not apply. These are termed wicked problems, which Rittel and Webber (1973) first explored in the context of policy and planning in the 1970s. They pointed out, rightly so, that these type problems have a no stopping rulethat is, work on the problem is never done due to complexity and changing natures of such problems. The threats and opportunities facing community well-being and the role of AI could be considered a wicked problem, and thus this approach is suggested for this proposal. Transdisciplinary approaches may also create new areas of study and possibly new disciplines could emerge.
Systems-Based Approach
We suggest a framework to guide this area of research should be grounded in a systems-based approach. Systems can be defined in a multitude of ways, but intuitively one can understand that a family is a system, as is a community, a city, and a biosphere. Meadows (2008) defined a system as "an interconnected set of elements that is coherently organized in a way that achieves something" (p. 11). AI can play multiple roles in a system, from being an element, such as teaching robots used in primary schools (Breazeal 2019) . It could also play a role as an organizing force, as many people experience when using social media such as Google Maps and Facebook, or in self-reinforcing feedback loops facilitating the achievement of something, such as Amazon or YouTube's recommender systems designed to change behavior patterns (Jiang et al. 2019) .
Leverage points are "places in the system where a small change could lead to a large shift in behavior" (Meadows 2008, p. 145) . In an effort to help researchers and others understand how a systems-based approach could be integrated into this proposed area of research, leverage points for a system identified by Meadows (1999) are condensed and explained in terms of AI and community well-being below (ordered by magnitude of impact from low to high).
9. Changing the parameters: Incentivizing or funding community-based development of AI; developing a standard for the development of AI; and dis-incentivizing the development of AI that harms community well-being.
8. Changing the size of buffers relative to constant changes: Encouraging interdisciplinary or transdisciplinary approaches to AI and community well-being studies and research; reducing the barriers to AI development for general population; and planning and developing common work and play physical and online spaces for community members to engage in the development, controlling, monitoring and optimization of AI.
7. Changing the physical structure that dictates behavior and movement: Redesigning discipline (schools and college) occupation of buildings on university campuses to facilitate interdisciplinary approaches; and changing how people commute, exercise, play, and work together so that by using AI face-to-face interactions increase and community members build relationships through AI facilitated interpersonal interactions.
6. Changing the feedback loops so that systems can self-correct or self-reinforce: Ensuring that the economic, environmental, and social gains from AI do not increase economic inequality, unemployment, unequal representation in government and other externalities, and do benefit people and communities by decreasing income inequality, increasing job security, ensuring equal representation in government and accounting for other externalities.
5. Changing access to data and information relative to the rate of change in the system: Having access to information about the use of personal and community-level data for individuals and a community, as well as having decision making power about how and when the data is used and no longer used.
4. Changing the rules: Enacting laws requiring an accounting of the impacts of AI on community well-being and requirements for adjustments to AI if it negatively impacts community well-being.
3. Changing the structure of the system: Putting in place collective, open source, or easily accessible development, monitoring and adjustment of AI by and for communities; and prioritization of goals, indicators and data for well-being by governments and other institutions.
2. Changing the metrics, goals and values of the system: Changing from the metrics of profit and economic growth to guide the development and deployment of AI to wellbeing metrics, thereby shifting the values from wealth, status and physical appearance to caring for community, connecting and personal well-being (Kasser and Ryan 1993) .
1. Changing one's own mindset: Not accepting what is accepted and normal necessarily as truth or reality, and seeing things in a different way.
On the last point, as suggested by the Meadows (1999) list of leverage points, and considered the most important by her:
"In a nutshell, you keep pointing at the anomalies and failures in the old paradigm, you keep speaking louder and with assurance from the new one, you insert people with the new paradigm in places of public visibility and power. You don't waste time with reactionaries; rather you work with active change agents and with the vast middle ground of people who are open-minded." (p. 18).
Conclusion
AI holds the potential to either exacerbate or mitigate many threats to community wellbeing. The concept of development and application of AI within the context of and for the goals of community well-being is nascent. There are potentially very complex, multi-faceted and sometimes unsolvable problems that may emerge for the nexus of community well-being and AI development and application. Because of this complexity, we suggest an approach that is systems-based as well as cross-sector and transdisciplinary in nature. It will take many to address the potentials and pitfalls of AI in the community context. Cowls and Floridi (2018) state that "fear, ignorance, misplaced concerns or excessive reaction may lead a society to underuse AI technologies below their full potential, for what might be broadly described as the wrong reasons" (p. 1). A new area of research is needed to ensure AI reaches its potential to help rather than harm community well-being. This field of research should also explore the development of wellbeing metrics to assess the impact of AI on communities, means for community-based development of AI, and development of AI with the goal of safeguarding and improving community well-being. We further suggest the need and value of cross-sector, interdisciplinary, transdisciplinary, and systems-based approaches for the formation of the proposed research area. Our hope is that our proposal will contribute to communities world-wide where the role of AI is to safeguard and improve all domains of wellbeing.
