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Re´sume´
La Consistance Duale (DC) a e´te´ introduite par Le-
coutre, Cardon et Vion dans [10, 11]. Il s’agit d’une nou-
velle manie`re de ge´rer la Consistance de Chemin (PC),
a` la de´finition plus simple et permettant d’introduire de
nouvelles approximations et algorithmes particulie`rement
efficaces en pratique. Un des points inte´ressants de cette
de´finition est la possibilite´ de ge´ne´raliser PC aux re´seaux
de contraintes (CNs) non-binaires, tout en conservant
la nature des contraintes initiales du proble`me, et en
exploitant leurs propagateurs. Cette ge´ne´ralisation per-
met notamment de voir la Consistance Duale/de Che-
min comme un moyen simple et efficace de ge´ne´rer des
contraintes binaires implicites directement a` partir des
propagateurs des contraintes du proble`me. Cet article
montre les implications en termes de complexite´ de cette
ge´ne´ralisation. Des re´sultats expe´rimentaux pre´liminaires
montrent le potentiel pratique d’une ge´ne´ration a` la vo-
le´e de telles contraintes implicites, et met en e´vidence les
faiblesses potentielles de la me´thode. Des ide´es prospec-
tives amene´es a` ge´rer ces faiblesses sont alors propose´es.
Les consistances sont des proprie´te´s des re´seaux de
contraintes (Constraint Networks, CNs), utilise´es pour
identifier et e´liminer, ge´ne´ralement en temps et espace
polynomiaux, des valeurs ou des instanciations globa-
lement inconsistantes, c’est-a`-dire ne pouvant appar-
tenir aux solutions du CSP associe´ au CN. Elles sont
essentielles dans le processus de re´solution d’un CSP
et une des principales raisons du succe`s de la program-
mation par contraintes [8, 2].
La consistance la plus utile est la consistance d’arc
ge´ne´ralise´e (GAC), qui permet de de´tecter des valeurs
inconsistantes pour une contrainte donne´e. La consis-
tance de chemin (PC) est une des consistances les plus
anciennes. Elle est de´finie sur les CNs binaires, et ge´-
ne´ralement applique´e aux graphes de contraintes com-
plets [14]. La consistance duale (DC) est une de´fini-
tion alternative (e´quivalente), plus simple de PC. Elle
a e´te´ utilise´e dans [10] pour de´finir une nouvelle ap-
proximation de PC, nomme´e DC conservative (CDC),
et dans [11] pour introduire de nouveaux algorithmes
efficaces pour e´tablir PC sur des graphes complets de
contraintes binaires.
Dans cet article, nous proposons d’e´tendre la de´fi-
nition de (C)DC aux CNs non-binaires. DC peut eˆtre
alors vue comme une technique simple pour de´duire
automatiquement des contraintes binaires implicites a`
partir des domaines et contraintes initiaux du CN. Les
contraintes implicites sont des contraintes qui peuvent
eˆtre ajoute´es au CN sans en changer l’ensemble des
solutions, mais permettant d’ame´liorer la propagation
des de´cisions. Apre`s les de´finitions et notations, nous
rappelons les caracte´ristiques des algorithmes de GAC
a` gros grain, et pre´sentons la consistance duale. Nous
de´crivons comment appliquer DC a` des re´seaux non-
binaires de contraintes he´te´roge`nes utilisant des propa-
gateurs base´s sur la se´mantique des contraintes. Nous
proposons l’algorithme sDCclone, permettant d’e´tablir
DC sur des re´seaux de contraintes quelconques en ge´-
ne´rant des contraintes implicites ✓ a` la vole´e ✔, et qui
exploite totalement l’incre´mentalite´ des algorithmes
de GAC sous-jacents pour obtenir une complexite´
temporelle dans le pire des cas en O(neid
3 + ndψ)
(O(n(e+ei)d
3) pour des CNs binaires). Cet algorithme
a une meilleure complexite´ que les algorithmes propo-
se´s pre´ce´demment1. sDC-2.1, une variante ge´ne´ralise´e
et optimise´e de sDC-2 est ensuite propose´e, et sa com-
plexite´ e´tudie´e.
Finalement, nous identifions expe´rimentalement les
de´fauts de DC, pouvant empeˆcher son utilisation sur
des proble`mes industriels. En perspective de ces tra-
vaux, nous proposons des approximations de DC per-
mettant de ge´rer ses faiblesses identifie´es.
1ψ est la complexite´ amortie pour e´tablir GAC sur le CN de
manie`re incre´mentale, et ei est le nombre de contraintes impli-
cites ge´ne´re´es.
1 Pre´liminaires
1.1 CN et CSP
Un re´seau de contraintes (CN) P consiste en un
ensemble de n variables X et un ensemble de e
contraintes C . Un domaine, associe´ a` chaque va-
riable X et note´ domP (X), est un ensemble fini d’au
plus d valeurs que la variable peut prendre dans le
CN P . Quand ce sera possible sans ambigu¨ite´, nous
noterons simplement dom(X) au lieu de domP (X).
Les contraintes spe´cifient les combinaisons autorise´es
de valeurs pour des ensembles de variables donne´s.
Une instanciation I est un ensemble de couples va-
riable/valeur, (X, v), note´s Xv, avec v une valeur d’un
univers donne´ U (∀X ∈ X ,dom(X) ⊆ U). I est va-
lide par rapport a` un CN P ssi pour toute variable X
implique´e dans I, v ∈ domP (X).
Une relation R est un ensemble d’instancia-
tions. Une contrainte C d’arite´ r est un couple
(scp(C), rel(C)), avec scp(C) un ensemble de r va-
riables et rel(C) une relation d’arite´ r. k est l’arite´
maximale des contraintes dans un CN donne´. Pour une
contrainte donne´e C, une instanciation I de scp(C)
(ou d’un sur-ensemble de scp(C), ne conside´rant dans
ce cas que les variables de scp(C)) satisfait C ssi
I ∈ rel(C). On dit que I est autorise´e par C. Pour
controˆler si une instanciation satisfait une contrainte,
on effectue un test de contrainte. Une instanciation I
est localement consistante ssi elle est valide et auto-
rise´e par toutes les contraintes du CN. Une solution
d’un CN P (X ,C ) est une instanciation localement
consistante de toutes les variables de X .
Un CSP est le proble`me de de´cision consistant a`
de´terminer si une solution a` un CN donne´ existe. Une
instanciation est globalement consistante ssi elle est un
sous-ensemble d’au moins une solution. Les instancia-
tions qui ne sont pas globalement consistantes sont
e´galement appele´es no-goods. De´terminer si une ins-
tanciation localement consistante est un no-good est
NP-complet dans le cas ge´ne´ral, mais les proprie´te´s de
consistance sont utilise´es pour identifier des no-goods
en utilisant des algorithmes polynomiaux. E´tant don-
ne´e une consistance Φ, elle peut eˆtre e´tablie sur P en
utilisant un ✓ algorithme de Φ-consistance ✔, dont l’ob-
jectif est de de´tecter et supprimer toutes les instancia-
tions Φ-inconsistantes jusqu’a` l’obtention d’un point
fixe (une fermeture de P par Φ est obtenue). Le plus
souvent, le point fixe est unique. Le CN obtenu a` partir
de P en e´tablissant la consistance Φ sera note´ Φ(P ).
1.2 Consistance d’arc ge´ne´ralise´e
La consistance d’arc ge´ne´ralise´e (GAC) est la pro-
prie´te´ de consistance la plus commune et la plus utile.
Algorithm 1: GAC(P = (X ,C ), A )
P : le CN a` filtrer
A : un ensemble initial d’arcs a` re´viser
Q← A1
tant que Q 6= ∅ faire2
prendre (C,X) de Q3
si revise(C,X) alors4
si dom(X) = ∅ alors retourner ⊥5
Q← Q ∪mod({X},C )\(C,X)6
retourner P7
Il s’agit d’une proprie´te´ de consistance de domaine [2],
c’est-a`-dire qu’elle identifie des no-goods de taille 1
(des valeurs globalement inconsistantes). Les proprie´-
te´s de consistance qui identifient des no-goods de plus
grande taille sont appele´es consistances de relation,
puisqu’elles permettent de supprimer des instancia-
tions des relations des contraintes.
Definition 1 (Consistance d’arc ge´ne´ralise´e). E´tant
donne´ un CN P = (X ,C ) :
1. Xa | X ∈ X et a ∈ dom(X) est GAC par rapport
a` la contrainte C ∈ C ssi ∃I | Xa ∈ I∧I est valide
et autorise´e par C. I est alors appele´e un support
de a pour C.
2. Xa est GAC ssi ∀C ∈ C | X ∈ scp(C), Xa est
GAC par rapport a` C.
3. P est GAC ssi ∀X ∈ X , ∀a ∈ dom(X), Xa est
GAC.
Notation 1. L’ensemble {(C, Y ) | {X,Y } ⊆ scp(C)∧
X ∈ X ∧C ∈ C } des arcs a` re´viser apre`s une modifica-
tion effectue´e sur les variables de l’ensemble X , ou sur
les contraintes de l’ensemble C , sera note´ mod(X ,C ).
L’algorithme 1 pre´sente la boucle principale des al-
gorithmes de GAC a` gros grain, i.e. des variantes
de GAC-3. Les variantes re´sident dans la nature de
la fonction revise, appele´e a` la ligne 4 de l’algo-
rithme. Cette version de l’algorithme est ✓ oriente´e
arcs ✔ : la file de propagation contient tous les arcs
qui doivent eˆtre re´vise´s. Un arc est un couple (C,X),
avec X ∈ scp(C). Dans un CN donne´, on peut de´finir
jusqu’a` O(ek) arcs. Un arc (C,X) doit eˆtre re´vise´ s’il
existe une possibilite´ pour X de ne pas eˆtre AC par
rapport a` C. Si l’on n’a aucune information sur l’e´tat
du CN, tous les arcs doivent eˆtre place´s dans la file et
eˆtre ainsi re´vise´s au moins une fois. Si l’on sait qu’une
unique variable X a e´te´ modifie´e dans un CN GAC,
seuls les arcs mod({X},C ) doivent eˆtre inse´re´s. L’al-
gorithme 1 peut eˆtre initialise´ a` partir d’un ensemble
d’arcs A (ligne 1). En utilisant la notation 1, GAC
peut eˆtre e´tablie sur un CN donne´ P = (X ,C ) par
un appel P ← GAC(P,mod(X ,C )).
La complexite´ dans le pire des cas de ces algorithmes
vient du fait qu’un arc donne´ (C,X) n’est inse´re´ dans
la file de propagation que lorsque l’une des O(k) va-
riables de scp(C) est modifie´e (il faut alors controˆler
si les supports de X par rapport a` C sont toujours
valides). Or, une variable ne peut eˆtre modifie´e que
d fois. Ainsi, O(ek2d) appels a` revise peuvent eˆtre
effectue´s dans le pire des cas. L’algorithme de base
pour revise effectue une ite´ration sur le produit Car-
te´sien des domaines des variables de scp(C) jusqu’a`
trouver un support pour chaque valeur des domaines,
d’ou` une complexite´ en O(kdk) pour revise (on sup-
pose qu’un test de contrainte se fait en O(k)), et de
O(ek3dk+1) pour e´tablir GAC. L’ide´e de GAC-2001 [5]
est de rendre la fonction revise incre´mentale, de sorte
que la complexite´ amortie de tous les appels a` re-
vise pour une contrainte donne´e est en O(k2dk),2 d’ou`
une complexite´ en O(ek2dk). GAC-schema [4] atteint
la complexite´ optimale O(ekdk) en utilisant des files
de propagation a` grain fin et en exploitant la multi-
directionnalite´ des contraintes. Cependant, cela ne´ces-
site des structures de donne´es additionnelles, et l’algo-
rithme n’est pas toujours plus performant en pratique.
D’autres travaux ont indique´ que d’autres variantes
sous-optimales de GAC-3, comme GAC-3rm [12] ou
GAC-watched [9] sont les plus efficaces en pratique
quand ils sont maintenus au cours de la recherche,
graˆce a` l’exploitation de structures de donne´es stables
au backtrack. Dans le cas binaire (k = 2), (G)AC-2001
est optimal en O(ed2). Finalement, dans le cas binaire,
il existe des algorithmes hautement optimise´s comme
AC-3bit [13], permettant la propagation efficace d’un
grand nombre de contraintes binaires en extension.
Toutes les variantes des algorithmes de GAC sont
incre´mentales : une fois le point fixe atteint dans un
CN donne´, la complexite´ amortie dans le pire des cas
pour plusieurs appels a` l’algorithme, en supprimant au
moins une valeur entre chaque appel, est la meˆme que
la complexite´ d’un seul appel. Pour appliquer GAC-
3 incre´mentalement, il faut veiller a` ne re´viser un arc
que si et seulement si une valeur a e´te´ supprime´e dans
une variable implique´e par la contrainte de l’arc.
1.3 Propagateurs
L’ide´e des propagateurs provient du sche´ma de pro-
pagation ge´ne´rique AC-5 [19]. Les algorithmes de GAC
ge´ne´riques pre´sente´s dans la section pre´ce´dente sont
tous exponentiels en l’arite´ des contraintes, et ne sont
pas applicables pour des contraintes de grande arite´.
2Le facteur additionnel k provient du fait que la multi-
directionnalite´ des relations ne peut eˆtre exploite´e, et chaque
instanciation peut eˆtre prise en compte jusqu’a` k fois.
Cependant, en pratique, on peut souvent e´tablir GAC
efficacement pour une contrainte non-binaire en ex-
ploitant les proprie´te´s se´mantiques de celle-ci [1, 16].
AC-5 permet ceci en abstrayant la fonction revise,
qui peut alors eˆtre spe´cialise´e pour chaque type de
contrainte. Ces fonctions revise spe´cialise´es sont sou-
vent appele´es propagateurs. Dans ce contexte, les algo-
rithmes de GAC ge´ne´raux sont le plus souvent utilise´s
pour propager des contraintes de´finies en extension,
c’est-a`-dire a` partir d’une liste exhaustive d’instancia-
tions interdites3, ou pour des contraintes de´finies en
intention et utilisant des ope´rateurs scalaires.
La plupart des travaux sur la re´solution ge´ne´rique
des CSP se sont focalise´s sur l’utilisation de contraintes
homoge`nes, le plus souvent binaires en extension. En
pratique, les proble`mes industriels mettent en jeu des
contraintes he´te´roge`nes, associe´es a` des propagateurs
efficaces base´s sur leur se´mantique. Dans cet article,
nous ne faisons aucune hypothe`se sur la manie`re dont
GAC doit eˆtre e´tablie. Toutes les contraintes pour les-
quelles il existe un propagateur spe´cifique sont conser-
ve´es, et la se´mantique de celles-ci est exploite´e.
Par la suite, nous noterons O(φ) la complexite´ dans
le pire des cas pour e´tablir GAC sur un re´seau de
contrainte donne´, O(ψ) la complexite´ amortie pour
e´tablir GAC incre´mentalement sur ce re´seau, en sup-
primant au moins une valeur entre chaque propaga-
tion, et O(ρ) la complexite´ spatiale totale du re´seau
et de tous les propagateurs implique´s. Dans un CN
ge´ne´ral utilisant GAC-schema comme algorithme de
propagation, O(φ) = O(ψ) = O(ekdk) et O(ρ) =
O(nd+ ekd).
1.4 Consistance duale
La consistance duale (DC) introduite dans [10], est
une de´finition alternative (e´quivalente) a` celle de la
consistance de chemin [14] :
Definition 2 (Consistance duale). E´tant donne´ un
CN P = (X ,C ), une instanciation binaire I =
{Xa, Yb} est DC ssi Xa ∈ AC(P |Y =b) ∧ Yb ∈
AC(P |X=a).
P est DC ssi toutes les instanciations binaires loca-
lement consistantes de P sont DC.
P est fortement DC (sDC) ssi il est a` la fois AC et
DC.
L’algorithme connu le plus efficace pour e´tablir la
consistance duale forte est sDC-2, de´crit dans [11]. Le-
coutre et al. montrent qu’e´tablir sDC avec cet algo-
rithme a une complexite´ temporelle dans le pire des
cas en O(n5d5), nettement supe´rieure aux meilleures
3Dans le cas d’une liste d’instanciations autorise´es, on peut
utiliser d’autres algorithmes comme STR [17].
complexite´s connues pour PC, soit O(n3d3). Cepen-
dant, le pire des cas pour sDC-2 n’a que tre`s peu de
chances d’apparaitre, et l’algorithme est en pratique
plus rapide que les algorithmes de PC e´tat-de-l’art sur
la plupart des instances de CSP. De plus, sDC-2 n’uti-
lise qu’une structure de donne´es tre`s le´ge`re (en O(n)).
2 Consistance duale et re´seaux non-
binaires : algorithmes et complexite´s
Les algorithmes existants pour PC ne´cessitent que
le CN soit un graphe complet de contraintes binaires,
supportant la composition. La de´finition de DC per-
met d’e´tablir les remarques suivantes :
1. En remplac¸ant simplement AC par GAC dans la
de´finition 2, DC peut eˆtre applique´e a` un CN
d’arite´ quelconque.
2. Les algorithmes de DC ne font aucune hypothe`se
sur la manie`re dont (G)AC doit eˆtre e´tabli. Les
algorithmes peuvent donc utiliser tous les propa-
gateurs e´tat-de-l’art (base´s sur la se´mantique ou
pour les contraintes en extension) fournis par le
solveur.
3. Pour e´tablir sDC, il ✓ suffit ✔ d’eˆtre en mesure de
stocker et exploiter des no-goods binaires, et ce
meˆme si le CN original inclut des contraintes non-
binaires. Ceci ne suppose pas ne´cessairement de
ge´ne´rer un graphe complet de contraintes (seule-
ment dans le pire des cas).4
La dernie`re proposition provient d’un nouveau point
de vue sur DC (et PC) : les contraintes additionnelles
introduites pour e´tablir DC sont des contraintes qui
sont implique´es par les contraintes initiales du pro-
ble`me. DC nous permet de de´duire ces contraintes de
manie`re purement se´mantique, en exe´cutant les pro-
pagateurs des contraintes d’origine.
Trois algorithmes diffe´rents, sDC-1, sDC-2 et sDC-
3, e´tablissant la consistance duale forte sur des graphes
complets de contraintes binaires, sont de´crits dans
[11]. Nous proposons d’e´tendre sDC-1 et sDC-2 pour
prendre en compte les re´seaux de contraintes non-
binaires (sDC-3 est spe´cifiquement destine´ aux re´seaux
binaires et les re´sultats expe´rimentaux montrent qu’il
s’agit de l’algorithme le moins inte´ressant en pratique).
Nous exploitons l’incre´mentalite´ des algorithmes de
propagation pour obtenir une meilleure borne the´o-
rique de complexite´ temporelle. Nous nous inspirons
pour cela de l’algorithme SAC-OPT [3]. Les algo-
rithmes de sDC (et SAC) fonctionnent a` partir des
tests de singleton : pour chaque valeur Xv d’un CN
4C’est e´galement vrai pour les algorithmes de PC, mais cela
n’a a` notre connaissance pas e´te´ expe´rimente´ dans des travaux
ante´rieurs.
Algorithm 2: sDC-1(P = (X ,C ))
P ← GAC(P,mod(X ,C ))1
marque← X ← first(X )2
tant que X = marque faire3
si |dom(X)| > 1 ∧ checkVar-1(P,X) alors4
P ← GAC(P,mod({X},C ))5
si P = ⊥ alors retourner ⊥6
marque← X7
X ← next(X , X)8
retourner P9
Algorithm 3: checkVar-1(P = (X ,C ), X)
modif ← faux1
pour ch. a ∈ dom(X) faire2
P ′ ← GAC(P |X=a,mod({X},C ))3
si P ′ = ⊥ alors4
retirer a de domP (X)5
modif ← vrai6
sinon7
pour ch. Y ∈ X \X faire8
soit C t.q. C ∈ Ci ∧ scp(C) = {X,Y }9
pour ch. b ∈ domP (Y ) | b /∈10
domP
′
(Y ) ∧ {Xa, Yb} ∈ rel(C) faire
retirer {Xa, Yb} de rel(C)11
modif ← vrai12
retourner modif13
P , v est affecte´e a` X (dom(X) est re´duit au singleton
{v}), et (G)AC est e´tabli sur le CN re´sultant, note´
P |X=v. SAC supprime la valeur du domaine de la va-
riable ssi une inconsistance est de´tecte´e. DC va plus
loin en enregistrant des informations pouvant eˆtre de´-
duites du test de singleton sous forme de no-goods bi-
naires qui sont ajoute´s au CN en modifiant et/ou en in-
se´rant des contraintes implicites. Le sous-ensemble des
contraintes implicites sera note´ Ci (Ci ⊆ C ). Toutes
les contraintes binaires en extension (ou pouvant effi-
cacement eˆtre converties en contraintes en extension)
du re´seau initial peuvent imme´diatement eˆtre place´es






D’apre`s la preuve dans [3] sur la globalite´ des supports
pour SAC, toute modification effectue´e lors d’un test
de singleton doit entrainer le controˆle de tous les sin-
gletons impliquant les autres variables.
2.1 sDC-1 : l’approche na¨ıve.
sDC-1, de´ja` de´crit dans [11], est l’algorithme le plus
✓ na¨ıf ✔ pour e´tablir sDC. Les algorithmes 2 et 3 de´-
crivent sDC-1. L’algorithme ite`re sur toutes les valeurs
des domaines des variables. La marque et les fonctions
first/next utilise´es dans l’algorithme 2 sont utilise´es
pour parcourir les variables du CN en boucle, jus-
qu’a` ce que toutes les variables aient e´te´ teste´es par
checkVar-1 sans qu’aucune modification n’ait e´te´ ef-
fectue´e. next(X , X) conside`re X comme un ensemble
ordonne´, et renvoie soit la variable juste apre`s X dans
X , soit la premie`re variable de X (first(X )), ssi
X e´tait la dernie`re variable de X . Les tests de sin-
gleton sont effectue´s dans la boucle principale pour
ch. faire de checkVar-1 (algorithme 3). La seconde
boucle, lignes 8-12 permet de stocker les no-goods pou-
vant eˆtre de´duits a` partir de l’e´tablissement de GAC
a` la ligne 3. A` la ligne 9, la contrainte est cre´e´e ✓ a`
la vole´e ✔ ssi elle n’existe pas. Les contraintes cre´e´es
sont initialement des contraintes universelles, qui au-
torisent toutes les instanciations des variables.
Proposition 1. Applique´ a` un CN quelconque, sDC-




3φ) et une complexite´ spatiale en
O(eid
2).
E´bauche de preuve. O(nd) singletons doivent eˆtre tes-
te´s, et si n’importe quel test de singleton entraine une
modification, tous les singletons doivent a` nouveau
eˆtre teste´s [3]. La plus petite modification pouvant
survenir est la suppression d’un no-good binaire dans
la relation d’une contrainte implicite. Il peut ainsi y
avoir jusqu’a` O(eid
2) modifications. Un test de single-
ton consiste en :
1. L’e´tablissement de GAC en O(eid
2+φ) sur le CN
(ligne 3 de l’algorithme 3). Le terme O(eid
2) cor-
respond a` la propagation des ei contraintes impli-
cites binaires supple´mentaires, a` l’aide d’un algo-
rithme d’AC optimal.
2. Traiter les O(nd) modifications (valeurs suppri-
me´es), et supprimer les no-goods correspondants
dans les contraintes implicites (lignes 8-12 de l’al-
gorithme 3). L’exploitation des deltas des do-
maines modifie´s par une propagation (comme sug-
ge´re´ par le sche´ma de propagation AC-5) permet
de rendre ce travail incre´mental, et la complexite´
amortie obtenue est en O(eid
2), qui peut eˆtre
ignore´e.
La seule structure de donne´es utilise´e par sDC-1 cor-
respond au stockage des no-goods dans les contraintes
binaires en extension, en O(eid
2). Les structures de
donne´es de l’algorithme d’AC optimal utilise´ pour pro-
pager ces contraintes sont en O(eid) et peuvent eˆtre
ne´glige´es.
Les re´sultats expe´rimentaux de´crits dans [11] in-
diquent que malgre´ la simplicite´ et la complexite´ the´o-
Fig. 1 – Illustration de l’incre´mentalite´ de GAC sur
les tests de singleton
rique dans le pire des cas e´leve´e, cet algorithme se
comporte tre`s bien en pratique, le plus souvent mieux
que les algorithmes de PC e´tat-de-l’art.
2.2 sDCclone : e´tablir sDC en O(neid
3 + ndψ).
Cette complexite´ pour e´tablir DC est obtenue en
exploitant comple`tement l’incre´mentalite´ des algo-
rithmes de (G)AC. Comme illustre´ par la figure 1, si
des no-goods sont de´duits du test de singleton Y = d,
le test de singleton ante´rieur X = a ne devrait pas eˆtre
recalcule´ entie`rement, mais relance´ incre´mentalement
a` partir du dernier point fixe obtenu pour X = a.
L’ide´e de sDCclone, emprunte´e a` l’algorithme SAC-
OPT, est d’obtenir ce re´sultat en cre´ant une copie
physique du CN en me´moire pour chacun des O(nd)
tests de singleton possibles. Afin de be´ne´ficier de l’in-
cre´mentalite´ des algorithmes de propagation, toutes
les structures de donne´es de ces algorithmes doivent
e´galement eˆtre duplique´es.
Il faut remarquer que les contraintes implicites
doivent eˆtre propage´es a` chaque fois qu’elles sont mo-
difie´es, et non pas seulement quand une valeur est sup-
prime´e du domaine d’une variable. En consultant l’al-
gorithme 1, on constate que chaque arc impliquant une
contrainte implicite peut eˆtre inse´re´ O(d2) fois, ce qui
signifieO(eid
2) appels a` revise. Bien que la proce´dure
revise d’AC-2001 soit incre´mentale, elle requiert au
moins O(d) ope´rations pour valider les supports cou-
rants. La complexite´ d’AC-2001 devient donc O(eid
3),
et cet algorithme ne peut eˆtre utilise´ pour obtenir
une complexite´ optimale pour propager les contraintes
implicites : il faut utiliser un algorithme a` grain fin
comme AC-4, AC-6 ou AC-7.
Proposition 2. Applique´ a` un CN quelconque,
sDCclone admet une complexite´ temporelle dans le pire
des cas en O(eind
3 + ndψ) et une complexite´ spatiale
en O(eind
2 + ndρ).
E´bauche de preuve. La complexite´ temporelle dans le
pire des cas est obtenue en conside´rant entie`rement
l’incre´mentalite´ de GAC pour chacun des O(nd) tests
de singleton, en supposant une complexite´ amortie
pour e´tablir GAC incre´mentalement sur le CN en
O(ψ), et O(eid
2) pour e´tablir AC sur les contraintes
implicites, en utilisant un algorithme d’AC optimal a`
grain fin.
Le CN doit eˆtre clone´ O(nd) fois. Cependant, la liste
des no-goods (i.e. les relations des contraintes impli-
cites) peut eˆtre partage´ entre tous les clones. Seules
les structures de donne´es de l’algorithme d’AC opti-
mal (en O(eid)) doivent eˆtre clone´es. On en de´duit la
complexite´ spatiale de l’algorithme.
Par exemple, pour un CN consistant uniquement en
une se´rie de contraintes all-diff (O(ψ) = O(ek2d2) et
O(ρ) = O(ekd) [16]), par exemple pour mode´liser un
proble`me de carre´ latin, sDC peut eˆtre e´tablie avec cet
algorithme en O(eind
3 + enk2d3) avec une complexite´
spatiale en O(eind
2 + enkd2).
Dans le cas binaire, sDCclone atteint une complexite´
spatiale dans le pire des cas en O(n(e + ei)d
3), c’est-
a`-dire une complexite´ infe´rieure aux algorithmes de
PC connus5. Cependant, les besoins en termes d’es-
pace restent excessifs pour une utilisation pratique.
De plus, Debruyne & Bessie`re indiquent dans [3] que
les re´sultats expe´rimentaux conduits autour de l’algo-
rithme SAC-OPT, construit suivant le meˆme principe,
se sont re´ve´le´s de´cevants. L’algorithme n’est donc pas
de´crit ni expe´rimente´ plus avant dans cet article.
2.3 sDC-2.1 : un compromis
✓ Restaurer l’e´tat du CN, ✔ une ope´ration essentielle
pour obtenir les complexite´s ame´liore´es de sDCclone
ou SAC-OPT, peut eˆtre re´alise´ de manie`re tre`s natu-
relle, sans aucune structure de donne´es additionnelle,
lors de l’e´tablissement de DC. L’information enregis-
tre´e dans les contraintes implicites lors du pre´ce´dent
test du meˆme singleton peut eˆtre exploite´e pour res-
taurer les domaines des variables dans l’e´tat dans les-
quels ils e´taient a` la fin du pre´ce´dent test. Ceci peut
eˆtre effectue´ par un appel a` la fonction revise des
contraintes implicites impliquant la variable du sin-
gleton courant Xa : pour ch. (C, Y ) ∈ mod({X},Ci)
faire revise(C, Y ). Ce processus est un Forward Che-
cking et a une complexite´ dans le pire des cas en O(nd),
puisqu’il peut y avoir au plus n contraintes binaires im-
pliquant une variable donne´e, et que l’appel a` revise
sur une contrainte binaire dont l’une des variables est
un singleton est en O(d).
Cette observation avait e´te´ en partie exploite´e pour
concevoir l’algorithme sDC-2. Nous pre´sentons ici
sDC-2.1, une version optimise´e et e´tendue de sDC-
2, ge´rant les contraintes implicites et non-binaires de
5Bien suˆr, le nombre ei de contraintes implicites ne peut eˆtre






Algorithm 4: sDC-2.1(P = (X ,C ), Ci)
P ← GAC(P,mod(X ,C ))1
mark ← X ← first(X )2
re´pe´ter3
si |dom(X)| > 1 ∧ checkVar-2.1(P,Ci, X)4
alors
P ′ ←5
GAC(P, {arcQueue[i] | firstArcMain ≤
i < cnt})
si P ′ = ⊥ alors retourner ⊥6
pour ch. (Y, b) | Y ∈ X ∧ b ∈7
domP (Y ) ∧ b /∈ domP
′
(Y ) faire
retirer b de domP (Y )8




X ← next(X , X)13
jusqu’a` X = mark14
retourner P15
manie`re spe´cifique. L’algorithme est de´crit par les al-
gorithmes 4 et 5. La structure lastModified de sDC-
2 est remplace´e par une nouvelle structure arcQueue
et par O(nd) pointeurs (un par singleton Xa), no-
te´s firstArc[Xa]. Cette structure de donne´es fonc-
tionne comme suit : arcQueue contient tous les arcs
qui doivent eˆtre re´vise´s lors de tous les tests de single-
ton. Un arc est inse´re´ a` la fin de la file lorsqu’une va-
riable voisine ou la contrainte elle-meˆme est modifie´e.
A` chaque fois qu’un arc de arcQueue est re´vise´ pour
le test de singleton Xa, firstArc[Xa] est de´place´ vers
l’e´le´ment suivant de la file. Lors de l’appel a` GAC, la
file de propagation est initialise´e avec tous les arcs de
arcQueue en commenc¸ant par firstArc[Xa]. Ce me´-
canisme assure que (1.) l’ajout d’un arc a` la file de
propagation se fait en temps constant tout en pouvant
eˆtre ge´re´ par tous les singletons, et (2.) que les initia-
lisations des files de propagation se font de manie`re
incre´mentale.
Ces structures de donne´es sont utilise´es a` la ligne
5 de l’algorithme 4 et a` la ligne 9 de l’algorithme 5
pour initialiser les files de propagation de l’algorithme
sous-jacent, de sorte d’assurer que seuls les propaga-
teurs susceptibles de re´aliser des filtrages seront ap-
pele´s (i.e. une variable implique´e par la contrainte ou
la contrainte elle-meˆme a e´te´ modifie´e depuis le der-
nier test de ce singleton). X ′, Y ′, C ′ et C ′
i
sont les
variables, contraintes ou ensembles de contraintes de
P ′ qui correspondent respectivement a` X, Y , C et Ci
dans P .
Algorithm 5: checkVar-2.1(P = (X ,C ), Ci, X)
modif ← faux1
pour ch. a ∈ dom(X) faire2
si cnt ≤ |X | alors3
/* Premier tour */
P ′ ← GAC(P |X=a,mod({X},C ))4
sinon5
/* Tours suivants : forward
checking */
P ′ ← P |X=a6
pour ch. (C ′, Y ′) ∈ mod({X ′},C ′
i
) faire7
revise(C ′, Y ′)8
/* Propagation avec les files de
propagation pre´initialise´es */
P ′ ←9
GAC(P ′, {arcQueue[i] | firstArc[Xa] ≤
i < cnt}))
si P ′ = ⊥ alors10
retirer a de domP (X)11




pour ch. Y | {X,Y } ⊆ X faire16
soit C t.q. C ∈ Ci ∧ scp(C) = {X,Y }17
pour ch. b ∈ domP (Y ) | b /∈18
domP
′
(Y ) ∧ {Xa, Yb} ∈ rel(C) faire
retirer {Xa, Yb} de rel(C)19
arcQueue[cnt++]← (C,X)20




Proposition 3. Applique´ a` un re´seau de contraintes
quelconque, sDC-2.1 a une complexite´ temporelle dans
le pire des cas en O(e2
i
d4+eind
5+nkd2φ) et une com-
plexite´ spatiale en O(eid
2 + ek2d).
E´bauche de preuve. Dans cette variante de l’algo-
rithme, un test de singleton consiste en :
1. La restauration de l’e´tat du CN a` la fin du
test de singleton pre´ce´dent du meˆme couple va-
riable/valeur, en O(nd) par Forward Checking.
Le Forward Checking sur tous les singletons est
amorti en O(eid
2), et est re´alise´ O(eid
2) fois dans
le pire des cas, s’agissant du nombre de mo-




2. L’initialisation de la file de propagation de GAC.
Dans le pire des cas, chacun des O(ei + ek) arcs
est inse´re´ une fois a` chaque modification pos-
sible de chaque test de singleton (O(d2) pour les
arcs impliquant les contraintes implicites et O(kd)
pour les autres), d’ou` une complexite´ amortie en
O(nd.(eid
2 + ek2d)).
3. La propagation de l’assignation ou des mises a`
jour. Puisque les structures de donne´es des pro-
pagateurs ne sont pas clone´es, l’incre´mentalite´ de
ceux-ci est perdue, et retombe a` O(eid
2 + φ). On
sait qu’un propagateur donne´ ne peut eˆtre ap-
pele´ que O(kd) fois pour un singleton donne´ (resp.
O(d2) fois pour les contraintes implicites), quand
une valeur (resp. un no-good) est supprime´e. Pour
chacun des O(nd) singletons, la complexite´ amor-
tie pour toutes les propagations d’un test de sin-
gleton est donc en O(eid
4 + kdφ).
4. Si une inconsistance est de´tecte´e, la suppression
d’une valeur et la mise a` jour de arcQueue (ligne
13 de l’algorithme 5). La de´tection d’une incon-
sistance a` la ligne 10 ne peut survenir que O(nd)
fois et ne´cessite O(n) ope´rations pour la mise a`
jour d’arcQueue, qui sont amorties pour un to-
tal en O(eid + ed). On peut ne´gliger ce terme en
conside´rant e ≤ φ.
5. Sinon, la mise a` jour des contraintes implicites et
de arcQueue. Comme pour sDC-1, ces ope´rations
sont incre´mentales si les deltas sont exploite´s, et
peuvent eˆtre ne´glige´es.
En ce qui concerne la complexite´ spatiale : les rela-
tions des contraintes implicites sont en O(eid
2). Les
O(ei) arcs correspondant aux contraintes implicites
peuvent eˆtre inse´re´s O(d2) fois dans la file de re´vi-
sion, et les O(ek) arcs correspondant aux contraintes
initiales peuvent eˆtre inse´re´es O(kd) fois. La struc-
ture arcQueue a donc une complexite´ spatiale en
O(eid
2 + ek2d) et les pointeurs firstArc en O(nd).
Ce dernier terme peut eˆtre ne´glige´, en conside´rant
ρ ≥ nd.
Applique´ a` un graphe complet de contraintes bi-
naires (O(φ) = O(n2d2) et O(ei) = O(n
2)), la com-
plexite´ de l’algorithme devient O(n4d4 + n3d5), ce qui
pre´sente une ame´lioration par rapport a` sDC-2 (en
O(n5d5)). Si l’on conside`re par exemple un CN com-
pose´ initialement de contraintes all-diff, pouvant eˆtre






En pratique, la structure arcQueue peut sans
























(20, 6, 50, 8)
Fig. 2 – Pre´traitement sur des instances ale´atoires pre´-
sentant des contraintes de durete´ variable. Temps CPU
en secondes. Les caracte´ristiques des proble`mes sont
donne´es sous forme de quadruplets (n, d, e, k).
lastModV ar et lastModCons, c’est-a`-dire une struc-
ture plus proche de l’algorithme sDC-2 original. L’ini-
tialisation des files de propagation avant chaque propa-




nd3) a` la complexite´ tempo-
relle dans le pire des cas de l’algorithme. Cependant,
la complexite´ spatiale est moindre (O(n + ei) au lieu
de O(nd + eid
2 + ekd)), et le re´sultat est plus rapide
en pratique, cette structure permettant de regrouper
naturellement plusieurs re´visions d’un meˆme arc.
L’algorithme de GAC ✓ oriente´ arcs ✔ pre´sente´ a`
l’algorithme 1 peut eˆtre e´mule´ par une version ✓ orien-
te´e variables ✔ ame´liore´e, exploitant des heuristiques
d’ordonnancement des re´visions et des compteurs spe´-
ciaux pour e´viter les re´visions inutiles, comme de´crit
dans [6, 7].
3 Expe´rimentations
Les expe´rimentations sont effectue´es sur des bench-
marks de la Troisie`me Compe´tition Internationale
de Solveurs [18], sur des proble`mes binaires et
non-binaires, impliquant des contraintes en inten-
tion, extension ou pre´sentant des propagateurs spe´ci-
fiques connus. Nous avons utilise´ le solveur Concrete,
construit a` partir de la bibliothe`que de programmation
CSP4J [20].
La figure 2 donne une ide´e de l’ame´lioration ap-
porte´e par sDC-2.1 par rapport a` sDC-1 et sDC-2,
meˆme sur des proble`mes binaires. sDC est e´tablie
sur des proble`mes binaires (graphe du haut) et non-
binaires (graphe du bas) ale´atoires, avec chacun des
algorithmes. Les diffe´rences entre les algorithmes ap-
paraissent pre`s du point de transition, quand les sin-
gletons doivent eˆtre parcourus plusieurs fois pour at-
teindre le point fixe.
Deux strate´gies sont compare´es : les proble`mes sont
re´solus en utilisant un algorithme MGAC-dom/wdeg
classique, apre`s une phase de pre´paration ou` GAC
ou sDC sont respectivement e´tablis. Les structures de
donne´es et les algorithmes de propagation utilise´s pour
les contraintes binaires en extension sont ceux d’AC-
3bit ou AC-3bit+rm.
La table 1 montre des re´sultats repre´sentatifs d’ins-
tances pour lesquelles l’application de sDC a un im-
pact positif sur la recherche. sDC est particulie`re-
ment efficace sur les proble`mes tre`s difficiles, ou` le
nombre re´duit de nœuds explore´s parvient a` com-
penser le temps passe´ durant le pre´traitement et ce-
lui passe´ a` propager les contraintes supple´mentaires
pendant la recherche (ce temps peut eˆtre estime´ par
la me´trique nœuds par seconde). Les proble`mes se´-
lectionne´s sont des proble`mes structure´es pre´sentant
diffe´rents types de contraintes. Les instances taillard
sont des proble`mes d’ordonnancement d’atelier, mo-
de´lise´s par des contraintes d’ine´galite´ disjonctive avec
un propagateur incre´mental spe´cifique a` complexite´ li-
ne´aire. tsp est un proble`me de voyageur de commerce
et series un proble`me de se´ries d’intervalles impliquant
des contraintes de tables positives ternaires, propage´es
avec un algorithme STR [17]. scen11-f1 est l’instance
de proble`me d’allocation de fre´quences RFLAP la plus
difficile. Bien que cette instance n’implique que des
contraintes binaires, elle montre qu’il n’est pas ne´ces-
saire de comple´ter le graphe de contraintes pour e´ta-
blir DC (scen11-f1 utilise 680 variables et comple´ter le
graphe ne´cessiterait plus de 230 000 contraintes).
Dans de nombreux cas, les nouvelles contraintes in-
terfe`rent avec l’heuristique de choix de variable : les
meilleures heuristiques de choix de variable ge´ne´riques,
comme dom/wdeg, exploitent en effet la structure du
CN pour se´lectionner les variables a` affecter. L’ins-
tance tsp-25-715 est influence´e de manie`re spectacu-
laire par ce phe´nome`ne.
La table 2 montre des exemples d’instances pour
lesquelles l’application de sDC est contre-productive.
Trois principaux inconve´nients peuvent eˆtre identi-
fie´s, et une instance repre´sentative de chaque cas a
e´te´ choise : pour os-taillard-7-95-7, bien que le temps
de pre´traitement soit tre`s raisonnable, la re´duction
du nombre de nœuds ne permet pas de compenser
le temps perdu a` propager les nouvelles contraintes.
Dans le cas de os-gp-10-10, un tre`s grand nombre de
contraintes implicites est ge´ne´re´ (jusqu’a` 5 000 pour
GAC sDC
tsp-25-715
(76, 1 001, 350, 3)
prepro
cpu 0 353
add cstr 0 2 303
search
cpu 497 23
nodes 397 k 2k
nodes/s 798 96
total cpu 497 376
series-15
(29, 15, 210, 3)
prepro
cpu 0 1
add cstr 0 182
search
cpu 475 238
nodes 6 920 k 1 890 k
nodes/s 15 142 7 908
total cpu 475 239
GAC sDC
scen11-f1
(680, 42, 4 103, 2)
0 41
0 757
9 646 9 408
6 749 k 4 335 k
700 461
9 646 9 448
os-taillard-7-100-0




> 2 790 k 148 k
4 650 1 423
> 600 131




(49, 403, 294, 2)
prepro
cpu 0 25
add cstr 0 303
search
cpu 675 1,654
assgn 2 749 k 1,698 k
nodes/s 4 073 1,026
total cpu 675 1,679
GAC sDC
os-gp-10-10-1092
(101, 1 090, 1 000, 2)
0 > 275
0 > 1 020
> 2 400 –
> 864 k –
360 –
> 2 400 –
GAC sDC
graceful-K5-P2




985 k 993 k
6 280 4 040
157 251
Tab. 2 – Instances repre´sentatives ne´gatives.
des tailles de domaines de l’ordre de 1 000 valeurs), et
elles ne peuvent alors plus eˆtre stocke´es en me´moire
(dans une limite de 600 Mio). Finalement, dans le
cas de l’instance de graceful, dom/wdeg est perturbe´
par les nouvelles contraintes. Nous avons cependant
constate´ que ce cas reste assez rare, et d’autres stra-
te´gies de recherches plus proches de la se´mantique des
proble`mes ne seraient bien suˆr pas affecte´es.
4 Perspectives
Le principal inte´reˆt de la consistance duale est de
pouvoir automatiquement ame´liorer la robustesse des
solveurs face a` des mode`les na¨ıvement mode´lise´s. En
effet, certaines des contraintes implicites introduites
par DC pourraient eˆtre inse´re´es manuellement pendant
la phase de mode´lisation, avec un algorithme de pro-
pagation approprie´ et des structures de donne´es plus
le´ge`res.
Cependant, comme les contraintes ajoute´es par la
consistance duale sont des contraintes implicites, elles
peuvent eˆtre facilement relaˆche´es sans ajouter de solu-











Tab. 3 – Re´soudre un proble`me en ge´ne´rant des
contraintes convexes par range´e implicites
est de´ja` un bon exemple d’une telle approximation : les
no-goods qui ne peuvent eˆtre ajoute´s aux contraintes
originellement pre´sentes dans le proble`me sont igno-
re´s. En perspective a` nos travaux, nous proposons ces
extensions :
– Relaˆcher les contraintes implicites pour qu’elles
respectent une certaine proprie´te´, comme la
convexite´ par range´es (RC). De telles proprie´-
te´s permettent de propager plus efficacement
les contraintes implicites. La table 3 donne un
exemple de proble`me difficile re´solu par l’ajout
de contraintes convexes RC graˆce a` DC (les no-
goods qui violent la proprie´te´ sont ignore´s). La
DC comple`te n’avait pas pu eˆtre e´tablie sur le
meˆme proble`me (cf table 2).
– Ne propager les contraintes implicites que si elles
sont actives pendant la recherche. On pourra se
re´fe´rer a` des travaux tels que [15] pour cela, sans
avoir a` de´tecter les contraintes redondantes.
5 Conclusion
Dans cet article, nous avons propose´ une extension
de la de´finition de la consistance duale, et donc de
la consistance de chemin, aux re´seaux de contraintes
non-binaires. Nous avons montre´ comment utiliser
DC pour de´duire automatiquement des contraintes bi-
naires implicites a` partir des domaines et contraintes
originaux du CN. Une nouvelle variante d’algorithme
de consistance duale forte, nomme´e sDCclone, pre´sen-
tant une complexite´ dans le pire des cas inte´ressante,
a e´te´ de´crite. Un compromis efficace, ge´rant spe´cifi-
quement contraintes non-binaires et contraintes impli-
cites, nomme´ sDC-2.1, a e´te´ propose´. Des expe´rimen-
tations de ces algorithmes, utilisant la ge´ne´ration de
contraintes implicites ✓ a` la vole´e ✔ ont e´te´ de´crites,
et montre´ combien cette approche e´tait prometteuse.
Les expe´rimentations ont e´galement permis de
mettre en e´vidence les faiblesses potentielles de la
consistance duale, pouvant empeˆcher son utilisation
sur des proble`mes industriels. De nouvelles ide´es pros-
pectives ont e´te´ propose´es pour apporter des solutions
a` ces inconve´nients.
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