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Resumen: El objetivo del proyecto AMALEU es aprender una representacio´n
comu´n para diferentes idiomas. Se pretende tener una representacio´n comu´n pa-
ra la lengua oral y una para la lengua escrita. AMALEU, de dos an˜os de duracio´n,
esta´ financiado por el MINECO dentro del programa de Europa Excelencia
Palabras clave: Traduccio´n Automa´tica Multilingu¨e, Traduccio´n de Voz y Texto
Abstract: The objective of AMALEU’s project is learning a multilingual common
representation for speech and a different multilingual common representation for
text. AMALEU is a two-year project funded by the MINECO.
Keywords: Multilingual Machine Translation, Speech and Text Translation
1 Participantes del proyecto
El grupo de investigacio´n que participa en
el proyecto pertenece al grupo de investiga-
cio´n de Voz del Departamento de Teor´ıa de
Sen˜al y Comunicaciones de la Universidad
Polite`cnica de Catalun˜a y al centro de inves-
tigacio´n TALP. La investigadora principal es
la autora de este art´ıculo, y como investiga-
dores esta´n Carlos Escolano, Gerard Gallego
y Javier Ferrando.
2 Entidad financiadora
El proyecto esta´ financiado por el Ministerio
de Economı´a y Competitividad y el co´digo
del proyecto es EUR2019-103819. AMALEU
comenzo´ el 1 de enero de 2019, finaliza el 31
de enero de 2020 por lo que tiene una dura-
cio´n de 24 meses. La financiacio´n total es de
74.850 euros.
3 Contexto y motivacio´n
¿Por que´ la traduccio´n automa´tica entre
ingle´s y portugue´s es considerablemente me-
jor que la traduccio´n automa´tica entre ho-
lande´s y castellano? ¿Por que´ los reconocedo-
res automa´ticos funcionan mejor en alema´n
que en fine´s? El principal motivo es la varia-
cio´n en la cantidad de datos etiquetados pa-
ra entrenar y modelar los sistemas. Aunque
el mundo es multimodal y altamente multi-
lingu¨e, la tecnolog´ıa de voz y lenguaje no es
capaz de absorver la alta demanda que hay
en todos los lenguajes. Necesitamos mejores
algoritmos de aprendizaje que puedan explo-
tar el progreso de unas pocas modalidades y
lenguajes para el beneficio de otros.
Este proyecto se focaliza en el reto de
aprendizaje a partir de pocos recursos a par-
tir de una aproximacio´n para la traduccio´n
automa´tica multilingu¨e.
AMALEU propone entrenar conjunta-
mente un modelo multilingu¨e y multimodal
que aprenda una representacio´n universal del
lenguaje. Este modelo compensara´ la falta
de datos etiquetados y mejorara´ significativa-
mente la capacidad de generalizacio´n de los
datos de entrenamiento a partir de observar
una variedad de recursos no etiquetados. Este
modelo reducira´ el nu´mero cuadra´tico de sis-
temas de traduccio´n a linear, lo cual tendra´
un gran impacto en un entorno multilingu¨e.
El reto de este proyecto radica en entre-
nar una representacio´n universal de mane-
ra automa´tica y con aprendizaje profundo.
Para esto, AMALEU utilizara´ una arquitec-
tura basada en la estructura de codificador-
decodificador. El codificador aprende una re-
presentacio´n del lenguaje de entrada median-
te una reduccio´n de dimensionalidad, que
sera´ la representacio´n universal del lengua-
je; a partir de esta abstraccio´n, el decodifi-
cador genera la salida. La arquitectura inter-
na del codificador-decodificador se disen˜ara´
explicitamente para aprender la abstraccio´n
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universal del lenguaje, que se integrara´ como
funcio´n objetivo de la arquitectura.
AMALEU impactara´ comunidades alta-
mente multidisciplinares incluyendo ciencias
de la computacio´n, matema´ticas, ingenier´ıa
y lingu´ıstica, que trabajan conjuntamente en
aplicaciones del procesado del lenguaje natu-
ral de voz y de texto.
4 Proyecto AMALEU
El objetivo de AMALEU es aprender de ma-
nera automa´tica una representacio´n universal
del lenguaje ya sea voz o texto, de manera que
se pueda explotar en aplicaciones de inteli-
gencia artificial. Adicionalmente, el proyecto
se plantea utilizar fuentes de informacio´n no
etiquetadas as´ı como informacio´n lingu¨´ıstica.
La Figura 1 muestra el diagrama de Gantt del
proyecto y los principales paquetes de traba-
jo. El plan de trabajo incluye: gestio´n y dise-
minacio´n, representacio´n multilingu¨e comu´n,
integracio´n de recursos lingu¨´ısticos y la inte-
gracio´n y evaluacio´n. A continuacio´n, descri-
bimos brevemente cada uno de estos cuatro
puntos del plan de trabajo, as´ı como el grado
de consecucio´n de los objetivos a fecha 1 de
junio de 2020 (mes 17).
4.1 Gestio´n y Diseminacio´n
Esta parte del trabajo incluye la adecuada
gestio´n del proyecto preparando los informes
adecuados y controlando el presupuesto ade-
cuadamente. Adema´s, se gestionara´ una dise-
minacio´n elaborada que incluya publicacio-
nes y participaciones en eventos internacio-
nales. Las publicaciones relacionadas con el
proyecto se van citando cuando se describen
la consecucio´n de los objetivos de cada tarea.
Consecucio´n de los objetivos (mes 17).
Este objetivo esta´ completado al 75 %, resul-
tados del mismo se pueden ver en acciones de
diseminacio´n como el desarrollo de la pa´gi-
na web del grupo de investigacio´n y del pro-
yecto1, la participacio´n en la organizacio´n de
evaluaciones internacionales (Barrault et al.,
2019), y art´ıculos de diseminacio´n del a´rea
(Costa-jussa` et al., 2020).
4.2 Representacio´n Comu´n de la
Voz o el Texto Multilingu¨es
El objetivo en este punto es obtener una re-
presentacio´n comu´n del lenguaje en su re-
presentacio´n textual y en su representacio´n
1http://mt.cs.upc.edu
oral, de manera independiente. La represen-
tacio´n comu´n del texto o la voz se construira´
a partir de una arquitectura de codificador-
decodificador. Dado que mu´ltiples lengua-
jes se pueden entrenar en un u´nico mode-
lo que pueda producir traducciones multi-
lingu¨es, queremos aprender la representacio´n
multilingu¨e del lenguaje a partir del uso de
una funcio´n objetivo comu´n.
Dentro de esta parte del trabajo plantea-
mos dos actividades. La primera es el desarro-
llo de la arquitectura para el lenguaje textual.
Aqu´ı nos focalizaremos en investigar meca-
nismos de atencio´n y en diferentes represen-
taciones intermedias que sean de longitud fija
o variable. Evaluaremos tanto la calidad de la
representacio´n intermedia como la calidad de
la traduccio´n. La segunda actividad consis-
tira´ en construir una representacio´n comu´n
para el lenguaje oral. Aqu´ı la investigacio´n
se centrara´ en adaptar el codificador de ma-
nera que pueda aceptar la entrada oral que es
considerablemente larga. Asimismo, identifi-
caremos mecanismos de atencio´n adecuados
para tales longitudes. La parte del decodifi-
cador se compartira´ en ambas actividades.
Consecucio´n de los objetivos (mes 17).
La representacio´n comu´n en texto se da por
completada a partir de los siguientes tra-
bajos: (Escolano, Costa-jussa`, y Fonollosa,
2019; Escolano et al., 2019; Escolano et al.,
2020a; Escolano et al., 2020b), donde se de-
muestra que la arquitectura que hemos plan-
teado es capaz de acercar las representaciones
de oraciones similares en distintos idiomas.
La parte de voz esta´ en curso.
4.3 Recursos Lingu¨´ısticos
El objetivo en este punto es utilizar informa-
cio´n lingu¨´ıstica externa de manera que ayu-
de a encontrar la representacio´n comu´n del
lenguaje. Para eso se investigara´ sobre cuales
son las mı´nimas unidades (palabras, subpa-
labras o caracteres) ma´s adecuadas para con-
seguir una representacio´n universal del len-
guaje. Por otro lado se explotara´n recursos
de diferentes naturalezas incluyendo bases de
datos monolingu¨es.
Consecucio´n de los objetivos (mes 17).
Hemos explorado las unidades mı´nimas y in-
formacio´n lingu¨´ıstica (Casas, Costa-jussa`, y
Fonollosa, 2020; Casas, Fonollosa, y Costa-
jussa`, 2020; Armengol-Estape´, Costa-jussa`,
y Escolano, 2020) as´ı como el uso de datos
monolingu¨es (Biesialska, Rafieian, y Costa-
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Figura 1: Diagrama Gantt. Plan de trabajo
jussa`, 2020). Ahora falta su integracio´n en la
arquitectura multilingu¨e.
4.4 Integracio´n/Evaluacio´n
En cuando a datos, AMALEU usara´ datos
multimodales de bases de datos existentes y
conocidas como los que provienen de las eva-
luaciones del WMT2 y del IWSLT3 as´ı como
otros recursos disponibles desde el Linguistic
Data Consortium4.
Referente a la evaluacio´n, como no existe
un me´todo establecido para evaluar la cali-
dad de la representacio´n intermedia, propo-
nemos una nueva medida que utiliza la dis-
tancia de la representacio´n entre oraciones
similares. Esta distancia se combina con la
evaluacio´n de recuperacio´n de la oracio´n ori-
ginal a partir de su representacio´n para cal-
cular lo que denominamos Medida de Simi-
litud con Recuperacio´n. Asimismo, calcula-
remos con oraciones que son contradictorias,
tienen una representacio´n no similar (a par-
tir de la medida de distancia entre oraciones)
y combinaremos esta distancia con la recu-
peracio´n de la frase original para calcular lo
que denominamos Medida de Disimilitud con
Recuperacio´n. Estas medidas pretenden con-
trolar que las oraciones similares tengan una
representacio´n similar y las oraciones contra-
dictorias tengan una representacio´n distante.
La calidad de la traduccio´n se evaluara´ con
el me´todo estandard BLEU (Papineni et al.,
2002).
Consecucio´n de los objetivos (mes 17).
La transversalidad de esta tarea hace que su
2http://www.statmt.org/wmt20/
3https://workshop2020.iwslt.org/
4https://www.ldc.upenn.edu/
consecucio´n se mida mayoritariamente en ba-
se a los objetivos previos. Adema´s, queremos
an˜adir que con nuestro sistema hemos partici-
pado en evaluaciones internacionales de pres-
tigio (Casas et al., 2019) obteniendo siempre
resultados competitivos.
5 Impacto
El impacto de AMALEU se refleja en una
mejora de calidad y eficiencia de los actuales
sistemas multilingu¨es ma´s alla` de los traduc-
tores automa´ticos.
La novedosa integracio´n de informacio´n
multilingu¨e y multimodal en las aplicaciones
de inteligencia artificial, que plantea AMA-
LEU, permitira´ mejorar la calidad de las mis-
mas. Es clave que los sistemas pueden explo-
tar mu´ltiples recursos y se puedan entrenar
a partir de datos no etiquetados. Como con-
secuencia, se consigue un aprendizaje zero-
shot, que quiere decir que el sistema no nece-
sita ver ejemplos de la tarea en concreto para
aprenderla.
La extensio´n del entrenamiento a mu´lti-
ples lenguas y modalidades contribuira´ a
mayores generalizaciones. Asimismo, la ex-
plotacio´n de una alta variedad de recursos
lingu¨´ısticos tambie´n lo hara´.
La representacio´n universal del lenguaje
permite abrir nuevos horizontes en tareas co-
mo la bu´squeda de informacio´n o los resu´me-
nes automa´ticos cross-lingu¨es. Asimismo, el
uso de una representacio´n comu´n del lenguaje
permitira´ reducir el nu´mero de sistemas mul-
tilingu¨es de N·(N-1) (donde N es el nu´mero
de lenguas) a 2·N. Adema´s nuestra aproxima-
cio´n permite an˜adir incrementalmente nuevas
lenguas. Este logro consigue crear nuevas ar-
quitecturas de aprendizaje profundo ma´s efi-
AMALEU: a machine-Learned universal language representation
107
cientes, as´ı como beneficiar las lenguas de po-
cos recursos a partir de las lenguas con ma´s
recursos.
Finalmente, mencionar que la investiga-
cio´n realizada en AMALEU tiene en cuenta
producir resultados que sean justos y no re-
produzcan sesgos sociales (Costa-jussa`, 2019;
Costa-jussa`, Lin, y Espan˜a-Bonet, 2020;
Costa-jussa` et al., 2020).
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