A conceptual, and practical, di culty with the Continuous-time Generalised Predictive controller is solved by replacing the continuouslymoving horizon by an intermittently moving horizon. This allows slow optimisation to occur concurrently with a fast control action.
Contents
In a Model Based Predictive Controller, a model is used to predict the future system behaviour over a certain time range T. An error over this time rangẽ e is determined between the predicted and desired system behaviours.
In the discrete-time context, an optimal set of control signals is then obtained by minimising the cost function J MBPC corresponding to the square of the errorẽ 2 summed over that time period. \An open-loop strategy would simply assert the set of controls U( T) in sequence: what makes MBPC into a closed-loop feedback control law is the use of the receding-horizon approach, for which only the rst element of the set U( T ) is transmitted to the plant and the whole operation of prediction-optimisation-control is repeated at each sample" 1]. This moving horizon approach can be viewed as optimisation within a set of axes which, although xed in time for the purposes of optimisation, moves forward with time for the purposes of determining the control action. This general approach has been called \Open-loop Feedback Optimal (OLFO) Control" 2].
In the continuous-time context 3] a similar approach is taken. It is di erent in that the optimal control signal, instead of being speci ed as a series of control values, is speci ed as a continuous polynomial function of time and in that the moving axes move continuously. It is the same in that, in the receding horizon strategy, only the initial value of this optimal control signal is used.
This paper proposes an intermittently moving horizon approach where the moving horizon axes remain xed for a period of time within which period the actual and moving-horizon control signals evolve together in an openloop fashion. After this period, the axes are moved, and a new optimisation takes place. In principle, this idea is equally applicable to the discrete-time and continuous-time cases, but the idea is developed here for continuous-time algorithms. In contrast to the OLFO approach, we shall refer to this general approach as Open-loop Intermittent Feedback Optimal (OLIFO) Control. The particular version considered here is Intermittent continuous-time generalised predictive control or ICGPC.
Optimisation is at the heart of predictive control. In the usual approach, there are essentially two ways in which optimisation can be used to generate the control signal:
1. the optimisation can be performed o -line to give a explicit algebraic or numerical expression giving the control signal in terms of measured quantities and the reference signal 2. the optimisation can be performed on-line to give a numerical value for the control signal The rst can only be used when the system and constraints do not vary with time and it has the advantage that the corresponding on-line control signal computation is fast. However, the closed algebraic form is only available for certain special cases (including linear systems with no constraints); the corresponding numerical form may involve high-dimensional interpolation and be costly in computer memory.
In principle, the second approach can be used in a non-recursive or recursive form (analogous to system identi cation) though recursive methods have not been developed at the time of writing; this paper will just consider the non-recursive case. The second approach has the advantage of handling time varying systems and constraints, but has the disadvantage of increasing online computational requirements. The computational burden involved in the optimisation has been addressed in numerous articles and yielded two main sort of alternatives. On one hand, di erent optimisation algorithms have been proposed to enable a faster optimisation (see for instance 4, 5, 6] ). On the other-hand, some authors suggest the use of multiple-linear MBPC (see 7, 8, 9] ) or successive system linearisations (see for instance 10, 11] ) to reduce the non-linear J MBPC minimisation problem to a linear one.
This approach is only feasible in the discrete-time case if each optimisation can be performed within one sample interval; it is not feasible at all in the continuous-time case as there is no equivalent free time. Even in the discrete-time, the fact that the time to compute an optimisation is not predetermined could cause timing problems. In contrast, the intermittent approach has the advantage of removing this computation-time in exibility. As will be shown, removing the requirement for a continually moving horizon relaxes the optimisation time constraint.
As far as we are aware, the potential of such an \Open-Loop Intermittent Feedback Controller" has not been addressed. We do so here in the context of continuous-time Generalised Predictive Control; but the main ideas are equally applicable other MBPC 1, 12] methods both continuous-time and discrete-time.
In section 2 (page 5) the Open-Loop Intermittent Feedback Control strategy is presented in the context of CGPC. Two examples are considered in section 3 (page 7) to illustrate the behaviour of the CGPC together with the OpenLoop Intermittent Feedback Control strategy. Section 4 (page 12) concludes this paper by discussing the advantages of this approach and pointing to future work.
Intermittent Generalised Predictive Control
This section summarises the main equations of Continuous-time Generalised Predictive Control as they apply to the new intermittent version; a complete derivation and discussion (in the non-intermittent case) is given elsewhere 3].
Following 3], this paper considers nonlinear systems of the form: : : :
In particular, as shown in 3], Y Ny may be expressed in terms of the system state x and U Nu (t) as:
where O(x(t); U Nu (t)) is a (nonlinear) function of x(t) and U Nu (t). Moreover, the vector (t) (dimension n ) is de ned in terms of Y as: (7) and the p i are n n y matrices.
Following 13], the control u i (t i ; ) (within the ith time frame) is constrained to be a polynomial of order N u function of time. The optimisation is thus with respect to the n u N u coe cients of the corresponding Taylor series. The resulting control is of the form: 
For intermittent GPC, a set of coordinates (see Figure 1 (page 19)) is erected at a discrete set of time points (indexed by t i ) on the time axis. The time relative to this new set of axes is denoted . Within this set of axes, a control signal u (t i ; ) is obtained by minimising the cost function: (10) where, to allow for the di erent time intervals corresponding to each in the context of a single integral, is parameterised by the scalar 2 0 1]:
and
w is the reference signal in the moving time frame. From the real-time implementation point of view, the results of the optimisation are not available until the optimisation is complete at a time = i where i is the time taken to complete the ith optimisation. However, the control signal computed in the previous set of axes (u (t i?1 ; )) is available.
With this in mind, the intermittent GPC control signal u(t) is de ned for the interval t i t < t i+1 follows:
where ol the time for which the control is open loop. (To avoid excessive notation ol is assumed constant). This is presented graphically in Figure  1 (page 19) for the single-input case. In other words, the information about the future evolution of the control signal (within the moving horizon) which would be discarded by CGPC is used by the ICGPC until an updated version is available from the optimisation. Thus the intermittent CGPC consists of two concurrent processes: 1. a fast computation of the open-loop control signal u(t) using Equations 8 (page 6) and 13 (page 7) and 2. a slow optimisation using the cost function of Equation 10 (page 6) (based on the estimated statex(t i )) generating U (t i )
CGPC can be considered to be the limiting case of ICGPC as ol ! 0 and the intermittent movement of the moving axes becomes continuous. This gives a nice conceptual approach to CGPC.
Examples
As discussed above, the intermittent approach has clear conceptual and practical advantages over the usual non-intermittent case in terms of feasibility and computation burden. This section investigates the corresponding performance related issues. with respect to two nonlinear examples. an inverted pendulum and temperature control of a chemical reactor. In each case, the simulations illustrate the e ect of the open-loop interval ol on performance, robustness to unmodelled dynamics and the e ect of measurement noise and also compare performance with the non-intermittent version implemented with the a discrete-sample interval of cgpc = ol . The simulations all use a small enough integration step to make the results correspond to continuous-time.
The simulations were performed on a Sun Sparc Ultra 1 using Matlab and Simulink; the symbolic-algebra package Reduce was used to perform the (oline) generation of the Matlab code required to compute Equation 5 (page 5).
An inverted pendulum
The inverted pendulum and the ICGPC parameters used during the simulation are described in the following subsection. The rest of the subsections compare the control performance of an ICGPC to a (non-intermittent) CGPC.
System and controller description
The dynamic equation of the inverted pendulum is:
where is the angular acceleration of the pendulum and the angle of the pendulum. is the torque in Nm applied to the pendulum by the controller. The mass of the pendulum is m = 0:5kg, l = 0:5m is its length and g = 9:81 is the gravity. The Euler method is chosen for the integration.
This problem is trivial if the control is performed whilst the pendulum angle 12 o 0:21rads since in this region the pendulum behaves linearly. It becomes much more di cult to control the pendulum as is diverging from this region. The pendulum will have to be stabilised at = The signi cance of this result is that although cgpc = ol implies a similar computational burden for ICGPC and CGPC, the performance of ICGPC is signi cantly better than CGPC for the larger values of cgpc = ol .
ICGPC robustness to unmodelled dynamics
Performance deterioration in the presence of unmodelled dynamics is an issue for all controllers. This is investigated here by replacing the system equation 14 (page 8) by . Although the response is poor due to the unmodelled dynamics, ICGPC performance does not deteriorate when ol increases whilst CGPC performance does deteriorate when cgpc increases.
ICGPC robustness to measurement noise
The e ect of measurement noise on system performance is investigated in this section. The di erence with the original system equation 14 (page 8) is an added white measurement noise term of variance 0:12. The design of CGPC is performed using the system model corresponding to the original equation 14 (page 8).
Figures 7 (page 25) and 8 (page 26) have the same interpretation as Figures 3 (page 21 ) and 4 (page 22) of Section 3.1.2 (page 9). Although the response is poor due to the measurement, ICGPC performance does not deteriorate signi cantly when ol increases whilst CGPC performance does deteriorate when cgpc increases.
Temperature control of a chemical reactor
In this section, the ICGPC is applied to control the temperature of a chemical reactor whilst a rst order chemical reaction A ?! B is occurring. This system, together with the simulation parameters, is described in the next subsection. 
System and controller description

ICGPC robustness to unmodelled dynamics
Results summary
As discussed in section 2 (page 5) the minimisation of a non-linear continuous time J CGPC is much too slow to be implementable. This was clear with the control of the inverted pendulum although it is a rather simple non-linear system. More importantly, ICGPC ful ls its expectations by enhancing fast control actions in CGPC without signi cant negative impact on the control accuracy. The OLIFC strategy, which is a mixture of open-loop and feedback control, appears robust to both system disturbances and measurement noise.
We have seen from the two control simulations, particularly with the chemical reaction, that a low feedback control action frequency enables a smooth control transient in presence of measurement noise and is su cient to realign the system response toward the desired one when the system is a ected by disturbances. This shows that the OLIFC is a good compromise between feedback and open-loop control strategies as it seems to pertain only the positive sides of these two approaches. However, this \behavioural study" is not su cient to draw rm conclusions. Thus theoretical investigations of the OLIFC robustness will have to be undertaken. We have also seen that the interpolation between open-loop actions can present some undesirable sharpness. This is therefore another issue that needs further investigation. It is interesting to note that such a control behaviour is consistent with that observed in biological motor control (see 16] for details).
An important advantage of the OLIFC strategy is that it is a natural way of implementing a MBPC. As a results, the OLIFC control strategy does not compete with other approaches aiming at improving the computational side of MBPC but rather cooperates with them to enhance faster control in MBPC. 
