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We present the 3+1 decomposition of the Simon-Mars tensor, which has the property of being
identically zero for a vacuum and asymptotically flat spacetime if and only if the latter is locally
isometric to the Kerr spacetime. Using this decomposition we form two dimensionless scalar fields.
Computing these scalars provides a simple way of comparing locally a generic (even non vacuum and
non analytic) stationary spacetime to Kerr. As an illustration, we evaluate the Simon-Mars scalars
for numerical solutions of the Einstein equations generated by boson stars and neutron stars, for
analytic solutions of the Einstein equations such as Curzon-Chazy spacetime and δ = 2 Tomimatsu-
Sato spacetime, and for an approximate solution of the Einstein equations : the modified Kerr
metric, which is an example of a parametric deviation from Kerr spacetime.
PACS numbers: 04.20.Ex, 04.25.dg, 04.20.Jb, 95.30.Sf
I. INTRODUCTION
The Kerr metric [1] is an exact solution of the Einstein
equations describing rotating black holes. It is generally
accepted that the compact object at our Galactic Center
SgrA* is described by this geometry [2]. But, alternative
asymptotically flat compact objects are also studied in
the literature as possible models for SgrA* (a recent
example is rotating boson stars [3, 4]). It could be
interesting to have a mathematical tool measuring the
deviation from these spacetimes with respect to the Kerr
one. To achieve this goal, the Simon-Mars tensor has
been chosen.
The Simon-Mars tensor has been introduced by Mars
in [5], under the name of Spacetime Simon tensor. This
tensor and its ancestors, the Cotton tensor [6] and
the Simon tensor [7], were defined to understand what
singles out Kerr among the family of stationary and
axisymmetric metrics. In [5], Mars proved a theorem
stating that if a spacetime satisfies the Einstein vacuum
field equations, is asymptotically flat and admit a
smooth Killing vector field ~ξ such that the Simon-Mars
tensor associated to ~ξ vanishes everywhere, then this
spacetime is locally isometric to a Kerr spacetime.
In this work, we use this property to quantify the
“non-Kerness” of a given spacetime.
The name Simon-Mars tensor has already been used
in [8] for a 2-tensor linked by a duality relation (see
Section II A) to the 3-tensor used in this paper, so we
keep the name of Simon-Mars tensor. One has to be
careful not to confuse this tensor with the Mars-Simon
tensor, defined in [9], which is a 4-tensor, and which
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can exist only in vacuum spacetimes, where an Ernst
potential can be defined (see Section II A). The use of
the Simon-Mars tensor allows us to consider generic
stationary spacetimes which have a matter content, such
as boson stars or neutron stars, while it would not have
any meaning for the Mars-Simon tensor. Nevertheless,
the 3+1 decomposition of the Mars-Simon tensor done
in [10] presents some similarities with this work, so they
are exploited in this paper.
The object of this paper is to present the 3+1
decomposition of the Simon-Mars tensor. The main
motivation is to characterize numerical spacetimes,
which are usually given in 3+1 form. We use the
theorem cited above to quantify the “non-Kerness” of
a given stationary spacetime by seeing how much the
Simon-Mars components of this spacetime differ from
zero. To work with coordinate independent quantities,
we form 2 scalar fields from the Simon-Mars tensor and
we also give their 3+1 decomposition.
The search for invariant quantities quantifying the
“non-Kerness” of a metric can be used also for study-
ing the stability of Kerr spacetime under non-linear
perturbations, which remains an open problem. Such
invariant have been built with tensors but only in
vacuum spacetimes, as in [11], and also with spinors, as
in [12]. The calculations with spinors are useful from
a theoretical point of view but very difficult to treat
numerically.
In the following section, the definition and properties of
the Simon-Mars tensor are briefly reviewed. In Section
III, the 3+1 decomposition of this tensor in 8 compo-
nents is performed step by step. Then the definition of
the Simon-Mars scalar fields is given. In the next section
(Section IV), the specific case of axisymmetric spacetimes
is considered. The last part, Sections V is devoted to the
applications : first we present numerical computation of
the 3+1 components of the Simon-Mars for a Kerr space-
ar
X
iv
:1
41
2.
65
42
v1
  [
gr
-q
c] 
 19
 D
ec
 20
14
2time to verify that all of them are identically zero. Then
we compute those 8 components in adapted coordinates
for two numerical solutions of Einstein equations : rotat-
ing boson stars and neutron stars, and we do the same for
the 2 scalars. To do the link between our characterization
and the one of [11], we tackle two examples given in [11]
: Curzon-Chazy and δ = 2 Tomimatsu-Sato spacetimes,
which are exact analytic solutions of the Einstein equa-
tions. Finally, we compute the Simon-Mars scalars for a
family of spacetimes deviating from Kerr by a continuous
parameter : the modified Kerr metric [13].
II. SIMON-MARS TENSOR
A. Definition
Let M be a 4-dimensional manifold endowed with a
smooth Lorentzian metric gαβ of signature (−,+,+,+).
Greek indices vary form 0 to 4 while Latin indices are
only 1 to 3. The Einstein summation convention is used
unless specified otherwise. We work in geometric units
for which G = c = 1. The Levi-Civita covariant deriva-
tive associated to gαβ is the operator ∇α while Rµνρσ and
Rνσ denote respectively the Riemann and Ricci tensors.
From these two tensors one builds the Weyl tensor Cαβγδ
which corresponds to the traceless part of the Riemann
tensor1 :
Cαβγδ = Rαβγδ +
R
6
(gαγgβδ − gαδgβγ)
−1
2
(gαγRβδ − gαδRβγ − gβγRαδ + gβδRαγ) .(1)
Furthermore we use the right self-dual Weyl tensor, which
is defined as
Cαβγδ = Cαβγδ + iC?αβγδ
= Cαβγδ +
1
2
iηγδρσC
ρσ
αβ , (2)
where ηγδρσ is the volume 4-form associated with g and
the star denotes Hodge duality : the Hodge dual of a
2-form is given by
F ?µν =
1
2
ηµνλρF
λρ. (3)
To construct the Simon-Mars tensor one assumes the ex-
istence of a Killing vector field in spacetime. Let us recall
that a vector field ξµ onM is called a Killing vector field
if it verifies the following condition :
Lξgαβ = 0, (4)
where Lξ denotes the Lie derivative with respect to ξ. As
we are interested in this work by stationary spacetimes,
1 The Weyl tensor coincides with the Riemann tensor for vacuum
spacetimes such as Kerr spacetime.
they all possess the Killing vector field ξ = ∂t. Besides,
a Killing vector field satisfies the identity
∇(α ξβ) = 0. (5)
To this property follow the definition of the Papapetrou
field given by
Fαβ = ∇αξβ . (6)
Fαβ is antisymmetric (i.e. is a 2-form) because of (5).
We will also use the self-dual form of the Papapetrou
field defined as we have seen in (2) and (5) by
Fαβ = Fαβ + iF ?αβ = ∇αξβ +
i
2
ηαβλµ∇λξµ. (7)
From F ?αβ we define the twist 1-form
ωα = F
?
αβξ
β , (8)
which is closed for a vacuum spacetime. In such a case
we can define a local potential which is called the twist
potential ω : ωα = ∇αω. The norm of the Killing vector
field is λ = ξρξ
ρ and no restriction is imposed on its sign.
The last ingredient needed to construct the Simon-Mars
tensor is the Ernst 1-form :
σµ = 2ξ
αFαµ. (9)
In vacuum spacetimes, the Ernst 1-form is closed so one
can define a local potential σ called the Ernst potential
which can be written in terms of the norm and twist of
the Killing vector field
σ = λ+ 2iω, (10)
but this is not the case for non-vacuum spacetimes such
as boson star and neutron stars spacetimes. At last we
can give the definition of the Simon-Mars tensor, given
by Mars [5], and based on the work of Simon [7] :
Sαβν = 4ξ
µξρCµαρ[β σν] + γα[β Cν]µρδFρδξµ, (11)
where we used the following abbreviation
γαβ = −λgαβ + ξαξβ . (12)
As stated in the introduction, Bini et al. [8] are calling
Simon-Mars tensor the 2-tensor S˜ linked to S by :
S˜αβ = n
σηασλµS
λµ
β . (13)
B. Properties
The Simon-Mars tensor (11) has the algebraic proper-
ties of a Lanczos potential, namely :
Sββν = 0
Sα[βν] = Sαβν
Sαβν + Sβνα + Sναβ = 0. (14)
3But the fundamental property of this tensor used in this
work and derived in [5] is the following : the Simon-Mars
tensor Sαβν vanishes identically for an asymptotically
flat spacetime which verifies the Einstein vacuum field
equations if and only if this spacetime is locally isometric
to the Kerr spacetime. A geometric interpretation of
this statement is discussed in [14].
In the sense of the preceding quoted theorem, the
Simon-Mars tensor characterizes the Kerr spacetime. It
is then interesting to calculate its value for other asymp-
totically flat and stationary spacetimes.
III. ORTHOGONAL SPLITTING OF THE
SIMON-MARS TENSOR
A. Basis of 3+1 formalism and useful formulas
In this article, we only consider globally hyperbolic
spacetimes. Such spacetimes admit a foliation by a
one-parameter family of spacelike hypersurfaces denoted
by Σ. This is the 3+1 decomposition, references on this
formalism can be found in the literature, see for instance
[15, 16]. Here we review only the formulas which are
useful for this work.
The unit vector which determines the unique direction
normal to Σ, denoted by nα, is also the 4-velocity of
an observer called the Eulerian observer. Because Σ is
spacelike, the following property is verified by the normal
vector
nαnα = −1. (15)
On each hypersurface the metric induced by g is
hαβ = gαβ + nαnβ , (16)
and the extrinsic curvature is given by
Kαβ = −1
2
Lnhαβ . (17)
We will also use the following abbreviation
lαβ = hαβ + nαnβ = gαβ + 2nαnβ . (18)
The orthogonal splitting of the volume element is given
by
ηαβγδ = −nαβγδ + nβαγδ
−nγαβδ + nδαβγ , (19)
where αβγ = n
ληλαβγ is the spatial volume element
which is a fully antisymmetric spatial tensor and which
verifies
ijk
ijl = 2h lk , (20)
ijk
lmn = h li h
m
j h
n
k + h
m
i h
n
j h
l
k
+h ni h
l
j h
m
k − h li h nj h mk
−h mi h lj h nk − h ni h mj h lk . (21)
In all the calculation, we suppose the existence of the
Killing vector field ξµ = ∂µt (because all the spacetimes
considered are stationary). Its orthogonal splitting is
given by :
ξµ = ∂µt = Nn
µ + βµ, (22)
where N is called the lapse because it is related to the
time lapse between two slices of the foliation and βµ the
shift because it tells how the coordinates are shifted from
one slice to another, cf [15] for details. The line element
of a spacetime expressed with the 3+1 formalism is the
following :
gαβdx
αdxβ = −(N2 − hijβiβj)dt2 + hijdxidxj
+2hijβ
idxjdt. (23)
We end this section by writing, for the specific case of
stationarity (all the partial derivatives with respect to the
time are zero), every useful formula for the next section
(each of them can be easily derived) :
• The 3+1 decomposition of the derivative of the unit
normal vector :
∇αnβ = −Kαβ − nαDβ lnN, (24)
where Dα is the covariant derivative associated
with the 3-dimensional metric h.
• The derivative of the lapse :
∇αN = DαN + nαβγDγ lnN. (25)
• The Lie derivative of the shift :
Lnβα = −2βγKαγ . (26)
• The derivative of the shift :
∇αβγ = Dαβγ − nγβδK δα
−nα
(
nγβ
δDδ lnN − βδKδγ
)
. (27)
B. Orthogonal splitting of the self-dual Weyl tensor
First we introduce the electric and magnetic parts of
the Weyl tensor given in [16] (and first defined in [17])
Eαβ = Cαγβδn
γnδ, (28)
Bαβ =
1
2
ηβδρσC
ρσ
αγ n
γnδ. (29)
The decomposition of the Weyl tensor (1) using (28) and
(29) is also given in [16] using (18) (for a demonstration
see [18])
Cαβγδ = 2
(
lα[γE δ]β + lβ[δEγ]α
)
−2
(
γδρn[αB
ρ
β] + αβρn[γB
ρ
δ]
)
, (30)
4so (28) and (29) are given by (again see [16])
Eij = Rij +KKij −KilKl j
−4pi
[
Sij +
hij
3
(4ρ− S)
]
, (31)
Bij = 
mn
i (DmKnj − 4pihjmpn) , (32)
with Sαβ , pα and ρ the components of the orthogonal
splitting of the stress energy tensor Tµν :
ρ = Tµνn
µnν , (33)
pα = −Tµνhµαnν , (34)
Sαβ = Tµνh
µ
αh
ν
β . (35)
Thanks to (2), (30) is also the 3+1 decomposition of the
real part of the self-dual Weyl tensor. As the magnetic
part of the Weyl tensor is the Hodge dual of the elec-
tric part, the imaginary part of the self-dual Weyl tensor
reads
Im (Cαβγδ) = 2
(
lβ[γB δ]α + lα[δBγ]β
)
+2i
(
δγρn[αE
ρ
β] + αβρn[δE
ρ
γ]
)
. (36)
C. Orthogonal splitting of Fαβ, σµ and γαβ
The self-dual Papapetrou field is defined by (7). As
Fαβ is complex, we perform the 3+1 decomposition first
for the real part and then for the imaginary one. The
real part is (6), so we take the 3+1 decomposition of the
Killing vector field ξβ given by (22), we develop, then we
use (24), (25) and (27). The antisymmetric part reads2
Re (Fαβ) = D[α ββ] − 2n[αDβ]N + 2n[α βδKβ]δ. (37)
We checked also that we recover the Killing equation (5)
with the symmetric part. Let us do the same for the
imaginary part, after development and using the expres-
sion of the volume form (19) and its antisymmetry we
obtain3
Im (Fαβ) = −n[α β]λµDλβµ
−αβµ
(
DµN − βδKµδ
)
. (38)
Let us tackle the decomposition of the Ernst potential
given by (9)
σµ = 2ξ
α∇αξµ + iξαηαµλν∇λξν . (39)
2 same as equation (4.35) in [10]
3 except for the sign misprint in the second term, same as equation
(4.36) in [10]
Using (22) and (37) (resp. (38)) the 3+1 decomposition
of the real part (resp. imaginary part) is given by4
Re (σµ) = 2NDµN − 2NKµiβi + 2βiD[i βµ]
+2nµ
(
βiDiN − βjβiK ji
)
, (40)
Im (σµ) = µij
(
2βiDjN − 2Kjkβkβi +NDiβj
)
+nµijkβ
iDjβk. (41)
Finally we can split γαβ given by (12) simply using (16)
and (22)
γαβ =
(
N2 − βiβi
)
hαβ + βαββ
+N (nαββ + βαnβ) + βiβ
inαnβ . (42)
D. Orthogonal splitting of the Simon-Mars tensor
Let us recall the definition of the Simon-Mars tensor
(11)
Sαβν = 4ξ
µξρCµαρ[β σν]︸ ︷︷ ︸
FT
+ γα[β Cν]µρδFρδξµ︸ ︷︷ ︸
ST
.
As this is a complex tensor, we decompose independently
the real and the imaginary parts, and we also consider
one of the two terms of (11) at a time.
1. First term
Let us then first consider the fourth of the real part of
the first term and develop it
Re (FT ) = ξµξρRe
(Cµαρ[β )Re (σν])︸ ︷︷ ︸
Iαβν
−ξµξρIm (Cµαρ[β ) Im (σν])︸ ︷︷ ︸
IIαβν
. (43)
Using (22), (30), we obtain the 3+1 decomposition of the
first part of Iαβν ,
ξµξρRe (Cµαρβ) = Vαβ + nαWβ + nβWα + nαnβY, (44)
with
Vij =
(
N2 + βkβ
k
)
Eij − βjβkEik − βkβiEkj
+hijβ
kβρEkρ +N
(
kjsβ
kB si + kisβ
kB sj
)
,(45)
Wi = Nβ
kEik + kisβ
lβkB sl , (46)
Y = βiβjEij . (47)
4 same as real and imaginary part of equation (6.5) in [10], except
for one term forgotten in the imaginary part
5Rewriting (40) we have directly the decomposition of the
second part
Re (σν) = Zν + nνT, (48)
with
Zi = 2NDiN − 2NKikβk + 2βkD[k β i], (49)
T = 2βiDiN − 2Kijβiβj , (50)
so
Iαβν = 2Vα[β Zν] + 2TVα[β nν]
+2nαW[β Zν] + 2Wαn[β Zν]
+2TW[β nν]nα + 2Y nαn[β Zν]. (51)
Using (36), we do the same for the first part of IIαβν of
(43), we obtain
ξµξρIm (Cµαρβ) = V¯αβ + nαW¯β + nβW¯α + nαnβY¯ , (52)
with
V¯ij =
(
N2 + βkβ
k
)
Bij − βjβkBik − βkβiBkj
+hijβ
kβlBkl −N
(
kjsβ
kE si + kisβ
kE sj
)
,(53)
W¯i = Nβ
kBik − lisβkβlE sk , (54)
Y¯ = βiβjBij . (55)
Rewriting (41) we have also
Im (σν) = Z¯ν + nν T¯ , (56)
with
Z¯i = −ijk
(
2K kl β
lβj − 2βjDkN −NDjβk) , (57)
T¯ = ijkβ
iDjβk, (58)
so
IIαβν = 2V¯α[β Z¯ν] + 2T¯ V¯α[β nν]
+2nαW¯[β Z¯ν] + 2W¯αn[β Z¯ν]
+2T¯ W¯[β nν]nα + 2Y¯ nαn[β Z¯ν]. (59)
Finally, using (51) and (59), and the antisymmetry in β
and ν, (43) can be written
Re (FT ) = 2
[
Vα[β Zν] − V¯α[β Z¯ν]
+
(
TVα[β − T¯ V¯α[β −WαZ[β + W¯αZ¯[β
)
nν]
+
(
TW[β − T¯ W¯[β − Y Z[β + Y¯ Z¯[β
)
nν]nα
+ nα
(
W[β Zν] − W¯[β Z¯ν]
)]
. (60)
For the imaginary part we do the same :
Im (FT ) = ξµξρRe
(Cµαρ[β ) Im (σν])
+ξµξρIm
(Cµαρ[β )Re (σν]) , (61)
and we only have to use (44) with (56), and (52) with
(48) to obtain
Im (FT ) = 2
[
Vα[β Z¯ν] + V¯α[β Zν]
+
(
T¯ Vα[β + T V¯α[β −WαZ¯[β − W¯αZ[β
)
nν]
+
(
T¯W[β + TW¯[β − Y Z¯[β − Y¯ Z[β
)
nν]nα
+ nα
(
W[β Z¯ν] + W¯[β Zν]
)]
, (62)
where Vαβ , V¯αβ , Zν , Z¯ν , T , T¯ , Wα, W¯α, Y and Y¯ are
given respectively by (45), (53), (49), (57), (50), (58),
(46), (54), (47) and (55).
2. Second term
We obtain the same kind of decomposition for the real
part and the imaginary part of the second term
Re (ST ) = γαβξ
µRe (Cνµρδ) Re
(Fρδ)︸ ︷︷ ︸
I′αβν
−γαβξµIm (Cνµρδ) Im
(Fρδ)︸ ︷︷ ︸
II′αβν
, (63)
but the contractions are a little more difficult to do for
this term. Using (22), (30) and (37) to calculate I ′αβν and
using (22), (36), (38) and the properties of the spatial
volume form : (20) and (21) for II ′αβν , we obtain
Re
(
γαβξ
µCνµρδFρδ
)
= γαβ (Lν + nνM) , (64)
with
Li = 2
(
Djβk −Dkβj)βkEij + 2βkEjk (Diβj −Djβi)
−2NjklB li Djβk + 2Ail
(
βmK
lm −DlN) , (65)
M = −2ijkβlB kl Diβj − 4βiEij
(
Kjkβk −DjN
)
, (66)
where
Ail = ikjβ
kBj l − ijlβkBjk − jklβkBj i − 2NEil. (67)
We can also rewrite (42) in the following form
γαβ = Gαβ +N (ββnα + βαnβ) + nαnββiβ
i, (68)
with
Gij =
(
N2 − βkβk
)
hij + βiβj , (69)
so we have
Re (ST ) = 2Gα[β Lν] + 2Nnαβ[β Lν]
+2
(
MGα[β −NβαL[β
)
nν]
+2nα
(
MNβ[β − βiβiL[β
)
nν]. (70)
We do the same for the imaginary part
Im (ST ) = γαβξ
µRe (Cνµρδ) Im
(Fρδ)︸ ︷︷ ︸
III′αβν
+γαβξ
µIm (Cνµρδ) Re
(Fρδ)︸ ︷︷ ︸
IV ′αβν
. (71)
To calculate IV ′αβν we just have to take the formula of
I ′αβν and make the changes E → B and B → −E, and
6to calculate III ′αβν we take II
′
αβν and make the changes
B → E and E → −B, so we obtain
Im (ST ) = 2Gα[β L¯ν] + 2Nnαβ[β L¯ν]
+2
(
M¯Gα[β −NβαL¯[β
)
nν]
+2nα
(
M¯Nβ[β − βiβiL¯[β
)
nν], (72)
with
L¯i = 2
(
Djβk −Dkβj)βkBji + 2 (Diβj −Djβi)βkBjk
+2NjklE
l
i D
jβk + 2A¯il
(
βmK
lm −DlN) , (73)
M¯ = 2ijkβ
lE kl
(
Diβj
)− 4βiBij (Kjkβk −DjN) ,(74)
where
A¯il = ijlβkE
jk + jklβ
kEj i − ijkβjEkl − 2NBli. (75)
3. Final decomposition
Gathering all those calculations, we obtain the real
part of the decomposition of the Simon-Mars tensor com-
ing from (60) (with a factor 4) and (70) :
Re
(
Sα[βν]
)
= 2
(
S1αβν + S
2
αβnν − S2ανnβ (76)
+S3βνnα + S
4
βnαnν − S4νnαnβ
)
,
with
S1ijk = 4
(
Vi[j Zk] − V¯i[j Z¯k]
)
+Gi[j Lk], (77)
S2ij = 4
(
TVij − T¯ V¯ij + W¯iZ¯j −WiZj
)
+MGij −NβiLj , (78)
S3ij = 4
(
W[iZ j] − W¯[i Z¯ j]
)
+Nβ[iL j], (79)
S4i = 4
(
TWi − T¯ W¯i + Y¯ Z¯i − Y Zi
)
+NβiM − βlβlLi. (80)
We see that S1ijk is antisymmetric in its 2 last indices
and that S3ij is antisymmetric.
We do the same for the imaginary part coming from
(62) (with also a factor 4) and (72) :
Im (Sαβν) = 2
(
S¯1αβν + S¯
2
αβnν − S¯2ανnβ (81)
+S¯3βνnα + S¯
4
βnαnν − S¯4νnαnβ
)
,
with
S¯1ijk = 4
(
Vi[j Z¯k] + V¯i[j Zk]
)
+Gi[j L¯k], (82)
S¯2ij = 4
(
T¯ Vij + T V¯ij −WiZ¯j − W¯iZj
)
+GijM¯ −NβiL¯j , (83)
S¯3ij = 4
(
W[i Z¯ j] + W¯[iZ j]
)
+Nβ[i L¯ j], (84)
S¯4i = 4
(
T¯Wi + TW¯i − Y Z¯i − Y¯ Zi
)
+NβiM¯ − βlβlL¯i. (85)
All these terms must be zero for Kerr spacetime (this
is checked in V B 1), the goal is to compute them for
other spacetimes. But, before doing so, we build two
scalar fields to be able to compare coordinate indepen-
dent quantities, according to the spirit of general relativ-
ity.
E. Simon-Mars scalars
The simplest scalar we can form with the Simon-Mars
tensor is its “square” :
SαβνS
αβν . (86)
We decompose it in two scalars, the absolute value of
its real part and of its imaginary part, within the 3+1
formalism using the decomposition of the Simon-Mars
tensor given in the preceding section.
First let us consider the real part using (76) and (15)
and the symmetries. All the spatial indices give zero
contracted with ~n, so we obtain
ß =
∣∣Re (SαβνSαβν)∣∣
=
∣∣4 [S1ijkS1 ijk − S¯1ijkS¯1 ijk − 2 (S2ijS2 ij − S¯2ijS¯2 ij)
−S3ijS3 ij + S¯3ijS¯3 ij + 2
(
S4i S
4 i − S¯4i S¯4 i
)]∣∣ , (87)
and doing the same for the imaginary part, we obtain
ß¯ =
∣∣Im (SαβνSαβν)∣∣
=
∣∣4 [S1ijkS¯1 ijk + S¯1ijkS1 ijk − 2 (S2ijS¯2 ij + S¯2ijS2 ij)
−S3ijS¯3 ij − S¯3ijS3 ij + 2
(
S4i S¯
4 i + S¯4i S
4 i
)]∣∣ . (88)
We will also calculate these scalars for different space-
times.
IV. AXISYMMETRIC SPACETIMES
Generally, alternatives to the Kerr Black Hole space-
time are axisymmetric, so in this part we consider the
specific case of stationary and axisymmetric spacetimes.
We use the quasi-isotropic coordinate system which is
adapted to these symmetries.
A. Quasi-isotropic coordinates
This work deals with stationary, axisymmetric and cir-
cular spacetimes. For spacetimes with those symmetries,
we can use quasi-isotropic coordinates (see [19, 20]). In
these coordinates, the line element can be written
ds2 = −N2dt2 +A (dr2 + r2dθ2)
+B2r2 sin2 θ (dϕ+ βϕdt)
2
. (89)
Comparing with (16), we identify the 3+1 quantities of
this metric : N is the lapse, the shift is given by βi =
(0, 0, βϕ) and the spatial metric reads
hij =
 A2 0 00 A2r2 0
0 0 B2r2 sin2 θ
 , (90)
where βϕ, A and B depend only on r and θ.
7In these coordinates, we can easily check that we have
always
T = T¯ = 0. (91)
Furthermore, we have Rrϕ = Rθϕ = 0 which implies
Erϕ = Eθϕ = Brϕ = Bθϕ = 0, (92)
for Kerr (for which the stress energy tensor Tµν = 0) and
for boson stars (for which Trϕ = Tθϕ = Trt = Tθt = 0).
So in this case we have also always
M = M¯ = 0, (93)
and only the following projections are non zero (the 2-
tensors are all symmetric) : Vrr, Vθθ, Vϕϕ, Vrθ, V¯rr, V¯θθ,
V¯ϕϕ, V¯rθ, Wϕ, W¯ϕ, Zr, Zθ, Z¯r, Z¯θ, Grr, Gθθ, Gϕϕ, Lr,
Lθ, L¯r, L¯θ. This implies the following equalities
S2ij = −2S3ij , (94)
S¯2ij = −2S¯3ij . (95)
Thus, we need only to compute the tensors S1ijk, S
2
ij ,
and S4i given by (77), (78) and (80) for the real part and
S¯1ijk, S¯
2
ij , and S¯
4
i given by (82), (83) and (85) for the
imaginary part. Furthermore, the non zero components
of these tensors are : S1rrθ, S
1
θrθ, S
1
ϕrϕ, S
1
ϕθϕ, S
2
ϕr, S
2
ϕθ,
S4r , S
4
θ and exactly the same for the imaginary part.
Finally, because of (94) and (95), we can write ß and
ß¯ as
ß =
∣∣4 [S1ijkS1 ijk − S¯1ijkS¯1 ijk + 2 (S4i S4 i − S¯4i S¯4 i)]
−9 (S2ijS2 ij − S¯2ijS¯2 ij)∣∣ , (96)
ß¯ =
∣∣4 [S1ijkS¯1 ijk + S¯1ijkS1 ijk + 2] (S4i S¯4 i + S¯4i S4 i)
−9 (S2ijS¯2 ij − S¯2ijS2 ij)∣∣ . (97)
Let us do the calculation for the simplest case : the
Schwarzschild spacetime.
B. Schwarzschild spacetime
For the spherically symmetric Schwarzschild space-
time, we have Kij = 0 and βk = 0. Thanks to this sym-
metry, the quasi-isotropic coordinates become isotropic
because A = B in (90) such that
hij = A
2fij , (98)
where fij is a flat metric ((98) means that the
Schwarzschild metric is conformally flat). In these co-
ordinates, the electric (28) and magnetic (29) parts of
the self-dual Weyl tensor are given by
Eij = Rij , (99)
Bij = 0. (100)
The only non null terms are (45), (49), (69) and (65)
Vij = N
2Rij , (101)
Zi = 2NDiN, (102)
Gij = N
2hij , (103)
Li = 4NRijD
jN, (104)
so in this case S1ijk (77) is the only component non triv-
ially zero :
S1 Schijk = 4Vi[j Zk] +Gi[j Lk]
= 4N3
(
2Ri[jDk]N + hi[jRk]lD
lN
)
. (105)
But, in isotropic coordinates, with (98), we can calculate
(repeated indices are not summed here)
Rrϕ = Rθϕ = Rrθ = 0, (106)
Rθθ = −hθθh
rr
2
Rrr = −r
2
2
Rrr, (107)
Rϕϕ = −hϕϕh
rr
2
Rrr = −r
2 sin2 θ
2
Rrr. (108)
This is logical because the Ricci scalar for Schwarzschild
is zero so we have
0 = R =
1
A2
(
Rrr +
Rθθ
r2
+
Rϕϕ
r2 sin2 θ
)
. (109)
Writing (105) in components and using (106)-(108), we
conclude that
S1 Schijk = 0, (110)
which is the result we expect.
V. APPLICATIONS
Once we have all the components (77) to (85) and the
scalars (96) and (97), we can evaluate them for differ-
ent spacetimes and develop a quantification of the “non-
Kerness” of those spacetimes. Thanks to the 3+1 decom-
position, we can compute the Simon-Mars tensor com-
ponents and scalars in every kind of stationary space-
times. To illustrate this, we considered two examples of
purely numerical spacetimes, two analytical spacetimes
and a modified Kerr metric which is a parametric de-
viation from Kerr. Each example required an adapted
tool : for numerical solutions we used codes based on
the Kadath library [22] available on line [23], and for an-
alytic solutions we used the SageManifolds extension of
the open-source computer algebra system Sage [24, 25].
A. Units
In this section we use geometrical units for which
c = G = 1. In those units, the dimension of the Simon-
Mars tensor is 1/L3, so the dimension of the two scalar
8fields ß and ß¯ is 1/L6. To manipulate dimensionless quan-
tities, we chose to scale by M , the ADM (Arnowitt, Deser
and Misner) mass of each spacetime considered. In ge-
ometrical units, a length has the same dimension as a
mass, so in this part every length is given in units of the
ADM mass, and ß means ß×M6, same thing for ß¯.
B. Numerical solutions of the Einstein equations
First we present the case of Kerr spacetime in quasi-
isotropic coordinates [21], which is analytic, to test the
validity of the calculation. Then, we apply it on rotating
boson star spacetimes and rotating neutron stars which
are solutions of the Einstein equation with a matter con-
tent solved by making use of the Kadath library (see [3]
for boson stars and [26] for neutron stars).
1. Kerr black hole
First we had to encode Kerr spacetime in the Kadath
library. The 3D spacetime Σ is decomposed into several
numerical domains. The first one starts outside the
event horizon, which is located at r = 12
√
M2 − a2 in
quasi-isotropic coordinates, and the last one is com-
pactified. In each domain the fields are described by
their development on chosen basis functions (typically
Chebyshev polynomials). For each domain we define
the lapse, shift and 3D metric. For Kerr spacetime we
choose to write these 3+1 quantities in quasi-isotropic
coordinates, given in [21]. We verify that the vacuum
3+1 Einstein equations (Hamiltonian constraint, mo-
mentum constraint and evolution equation, cf [15]) are
well verified.
Then we want to verify that the Simon-Mars tensor is
identically null for Kerr spacetime, so we compute the 8
components (by virtue of (94) and (95) only 6 of them are
meaningful) of the Simon-Mars tensor for Kerr spacetime
with a = 0.8M . In the Fig. 1 is shown the maximal value
of each component of S1ijk, S
2
ij , S
4
i , S¯
1
ijk, S¯
2
ij , and S¯
4
i and
of the two scalars ß and ß¯, in all domains (i.e. outside
the event horizon).
We can see that the maximal value of each component
decreases exponentially with the resolution, such a con-
vergence is typical of spectral methods and show that
all those values are equal to zero. This successful test
validates our 3+1 decomposition of the Simon-Mars ten-
sor, now we consider other stationary, axisymmetric and
asymptotically flat spacetimes.
2. Rotating boson stars
Boson stars are localized configurations of a complex
self-gravitating field Φ. Their study is motivated by the
fact that they can play the role of black hole mimickers
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FIG. 1. Maximal value of each component of S1ijk, S
2
ij , and
S4i and of S¯
1
ijk, S¯
2
ij , and S¯
4
i in the first panel and of ß and
ß¯ in the second panel for the Kerr spacetime characterized
by M = 1 and a = 0.8 M as a function of the number of
spectral coefficients in both the radial and angular dimension
(we chose the same number for these two dimensions).
[27]. For instance, this model presents a viable alter-
native to the Kerr black hole for the description of the
Galactic Center. Mathematically, this is a solution to the
coupled system Einstein-Klein-Gordon equations
Rαβ − 1
2
Rgαβ = 8piTαβ , (111)
∇α∇αΦ = dV
d |Φ|2Φ, (112)
where
Tαβ = ∇(α Φ¯∇β)Φ− 1
2
gαβ
[
∇µΦ¯∇µΦ + V
(
|Φ|2
)]
.
(113)
The potential can take different forms depending on the
model we choose for the boson star, here we consider only
“mini” boson star formed with a free field potential :
V
(
|Φ|2
)
=
m2
h¯2
|Φ|2 , (114)
where m is the boson mass.
9To solve the coupled equations (111) and (112), the
following ansatz is used :
Φ = φ (r, θ) exp [i (ωt− kϕ)] . (115)
A specific boson star is characterized then by the values
of ω, which is a real parameter, and k, which is an inte-
ger (non-rotating boson stars have k = 0). Given this,
the 3+1 decomposition of the matter part (33)-(35) of a
boson star is
ρ =
[
(ω + kβϕ)
2
N2
+ k2hϕϕ
]
φ2
2
+
hij
2
∂iφ∂jφ+
V
2
, (116)
pϕ =
k
N
(ω + kβϕ)φ2, (117)
Sij = ∂(i φ¯∂ j)φ
+
γij
2
[
(ω + kβϕ)
2
φ2
N2
− ∂lφ¯∂lφ− V
]
. (118)
We write then the Einstein-Klein-Gordon equations
(111) and (112) in 3+1 form using quasi-isotropic coor-
dinates (see [19]), and those equations are numerically
solved by Kadath (see [3] for details). More on bo-
son stars can be found in [4, 28] (and in references of [3]).
Let us plot in Fig. 2 the same quantities we did for
Kerr in Fig. 1, that is to say the maximal values of ß
and ß¯ for several rotating boson stars as functions of the
resolution.
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FIG. 2. Maximal values ß and ß¯ as functions of the number of
spectral coefficients in both the radial and angular dimension
for boson stars with the free field potential (114) for ω =
0.8m/h¯ = 1.05M−1 and k = 1, 2.
Contrary to the case of Kerr spacetime, the maximal
values of ß and ß¯ do not depend on the resolution up to
a certain precision. The conclusion is that it is not zero.
The rest of this paper, exploring the same quantities
for other spacetimes will permit us to give a meaning
to the maximal value found for ß and ß¯. Further-
more, thanks to Fig. 2, we can choose a fine resolution
for the following plots, which will be 17 points in r and θ.
We can also explore the global behavior of the maxi-
mal values of ß and ß¯ for different boson stars for a fixed
resolution. For instance, we plot in Fig. 3 those values
as functions of ω for various boson stars.
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FIG. 3. Maximal values ß and ß¯ as functions of ω for boson
stars with k = 1, 2, 3. As we recover Minkowski spacetime
when ω → 1 (in units of [m/h¯], see [3]), we expect that these
values tend to zero which is the case.
To see how the Simon-Mars scalars behave locally, we
present in Fig. 4 and 5 contour plots of log (ß) and log
(
ß¯
)
in the equatorial plane as functions of the quasi-isotropic
version of the Weyl-Papapetrou coordinates : r and z.
As the scalar field φ decreases exponentially fast after
reaching its maximum, it makes sense to plot log (ß) and
log
(
ß¯
)
.
3. Rotating neutron stars
Another example of stationary, axisymmetric and
asymptotically flat spacetime with a matter content, for
which the metric can also be expressed in quasi-isotropic
coordinates is the model of rotating neutron stars. Con-
trary to boson stars, the matter content is a perfect fluid.
The stress tensor has the following form
Tαβ = (ε+ p)uαuβ + pgαβ , (119)
where uα is the unit timelike vector field representing the
fluid 4-velocity, ε and p are the two scalar fields repre-
senting respectively the energy density and the pressure
of the fluid. The 3+1 decomposition of the 4-velocity of
the fluid with respect to the Eulerian observer 4-velocity
~n is
uα = Γ (nα + Uα) , (120)
10
0 5 10 15 20 25 30
ρ [M]
-15
-10
-5
0
5
10
15
z
[ M
]
-15
-14
-13
-12
-11
-10
-9
-8
-7
-6
0 5 10 15 20 25 30
ρ [M]
-15
-10
-5
0
5
10
15
z
[ M
]
-15
-14
-13
-12
-11
-10
-9
-8
-7
-6
FIG. 4. Contour plot of log (ß) and log
(
ß¯
)
as functions of r
and z for a specific boson star characterized by ω = 1.05M−1
and k = 1. The lengths are given in units of the ADM mass
of each boson star, to make the two plots comparable. The
black point marks the position of the maximal value of the
boson star field, and the dotted line indicate the positions
where the field take the value φmax/10.
where Γ = −nµuµ is the Lorentz factor of the fluid with
respect to the Eulerian observer and the 3-velocity of the
fluid with respect also to this Eulerian observer is [19]
Uα =
B
N
(Ω−Nϕ) r sin θ, (121)
where Ω is the orbital angular velocity with respect to
a distant inertial observer. The normalization condition
uµuµ = −1 gives
Γ =
1√
1− U2 . (122)
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FIG. 5. Same figure as Fig. 4 for the boson star characterized
by ω = 0.67M−1 and k = 1. The grey dashed line marks the
location of the ergoregion.
So the 3+1 matter content (33)-(35) can be written
ρ = Γ2 (ε+ p)− p (123)
pα = Γ
2 (ε+ p)Uα (124)
Sαβ = Γ
2 (ε+ p)UαUβ + p hαβ . (125)
In order to close the system, we consider a polytropic
equation of state with γ = 2. To read more about
neutron stars and how these objects are computed
numerically see [26] and references therein.
We plot in Fig. 6 the maximal values of ß and ß¯ for a
static and several rotating neutron stars as functions of
the resolution.
As in the boson star case, the maximal values of ß
and ß¯ do not depend on the resolution up to a certain
precision. We choose the resolution of 17 points in r and
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FIG. 6. Maximal values of ß and ß¯ as functions of the number
of spectral coefficients in both the radial and angular dimen-
sion for neutron stars with for Ω = 0.0046, 0.039, 0.063M−1 .
θ for the following plots.
We can explore the global behavior of the maximal
values of ß and ß¯ for different neutron stars for a fixed
resolution. For instance, we plot in Fig. 7 those maximal
values as functions of Ω for different rotating neutron
stars.
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FIG. 7. Maximal values of ß and ß¯ as functions of Ω for
rotating neutron stars. When Ω→ 0, the neutron star is less
rapidly rotating (static for Ω = 0) and the spacetime becomes
closer to the Schwarzschild solution.
Figures 8 and 9 show contours of log (ß) and log
(
ß¯
)
for
two different neutron stars.
C. Exact analytic solutions of the Einstein
equations
It is interesting also to compare the values of the
Simon-Mars scalars we obtain in the two preceding ex-
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FIG. 8. Contour plot of log (ß) as a function of r and z for a
rotating neutron star with Ω = 0.0046M−1. The black dashed
line indicates the position of the surface of the neutron star.
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FIG. 9. Contour plots of log (ß) and log
(
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)
as functions of r
and z for a rotating neutron star with Ω = 0.039M−1.
12
amples to other spacetimes. We chose to do it with two
specific spacetimes for which the difference to Kerr has
been already quantified in [11], one is the Curzon-Chazy
spacetime first studied by Curzon in [29] and Chazy in
[30], the other is the δ = 2 Tomimatsu-Sato spacetime
defined in [31].
Calculating the Simon-Mars scalars for these space-
times permits us to put a link between our characteriza-
tion of the “non-Kerness” and the characterization with
invariants given in [11]. This classification is more fine
than ours because is uses more than the Simon-Mars
tensor. But it is based on vacuum spacetime, or very
small deviation from vacuum spacetimes while ours can
be applied to all spacetimes. Thus, our scalar calcu-
lation can advantageously complete their classification
providing invariants that can be calculated even for non
vacuum spacetimes such as the two examples treated in
the preceding section.
Even if there are more examples in [11], in most of
them (which are not vacuum solutions of the Einstein
equations, so Mars theorem does not hold), the Simon-
Mars is zero, so we focus in the solutions that are in
vacuum and not locally isomorphic to Kerr (their Simon-
Mars tensor cannot be zero). For this part, we used the
SageManifolds free package [24, 25], which is an extension
towards differential geometry and tensor calculus of the
open-source mathematics software Sage [32].
1. Exact vacuum axisymmetric solutions
As we saw in section IV A, the metric of a generic sta-
tionary, axisymmetric and circular spacetime can be writ-
ten in quasi-isotropic coordinates (89) : (t, r, θ, ϕ). The
related cylindrical coordinates (t, ρ, z, ϕ) with ρ = r sin θ
and z = r cos θ are the Weyl-Lewis-Papapetrou coordi-
nates :
ds2 = −e2U (dt+ βϕρdϕ)2
+e−2U
[
e2γ
(
dρ2 + dz2
)
+ ρ2dϕ2
]
, (126)
where U and γ are functions of ρ and z. In these
coordinates, U and γ play the same role of A, B and N
in the quasi-isotropic coordinates : indeed, in vacuum,
B = 1/N (see eq. (3.16) of [19]). Writing the vacuum
Einstein field equations satisfied by this metric, we
obtain a single differential equation, called the Ernst
equation, for a complex potential, called the Ernst
potential [34]. This equation is integrable so it can be
solved by various solutions generating techniques : in
the static case (βϕ = 0), a family of asymptotically
flat solutions can be found expressing U as a sum of
Legendre polynomials. This family is called the Weyl
class [35] and Curzon-Chazy spacetime is the simplest
member of this class.
For stationary (but not static) axisymmetric solutions,
it is convenient to write the Ernst equation in prolate
spherical coordinates (x, y) related to the Weyl-Lewis-
Papapetrou coordinates (ρ, z) by
x =
1
2
(√
ρ2 + (z + 1)
2
+
√
ρ2 + (z − 1)2
)
(127)
y =
1
2
(√
ρ2 + (z + 1)
2 −
√
ρ2 + (z − 1)2
)
, (128)
where x ≥ 1 and y ∈ [−1, 1]. Tomimatsu and Sato
[31, 33] have labeled the solutions by a deformation pa-
rameter called δ. The solution corresponding to δ = 1,
the simplest one, is the Kerr one. The solution which
we consider in this paper is the δ = 2 Tomimatsu-Sato
solution.
2. Kerr spacetime
As a test of the SageManifolds code, we evaluated the
Simon-Mars tensor (11) for the Kerr metric in Boyer-
Lindquist coordinates and we evaluated also each of the
eight 3+1 components of the Simon-Mars tensor : (77)-
(80) and (82)-(85). We found identically zero. This com-
putations confirms that the same results are found with
the original definition and with the 3+1 decomposition.
Furthermore, it validates the use of SageManifolds work-
sheets. The latter are freely downloadable from [36].
3. Curzon-Chazy spacetime
The Curzon-Chazy spacetime is a static, axisymmetric
and asymptotically flat solution of the Einstein equations
[29, 30]. Its line element is given by the Weyl-Lewis-
Papapetrou one with βϕ = 0 and
U = −M
r
, γ = −M
2 sin2 θ
2r2
. (129)
It has a spherically symmetric Newtonian potential, cor-
responding to the potential of a point particle of mass
M located at r = 0, where lies a singularity of complex
nature, but this spacetime is not spherically symmetric.
Because the shift is zero for this spacetime, ß¯ is identi-
cally null, so we can only show the contour plot of log (ß)
in Fig. 10.
The computation of the Simon-Mars scalars has been
performed with SageManifolds (the corresponding work-
sheet is available at [36]). As this solution is analytic, we
identified those scalars both with their 3+1 definitions
(87) and (88), but also as the real and imaginary part
of the “square” of the 4-dimensional Simon-Mars scalar
(86).
First we see that the Simon-Mars scalars diverge at
the singularity. For vacuum spacetimes, the Weyl tensor
is equal to the Riemann tensor, so the Simon-Mars are
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FIG. 10. Contour plots of log (ß) for Curzon-Chazy spacetime
as a function of ρ and z for M = 1 and for M = 12.
close to the Kretchmann with diverge at each real singu-
larity (not coordinate singularities) of the metric, so we
can expect this behavior. Furthermore, comparing with
Fig. 1 of [11], we can confirm that the adapted quantity is
log (ß) and not ß by comparing the shape of the contours,
we can also see that a spherically symmetric spacetime
differs little to the Kerr spacetime when log (ß) < −8.
In this sense, at the singularity the Curzon-Chazy space-
time is infinitely far from the Kerr spacetime, which is
not false.
4. δ = 2 Tomimatsu-Sato spacetime
This spacetime, which is defined in [31, 33], is a station-
ary, axisymmetric vacuum solution of the Einstein equa-
tions which is also asymptotically flat (see [37]). This
metric is one of the rare stationary and axisymmetric
exact solutions of Einstein equations. The non zero ele-
ments of the metric are
gtt = −A (x, y)
B (x, y)
, (130)
gtϕ = −
2Mq (x, y)C (x, y)
(
1− y2)
B (x, y)
, (131)
gxx =
M2B (x, y)
p2δ2 (x2 − 1) (x2 − y2)3 , (132)
gyy =
M2B (x, y)
p2δ2 (y2 − 1) (y2 − x2)3 , (133)
gϕϕ =
M2
(
y2 − 1) p2B2 (x, y) (x2 − 1)
A (x, y)B (x, y) δ2
+4
q2δ2C2 (x, y)
(
y2 − 1)
A (x, y)B (x, y) δ2
, (134)
with
A (x, y) =
[
p2
(
x2 − 1)2 + q2 (1− y2)2]2
−4p2q2 (x2 − 1) (1− y2) (x2 − y2)2 , (135)
B (x, y) =
(
p2x4 + q2y4 − 1 + 2px3 − 2px)2
+4q2y2
(
px3 − pxy2 + 1− y2)2 , (136)
C (x, y) = p2
(
x2 − 1) [(x2 − 1) (1− y2)− 4x2 (x2 − y2)]
−p3x (x2 − 1) [2 (x4 − 1)+ (x2 + 3) (1− y2)]
+q2 (1 + px)
(
1− y2)3 , (137)
where p and q are real constant satisfying the constraint
p2 + q2 = 1, and M is the ADM mass, here we choose
p = 1/55, and M = 1.
This spacetime contains two degenerated Killing hori-
zons at x = 1, y = ±1, and a naked ring singularity
(more on the δ = 2 Tomimatsu-Sato spacetime in [38]).
The computation of the two Simon-Mars scalars start-
ing from the metric (130)-(137) is rather formidable. We
performed it by means of the SageManifolds code men-
tioned above. The corresponding worksheet is available
at [36].
In Fig. 11, we show the contour plots of log (ß) and
log
(
ß¯
)
as functions of X = −1/x and y (given by (127)
and (128)) to compare our result to the Fig. 2 of [11].
We see that the order of magnitude of the two scalars
is the same. But is is harder to make a comparison
with Fig. 2 of [11] in this case because the scalars grow
exponentially around the singularity, which is not the
case in [11]. Nevertheless we can compare the value of
the scalars along the horizontal axis (y = 0), and we
see that in this case an axisymmetric spacetime seems
to differ little to the Kerr spacetime when log (ß) < −6.
Outside the ergosphere the values of log (ß) and log
(
ß¯
)
5 same as in [11]
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FIG. 11. Contour plots of log (ß) and log
(
ß¯
)
for δ = 2
Tomimatsu-Sato spacetime for p = 1/5 and M = 1 and as
functions of X = −1/x and y. The black line marks the er-
gosurface. The scalars diverge at the naked ring singularity.
diminish frankly.
We do the same plot in the Weyl-Lewis-Papapetrou
coordinates which are more usual coordinates (see [38]),
in Fig. 12.
D. Approximate solution : the Modified Kerr
metric
The modified Kerr metric proposed by Johannsen and
Psaltis [13] is a family of approximate solutions of the
Einstein field equations, which are non linear parametric
deviations from the Kerr metric. The line element is
given in Boyer-Lindquist coordinates by
ds2 = − [1 + h (r, θ)]
(
1− 2Mr
Σ
)
dt2 − 4aMr sin
2 θ
Σ
× [1 + h (r, θ)] dtdϕ+ Σ [1 + h (r, θ)]
∆ + a2 sin2 θh (r, θ)
dr2
+Σdθ2 +
[
sin2 θ
(
r2 + a2 +
2a2Mr sin2 θ
Σ
)
+ h (r, θ)
a2 (Σ + 2Mr) sin4 θ
Σ
]
dϕ2, (138)
where a is the specific angular momentum of the black
hole, M its ADM mass and
Σ = r2 + a2 cos2 θ (139)
∆ = r2 − 2Mr + a2. (140)
The simplest choice for h (r, θ) in accordance with the
observational constraints on weak-field deviations from
general relativity is given by
h (r, θ) = 3
M3r
Σ2
. (141)
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FIG. 12. Same plot as in Fig. 11 in Weyl-Lewis-Papapetrou
coordinates ρ and z.
This spacetime is a black hole only for certain values
of 3 and a (see Fig. 3 of [39]) : if 0 ≤ a ≤ 0.8 M and
−5 ≤ 3 ≤ 0, it is always the case. In this paper, we
focus on this particular zone, so we use the positive
parameter  = −3.
In Fig. 13, we plot the maximal values of ß and ß¯ as
functions of ε for different values of the spin. We see
that the bigger a is, the bigger is the lowest maximal
value of the scalars, meaning that the more this modified
Kerr black hole is rapidly rotating, the more it differs
for the Kerr original solution. The idea was to quantify
the deviation to the Kerr spacetime of the preceding
examples by seeing how fast the two Simon-Mars scalars
evaluated in the modified Kerr metric deviate from zero.
For spacetimes containing singularities as the
Curzon-Chazy solution and the δ = 2 Tomimatsu-Sato
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spacetime, the characterization of their “non-Kerness”
can be only local because the two scalars diverge at
the singularities. But for smooth spacetimes such as
boson stars or neutron stars, we can report the maximal
values of the scalars on the Fig. 13, as we did for one
specific example of each. We can say that the spacetime
generated by the neutron star chosen is more close to
the Kerr spacetime than the spacetime generated by the
boson star. This corresponds to our intuition because
the boson star shape is a torus, and it seems a more
exotic object than the neutron star.
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FIG. 13. Maximal values ß and ß¯ as functions of  for mod-
ified Kerr metrics with a = 0, 0.5, 0.8 M . As the deviation
from the Kerr metric is non linear, we use a log-log scale.
The violet dotted line corresponds to the maximal value of
ß (ß = 3.48826.10−6) for the boson star with ω = 1.05M−1
and k = 1, and the cyan dotted line corresponds to the max-
imal value of ß (ß = 3.34572.10−8) for the neutron star with
Ω = 0.039M−1.
To see local configurations of the scalar fields for
examples of modified Kerr spacetimes, we present
contour plots of log (ß) and log
(
ß¯
)
for chosen values
of  and a in Fig. 14 and 15. As the topology of the
event horizon is not simple in this geometry (see [39])
and as it is located in the zone where r < 2M , we
choose to plot only the outer domain for r ≥ 2M .
The scalar values are very small compared to the
other solutions, which is reassuring because this ex-
ample is supposed to be very close to the Kerr spacetime.
VI. CONCLUSION
We performed the 3+1 decomposition of the Simon-
Mars tensor, and defined two scalar fields from it. It
permitted us to quantify the deviation of different space-
times to the Kerr one by evaluating these scalars. This
classification works only for stationary spacetimes, but
can be applied to non vacuum spacetimes, and especially
in numerical spacetimes with a matter content, what
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FIG. 14. Contour plot of log (ß) and log
(
ß¯
)
as functions of
r ≥ 2M and z for a modified Kerr metric with a = 0.5M and
 = 10−4.
could not be done before, as far as we know. Neverthe-
less, in some of these non-vacuum spacetimes, the scalar
fields can be identically zero even if the spacetime is not
locally isometric to the Kerr spacetime, because the Mars
theorem does not hold in non-vacuum spacetimes. Thus
one has to be careful using this characterization of Kerr
spacetime, which provides an efficient way to compare
different spacetimes to one another.
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FIG. 15. Same plots as Fig. 14 a modified Kerr metric with
a = 0.8M and ε = 0.1.
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