Introduction
The interpretation of seismic data is typically a tedious and subjective process, where experienced geoscientists, with knowledge of the geology in the given area, track seismic horizons and other geological features in seismic volumes. Recently, there has been a rapidly increasing interest in the use of Machine Learning for seismic interpretive tasks (Mattos et al., 2017; Wrona et al., 2018; Waldeland et al., 2018; Di et al., 2018) . Machine Learning (ML) is a subset of artificial intelligence where a computer can learn from experience and make predictions on data, and as computers can study data in more than two dimensions simultaneously, it has an enormous potential within seismic interpretation. Generally, machine learning separates into supervised and unsupervised learning. Supervised learning requires pre-labelled input data, which the ML algorithm train on to learn a general rule that maps input to outputs. Unsupervised learning finds a structure in the input data without the requirement of labels to train on. We present a fully automatic method to (1) classify seismic facies and to (2) interpret seismic horizons using both unsupervised and supervised machine learning combined with image processing and speech recognition algorithms. Our approach is completely automatic, and avoids any manual labeling of data, which would require geological knowledge.
For our facies classification, we generate training data using a local binary pattern (LBP) texture descriptor together with unsupervised clustering. A supervised machine-learning algorithm then learns from the training data to perform the final seismic facies classification. We assume that each seismic facies represent a seismic sequence, and track seismic horizons within each defined sequence using a dynamic time warping grid. The dynamic time warping grid iteratively compare seismic traces, identifies the corresponding reflective events within each trace in the grid, and outputs all seismic horizons in the given sequence at the same time. The horizon tracker is completely automatic and minimally affected by amplitude changes along a reflector and faulting. We test our method on a structurally complex dataset in the SW Barents Sea, specifically targeting rotated Mesozoic fault blocks on the Polhem Sub-platform.
Method
To summarize, our method takes advantage of the following algorithms: (Mattos et al., 2018) . We use k-means clustering, an unsupervised machine learning algorithm, to separate the local binary pattern data into a number of clusters (Figure 2a) . The clustered data is subjected to filter operations in order to respect sequence stratigraphic principles (Figure 2b) , and finally used as training data in the next iteration of supervised facies classification.
Figure 1. An illustration of LBP texture descriptor. A feature vector describes the texture in each subsample of a seismic image regardless of color and illumination
The supervised Machine Learning algorithm learn characteristics in the seismic data (rather than the LBP data) within outlines defined by the clusters already defined. The trained algorithm then performs the final facies classification (Figure 2c ). As our supervised learning algorithm, we use a Random Forest Classifier (Ho, 1995) .
We assume each seismic facies represent one seismic sequence and perform seismic horizon racking within each defined sequence with a sliding 3D dynamic time warping grid (Figure 3 ). Dynamic time warping (DTW) finds the optimal alignment of two time-series by nonlinearly stretching and shrinking of one time-series along its time axis until it is "warped" into the other. Sakoe and Shiba first presented DTW in 1978 as a pattern-matching algorithm for spoken word recognition. The algorithm is effective and accurate in the matching of time series with non-linear fluctuations along the time axis, which describe both speech patterns and seismic traces (Hale 2013) . Therefore, we exploit it here to match seismic signals and track seismic horizons. Because the operation is a pattern matching operation, it does not mainly rely on the amplitude values (peak and trough values) as more traditional correlation methods typically do, which makes it possible to track seismic horizons even where the seismic amplitudes can vary significantly along the same seismic horizon. Figure 4 shows tracked seismic horizons within Mesozoic fault blocks in the SW Barents Sea, known to have experienced extensive faulting, fault block rotation, uneven compaction and erosion. 
