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We shall prove the inequalities
|||(A + B)(A + B)∗|||  |||AA∗ + BB∗ + 2AB∗|||
 |||(A − B)(A − B)∗ + 4AB∗|||
for all n× n complex matrices A, B and all unitarily invariant norms
||| · |||. If further A, B are positive definite it is proved that
k∏
j=1
λj(AαB)
k∏
j=1
λj(A
1−αBα), 1 k n, 0α  1,
where α denotes the operatormeans considered byKubo andAndo
and λj(X), 1 j n, denote the eigenvalues of X arranged in the de-
creasing order whenever these all are real. A number of inequalities
are obtained as applications.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Letn ∈ N.We shall denote byMn the set ofn×n complexmatrices. The set of all Hermitian positive
semidefinite matrices in Mn shall be denoted by Sn whereas Pn shall denote the set of Hermitian
positive definite matrices inMn. We denote by In the identity matrix inMn. By X  Y (X > Y) we
mean that X − Y is Hermitian positive semidefinite (Hermitian positive definite).
For X ∈ Mn, we shall always denote by λ1(X) λ2(X) · · · λn(X), the eigenvalues of X arranged
in the decreasing order whenever these all are real. For P ∈ Sn, P1/2 is the unique Hermitian positive
semidefinite square rootofP.Pα,0α  1, isdefinedsimilarly (see [6]). By s1(X) s2(X) · · · sn(X),
we denote the eigenvalues of |X| = (X∗X)1/2, i.e, singular values of X . Notation e X is used for the
matrix (X + X∗)/2 and is called real part of X .
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Let x = (x1, . . . , xn) and y = (y1, . . . , yn) be elements in Rn. Let x↓ and x↑ be the vectors
obtained by rearranging the coordinates of x in decreasing and increasing order respectively. Theweak
majorization relation x ≺w ymeans
k∑
j=1
x
↓
j

k∑
j=1
y
↓
j , 1 k n,
whereas weak log-majorization relation x ≺wlog ymeans
k∏
j=1
x
↓
j

k∏
j=1
y
↓
j , 1 k n.
If x, y ∈ Rn+ then it is well known that x ≺wlog y implies x ≺w y.
A norm ||| · ||| onMn is said to be unitarily invariant if |||UXV ||| = |||X||| for X ∈ Mn and all
unitaries U, V ∈ Mn. The Ky Fan norms given by
||X||(k) =
k∑
j=1
sj(X), 1 k n,
and p-norms,
||X||p =
⎛
⎝ n∑
j=1
(
sj(X)
)p
⎞
⎠
1/p
, p 1, X ∈ Mn,
are familiar examples of unitarily invariant norms. The operator norm || · || is given by ||X|| = s1(X).
It is customary to assume a normalization condition that |||diag(1, 0, . . . , 0)||| = 1. Fan dominance
theorem states that ||A||(k)  ||B||(k), 1 k n, if and only if |||A||| |||B||| for all unitarily invariant
norms ||| · |||. The reader is referred to [2] for more properties of such norms.
If z and w are complex numbers, then we have the following inequality:
(z + w)(z + w) |zz + ww + 2zw| ∣∣(z − w)(z − w) + 4zw∣∣. (1.1)
On taking A =
⎛
⎝ 1 1
0 0
⎞
⎠ and B =
⎛
⎝ 1 0
1 0
⎞
⎠ one can see that the inequalities
(A + B)(A + B)∗  ∣∣AA∗ + BB∗ + 2AB∗∣∣ ∣∣(A − B)(A − B)∗ + 4AB∗∣∣
are not true. However in Section 2 we shall prove that
|||(A + B)(A + B)∗||| |||AA∗ + BB∗ + 2AB∗||| |||(A − B)(A − B)∗ + 4AB∗|||
for all A, B ∈ Mn and all unitarily invariant norms ||| · |||. In fact we shall prove more general results.
Kubo andAndo [8] considered the geometricmean α of twomatricesA, B ∈ Pn, 0α  1,defined
by
AαB = A 12 (A− 12 BA− 12 )αA 12 .
It is well known that AαBαA + (1 − α)B. In [7] Kosem proved the inequality∣∣∣∣∣∣∣∣∣(A1/2B)2
∣∣∣∣∣∣∣∣∣ ∣∣∣∣∣∣∣∣∣B1/2AB1/2∣∣∣∣∣∣∣∣∣ ,
for A, B ∈ Pn. We shall prove that for A, B ∈ Pn and 0α  1,
k∏
j=1
λj(AαB)
k∏
j=1
λj(A
1−αBα), 1 k n. (1.2)
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As consequence of this we shall obtain a number of results including that proved by Kosem.
2. Main results
We begin this section with stating one of the main results of this section.
Theorem 2.1. Let A, B ∈ Mn. Then
k∏
j=1
sj
(
(A + B)(A + B)∗) 
k∏
j=1
sj
(
AA∗ + BB∗ + 2AB∗)

k∏
j=1
sj
(
(A − B)(A − B)∗ + 4AB∗) , 1 k n. (2.1)
To prove this theorem we need some lemmas and a proposition of independent interest.
Lemma 2.2 ([6, p. 170]). Let X ∈ Mn. Then
k∏
j=1
sj(X) = max | det U∗XU|, 1 k n,
where the maximum is taken over all n × k matrices U such that U∗U = Ik.
Proposition 2.3. Let A, B ∈ Mn be such that A is Hermitian positive semidefinite and B is skewHermitian.
Then
k∏
j=1
sj(A + sB)
k∏
j=1
sj(A + tB), 1 k n,
if 0 s t.
Proof. We first prove the inequality
|det(X + sY)| |det(X + tY)| (2.2)
for X, Y ∈ Mk when X is Hermitian positive semidefinite and Y is skew Hermitian. First assume that
X is Hermitian positive definite. Let μj, 1 j k denotes the eigenvalues of X−1/2YX−1/2. Since Y is
skew Hermitian μj are either purely imaginary or zero. Therefore, we have
| det(X + sY)| = | det X|| det(In + sX−1/2YX−1/2)|
= | det X|
n∏
j=1
|1 + sμj|
 | det X|
n∏
j=1
|1 + tμj|
= | det X|| det(In + tX−1/2YX−1/2)|
= | det(X + tY)|,
using the fact that if z is purely imaginary or zero then |1 + sz| |1 + tz|. If X is not positive definite
we replace X by X + In and then take the limit  → 0. This is allowed because of the continuity of
singular values [4, p. 188] and the fact that modulus of the determinant of a matrix is the product of
the singular values [2, p. 43].
Let 1 k n. Using Lemma 2.2 we can find an n × k matrix U, such that U∗U = Ik and
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∏k
j=1sj(A + sB) = | det(U∗(A + sB)U)|
 | det(U∗(A + tB)U)|

k∏
j=1
sj(A + tB),
where the first inequality follows from inequality (2.2) and second follows from Lemma 2.2. This
completes a proof. 
The following lemma is also needed to prove Theorem 2.1.
Lemma 2.4 ([6, p. 151]). For every X ∈ Mn
λj(e X) sj(X)
for all 1 j n.
Now we are in position to prove the main theorem as promised.
Proof of Theorem 2.1 1. To prove the first inequality in (2.1) note that
e(AA∗ + BB∗ + 2AB∗) = (A + B)(A + B)∗.
Therefore it follows from Lemma 2.4 that
sj
(
(A + B)(A + B)∗) = λj ((A + B)(A + B)∗)
= λj (e(AA∗ + BB∗ + 2AB∗))
 sj
(
(AA∗ + BB∗ + 2AB∗)
for all 1 j n. This is more than what we need to prove the first inequality in (2.1).
For the second inequality in (2.1), note that
AA∗ + BB∗ + 2AB∗ = (A + B)(A + B)∗ + AB∗ − BA∗
and
(A − B)(A − B)∗ + 4AB∗ = (A + B)(A + B)∗ + 2(AB∗ − BA∗),
where (A+B)(A+B)∗ ispositive semidefiniteandAB∗−BA∗ is skewHermitian.ThereforebyProposition
2.3, we have
k∏
j=1
sj
(
AA∗ + BB∗ + 2AB∗) =
k∏
j=1
sj
(
(A + B)(A + B)∗ + AB∗ − BA∗)

k∏
j=1
sj
(
(A + B)(A + B)∗ + 2(AB∗ − BA∗))
=
k∏
j=1
sj
(
(A − B)(A − B)∗ + 4AB∗)
for 1 k n. This proves the second inequality in (2.1). 
Corollary 2.5. Let A, B ∈ Mn. Then
|||(A + B)(A + B)∗||| |||AA∗ + BB∗ + 2AB∗||| |||(A − B)(A − B)∗ + 4AB∗||| (2.3)
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and √
|||(A + B)(A + B)∗|||
√
|||AA∗ + BB∗ + 2AB∗||| |||A||| + |||B||| (2.4)
for all unitarily invariant norms ||| · |||.
Proof. The continuity allowsus to assume that (A+B)(A+B)∗ is positivedefinite. Then the inequalities
(2.1) and the Ky Fan dominance theorem implies the inequalities (2.3). The first inequality in (2.4)
follows directly from first inequality in (2.3). To prove the second inequality in (2.4) observe that
|||AA∗ + BB∗ + 2AB∗||| = |||A(A + B)∗ + (A + B)B∗|||
 |||A(A + B)∗||| + |||(A + B)B∗|||
 |||A||| |||A + B||| + |||A + B||| |||B|||
 (|||A||| + |||B|||)2 .
This completes a proof. 
Since for the operator norm ||TT∗|| = ||T||2, we have the following corollary.
Corollary 2.6. Let A, B ∈ Mn. Then
||A + B|| ||
√
|AA∗ + BB∗ + 2AB∗||| ||A|| + ||B||.
Remark 2.7. The Proposition 2.3 cannot be extended to the case when A is Hermitian. To see this take
A=
⎛
⎝ 2 1
1 1/3
⎞
⎠, B=
⎛
⎝ 0 1/4
−1/4 0
⎞
⎠, s=1, t = 2. Then∏2j=1 sj(A + B) = 0.2714 and∏2j=1 sj(A + 2B)
= 0.0841. However if A is Hermitian and B is skew Hermitian, then we have
|||A + sB||| |||A + tB||| ,
if 0 s t. To see this consider the function f (x) = |||A + xB||| on (−∞,∞). Note that
f (x) = |||A + xB||| = |||(A + xB)∗||| = |||A − xB||| = f (−x).
Therefore f is symmetric. Now let x, y ∈ (−∞,∞) and 0α  1. Then
f (αx + (1 − α)y) = |||A + (αx + (1 − α)y)B|||
= |||α(A + xB) + (1 − α)(A + yB)|||
α|||A + xB||| + (1 − α)|||A + yB|||
= αf (x) + (1 − α)f (y)
which proves that f is convex. The convexity along with symmetry of f implies that f attains its
minimum at x = 0. This implies that the function is increasing on [0,∞) and decreasing on (−∞, 0].
This prove more than what we have stated.
Remark 2.8. It is remarked that the inequality√
|||(A − B)(A − B)∗ + 4AB∗||| |||A||| + |||B|||
is not true in general. To see this take A =
⎛
⎝ 0 1
1 0
⎞
⎠ , B =
⎛
⎝ 0 1
1 1
⎞
⎠. Then s1
(
(A − B)2 + 4AB∗
)
=
6.9860 and (s1(A) + s1(B))2 = 6.8539.
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From first inequality in inequality (2.1) it follows that
|||A + B|||
∣∣∣∣
∣∣∣∣
∣∣∣∣
√
|AA∗ + BB∗ + 2AB∗|
∣∣∣∣
∣∣∣∣
∣∣∣∣
for all unitarily invariant norms ||| · ||| and A, B ∈ Mn. If we take A =
⎛
⎝ 1 1
1 0
⎞
⎠ , B =
⎛
⎝ 1 1
0 0
⎞
⎠ , it turns
out that ||√|AA∗ + BB∗ + 2AB∗|||(2) = 3.7002 and ||A||(2) + ||B||(2) = 3.6503. This shows that the
Corollary 2.6 can not be generalized for all unitarily invariant norms.
To prove our next main result we need the well known Furuta inequality.
Lemma 2.9 ([3, p. 128]). Let A, B ∈ Pn be such that A B, p 1, r  0. Then
A
p+2r
p (ArBpAr)
1
p .
Theorem 2.10. Let A, B ∈ Pn and 0α  1. Then
k∏
j=1
λj(AαB)
k∏
j=1
λj(A
1−αBα), 1 k n. (2.5)
Proof. If α = 0 or 1, the result is trivial. Therefore assume that 0 < α < 1. Let ∧kX denote the kth
antisymmetric tensor product of X ∈ Mn. Then for 1 k n, we have
k∏
j=1
λj(AαB) =
k∏
j=1
sj(AαB) = s1(∧k(AαB)) = s1((∧kA)α(∧kB))
and
∏k
j=1λj
(
A1−αBα
) =
k∏
j=1
λj
(
A
1−α
2 BαA
1−α
2
)
=
k∏
j=1
sj
(
A
1−α
2 BαA
1−α
2
)
= s1( ∧k (A 1−α2 BαA 1−α2 ))
= s1((∧kA) 1−α2 (∧kB)α(∧kA) 1−α2 ).
Thus it follows that to prove the desired inequality we need to prove that
||XαY || ∥∥X 1−α2 YαX 1−α2 ∥∥,
for X, Y ∈ Pn and 0 < α < 1. To prove this it is sufficient to show that
X
1−α
2 YαX
1−α
2  In ⇒ XαY  In.
So assume
X
1−α
2 YαX
1−α
2  In.
This implies
Yα  X−(1−α).
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Lemma 2.9 then implies
X
−(1−α)
(
p+2r
p
)

(
X−(1−α)rYαpX−(1−α)r
) 1
p ,
for p 1, r  0. Taking p = 1
α
 1, r = 1
2(1−α)  0, we have
X
−(1−α)α
(
1
α
+ 1
1−α
)
(X−1/2YX−1/2)α,
which implies
X−1 (X−1/2YX−1/2)α
and hence XαY  In. This completes a proof. 
To obtain further consequences of Theorem 2.10 we need the following lemmas.
Lemma 2.11 ([2, p. 43]). Let A ∈ Mn with eigenvalues λ1, λ2, . . . , λn arranged in such a way that|λ1| |λ2| · · · |λn|. Then
k∏
j=1
|λj(A)|
k∏
j=1
sj(A), 1 k n.
Lemma 2.12 ([2, p. 257]). Let A, B ∈ Pn. Then
k∏
j=1
λj(|A 12 B 12 |)
k∏
j=1
λj(
√
|AB|), 1 k n.
Corollary 2.13. Let A, B ∈ Pn. Then
k∏
j=1
sj(A1/2B)
k∏
j=1
sj
(
(B1/2AB1/2)1/2
)
, 1 k n.
This implies that
∣∣∣∣∣∣A1/2B∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣(B1/2AB1/2)1/2∣∣∣∣∣∣∣∣∣ ,
for all unitarily invariant norms ||| · |||.
Proof. By Lemma 2.11, we have
k∏
j=1
λj(A
1/2B1/2) 
k∏
j=1
sj(A
1/2B1/2)
=
k∏
j=1
λ
1/2
j (B
1/2AB1/2)
=
k∏
j=1
s
1/2
j (B
1/2AB1/2).
Hence using Theorem 2.10 for α = 1
2
we get the desired result. 
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The following corollary was proved in [1] in connection with a conjecture by Bhatia and Kittaneh
in [5].
Corollary 2.14. Let A, B ∈ Pn. Then
k∏
j=1
λn−j+1
(√
|AB|
)

k∏
j=1
λn−j+1
(
A + B
2
)
, 1 k n.
Proof. Replacing A by A−1 and B by B−1 in Lemma 2.12 and using Lemma 2.11, we get
k∏
j=1
λj
(
A−
1
2 B−
1
2
)

k∏
j=1
λj
(
|A− 12 B− 12 |
)

k∏
j=1
λj
(√
|A−1B−1|
)
, 1 k n.
Since λj(X
−1) = λ−1n−j+1(X) for all invertible X with real eigenvalues, the above inequality yields
k∏
j=1
λn−j+1
(
A
1
2 B
1
2
)

k∏
j=1
λn−j+1
(√
|AB|
)
, 1 k n. (2.6)
OnreplacingAbyA−1 andBbyB−1 inTheorem2.10andnoting that (AαB)−1 = A−1αB−1,λj(X−1) =
λ−1n−j+1(X) for invertible X ∈ Mn with real eigenvalues, we have
k∏
j=1
λn−j+1(AαB)
k∏
j=1
λn−j+1(A1−αBα), 1 k n, (2.7)
for 0α  1. Then using arithmetic–geometric mean inequality, (2.7) and (2.6), we get
k∏
j=1
λn−j+1
(
A + B
2
)

k∏
j=1
λn−j+1(A1/2B)

k∏
j=1
λn−j+1
(
A1/2B1/2
)

k∏
j=1
λn−j+1
(√
|AB|
)
for 1 k n. This completes a proof. 
Remark 2.15. The inequality λj(AαB) λj(A1−αBα), 0 < α < 1, j = 1, . . . , n, A, B ∈ Pn, which is
a stronger version of inequality (2.5), does not hold. To see this, note that
n∏
j=1
λj(AαB) = det(AαB)
= det(A1−αBα)
=
n∏
j=1
λj(A
1−αBα).
Therefore there exist some A, B ∈ Pn and j, 1 < j n, such that λj(AαB) > λj(A1−αBα).
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