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If S, ,..., S,,, are subsets of a set S, there exists a partition of S into basic sets 
A,, defined by Boolean operations on the St, of which the latter are sums. 
If  S is a finite-measure space, and the Si are measurable, the measures of the AI 
are uniquely determined by those of all the products of the Si . An n x n(0, l)- 
matrix A is called “completely normal” (c.n.) if all its 2” corresponding row 
and column inner products are identical, and “completely normalizable” in 
case AQ is c.n. for some permutation matrix Q. It follows that A is c.n. i f f  its 
rows are identical with its columns in some order, and is completely normalizable 
i f f  AT = PAQ for permutation matrices P, Q. An algorithm is given for con- 
struction of all c.n. matrices, and examples show there are normal matrices 
not completely normalizable, and c.n. matrices not symmetrizable. Whether 
every (n, k, h) matrix is symmetrizable, or even completely normalizable, is not 
known. It is shown at least that every finite projective plane based on a com- 
mutative Veblen-Wedderburn system has a symmetrizable incidence matrix. 
1. SET THEORY 
Let S, ,..., S, be subsets of a set S. For each of the 2’” subsets Z of the 
index set M = {I,..., m} define the “basic set” 
A point p of S is in AI iff Z is the set of all i for which p E Si . Thus the AI 
are disjoint and exhaust S, each Si being a sum of AI, namely, 
Si = c AI. 
I3i 
* Work performed under the auspices of the U. S. Atomic Energy Commission. 
367 
Copyright 0 1972 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
368 EVERETT AND METROPOLIS 
Defining Pr = I-J Si and Q1 = C Sj over the domains i E I, j E I’, we may 
write A1 = PrQr’, and hence 
where 
PI = PIPI + AI, (3) 
(4) 
If S is a finite-measure space then for any N measurable subsets Ui , 
there holds the measure relation 
(5) 
the latter sum containing all ck” possible terms. It therefore follows 
from the (disjoint) sum (3), and (4), (5), that, for measurable subsets 
S 1 ,..., S, , all measures p(A1) of their basic sets are uniquely determined 
by the measures of all products of the Si . 
2. FINITE SETS 
Let S be the finite set {I,..., n}, the number p(U) of elements in a subset 
U serving as its measure. If S, ,..., S, , and Tl ,..., T, are two classes of 
subsets, such that 
for all I C M, then we know from Section 1 that the sets Si and Ti are sums 
of their corresponding basic sets 
$3 = 1 A,, Ti = c BI, 
I3i ISi 
and hence, from (6), 
,44 = A&), (7) 
for all IC M. It is therefore clear that the only distinction between the 
subsets Si and Ti lies in the numbering of their elements. 
Now every class of subsets S, ,..., S, of S = {I ,..., n} defines an m x n 
(O,l)-matrix A = (a& and, conversely, under the definition aij = 1 if 
Si 3 j, and u,~ = 0 otherwise. Moreover, the (k-fold) inner product of k 
rows of A is a count of the number of elements in the product of the 
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corresponding sets Si . We may therefore state the foregoing result in the 
form of 
THEOREM 1. If A and B are m x n (O,l)-matrices, then all 2” of their 
corresponding row inner products are identical ifs their columns are identical 
in some order, that is, B = AQ for some permutation matrix Q. 
Since an FZ x n matrix A is normal, (AAT = A’A) if and only if its 
ordinary row inner products are identical with those of its corresponding 
columns, it is appropriate to call A “completely normal” if all 2” of its 
row inner products coincide with those of its corresponding columns. We 
have then the obvious 
COROLLARY. An n x n (O,l)-matrix A is completely normal ifsits rows 
are identical with its columns in some order, i.e., A7 = AQ for some Q. 
3. ALGORITHM FOR COMPLETELY NORMAL MATRICES 
All matrices A of order n with indeterminate aij , having columns 
identical with rows in some order, may be constructed in the following 
way. Label the rows (l,..., n) and the columns (j, ,..., j,), an arbitrary 
permutation of (l,..., n) prescribing the order in which the rows are to 
appear as columns. Enter the variables x1 ,..., x, in the first row. This 
determines the first column, since the first entry in each row is now manda- 
tory, and necessitates one identification, xK = x1 where j, = 1. The 
first column now determines row j, , and one proceeds as before, from row 
to column to row, until row 1 completes the first cycle of the permutation. 
Entering additional new variables in the unoccupied positions of the first 
incomplete row (if any), one continues in the same way until all cycles are 
complete. After all required identifications have been made, the result is a 
unique matrix of free variables associated with the given permutation. 
Arbitrary assignment of the values 0,l to these free variables then 
produces all completely normal (O,l)-matrices having columns I,..., n 
identical with rows j, ,..., j, . 
4. RELATION TO SYMMETRY AND NORMALITY 
Let 
be the sets of all symmetric, completely normal, and normal n x n (O,l)- 
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matrices, and denote by S*, C*, N* the corresponding over-sets of “sym- 
metrizable,” “completely normalizable,” and “normalizable” matrices, 
viz., the sets of all PSQ, PCQ, PNQ, where P, Q are arbitrary permutation 
matrices. The set relations are summarized in the figure: 
Since S, C, N are invariant under the operation P( )PT, we see that the 
sets S*, C*, N* are also expressible as the totalities SQ, CQ, NQ; i.e., 
operations on columns alone suffice. We also note that a matrix A is 
in S*, C*, N* as its transpose satisfies AT = QAQ, AT = PAQ, or ArA = 
Q(AA’) QT, respectively, for some P, Q. All six sets are also invariant 
under the transpose and dual operations A + A7 and A -+ AD s (1 - A), 
where 1 has all aij 3 1. 
The matrix AN below is normal, but not completely normalizable, while 
Ac is completely normal, but not symmetrizable, showing the set inclusions 
S*CC*CN* 
to be proper for 12 = 16, and II = 11. The least such 12 in either case is 
unknown. 
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AC = 
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0 1 
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1 0 
0 1 
We mention in passing that AN belongs to an interesting class of easily 
constructed normal II x 12 (O,l)-matrices A, with aii all 0 or all 
1, aij + aji = 1 for i # j, and all row and column sums equal (necessarily 
to a,, + (n - 1)/2). The normality of such an A is evident, since here 
A+A’=1~ZimpliesA2+AA~=A~1~A=1~A~~=~2+A~A, 
a remark due to E. D. Cashwell. 
5. SYMMETRIZABILITY 
While every (O,l)-matrix with just two l’s in each row and column is 
symmetrizable, the above example AC $ S* seems to indicate that in 
general no condition for A E S* can be expected in terms of set structure 
alone. The formulation of such conditions is of special interest, since 
every (n, k, h) (O,l)-matrix A is normal, and remains normal under the 
transformations PAQ = A, , all such A, satisfying the relation [3, p. 1031 
AlAIT = (k - @Z + hl = AITA, . 
Which matrices of this kind are in S*, or even in 0, is unknown. All 
those we have been able to test are in S*. Our only general result in this 
direction is (cf. [I, 21) 
THEOREM 2. Every projective plane with N + 1 points per line, based 
on a commutative Veblen- Wedderburn s.ystem R of order N has a symme- 
trizable incidence matrix. 
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Proof. Such a plane may be represented by the N2 + N + 1 “points” 
(x, JJ), (m, co), (co, co); x, y, m E R, and the N2 + N + 1 “lines” 
S[m, k] = {(x, y); y = mx + k, x E R} & (m, co), 
S[m, al = {(a, Y); Y E R) 8~ (~0, ~01, 
S[co, co] = {(m, co); m E R} & (co, a). 
Its incidence matrix may be symmetrized by the rules: 
(a) If S[m, k] is assigned to row i, then the point (m, -k) is assigned 
to column i. 
(b) Similarly, S[co, a] and (a, co), and S[co, co] and (co, co) are 
assigned to a row and column of the same number. Then (x, v) E S[m, k] 
implies (m, -k) E S[x, -JJ] since y = mx + k implies -k = xm + (-y). 
The rest is trivial. 
An algorithm for symmetrization of A -+ B (if possible) consists in 
writing in turn each of its columns first, using bzl to indicate possible 
second columns (so that b,, = b,,); for each such choice using b,, , b,, to 
limit choice of column 3; and so on. In practice this falls far short of n! 
trials, especially if one keeps an eye on all the partial rows being formed. 
The reader may care to try the method on one of the (n, k, h) dual 
matrices 
0110001 1001110 
0011010 1100101 
0001101 1110010 
X=100001 1 Y=0111100 
1101000 0010111 
1010100 0101011 
0100110 1011001 
or on 
01001100110 
00110000111 
10001010101 
10101001010 
01000011011 
z=01111010000 
11010001100 
11100100001 
00011101001 
00100111100 
10010110010 
ON COMPLETELY NORMAL (0, l)-MATRICES 373 
All three are of the asymmetric type (A + A’ = 1 5 1) and define 
Hadamard matrices, X representing also a projective plane [3, pp. 104, 
1071. An asymmetric (n, k, h) matrix must have n = 3 mod 4, with 
a - 0, k = (n - 1)/2, h = (n - 3)/4, or a,, = 1, k = (n + 1)/2, 11 - 
h = (IZ + 1)/4, and is therefore of Hadamard type. Whether a Hadamard- 
type matrix can always assume the asymmetric form, or whether all those 
that do are symmetrizable, we do not know. 
A similar algorithm for complete normalization is based on the require- 
ment AQ = P,A’, indicating that a suitable permutation of the columns 
of A must produce a matrix with the rows of AT in some order. Here, one 
writes A7 for the inspection of its rows, and operates on the columns of A 
much as before, relying on the multiplicities of diadic “words” in the 
partial rows formed, as compared with those in AT. It may be noted that, 
if AQ = PIAT, then AQ is itself completely normal. For, (AQ)T = APIT = 
(AQ>(QTf’lT> = (AQ)Q,. 
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