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Ce mémoire de thèse en informatique se situe dans le domaine de l’intelligence
artiﬁcielle. Le travail présenté concerne les modèles graphiques probabilistes, qui sont
d’une part des modèles de représentation de la connaissance et de l’incertitude et
d’autre part des modèles de raisonnement permettant de propager des observations.
Nous commençons par introduire le problème du raisonnement incertain puis nous
présentons la problématique de cette thèse et le plan de ce mémoire.
1.1 Le raisonnement dans l’incertain
L’une des caractéristiques de l’intelligence humaine est la capacité de raisonner
avec une connaissance incertaine. Très souvent, il est impossible ou diﬃcile d’ob-
tenir une connaissance certaine. Dans la vie réelle, on se trouve fréquemment dans
des situations de prise de décisions dans lesquelles on ne dispose que d’informations
incomplètes ou incertaines. Un des déﬁs de l’intelligence artiﬁcielle est de proposer
des modèles de raisonnement permettant de représenter et de manipuler des infor-
mations incertaines. Dans cet objectif, les chercheurs ont développé des modèles
et des méthodes durant les dernières décennies. Les principales sont la théorie des
ensembles ﬂous (Zad65), la théorie de l’évidence (S+76), la théorie des possibilités
(DP88), la théorie des probabilités sur laquelle repose les réseaux bayésiens (Pea88b)
et la théorie des probabilités imprécises (Wal91).
On peut diviser l’incertitude en deux grandes catégories : l’incertitude aléatoire
et l’incertitude épistémique.
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L’incertitude aléatoire, également appelée variabilité, incertitude objective ou
incertitude de type A, provient du caractère aléatoire de l’information du à une va-
riabilité naturelle résultant de phénomènes stochastiques par exemple (1) le temps
de défaillance d’un composant ou (2) la durée de réparation d’un composant ou (3)
le nème lancer d’une pièce ou (4) le choix au hasard d’un individu au sein d’une
population connue. L’incertitude aléatoire est généralement considérée comme une
propriété du phénomène représenté, telle que l’issue d’une expérience menée de nom-
breuses fois dans le passé. Elle peut ainsi être représentée par les réalisations d’une
variable aléatoire dont la distribution de probabilités est connue.
L’incertitude épistémique, ou encore ignorance, incertitude subjective ou incer-
titude de type B, est liée au caractère imprécis de l’information dû à un manque
de connaissance et qui résulte par exemple (5) d’erreurs lors de mesures ou (6)
d’avis d’experts. Elle est une propriété de l’observateur, mesurant son degré de
connaissance du phénomène représenté. Elle porte donc sur la caractérisation d’un
paramètre ou d’un modèle inconnus, mais que l’on pourrait supposer déterminés.
Si l’observateur n’a pas de connaissance sur les expériences passées concernant
des événements de même type que l’événement actuel, par exemple le temps de
réparation d’un composant par un prestataire qu’il ne connaît pas, il va estimer ce
temps avec son expérience personnelle, sa sensibilité, ses connaissances a priori, et
la on peut parler d’incertitude subjective.
Par exemple, prenons le cas d’un capteur de température dont on ne connait
pas la précision, ni la justesse. Ce capteur donne une information sur laquelle pèse
une incertitude épistémique. L’ignorance vient du fait que le modèle du capteur
n’est pas connu, mais il pourrait l’être (au moins dans l’absolu). Si le modèle du
capteur était connu, l’incertitude sur l’information donnée par le capteur serait de
type aléatoire, par exemple résultant d’un grand nombre d’expériences passées avec
ce type de capteur.
Ces deux types d’incertitude sont présents dans les réseaux bayésiens, au niveau
du modèle des connaissances. Nous nous intéressons dans cette thèse aux cas où
l’incertitude concerne les observations, qu’elle soit de type aléatoire ou épistémique.
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1.2 Présentation de la thèse
Parmi les diﬀérents modèles de l’intelligence artiﬁcielle proposés pour représen-
ter et manipuler des connaissances incertaines, la théorie des probabilités est la plus
ancienne. Elle permet de représenter l’incertitude sur un ensemble de variables aléa-
toires. La combinaison du conditionnement en probabilité et d’une représentation
graphique de l’ensemble des variables aléatoires donne lieu au concept de modèle
graphique probabiliste, et en particulier au concept de réseau bayésien (Pea88b)
lorsque le graphe est orienté.
Un réseau bayésien permet d’exprimer une distribution de probabilité sur un
ensemble de variables aléatoires à l’aide d’un produit de distributions locales de
probabilités. Ce passage du raisonnement probabiliste à un niveau local a des im-
plications profondes aussi bien la conception du modèle que sur les méthodes de
propagation de nouvelles informations dans le modèle.
Un réseau bayésien est un modèle de représentation des connaissances et de
l’incertitude, ainsi qu’un modèle de raisonnement. Il fonctionne schématiquement
comme suit :
– construction du modèle à l’aide de connaissances (données et / ou experts),
– utilisation du modèle pour le raisonnement : mise à jour des croyances sur
les variables du modèle de façon à prendre en compte de nouvelles informa-
tions. Cette étape que l’on appelle inférence est basée sur l’arrivée de nouvelles
informations, en général locales et ponctuelles, que l’on appelle observations.
Dans un réseau bayésien, une observation sur une variable signiﬁe en général
que cette variable est instanciée. Ce qui signiﬁe que l’observateur peut aﬃrmer avec
certitude que la variable est dans l’état signalé.
Cette thèse porte sur d’autres types d’observations, souvent appelées observa-
tions incertaines, qui ne peuvent pas être représentées par la simple aﬀectation de
la variable.
De nombreux ouvrages sur les réseaux bayésiens éludent totalement la question
des observations incertaines et il en est de même pour les logiciels sur les réseaux
bayésiens. Lorsque la question des observations incertaines est traitée :
– les articles sont essentiellement centrés sur les méthodes de propagation et non
pas sur les notions, déﬁnitions, caractéristiques et comparaison des diﬀérents
types d’observations incertaines dans les réseaux bayésiens ;
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– divers points concernant la déﬁnition précise de ces observations restent in-
complets et donnent lieu à des confusions ;
– aucun vocabulaire concernant les observations incertaines dans les réseaux
bayésiens n’est généralement accepté ni en français, ni en anglais, ce qui donne
lieu à une multitude de termes dont certains sont utilisés avec des signiﬁcations
diﬀérentes.
1.2.1 But de la thèse
L’objectif de ce travail est de clariﬁer et d’étudier les diﬀérents concepts d’ob-
servation incertaines portant sur une variable dans un réseau bayésien et menant à
réviser les croyances sur d’autres variables du réseau bayésien.
Il s’agit de proposer une terminologie et des déﬁnitions claires et cohérentes des
diﬀérents types d’observations, mais aussi de fournir de nombreuses illustrations de
chacun des concepts aﬁn de faciliter leur appropriation, ainsi que leur intégration
dans les logiciels sur les réseaux bayésiens. Cette thèse propose également diﬀérentes
applications et utilisations des observations incertaines dans les réseaux bayésiens.
1.2.2 Organisation de la thèse
Le présent mémoire est organisé de la manière suivante :
Le chapitre 2 illustre les diﬀérentes déﬁnitions et notations liées aux modèles
graphiques probabilistes, qui seront utilisées tout au long du présent mémoire. La
suite de ce chapitre est dédiée à un état de l’art sur les observations incertaines
dans les réseaux bayésiens dans la littérature et au niveau de l’oﬀre logicielle sur les
réseaux bayésiens.
Le chapitre 3 permet de répondre aux limitations de l’état de l’art existant sur
les observations incertaines décrit dans le second chapitre.
Ce chapitre identiﬁe trois types d’observations incertaines dans les réseaux bayé-
siens : les observations de vraisemblance, les observations probabilistes ﬁxes et non
ﬁxes. Ce chapitre donne les déﬁnitions, les propriétés et de nombreux exemples, et
présente les algorithmes de propagation.
Le chapitre 4 présente trois applications des observations probabilistes ﬁxes. La
première application concerne l’intégration des réseaux bayésiens avec des systèmes
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d’information géographique (SIG). La deuxième application des observations pro-
babilistes ﬁxes concerne la communication entre agents dans un système à base
d’agents munis d’un réseau bayésien local. La troisième application, s’intéresse à la
propagation d’une observation sur une variable continue dans un réseau bayésien
discret.




et observations incertaines : état
des lieux
Ce chapitre est consacré à la présentation de la problématique de notre travail
et à l’étude des diﬀérents enjeux qui ont conduit à l’élaboration de cette thèse. Il est
basé sur un état des lieux concernant les observations incertaines dans les réseaux
bayésiens. Les applications qui relèvent des réseaux bayésiens intègrent un certain
degré d’incertitude. Ces modèles graphiques probabilistes permettent de stocker de
la connaissance sur un ensemble de variables et de mettre à jour l’état des croyances
sur certaines variables cibles, en fonction des informations disponibles sur d’autres
variables du modèle. L’état des croyances à un moment donné est exprimé sous
la forme de distributions de probabilités a posteriori, obtenues par la propagation
des observations sur certaines variables du modèle grâce à des algorithmes d’infé-
rence. La connaissance enregistrée dans un réseau bayésien inclut diﬀérentes formes
d’incertitude. En revanche, les observations sont le plus souvent considérées comme
certaines. Cependant, plusieurs questions se posent : Est-il possible de prendre en
compte des observations ”incertaines” dans un réseau bayésien ? Qu’est-ce que cela
signiﬁe ? Comment ces observations sont-elles spéciﬁées ? Comment sont-elles pro-
pagées ?
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Dans ce chapitre, nous présentons les modèles graphiques probabilistes, puis
nous faisons le point sur ces questions à l’aide d’une revue de la littérature sur les
observations incertaines dans les réseaux bayésiens.
Grâce à cet état de l’art sur les observations incertaines, nous verrons que le
vocabulaire, tout comme les déﬁnitions et les concepts relatifs aux observations
incertaines dans les réseaux bayésiens présentent des lacunes, des contradictions et
des confusions.
2.1 Les modèles graphiques probabilistes
Les modèles graphiques probabilistes sont des outils de représentation des connais-
sances et du raisonnement sous incertitude. Ces modèles, très utilisés en pratique,
sont dotés d’un mode de raisonnement à la fois simple et puissant. Ils permettent de
modéliser des systèmes 1 simples ou complexes. Parmi les modèles graphiques proba-
bilistes, on peut distinguer les modèles orientés et les modèles non orientés. Parmi les
modèles graphiques probabilistes orientés, le réseau bayésien est sans doute le plus
utilisé. La construction du modèle peut se faire manuellement ou par apprentissage
à partir de données. Une fois le modèle construit, l’inférence consiste à propager
dans le réseau bayésien un ensemble de valeurs dites observées pour obtenir la pro-
babilité a posteriori des variables cibles. L’inférence permet de combiner à la fois
la connaissance et les observations. Dans cette section nous présentons les réseaux
bayésiens qui font l’objet d’une grande partie de nos contributions dans cette thèse.
La section suivante donne les éléments principaux concernant les probabilités et
probabilités conditionnelles pour présenter ensuite les réseaux bayésiens.
2.1.1 Notions de probabilité
Dans cette partie, nous présentons les principales notions sur le calcul probabi-
liste qui servent au traitement de l’incertain.
Le triplet (Ω, Z, P ), appelé espace probabilisé, est formé de l’ensemble Ω appelé
univers, d’une tribu Z sur Ω et d’une mesure de probabilité P sur Z dans [0,1]. Les
1. Le terme système désigne ici la partie du monde à laquelle on s’intéresse pour la modéliser
en vue de répondre à un objectif précis. Le système peut représenter un patient, ses symptômes
et sa maladie, ou bien un système de chauﬀage, ou encore l’ensemble des paramètres, attributs et
variables qui interviennent dans un problème d’aide à la décision.
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éléments de Z sont appelés événements. Le nombre P (A) est appelé la probabilité
de l’événement A ∈ Z.
Si deux événements A et B sont incompatibles ou mutuellement exclusifs, alors
P (A ∪ B) = P (A) + P (B) et P (A ∩ B) = 0. Par contre, si A et B sont deux
événements quelconques, alors P (A ∪B) = P (A) + P (B)− P (A ∩B).
On dit que que deux événements A et B sont indépendants si et seulement si
P (A ∩B) = P (A).P (B).
Si B est une conséquence logique de A i.e. A ⊂ B ou B ⇔ A, alors P (A) ≤ P (B)
et P (B \ A) = P (B)− P (A).
Si A et B sont deux événements quelconques avec P (B) > 0, la probabilité de A




Dans le cas où les événements A et B sont indépendants et P(B) > 0, alors P(A|B)
= P(A). D’après la déﬁnition de la probabilité conditionnelle on a :
P (A ∩B) = P (A|B).P (B) = P (B|A).P (A)
Et donc
P (A|B) =
P (B ∩ A)
P (B)
(2.1)
Le théorème de Bayes (1763) découle de la généralisation de l’équation 2.1 à des




a P (B|A = a) ∗ P (A = a)
(2.2)
Dans la suite, on note P (A,B) au lieu de P (A ∩B).
Ali BEN MRAD 9
Chapitre 2 : Les modèles graphiques probabilistes
2.1.2 Les réseaux bayésiens
2.1.2.1 Déﬁnition
La représentation des connaissances et le raisonnement à partir de ces repré-
sentations a donné naissance à de nombreux modèles. Les modèles graphiques pro-
babilistes, et plus précisément les réseaux bayésiens, initiés par Judea Pearl dans
les années 80, se sont révélés des outils très pratiques pour la représentation des
connaissances incertaines. Les réseaux bayésiens ﬁgurent parmi les modèles d’ana-
lyse probabiliste. Ils proposent un formalisme mathématique et des bases théoriques
solides pour la modélisation des systèmes complexes.
Un réseau bayésien est constitué de deux composantes :
– Une composante graphique qui consiste en un graphe orienté sans circuit. Les
nœuds représentent les variables pertinentes du domaine et les arcs repré-
sentent les relations de dépendance entre les variables.
– Une composante numérique qui consiste en un ensemble de distributions de
probabilités conditionnelles de chaque nœud dans le contexte de ses parents.
Ces modèles ont été présentés dans (Pea88b; LS88a; Jen96; Jor98; KP87).
Déﬁnition 2.1.1 (Réseau Bayésien). Un réseau bayésien B = (G, P) est déﬁni par :
– un graphe dirigé sans circuit G = (X, E) où X est l’ensemble des nœuds et E
est l’ensemble des arcs,
– un espace probabilisé (Ω, P ),
– un ensemble de variables aléatoires X = {X1, ..., Xn} associées aux nœuds du
graphe et déﬁnies sur (Ω, P ) telles que




où Pa(Xi) est l’ensemble des parents du nœud Xi dans G.
Dans ce qui suit, les lettres en majuscule sont utilisées pour représenter des va-
riables aléatoires, et les lettres en minuscules représentent leurs valeurs. Les lettres
en majuscules gras correspondent à des ensembles de variables. Voici quelques nota-
tions utilisées dans le reste du manuscrit : X désigne un nœud du réseau bayésien,
X appartient à X ayant ses états (ou valeurs) dans DX = {x1, ..., xm}, P (X) =
P (X1, ..., Xn) représente la distribution de probabilité jointe qui déﬁnit un réseau
10
Chapitre 2 : Les modèles graphiques probabilistes
bayésien sur l’ensemble X. P (x) représente P (X = x), P (X) est la distribution de
probabilité (P (X = x1), ..., P (X = xm)). R(Xi) et R(Xj, Xk) sont des distributions
locales de probabilités utilisés pour décrire les observations incertaines sur Xi et
(Xj, Xk).
La distribution de probabilités P (Xi|Pa(Xi)) représente la connaissance a priori
sur la variable Xi et P(X) représente la distribution de probabilités jointe sur l’en-
semble des variables du réseau.
Parmi l’ensemble des réseaux bayésiens, les réseaux bayésiens causaux sont ceux
dans lesquels les arcs vont des causes vers les conséquences.
Figure 2.1 – (a) Graphe causal (b) Graphe non causal.
Dans les deux réseaux bayésiens de la ﬁgure 2.1, toute information sur le nœud
”Cause” peut modiﬁer les croyances que nous avons sur le nœud ”Conséquence”,
et, réciproquement, toute information sur le nœud ”Conséquence” peut modiﬁer la
connaissance que nous avons sur ”Cause”. Dans un graphe causal, le sens des ﬂèche
indique le sens de la causalité. D’une façon générale, dans un réseau bayésien, le sens
des ﬂèches n’indique pas le sens de la propagation et diﬀérents graphes peuvent être
associés à la même distribution de probabilité.
La construction d’un réseau bayésien passe par trois étapes principales. La pre-
mière est l’étape qualitative qui correspond à l’identiﬁcation des variables et de
leur domaine. La deuxième étape consiste à déﬁnir les arcs du graphe. Finalement,
l’étape quantitative consiste à spéciﬁer numériquement les distributions de proba-
bilités conditionnelles pour chaque variable.
2.1.2.2 Exemple simple
Exemple 2.1.1 (Arroseur). La ﬁgure 2.2 présente un exemple classique dans la
littérature sur les réseaux bayésiens. Il a été proposé par Pearl dans (Pea88a). On y
voit les variables et la structure du graphe, ainsi que les distributions de probabilités
conditionnelles associées à chaque nœud. Dans cet exemple, les nœuds J et W sont
déterministes (probabilités 0 ou 1).
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Ce matin-là, alors que le temps est clair et sec, M. Holmes sort de sa maison.
Il s’aperçoit que la pelouse de son jardin est humide. Il se demande alors s’il a plu
pendant la nuit, ou s’il a simplement oublié de débrancher son arroseur automatique.
Il jette un coup d’oeil sur la pelouse de son voisin, M. Watson, et s’aperçoit qu’elle est
également humide. Il en déduit qu’il a probablement plu et décide de partir au travail
sans vériﬁer son arroseur automatique. La représentation graphique du modèle causal
utilisé par M. Holmes est composé de 4 nœuds : Arroseur (A), Pluie (P ), Jardin
humide (J), Jardin du voisin humide (W ).
Figure 2.2 – Exemple simple de réseau bayésien.
2.1.2.3 Indépendance conditionnelle et d-séparation
Les connexions entre les nœuds déﬁnissent des lois de circulation de l’information
dans le graphe. On distingue trois types de connexions :
– connexion en série (Figure 2.3 a) : l’information ne peut circuler entre X et Y
que si la valeur de Z n’est pas connue, si non c’est directement la connaissance
sur le nœud Z qui inﬂue ;
– connexion divergente (Figure 2.3 b) : comme précédemment, l’information ne
peut circuler entre X et Y que si la valeur de Z n’est pas connu ;
– connexion convergente ou connexion en V (Figure 2.3 c) : l’information ne
peut circuler entre X et Y que si la valeur de Z est connue.
Ainsi, la circulation de l’information à l’intérieur d’un graphe dépend du type
des connexions, plutôt que du sens des ﬂèches.
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Figure 2.3 – Connexion en série (a), divergente (b), ou convergente (c).
La notion de d-séparation est essentielle pour le calcul des probabilités a poste-
riori car elle permet de déﬁnir l’indépendance conditionnelle entre certains nœuds.
Soient X, Y et Z trois nœuds du graphe, on dit que X et Y sont d-séparés par Z
(et on note 〈X|Z|Y 〉) si, pour tous les chemins entre X et Y , l’une au moins des
deux conditions suivantes est vériﬁée :
– le chemin converge en un nœud W , tel que W 6= Z, et Z n’est pas un descen-
dant de W .
– Le chemin passe par Z avec une connexion divergente ou en série.
Dans la ﬁgure 2.3 (a) et (b), X et Y sont d-séparés par Z, alors que dans la
ﬁgure 2.3 (c) Z empêche la d-séparation. En d’autres termes, lorsque Z est connu
(on dit observé), l’information circule entre X et Y dans les deux sens. La déﬁnition
de d-séparation s’étend à des sous-ensemble de variables.
Le théorème fondamental des réseaux bayésiens est déﬁni comme suit :
« si X et Y sont d-séparés par Z, alors X et Y sont indépendants sachant Z » :
〈X|Z|Y 〉 ⇒ P (X|Y, Z) = P (X|Z)
Ainsi la structure du graphe d’un réseau bayésien encode un certain nombre
d’indépendances conditionnelles. Cette propriété est exploitée dans les algorithmes
d’inférence pour réduire la partie du graphe à considérer.
En revanche, la réciproque est fausse : certaines indépendances conditionnelles,
présentées dans la distribution de probabilité, peuvent ne pas se traduire dans le
graphe. Certains graphes sont ”meilleurs” que d’autres pour une même distribu-
tion de probabilité jointe sur un ensemble de variables X, car ils représentent plus
d’indépendances conditionnelles. Par ailleurs, diﬀérents graphes peuvent encoder les
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mêmes indépendances conditionnelles, puisque seules les V-structures se diﬀéren-
cient des deux autres types de connexion.
2.1.3 Construction d’un réseau bayésien
La construction d’un réseau bayésien peut se faire selon les trois méthodes sui-
vantes :
– manuelle : avec l’aide d’experts humains. Les spécialistes en ingénierie de la
connaissance interrogent les experts et ajoutent les nœuds, les liens et les
probabilités conditionnelles au réseau bayésien sur la base de la connaissance
recueillie. Dans ce type de construction, il est plus fréquent de déﬁnir un graphe
causal.
– automatique : par application d’un algorithme d’apprentissage à une base de
données. Les algorithmes d’apprentissage peuvent identiﬁer à la fois la struc-
ture du graphe et les paramètres (les distributions de probabilités condition-
nelles). Les données peuvent être complètes ou incomplètes. On peut aussi
avoir des variables non observables ;
– hybride : cette approche combine les deux précédentes. Les données peuvent
être exploitées pour améliorer un premier modèle élaboré à partir des connais-
sances disponibles. Elles peuvent permettre d’élaborer ou de modiﬁer la struc-
ture du graphe du réseau bayésien ou les probabilités conditionnelles sur les
nœuds du graphe.
Les algorithmes d’apprentissage de réseau bayésien permettent d’exploiter des
données pour proposer un modèle qui reﬂète le mieux les données utilisées. On
distingue deux types d’apprentissage : l’un permet d’obtenir la structure du graphe
associé au réseau bayésien et l’autre permet d’obtenir la distribution de probabilité.
2.1.3.1 Apprentissage de la structure
L’objectif de l’apprentissage de la structure est de trouver une structure du
graphe à partir des données disponibles et qui représente le mieux un problème.
Une solution naïve pour trouver la meilleure structure d’un réseau bayésien, est
de parcourir tous les graphes possibles, de leur associer un score, puis de choisir le
graphe qui a le score le plus élevé. Cependant, le nombre de structures diﬀérentes
pour un réseau bayésien de n nœuds est super exponentiel. Il est donc impossible
14
Chapitre 2 : Les modèles graphiques probabilistes
d’eﬀectuer un parcours exhaustif en un temps raisonnable. Pour cette raison, la plu-
part des méthodes d’apprentissage de structure utilisent une heuristique de recherche
dans l’espace des graphes acycliques dirigés.
Les méthodes d’apprentissage de structure qui se basent sur un calcul de score
maximisent le score de la structure G qui décrit le mieux les données D. Par exemple,
Score (G,D) = P (G|D) = P (D|G).P (G)
P (D)
Plusieurs méthodes et critères de calculs des scores ont été présentés dans la
littérature (NWL+07; Mar03; Jor98; FL03).
2.1.3.2 Apprentissage des paramètres
L’apprentissage des paramètres pour une structure particulière consiste à estimer
les distributions de probabilités a priori ou les paramètres des lois de probabilités
à partir des données disponibles. Dans le cas où l’on dispose de données complètes,
on peut utiliser le maximum de vraisemblance qui utilise la fréquence d’apparition
d’un événement dans les données (FGG97; GD04). Au contraire, si les données sont
incomplètes, l’algorithme Expectation-Maximisation peut être utilisé (Fri98). Cet
algorithme itératif part du modèle, infère le modèle pour calculer la distribution de
probabilité. Puis, sur la base de cette distribution, l’algorithme construit un modèle
meilleur. Le processus se répète jusqu’à obtenir le modèle le plus vraisemblable.
2.1.4 Inférence dans les réseaux bayésiens
L’inférence, ou la mise à jour des croyances, consiste à calculer la probabilité a
posteriori au niveau de certaines variables en prenant en compte les informations
sur d’autres variables appelées observations 2. Les réseaux bayésiens permettent de
mettre à jour les distributions de probabilités au niveau des variables : on commence
par ﬁxer des observations, c’est à dire aﬀecter des valeurs aux variables d’observation,
puis on utilise un algorithme d’inférence pour calculer les probabilités a posteriori
des autres variables.
2. en anglais, on utilise les termes observations ou ﬁndings, ainsi que le terme indénombrable
”evidence” qui désigne un ensemble d’observations. En français on utilise : observation ou nouvelle
information
Ali BEN MRAD 15
Chapitre 2 : Les modèles graphiques probabilistes
Pour un réseau bayésien dont l’ensemble des nœuds est X = {X1, X2, ..., Xn}, les
algorithmes d’inférence permettent de calculer les probabilités a posteriori P (Xi|Y)
d’une variable Xi sachant les observations Y où Y ⊂ X et Xi /∈ Y.
Aucun algorithme d’inférence n’applique directement le théorème de Bayes car
cela conduit à des calculs très coûteux en temps. Il existe une multitude de tra-
vaux dans le domaine de l’inférence dans les réseaux bayésiens. Nous en présentons
ici un échantillon représentatif. Deux grandes familles d’algorithmes d’inférence se
distinguent : les algorithmes d’inférence exacte et les algorithmes d’inférence appro-
chée.
2.1.4.1 Inférence exacte
Parmi les algorithmes d’inférence exacte, on peut citer l’algorithme de propa-
gation de messages, ainsi que les algorithmes de coupe ou de conditionnement qui
exploitent la structure du réseau. Judea Pearl, le père de l’inférence dans les ré-
seaux bayésiens, a développé un algorithme d’envoi de messages (message-passing)
(Pea88c). Le principe consiste, pour chaque nœud du réseau, à mettre à jour la dis-
tribution de probabilité de proche en proche avec ses voisins pour prendre en compte
les observations sur un ou plusieurs nœuds. Cet algorithme s’applique aux réseaux
bayésiens dont le graphe est un arbre ou un poly-arbre. Grâce à un algorithme
coupe-cycle, il est possible d’étendre cette méthode à n’importe quelle structure de
réseau bayésien.
D’autres algorithmes utilisent le regroupement des nœuds (LS88b; JA13) pour
se ramener à un arbre de façon à pouvoir appliquer ensuite l’algorithme de Pearl.
Ces algorithmes se basent sur une modiﬁcation du graphe. Une première étape, la
moralisation, revient à remplacer les arcs par des arrêtes et à lier les parents communs
de chaque nœud aﬁn d’obtenir des cliques. Une deuxième étape, la triangulation,
consiste à réduire tout cycle du graphe moral de plus de trois nœuds en cycles de trois
nœuds maximum. Ceci permet d’obtenir une structure appelée arbre de jonction.
Chaque nœud représente une clique du réseau bayésien ce qui permet d’appliquer
l’algorithme initial de propagation des messages dans un arbre. Il reste à déﬁnir la
distribution de probabilité associée à chaque clique :
∏
Xi∈H(Xi|Parents(Xi)) où H
est l’ensemble des nœuds de la clique qui n’appartiennent pas à ses cliques parentes.
16
Chapitre 2 : Les modèles graphiques probabilistes
L’inférence exacte est un problème NP complet. En pratique, la complexité des
algorithmes d’inférence dépend de plusieurs facteurs dont notamment : le nombre
de nœuds du réseau bayésien, la structure du réseau bayésien (nombre de chemins
multiples entre deux nœuds), la taille des domaines des variables et le nombre de
parents d’un nœud. Ce constat peut amener à utiliser des algorithmes d’inférence
approchées.
2.1.4.2 Inférence approchée
Les algorithmes d’inférence approchée sont plus souvent utilisés dans les réseaux
bayésiens complexes, avec plusieurs cycles. Ces méthodes donnent une estimation
des probabilités a posteriori et sont non déterministes. Ils sont principalement de
deux types (NWL+07) :
– les algorithmes d’inférence approchée du premier type utilisent des méthodes
exactes mais opèrent seulement sur une partie du graphe. L’idée est d’inhiber
l’eﬀet des arcs jugés insigniﬁants ce qui permet d’éliminer des liens et de réduire
la taille des tables de probabilités conditionnelles. Ceci accélère les calculs
de façon signiﬁcative avec des erreurs minimes sur les probabilités calculées
(Kjæ94). D’autres algorithmes propagent partiellement les informations dans
le graphe d’origine en ne considérant qu’une partie des tables de probabilités
(HSC13). Dans (D’A93), les nœuds dont les probabilités ont les valeurs les
plus importantes sont considérés comme des observations (probabilité égale 1).
Cette méthode est inadaptée au cas des réseaux bayésiens dont certains nœuds
ont une valeur extrèmement probable, car ils risqueraient d’être considérés à
tort comme des observations.
– Les algorithmes d’inférence approchée du deuxième type utilisent des méthodes
de simulation stochastique. Les plus connus sont les algorithmes de Monte-
Carlo ou probabilistic logic sampling (Hen86), likelihood sampling (SP13) et
backward sampling (FDF94). Ces algorithmes donnent une estimation des pro-
babilités moyennant la génération d’échantillons d’instanciation du réseau. Le
problème soulevé par ces méthodes est dû au nombre important d’instancia-
tions nécessaires pour calculer une approximation des probabilités a posteriori.
Pour des réseaux bayésiens de grande taille ou lorsque certaines variables ont
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des valeurs avec une probabilité proche de 0 ou 1, ces méthodes requièrent un
très grand nombre d’échantillons.
2.1.5 Extensions des réseaux bayésiens
Il existe plusieurs extensions des réseaux bayésiens. Ces extensions couvrent (de
façon non exhaustives) :
– l’ajout de l’aspect temporel (réseaux bayésiens dynamiques),
– l’ajout de nœuds de décision et des nœuds d’utilité (diagrammes d’inﬂuence),
– la combinaison avec la notion d’objet (réseaux bayésiens orientés objets),
– la combinaison avec la théorie des ensembles ﬂous (réseaux bayésiens ﬂous),
– la division du réseau en plusieurs sous-réseaux qui seront gérés plus facilement
localement (réseaux bayésiens distribués).
D’autres modèles ont été proposés récemment, comme les réseaux bayésiens re-
lationnels, ou les MEBN, qui ne sont pas présentés ici. Nous présentons brièvement
quelques uns de ces modèles dans la suite de ce mémoire. Tous ces modèles utilisent
la notion d’observation et d’inférence.
2.1.5.1 Réseaux bayésiens dynamiques
Dans de nombreux problèmes réels, le temps peut être un paramètre qu’il est
important de prendre en compte. Les réseaux bayésiens dynamiques sont une ex-
tension des réseaux bayésiens dans laquelle l’évolution temporelle des variables est
représentée (DK89; Mur02). Lorsque les réseaux bayésiens dynamiques ne font inter-
venir que des variables discrètes, ils sont appelés modèles de Markov cachés : ils sont
inspirés des chaînes de Markov cachés (Sah99). Il est possible de se référer à (Mur02)
pour voir diﬀérents types de réseaux bayésiens dynamiques remarquables. Un grand
nombre d’applications a utilisé ce type de modèles, par exemple en reconnaissance
de la parole dans (BJ05). Des réseaux bayésiens partiellement dynamiques ont été
proposé dans (TDW02) et contiennent à la fois des nœuds statiques et des nœuds
dynamiques.
2.1.5.2 Réseaux bayésiens orientés objet
Lorsque, dans un réseau bayésien, une sous-structure apparaît de manière ré-
pétée, il est possible de le représenter à l’aide d’un réseau bayésien dit orienté
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objet (KP97). Il existe plusieurs types d’implémentations pour ces modèles. Ces
modèles sont particulièrement bien adaptés pour représenter les réseaux bayésiens
dynamiques. Ils permettent également de modéliser des systèmes complexes pour
lesquels le même mode de raisonnement apparaît dans diﬀérents sous-systèmes.
2.1.5.3 Réseaux bayésiens distribués
Pour maîtriser le problème de la compléxité temporelle et de la complexité spa-
tiale, une solution consiste à organiser le réseau bayésien en plusieurs réseaux de plus
petite taille : on parle alors de Réseaux Bayésiens Distribués. Deux modèles ont été
proposés : Agent Encapsulated Bayesian Network (AEBN) (Blo98) et Multiply Sec-
tioned Bayesian Networks (MSBN) (XL00). Nous présentons le modèle AEBN en
détail dans le chapitre 4, section 4.2.
Ainsi, on peut décomposer les tâches de modélisation et d’inférence en plusieurs
sous problèmes.
2.1.5.4 Diagramme d’inﬂuence
Les réseaux bayésiens constituent des outils eﬃcaces pour la prise de décision
dans le sens où ils permettent d’évaluer diﬀérentes probabilités en fonction de l’état
connu du système. Cependant, ils ne permettent pas de modéliser directement un
système sur lequel l’opérateur peut agir en particulier dans le cas d’une séquence de
décisions. Il est possible d’étendre leur formalisme en introduisant de nouveaux types
de nœuds : les nœuds d’utilité et les nœuds de décision. Ils permettent d’associer une
valeur d’utilité à chaque décision aﬁn de choisir la meilleure d’entre elles. L’utilité
représente la qualité ou encore le coût lié à ces décisions.
Les diagrammes d’inﬂuence (DI) sont des modèles graphiques dirigés qui per-
mettent la prise de décisions séquentielles en situation d’incertitude (NJ09; JN13;
KM12; Ter92).
Les diagrammes d’inﬂuence incluent trois types de nœuds : les nœuds de ha-
sard correspondent aux variables du problème et sont munis d’une distribution de
probabilités conditionnellement à l’ensemble des variables parents. Les nœuds de
décisions, représentés par des rectangles, correspondent aux variables de décisions.
Ils ne sont associés à aucune distribution de probabilités. Une ﬂèche vers un nœud de
décision signiﬁe que la variable qui précède à été observée avant la décision. Le (ou
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les) nœud d’utilité modélise les préférences du décideur. Il est muni d’une fonction
d’utilité en fonction des variables parents.
2.1.5.5 Réseaux bayésiens ﬂous
Diﬀérents travaux de recherche ont récemment permis l’utilisation de la théorie
des ensembles ﬂous dans le cadre des réseaux bayésiens. Diﬀérentes approches ont été
proposées, mais à ce jour aucune ne fait consensus. L’approche adoptée par Baldwin
et Di Tomaso (BDT03) est basée sur la discrétisation ﬂoue des variables continues.
Fogelberg et al. (FPA08) ont cherché à généraliser les réseaux bayésiens aux réseaux
bayésiens ﬂous qui remplacent les états discrets par états ﬂous dans tout le réseau.
Ceci contribue au renforcement de la robustesse du système. Ils proposent d’étendre
la propagation des croyances dans le réseau sur des états ﬂous. Pan et Liu (PL00)
et Tang et Liu (TL07) mettent également l’accent sur l’élaboration d’un cadre qui
intègre des composants ﬂous à l’intérieur d’un réseau bayésien.
Ces diﬀérentes extensions des réseaux bayésiens permettent de propager des ob-
servations aﬁn de mettre à jour ses croyances. A ce titre, il est permi de poser la
question des observations incertaines dans ces modèles, comme il en est question
dans ce mémoire pour les réseaux bayésiens.
2.2 Observations incertaines dans les réseaux bayé-
siens
Quelle que soit la raison pour laquelle on utilise un réseau bayésien, il est toujours
question d’inférence, c’est à dire qu’on utilise un réseau bayésien pour calculer une ou
des probabilités a posteriori, sachant un ensemble d’observations (ou d’information).
Après avoir présenté le cas des observations certaines, la suite de ce chapitre est une
revue de la littérature en ce qui concerne les observations incertaines dans les réseaux
bayésiens. Nous introduisons brièvement le concept d’observation de vraisemblance 3
et nous présentons la méthode de Pearl appelée en anglais "Pearl’s method of virtual
evidence". Nous présentons ensuite le concept de ”soft evidence” ainsi que la règle de
Jeﬀrey, qui constituent deux approches dans lesquelles l’observation est spéciﬁée par
3. Nous reviendrons plus en détail sur la notion d’observation de vraisemblance dans le chapitre
suivant, avec une présentation détaillée de cette notion et de ses propriétés
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une distribution locale de probabilités. Enﬁn nous faisons un état de l’art d’une dis-
cussion existant dans la littérature concernant l’inﬂuence de l’ordre de propagation
d’observations incertaines spéciﬁées par une distribution de probabilités. A partir
de cet état de l’art sur les observations incertaines, nous verrons que le vocabulaire,
tout comme les déﬁnitions et les concepts relatifs aux observations incertaines dans
les réseaux bayésiens présentent des lacunes, des contradictions et des confusions.
2.2.1 Observation certaine
Un réseau bayésien constitue un modèle d’un "système" représenté par un en-
semble de variables. Un observateur du système peut en général obtenir certaines
informations sur l’état du système grâce au fait qu’il peut constater l’état ou la va-
leur de certaines variables du système ou les obtenir directement. Il est fréquent que
toutes les variables du système ne soient pas observables. La valeur (ou l’état) d’une
variable constatée par un observateur, à un instant donné, est appelée observation.
Nous utilisons ici le terme "observation certaine", par opposition à "observation
incertaine", mais le simple terme "observation" est le plus couramment utilisé dans la
littérature sur les réseaux bayésiens. Ce type d’observation est nommé information
déterministe dans (NWL+07).
Déﬁnition 2.2.1 (Observation certaine). Dans un réseau bayésien, une observation
certaine e sur une variable X à valeur dans DX est déﬁnie par un vecteur d’observa-
tions de taille m = |DX | contenant un unique 1, à la position correspondant à l’état
x ∈ DX et des 0 aux positions des autres états de X. Cette observation représente
l’instanciation de X avec la valeur x et est caractérisée par P (X = x | e) = 1.
Exemple 2.2.1 (Observation certaine). Considérons un réseau bayésien contenant
les variables A et S représentant l’âge et le sexe d’une personne, avec les ensembles
de déﬁnition DA = {[0, 11], [12, 25], [26, 65], [66, 130]} et DS = {M,F}. Le cas d’une
jeune ﬁlle de 20 ans se traduit par les deux observations A = [12, 25] et S = F et
par le vecteur d’observations (0,1,0,0) pour A et (0,1) pour S.
Bien que les réseaux bayésiens soient un modèle de représentation et de rai-
sonnement sous incertitude, les observations sont le plus souvent considérées comme
certaines. Dans un réseau bayésien, les tables de probabilités conditionnelles reﬂètent
l’incertitude sur la façon dont un ensemble de variables inﬂuence une autre variable
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(nœud ﬁls). En outre, la probabilité marginale d’une variable, P (X), reﬂète l’état
des croyances sur les valeurs de X lorsqu’aucune observation n’est rapportée.
Suite à l’arrivée d’une ou plusieurs informations certaines, le calcul des proba-
bilités a posteriori permet de mettre à jour les croyances sur d’autres variables en
fonction de ces observations. Ces nouvelles croyances, modélisées par P (Y | obs),
précisent l’incertitude sur les valeurs de Y sachant l’ensemble des valeurs observées
pour les autres variables (obs).
La tâche de recueil de l’observation peut être soumise aux imprécisions et incer-
titudes que peuvent générer l’observateur ou les instruments de mesure. Il est par
exemple possible que celui-ci rencontre des diﬃcultés à déterminer si un conden-
sateur présente un défaut naissant ou un défaut grave. L’information fournie par
l’observateur sur le mode de fonctionnement d’un condensateur peut être imprécise.
Il est également possible que l’observateur soit incertain quant à l’observation qu’il a
fournie. La section suivante de ce chapitre rapporte la distinction dans la littérature
de deux grande classes d’observations incertaines.
2.2.2 Observations incertaines
Beaucoup de problèmes du monde réel nous obligent à raisonner avec des in-
formations incertaines. Il est intéressant de noter que l’information incertaine a été
traitée dans un cadre de la révision des croyances, qui peut être fait dans un cadre
probabiliste ou non. Par exemple, l’information incertaine a été étudiée dans un
cadre très proche des réseau bayésiens : celui des réseaux possibilistes dans (BT12).
La mise à jour de croyances basées sur des informations incertaines peut être diﬀé-
rente de la mise à jour de croyances basées sur des informations certaines. Voici les
deux interprétations possibles du terme ”information incertaine” d’après (DMP98) :
– L’incertitude concerne l’information elle-même, en raison, par exemple, du
manque de ﬁabilité de la source qui fournit cette information (par exemple
l’instrument de mesure).
– L’information est une description partielle d’une mesure de probabilité ; l’in-
certitude concerne une partie de l’information et elle est prise comme une
contrainte sur l’état cognitif ﬁnal. L’information est alors une correction de
l’état cognitif a priori.
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Dans la suite de ce chapitre, il apparait clairement que les diﬀérents types d’ob-
servations incertaines décrits dans la littérature relèvent tous de ces deux grandes
catégories.
2.2.3 Propagation de l’observation de vraisemblance : mé-
thode de Pearl
2.2.3.1 Présentation et exemple
La première présentation de la notion d’observation de vraissemblance se trouve
dans (Pea88c) : il y est question de "uncertain evidence", de "virtual evidence" et de
"likelihood evidence". La traduction littérale de likelihood evidence qui donne observa-
tion de vraisemblance n’est pas utilisée dans la littérature en français sur les réseaux
bayésiens, mais comme l’indique le titre de cette partie c’est cette traduction qui
nous semble la plus appropriée. Nous verrons par la suite que le terme d’observation
incertaine, utilisé par Pearl lui même, ne peut pas être utilisé pour désigner ce type
d’observation car ces termes sont souvent employés dans la littérature pour désigner
de façon générique diﬀérents types d’observations non certaines.
Les observations de vraisemblance concernent les cas où l’observation d’une
variable est incertaine. Il existe une incertitude sur l’observation elle même, par
exemple parce que l’information est fournie par une source qui n’est pas parfaite-
ment ﬁable ou précise. Pour spéciﬁer cette observation, il est nécessaire d’avoir une
évaluation, au moins partielle, du lien entre les diﬀérentes valeurs réelles possibles
de la variable et la valeur observée.
La méthode de Pearl pour propager une observation incertaine sur X consiste
à ajouter un nœud ”virtuel” O au réseau bayésien pour transformer l’observation
incertaine sur X en une observation classique sur O. Le nouveau nœud est ajouté
comme ﬁls du nœud X. Il comporte deux états que l’on peut noter o et o¯, où la
valeur o désigne l’observation. Ainsi, X représente le nœud observé par le biais
d’un observateur ou un capteur imprécis et O représente l’observation, cad le "biais"
introduit par l’observateur.
Dans ce réseau bayésien augmenté, l’observation incertaine sur X se traduit
simplement l’instanciation O = o, et peut être propagée à l’aide des algorithmes
classiques d’inférence.
Ali BEN MRAD 23
Chapitre 2 : Les modèles graphiques probabilistes
Exemple 2.2.2. Considérons un réseau bayésien contenant une variable D repré-
sentant la valeur d’un dé à six faces (voir ﬁgure 2.4).
Figure 2.4 – Observation de vraissemblance sur D.
L’observateur est un jeune enfant qui confond encore certains chiﬀres, et il dé-
clare ”c’est un six”. Connaissant le niveau d’acquisition des chiﬀres de l’enfant,
on estime qu’il y a deux fois plus de chances que l’enfant déclare avoir vu un
six si le dé est eﬀectivement tombé sur la face numéro six que s’il est tombé sur
la face trois, quatre ou cinq ; et on estime que l’enfant n’aﬃrmera pas cela si le
dé est tombé sur la face un ou deux car il connait ces chiﬀres. Cette information
(déclaration de l’enfant + notre connaissance de l’enfant) indique entre autre que
P (O | D = six) = 2×P (O | D = quatre). La ﬁgure 2.4 illustre l’ajout temporaire du
nœud O pour prendre en compte cette observation incertaine sur la variable D. La
table de probabilité conditionelle associée au nœud est donnée par la vraisemblance
de l’observation sachant X : P (O = o|X).
Il apparait ainsi que la propagation d’une observation de vraisemblance ne sou-
lève pas de réel problème technique. La compréhension précise de sa signiﬁcation
et sa spéciﬁcation ne sont pas triviale. L’acceptation de cette notion d’observation
incertaine par les utilisateurs passe par la disponibilité de cette fonctionnalité dans
les logiciels sur les réseaux bayésiens. La section suivante illustre la propagation de
l’observation de vraisemblance dans les logiciels.
2.2.3.2 Propagation de l’observation de vraisemblance dans les logiciels
La notion d’observation de vraisemblance, introduite par (Pea88c), correspond
à une des deux notions présentées 10 ans plus tard par (DMP98). Cette notion
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Logiciel Termes utilisés pour désigner
les observations de vraisemblance
Netica (Nor14) likelihood ﬁnding
Hugin (Lau14) likelihood evidence
Genie (Dru14) virtual evidence
Infer.NET (MW14) virtual evidence
gRain (Høj14) virtual / likelihood evidence
BayesiaLab (JM14) likelihoods (soft evidence in the user’s manual)
BNT (Mur14) soft evidence
Bayes Server (San14) soft evidence
AgenaRisk (BFNT14) soft evidence
Table 2.1 – Terminologie utilisée dans les logiciels dédiés aux réseaux bayésiens
pour désigner les observations de vraisemblance (avril 2014).
d’observation incertaine n’est ni triviale ni intuitive à utiliser. En eﬀet, l’observation
de vraisemblance ne traduit pas directement une information du genre : ”j’observe
que X = xi avec une certitude de 0.95”. Le rapport de vraisemblance utilisé pour
spéciﬁer une information avec incertitude correspond à une phrase de type : "il est
r fois plus probable d’avoir cette observation (O) sur X si X = xi que si X = xj,
où r est le rapport entre P (O|X = xi) et P (O|X = xj)". Or ce type d’expression
n’est pas très naturel.
La propagation de l’observation de vraisemblance est proposée dans certains lo-
giciels de réseaux bayésiens mais sous diﬀérentes appellations (voir table 2.1). En re-
vanche, d’autres logiciels sur les réseaux bayésiens ne disposent d’aucune fonctionna-
lité concernant la propagation d’observation incertaine (par exemple Elvira(Elv14),
Analytica(Hen14), Samlam(Dar14)).
La table 2.1 illustre le fait que le vocabulaire concernant l’observation de vraisem-
blance n’est pas normalisé et presque inexistant en français. La traduction littérale
en français fournit le terme observation virtuelle, cependant, cette traduction n’est
pas satisfaisante, car dans l’observation il n’y a rien de virtuel. En résumé, Pearl
introduit dès 1988, une méthode de propagation qui permet de prendre en compte
un premier type d’observation incertaine. L’accent est mis sur la méthode de pro-
pagation plutôt que sur le concept lui même.
Ali BEN MRAD 25
Chapitre 2 : Les modèles graphiques probabilistes
On constate jusqu’à aujourd’hui une absence de vocabulaire spéciﬁque pour dési-
gner ce premier concept d’observation incertaine. Nous retenons en anglais les termes
de "likelihood evidence" et "virtual evidence" et en français le terme d’observation
de vraisemblance. La méthode de propagation des observations de vraisemblance est
simple en terme d’implémentation et elle est présente dans de nombreux logiciels.
2.2.4 ”Soft evidence”
Un second concept lié aux observations incertaines dans les réseaux bayésiens est
celui de soft evidence. Il est apparu en 1998. Le terme soft evidence a été introduit
dans le cadre des agents équipés d’un réseau bayésien local (Agent Encapsulated
Bayesian Network, ou AEBN) (Blo98; VKV02). Aucun terme en français n’existe
dans la littérature pour traduire l’expression en anglais, et à ce stade du manus-
crit, nous utilisons le terme anglais. Ce concept sera présenté plus en détail dans
le chapitre suivant, dans le cadre d’une présentation uniﬁée des diﬀérents types
d’observations incertaines. Le concept sous jacent a été identiﬁé mais non nommé
dans la thèse de Bloemeke (Blo98). Puis il est repris et nommé ”soft evidence” dans
(VKV02). Il s’agit d’observations spéciﬁées par des distributions locales de proba-
bilités qui déﬁnissent des contraintes sur la distribution de probabilité a posteriori
et qui ne peuvent pas être améliorées par d’autres informations. Cette signiﬁcation
du terme soft evidence est utilisé par Valtorta (VKV02; KVV04; LV08; LVB10) et
d’autres auteurs (BMDP+13; PPD06; PZP10; PDZP12; TB08; KN09).
Dans ces articles, plusieurs méthodes de propagation ont été proposées pour
propager un ensemble d’observations incertaines de ce type.
En revanche, de nombreux articles utilisent le terme soft evidence pour désigner
un autre concept. Dans (KM13; Kri01; Bil04; DTD00; CD04; Cha05), ce terme est
employé pour désigner des observations de vraisemblance 4. Dans un autre article
(BF05), soft evidence signiﬁe qu’une variable X ne peut pas prendre une valeur
spéciﬁque x, c’est-à-dire X 6= x.
Cette confusion sur le terme soft evidence est présente aussi dans les logiciels
sur les réseaux bayésiens. Parmi les logiciels qui implémentent la méthode de Pearl
pour la propagation des observations de vraisemblance, trois d’entre eux utilisent
4. L’usage des termes soft evidence est abandonné dans (CD05)
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les termes soft evidence pour désigner des observations de vraisemblance (voir table
2.1).
En conclusion, le terme soft evidence porte à confusion du fait qu’il désigne
diﬀérents types d’observations incertaines aussi bien dans la littérature que dans les
logiciels. Plus généralement, le concept soft evidence reste peu connu et mal maîtrisé
par les utilisateurs des réseaux bayésiens.
2.2.5 Règle de Jeﬀrey
Une autre méthode de propagation concernant la propagation des observations
incertaines est issue de la règle de Jeﬀrey (Jef90). Cette règle concerne le cadre
de la révision d’une distribution de probabilité jointe par une distribution locale
de probabilités. Elle n’a pas été pensée dans le cadre Bayésien, et ne s’adapte pas
facilement aux probabilités conditionelles. La règle de Jeﬀrey est basée sur le principe
de la ”cinématique des probabilités” (probability kinematics). Elle peut être vue
comme un principe pour minimiser les changements de croyances c’est à dire les
changements sur les distributions de probabilités.
Considérons la révision d’une distribution de probabilité P (X) = P (X1, ...Xn)
par une distribution locale R(Y) = R(Y1, ...Yp) où Y ⊂ X (p < n). On appelle Q la
distribution de probabilité révisée Q(X).
Voilà l’idée de la règle de Jeﬀrey : adoptons la distribution R(Y) comme notre
état des croyances ﬁnale sur Y, donc R et P ne sont pas d’accord sur la distribution
de Y. Etendons la déﬁnition de R en une distribution jointe Q sur l’ensemble des
variables X de sorte que l’inﬂuence de Y sur les autres variables soit identique dans
Q et dans P : ∀Z ∈ X \ {Y}, Q(Z | Y) = P (Z | Y).
La règle de Jeﬀrey est la suivante : Q(Z) =
∑
y P (Z | Y = y) ∗R(Y = y)
La règle de Jeﬀrey ne concerne que les distributions jointes et non pas les dis-
tributions de probabilités conditionnelles. Ainsi, cette règle est applicable sur des
réseaux bayésiens de petite taille, en considérant la révision de la distribution jointe
de toutes les variables du réseau bayésien, mais elle n’est pas utilisable sur les réseaux
bayésiens de grande taille.
Chan et Darwiche (CD05) ont montré que la propagation d’une observation de
vraisemblance avec la méthode de Pearl fournit les mêmes résultats que la règle
de Jeﬀrey après avoir converti l’observation spéciﬁée par une distribution locale de
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probabilités en un rapport de vraisemblance. Cette équivalence des deux méthodes
est présentée et expliquée dans la chapitre 3, ainsi que les raisons pour lesquelles
cette transformation est limitée à une seule observation.
2.2.6 Bilan sur les observations incertaines spéciﬁées par
une distribution locale de probabilités
Le terme observation incertaine est souvent employé de manière générique pour
nommer les diﬀérents types d’observations non certaines (BMMD+11; BMDM+12;
MDPL14; Vom04; CD05; PPD06; Dar09; PZP10). Ces articles concernent à la fois
la déﬁnition de l’observation incertaine et sa propagation. Dans ces articles, on
distingue clairement deux types d’observations incertaines dans les réseaux bayésiens
qui correspondent aux deux types proposés dans (DMP98) et présenté dans la section
2.2.2.
Le premier type concerne l’observation de vraisemblance, initialement proposée
par Pearl dans (Pea88c). Le deuxième type d’observation incertaine concerne les
observations incertaines spéciﬁées par une distribution locale de probabilités. Ce
type d’observation n’est cependant pas clairement déﬁni.
Nous faisons le point sur la littérature concernant les observations incertaines
spéciﬁées par une distribution locale de probabilités. D’un coté Chan et Darwiche,
à la suite de Pearl, ont étudié comment la règle de Jeﬀrey pouvait être utilisée
dans le cadre des réseaux bayésiens pour propager une information spéciﬁée par une
distribution de probabilité sur un sous ensemble de variables (CD05). Les auteurs
étudient et comparent la spéciﬁcation et la propagation des observations de vraisem-
blance avec les observations incertaines basées sur la règle de Jeﬀrey, sans proposer
de terme spéciﬁque pour désigner ce type d’observation incertaine.
Par ailleurs, Valtorta et son équipe, et à sa suite Peng, ont travaillé sur le concept
de soft evidence, et en particulier sur les algorithmes de propagation (VKV02;
Vom04; KVV04; PPD06; LV08; LVB10; PZP10; PDZP12). Dans leurs travaux, la
distinction entre soft evidence et observation incertaine basée sur la règle de Jeﬀrey
n’est pas clairement établie, bien que la règle de Jeﬀrey y soit présentée.
Actuellement, il n’y a pas de terminologie ou déﬁnition proposés aﬁn de considé-
rer une distribution locale de probabilités comme un type particulier d’observation
incertaine dans un réseau bayésien. Il apparait clairement qu’il est nécessaire de
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déﬁnir les observations incertaines spéciﬁées par des distributions locales de pro-
babilités et les propriétés attendues. La section suivante expose une divergence de
points de vue entre diﬀérents auteurs dans le cas ou plusieurs observations sont
spéciﬁées par des distributions locales de probabilités. Concernant les logiciels des
réseaux bayésiens, il n’y a que peu de produits proposant la propagation de l’ob-
servation incertaine spéciﬁée par une distribution locale de probabilités. Cela sera
présenté dans le chapitre suivant.
2.2.7 Inﬂuence de l’ordre de propagation d’observations in-
certaines spéciﬁées par une distribution locale de pro-
babilités
Les auteurs (PZP10) font état d’une divergence de point de vue concernant la
question de la commutation suite à la propagation de plusieurs observations spé-
ciﬁées par une distribution locale de probabilités dans un réseau bayésien. Dans
(CD05), les auteurs examinent la question de la commutation après la propagation
de plusieurs observations incertaines dans un réseau bayésien. Avec la méthode de
Pearl, il y a commutation : plusieurs observations de vraisemblance peuvent être pro-
pagées successivement sans que l’ordre de leur propagation modiﬁe le résultat sur
l’état ﬁnal des croyances (la distribution de probabilité a posteriori). En revanche,
ce n’est pas le cas avec la règle de Jeﬀrey : lorsqu’il y a plusieurs observations spéci-
ﬁées par une distribution locale de probabilités, la propagation de chacune conduit
a des résultats diﬀérents suivant l’ordre de prise en compte des observations. En
eﬀet, les distributions locales de probabilités utilisées pour spéciﬁer chaque observa-
tion ne sont pas toutes préservées par les propagations multiples. Certains auteurs
(CD05) aﬃrment que la propagation de plusieurs observations spéciﬁées ”tout bien
considéré” (comme c’est le cas pour la règle de Jeﬀrey) n’est pas et ne doit pas être
commutative. D’autres auteurs (PZP10) expliquent que lorsque plusieurs observa-
tions spéciﬁées par une distribution locale de probabilités représentent chacune une
véritable observation de la distribution de certains événements, alors chacune de
ces distributions locales de probabilités doit être préservée dans la distribution de
probabilité a posteriori quel que soit l’ordre de prise en compte des observations.
Dans le premier cas, une information sur une variable spéciﬁée par une distribution
locale de probabilités est susceptible d’être modiﬁée par de nouvelles informations,
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alors que dans le second cas, l’information probabiliste se comporte comme une ob-
servation certaine et n’est pas modiﬁée par de nouvelles informations. Il en résulte
que selon les auteurs, les concepts sous jacents à la notion d’observation spéciﬁée
par une distribution locale de probablités sont diﬀérents, en particulier dans le cas
d’observations multiples.
Cette revue de la littérature conduit au constat que plusieurs types d’observations
incertaines ont été identiﬁés et déﬁnis, mais que ni la terminologie ni les concepts ne
sont complètement et clairement déﬁnis dans la communauté des réseaux bayésiens.
2.3 Conclusion
Le début de ce chapitre a brièvement présenté les modèles graphiques probabi-
listes et en particulier les réseaux bayésiens. Tous ces modèles fonctionnent sur le
même principe : une phase d’élaboration du modèle, puis une phase d’utilisation
du modèle qui utilise l’inférence pour calculer des probabilités a posteriori à partir
d’observations.
Nous avons étudié la notion d’observation comme déclencheur de la révision des
croyances dans un réseau bayésien. Nous avons présenté le cas usuel des observations
classiques où une ou plusieurs variables sont instanciées. Nous avons ensuite examiné
le cas où l’on cherche à prendre en compte une information incertaine spéciﬁée à
l’aide d’un rapport de vraisemblance et nous avons ﬁnalement exposé le cas des
observations spéciﬁées par une distribution locale de probabilités.
Les observations de vraisemblance sont spéciﬁées par un rapport de vraisem-
blance et non par une distribution de probabilité. Elles sont connues depuis long-
temps et de nombreux logiciels de réseau bayésien proposent la propagation de telles
observations par la méthode de l’observation virtuelle de Pearl.
En revanche, les observations spéciﬁées par une distribution locale de probabilités
restent mal connues des utilisateurs de réseau bayésien. En particulier, le concept
de soft evidence n’est pas connu et les termes sont régulièrement employés dans
une acceptation diﬀérente de celle proposée par Valtorta, et acceptée au moins par
Vomlel, Langevin, Bloemeke, Peng, Pan, Zhang, Ding, Di Tomaso, Baldwin (Blo98;
PDZP12; LVB10; TB08).
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C’est sur la base de ces constats que nous présentons, dans le troisième chapitre,
une présentation uniﬁée sur les diﬀérents types d’observations incertaines. Nous y
proposons une distinction des observations incertaines spéciﬁées par une distribution
locale de probabilités, selon que la distribution doit rester ﬁxe ou non après l’arrivée
de nouvelles informations. Cette présentation permettra de situer correctement et
de comparer les concepts proposés par l’ensemble des auteurs qui fait référence dans
ce domaine.
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Observations probabilistes dans les
réseaux bayésiens
L’état des lieux du chapitre précédant sur les observations incertaines dans les
réseaux bayésiens a permis d’établir les constats suivants :
1. Le concept classique d’observation (certaine) dans un réseau bayésien est large-
ment partagé, mais il est désigné sous diﬀérentes appellations. Une observation
d’une variable du réseau bayésien correspond à l’instanciation de la variable
par la valeur ou l’état observé.
2. Une déﬁnition plus large du concept d’observation (ﬁnding) proposée dans
(JN07) correspond au cas où le vecteur d’observation inclut plusieurs fois la
valeur 1. Nous ne retenons pas cette déﬁnition du fait qu’elle correspond à une
observation certaine lorsque le vecteur d’observation contient un seul 1, et à
une observation incertaine sinon.
3. Le concept d’observation de vraisemblance (likelihood evidence ou virtual evi-
dence) proposé par Pearl (Pea88c) est clairement identiﬁé et reconnu par de
nombreux auteurs, même s’il est parfois mal nommé. La propagation de ce
type d’observation est disponible dans de nombreux logiciels sur les réseaux
bayésiens.
4. Un autre type d’observations appelé soft evidence en anglais (sans équivalent
en français) est identiﬁé dans la littérature, mais il y a parfois confusion dans
les termes. C’est un type d’observation incertaine spéciﬁé par une distribution
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locale de probabilités. Il y a confusion sur le terme soft evidence puisqu’il est
parfois employé pour désigner des observations de vraisemblance.
5. Un dernier concept d’observation correspond à l’information considérée dans
la règle de Jeﬀrey pour réviser une distribution de probabilités jointe à par-
tir d’une distribution locale de probabilités. Ce concept est mal identiﬁé dans
le cadre des réseaux bayésiens et rarement distingué du concept de soft evi-
dence, excepté dans (BT12), où les trois types d’observations incertaines sont
identiﬁés dans le même article.
L’objectif de ce chapitre est de clariﬁer les termes et les concepts concernant
les diﬀérents types d’observations incertaines dans un réseau bayésien. Dans ce cha-
pitre, nous commençons par proposer une terminologie pour les diﬀérents types
d’observations dans les réseaux bayésiens. Nous proposons le terme d’observations
probabilistes pour désigner les observations incertaines spéciﬁées par une distribution
locale de probabilités dans un réseau bayésien. Dans cette catégorie, nous identiﬁons
deux types d’observations incertaines : les observations probabilistes ﬁxes et les ob-
servations probabilistes non ﬁxes.
3.1 Observations incertaines dans les réseaux bayé-
siens : proposition d’une terminologie
Lorsqu’on observe un système qui peut être modélisé par un réseau bayésien,
toute nouvelle information concernant certaines variables du réseau bayésien est
susceptible de modiﬁer les croyances sur les valeurs d’autres variables du réseau
bayésien. Lorsque cette nouvelle information ne peut se traduire par l’instanciation
de variables du réseau bayésien, bien qu’elle apporte une information, alors on parle
d’observation incertaine.
Cette dénomination regroupe trois types d’observations qui sont présentés dans
la table 3.1 : d’une part les cas où l’observation est incertaine, que l’on appelle
observation de vraisemblance, et d’autre part les observations spéciﬁées par une
distribution locale de probabilités, qui se décomposent en deux sous types.
Aﬁn de remédier à l’absence d’une terminologie non ambiguë dans la théorie et
la pratique des réseaux bayésiens, nous proposons l’utilisation du terme observation
probabiliste pour désigner les observations incertaines spéciﬁées par une distribution
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Table 3.1 – Terminologie proposée sur les observations incertaines dans les réseaux
bayésiens
Observations incertaines
Nom Observation Observation Observations probabilistes
certaine de vraissemblance ﬁxes ou non ﬁxes
Spéciﬁcation instanciation rapport distribution locale
d’une variable de vraissemblance de probabilités
Caractéristiques pas l’observation déﬁnit une contrainte sur
(selon (DMP98)) d’incertitude est incertaine les croyances a posteriori
La probabilité oui non
a posteriori peut ↓ ↓
être modiﬁée non oui observations observations
par d’autres probabilistes probabilistes
informations ? non ﬁxes ﬁxes
Références (Pea88c) (Pea88c) (CD05) (VKV02)
(PZP10)
locale de probabilités. Aﬁn de faire une distinction claire entre les deux sous-types
d’observation probabiliste, nous proposons les termes observation probabiliste ﬁxe
en référence aux soft evidence comme déﬁnis par Valtorta (VKV02; PZP10), et
observation probabiliste non ﬁxe pour désigner le concept utilisé dans la règle de
Jeﬀrey et discuté dans (CD05; PZP10).
Le terme probabiliste désigne la manière dont l’observation est spéciﬁée. Les
adjectifs ﬁxe et non ﬁxe désignent le comportement attendu de la distribution de
probabilité a posteriori après qu’une observation supplémentaire soit obtenue.
La table 3.1 présente d’une part la terminologie proposée, mais aussi les princi-
pales caractéristiques qui découlent de l’état des lieux réalisé précédemment :
– Une observation certaine correspond à l’instanciation de la variable observée.
L’observation étant certaine, la probabilité a posteriori sur la variable vaut
1 pour la valeur observée et aucune autre information ne peut modiﬁer cela,
pour l’état observé du système.
– Une observation de vraisemblance est spéciﬁée par un rapport de vraisem-
blance qui reﬂète l’incertitude sur l’observation. Les croyances a posteriori sur
la variable observée peut être modiﬁée par d’autres informations.
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– Les observations probabilistes sont spéciﬁées par une distribution locale de
probabilités qui déﬁnit une contrainte sur les croyances a posteriori. Pour
ce type d’observations incertaines, on déﬁnit deux sous-types selon que la
distribution de probabilités a posteriori doit rester ﬁxe ou non après l’arrivée
de nouvelles informations. Les observations probabilistes ﬁxes correspondent
à la déﬁnition de soft evidence telle que proposée par Valtorta et al.
La suite de ce chapitre présente en détail chacun de ces types d’observation
incertaine, ainsi que les méthodes de propagation.
3.2 Observations de vraisemblance
Dans le chapitre précédant, nous avons présenté la méthode de Pearl pour la
propagation des observations de vraisemblance et l’équivalence entre la propagation
de ce type d’observation par la méthode de Pearl et par la règle de Jeﬀrey. Dans
cette section nous proposons une déﬁnition formelle et nous présentons les propriétés
du concept de l’observation de vraisemblance.
3.2.1 Présentation
Les observations de vraisemblance (en anglais likelihood evidence ou virtual evi-
dence) concernent les cas où l’observation d’une variable est incertaine. Il existe
une incertitude sur l’observation elle même, par exemple parce que l’information est
fournie par une source qui n’est pas parfaitement ﬁable ni précise. Pour spéciﬁer
cette observation, il est nécessaire d’avoir une évaluation, au moins partielle, du lien
entre les diﬀérentes valeurs possibles de la variable réelle et la valeur observée.
Les observations de vraisemblance permettent de prendre en compte l’incertitude
qui porte sur l’observation lorsqu’elle est de nature épistémique : l’incertitude peut
être considérée comme une propriété de l’observateur, ou de la source de l’informa-
tion (capteur imparfait, observateur partiellement ignorant, conditions d’observation
imparfaites, etc.). La spéciﬁcation d’une observation de vraisemblance sur une va-
riable est une mesure de la connaissance de l’observateur concernant cette variable.
Déﬁnition 3.2.1 (Observations de vraisemblance). Une observation de vraisem-
blance sur une variable X d’un réseau bayésien est une observation sur laquelle
porte une incertitude. Elle est spéciﬁée par un rapport de vraisemblance L(X) =
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(L(X = x1) : . . . : L(X = xm)), où les L(X = xi) sont des quantités relatives et le
rapport de vraisemblance 1 est déﬁni par :
L(X) = (P (Obs = obs | x1) : . . . : P (Obs = obs | xn))
P (Obs = obs | xi) est interprété comme la probabilité de l’évènement observé sachant
que X est dans l’état xi.
Figure 3.1 – Observation de vraissemblance sur X.
La ﬁgure 3.1 illustre une observation de vraisemblance sur une variable X d’un
réseau bayésien. La variable X n’est pas observée directement, avec certitude. L’ob-
servation permet néanmoins d’apprendre quelque chose sur la valeur réelle de X.
Cette information sur X apportée par l’observation est spéciﬁée par un rapport de
vraisemblance de l’observation par rapport à chaque valeur de X.
Les deux propriétés suivantes décrivent comment l’observation de vraisemblance
interagit avec les croyances avant et après sa propagation.
Propriété 3.2.1. L’observation de vraisemblance est spéciﬁée indépendamment des
croyances a priori ; par conséquent, la propagation d’une observation de vraisem-
blance tient compte de l’état des croyances sur la variable avant l’arrivée de l’obser-
vation.
Propriété 3.2.2. L’état des croyances sur une variable après la propagation d’une
observation de vraisemblance sur cette variable n’est pas ﬁxe. En eﬀet, la probabilité
a posteriori sur la variable observée peut être modiﬁée par de nouvelles observations
sur d’autres variables.
1. Il n’y a pas de condition sur la somme des termes d’un rapport de vraisemblance. Les deux
points indiquent que seul le rapport entre les termes qui compte.
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Notons Q1 et Q2 deux mesures de probabilité telles que Q1(X) représente les
croyances sur l’ensembleX après la propagation d’une observation de vraissemblance
sur la variable X1 ∈ X et Q2(X) représente les croyances sur l’ensemble X après
la propagation d’une deuxième observation (de n’importe quel type) sur la variable
X2 ∈ X.
3.2.2 Exemple d’observation de vraisemblance
Une observation de vraisemblance concerne une ou plusieurs valeurs de la va-
riable observée avec incertitude. L’exemple suivant illustre un cas d’observation de
vraisemblance.
Exemple 3.2.1 (Reconnaissance de caractères). Considérons un modèle où l’obser-
vation d’une variable X est fournie par un système de reconnaissance de caractères
manuscrits. Ce système prend en entrée l’image d’un caractère et calcule un vecteur
donnant pour chaque lettre de l’alphabet un indice de ressemblance de l’image avec
cette lettre. Dans cet exemple (voir ﬁgure 3.2), le réseau bayésien contient une va-
riable X qui représente la lettre que l’auteur a voulu tracer. Notons O ce que l’on voit
sur l’image, mais O n’est pas une variable du réseau bayésien. Considérons le cas où
l’image contient une lettre mal tracée qui peut faire penser à un ’v’ ou à un ’u’ (voir
ﬁgure 3.2(a)) ; le système de reconnaissance de caractères fournit les indices 0.8 pour
la lettre ’v’, 0.4 pour la lettre ’u’ et 0 pour les autres lettres. Ces indices, peuvent
être interprétés comme P (O = o | X =′ v′) = 0.8 et P (O = o | X =′ u′) = 0.4,
ce qui signiﬁe qu’il y a deux fois plus de chances d’observer ce tracé si l’auteur a
eﬀectivement voulu tracer la lettre ’v’ que si l’auteur avait voulu tracer la lettre ’u’.
L’observation de vraisemblance sur X est spéciﬁée par le rapport de vraisemblance
L(X) = (0 : . . . : 0 : 0.4 : 0.8 : 0 : 0 : 0 : 0).
Ce système de reconnaissance de caractères n’intègre pas de connaissance a priori
sur la distribution des lettres dans la langue dont est issu le caractère. En revanche,
cette connaissance est intégrée dans le réseau bayésien par la distribution de proba-
bilités a priori P (X). Autrement dit, l’information donnée par ce système de recon-
naissance de caractères (le vecteur d’indices) doit être combinée avec l’information
sur la fréquence des lettres dans la langue du texte pour mettre à jour les croyances
sur les valeurs de X. Par ailleurs, une fois mise à jour les croyances sur la lettre
représentée par l’image, ces croyances ne sont pas ﬁgées : elles peuvent encore être
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Figure 3.2 – Traitement d’une observation de vraisemblance sur X (b) fournie par
un système de reconnaissance de caractères à partir de l’image d’une lettre (a).
modiﬁées par d’autres informations. Par exemple, une information concernant les
caractères situés juste avant et après le caractère concerné peut être prise en compte
et modiﬁer les croyances sur X.
Le rapport de vraisemblance qui spéciﬁe l’observation de vraisemblance est déﬁni
à une constante multiplicative près : L′(X) = c ∗ L(X). Ce rapport ne change
rien au niveau du résultat de la propagation dans le réseau bayésien augmenté.
En eﬀet, comme on considère uniquement l’instanciation O = o, qui représente
l’observation e, on a P (O = o|e) = 1, et de ce fait, la probabilité de cette observation
est indiﬀérente.
3.2.3 Observation négative (ou disjonctive)
Une observation de vraisemblance sur X est appelée observation négative ou
observation disjonctive lorsqu’elle est spéciﬁée par un rapport de vraisemblance ne
contenant que des 0 et des 1.
Ce type d’observation apporte les deux informations suivantes :
– les états correspondant à la valeur 0 sont des états exclus (et on ne sait rien
dire de plus sur les autres états),
– la variable se trouve dans l’un ou l’autre des états correspondant aux valeurs
1.
Chacune de ces deux informations implique implicitement l’autre.
Exemple 3.2.2 (Observations disjonctive). Considérons de nouveau l’exemple du
dé à six faces. L’information ”le dé est tombé sur un nombre pair” se traduit par le
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vecteur d’observation L(D) = (0 : 1 : 0 : 1 : 0 : 1) qui traduit le fait que le dé est
tombé sur la face deux, quatre ou six, et que les faces un, trois et cinq sont exclues.
3.3 Observations probabilistes ﬁxes ou non ﬁxes
3.3.1 Présentation
Les observations probabilistes sont des observations spéciﬁées par une distribu-
tion locale de probabilités qui décrit l’état des croyances a posteriori. Ce type d’ob-
servation englobe d’une part la proposition de ”soft evidence” de Valtorta (VKV02)
et d’autre part la notion d’observation incertaine prise en compte par la règle de
Jeﬀrey.
Il n’existe à l’heure actuelle aucune traduction en français du terme ”soft evi-
dence” et il est parfois utilisé à tort dans la littérature anglaise comme un synonyme
de ”likelihood evidence”. Nous proposons le terme français ”observation probabiliste
(ﬁxe ou non ﬁxe)” qui est inspiré du vocabulaire employé dans le logiciel Bayesialab :
”probability distribution (ﬁxed or not)”.
Le concept d’observation probabiliste (ﬁxe ou non ﬁxe) est parfaitement décrit
dans (DMP98) : l’information est une description partielle d’une mesure de proba-
bilité et constitue une contrainte sur l’état cognitif ﬁnal. L’information vient donc
corriger (remplacer) l’état cognitif initial. L’observation probabiliste comprend à la
fois l’observation et l’état des croyances avant l’observation. On dit qu’une observa-
tion probabiliste est spéciﬁée ”tout bien considéré”, ce qui signiﬁe que l’observation
probabiliste prend en compte toutes les informations et connaissances disponibles
sur la variable considérée.
Déﬁnition 3.3.1 (Observation probabiliste ﬁxe ou non ﬁxe). Une observation pro-
babiliste sur une variable X ∈ X dans un réseau bayésien est spéciﬁée par une
distribution locale de probabilités R(X) qui déﬁnit l’état des croyances sur la va-
riable X après que cette information ait été propagée. Une observation probabiliste
est ﬁxe lorsque la distribution de probabilités R(X) ne peut pas être modiﬁée par la
propagation d’autres observations. Elle est dite non ﬁxe dans le cas contraire.
La diﬀérence entre les observations probabilistes ﬁxes et non ﬁxes apparait lors-
qu’on propage successivement plusieurs observations.
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Exemple 3.3.1 (Asia). Considérons le réseau bayésien Asia (LS88b), qui contient
huit nœuds binaires, dont un nœud racine S (Fumeur) et un nœud feuille D (Dif-
ﬁcultés respiratoires). Prenons le cas de M. Flipo qui travaille dans l’usine FunT
dont un récent sondage a révélé que la moitié de ses travailleurs souﬀre de dif-
ﬁcultés respiratoires et que un sur dix est fumeur (voir Figure 3.3). Sans autres
informations concernant M. Flipo, les distributions de probabilité R(D) = (0.5, 0.5)
et R(S) = (0.1, 0.9) représentent les croyances a posteriori sur les variables D et
S pour M. Flipo. Les croyances sur D et S avant l’arrivée de la nouvelle informa-
tion, représentées par P (D) et P (S) sont remplacées par R(D) et R(S) qui décrivent
l’état des croyances sur D et S ”tout bien considéré”. Étant donné que la propaga-
tion de R(D) doit être conservée lors de la propagation de R(S) (ou inversement
suivant l’ordre de propagation). La première observation probabiliste, par exemple
R(S) = (0.1, 0.9), doit rester ﬁxe durant la propagation de la deuxième observation.
En revanche, si de nouvelles informations concernant M. Flipo sont reçues, comme
une récente visite en Asie, elles peuvent modiﬁer les croyances sur les variables S
et D. Ainsi, R(D) et R(S) deviennent des observations probabilistes non ﬁxes (l’ob-
servation probabiliste sur S n’est plus maintenue ﬁxe).
Considérons maintenant le cas où la première information concernant M. Flipo
est sa récente visite en Asie (A = vrai), et la deuxième information est que M.
Flipo travaille dans l’usine FunT (dans lequel la moitié des travailleurs souﬀrent de
diﬃcultés respiratoires et un dixième d’entre eux sont des fumeurs). Les distributions
de probabilité R(D) = (0.5, 0.5) et R(S) = (0.1, 0.9) ne sont pas données "tout bien
considéré" puisqu’elles ne comprennent pas l’information initiale de la visite en Asie.
Elles ne peuvent pas être utilisées pour spéciﬁer des observations probabilistes.
Dans cet exemple, un ensemble d’observations probabilistes non ﬁxes est déduit
de la même information. Puisque chacune de ces observations déﬁnit une contrainte
sur la distribution de probabilité a posteriori, elle doit être conservée ﬁxe jusqu’à ce
qu’elles soient toutes propagées. Ensuite, les observations probabilistes peuvent être
à nouveau modiﬁées par l’apparition d’autres informations.
Nous avons déﬁni une observation probabiliste sur une variable, mais cette déﬁ-
nition peut-être étendue à un sous ensemble de variables. Dans ce cas, l’observation
probabiliste peut être spéciﬁée par une distribution de probabilité jointe sur le sous
ensemble de variable, ou par une distribution de probabilités conditionnelle sur le
sous ensemble de variables, ou encore par d’autres expressions probabilistes sur le
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Figure 3.3 – Exemple Asia ; observations probabilistes ﬁxes et non ﬁxes.
sous ensemble de variables. Cette déﬁnition étendue a été proposée par Valtorta
(VKV02) et nous la présentons plus bas dans la section 3.5.3.
3.3.2 Propriétés des observations probabilistes
Propager une observation probabiliste sur X nécessite de réviser la distribution de
probabilités sur l’ensemble de variables X par la distribution locale de probabilités
R(X). La diﬃculté réside dans le fait que la règle de Bayes ne peut être appliquée
car R(X) n’est pas un événement (PZP10). Une observation probabiliste R(X)
impose par sa nature une remise en cause de la distribution de probabilité jointe
P car elle remplace la probabilité a priori de la variable X. La propagation de ce
type d’observation nécessite de remplacer (temporairement) la distribution P par
une distribution Q qui reﬂète les croyances sur les variables du modèle après avoir
accepté l’observation probabiliste. La distribution Q doit vériﬁer Q(X) = R(X) et
réduire au maximum les changements de croyances sur les autres variables.
Propriété 3.3.1. Une observation probabiliste R(X) sur une variable X remplace
toutes les croyances a priori ou connaissance sur X. Par conséquent, la probabilité
a priori P (X) n’est pas utilisée dans la propagation de R(X) et toute observation
précédente sur X sera ignorée.
Propriété 3.3.2. La distribution locale de probabilités R(X) qui spéciﬁe une ob-
servation probabiliste sur une variable X est préservée. Après avoir propagé l’ob-
servation probabiliste sur X, les croyances sont représentées par une distribution de
probabilité Q sur X telle que Q(X) = R(X).
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Propriété 3.3.3. Une observation probabiliste ﬁxe sur X ne sera pas modiﬁée par
d’autres observations sur d’autres variables du modèle. De plus, aucune autre ob-
servation sur X n’est possible, aussi longtemps que l’observation probabiliste ﬁxe
est valide. Lors de l’arrivé d’une nouvelle observation sur une autre variable après
la propagation d’une observation probabiliste ﬁxe sur X, il faut re-propager l’ob-
servation probabiliste ﬁxe sur X en même temps que la nouvelle observation, aﬁn
de maintenir ﬁxe la distribution de probabilité sur X. De ce fait, la propagation
de plusieurs observations probabilistes ﬁxes commute, c’est à dire que le résultat de
la propagation est indépendant de l’ordre de l’arrivée des observations probabilistes
ﬁxes.
Une observation probabiliste ﬁxe se comporte comme une observation certaine
dans le sens où l’observation reste inchangée après sa propagation, et aussi après
l’arrivée d’autres informations sur d’autres variables.
Propriété 3.3.4. Une observation probabiliste non ﬁxe sur X peut être modiﬁée
par d’autres observations sur une variable du réseau, y compris des observations
de vraisemblance sur X. En conséquence, la propagation de plusieurs observations
probabilistes non-ﬁxes ne commute pas.
3.4 Observations probabilistes non ﬁxes
Une observation probabiliste non ﬁxe sur une variable X est une observation
incertaine spéciﬁée par une distribution locale de probabilités qui décrit l’état des
croyances sur X ”tout bien considéré”. Les croyances sur X sont susceptibles d’être
modiﬁées par de nouvelles informations.
Par exemple, lorsque le cas observé appartient à une sous-population dont les
propriétés spéciﬁques sont connues et qu’elles ne sont pas modélisées dans le graphe.
Dans l’exemple 3.3.1 ci-dessus, le réseau bayésien ne modélise pas le fait d’appartenir
à la sous population des travailleurs de l’usine FunT, ni la façon dont cela inﬂue les
variables S et D. Cette information déﬁnit les nouvelles croyances sur S.
La ﬁgure 3.4 illustre de façon schématique une observation probabiliste non ﬁxe
sur une variable X d’un réseau bayésien. Le réseau bayésien ne modélise pas l’infor-
mation concernant l’appartenance à une sous population spéciﬁque, ni le comporte-
ment de cette sous population pour X. La nouvelle information inclut l’observation
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Figure 3.4 – Observation probabiliste non ﬁxe sur X
d’une variable qui ne fait pas partie du réseau bayésien, ainsi que la connaissance
de la façon dont cette observation inﬂue sur X. L’observation probabiliste non ﬁxe
sur X est spéciﬁée par une distribution de probabilité R(X) qui intègre l’inﬂuence
de toutes les croyances a priori. Cette distribution locale de probabilités remplace
la distribution de probabilité a priori P (X) aussi longtemps que l’information est
valide.
3.4.1 Exemples d’observations probabilistes non ﬁxes
Exemple 3.4.1. (suite de l’exemple du dé : exemple 2.2.2). Le réseau bayésien
contient une variable représentant le résultat d’un dé à jouer, mais ne contient
pas de variable pour représenter la nature du dé. Dans ce cas, comment traduire
l’information ”il s’agit d’un dé truqué qui favorise l’apparition du 6”. Cette in-
formation concerne l’observation d’une variable extérieure au modèle qui modiﬁe
nos croyances sur les valeurs du dé. Cette information peut être représentée par
une observation probabiliste non ﬁxe sur la variable D, à condition d’y associer
une information supplémentaire sur la façon dont le dé truqué favorise l’appari-
tion du six. Cette information se traduit par la distribution locale de probabilités
R(D) = P (D | déTruqué = vrai). L’information que le dé est truqué peut être
combinée avec une autre information sur X (observation de vraisemblance ou autre
observation probabiliste non ﬁxe). Une fois que l’on sait que le dé est truqué, les
croyances sur la valeur du dé peuvent être modiﬁées par des informations sur d’autres
variables, qui inﬂuencent D.
Exemple 3.4.2. (Reconnaissance de caractères, exemple 3.2.1 modiﬁé) Le réseau
bayésien contient une variable X qui représente un caractère, mais ne contient pas
de variable pour représenter la langue du mot dont le caractère est extrait. Suposons
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un cas où cette information est connue, ainsi que la fréquence des lettres dans cette
langue. Cette information peut être introduite comme observation probabiliste non
ﬁxe sur la variable X, spéciﬁée par : R(X) = (R(X = ’a’), R(X = ’b’), . . . , R(X =
’z’)). Si rien d’autre n’inﬂuence les croyances sur X, alors R(X) est donné par la
fréquence des lettres dans cette langue et représente les croyances sur X sachant cette
information. Si d’autres éléments inﬂuencent les croyances sur X, ils doivent être
combinés avec la fréquence des lettres dans la langue du texte pour déﬁnir R(X = x),
de sorte que R(X) représente les croyances sur X ”tout bien considéré”. Ainsi les
croyances a priori sur X sont remplacées par R(X). Puisque l’information sur X
pourrait être améliorée par d’autres observations supplémentaires, alors c’est une
observation probabiliste non ﬁxe sur X.
3.4.2 Propagation
Une méthode pour propager des observations probabilistes non ﬁxes consiste à
convertir la distribution locale de probabilités en un rapport de vraisemblance, puis
à utiliser la méthode de l’observation virtuelle de Pearl pour la propagation.








où DX = {x1, . . . , xm}.
Chan et Darwiche discutent cette méthode dans (CD05) et expliquent qu’il est
normal que diﬀérentes révisions ne commutent pas lorsqu’on propage des observa-
tions incertaines spéciﬁées par une distributions locale de probabilités. Les obser-
vations incertaines dont il est question dans (CD05) sont donc des observations
probabilistes non ﬁxes. Lorsqu’on spéciﬁe une information probabiliste non ﬁxe sur
une variable, on prend en compte le degré de certitude de l’observation (strengh of
observation), mais aussi les croyances sur les variables du modèle avant l’arrivée de
l’information.
Rappelons que d’autres auteurs (VKV02; PZP10) estiment que les mises à jour
successives après plusieurs observations probabilistes doivent être indépendantes de
l’ordre des observations. C’est précisément cette exigence qui nous a conduit à dis-
tinguer deux types d’observations probabilistes : ﬁxes et non ﬁxes. Le fait d’imposer
que l’observation probabiliste reste ﬁxe même après la propagation de nouvelles
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observations garantit que les croyances ﬁnales ne dépendent pas de l’ordre de pro-
pagation des observations.
Que se passe-t-il lors de la propagation de deux observations probabilistes non
ﬁxes ? Reprenons l’exemple Asia (voir exemple 3.3.1). La table 3.2 détaille les pro-
babilités a posteriori des deux nœuds observés. La méthode de propagation est celle
décrite ci-dessus : conversion des observations probabilistes non ﬁxes en rapport de
vraisemblance puis propagation avec la méthode de Pearl. Les lignes 2 et 4 montrent
que dans le cas de la propagation d’une seule observation probabiliste, la probabilité
a posteriori du nœud observé reste ﬁxe. En revanche, les lignes 3 et 5 montrent que
dans le cas de la propagation de deux observations probabilistes, seule la deuxième
observation reste maintenue ﬁxe.
Cet exemple illustre le fait que la méthode de propagation d’une observation pro-
babiliste non ﬁxe qui consiste a convertir la distribution locale de probabiltés en un
rapport de vraisemblance ne permet pas de maintenir ﬁxe l’observation probabiliste
dès lors que plusieurs observations doivent être considérées.
Valeur des deux Obs. R(S = oui) = 0.4 R(D = oui) = 0.3
probabilistes non ﬁxes
Croyances sur Croyances sur
”S = oui” ”D = oui”
Croyances avant toute Obs. 0.5 0.436
Croyances après une seule Obs. 0.4 0.413
probabiliste non ﬁxe sur ”S”
Croyances après une Obs. probabiliste 0.374 0.3
non ﬁxe sur ”S” puis une Obs.
probabiliste non ﬁxe sur ”D”
Croyances après une seule Obs. 0.468 0.3
probabiliste non ﬁxe sur ”D”
Croyances après une Obs. probabiliste 0.4 0.286
non ﬁxe sur ”D” puis une Obs.
probabiliste non ﬁxe sur ”S”
Table 3.2 – Propagations des observations probabilistes non ﬁxes : exemple Asia.
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3.5 Observations probabilistes ﬁxes
Une observation probabiliste ﬁxe représente une information qui ne peut pas être
remise en cause. De ce fait, elle se comporte comme une observation certaine. Une
observation probabiliste ﬁxe sur une variable X déﬁnit une contrainte sur la distri-
bution de probabilité de X qui ne peut être modiﬁée par aucune autre information.
Elle ne peut être combinée avec une autre information sur la même variable, elle
remplace toute probabilité a priori sur X. Enﬁn, la propagation de plusieurs ob-
servations probabilistes ﬁxes sur diﬀérentes variables du modèle aboutit au même
résultat quel que soit l’ordre de leur propagation : il y a commutation. Ce dernier
point constitue une diﬀérence essentielle entre les observations probabilistes ﬁxes et
non ﬁxes. C’est le caractère ”certain” des observations probabilistes ﬁxes qui les dif-
férencie essentiellement des observations probabilistes non ﬁxes. Au contraire, une
observation probabiliste non ﬁxe sur une variable peut être modiﬁée par l’arrivée
d’autres informations.
3.5.1 Exemples d’observations probabilistes ﬁxes
Les ﬁgures 3.5, 3.7 et 3.9 illustrent trois types de cas d’observations probabilistes
ﬁxes sur une variable X. Ces trois types d’exemples sont présentés ici de façon sché-
matique avec un exemple illustratif rapide. Chacun de ces trois types d’application
des observations probabilistes ﬁxes est repris dans le chapitre 4 où il fait l’objet
d’une présentation détaillée avec des applications réelles.
Figure 3.5 – Observation probabiliste ﬁxe sur X : l’observation d’une variable
continue est transformée à l’aide d’une discrétisation ﬂoue.
Dans le premier cas (ﬁgure 3.5), l’information vient de l’observation d’une va-
riable continue ; la variable discrète X du réseau bayésien est associée à la variable
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continue par une partition ﬂoue. L’observation probabiliste ﬁxe sur X est spéciﬁée
par une distribution de probabilités R(X) qui projette la valeur observée sur la par-
tition ﬂoue du domaine de déﬁnition de la variable X. L’exemple 3.5.1 illustre ce
cas sur la variable ”Age”.
Exemple 3.5.1 (Observation probabiliste ﬁxe : discrétisation ﬂoue). Considérons
un réseau bayésien contenant une variable A (âge), à valeur dans DA = {enfant,
adulte, personne âgée}. Cette variable est associée à une variable continue ”Age” qui
ne fait pas partie du réseau bayésien. L’information ”le sujet a 15 ans” peut se tra-
duire par une observation probabiliste ﬁxe sur la variable A de notre réseau bayésien,
si on y ajoute un élément de connaissance concernant la fonction ﬂoue qui associe
à chaque valeur réelle de l’âge un degré d’appartenance aux intervalles ﬂous de DA
(ﬁgure 3.6). On a par exemple R(A) = (0.7, 0.3, 0). Cette observation probabiliste
sur A est ﬁxe car aucune autre observation ne doit modiﬁer cette distribution.
Figure 3.6 – Fonctions d’appartenance de ”Age”.
Figure 3.7 – Observation probabiliste ﬁxe sur X : observation d’une sous-
population.
Le deuxième type d’exemples d’observation probabiliste ﬁxe concerne l’observa-
tion d’une sous-population, et non plus d’un seul cas (ﬁgure 3.7). L’information vient
d’un ensemble d’observations d’une variable X, issu de l’observation de chaque indi-
vidu de la sous-population. L’observation probabiliste ﬁxe surX est spéciﬁée par une
distribution de probabilité R(X) qui représente la fréquence d’apparition de chaque
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valeur dans la sous-population observée. L’exemple 3.5.2 illustre ce type d’exemple
sur le réseau bayésien Asia, où l’on considère les travailleurs d’une usine (au lieu
d’un individu particulier).
Exemple 3.5.2 (Observations probabilistes ﬁxes : observation d’une sous-popula-
tion). Considérons de nouveau le réseau bayésien Asia (voir ﬁgure 3.8). L’informa-
tion concerne les travailleurs de l’usine FunT et indique que la moitié d’entre eux
souﬀre de diﬃcultés respiratoires, ce qui peut se traduire par une observation pro-
babiliste ﬁxe sur D : R(D) = (0.5, 0.5). Une deuxième information indique que seul
un dixième d’entre eux sont des fumeurs : R(S) = (0.1, 0.9). La première informa-
tion doit être préservée par la propagation de la deuxième information car chacune
des observations probabilistes ﬁxes doit rester inchangée. Si l’ensemble des couples
d’observations (D,S) est disponible pour chaque individu de la sous-population, on
peut considérer une seule observation probabiliste ﬁxe R(D,S) grâce à la déﬁnition
étendue des observations probabilistes ﬁxes (voir déﬁnition 3.5.1) : cette distribution
locale de probabilités jointe sur D et S représente la variabilité du couple (D,S)
parmi les travailleurs de l’usine observée.
Figure 3.8 – Exemple Asia avec observations probabilistes ﬁxes.
Le troisième type de cas d’observation probabiliste ﬁxe se situe dans le cadre des
réseaux bayésiens distribués initialement proposé par Bloemeke (Blo98). Il s’agit
d’un modèle à base d’agents équipés d’un réseau bayésien local (Agent Encapsula-
ted Bayesian Network (AEBN)). Dans ce cadre, on considère un ensemble ”d’agents”
dont chacun est muni d’un réseau bayésien local qui représente son modèle de rai-
sonnement. Une observation probabiliste sur une variable X est une information
qu’un agent expert (RB1) sur X envoie à un autre agent (RB2) qui la lui demande.
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Figure 3.9 – Observation probabiliste ﬁxe sur X : un ”agent” expert sur X envoie
son évaluation de X à un autre agent.
Le premier agent (RB1) évalue la valeur de X grâce à un ensemble d’observa-
tions locales et envoie son évaluation R(X) au second agent (RB2). Ce dernier met
à jour son réseau bayésien local (RB2) à partir de l’observation probabiliste ﬁxe
sur X spéciﬁée par R(X) (ﬁgure 3.9). L’exemple 3.5.3 illustre cette utilisation des
observations probabilistes ﬁxes dans le cadre de l’aide au choix d’un fauteuil roulant
(DSL13).
Exemple 3.5.3 (Observation probabiliste ﬁxe : agents équipés d’un réseau bayé-
sien local.). Considérons deux agents, chacun doté d’un réseau bayésien local comme
modèle de connaissance et de raisonnement. Le premier agent est spécialiste de
l’évaluation des capacités motrices d’une personne handicapée. Le second agent a
pour objectif de fournir des recommandations en vue du choix d’un fauteuil rou-
lant (DSL13). Il fait appel au premier pour obtenir une évaluation de la capacité de
marche (CM) de la personne qui est une variable partagée par ces deux agents. Le
premier agent actualise les distributions de probabilité de la variable CM en fonction
des informations recueillies sur la personne, et la transmet au second agent qui la
reçoit, et la propage ”chez lui” sans la modiﬁer.
3.5.2 Propagation des observations probabilistes ﬁxes
Une observation probabiliste ﬁxe impose que la distribution de probabilité qui la
déﬁnit ne soit modiﬁée par aucune autre observation (aussi longtemps que l’obser-
vation est valide). Plusieurs observations probabilistes peuvent donc être propagées
dans n’importe quel ordre sans que cela ne modiﬁe le résultat ﬁnal. En particulier,
toutes les distributions locales de probabilités qui spéciﬁent des observations pro-
babilistes ﬁxes doivent rester inchangées. Rappelons que la propagation d’une seule
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observation probabiliste (ﬁxe ou non ﬁxe) peut être obtenue par sa transformation
en une observation de vraisemblance comme indiqué dans l’équation 3.1 mais que
cette méthode ne permet pas de maintenir ﬁxes plusieurs observations probabilistes.
Cette section concerne la propagation de plusieurs observations probabilistes
ﬁxes. La synthèse ci-dessous sur les algorithmes de propagation des observations
probabilistes ﬁxes est inspirée de (PZP10; PDZP12).
3.5.2.1 Les algorithmes de propagation d’observations probabilistes ﬁxes
(multiples)
Plusieurs algorithmes ont récemment été proposés pour propager un ensemble
d’observations probabilistes ﬁxes dans un réseau bayésien. La plupart d’entre eux
sont basés sur l’algorithme IPFP (Iterative Proportional Fitting Procedure) (Kru37;
DS40). Cet algorithme itératif permet de réviser une distribution de probabilité
jointe P à partir d’un ensemble de contraintes probabilistes locales tout en mini-
misant la distance de Kullback-Leibler (appelée aussi I-divergence) (KL51; Vom99)
avec la distribution de probabilité P . Cet algorithme a fait l’objet de plusieurs
adaptations pour des distributions de probablités conditionnelles (VKV02; PPD06;
PZP10). Cependant, l’algorithme IPFP fonctionne sur les distributions jointes com-
plètes et, de ce fait, il n’est pas directement applicable pour la mise à jour des
croyances dans les réseaux bayésiens. Cet algorithme ne peut être appliqué que pour
des réseaux bayésiens de petite taille, car il nécéssite de modiﬁer l’entrée de la table
de distribution de probabilité jointe à chaque itération.
La table 3.3 présente la liste des algorithmes qui ont été proposés pour propa-
ger un ensemble d’observations probabilistes ﬁxes. L’algorithme Big clique (Blo98;
VKV02) intègre les observations probabilistes en combinant les algorithmes IPFP et
arbre de jonction. Lors de la construction de l’arbre de jonction, toutes les variables
concernées par une observation probabiliste ﬁxe sont entièrement reliées les unes
aux autres par des liens supplémentaires non orientés. Après l’étape de triangula-
tion, ces nœuds apparaissent dans une seule clique (Big clique). La mise à jour des
croyances se fait en deux temps : la mise à jour de la distribution de probabilités de
cette clique en exécutant IPFP jusqu’à la convergence, puis par la propagation de la
distribution de probabilité résultant de cette clique au reste de l’arbre de jonction.
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Les algorithmes BN-IPFP1 et BN-IPFP2 (PZP10) ne modiﬁent pas l’arbre de
jonction et peuvent fonctionner avec n’importe quel algorithme d’inférence de réseau
bayésien. Ces deux algorithmes utilisent IPFP mais de manière diﬀérente.
L’algorithme BN-IPFP-1 convertit d’abord toutes les observations probabilistes
en observations de vraisemblance. Ensuite, il fait la mise à jour des croyances dans
le réseau bayésien à l’aide de IPFP jusqu’à avoir une distribution qui satisfait toutes
les observations probabilistes ﬁxes propagées.
L’algorithme BN-IPFP-2, quant à lui, ajoute temporairement un nœud supplé-
mentaire au réseau bayésien. Ses parents sont les nœuds qui ont une observation
probabiliste ﬁxe. La distribution locale sur ce nœud ajouté est mise à jour en utili-
sant IPFP. Puis elle est propagée simplement comme une unique observation pro-
babiliste.
Algorithme Réf. Caractéristiques
Big-Clique (VKV02) variation de l’algorithme de l’arbre de jonction
(Blo98) basé sur IPFP, avec recodage de l’arbre de jonction
BN-IPFP 1 et 2 (PPD06) gère des observations non contradictoires,
indépendant de l’algorithme d’inférence,
combine IPFP et la conversion en observation de vraisemblance, (éq. 3.1)
BN-IPFP1 (PPD06) convertit séparément chaque observation probabiliste,
très couteux si le réseau bayésien est grand.
BN-IPFP2 (PPD06) utilise IPFP pour calculer R(X1, . . . , Xp) à partir de
R(X1), . . . , R(Xp) puis propage en transformant
en une observation de vraisemblance
Lazy big clique (LV08) modiﬁe l’algorithme de propagation (MJ99)
SMOOTH (ZPW08) propagation d’observations probabilistes contradictoires
(PZP10) (preuve de convergence pour deux obs.)
Table 3.3 – Algorithmes de propagation d’observations probabilistes ﬁxes dans un
réseau bayésien (soft evidential update).
L’algorithme SMOOTH a été développé en modiﬁant l’algorithme IPFP pour
supporter la mise à jour des croyances sur un ensemble d’observations probabi-
listes ﬁxes contradictoire. Dans la suite nous présentons les détails de l’algorithme
SMOOTH.
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Algorithme 1 SMOOTH
Entrée : une réseau bayésien (G,P ) avec G = (X,E) et une distribution de proba-
bilité P (X),
m observations probabilistes,
α ∈ (0, 1) est le facteur smooth,
R = R(Y 1), . . . , R(Y m).
Sortie : la distribution de probabilité a posteriori Q(X)
Phase 1 :
Appliquer l’algorithme IPFP standard en utilisant toutes les observations probabi-
listes dans R jusqu’à convergence ou commencer un cycle ;
Si la convergence est atteinte, l’algorithme s’arrête.
Phase 2 :




2. k ← 1 [k : indice d’iterations]
3. Répéter
3.1. j ← 1 + (k − 1) mod m ;
l← 1 + ⌊(k − 1)/m⌋ ;
3.2. Rl(y
j)← α Rl−1(y








3.4. k ← k + 1
Jusqu’à (convergence)
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L’algorithme SMOOTH se compose de deux phases. La première phase eﬀectue
l’algorithme IPFP standard en utilisant toutes les observations probabilistes ﬁxes
d’origine. Il s’arrête lorsqu’on obtient la convergence pour le cas des observations
probabilistes ﬁxes non contradictoires ou commence un cycle pour le cas des obser-
vations probabilistes ﬁxes contradictoires.
La deuxième phase est exécutée uniquement lorsqu’un cycle est détecté à la
ﬁn de la phase 1. Cette deuxième phase diﬀère de la phase 1 par le fait que, à
chaque itération, non seulement la distribution courante Qk−1(X) est modiﬁée par
la contrainte choisie R(Y j), mais R(Y j) elle-même sera modiﬁé par Qk−1(X).
L’algorithme SMOOTH est similaire à l’algorithme IPFP, sauf que, dans la phase
2, il utilise des observations probabilistes modiﬁées plutôt que les observations d’ori-
gine pour mettre à jours Qk. Cela rend SMOOTH directement applicable pour la
mise à jour des croyances dans les réseaux bayésiens. Lorsque l’ensemble des obser-
vations probabilistes est non contradictoire, l’algorithme SMOOTH est similaire à
l’algorithme IPFP standard, et il converge dans la phase 1.
La performance en termes de temps pour l’algorithme SMOOTH, comme pour
tous les algorithmes basés sur IPFP, dépend du nombre d’itérations nécessaire pour
atteindre la convergence. Les expériences fournis par (PZP10) montrent que l’algo-
rithme SMOOTH atteint la convergence plus rapidement lorsque est très proche de
1.
3.5.2.2 Algorithme BN-IPFP-1
Nous présentons ici les détails de l’algorithme BN-IPFP-1. C’est l’algorithme que
nous avons choisi d’implémenter pour nos tests, sur la base des résultats de la compa-
raison des trois algorithmes (BN-IPFP-1, BN-IPFP-2 et Big-clique) (LV08; PZP10).
L’un des avantages de l’algorithme BN-IPFP-1 est qu’il peut fonctionner facilement
avec n’importe quel algorithme d’inférence. Soit un réseau bayésien (G,P ) et X
l’ensemble des variables associées aux nœuds du graphe G. L’algorithme BN-IPFP-
1 permet de propager un ensemble d’observations probabilistes ﬁxes non contra-
dictoires sur m variables {Y1, ...Ym} inclus dans X et spéciﬁées par {R(Yf ), f =
1, ...,m}, tel que chaque distribution locale de probabilités est dominée 2 par P .
L’algorithme BN-IPFP-1 est indépendant de l’algorithme d’inférence. Il combine
2. Une mesure R est dominée par une autre mesure P si pour tout événement A, P (A) = 0
implique R(A) = 0 ; on note alors R << P .
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Figure 3.10 – Réseau Bayésien modélisant le cancer de la prostate.
l’algorithme IPFP et la conversion des observations probabilistes en observations
de vraisemblance. L’algorithme BN-IPFP-1 convertit séparément chaque observa-
tion probabiliste en une observation de vraisemblance. Ensuite, il met à jour les
croyances à l’aide d’un algorithme de propagation quelconque dans le réseau bayé-
sien jusqu’à avoir une distribution qui satisfait toutes les observations probabilistes
propagées. A chaque itération, un nouveau rapport de vraisemblance est obtenu
pour l’une des observations probabilistes ﬁxes (à tour de rôle), en divisant la distri-
bution de probabilité de l’observation probabiliste par la probabilité marginale sur
cette variable obtenue à l’étape précédente. Ce nouveau rapport de vraisemblance
est ensuite combiné avec tous les rapports de vraisemblance antérieurs sur la même
variable qui sont obtenus dans les itérations précédentes (un pour m itérations).
La preuve de la convergence de l’algorithme BN-IPFP-1 (PZP10) est basée sur
la convergence de IPFP.
3.5.2.3 Trace de l’algorithme BN-IPFP-1 en propageant deux observa-
tions probabilistes ﬁxes.
Nous avons implémenté l’algorithme BN-IPFP-1 en utilisant ”Bayes Net Tool-
box” (BNT) en Matlab. La table 3.4 illustre la trace de l’algorithme BN-IPFP-1
pour le réseau bayésien ”cancer de la prostate” présenté dans la ﬁgure 3.10. Ce ré-
seau bayésien contient 5 noeuds : AGE (A), Diagnistic (D), TR, Prostatisme (P),
et PSA.
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Algorithme 2 BN-IPFP-1
Entrée : une réseau bayésien (G,P ) avec G = (X,E) et une distribution de proba-
bilité P (X),
m observations probabilistes non contradictoires
{Yf , f = 1, . . . ,m} ⊂ X, spéciﬁées par R(Y1), . . . , R(Ym) telles que R(Yf ) << P (Yf ).
Sortie : la distribution de probabilité a posteriori Q(X)
Q0(X) = P (X)
k ← 1 [k : indice d’iterations]
Répéter
f ← 1 + (k − 1) mod m [f : indice de l’observation actuelle]
l← 1 + ⌊(k − 1)/m⌋ [l : indice d’itérations par observation]









avec y1f , . . . , y
fs
f sont les états de Yf





Obtenir Qk(X) en mettant à jour Qk−1(X) avec Lk(Yf ) en utilisant la méthode de
Pearl de l’observation virtuelle
k ← k + 1
Jusqu’à (convergence)
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Les résultats présentés dans la table 3.4 sont obtenus en propageant deux obser-
vations probabilistes ﬁxes sur les variables AGE (Y1) et PSA (Y2). Les observations
probabilistes sont déﬁnies comme suit : R(AGE) = (0.52, 0.48) et R(PSA) = (0.487,
0.513). La table 3.4 illustre les rapports de vraisemblance construits à chaque étape,
et le résultat de la probabilité a posteriori obtenu à chaque étape. Les valeurs des
distributions de probabilité a posteriori de la dernière itération sont égales aux dis-
tributions de probabilité des observations probabilistes ﬁxes.
Table 3.4 – Trace de l’algorithme BN-IPFP1 ; chaque case contient les valeurs
correspondant aux deux états de la variable avant normalisation.
k 1 2 3 4 5
f 1 2 1 2 1
l 1 1 2 2 3
Lf,l(Yf ) 0.7469 1.5487 0.9613 1.0053 0.9994
1.5801 0.7483 1.0456 0.9950 1.0007
Lk(Yf ) 0.7469 1.5487 0.7180 1.5569 0.7175
1.5801 0.7483 1.6522 0.7446 1.6533
Qk(AGE) 0.5200 0.5409 0.5200 0.5203 0.5200
0.4800 0.4591 0.4800 0.4797 0.4800
Qk(PSA) 0.3145 0.4870 0.4844 0.4870 0.4870
0.6855 0.5130 0.5156 0.5130 0.5130
3.5.3 Extension de la déﬁnition d’observations probabilistes
ﬁxes
La déﬁnition 3.3.1 a été étendue par Valtorta (VKV02) aﬁn de considérer des
informations sur une ou plusieurs variables du modèle, spéciﬁées par diﬀérentes
formes d’observations probabilistes ﬁxes.
Déﬁnition 3.5.1 (Extension de l’observation probabiliste ﬁxe). Une observation
probabiliste ﬁxe sur un sous-ensemble de variables Y ⊂ X est spéciﬁée par une
description partielle d’une mesure de probabilité. La spéciﬁcation peut être donnée
par :
(a) une distribution de probabilité jointe R(Y),
(b) une distribution de probabilité conditionnelle R(Y | Z) avec Z ⊂ X \Y,
Ali BEN MRAD 57
Chapitre 3 : Observation probabiliste dans les réseaux bayésiens
Figure 3.11 – Un réseau bayésien reçoit une observation probabiliste ﬁxe sur un
sous ensemble de variables (X1, . . . , XP )
(c) aﬀectation de probabilité sur des événements arbitraires sur des variables de
Y,
(d) aﬀectation de probabilité sur des formules logiques arbitraires sur des va-
riables de Y.
La procédure suivante permet de traiter la propagation pour l’extension des ob-
servations probabilistes ﬁxes. Ceci est réalisé en ajoutant une variable d’observation
qui est créé comme suit :
– Premièrement, on crée une variable d’observation Obs pour chaque observa-
tion probabiliste ﬁxe concernant un sous ensemble de variables. Chaque état
de la variable ajoutée correspond aux résultats possibles de l’observation pro-
babiliste.
– Deuxièmement, on ajoute des arcs dirigés vers la variable Obs à partir de
toutes les variables du réseau bayésien qui ont une inﬂuence directe sur l’ob-
servation, c’est à dire les variables impliquées dans l’observation probabiliste
(Figure 3.11).
– Troisièmement, on modélise la dépendance de la variable ajoutée en spéciﬁant
la table de probabilité conditionnelle P (Obs | pa(Obs)).
L’observation probabiliste sur la variable d’observation ajoutée se propage dans
le réseau bayésien augmenté grâce à l’un des algorithmes de la table 3.3.
Dans le cas d’un ensemble d’observations sur des variables indépendantes {E1, . . . , Ep},
la propagation peut se faire en considérant une seule observation probabilisteR(E1, . . . , Ep) =
R(E1)× . . .×R(Ep).
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3.5.4 Propagation de l’observation probabiliste versus révi-
sion du modèle
3.5.4.1 Révision et propagation : diﬀérence entre observation ponctuelle
et connaissance
La révision des connaissances représentées par le réseau bayésien peut concerner
les paramètres ou la structure. La révision des paramètres consiste à remplacer la
distribution de probabilité P qui déﬁnit le réseau bayésien par une autre, de façon
déﬁnitive. Ici nous discutons la révision des paramètres du réseau bayésien versus
la propagation d’observations probabilistes ﬁxes qui consiste aussi à remplacer la
distribution de probabilité initiale par une autre, mais de façon temporaire : aussi
longtemps que les observations probabilistes ﬁxes sont valables.
Par déﬁnition, une observation probabiliste déﬁnit une contrainte sur la distribu-
tion de probabilité a posteriori, de ce fait elle remplace la distribution de probabilité
marginale sur les variables concernées et met en question la distribution de proba-
bilité jointe.
Doit-on considérer une observation probabiliste comme un nouvel élément de
connaissance ? Autrement dit ne doit-on pas changer le modèle qui représente la
connaissance plutôt que de propager une observation probabiliste ?
Dans la suite, nous présentons deux scénarios qui montrent clairement la dif-
férence entre la mise à jour de croyance par les observations probabilistes et la
révision du modèle. Tout d’abord, considérons une observation qui a une validité
temporaire. Cette observation peut venir de l’observation partielle d’un état par-
ticulier du système modélisé. Ainsi, l’observation probabiliste peut être considérée
comme une observation certaine temporaire, donc, ce n’est pas pertinent de révi-
ser le modèle. En revanche, la distribution de probabilité P d’un réseau bayésien
(G,P ), dans lequel l’observation probabiliste temporaire est appliquée, représente
une connaissance permanente qui n’a pas besoin d’être révisé par des observations
à court terme.
D’autre part, un modèle est souvent un compromis entre l’eﬃcacité relative à son
traitement et la précision des données qu’elles peuvent le représenter. Ceci signiﬁe
que le modèle ne comprend jamais tous les paramètres du système modélisé. Dans
un réseau bayésien, la taille de l’ensemble des variables et le nombre de leurs valeurs
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possibles sont souvent limités, notamment, en raison de la quantité de données
d’apprentissage ou pour maîtriser les coûts liés aux traitements.
Considérons l’exemple 3.4.2 où on peut supposer que le modèle a été conçu, par
défaut, avec la langue française. Ainsi, le modèle ne comprend pas de variable re-
présentative de la langue du texte à partir de laquelle le caractère est extrait. Cette
limite du modèle peut être partiellement surmontée en appliquant une observation
probabiliste aﬁn d’envisager des informations sur une variable qui ne sont pas in-
clues dans le modèle. Lorsque l’observateur est capable de traduire la caractéristique
observée (ici la langue) sur une variable du modèle (ici la lettre), il peut appliquer
une observation probabiliste sur cette variable. Bien que la connaissance intégrée
dans la distribution de probabilité est permanente (ici la distribution des lettres de
l’alphabet en français), cette information n’est pertinente que lorsqu’on est dans le
même contexte c’est-à-dire la lettre observée est issue d’un texte de la même langue
considérée dans le modèle.
Ainsi, on peut conclure que l’information sur un état spéciﬁque du système mo-
délisé peut être prise en compte via la propagation d’observation certaine, de vrai-
semblance ou probabiliste, aﬁn de prendre en compte l’inﬂuence des variables qui ne
sont pas dans le modèle. La révision du modèle se produit lorsque des hypothèses
qui lui sont associés sont changées.
La diﬀérence entre la révision des paramètres du réseau bayésien et la propa-
gation d’observations probabilistes ﬁxes est essentiellement basée sur la nature des
éléments nouveaux à prendre en compte. En termes algorithmiques, ces opérations
sont proches.
Certains des algorithmes listés dans la table 3.3 ont été adaptés aﬁn de réviser
le réseau bayésien en remplaçant la distribution de probabilité initiale par la dis-
tribution de probabilité révisée (voir table 3.5). La table 3.5 liste des algorithmes
qui permettent de réviser (déﬁnitivement) la distribution de probabilité d’un réseau
bayésien pour intégrer de nouvelles connaissances.
L’algorithme E-IPFP intègre les contraintes en changeant seulement les tables
de probabilités conditionnelles du réseau bayésien tout en conservant la structure
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Algorithme Réf. Caractéristiques
E-IPFP (PDZP12) révise les TPC, mais conserve la structure
du réseau bayésien.
E-IPFP-SMOOTH (PDZP12) idem, observation probabilistes contradictoires
D-IPFP (PDZP12) idem
Table 3.5 – Algorithmes de révision d’un réseau bayésien à partir de distribution
locale de probabilités.
du réseau. Les algorithmes E-IPFP-SMOOTH et D-IPFP sont obtenus par des mo-
diﬁcations de l’algorithme E-IPFP. Le premier est utilisé dans la situation où les
contraintes probabilistes sont contradictoires entre elles ou avec la structure du ré-
seau bayésien. Le second réduit le coût de calcul par décomposition d’un E-IPFP
globale en un ensemble de petits problèmes E-IPFP locaux.
3.5.4.2 Modiﬁer la distribution de probabilité a priori ou propager des
observations probabilistes ﬁxes ?
Une observation probabiliste ﬁxe sur une variable remplace les connaissances a
priori sur cette variable. Il est donc légitime de se demander si une telle observation
probabiliste ne peut pas être prise en compte en remplaçant la distribution de pro-
babilité du nœud observé par la distribution de probabilité qui spéciﬁe l’observation
probabiliste ﬁxe. Cette opération est facile à réaliser lorsqu’il s’agit d’un nœud sans
parent. L’exemple suivant illustre que même dans ce cas simple, une observation
probabiliste sur un nœud sans parent ne peut pas être maintenue ﬁxe lorsqu’on
remplace la probabilité a priori du nœud observé par la distribution de probabilité
qui spéciﬁe l’observation probabiliste.
Reprenons l’exemple Asia (voir exemple 3.3.1). Notons R(X) : la distribution de
probabilité d’une observation probabiliste sur le nœud X et Q(X) : la distribution
de probabilité a posteriori du nœud X. On considère deux cas diﬀérents.
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Dans le premier cas 3 on souhaite propager deux observations probabilistes ﬁxes
sur deux nœuds ”sources” (sans parents) et conditionnellement indépendants. Pre-
nons par exemple une observation probabiliste ﬁxe sur le nœud A avec R(A) =
(0.2, 0.8) et une deuxième observation probabiliste ﬁxe sur le nœud S avec R(S) =
(0.4, 0.6). Dans ce cas, en remplaçant les tables de probabilité a priori des nœuds
A et S par R(A) et R(S), on obtient les mêmes distributions de probabilité a pos-
teriori que lorsqu’on propage des observations probabilistes ﬁxes. Les probabilités
a posteriori des nœuds A et S restent inchangées et on a Q(A) = R(A) = (0.2, 0.8)
et Q(S) = R(S) = (0.4, 0.6).
Dans le deuxième cas, on souhaite propager deux observations probabilistes ﬁxes
sur deux nœuds conditionnellement dépendants. Prenons par exemple une observa-
tion probabiliste ﬁxe sur le nœud S avec R(S) = (0.2, 0.8) et une deuxième observa-
tion probabiliste ﬁxe sur le nœud D avec R(D) = (0.4, 0.6). Dans cette expérience,
on a remplacé la table de probabilité a priori du nœud (S) par R(S) puis on a
propagé l’observation probabiliste R(D). La distribution de probabilités a posteriori
du nœud (S) est modiﬁée : Q(S) = (0.374, 0.626).
Ce second cas illustre le fait qu’une observation probabiliste ﬁxe ne peut pas être
prise en compte en remplaçant localement la distribution de probabilité du réseau
bayésien par la distribution de probabilité de cette observation probabiliste ﬁxe.
3.6 Synthèse des diﬀérents types d’observations
incertaines
Dans ce chapitre nous avons identiﬁé trois types d’observations incertaines (BMDP+15) :
observation de vraisemblance, observation probabiliste ﬁxe et observation probabi-
liste non-ﬁxe.
Une observation de vraisemblance est une observation imprécise ou fournie par
une source non ﬁable, elle est spéciﬁée par un rapport de vraisemblance et propagée
par la méthode de Pearl de l’observation virtuelle. Cette méthode consiste à trans-
3. Ce procédé est utilisé dans plusieurs articles qui proposent de combiner des réseaux bayésiens
avec des SIGs : le SIG fourni des informations pour un point (ou une zone) géographique, concernant
certaines variables du réseau bayésien. Pour exploiter ces informations, un nouveau réseau bayésien
est généré pour chaque zone géographique concernée, avec une structure toujours identique, et une
distribution de probabilité issue des observations locales.
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former une observation de vraisemblance sur une variable X en une observation
certaine sur un nouveau nœud virtuel, ajouté en tant que ﬁls du nœud X.
Une observation probabiliste ﬁxe ou non-ﬁxe exprime une contrainte sur l’état de
certaines variables après que cette information soit propagée dans le réseau bayésien.
Une observation probabiliste sur X est spéciﬁée par une distribution de probabilité
R(X) déﬁnie ”tout bien considéré”, ce que signiﬁe qu’elle remplace toutes croyances
précédentes et toutes les connaissances qu’on a sur X.
Une observation probabiliste non-ﬁxe sur X peut être modiﬁée, par la suite, par
d’autres observations sur n’importe quels nœuds du réseau bayésien, y compris le
nœud X. Elle peut être propagée par la conversion en observation de vraisemblance.
Une observation probabiliste ﬁxe sur une variable X ne peut être modiﬁée par
aucune information supplémentaire sur les variables du modèle. Ainsi, la propaga-
tion de plusieurs observations probabilistes ﬁxes est commutative. Les observations
probabilistes ﬁxes doivent être propagées par des algorithmes spéciﬁques tels que
big clique ou BN-IPFP (Table 3.3).
Une observation certaine sur une variable signiﬁe que cette variable est instanciée.
Ceci est représenté par un vecteur de zéros contenant la valeur un à la position
correspondant à la valeur observée.
Une observation négative ou disjonctive sur une variable X est un cas particulier
d’observation de vraisemblance. Elle est déﬁni par un vecteur d’observation de zéros
et de uns. Il représente l’information que X peut être seulement dans l’un des états
qui correspond aux uns et que les autres états sont impossibles.
Une observation de vraisemblance se distingue clairement d’une observation pro-
babiliste en termes de spéciﬁcation et de propagation. L’observation probabiliste
comprend deux sous-groupes : les observations probabilistes ﬁxes et non-ﬁxes qui
se diﬀérencient par l’impact de nouvelles informations sur la contrainte déﬁnie par
l’observation probabiliste.
Le tableau 3.6 présente une synthèse des caractéristiques des diﬀérents types
d’observations dans un réseau bayésien présentés dans cette partie.
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Obs. incertaine
Obs. Obs. de Obs. Obs.
certaine vraisemblance probabiliste probabiliste
non ﬁxe ﬁxe
L’observation déﬁnit une
contrainte sur la distribution
de probabilité a posteriori.
Elle est spéciﬁée ”tout bien
considéré”
Oui Non Oui Oui
Plusieurs observations peuvent
être combinées sur la même va-
riable
Non Oui Oui Non
La distribution de probabilité a
posteriori peut être modiﬁée par
la propagation d’observations sur
d’autres variables
Non Oui Oui Non
La distribution de probabilité a
priori sur la variable est utilisée
lors de la propagation
Non Oui Non Non
La propagation de plusieurs ob-
servations commute
Oui Oui Non Oui
Table 3.6 – Synthèse des propriétés des diﬀérents types d’observations dans un
réseau bayésien.
3.7 Conclusion
Dans ce chapitre, nous avons présenté trois types d’observations incertaines.
Quelle est la nature de l’incertitude qui concerne ces diﬀérents types d’observations ?
Les deux grands types d’observations sont présents :
– incertitude épistémique : par exemple l’information fournie par l’observateur
est peu ﬁable (observations de vraisemblance).
– incertitude aléatoire (ou stochastique) : l’information fournie par l’observateur
provient d’un ensemble d’observations sur une même variable et la variabilité
de ces observations se traduit par une distribution de probabilité sur la ou
les variables observées (distribution locale de probabilités). L’ensemble des
observations provient :
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– soit de l’observation d’une sous population : on observe une classe en tant que
groupe d’individus, et non pas un individu unique (observation probabiliste
ﬁxe),
– soit d’un individu unique (un cas précis), dont on sait l’appartenance à
une sous-population pour laquelle la variable a été observée (observation
probabiliste non ﬁxe).
Actuellement, très peu de logiciels permettant de propager des observations pro-
babilistes. Pourtant, cette fonctionnalité présente un réel intérêt et permet d’élargir
les champs d’utilisations des réseaux bayésiens. Un indicateur de la demande des
utilisateurs pour propager diﬀérents types d’observations incertaines est fourni par
le nombre important d’articles relatifs aux réseaux bayésiens ﬂous (BDT03; FPA08;
TL07; CYLH07; DPC+14a; PYC06; PL00; HOA12; IY10; FB12; DTB08). A ce jour,
il n’y a pas de déﬁnition du concept de réseau bayésien ﬂou qui soit généralement
accepté par la communauté académique des chercheurs sur les réseaux bayésiens.
Cependant, ces articles ont souvent pour objectif de propager des observations sur
lesquelles existe une incertitude. Le manque de clariﬁcation de la terminologie et
des propriétés des diﬀérents types d’observations probabilistes est un facteur d’ex-
plication de l’absence des fonctionnalités pour la propagation des observations pro-
babilistes dans les logiciels sur les réseaux bayésiens. Nous espérons avoir remédié à
ces insuﬃsances dans ce chapitre.
Le chapitre suivant propose trois types d’exemples d’utilisation des observations
probabilistes dans les réseaux bayésiens.





Bien que la notion d’observation probabiliste dans les réseaux bayésiens a été
introduite en 1998 (Blo98; DMP98), elle est restée très peu utilisée par les utilisa-
teurs des réseaux bayésiens. Dans ce chapitre, nous proposons trois types d’exemples
d’utilisation des observations probabilistes. Le premier concerne l’intégration des
réseaux bayésiens avec des systèmes d’information géographique (SIG). Le second
traite des échanges d’informations dans le cadre des réseaux bayésiens distribués.
Le troisième type d’applications s’intéresse à la propagation d’observations sur des
variables continues.
4.1 Applications aux systèmes d’information géo-
graphique
Un type d’applications des observations probabilistes concerne l’intégration d’un
système d’information géographique (SIG) avec un réseau bayésien. Les SIGs sont
basés sur le principe du découpage d’un territoire en petites zones aﬁn de fournir
un ensemble d’informations relatif à chaque zone. Plusieurs propositions ont été
faites dans le but de combiner réseau bayésien et SIG (AMD08; JLCM12; GDA+13;
GRS06; LBD+13b; LWdC10b; PP07). De façon schématique, les réseaux bayésiens
sont utilisés en amont et/ou en aval des SIGs. Par exemple, un premier SIG fournit
un ensemble d’informations par ”point géographique” qui sont utilisées pour déﬁnir
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les paramètres d’un réseau bayésien. Celui-ci grâce à l’inférence, permet de déduire
de nouvelles informations qui peuvent alimenter un second SIG (voir ﬁgure 4.1).
Figure 4.1 – Intégration conceptuelle de réseau bayésien (RB) et de système d’in-
formation géographique (SIG).
Dans (LBD+13a), les auteurs aﬃrment que dans la plupart des études qui in-
tègrent un réseau bayésien à un SIG, le SIG est utilisé comme entrée du réseau
bayésien. C’est à dire que pour une variable donnée, et pour chaque zone géogra-
phique, le SIG fournit des distributions de probabilités qui reﬂètent la variabilité
des variables Xi dans la zone considérée. Ces distributions de probabilités sont uti-
lisées pour déterminer les paramètres d’un réseau bayésien qui par ce fait devient
spéciﬁque à une zone géographique.
Dans cette association des SIGs et des réseaux bayésiens, les distributions de
probabilités fournies par le SIG pour chaque zone géographique constituent des
observations probabilistes à propager. L’usage des observations probabilistes dans
ce type d’application évite de modiﬁer les paramètres du réseau bayésien pour chaque
zone et permet d’utiliser le même modèle partout. La révision du réseau bayésien
est remplacée par une simple propagation d’observations probabilistes ﬁxes.
La combinaison (SIG + RB) a aussi été utilisée dans (LGR12; LGR13) pour
évaluer les impacts sociaux, économiques et environnementaux de l’utilisation des
énergies renouvelables. La ﬁgure 4.2 illustre comment utiliser des observations pro-
babilistes ﬁxes dans un réseau bayésien pour intégrer des observations concernant
une zone géographique. Une zone géographique est composée de plusieurs unités,
chacune d’entre elles ayant une valeur spéciﬁque pour chaque variable Xi. L’unité
peut être un pixel, une maison, etc. Chaque observation d’une variable Xi dans une
région Ak est obtenue à partir d’une source Si qui permet de calculer la réparti-
tion des Xi dans la région Ak. La source Si peut être une base de données ou un
SIG. Cette information est spéciﬁée par une liste d’observations probabilistes plutôt
qu’une unique distribution de probabilités jointe sur les variables X1, . . . Xp.
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Figure 4.2 – Observations probabilistes ﬁxes sur une zone géographique d’intérêt.
La question de la représentation et la propagation de l’incertitude pour l’infor-
mation géospatiale a été discutée par Laskey et Wright (LWdC10a). En particulier,
les auteurs proposent de représenter des régularités statistiques et des observations
incertaines avec des ontologies probabilistes. Il s’agit d’un modèle générique basé
sur Multi-Entity Bayesian Network (MEBN) qui permet la génération d’un nouveau
réseau bayésien pour chaque zone géographique dans la base de données.
En conclusion, les SIGs réunissent tous les ingrédients pour justiﬁer l’intérêt
d’utiliser des observations probabilistes ﬁxes dans les réseaux bayésiens :
– La multitude des zones géographiques qui composent un territoire augmente
l’intérêt de déﬁnir un modèle de raisonnement unique et réutilisable pour
chaque zone géographique, au lieu de déﬁnir un nouveau modèle pour chaque
zone.
– Les liens causaux entre les diﬀérentes informations considérées dans un SIG
et les diﬀérentes formes d’incertitudes concernant ces informations conduisent
vers l’emploi de réseau bayésien.
– Le fait de considérer une zone géographique comme un point unique, conduit à
rassembler les informations de cette zone pour la considérer comme une seule
entité. La variabilité des observations au sein de la zone déﬁnit une distribution
de probabilités, ce qui conduit à utiliser des observations probabilistes au lieu
des observations classiques.
En déﬁnitive, l’utilisation des observations probabilistes ﬁxes dans les réseaux bayé-
siens en intéraction avec les SIGs est un sujet prometteur à explorer.
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4.2 Observations probabilistes dans les systèmes
à base d’agents équipés d’un réseau bayésien
local
La modélisation de grands systèmes du monde réel par des modèles centralisés est
souvent trop complexe et coûteuse. Plusieurs travaux ont été réalisés pour résoudre
ce problème dans le contexte des modèles graphiques probabilistes à savoir : Multi-
agents Inﬂuence Diagrams (MAID) (KM03; GP08), Multiply Sectioned Inﬂuence
Diagrams (MSID) (Zen06), Multiply Sectioned Bayesian Network (MSBN) (XL00;
Xia02), et Agent Encapsulated Bayesian Network (AEBN) (Blo98; Lan11). Les deux
premiers concernent les diagrammes d’inﬂuence, qui sont appliqués à des problèmes
ayant une séquence de décisions, alors que les modèles MSBN et AEBN sont basés
sur les réseaux bayésiens.
La proposition de Xiang (MSBN, (Xia02)) considère une unique distribution de
probabilité sur l’ensemble des variables regroupant les variables de chaque réseau
bayésien local. Ce point de vue amène à de fortes contraintes sur la façon dont le
réseau bayésien initial est sectionné. Au contraire, dans un modèle à base d’agents
équipés de réseaux bayésiens locaux (Blo98; Lan11), chaque réseau bayésien local
possède sa propre distribution de probabilité, et il n’y a pas de raison de considérer
une distribution de probabilité générale sur l’union de toutes les variables des dif-
férents réseaux bayésiens. Cette caractéristique permet aux modèles basés sur des
agents équipés d’un réseau bayésien local de traiter les problèmes réels où les acteurs
et les informations sont naturellement distribués.
Dans cette section, nous présentons le concept des AEBNs que nous appelons
agents équipés d’un réseau bayésien local. Ensuite, nous expliquons l’utilisation des
agents équipés d’un réseau bayésien local dans le cas d’un problème de décision
récurrent multi-critères pour choisir un vélo.
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4.2.1 Modèle à base d’agents équipés d’un réseau bayésien
local
4.2.1.1 Concept et déﬁnition
Les modèles à base d’agents équipés d’un réseau bayésien local ont été d’abord
proposés par Bloemeke (Blo98) et étendus par Langevin (Lan11). Ce cadre des
agents équipés d’un réseau bayésien local a été la première motivation de l’appari-
tion et l’utilisation des observations probabilistes ﬁxes dans un réseau bayésien. En
eﬀet, dans un modèle à base d’agents équipés d’un réseau bayésien local, un agent
”demandeur d’informations pour un ensemble de variables” met à jour ses croyances
suite à la réception d’observations probabilistes transmises par des agents ”fournis-
seurs d’informations pour un ensemble de variables”. Dans un système basé sur des
agents équipés d’un réseau bayésien, chaque agent est détenteur de connaissances
sur une partie restreinte du système global considéré. Ces connaissances sont modé-
lisées sous forme d’un réseau bayésien dont l’ensemble des variables représentent la
partie du monde que cet agent ”comprend” ou perçoit.
L’agent utilise ce réseau bayésien local pour son raisonnement propre. Pour cela,
il est capable de faire lui même certaines observations directement et il fait appel
à d’autres agents pour obtenir une estimation sur d’autres variables qu’il ne peut
obtenir par lui même. A l’aide de ces observations, il met à jour ses croyances sur
les autres variables de son modèle de raisonnement et il peut les transmettre à un
autre agent qui les lui demande. De ce fait, chaque agent est d’une part ”fournisseur
d’information” pour les variables sur lesquelles il a le plus d’expertise et d’autre part
”demandeur d’informations pour un ensemble de variables” pour les variables sur
lesquelles il a besoin de l’expertise d’un autre agent. En fonction des objectifs, les
agents sont organisés en une hiérarchie ”fournisseur / demandeur”.
Déﬁnition 4.2.1 (Agent équipé d’un réseau bayésien local). Un agent équipé d’un
réseau bayésien local est un agent dont la base de connaissance interne est représentée
par un réseau bayésien (G,P ) tel que G = (X,E) et l’ensemble des variables est
divisé en trois sous ensembles X = I ∪ L ∪O :
– les variables d’entrée (I) : les variables pour lesquelles d’autres agents ont une
meilleure connaissance,
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– les variables de sortie (O) : les variables pour lesquelles cet agent a les meilleures
connaissances et qui sont partagées avec d’autres agents,
– les variables locales ou cachés (L) : les variables qui sont privées à cet agent.
L’ensemble E contient les arcs du modèle qui déﬁnissent les relations de causalité
entre les variables de X et P est une distribution de probabilité jointe déﬁnie sur
X. Les variables de l’ensemble I ∪O sont des variables partagées entre cet agent et
d’autres agents, tandis que les variables de l’ensemble L sont privées.
4.2.1.2 Communication entre agents
Un agent demande des informations sur une ou plusieurs de ses variables d’entrées
à un autre agent pour qui ces variables sont des variables de sortie. L’information
envoyée par un agent à un autre sur un ensemble de variables communes aux deux
agents consiste en une ou plusieurs distributions locales de probabilités sur les va-
riables partagées. Un agent considère les informations qu’il reçoit sur ses variables
d’entrée comme des ”vérités” qu’il ne remet pas en cause. Il doit donc prendre en
compte ces informations sans les modiﬁer, ce qui déﬁnit des observations probabi-
listes ﬁxes. Lorsqu’une information concerne plusieurs variables partagées entre deux
agents, il s’agit d’une observation probabiliste ﬁxe au sens de la déﬁniton étendue
(voir section 3.5.3).
Comme mentionné dans (VKV02), la mise à jour des croyances dans le réseau
bayésien local d’un agent par la transmission d’observations probabilistes ﬁxes as-
sure une sorte de cohérence globale car les croyances sur chaque variable partagée,
représentée par la probabilité a posteriori marginale, est la même pour tous les
agents.
4.2.2 Application à un problème de décision récurrent mul-
ticritères : l’aide au choix d’un vélo
Sedki et Delcroix ont proposé une structure à base de réseau bayésien pour fournir
un système de recommandations pour les problèmes récurrents d’aide à la décision
multi-critères (ADMC) appliqué à l’aide au choix d’un fauteuil roulant (DSL13;
SDL+10). Nous nous sommes inspirés de ces travaux pour proposer une structure
à base d’agents équipés d’un réseau bayésien local, pour produire un ensemble de
recommandations pour l’aide au choix d’un vélo. Cette proposition est basée sur le
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système de recommandations proposé dans (DSL13) avec en plus l’utilisation d’un
ensemble d’agents équipés d’un réseau bayésien local. L’exemple du choix d’un vélo
que nous présentons ici permet d’illustrer l’utilisation des observations probabilistes
ﬁxes au niveau des messages échangés entre les agents.
4.2.2.1 Problèmes récurrents d’aide à la décision multicritères
Un problème de décision récurrent est un problème de décision qui est répété
plusieurs fois dans des contextes diﬀérents et avec diﬀérents acteurs, mais toujours
avec le même type d’alternatives et les mêmes critères de choix. Les problèmes de
décision récurrents sont caractérisés par le fait qu’ils concernent tout type de dé-
cideur. En eﬀet, chaque occurence de la décision implique un ensemble d’acteurs
diﬀérents, dans un contexte spéciﬁque, avec leur contraintes propres. Ils sont aussi
caractérisés par l’absence possible d’un expert, capable d’évaluer une alternative sur
un critère, mais aussi l’importance des critères. Les problèmes de décision récurrents
multi-critères multi-attributs sont un sous-ensemble des problèmes de décision dans
lequel les alternatives sont caractérisées par un ensemble d’attributs ﬁxes, un en-
semble de critères ﬁxes, mais où l’importance de chaque critère et l’évaluation d’une
alternative en fonction d’un critère donné dépendent de chaque cas de décision.
Choisir un vélo est un problème de décision récurrent multi-critères. Il est déﬁni
comme suit :
– l’ensemble des caractéristiques du cas de décision qui peuvent avoir une in-
ﬂuence sur le choix du vélo (âge et sexe du cycliste, type d’usage souhaité,
etc.) ;
– l’ensemble des alternatives A (une alternative désigne un vélo dont l’ensemble
des valeurs des attributs est complètement précisé) ;
– l’ensemble V = {V1, . . . , Vn} des attributs d’une alternative (type de cadre, de
guidon, de roue et de pneus, etc.). Une alternative a ∈ A est complètement
décrite par l’ensemble des valeurs de ses attributs a = (v1, . . . , vn) où vi ∈ DVi
et DVi est l’ensemble des valeurs possibles de Vi.
– l’ensemble des critères {g1, . . . , gm} pour guider le choix. Par exemple la sta-
bilité du vélo et le confort de chargement du vélo dans un autre véhicule sont
des critères de choix.
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Choisir un vélo est un problème de décision récurrent puisque le problème de décision
se produit plusieurs fois avec le même ensemble d’alternatives (au sens où l’ensemble
V des attributs d’un vélo ne change pas) et la même liste de critères, mais à chaque
fois avec un cas de décision spéciﬁque : le décideur, le contexte et les préférences
sont diﬀérents.
Les caractéristiques d’un cas de décision sont regroupées en trois ensembles : (1)
les caractéristiques directes du cycliste (âge, poids, sexe, taille, niveau d’activité,
etc.), (2) ses usages du vélo : type et fréquence d’utilisation du vélo, besoin de
transporter (courses, bagage en randonnée, enfant, etc.), (3) l’environnement et le
contexte de l’utilisation du vélo (type de sol des lieux d’usage (chemin, route de
campagne, ville, etc.), relief du lieu d’usage, précipitation moyenne du lieu d’usage,
etc.).
L’objectif est de fournir au cycliste voulant acheter un vélo un ensemble de recom-
mandations pertinentes sur les caractéristiques du vélo qui répondra à ses besoins
et à ses projets. Un tel système de recommandations doit intégrer des connaissances
d’experts sur les vélos et leur utilisation alors que ces experts ne sont pas présents
lors du choix du vélo. Ces recommandations se basent sur la description du cycliste,
de ses besoins et objectifs, et la description du contexte. Aucune préselection de vé-
los n’est requise. Au contraire, les recommandations fournies ont pour but d’aider le
décideur à sélectionner un ensemble d’alternatives satisfaisantes, avant d’en choisir
ﬁnalement une.
Dans le problème du choix d’un vélo, l’incertitude est à deux niveaux : d’une
part elle vient d’une description incomplète ou imprécise du cas de décision, d’autre
part, l’incertitude porte sur l’évaluation d’un vélo donné sur un critère donné, pour
un cycliste donné avec ses objectifs (incertitude épistémique). Nous avons choisi un
modèle à base de réseau bayésien car il intègre ces diverses formes d’incertitude et
permet de propager des informations sur les variables observées vers les autres va-
riables. Le choix d’un modèle distribué est motivé par deux points. Premièrement,
les paramètres qui peuvent inﬂuencer sur le choix sont naturellement répartis sur
plusieurs entités, telles que le cycliste, l’environnement d’utilisation, le vélo, etc.
Le choix d’une organisation basée sur des agents équipés d’un réseau bayésien lo-
cal permet de représenter chaque entité par un agent spéciﬁque, et de construire
séparément le réseau bayésien local de chaque agent.
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Figure 4.3 – Graphe des agents d’un système de recommandations pour le choix
d’un vélo.
Deuxièmement, le nombre total de paramètres est très élevé et la construction
d’un seul réseau bayésien conduirait à une structure de graphe avec de nombreux
chemins multiples entre deux nœuds ce qui augmenterait le risque d’obtenir un
modèle inutilisable.
4.2.2.2 Graphe des agents pour un système de recommandations pour
le choix d’un vélo
Dans cette partie, nous décrivons la structure du modèle proposé à base d’agents
équipés d’un réseau bayésien local pour fournir un ensemble de recommandations
sur le choix d’un vélo, en fonction des particularités de chaque situation. Nous com-
mençons par décrire le graphe des agents, avec le rôle de chaque agent, puis nous
décrivons le fonctionnement du système, à l’aide du graphe du réseau bayésien local
d’un agent expert d’un critère, en illustrant ces explications avec le problème de
l’aide au choix d’un vélo.
La ﬁgure 4.3 montre le graphe des agents impliqués dans le système chargé de
fournir les recommandations. Les agents sont de trois catégories :
Sur la gauche, trois agents représentent les caractéristiques d’un cas de décision.
L’agent "cycliste" est un expert de la personne pour laquelle il est question de choi-
sir un vélo. Les deux autres agents représentent l’utilisation souhaitée du vélo et
l’environnement dans lequel le vélo sera utilisé (climat, relief, réseau routier, etc.).
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Ces trois agents tirent leurs informations de questionnaires, d’entretiens directs ou
indirects avec le cycliste. Ils les complètent avec l’expertise inclue dans leur réseau
bayésien local et grâce au mécanisme d’inférence. Ces agents sont fournisseurs d’in-
formations pour la plupart de leur variables.
Au centre de la ﬁgure 4.3 se trouvent les agents associés aux critères de décision.
Pour l’aide au choix d’un vélo, trois critères sont représentés : la stabilité du vélo,
sa réactivité et le confort de chargement du vélo dans un véhicule. Chaque critère
est modélisé par un agent qui a pour mission d’évaluer l’importance de ce critère en
fonction du cas de décision et qui l’utilise pour fournir une distribution de proba-
bilités sur le niveau de qualité attendue d’une alternative sur ce critère. Ce niveau
de qualité est représenté par un indice entre 0 et 1. L’agent d’un critère fournit une
distribution de probabilité sur les diﬀérents niveaux de qualité qui reﬂète l’attente
sur ce critère en fonction des caractéristiques du cas de décision.
Sur la droite, l’agent "vélo" est un expert du vélo. Son réseau bayésien lo-
cal contient d’une part l’ensemble des caractéristiques directes d’un vélo et leurs
liens, ainsi qu’un ensemble de variables complexes qui combinent les caractéristiques
simples du vélo et si besoin les caractéristiques du cycliste pour évaluer un vélo sur
chacun des critères. Chaque noeud d’évaluation d’une alternative sur un critère est
partagé avec l’agent responsable de ce critère.
4.2.2.3 Fonctionnement du système de recommandations à l’aide d’agents
équipés d’un réseau bayésien local
Le système de recommandations fonctionne suivant les trois étapes ci-dessous :
– Etape 1 : les agents qui représentent le cas de décision collectent leurs obser-
vations et fournissent aux agents des critères les informations sur les carac-
téristiques du cycliste concerné, son environnement et ses objectifs en termes
d’utilisation du vélo. Ces informations sont des observations probabilistes ﬁxes.
– Etape 2 : chaque agent d’un critère évalue l’importance du critère dans ce cas
de décision à l’aide des informations reçues et envoie à l’agent ”vélo” le niveau
de qualité attendue pour ce critère. Ce niveau se présente sous la forme d’une
observation probabiliste ﬁxe.
– Etape 3 : l’agent vélo propage l’ensemble des observations probabilistes ﬁxes
qu’il a reçues concernant le niveau de qualité attendu des critères et obtient
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Figure 4.4 – Agent d’un critère de décision et agent vélo, avec leur réseau bayésien
local et leurs liens avec les autres agents.
ainsi une recommandation pour chaque caractéristique directe du vélo sous la
forme d’une distribution de probabilité.
Examinons plus en détail ce fonctionnement à l’aide de la ﬁgure 4.4 qui montre
le détail du graphe des réseaux bayésiens locaux d’un agent chargé d’un critère et
de l’agent ”vélo” ainsi que leurs liens avec les autres agents.
La ﬁgure 4.4 montre les liens entre un agent responsable d’un critère et les
autres agents. Sur la gauche, les ﬂèches représentent les informations demandées
par l’agent d’un critère aux agents décrivant le cas de décision en vue d’évaluer
l’importance du critère pour ce cas de décision. Ces informations sont échangées sous
la forme d’observations probabilistes ﬁxes (qui peuvent être aussi des observations
certaines). Sur la droite, la ﬂèche de l’agent du critère i vers l’agent ”vélo” représente
l’information envoyée par l’agent chargé d’un critère à l’agent vélo. Cette information
concerne le niveau de qualité attendue sur le critère concerné pour le cas de décision
en cours. Il s’agit d’une distribution de probabilités sur l’ensemble des valeurs du
noeud gi d’évaluation du critère i qui résulte de l’inférence dans le réseau bayésien
local de l’agent de ce critère. Cette évaluation est une observation probabiliste ﬁxe
que l’agent vélo reçoit, en même temps que les évaluations des autres critères.
L’information échangée entre deux agents concerne une ou plusieurs variables
partagées entre les deux agents. Du coté de l’agent fournisseur d’informations pour
un ensemble de variables, il s’agit de variables de sortie, alors que du coté de l’agent
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demandeur d’informations pour un ensemble de variables, il s’agit d’une variable
d’entrée.
Examinons maintenant la structure du graphe du réseau bayésien local de l’agent
chargé du ième critère de décision (voir ﬁgure 4.4). Ce graphe contient une V-
structure incluant trois nœuds directement associés au critère i :
– Impi : indice d’importance du critère (évalué en fonction du cas de décision).
Les nœuds parents de Impi sont des caractéristiques du cas de décision.
– gi : indice d’évaluation d’une alternative donnée pour ce critère (évalué en
fonction des caractéristiques de l’alternative et du cas de décision). Les nœuds
parents de gi sont des caractéristiques de l’alternative et du cas de décision.
– Sati : indice de satisfaction du critère fournie par une alternative donnée en
fonction du cas de décision (sat = gImp). Cette déﬁnition permet d’exiger
le même niveau de satisfaction pour tout critère, quel que soit son niveau
d’importance.
Lorsque le niveau de satisfaction attendu est ﬁxé, alors le chemin entre les nœuds
Imp et g est passant. Ce principe est utilisé pour évaluer l’indice g pour chaque
critère en fonction de l’importance de ce critère : le niveau de satisfaction est ﬁxé
dans un intervalle de valeurs correspondant à une satisfaction élevée pour tous les
critères, et la propagation du nœud Impi vers le nœud gi permet d’obtenir le niveau
de qualité souhaité sur le critère i dans ce cas de décision.
La déﬁnition de l’indice de satisfaction et la V-structure assurent le comporte-
ment suivant : lorsqu’un critère est peu ou pas important (indice proche de zéro)
selon le cas de décision, le niveau de qualité attendu sur ce critère est quelconque
(distribution de probabilité uniforme sur le niveau de qualité attendu). A l’inverse,
pour un critère très important (indice proche de 1), le niveau de qualité attendu est
élevé (proche de 1).
La ﬁgure 4.5 illustre une partie des réseaux bayésiens locaux des agents repré-
sentant un cas de décision : (a) agent ”Cycliste” et (b) agent chargé de décrire
l’utilisation du vélo. La plupart des nœuds de ces réseaux bayésiens sont partagés
avec les réseaux bayésiens locaux d’autres agents.
Deux exemples concrets des graphes d’agents de critères sont donnés dans la
ﬁgure 4.6 pour les critères de stabilité (a) et de confort de chargement du vélo
dans un train ou un véhicule (b). Par exemple, l’agent du critère de stabilité du vélo
commence par demander à ses fournisseurs les informations sur le cycliste, pourquoi,
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Figure 4.5 – Une partie du graphe du réseau bayésien local des agents représentant
(a) le cycliste et (b) l’utilisation du vélo.
comment et où il veut faire du vélo. A l’aide de ces information, l’agent du critère
stabilité évalue l’importance d’avoir un vélo stable et en déduit le niveau de stabilité
du vélo attendu pour ce cas de décision.
Examinons maintenant le réseau bayésien local de l’agent représentant le vélo
(ﬁgure 4.7). Les caractéristiques directes du vélo (sur le type de cadre, de pneu, de
guidon, etc.) sont ses variables de sortie car l’objectif de cet agent est de fournir
des recommandations sur ces caractéristiques. Les variables d’entrées de l’agent vélo
sont les niveaux de qualité attendus sur chacun des critères (variables gi). Le réseau
bayésien local de l’agent ”vélo” combine l’ensemble des exigences concernant chaque
critère de décision et les propage sur les caractéristiques directes du vélo.
Dans ce modèle, les niveaux de qualités attendus pour chaque critère ne peuvent
pas être des observations certaines puisqu’ils résultent d’un raisonnement incertain.
Le niveau de qualité attendu pour un critère dépend de l’importance de ce critère
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Figure 4.6 – Graphe du réseau bayésien local des agents associés (a) au critère de
stabilité, (b) au critère de confort de chargement du vélo dans un véhicule ou en
train.
qui est par nature une information incertaine. Une première source d’incertitude
dans l’évaluation de l’importance des critères est dû au fait que les informations qui
décrivent le cas de décision sont souvent incomplètes. La deuxième raison est que
l’incertitude de l’évaluation de l’importance des critères est basée sur une synthèse
des connaissances par les experts pour le choix d’un vélo.
Finalement, expliquons en détail pourquoi les distributions de probabilité échan-
gées entre les agents doivent rester ﬁxes. Considérons les informations envoyées par
deux agents critères à l’agent expert du vélo. Dans le réseau bayésien local de l’agent
vélo, les variables d’entrée (g1 et g2 par exemple) qui reçoivent des informations
représentent les niveaux de qualité souhaités pour les critères 1 et 2. Ces distribu-
tions de probabilités ne dépendent que des caractéristiques du cas de décision, et ne
doivent pas être modiﬁées par la nécessité du compromis entre les critères. Or dans
le réseau bayésien local de l’agent spécialiste du vélo, les variables g1 et g2 ne sont en
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Figure 4.7 – Extrait du réseau bayésien local de l’agent "expert du vélo".
général pas d-séparées par les autres variables observées 1. Donc si les distributions
de probabilités reçues sur g1 et g2 ne sont pas maintenues ﬁxes, le niveau de qualité
souhaité pour le critère 2 pourrait modiﬁer le niveau de qualité souhaité pour le
critère 1. Ce qui n’est pas correct vu que les variables gi représentent les niveaux de
qualité attendus pour chaque critère, et non pas l’évaluation d’un vélo précis.
Le système de recommandation mis en oeuvre par l’agent vélo consiste donc à
propager l’ensemble des attentes sur le niveau de qualité de chaque critère, sous la
forme d’un ensemble d’observations probabilistes ﬁxes (une par critère). Une expli-
cation détaillée du fonctionnement du système de recommandations se trouve dans
(DSL13).
Dans cette section, nous avons présenté comment les observations probabilistes
sont utilisées dans les structures composées d’agents équipés d’un réseau bayésien
local, pour permettre à un agent de prendre en compte dans son modèle de raisonne-
ment une information fournie par un autre agent expert sur une variable partagée.
Ensuite, nous avons montré comment utiliser un tel modèle à base d’agents équipés
1. il n’est pas possible de montrer que tous les chemins entre g1 et g2 sont bloqués.
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de réseaux bayésiens locaux pour un problème récurrent d’aide à la décision multi-
critères et nous avons illustré cette problématique avec le problème du choix d’un
vélo. Nous avons expliqué pourquoi les observations probabilistes fournies par un
agent à un autre qui les lui demandent doivent rester ﬁxes.
En perspective, il nous semble intéressant d’implémenter complètement cette
application avec des agents équipés d’un réseau bayésien local
4.3 Observations sur des variables continues dans
un réseau bayésien discret
Dans cette partie, nous présentons un cas d’utilisation d’observations probabi-
listes ﬁxes pour prendre en compte une observation certaine sur une variable conti-
nue. Lorsque cette variable est discrétisée grossièrement (c’est à dire avec peu d’in-
tervalles) dans le réseau bayésien, le fait de traduire l’observation certaine en une
distribution de probabilité sur l’ensemble des intervalles peut permettre de compen-
ser partiellement la perte d’information liée à la discrétisation grossière.
La discrétisation des variables continues dans un réseau bayésien est un compro-
mis entre trois critères qui n’ont pas toujours la même importance :
– (1) La qualité de l’information : la discrétisation doit éviter ou minimiser
toute perte d’information du modèle. Les intervalles doivent être déﬁnis de
telle sorte que, si deux valeurs diﬀérentes pour un nœud observé fournissent
des résultats diﬀérents pour les nœuds cibles, ils doivent être contenus dans
deux intervalles diﬀérents. Ce critère conduit à préférer un nombre d’intervalles
de discrétisation important.
– (2) La qualité statistique : la discrétisation doit assurer qu’il ya suﬃsam-
ment d’échantillons dans chaque intervalle ; Ce critère conduit à choisir un
petit nombre d’intervalles de discrétisation, surtout lorsque la base de données
contient un petit nombre d’échantillons.
– (3) L’eﬃcacité des calculs : cet aspect est d’autant plus important que la
variable discrétisée a plusieurs nœuds parents et / ou des nœuds ﬁls, et que la
taille globale du réseau bayésien est grande. Ce critère conduit à préférer des
petits nombres d’intervalles de discrétisation.
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Dans l’exemple que nous avons traité, c’est le deuxième critère qui est prépon-
dérant, et conduit au choix d’une discrétisation grossière.
Dans la suite, nous expliquons le principe de la discrétisation ﬂoue des variables
continues. Puis, nous présentons en détail une application concrète de ce principe sur
un réseau bayésien simple associé au problème du diagnostic du cancer de la prostate.
L’objectif des tests réalisés est de comparer d’une part les résultats obtenus par des
réseaux bayésiens avec et sans observation probabiliste, et d’autre part de comparer
les résultats obtenus avec d’autres classiﬁeurs classiques. Après avoir présenté le
problème du cancer de la prostate sur lequel nous avons expérimenté notre approche,
nous décrivons les variables et la structure du réseau bayésien construit pour ce
problème à l’aide des données réelles de patients de l’hôpital Habib Bourguiba de
Sfax ; nous expliquons ensuite la méthodologie suivie pour réaliser les tests et nous
présentons les autres classiﬁeurs utilisés pour la comparaison. Enﬁn, nous présentons
les résultats et le bilan de ces tests.
Toutes les expériences ont été eﬀectuées sur une machine d’un processeur IntelR
CoreTM i3, 2.27 GHz avec une RAM de 3 Go. Les programmes ont été implémentés
en matlab en utilisant ”Bayes Net Toolbox” (BNT).
4.3.1 Principe
La discrétisation d’une variable continue nécessite de déterminer le nombre d’in-
tervalles et l’ensemble des seuils. Ces choix sont parfois un compromis diﬃcile. En
eﬀet, dans le cas d’un réseau bayésien discret, le nombre d’états des variables, ainsi
que le nombre des parents d’un nœud détermine la taille de la table de probabilités
conditionnelles de ce nœud, et donc la taille du modèle. Or, la taille du modèle est
un facteur important pour l’apprentissage et l’inférence dans le réseau bayésien. A
l’opposé, une discrétisation grossière peut conduire à une perte de précision.
La solution proposée dans (TB08) pour propager des observations sur les va-
riables continues dans un réseau bayésien discret consiste à choisir une discrétisation
avec un petit nombre d’intervalles, et à propager des observations probabilistes ﬁxes
sur ces états pour représenter des observations certaines sur les variables continues.
Ainsi, les observations certaines sur les variables continues seront remplacées par
des observations probabilistes sur les mêmes variables après discrétisation.
Les observations probabilistes sont obtenues par discrétisation ﬂoue.
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Une partition ﬂoue sur un univers Ω est un ensemble d’états ﬂous {f1, ..., fp} tel
que ∀x ∈ Ω,
∑p
i=1 Xfi(x) = 1 où Xfi est la fonction d’appartenance de fi, c’est à
dire une fonction Xfi : Ω 7−→ [0, 1].
L’ensemble des intervalles de la discrétisation de la variable continue est remplacé
par un ensemble d’états ﬂous {f1, . . . , fp} tel que déﬁni ci-dessus. L’observation
initiale sur la variable continue : X = x est transformée en une distribution de
probabilités R(Xd) = (Xf1(x), . . . , Xfp(x)).
L’utilisation d’une observation probabiliste ﬁxe garantit que la distribution de
probabilité de la variable observée ne sera pas modiﬁée ensuite par des observations
sur d’autres variables. Ceci est nécessaire car l’observation certaine initiale sur la
variable continue signiﬁe que la valeur observée est connue de manière certaine.
Dans la suite, nous présentons un exemple d’application de la discrétisation ﬂoue
des variables continues sur un réseau bayésien concernant le problème du diagnostic
du cancer de la prostate.
4.3.2 Problème du cancer de la prostate
Le cancer de la prostate, ou adénocarcinome (ASBW70) est actuellement le
cancer le plus fréquent chez l’homme et constitue la seconde cause de mortalité par
cancer chez l’homme. En 1970, le dosage de PSA (prostate spéciﬁque antigène) a
permis une avancée considérable dans le diagnostic du cancer de la prostate. Pour
suivre l’évolution des patients traités pour ce cancer, les médecins utilisent le dosage
sanguin du PSA. Ainsi, une augmentation de son taux dans le temps signale une
progression de la maladie. Néanmoins, aucun chiﬀre de taux de PSA ne peut donner
la certitude que la prostate est normale et qu’il n’y a pas de cancer. Il peut s’agir
d’une prostatite (infection aiguë ou chronique de la prostate), ou d’un adénome
(tumeur bénigne).
A partir d’un ensemble de symptômes, le médecin qui craint que son patient
soit atteint de ce cancer, doit décider de faire ou non des examens complémentaires
comme une biopsie de la prostate. Or il arrive que ce type d’examen soit demandé
de manière abusive, car la démarche mise en jeu pour le diagnostic du cancer de la
prostate reste mal connue du clinicien (Hak08).
Un diagnostic précoce de ce cancer est très intéressant pour l’éradiquer dans un
stade primaire, car les traitements sont d’autant plus eﬃcaces que la maladie est
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peu développée. Une meilleure évaluation du risque de cancer de la prostate permet
d’éviter de prescrire des tests supplémentaires tels que la biopsie de la prostate
lorsque le risque est considéré comme assez faible.
4.3.3 Description du réseau bayésien
Dans le cadre de notre travail, nous avons travaillé avec les professeurs en urolo-
gie à l’hôpital Habib Bourguiba de Sfax (Tunisie). Les entretiens avec les médecins
et la littérature disponible sur ce sujet nous ont permis d’extraire les variables et la
structure du modèle. Nous utilisons un réseau bayésien causal car il est plus facile
à comprendre et à valider par les experts médicaux. Les variables concernent les
données que les médecins rassemblent pour donner un premier diagnostic. La pre-
mière question du médecin concerne l’âge du patient. En eﬀet, la probabilité d’avoir
une tumeur de la prostate augmente avec la progression de l’âge. A l’inverse, plus
le patient est jeune plus le médecin pense à une prostatite. Le toucher rectal donne
les informations sur le volume de la prostate et son aspect. Le médecin note aussi
les plaintes du patient : le prostatisme est un ensemble des troubles urinaires dus à
l’hypertrophie de la prostate. La valeur de PSA est un élément clé du diagnostic.
Voici les variables du modèle et leur domaine de déﬁnition :
– Diagnostic : {pas de cancer, cancer}
– Toucher rectal (TR) : {suspect, non-suspect}
– Prostatisme : {oui, non}
– Age : [50,100]
– PSA : [0, 2000]
Les deux variables Age et PSA sont des variables continues. Diﬀérents choix de
discrétisation de ces deux variables sont décrits et comparés dans la suite, avec et
sans observations probabilistes.
Avec ces cinq variables, nous avons déﬁni la structure du réseau bayésien avec
l’aide de spécialistes (voir ﬁgure 4.8).
Aﬁn de déﬁnir les paramètres du modèle, nous avons rassemblé une collection
rétrospective de 61 ﬁches provenant de 180 patients de l’hôpital Habib Bourguiba
de Sfax, ayant une prostatite, un adénome ou un adénocarcinome. Seules les ﬁches
suﬃsamment complètes par rapport aux variables retenues ont été conservées. Deux
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groupes de patients ont été sélectionnés : 39 patients n’ayant pas de cancer (soit
prostatite ou adénome), et 22 patients ayant un cancer (adénocarcinome).
Nous avons déﬁni les probabilités conditionnelles des nœuds du réseau bayésien
par un apprentissage automatique des paramètres avec le logiciel Netica (Nor14),
avec l’algorithme EM (N+04). Vu le petit nombre de données disponibles, nous avons
utilisé la méthode de la validation croisée avec 10 paquets.
Figure 4.8 – Réseau Bayésien modélisant le cancer de la prostate
4.3.4 Méthodologie et tests
L’objectif des tests suivants est d’étudier l’utilisation des observations proba-
bilistes pour propager des observations sur des variables continues dans un réseau
bayésien discret. Nous avons déﬁni trois réseaux bayésiens avec la même structure
(voir ﬁgure 4.8) et correspondant chacun à une discrétisation diﬀérente pour les
variables continues. Les variables continues Age et PSA sont discrétisées grossière-
ment dans le premier réseau bayésien (RB1), et un peu plus ﬁnement dans les RB2
et RB3. Les trois variables discrètes sont identiques dans les trois réseaux bayésiens.
La table 4.1 présente les trois réseaux bayésiens utilisés dans les tests avec le nombre
d’intervalles de discrétisation des variables continues et les types d’observations uti-
lisées sur ces variables : observations certaines et / ou observation(s) probabiliste(s)
ﬁxe(s).
La variable Age est discrétisée avec la méthode de equal width discretization
(DKS+95) dans le réseau bayésien RB1 en deux intervalles et dans les réseaux bayé-
86
Chapitre 4 : Application des Obs Probabiliste
Table 4.1 – Les trois réseaux bayésiens utilisés dans les tests (nombre d’intervalles
de discrétisation et type d’observations)
Discrétisation Discrétisation nombre Type d’observation
Age PSA de pour les variables
paramètres Age et PSA
observations certaines
RB1 2 intervalles 2 intervalles 18 et observations probabilistes
(deux tests)
RB2 4 intervalles 2 intervalles 24 observations certaines
RB3 4 intervalles 4 intervalles 28 observations certaines
siens RB2 et RB3 en 4 intervalles. Dans les les réseaux bayésiens RB1 et RB2, la
variable PSA est discrétisée en deux intervalles suivant le seuil de 10 généralement
admis comme seuil du risque de cancer de la prostate. Dans le réseau bayésien RB3
la variable PSA est discrétisée en quatre intervalles suivant les seuils de 4, 10 et
100. Ce choix des seuils est basé sur l’expérience des urologues : la valeur de PSA
est généralement inférieure à 4 ng/ml pour une personne en bonne santé. La valeur
10 ng/ml est généralement acceptée par les médecins spécialistes comme un seuil
au-delà duquel le risque de cancer de la prostate devient élevé, lorsqu’il est combiné
avec d’autres symptômes. Un taux de PSA supérieure à 100 ng/ml est certainement
du à un cancer de la prostate. Le choix de la discrétisation a un impact direct sur
la taille du modèle. Le nombre de paramètres dans un réseau bayésien discret est la
taille totale des tables de probabilités conditionnelles. Dans notre étude, le réseau
bayésien RB1 possède 18 paramètres alors que le réseau bayésien RB3 possède 28
paramètres : 4 (taille de la TPC Age) + 2× 4 (taille de la TPC Diagnostic) + 2× 4
(taille de la TPC PSA) + 2 × 2 (taille de la TPC TR) + 2 × 2 (taille de la TPC
Prostatisme) = 28.
Par la suite, nous comparons les résultats de classiﬁcation des réseaux bayésiens
RB1, RB2 et RB3, en propageant uniquement des observations certaines (dans les
réseaux bayésiens RB1, RB2 et RB3) ou des observations probabilistes sur les va-
riables Age et PSA et des observations certaines sur les variables TR et Prostatisme
(dans le réseau bayésien RB1).
Nous présentons maintenant la discrétisation ﬂoue utilisée pour obtenir des ob-
servations probabilistes sur les variables Age et PSA. Pour la variable PSA, on
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considère deux états ﬂous qui correspondent aux taux de PSA en faveur ou non du
cancer de la prostate. La ﬁgure 4.9 donne la fonction d’appartenance à l’ensemble
ﬂou correspondant à un taux de PSA en faveur du cancer de la prostate. Cette
fonction est issue des données statistiques présentes dans la littérature (Hak08). A
partir du taux de PSA observé chez un patient, cette fonction permet de déﬁnir
la distribution de probabilité sur les deux états ﬂous de la variable PSA. Cette
distribution constitue une observation probabiliste ﬁxe.
Figure 4.9 – Fonction d’appartenance associée à l’état ﬂou ”PSA en faveur d’un
cancer de la prostate”
Du fait que la discrétisation ﬂoue de la variable PSA ne contient que deux états
ﬂous, la fonction d’appartenance associée au 2ème état ﬂou peut être déduite de la
fonction d’appartenance associée au premier état ﬂou. On peut remarquer que la
valeur de PSA = 10 correspond à un degré d’appartenance de 0.5, ce qui détermine
le point de croisement des courbes des fonctions d’appartenance des deux états ﬂous.
Le tableau 4.2 donne le vecteur d’observation obtenu après chaque type de
discrétisation de la variables PSA pour deux valeurs observées (PSA = 10.3 et
PSA = 6.8). La distribution de probabilité obtenue à partir de la discrétisation
ﬂoue est calculée grâce à la fonction d’appartenance représentée sur la ﬁgure 4.9.
Nous avons utilisé les trois réseaux bayésiens décrits ci-dessus, avec et sans obser-
vations probabilistes pour prédire le cancer de la prostate. Nous avons comparé les
résultats obtenus avec ceux obtenus par d’autres types de classiﬁeurs classiques : les
arbres de décision, les K plus proches voisins, et les machines à vecteur de support.
Avant de présenter les résultats obtenus, nous présentons brièvement ces diﬀérents
classiﬁeurs.
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Table 4.2 – Vecteur d’observation obtenu après discrétisation classique et ﬂoue
pour deux valeurs observées de la variable PSA
Observation certaine Observation probabiliste
(discrétisation ﬂoue)
(RB1) (RB2) (RB1)
Domaine de PSA {”<10”, {”<4”, [4,10[, {”PSA en faveur du cancer”,
”>=10”} [10,100[,”>=100”} ”PSA en défaveur du cancer”}
PSA = 10.3 (0, 1) (0, 0, 1, 0) (0.498, 0.502)
PSA = 6.8 (1, 0) (0, 1, 0, 0) (0.712, 0.288)
4.3.5 Autres algorithmes de classiﬁcation pour le diagnostic
du cancer de la prostate
Les classiﬁeurs que nous présentons ci-dessous nécessitent de choisir les valeurs
de divers paramètres. Pour cela, nous avons testé diﬀérentes valeurs des paramètres
et retenu celles qui donnent les meilleurs résultats.
4.3.5.1 Arbres de décision
Les arbres de décision, font partie des méthodes de classiﬁcation dites non pa-
ramétriques. Aucune hypothèse n’est faite sur la distribution conditionnelle de pro-
babilité du modèle. C’est à partir d’une approche structurelle des données que les
frontières de décisions dans l’espace des attributs sont déterminées.
La procédure de classiﬁcation est apprise de manière hiérarchique, sous la forme
d’un arbre où les nœuds correspondent aux attributs, et les feuilles portent les dif-
férentes classes du problème. La méthodologie employée pour construire l’arbre de
décision consiste à séparer un nœud en plusieurs branches par rapport à un attribut
donné, de manière à maximiser la proportion d’objets appartenant à une même classe
dans chacune des branches formées. Ce procédé est répété de manière récursive sur
chacun des nœuds ﬁls obtenus, jusqu’à obtention de sous-régions de l’espace des at-
tributs dans lesquelles les exemples appartiennent tous à une même classe. Ce nœud
est alors remplacé par une feuille étiquetée par la classe à laquelle appartiennent
les objets y ﬁgurant. La division d’un nœud en plusieurs branches s’eﬀectue généra-
lement de façon binaire. Dans notre travail, nous avons utilisé l’algorithme CART
(BFSO84) pour apprendre l’arbre de décision.
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4.3.5.2 K Plus Proches voisins
L’algorithme des K Plus Proches voisins (KPP) (Das91) utilise une mesure de
distance pour déﬁnir la notion de proximité entre deux cas (ou individus). Cet
algorithme permet de classer un échantillon en identiﬁant les individus présentant le
plus de similitudes. Dans les tests qui suivent, nous avons utilisé l’algorithme KPP
avec la distance euclidienne et un nombre de voisins K = 14 car cette valeur oﬀre les
meilleures performances du classiﬁeur avec le jeu de données que nous avons utilisé.
4.3.5.3 Machines à Vecteur de Support
Les Machines à Vecteurs de Support (MVS ou SVM en anglais) (CV95) consti-
tuent une famille d’algorithmes d’apprentissage permettant de contrôler la capacité
de généralisation des modèles qu’ils produisent. En s’appuyant sur le principe de
minimisation du risque structurel, cette famille d’algorithmes formule l’apprentis-
sage sous la forme d’un problème d’optimisation. Les MVS constituent une approche
intéressante au problème de classiﬁcation, et ont été utilisées avec succès à des ap-
plications issues du monde réel.
Les choix de la fonction noyau, de ses paramètres et de la valeur du coût de
dépassement des contraintes ”C” sont ﬁxés avant de résoudre le problème d’optimi-
sation. Les noyaux polynomiaux peuvent donner des temps de résolution excessive-
ment longs. On préfèrera en général utiliser un noyau Gaussien pour obtenir plus
rapidement la solution optimale du problème. Une faible valeur pour ”C” facilite
la résolution du problème d’optimisation au détriment de l’optimalité de la solu-
tion obtenue. A l’inverse, la complexité du problème étant fonction du nombre de
contraintes, une valeur trop importante pour ”C” augmente de manière signiﬁcative
le temps de calcul.
Dans notre travail, les paramètres déﬁnis pour le MVS sont "la fonction noyau"
avec la valeur "fonction noyau Gaussienne" et "l’implémentation multi-classe" avec
la valeur "one-versus-one". Nous avons ﬁxé la valeur du coût de dépassement des
contraintes "C" à 1 et la valeur du paramètre noyau à 10−3.
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4.3.6 Résultats
Les résultats des quatre séries de tests sur les réseaux bayésiens décrits ci-dessus
sont présentés maintenant. Chacun des 61 échantillons a été testé en utilisant la
validation croisée avec 10 paquets en insérant les observations certaines ou probabi-
listes sur Age, PSA, Prostatisme et TR suivant la table 4.1. Pour chaque test, le
diagnostic retenu est celui qui a la probabilité a posteriori la plus élevée.
La table 4.3 présente les résultats de classiﬁcation des réseaux bayésiens (RB1,
RB2 et RB3) utilisés avec uniquement des observations certaines. Les résultats sont
présentés sous forme de matrice de confusion 2 avec dans chaque case le nombre de
cas bien ou mal classés ; la somme des deux nombres sur chaque diagonale (cases
grisées) donne le nombre de cas bien classés par ce réseau bayésien, sur un total de
61 cas.
Rappelons que la seule diﬀérence entre ces trois réseaux bayésiens concerne la
discrétisation des deux variables continues Age et PSA, avec la discrétisation la plus
grossière pour le réseau bayésien RB1 et la plus ﬁne pour le réseau bayésien RB3.
Ces résultats indiquent des performances très proches pour ces trois classiﬁeurs,
avec un cas de plus bien classé entre les réseaux bayésiens RB1 et RB2 et un cas
de plus de bien classé entre les réseaux bayésiens RB2 et RB3. Il n’est cependant
pas possible d’améliorer ces résultats en aﬃnant la discrétisation des variables à
cause du trop petit nombre de cas disponibles pour l’apprentissage des paramètres
du réseau bayésien.
La table 4.4 illustre les résultats issus du réseau bayésien RB1 en appliquant
deux observations probabilistes (sur PSA et Age) et des observations certaines (sur
TR et Prostatisme).
Les résultats du réseau bayésien RB1 en utilisant des observations probabilistes
pour les variables continues Age et PSA sont meilleurs que ceux obtenus avec des
observations classiques, même sur des réseaux bayésiens avec une discrétisation plus
ﬁne. La matrice de confusion du réseau bayésien RB1 utilisé avec des observations
probabilistes aﬃche 3 cas bien classés de plus que le même réseau bayésien avec des
observations classiques, (5% de plus) et 1 cas de plus que le réseau bayésien RB3.
2. Il s’agit d’un tableau de contingence confrontant les états obtenus (colonnes) et les états
désirés (lignes) pour l’échantillon. Sur la diagonale, on trouve donc les valeurs bien classées, hors
de la diagonale les éléments mal classés ; la somme des valeurs sur une ligne donne le nombre
d’exemplaires théoriques de la catégorie.
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Table 4.3 – Matrices de confusion obtenues en appliquant uniquement des obser-
vations certaines dans chaque réseau bayésien
RB1 RB2 RB3
Cas réel pas de cancer pas de cancer pas de cancer
cancer cancer cancer
pas de cancer 29 4 29 3 30 3
cancer 7 21 7 22 6 22
Table 4.4 – Matrice de confusion obtenues avec le réseau bayésien RB1 en appli-
quant deux observations probabilistes (*)
RB1 (*)
Cas réel pas de cancer
cancer
pas de cancer 31 3
cancer 5 22
Aﬁn de comparer ces résultats avec ceux d’autres classiﬁeurs, nous avons étendu
les tests en utilisant les algorithmes de classiﬁcation suivants : KPP, arbre de décision
et machine à vecteurs de support. Comme pour les réseaux bayésiens, chacun des
61 cas a été classé à l’aide d’un classiﬁeur appris à partir d’un ensemble de données
d’apprentissage constitué de 55 cas (90% des données). Avec nos données, tous ces
algorithmes fournissent les mêmes résultats en termes de classiﬁcation. La matrice
de confusion commune est présenté dans la table 4.5.
Table 4.5 – Résultats de classiﬁcation avec des observations classiques dans diﬀé-
rents réseaux bayésiens
KPP, arbre de décision et MVS (identique)
Cas réel pas de cancer cancer
pas de cancer 29 2
cancer 7 23
Dans cette étude, les résultats fournis par les classiﬁeurs classiques sont très
similaires à ceux fournis par les réseaux bayésiens avec des observations classiques,
et moins bons que les résultats du réseau bayésien RB1 avec des discrétisations ﬂoues
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pour les variables continues. Aﬁn de donner une vue synthétique des résultats, nous
avons rassemblé dans la table 4.6 le pourcentage de bonne classiﬁcation de chaque
classiﬁeur, et le coeﬃcient kappa qui évalue la qualité de la concordance pour chaque
test.
Table 4.6 – Pourcentage de bonne classiﬁcation et test de concordance (Kappa)
Test RB1 RB2 RB3 RB1 * KPP,
arbre de décision,
MVS
Pourcentage de 82 84 85 87 85
bonne classiﬁcation (%)
coeﬃcient de 0.63 0.67 0.7 0.73 0.7
concordance (κ)
Le meilleur pourcentage de bonne classiﬁcation est obtenu avec le réseau bayé-
sien RB1, où on a appliqué une discrétisation grossière avec deux états ﬂous pour les
variables continues et propagé des observations probabilistes. Ce même réseau bayé-
sien utilisé avec seulement des observations certaines fournit des résultats moins bons
que tous les autres classiﬁeurs considérés ici. D’une part, l’utilisation de seulement
deux intervalles pour la discrétisation des variables continues (RB1) conduit à une
perte de précision, comparativement aux réseaux bayésiens RB2 et RB3 où la dis-
crétisation se fait avec plus d’intervalles. D’autre part, l’augmentation du nombre
d’intervalles dans la discrétisation conduit à un nombre de paramètres du réseau
bayésien plus élevé, ce qui nécessite des données supplémentaires pour l’apprentis-
sage. Un plus petit nombre de paramètres du réseau bayésien permet un meilleur
apprentissage des paramètres, mais peut conduire à une perte de précision, qui peut
être partiellement compensée à l’aide des observations probabilistes ﬁxes.
Le test du kappa permet d’évaluer la concordance entre le classiﬁeur et le cas
réel. Le coeﬃcient de kappa de Cohen est déﬁni par : κ = Po−Pe
1−Pe
tel que Po est
l’accord observé (la concordance observée) et Pe est l’accord de chances prévu (la
concordance théorique). Il est calculé à partir des données des tables 4.3, 4.4 et 4.5.
Dans notre exemple, pour le test sur le RB1(*) (table 4.4), on a :
Po = (31 + 22)/61 = 0.8668
Pe = (34× 36 + 27× 25)/61
2 = 0.5103
κ = (0.8668− 0.5103)/(1− 0.5103) ≈ 0.73
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Situé dans l’intervalle [0.6, 0.8], ce coeﬃcient kappa prouve une très bonne concor-
dance entre les deux classiﬁcations. D’après ces résultats, l’utilisation des observa-
tions probabilistes pour propager des observations sur des variables continues dans
un réseau bayésien discret semble intéressant, en particulier dans les cas où la quan-
tité limitée de données ne permet pas d’utiliser une discrétisation assez ﬁne pour les
variables continues et conduit à une perte de précision.
La transformation d’une observation certaine sur une variable continue en une
observation probabiliste ﬁxe permet de garantir que cette observation ne sera pas
modiﬁée par d’autres informations, ce qui est nécessaire, de la même façon qu’une
observation certaine n’est pas remise en cause par d’autres informations. Ni les obser-
vations de vraisemblance ni les observations probabilistes non ﬁxes ne garantissent
cette propriété.
4.4 Conclusion
Dans ce chapitre, nous avons proposé trois types d’exemples d’utilisation des ob-
servations probabilistes dans les réseaux bayésiens. Dans la première section, nous
avons présenté une application qui concerne l’intégration des réseaux bayésiens avec
des systèmes d’information géographique et nous avons montré l’intérêt d’utiliser des
observations probabilistes ﬁxes pour ce type d’applications. Dans la deuxième sec-
tion, nous avons présenté comment les observations probabilistes sont utilisées dans
les structures composées d’agents équipés d’un réseau bayésien local, pour permettre
à un agent de prendre en compte dans son modèle de raisonnement une information
fournie par un autre agent expert sur une variable partagée. Nous avons illustré
un exemple d’utilisation d’un modèle à base d’agent équipés de réseaux bayésiens
locaux pour un problème récurrent d’ADMC. Dans la troisième section, nous avons
présenté un cas d’utilisation d’observation probabiliste pour prendre en compte une
observation certaine sur une variable continue. Lorsque cette variable est discrétisée
grossièrement dans le réseau bayésien et le fait de traduire l’observation certaine
en une distribution de probabilité sur l’ensemble des intervalles peut permettre de





Ce dernier chapitre propose une synthèse des contributions de ce travail, puis
souligne certaines limites et propose diverses perspectives pour l’avenir.
5.1 Conclusion
Cette thèse porte sur les observations incertaines dans les réseaux bayésiens,
c’est à dire les observations qui ne peuvent pas être représentées simplement par
l’instanciation de certaines variables du réseau bayésien, comme c’est le cas lorsque
l’observateur peut aﬃrmer avec certitude que la variable est dans l’état observé.
Cette thèse clariﬁe et étudie les diﬀérents concepts d’observations incertaines portant
sur une variable dans un réseau bayésien et menant à réviser les croyances sur
d’autres variables du réseau bayésien. Elle propose également diﬀérents exemples et
applications des observations incertaines dans les réseaux bayésiens.
De nombreux ouvrages sur les réseaux bayésiens éludent totalement la question
des observations incertaines et il en est de même pour les logiciels sur les réseaux
bayésiens. Le chapitre 2 dresse un état des lieux sur les observations incertaines
dans les réseaux bayésiens dans la littérature et dans les logiciels, en termes de
terminologie, de déﬁnition, de spéciﬁcation et de propagation. Il en ressort que
les articles sont essentiellement centrés sur les méthodes de propagation et non
pas sur les notions, déﬁnitions, caractéristiques et comparaison des diﬀérents types
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d’observations incertaines dans les réseaux bayésiens. Divers points concernant la
déﬁnition précise et le vocabulaire de ces observations restent incomplets et donnent
lieu à des confusions.
Trois types d’observations incertaines dans les réseaux bayésiens sont identiﬁés et
une terminologie est déﬁnie. Le chapitre 3 présente les concepts, déﬁnitions, proprié-
tés et exemples de chacun des types d’observations incertaines puis les méthodes de
propagation. L’observation de vraisemblance est une observation imprécise ou four-
nie par une source non ﬁable, elle est spéciﬁée par un rapport de vraisemblance et
propagée par la méthode de Pearl de l’observation virtuelle. Cette méthode consiste
à transformer une observation de vraisemblance sur une variable X en une obser-
vation certaine sur un nouveau nœud virtuel, ajouté en tant que ﬁls du nœud X.
L’observation probabiliste ﬁxe ou non-ﬁxe exprime une contrainte sur l’état de cer-
taines variables après que cette information soit propagée dans le réseau bayésien.
Une observation probabiliste sur X est spéciﬁée par une distribution de probabilité
R(X) déﬁnie ”tout bien considéré”, ce qui signiﬁe qu’elle remplace toutes croyances
précédentes et qu’elle intègre toutes les connaissances qu’on a sur X. Une observa-
tion probabiliste non-ﬁxe peut être modiﬁée, par la suite, par d’autres observations
sur n’importe quels nœuds du réseau bayésien, y compris le nœud X. Elle peut
être propagée par la conversion en observation de vraisemblance. Une observation
probabiliste ﬁxe sur une variable X ne peut être modiﬁée par aucune information
supplémentaire sur les variables du modèle. Ainsi, la propagation de plusieurs ob-
servations probabilistes ﬁxes est commutative.
Le chapitre 4 propose trois types d’exemples d’utilisation des observations pro-
babilistes ﬁxe dans les réseaux bayésiens. Premièrement, nous avons présenté une
application des observations probabilistes ﬁxes qui consiste à représenter des obser-
vations faites sur une sous population et non sur un individu. C’est le cas avec les
systèmes d’information géographique et nous avons montré l’intérêt d’utiliser des
observations probabilistes ﬁxes pour ce type d’applications. Deuxièmement, nous
avons présenté comment les observations probabilistes sont utilisées dans les struc-
tures distribuées composées d’agents équipés d’un réseau bayésien local. Les obser-
vations probabilistes ﬁxes représentent l’information envoyée par un agent ”expert”
sur ces variables à un agent ”demandeur” sur ces mêmes variables. Elles permettent
à l’agent demandeur de mettre à jour son modèle local de raisonnement en pro-
pageant l’information reçue. Nous avons illustré l’utilisation d’un modèle à base
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d’agents équipés de réseaux bayésiens locaux pour produire un système de recom-
mandations dans un problème récurrent d’aide à la décision multi-critères. Troisiè-
mement, nous avons présenté un cas d’utilisation d’observations probabilistes ﬁxes
pour prendre en compte une observation certaine sur une variable continue dans un
réseau bayésien discret. Lorsque cette variable est discrétisée grossièrement dans le
réseau bayésien, le fait de traduire l’observation certaine en une distribution de pro-
babilités sur l’ensemble des intervalles peut permettre de compenser partiellement
la perte d’information liée à la discrétisation grossière. Nous avons implémenté l’al-
gorithme BN-IPFP-1 qui permet de propager des observations probabilistes ﬁxes
dans les réseaux bayésiens. Nous avons étudié un exemple médical qui concerne le
diagnostic du cancer de la prostate. Les tests réalisés permettent de comparer d’une
part les résultats obtenus par des réseaux bayésiens avec et sans observations proba-
bilistes ﬁxes pour représenter les observations sur les variables continues du réseau
bayésien, et d’autre part les résultats obtenus avec des réseaux bayésiens et avec
d’autres classiﬁeurs classiques. Les résultats obtenus en utilisant des observations
probabilistes ﬁxes pour les variables continues sont légèrement meilleurs que ceux
obtenus avec des observations classiques ou par d’autre classiﬁeurs.
5.2 Limites et Perspectives
En perspective à court terme et en ce qui concerne les tests réalisés pour la pro-
pagation des observations sur des variables continues avec une discrétisation ﬂoue,
nous projetons d’étendre les tests avec d’autres jeux de données de taille plus im-
portante et avec des réseaux bayésiens de plus grandes taille, et de structures plus
complexes, aﬁn de mieux étudier dans quels cas cette proposition présente le plus
de bénéﬁces.
Nous envisageons d’implémenter l’application qui concerne l’intégration des ré-
seaux bayésiens avec des systèmes d’information géographique (SIG). Nous conti-
nuons la collaboration avec Philip Leicester, de l’université de Loughborough, pour
l’aide à la décision concernant les politiques d’énergies renouvelables, à l’aide de
réseau bayésien intégré dans un système d’information géographique. Cette étude
vise à montrer l’intérêt des observations probabilistes dans ce cadre en comparaison
avec d’autres méthodes intégrant des réseaux bayésiens dans des systèmes d’infor-
mation géographique, mais n’utilisant que des observations classiques. Ces travaux
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concernent aussi les problèmes d’aide à la décision multi-critères, car le choix concer-
nant les politiques sur les énergies renouvelables repose sur des critères sociaux éco-
nomiques, environnementaux, etc. Nous souhaitons aussi développer le modèle à
base d’agents équipés de réseaux bayésiens locaux pour tester le modèle de recom-
mandation proposé.
Il est à noter que l’étude des algorithmes de propagation des observations pro-
babilistes ﬁxes est traitée dans plusieurs articles. Cependant, plusieurs logiciels sur
les réseaux bayésiens ne disposent d’aucune fonctionnalité concernant la propaga-
tion d’observations incertaines. Une perspective consiste à ajouter, dans les logiciels
sur les réseaux bayésiens, la possibilité de propager les trois types d’observations
incertaines, avec un eﬀort pédagogique particulier pour permettre aux utilisateurs
de comprendre le plus facilement possible le sens de chaque type d’observation 1.
Un autre aspect pratique concerne la possibilité de cumuler plusieurs observations
incertaines sur une même variable lorsque cela est possible 2.
Les perspectives d’implémentation des observations probabilistes dans les logi-
ciels présentent un deuxième niveau de fonctionnalités pour permettre aux utili-
sateurs des réseaux bayésiens d’exploiter facilement les trois usages possibles des
observations probabilistes ﬁxes à savoir :
– rendre possible le fait d’insérer des observations sur une sous population au
lieu d’un cas unique,
– proposer à l’utilisateur la transformation en observations probabilistes ﬁxes
lorsqu’il s’agit d’insérer des observations sur des variables continues discréti-
sées,
– implémenter l’utilisation d’agents équipés d’un réseau bayésien local et leurs
échanges.
Une autre perspective concerne l’étude des indépendances conditionnelles et d-
séparation avec des observations probabilistes.
Une dernière perspective consiste à étudier les observations probabilistes dans
les diﬀérentes extensions des réseaux bayésiens. En particulier, la comparaison des
diﬀérentes propositions des réseaux bayésiens ﬂous avec les observations incertaines ;
comme nous l’avons détaillé dans l’article (BMDP+15) (partie 7.2), certains articles
1. à ce propos remarquons les travaux réalisés dans le logiciel NETICA pour la saisie des
observations de vraisemblance et les observations probabilistes non ﬁxes (appelées calibration).
2. à ce propos, a notre connaissance, seul le logiciel NETICA qui permet de combiner plusieurs
observations de vraisemblance sur la même variable.
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traitant les réseaux bayésiens ﬂous visent explicitement à prendre en compte des
observations incertaines (DPC+14b).
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RESUME :  
 
Dans un réseau bayésien, une observation sur une variable signifie en général que cette variable est 
instanciée. Ceci signifie que l’observateur peut affirmer avec certitude que la variable est dans l’état signalé. 
Cette thèse porte sur d’autres types d’observations, souvent appelées observations incertaines, qui ne peuvent 
pas être représentées par la simple affectation de la variable. Cette thèse clarifie et étudie les différents 
concepts d’observations incertaines et propose différentes applications des observations incertaines dans les 
réseaux bayésiens. 
Nous commençons par dresser un état des lieux sur les observations incertaines dans les réseaux bayésiens 
dans la littérature et dans les logiciels, en termes de terminologie, de définition, de spécification et de 
propagation. Il en ressort que le vocabulaire n'est pas clairement établi et que les définitions proposées 
couvrent parfois des notions différentes. 
Nous identifions trois types d’observations incertaines dans les réseaux bayésiens et nous proposons la 
terminologie suivante : observation de vraisemblance, observation probabiliste fixe et observation 
probabiliste non-fixe. Nous exposons ensuite la façon dont ces observations peuvent être traitées et 
propagées. 
Enfin, nous donnons plusieurs exemples d’utilisation des observations probabilistes fixes dans les réseaux 
bayésiens. Le premier exemple concerne la propagation d'observations sur une sous-population, appliquée 
aux systèmes d'information géographique. Le second exemple concerne une organisation de plusieurs agents 
équipés d'un réseau bayésien local et qui doivent collaborer pour résoudre un problème. Le troisième exemple 
concerne la prise en compte d'observations sur des variables continues dans un RB discret. Pour cela, 
l'algorithme BN-IPFP-1 a été implémenté et utilisé sur des données médicales de l'hôpital Bourguiba de Sfax.  
 
Mots clefs : intelligence artificielle, incertitude, modèle graphique probabiliste, réseau bayésien, 






In a Bayesian network, evidence on a variable usually signifies that this variable is instantiated, meaning that 
the observer can affirm with certainty that the variable is in the signaled state. This thesis focuses on other 
types of evidence, often called uncertain evidence, which cannot be represented by the simple assignment of 
the variables. This thesis clarifies and studies different concepts of uncertain evidence in a Bayesian network 
and offers various applications of uncertain evidence in Bayesian networks. 
Firstly, we present a review of uncertain evidence in Bayesian networks in terms of terminology, definition, 
specification and propagation. It shows that the vocabulary is not clear and that some terms are used to 
represent different concepts. 
We identify three types of uncertain evidence in Bayesian networks and we propose the following 
terminology: likelihood evidence, fixed probabilistic evidence and not-fixed probabilistic evidence. We define 
them and describe updating algorithms for the propagation of uncertain evidence. Finally, we propose several 
examples of the use of fixed probabilistic evidence in Bayesian networks. The first example concerns 
evidence on a subpopulation applied in the context of a geographical information system. The second 
example is an organization of agent encapsulated Bayesian networks that have to collaborate together to solve 
a problem. The third example concerns the transformation of evidence on continuous variables into fixed 
probabilistic evidence. The algorithm BN-IPFP-1 has been implemented and used on medical data from 
CHU Habib Bourguiba in Sfax. 
 
Keywords: artificial intelligence, uncertainty, probabilistic graphical models, Bayesian network, evidence, 
uncertain evidence, probabilistic evidence, likelihood finding, soft evidence, virtual evidence. 
