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Abstract
Non-convex methods for linear inverse problems with low-dimensional models have
emerged as an alternative to convex techniques. We propose a theoretical framework
where both finite dimensional and infinite dimensional linear inverse problems can be
studied. We show how the size of the the basins of attraction of the minimizers of
such problems is linked with the number of available measurements. This framework
recovers known results about low-rank matrix estimation and off-the-grid sparse spike
estimation, and it provides new results for Gaussian mixture estimation from linear
measurements.
keywords: low-dimensional models, non-convex methods, low-rank matrix recovery,
off-the-grid sparse recovery, Gaussian mixture model estimation
1. Introduction
Many inverse problems can be modeled as follows. From m noisy linear measure-
ments y ∈ Cm defined by a projection on functions (αl)1≤l≤m (e.g. Fourier measure-
ments):
yl = 〈x0, αl〉+ el (1)
where e = (el)1≤l≤m is an additive noise with finite energy, we aim at recovering the
unknown x0. This model is particularly used for imaging problems where the signal
(e.g. a sound, an image, etc) must be recovered from digital measurements. The linear
form x → 〈x, αl〉 typically models the response of the l-th sensor for a signal x. Let
D be a space containing functions used to measure x0 (e.g. a Banach space of smooth
functions in infinite dimension or a set of vectors in finite dimension). The measurement
described by Equation (1) makes sense for any signal x0 living in the dual space D∗
of D. The bracket 〈·, ·〉 is then a duality product between D∗ and D.
In our framework, D∗ is a locally convex topological vector space with weak-* topol-
ogy (we will recall in Section 2 some tools that are relevant for our study). The mea-
surement process is summarized
y = Ax0 + e, (2)
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where the linear operator A is a weakly-* continuous linear measurement operator from
D∗ to Cm defined, for l = 1, . . . ,m, by
(Ax0)l := 〈x0, αl〉. (3)
The theory of inverse problems with low-dimensional models has shown that it is possible
to recover x0 when it belongs to a low-dimensional model Σ with the procedure
x∗ ∈ argmin
x∈Σ
‖Ax− y‖22 (4)
provided A is adequately chosen (e.g. fulfills a restricted isometry property (RIP) on
Σ − Σ [5], see Section 2.3). The estimation method (4) is called an ideal decoder for
the considered inverse problem and low-dimensional model. It has been shown in very
generic settings that it is possible to build compressive measurement operators having
the required restricted isometry property for low-dimensional recovery [15, 23, 19].
In imaging applications, the goal is often to guarantee that x∗ is close to x0 at a
given precision. To describe this, we suppose that such guarantees can be described
within a Hilbert space (H, ‖ · ‖H) such that Σ ⊂ H (the Hilbert space assumption could
be dropped to a metric space setting in our proofs but all our examples fall within the
Hilbert space case). In other words, we want to ensure that the non-convex decoder (4)
satisfies
‖x∗ − x0‖2H ≤ C‖e‖22, (5)
where C is an absolute constant with respect to e and x0 ∈ Σ.
We place ourselves in a context where the number of measurements, either deter-
ministic or random, guarantees that (5) is obtained with the non-convex decoder (4),
under a RIP assumption. The RIP is usually guaranteed by using a sufficient number of
measurements with respect to the dimension of the low-dimensional model Σ. This as-
sumption has been a cornerstone of the qualitative study of compressed sensing, sparse
recovery [18] and general inverse problems with low-dimensional models [26].
Even if the decoder (4) is guaranteed to recover x0 (up to the noise level), it is in
general not convex and thus difficult to evaluate. To cope with that, one can try to find
a convex regularized minimization problem with similar recovery guarantees. While
very successful in some examples (sparse recovery in finite dimension), this approach
leads to algorithms that have computational scaling problems in some other examples
(off-the-grid sparse recovery). Another general difficulty is the choice of the right convex
regularization given a low-dimensional model [27, 28]. Another approach is to directly
perform optimization (4) with a simple initialization followed by a descent algorithm
procedure. This non-convex approach has been proposed for low-rank matrix factoriza-
tion [32, 3], blind deconvolution [22, 7], phase recovery [31] and off-the-grid sparse spike
estimation [24, 25].
We propose a unified framework that follows the same idea. We consider inverse
problems where the low-dimensional model can be parametrized by Rd and we propose
a general study of gradient descent in the parameter space (that can be easily extended
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to other descent algorithms).
1.1. Parametrization of the model set Σ
Let the low-dimensional model set Σ ⊂ D∗ be a union of subspaces (an assumption
we make throughout the whole article) and x0 ∈ Σ. We consider a particular (yet
wide) class of inverse problems, where the low-dimensional model can be described by
a (possibly constrained) parametrization in Rd.
Definition 1.1 (Parametrization of Σ). A parametrization of Σ is a function φ : Rd → D∗
such that Σ ⊂ φ(Rd) = {φ(θ) : θ ∈ Rd}.
Our goal is to study the optimization problem (4) in the parameter space.
Definition 1.2 (Local minimum). The point θ ∈ Rd is a local minimum of g : Rd → R
if there is  > 0 such that for any θ′ ∈ Rd such that ‖θ− θ′‖2 ≤ , we have g(θ) ≤ g(θ′).
We define the reciprocal image of Σ in the parameter space as
Θ := φ−1(Σ) (6)
and the parametrized functional
g(θ) := ‖Aφ(θ)− y‖22. (7)
We consider the problem
θ∗ ∈ arg min
θ∈Θ
‖Aφ(θ)− y‖22. (8)
As we study descent algorithms in Rd, we suppose in this article that Θ is an open set
of Rd. This guarantees that the gradient of g is 0 at θ∗ even when Θ  Rd and that
φ(θ∗) is a minimizer of (4).
The model we have just described encompasses the following situations that will be
studied in details within our framework in Section 3.
• Low rank symmetric positive semi-definite (PSD) matrix estimation. We set
D = D∗ = Rp×p, d = p × r, φ(Z) = ZZT (Θ is identified with the set of p × r
matrices, Σ = Σr, the set of matrices of rank lower than r), see Section 3.1.
• Sparse off-the-grid estimation. D is the space C2b (Rp) of twice-differentiable bounded
functions on Rp with bounded derivatives. D∗ contains the space of compactly-
supported distributions on Rp of order less than 2. d = k(p + 1), φ(a, t) =∑k
i=1 aiδti , Σ = Σk, the set of -separated sums of k spikes, see Section 3.2.
• Gaussian mixture modeling from compressed data set. D is the space C2b (Rp). D∗
contains the space of signed measures over Rp, d = k(p(p+1)2 + p+ 1), φ(w, t,Γ) =∑k
i=1wiµti,Γi where µt,Γ is the Gaussian distribution with mean t and covariances
Γ = (Γ1, ...,Γk). The set Σ = Σk,,ρ,P is the set of -separated (with respect
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to an appropriate metric) sums of k Gaussian distributions with eigenvalues of
covariances bounded in (ρ, P ). See Section 3.3 for the study of Gaussian mixture
models (GMM) with fixed covariance.
The important features needed for φ is a global weak differentiability assumption
(see Section 2) to calculate a descent direction, a local Lipschitz behavior around the
global minimum and local boundedness properties on its derivatives.
Note that φ is not injective in general. The consequence is that the differential of
φ might have a non trivial kernel. This requires the framework to adapt conventional
convergence proofs to this generic setting (see Section 2.4).
1.2. Basin of attraction and descent algorithms
To perform the minimization (8), we consider the gradient descent with fixed step τ
θn+1 = θn − τ∇g(θn) (9)
where θ0 ∈ Rd is the initialization. Note that any descent algorithm could benefit from
our framework (e.g. one can consider block coordinate descent to deal with the case of
Gaussian mixtures with variable covariances). We choose the fixed step gradient descent
for the simplicity of the analysis.
As only recovery of x∗ ∈ Σ matters to us, we propose the following definition of
basin of attraction as we will work under conditions where any minimizer of g will lead
to recovery guarantees (5).
Definition 1.3 (Basin of attraction). We say that a set Λ ⊂ Rd is a g-basin of attraction
of θ∗ ∈ Λ if there exists τ > 0 such that if θ0 ∈ Λ then the sequence g(θn) with θn defined
by (9) converges to g(θ∗).
This notion of basin of attraction is specific to this work in order to manage the
potential indeterminacies of the parametrization. In terms of performance of the esti-
mation, for any initialization in a g-basin of attraction of θ∗, we will have (Corollary 2.2)
‖φ(θn)− x0‖2H ≤ C‖e‖22 +O
(
1
n
)
. (10)
In other words, the gradient descent leads to an estimation of x0 that verifies the
recovery guarantee (5) with respect to the norm ‖ · ‖H that was chosen to quantify the
estimation performance of minimization (4).
Following classical optimization results (see e.g. [1, 12]), an open set Λ containing
θ∗ is a g-basin of attraction of a global minimizer θ∗ if
• g is differentiable with Lipschitz gradient;
• g is convex on Λ ;
• for all n, θn ∈ Λ.
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To deal with indeterminacy, we will show in our main theorem that the convexity
property is only needed in relevant directions chosen between the current point and the
closest minimizer (within equivalent parametrizations).
1.3. Related work
This work unifies recent results on descent algorithms for non-convex optimization
for inverse problems with low-dimensional models in both finite and infinite dimension,
such as low-rank matrix recovery, phase recovery, blind deconvolution (whose common
properties are highlighted in [10]) and off-the-grid sparse spike estimation [27, 28]. We
choose the point of view of optimization in the parameter space to keep things as simple
as possible from a practical perspective. Another approach is to define the descent
algorithm directly on the manifold Σ ⊂ D∗ [4] or even a lifted version of D∗ [11].
The main difficulty with this approach is to define the gradient on the manifold, since
the tangent space of Σ might not stay in a “natural” ambient space. For example,
for the case of recovery of separated Diracs on the space of measures, the “tangent
space” includes distributions of order 1 which are not measures. We define a minimal
framework starting from the measurement process that allows to study the non-convex
optimization method (4). Such minimal structures for regularized inverse problems in
Banach spaces have been mentioned in the case of off-the-grid spike recovery [14] and
they have been studied precisely in [30]. As no particular metric is needed for the
recovery process (only for measuring the success of recovery) on D∗, we can give our
result with only the weak-* topology on D∗ and the norm used to quantify estimation
errors in Σ.
1.4. Contributions
We aim at giving a unified understanding at non-convex inverse problems with low-
dimensional models frequently found in signal processing and machine learning in finite
and infinite dimension. For low-dimensional models which can be parametrized in Rd:
• We give a minimal framework where the gradient descent in the space of param-
eters can be described.
• We describe how basins of attraction of the global minimum can be studied,
and how their size can be linked to the number of measurements in general under
regularity conditions on the parametrization functional. This study is summarized
by the general Theorem 2.1 and its Corollary 2.1 (which is used for our examples).
• We describe how this framework can be applied to the examples of low rank matrix
recovery and off-the-grid spike super-resolution, and we give new results for the
estimation of Gaussian mixture models.
• We present the general initialization technique by backprojection within our frame-
work and we discuss its practical difficulties.
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2. Explicit basins of attraction of the global minimizers
We define precisely a framework where commonly encountered linear inverse prob-
lems can be studied. In this framework, we can study the non-convex minimization
problem (8). In particular, we give conditions which guarantee that explicit basins of
attraction of the global minimizers of g can be given. Notations used in the article are
summarized in Section 6.1.
2.1. Definitions
In our motivating examples, D is a Banach space.
Definition 2.1. Let xn ∈ D∗. The sequence (xn)n converges to x ∈ D∗ for the weak-*
topology if for all α ∈ D
〈xn, α〉 → 〈x, α〉. (11)
In this case, we denote xn
∗
⇀ x.
By construction of D∗ and its weak-* topology, the operator A defined by (3) is a
linear weak-* continuous operator over D∗, which implies that for any (xn)n such that
xn
∗
⇀ x, Axn → Ax (see Section 6.2 for the precise definition of weak-* continuity).
In selected examples, the considered objects are generally not Fre´chet differentiable.
We thus use the notion of weak-* Gateaux differentiability [16], which is based on
directional derivatives.
Definition 2.2 (Differential, directional derivative). In D∗, a map φ : Rd → D∗ is
weak-* Gateaux differentiable at θ if there exists a linear map Lθ(φ) : Rd → D∗ such
that for all v ∈ Rd,
φ(θ + hv)− φ(θ)
h
∗
⇀
h→0
Lθ(φ)v (12)
We write ∂vφ(θ) = Lθ(φ)v, and
∂φ(θ)
∂θi
the derivative in the direction of the i-th
canonical vector of Rd.
In the following sections, we shall assume that φ is twice weak-* Gateaux differen-
tiable, i.e. φ is weak-* Gateaux differentiable and for any v, ∂vφ is weak-* Gateaux
differentiable. Note that we will not suppose weak-* continuity of the derivatives in our
analysis.
We summarize in Figure 1 the objects and structures used in this article.
2.2. Gradient and Hessian of the objective function
We calculate the gradient and Hessian of g in the two following propositions.
Proposition 2.1. Let A be a linear weak-* continuous operator from D∗ to Cm and φ a
weak-* Gateaux differentiable function. Then for any θ ∈ Rd, g is Gateaux differentiable
at θ and
∂g(θ)
∂θi
= 2Re〈A∂φ(θ)
∂θi
, Aφ(θ)− y〉 (13)
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Figure 1: A summary of the objects and structures of the framework. The union of subspaces Σ is a
low-dimensional model set parametrized by Θ. The measurements y = Ax0 can be projected in D for
initialization purpose (the ideal backprojection initialization z is described in Section 4).
In the following we will denote ∇g(θ) =
(
∂g(θ)
∂θi
)
1≤i≤d
the Gateaux gradient.
Proof. See Section 6.3.
Proposition 2.2. Let A be a linear weak-* continuous operator from D∗ to Cm and φ
a twice weak-* Gateaux differentiable function.
For any θ ∈ Rd, g is twice Gateaux differentiable at θ and
Hi,j :=
∂2g(θ)
∂θi∂θj
= Gi,j + Fi,j (14)
where
Gi,j := 2Re〈A∂φ(θ)
∂θi
, A
∂φ(θ)
∂θj
〉 (15)
and
Fi,j := 2Re〈A∂
2φ(θ)
∂θi∂θj
, Aφ(θ)− y〉. (16)
Proof. See Section 6.3.
2.3. Secant sets and the RIP
The following definitions allow to express the restricted isometry property. We then
provide a fundamental lemma useful to make the connection between the RIP and the
Hessian.
Definition 2.3 (Secant). The secant set of the model set Σ is S(Σ) = Σ−Σ := {x−y :
x ∈ Σ, y ∈ Σ}. A secant is an element of the secant set.
Definition 2.4 (Generalized secant). Suppose φ is weak-* Gateaux differentiable. A
generalized secant is either a secant or a directional derivative ∂vφ(θ) with φ(θ) ∈ Σ.
The generalized secant set S(Σ) is the set of generalized secants.
In the context of manifolds, the generalized secant set is linked with the tangent
space of the manifold Σ: it contains the directional derivatives of elements of Σ (with
respect to their parametrization) which form the tangent space of Σ (i.e. a tangent
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vector is a limit of secants). We suppose the existence of a Hilbert space (H, ‖ · ‖H)
such that Σ ⊂ H. The following assumption will be needed.
Assumption 2.1. For all x ∈ S(Σ) such that x = ∂vφ(θ), we have that ‖φ(θ+|hn|v)−φ(θ)|hn| ‖H
converges for any |hn| → 0 to a limit that does not depend on the choice of the real se-
quence hn. This limit is written ‖∂vφ(θ)‖H.
With this assumption, we can extend ‖ · ‖H to S(Σ).
While trivial in finite dimension, the last assumption must be considered carefully
in infinite dimension (see Section 3). We now have sufficient tools to define the RIP.
Definition 2.5 (RIP). The operator A has the RIP on S(Σ) with respect to ‖ · ‖H with
constant γ if for all x ∈ S(Σ)
(1− γ)‖x‖2H ≤ ‖Ax‖22 ≤ (1 + γ)‖x‖2H. (17)
The RIP is very useful for the qualitative study of inverse imaging problems: mea-
surement operators A are chosen such that the RIP constant γ improves (i.e. decreases)
when the number of measurements increases. In many compressed sensing examples, it
can be guaranteed that appropriately chosen random operators A have the RIP with
high probability as long as m ≥ O(dpolylog(d)) (the number of measurements is of the
order of the intrinsic dimension d of Σ). Thanks to Assumption 2.1, we can extend the
RIP to S(Σ) which contains the directional derivatives of φ.
Lemma 2.1 (RIP on the generalized secant set). Suppose A has the RIP on Σ−Σ with
constant γ and φ is weak-* Gateaux differentiable. Suppose A is weak-* continuous.
Suppose that ‖ · ‖H verifies Assumption 2.1. Let ν ∈ S(Σ) then
(1− γ) ‖ν‖2H ≤ ‖Aν‖22 ≤ (1 + γ) ‖ν‖2H . (18)
Proof. See Section 6.4.
2.4. Indeterminacy of the parametrization
The parametrization function φ is not injective in general, leading to an indetermi-
nacy in the parametrization. Theoretical complications appear especially when the set
of equivalent parameters
{
θ˜ : φ(θ˜) = φ(θ)
}
is not a set of isolated points, e.g. in the low
rank matrix recovery case when the factors can only be recovered up to a multiplication
by an orthogonal matrix. While a basin of attraction exists, g might even not be locally
convex [10] (e.g. in the low rank matrix recovery case).
To cope with this indeterminacy, we study the Hessian of g in the directions u
relevant to the proof of convergence of the gradient descent. To do this, we introduce
the following notations. Let θ∗ be a global minimizer of g on Θ. We define
d(θ, θ∗) := min
θ˜∈Θ
φ(θ˜)=φ(θ∗)
‖θ˜ − θ‖2 , and p(θ, θ∗) := argmin
θ˜∈Θ
φ(θ˜)=φ(θ∗)
‖θ˜ − θ‖2 ⊂ Θ. (19)
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We will study basins of attraction having the shape
Λβ := {θ ∈ Θ : d(θ, θ∗) < β}. (20)
Notice that φ−1({φ(θ∗)}) is a closed subset of Θ when φ is weak-* continuous, which
allows to define d(θ, θ∗) as a minimum. Actually, d(θ, θ∗) is the distance to the closed set
φ−1({φ(θ∗)}) and p(θ, θ∗) is the (set-valued) projection of θ on φ−1({φ(θ∗)}). However,
one should be warned that d(·, ·) is not a true distance function. In practice, in our
examples, the set p(θ, θ∗) is composed of a unique element in the basin of attraction.
2.5. Control of the Hessian with the restricted isometry property
We begin by giving a control on the Hessian of g around a minimizer θ∗.
Lemma 2.2. Suppose A is weak-* continuous and has the RIP on Σ − Σ. Suppose φ
is twice weak-* Gateaux differentiable. Suppose that ‖ · ‖H verifies Assumption 2.1. Let
θ∗ be a global minimizer of g on Θ. Let Λ ⊂ Rd be a set such that for all θ ∈ Λ, we
have φ(θ)− φ(θ∗) ∈ S(Σ). Let θ ∈ Λ and H be the Hessian of g at θ.
For all u ∈ Rd, we have
uTHu ≥ 2(1− γ)‖∂uφ(θ)‖2H − 2‖A∂2uφ(θ)‖2(
√
1 + γ‖φ(θ)− φ(θ∗)‖H + ‖e‖2) (21)
uTHu ≤ 2‖A∂uφ(θ)‖22 + 2‖A∂2uφ(θ)‖2(
√
1 + γ‖φ(θ)− φ(θ∗)‖H + ‖e‖2) (22)
Proof. See Section 6.5.
It is possible to control the Hessian of g on a set Λ with Lemma 2.2 in the directions
which are relevant to guarantee convergence. We propose the following generic theorem
to show that a set Λβ (defined in Section 2.4) is a g-basin of attraction.
Theorem 2.1. Let A be a weak-* continuous linear map from D∗ to Cm. Suppose A
has the RIP on S(Σ) with constant γ and φ is weak-* continuous and twice weak-*
Gateaux differentiable. Suppose that ‖ · ‖H verifies Assumption 2.1. Let θ∗ be a global
minimizer of g on Θ. Let us assume that there exists β > 0 such that
1. θ ∈ Λ2β implies φ(θ) ∈ Σ (local stability of the model set);
2. there is Cφ,θ∗ > 0 such that
∀θ ∈ Λ2β, ‖φ(θ)− φ(θ∗)‖H ≤ Cφ,θ∗d(θ, θ∗); (23)
3. the first-order derivatives of Aφ are uniformly bounded on φ−1(θ∗):
M1 := sup
θ∈φ−1(θ∗)
sup
u:‖u‖2=1
‖A∂uφ(θ)‖2 < +∞; (24)
4. the second-order derivatives of Aφ are uniformly bounded on Λ2β:
M2 := sup
θ∈Λ2β
sup
u,v:‖u‖2=1,‖v‖2=1
‖A∂v∂uφ(θ)‖2 < +∞; (25)
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5. for any θ ∈ Λβ, there exists θ˜ ∈ p(θ, θ∗) such that
∀z ∈ [θ, θ˜], (1− γ)‖∂θ˜−θφ(z)‖
2
H√
1 + γ‖A∂2
θ˜−θφ(z)‖2
≥ Cφ,θ∗β + 1√
1 + γ
‖e‖2. (26)
Then Λβ is a g-basin of attraction of θ
∗.
Proof. See Section 6.5.
This theorem highlights the regularity properties and the control on the derivatives
of φ that we require to ensure convergence. However, it does not give an explicit
expression of the basin of attraction at first sight. We propose a corollary that makes
it more explicit in the case when p(θ, θ∗) is composed of a unique element when θ is in
the basin, which is the case in all the examples covered in the next section.
Corollary 2.1. Under the hypotheses of Theorem 2.1, let β1 > 0 such that
1. for any θ ∈ Λ2β1, there exists a unique θ˜ ∈ p(θ, θ∗);
2. for any θ ∈ Λ2β1, φ(θ) ∈ Σ (local stability of the model set);
3. there is Cφ,θ∗ > 0 such that
∀θ ∈ Λ2β1 , ‖φ(θ)− φ(θ∗)‖H ≤ Cφ,θ∗d(θ, θ∗); (27)
4. the first-order derivatives of Aφ are uniformly bounded on φ−1(θ∗):
M1 := sup
θ∈φ−1(θ∗)
sup
u;‖u‖2=1
‖A∂uφ(θ)‖2 < +∞; (28)
5. the second-order derivatives of Aφ are uniformly bounded on Λ2β1:
M1 := sup
θ∈Λ2β1
sup
u,v;‖u‖2=1,‖v‖2=1
‖A∂v∂uφ(θ)‖2 < +∞; (29)
6. we have
β2 :=
(1− γ)
Cφ,θ∗
√
1 + γ
inf
θ∈Λβ1
inf
z∈[θ,θ˜]
(
‖∂θ˜−θφ(z)‖2H
‖A∂2
θ˜−θφ(z)‖2
)
− 1
Cφ,θ∗
√
1 + γ
‖e‖2 > 0. (30)
Then Λmin(β1,β2) is a g-basin of attraction of θ
∗.
Proof. See Section 6.5.
Remark 2.1. This technique for the study of basins of attraction yields results when
we can guarantee
inf
θ∈Λβ1
inf
z∈[θ,θ˜]
(
‖∂θ˜−θφ(z)‖2H
‖A∂2
θ˜−θφ(z)‖2
)
> 0 where θ˜ ∈ p(θ, θ∗) is unique. (31)
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We will see that we can verify this in all our examples. In the low rank recovery ex-
ample where indeterminacy causes problems, we control the second order derivatives in
the relevant directions u = θ˜ − θ. For Dirac and Gaussian estimation, we can bound
uniformly the Hessian in all directions within the basin of attraction.
Remark 2.2. The fact that regularity assumptions are on Λ2β1 instead of Λβ1 is essen-
tially a technical argument to guarantee the stability of the iterates in Λβ1 in a general
theorem. It could be reduced to an assumption on Λβ1+η with η small, by reducing the
step size. In our examples (Dirac and Gaussian estimation), it could be reduced to Λβ1
by using a specific convergence proof.
Note that in the noisy case, a small noise assumption (which is linked with the
smallest amplitudes in φ(θ∗) in practice) guarantees the non-negativity of the Hessian
with Lemma 2.2. In the next section we will present the results in the noiseless case for
clarity purpose.
From the expression of β2 (i.e. the size of the basin), we observe a general behavior
that was already observed in the case of low rank matrix recovery and spike estimation:
when the RIP constant decreases (i.e. the number of measurements increases), the size
of the basin increases (possibly not strictly).
Finally, we provide the following Corollary to show that the gradient descent leads
to a solution that has the right estimation guarantees.
Corollary 2.2. Under the hypotheses of Theorem 2.1, let θn be the iterates of a fixed
step gradient descent such that g(θn)→ g(θ∗). Then
‖φ(θn)− x0‖2H ≤
4
1− γ ‖e‖
2
2 +O
(
1
n
)
. (32)
Proof. See Section 6.5.
3. Application of the framework
In this section, we apply our framework to three examples. We highlight how it
relates to existing results and how it permits to give new ones. While suboptimal for
the study of non-convex algorithms in general (e.g. for low rank matrix recovery), we
are able to give new results for non-convex recovery of low-dimensional models where
such a study did not exist yet (Gaussian mixture models). For the sake of simplicity
we study the three following examples in the noiseless case ‖e‖2 = 0.
3.1. Low rank matrix recovery
The low rank PSD matrix recovery problem falls into our analysis. We are able
to give explicit basins of attraction of global minimizers. Stronger results involving
the study of all critical points of the functional show that the global minimum is the
only local minimum, thus justifying the use of stochastic descents which escape saddle
points for global convergence results (see [10] for a complete overview). The set-up is
as follows:
11
• We measure matrices with projections on Rm, i.e. D = D∗ = Rp×p, the duality
product is the scalar product associated to the Frobenius norm, which also defines
the Hilbert structure. In the context of matrices the Euclidean norm is referred to
as the Frobenius norm ‖ · ‖2H = ‖ · ‖2F . The associated scalar product is 〈X,Y 〉F =
tr(XTY ).
• The set of rank at most r PSD matrices is Σ = Σr = {ZZT : Z ∈ Rp×r}.
• We can simply parametrize Σ by φ(θ) = φ(Z) = ZZT where we identified the
d-dimensional parameter θ ∈ Rd (d = pr) as a matrix Z ∈ Rp×r .
• Compressive sensing results (e.g. [9]) show that an appropriately chosen random
A has a RIP with high probability provided m ≥ O(pr), hence φ(θ∗) = x0 (we set
x0 = Z0Z
T
0 ).
For low rank matrix recovery, the parametrized minimization (8) is written
min
Z∈Rp×r
‖A(ZZT )− y‖22. (33)
This minimization is often called the Burer-Monteiro method [6].
To apply our framework, we calculate ∂Uφ(θ) the directional derivative in the direc-
tion U ∈ Rp×r. We have (see Section 6.6):
∂Uφ(Z) = UZ
T + ZUT
∂2Uφ(Z) = 2UU
T .
(34)
We see that the directional derivative ∂Uφ(Z) is 0 for (non-trivial) U such that
UZT +ZUT = 0. In the study of non-convex low-rank matrix recovery, most complica-
tions arise from this indeterminacy of the parametrization. To give a basin of attraction
of θ∗ = Z0, it is shown in the literature that the interesting directions of the Hessian are
the solutions of an orthogonal Procrustes problem, i.e. it is sufficient to lower bound the
Hessian in all directions U ∈ Rp×r that can be written U = Z ′H0−Z0 with an arbitrary
Z ′ and with H0 = arg minH∈O(r) ‖Z ′H −Z0‖2F to guarantee the success of the gradient
descent [10] (O(r) is the orthogonal matrix group). This idea can be used within our
general framework to recover a g-basin of attraction of Z0. In our case we will instead
study the Hessian in the direction U = Z0H0−Z where H0 = arg minH∈O(r) ‖Z0H−Z‖2F
for Z ∈ Λβ. While we cannot expect g to be convex in a neighborhood of Z0 [10], there
is an underlying convexity property in these particular directions which allows to use
Corollary 2.1.
Theorem 3.1. Let A a be linear map on Rp×p with the RIP on Σ2r with constant γ.
Suppose e = 0 and let Z0 a rank-r global minimizer of (33). Let βLR :=
1
8
(1−γ)(σmin(Z0))2
(1+γ)σmax(Z0)
.
Then ΛβLR := {Z : infH∈O(r) ‖ZH − Z0‖F < βLR} is a g-basin of attraction of Z0.
Proof. See Section 6.6.
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Our theorem gives a result that is similar to the one of [29]: the size of our basin
of attraction depends on the smallest singular value of θ∗. It also shows explicitely the
dependency on the number of measurements through the RIP constant. Our result has
an added dependency on the conditioning of Z0. In return, we require the RIP only on
Σ2r instead of Σ6r.
Remark 3.1. The descent algorithm for LR matrix recovery coined as Procrustes flow
in the literature uses the expression of the gradient for measurements αl obtained from
symmetric matrices A. In this case
∂Ug(Z) = 2Re〈A(UZT + ZUT ), Aφ(Z)− y〉 = 4Re〈AUZT , Aφ(Z)− y〉 (35)
Our analysis uses the true value of the gradient for any measurement operator A.
3.2. Off-the-grid sparse spike recovery
Off-the-grid sparse spike recovery is at the core of imaging problems in signal pro-
cessing [8, 14, 13]. They can also be used to perform some machine learning tasks such
as compressive clustering [21]. The size of basins of attraction is directly linked with the
number of measurements through RIP constants [24]. The proof of the results of [24]
is exactly the proof of Lemma 2.2 coupled with controls of the chosen norm ‖ · ‖H and
the explicit computation of the gradient and Hessian. We recall here the set-up leading
to explicit basins of attraction for this specific case.
• The off-the-grid sparse signals supported on Rp are measured by projections on
twice differentiable functions with bounded derivatives (weighted Fourier mea-
surements) αl ∈ C2b (Rp) = D. Hence D∗ contains the set of compactly-supported
distributions of order ≤ 2 on Rp.
• The low-dimensional model is the subset of finite signed measures over Rp defined
by Σ = Σk, := {
∑k
i=1 aiδti : ‖ti − tj‖2 > , ti ∈ B2(R)}, where B2(R) := {t ∈ Rp :
‖t‖2 < R}.
• The parametrization function is defined for θ = (a1, . . . , ak, t1, . . . , tk) ∈ Rk(p+1)
by φ(θ) =
∑k
i=1 aiδti (a = (a1, . . . , ak) is the vector of amplitudes, t = (t1, . . . , tk)
defines the k positions in Rp). Note that any parametrization is equivalent up to
a permutation of the positions and amplitudes.
• In this case, the minimization (8) must be performed on the constrained set
Θk, =
{
(a1, . . . , ak, t1, . . . , tk) ∈ Rk(p+1) : ‖ti − tj‖2 > , ti ∈ B2(R)
}
(36)
The fact that we place ourselves within the hypotheses of Theorem 2.1 permits to
guarantee that the gradient descent iterates stay in the constraint.
• The Hilbert structure on D∗ is induced by a kernel metric defined on the space of
finite signed measures over Rd and extended to distributions of order 2 of interest.
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Such a kernel metric takes the following form on a linear combination of Dirac
masses∥∥∥∥∥∑
i
aiδti
∥∥∥∥∥
2
H
=
∥∥∥∥∥∑
i
aiδti
∥∥∥∥∥
2
K
:=
∫
K(t, s)
(∑
i
ai dδti(t)
)∑
j
aj dδtj (s)

=
∑
i
aiajK(ti − tj)
(37)
where K(t, s) ∝ e−
‖t−s‖22
2σ2 is a Gaussian kernel with a variance σ2 that defines the
precision at which we measure distances between elements of Σ. It was shown
in [24] that this kernel verifies Assumption 2.1.
• Either random or regular Fourier measurements A over Rd can be considered.
They have been shown to have a RIP with respect to the kernel metric ‖ · ‖H as
long as m = O(k2d(log(k))2 log(kd/)) (random Gaussian Fourier measurements)
or m = O( 1
d
) (regular Fourier measurements).
For off-the-grid sparse spike estimation, the parametrized minimization (8) is written
min
a1,..,ak∈R;t1,..,tk∈B2(R);∀i 6=j,‖ti−tj‖2>
∥∥∥∥∥A
(
k∑
i=1
aiδti
)
− y
∥∥∥∥∥
2
2
. (38)
The derivatives of φ are given by ∂uφ(a, t) =
∑
i viδti + ai∂wiδti where u = (v, w)
(v is the direction for the derivative with respect to amplitudes and w is the direction
for the derivative with respect to positions) and ∂wiδti is a directional derivative of the
Dirac in the distribution sense: for α ∈ D, 〈∂wiδti , α〉 = −∂wiα(ti).
Within this framework, the case of Dirac recovery is the one with the most compli-
cations as elements of S(Σ) are not elements of the set of finite signed measures which
is naturally considered for off-the grid Dirac recovery. In consequence, the considered
kernel metric ‖ · ‖H which is defined on the space of finite signed measures, must be
extended to elements of S(Σ) which are distributions of order 1 (the Dirac derivatives).
Such an extension uses the smoothness of the Gaussian kernel and the fact that S(Σ)
acts on a bounded domain.
We obtain the following theorem in the noiseless case.
Theorem 3.2. Suppose A has RIP with constant γ on S(Σk, 
2
).
Let θ∗ = (a1, . . . , ak, t1, . . . , tk) ∈ Θk, be a result of constrained minimization (38)
such that 0 < |a1| ≤ |a2|... ≤ |ak|. Then there is an explicit βspikes depending on
a∗, γ,K,A such that Λβspikes := {θ : ‖θ− θ∗‖2 < βspikes} is a g-basin of attraction of θ∗.
We refer to [24, Corollary 3.1] for the proof and precise value of βspikes. The value of
βspikes exhibits the behavior with respect to the RIP constant mentioned in Section 2.5.
It also shows a dependency on the smallest amplitudes in a∗. The strong RIP assumption
(i.e with separation 2 instead of ) is used to guarantee that the first condition of
Theorem 2.1 is met (the same argument is used in the next section for GMM).
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3.3. Gaussian mixture estimation from compressive measurements
Gaussian mixture model recovery from linear measurements can be used to model
blind deconvolution problems. Additionally, the estimation of GMM from compressive
measurements can be used to perform compressive statistical learning. Consider a
database x1, . . . , xn ∈ Rp and represent it with its associated empirical probability
measure x = 1n
∑n
i=1 δxi . Let A be a random Fourier measurement operator. For
m < np, we obtain a compressed version y = Ax of x called a sketch of the dataset
(using random Fourier features). It was shown that the parameters of a Gaussian
mixture (GMM) can be recovered by solving the minimization (4) with the appropriate
design of A [20, 19]. Recovery guarantees have been given for the case of a fixed
known covariance PSD matrix Γ while practical results including the estimation of
diagonal covariances were obtained using a heuristic based on orthogonal matching
pursuit [20]. In such greedy methods, an unconstrained gradient descent step is used to
refine the solution within the algorithm. We give the expression of an explicit basin of
attraction in the fixed covariance case, which gives an understanding of the success of
such descent algorithms and we discuss how the result can be extended to the case of
variable covariance afterwards.
• The Gaussian mixtures on Rd are measured by projections on bounded functions
(Fourier measurements) αl ∈ Cb(Rp) = D. Hence D∗ contains the set of finite
signed measures on Rp.
• The low-dimensional model is a subset of finite signed measures over Rp defined
by Σ = Σk,,Γ := {
∑k
i=1 aiµti : ‖ti − tj‖Γ > , ti ∈ B2(R)}, where dµti(t) =
e−
1
2
‖t−ti‖2Γ dt, ‖u‖2Γ = utΓ−1u and Γ is the fixed known covariance matrix.
• The parametrization function is defined for θ = (a1, . . . , ak, t1, . . . , tk) ∈ Rk(p+1)
by φ(θ) =
∑k
i=1 aiµti (a = (a1, . . . , an) is the vector of amplitudes, t = (t1, . . . , tn)
defines the means). As in the spike estimation problem, any parametrization is
equivalent up to a permutation of the positions and amplitudes.
• The minimization (8) is performed on the constrained set Θk, ⊂ R(k+1)d.
• The Hilbert structure on D∗ is obtained from a kernel metric ‖ · ‖H := ‖ · ‖K
defined on the space of finite signed measures over Rd where the kernel is a Gaus-
sian function with covariance proportional to Γ that defines the precision at which
we measure distances between elements of Σ. Assumption 2.1 essentially comes
from the fact that the directional derivatives of Gaussian measures with respect
to amplitudes and positions are finite signed measures (they are obtained by dif-
ferentiating their C∞ densities).
• Adequately chosen random Fourier measurements with Gaussian frequency mea-
surements have been shown to satisfy the RIP with respect to ‖ · ‖K as long as
 ≥ O(√d(1 + log(k))) and m = O(k2dpolylog(k, d)) [19].
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For GMM estimation, the parametrized minimization (8) is written
min
a1,..,ak∈R;t1,..,tk∈B2(R);∀i 6=j,‖ti−tj‖Γ>
∥∥∥∥∥A
(
k∑
i=1
aiµti
)
− y
∥∥∥∥∥
2
2
. (39)
The derivatives of φ are given by ∂uφ(a, t) =
∑
i viµti + ai∂wiµti where u = (v, w)
(v is the direction for the derivative with respect to amplitudes and w is the direction
for the derivative with respect to positions). As µti has a smooth density with respect
to the Lebesgue measure its directional derivative ∂wiµti in the distribution sense is also
a finite signed measure with density
t→ −wTi Γ−1(t− ti)e−
1
2
‖t−ti‖2Γ . (40)
This makes the case of Gaussian mixtures slightly easier to manage than the Dirac
recovery case as the kernel metric ‖ · ‖K is well defined on the space of finite signed
measures.
We give an explicit uniform bound of the Hessian on a neighborhood of θ∗ in this
case. The main missing ingredient to give the bound is the mutual coherence of the
kernel metric. It can be shown that an appropriately chosen Gaussian kernel K satisfies
the following assumption [19] (by taking a kernel with small enough variance with
respect to the separation).
Assumption 3.1. The kernel K follows this assumption if
• ‖µti‖K = 1.
• There is a constant cK such that for any k positions (ti)ki=1 that verifies for i 6= j,
‖ti− tj‖Γ > , we have ‖
∑
i viµti +ai∂wiµti‖2K ≥ (1− cK)
∑
i ‖viµti +ai∂wiµti‖2K .
In the noiseless case we get the following basin of attraction.
Theorem 3.3. Suppose the Fourier measurement operator A has RIP γ on S(Σk, 
2
,Γ).
Suppose K is a Gaussian kernel with covariance proportional to Γ that follows Assump-
tion 3.1. Suppose e = 0. Let θ∗ = (a1, . . . , ak, t1, . . . , tk) ∈ Θk, be a solution of the
constrained minimization problem (39) such that 0 < |a1| ≤ |a2|... ≤ |ak|. Let
βGMM = min
(

√
λmin(Γ)
8
,
|a1|
2
,
(1− γ)(1− cK) min(1, dK |a1|2)
8Cφ,θ∗
√
1 + γ(
√
1 + γ
√
1 + ck
√
DK + 2|ak|D′A,K)
)
(41)
where λmin(Γ) is minimum eigenvalue of Γ, cK , dK and DKare constants depending only
on the chosen kernel K, DA,K is an explicit constant depending on K and the acquisition
operator A and Cφ,θ∗ > 0. Additionally suppose that for all i, ‖ti‖2 ≤ R− 2βGMM .
Then ΛβGMM := {θ : ‖θ − θ∗‖2 < βGMM} is a g-basin of attraction of θ∗.
Proof. See Section 6.7.
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With Theorem 3.3, we are able to control the non-negativity of the Hessian over an
explicit neighborhood of θ∗. Note that the assumption on the norm of the ti is technical
to guarantee the stability of iterates. It is not a very strong assumption in practice as
βGMM is generally small with respect to R. Also, it could be dropped with a dedicated
convergence proof. The constants involved in the expression lead to a size of the basin
of attraction having the same behavior with respect to parameters of the problem: it
increases with respect to the number of measurements (RIP constant) and it decreases
with respect to the minimum weight in x0. A dependency on the minimum amplitude
in θ∗ is also observed similarly to the case of Dirac estimation.
Open questions for the extension to unknown variable covariances with low rank con-
straint. In practice, the covariance matrices of Gaussian mixtures are also estimated.
Often, a low rank approximation is made (flat-tail) to reduce the number of estimated
parameters. For example, a low-dimensional model can be defined as follows. We define
the parameters as θ = (a1, . . . , ak, t1, . . . , tk, Z1, . . . , Zk) where the Zi are d× r matrices
used to model covariances Γi = ZiZ
T
i + ρI. In this case, the model is
Σk,,r,ρ,P :=
{ k∑
i=1
aiµti,Γi : ai ∈ R, ‖ti − tj‖2 > , ti ∈ B2(R), ρ < λj(Γi) < P,
rank(Γi − ρI) ≤ r
} (42)
where µti,Γi is the Gaussian measure of mean ti and covariance Γi. Recovery guarantees
of the ideal decoder have not yet been given in this more general case (and it is out of
the scope of this article). To do so, one would need to show the existence of a linear
measurement operator with a RIP on S(Σk,,r,ρ,P ).
For off-the-grid sparse recovery, a block coordinate descent with respect to ampli-
tudes and positions is easier to implement in practice. To consider the case of variable
covariances, we suggest to follow this guideline and to perform a block coordinate de-
scent step with respect to each covariance matrix. With block coordinate descent, we
would just need to make sure the Hessian with respect to the coordinates of Zi is positive
over a neighborhood of θ∗ [2] to calculate explicitly a basin of attraction.
The directional derivative of aiµti,ZiZTi +ρI
in the direction (v, w,W ) has density
(proof in Section 6.7.1):
∑
i
(vi − aiwTΓ−1i (t− ti) + ai
1
2
(t− ti)TΓ−1i (ZiW Ti +WiZTi )Γ−1i (t− ti))e
− 1
2
‖t−ti‖2
ZiZ
T
i
+ρI
(43)
Finding a lower bound of the kernel norm of this directional derivative is quite
technical. We observe that we would need to handle the indeterminacy of the low
rank parametrization as in Section 3.1. We propose the following lemma as a first step
towards building a theorem for an explicit basin of attraction in the variable flat tail
covariance case. The proof of this lemma shows the technicalities involved to deal with
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the full variable covariance case. With this lemma it is possible to show that the Hessian
blocks corresponding to the covariances in the full rank diagonal case are positive over
a neighborhood of the global minimum (in other words, β2 from Corollary 2.1 is strictly
positive) as long as the precision of the kernel is good enough. We leave the full study
of non-convex methods for the variable covariance case with low rank approximation
including establishing RIP recovery guarantees for future work.
Lemma 3.1. Let K be a Gaussian kernel with covariance 1λI. Suppose Γ ∈ Rp×p is
a diagonal definite positive matrix. Let ∂Wµt,Γ the directional derivative of µt,Γ with
respect to Γ in (diagonal) direction W such that ‖W‖F = 1. There exists L > 0 such
that if λ ≥ L, it then holds:
‖∂Wµt,Γ‖2K ≥ Dλ,Γ (44)
where Dλ,Γ > 0 is a constant that only depends on λ and Γ.
Proof. See Section 6.7.1.
4. From ideal to practical backprojection initialization: the challenge of non-
convex low-dimensional recovery?
A common approach for the initialization of non-convex low-dimensional recovery
is the initialization by backprojection techniques. Such initialization is outdated for
low-rank matrix recovery as global convergence of descent algorithms has been proven.
However, it is still necessary for other models such as sparse spikes, Gaussian mixtures
and phase recovery (which is not developed in this article). Finding a practical initial-
ization technique is essentially a case by case heuristic design problem. We investigate
the usual backprojection method in the noiseless case y = Ax0.
In finite dimension, backprojection techniques rely on the fact that A having the
RIP implies ‖(AHA − I)x0‖22 ≤ γ (where AH is the adjoint of A). In our general
framework, the adjoint of A does not back-project in D∗, but in D. We formalize such
backprojection within our framework.
Definition 4.1 (Ideal backprojection). Given measurements y = Ax0 ∈ Cm, we define
the ideal backprojection z ∈ D with
z :=
m∑
l=1
ylαl. (45)
We immediately have the following Lemma (which is a direct consequence of the
RIP):
Lemma 4.1. Suppose A has the RIP with constant γ. Let z ∈ D the ideal backprojection
for measurements y = Ax0. Then
(1− γ)‖x0‖2H ≤ 〈x0, z〉 ≤ (1 + γ)‖x0‖2H. (46)
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Proof of Lemma 4.1.
〈x0, z〉 = 〈x0,
m∑
l=1
ylαl〉
= 〈x0,
m∑
l=1
〈x0, αl〉αl〉
=
m∑
l=1
〈x0, αl〉〈x0, αl〉
=
m∑
l=1
|〈x0, αl〉|2 = ‖Ax0‖22.
(47)
Hence, with the RIP,
(1− γ)‖x0‖2H ≤ 〈x0, z〉 ≤ (1 + γ)‖x0‖2H. (48)
Lemma 4.1 shows that the ideal backprojection preserves the energy in x0 (up to a
RIP constant). Hence when the number of measurement increases, it can get arbitrarily
close to the global optimum (looking through the duality product). The main challenge
is to extract initial parameters θinit from z.
In phase retrieval [31], spectral initialization techniques consist in taking a lead-
ing eigenvectors of a matrix constructed as linear combination of backprojections of
individual measurements.
In the case of spike super-resolution a heuristic based on a sampling on a grid of
the ideal backprojection followed by dimension reduction was proposed to initialize a
descent algorithm to perform spike recovery for Diracs supported on a low-dimensional
domain Rp (e.g. p = 2 and possibly 3, 4) [25]. Qualitative evidence that a grid step
size g small enough permits the initialization in the basin of attraction are the only
recovery results for sparse spike recovery with descent methods in the parameter space.
Grid based initialization techniques also requires one algorithmic step (the backprojec-
tion) whose computational complexity −dg might be a drawback for high dimensional d
(curse of dimension). A practical alternative are greedy heuristics to initialize descent
algorithms by greedily adding spikes one by one (general theoretical recovery guarantees
for such method are still being investigated besides specific examples [17]).
For Gaussian mixture estimation, it is possible to imagine a grid based heuristic
to estimate the means followed by clustering (to backproject onto the separation con-
straint). However, it is an open question to determine if the curse of dimension can be
avoided in the initialization in order to outperform greedy methods [20].
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5. Conclusion
We have described a generic framework to perform low-dimensional recovery from
linear measurements using non-convex optimization. We showed how recent examples
of the literature can be studied within this framework and we gave new results for the
case of Gaussian mixture modeling.
The following open questions emerge from this work:
• RIP based guarantees, while useful qualitative tools, are often too strong to give
useful quantitative guarantees. Can our framework be extended to a non-uniform
recovery case to obtain more precise estimates?
• Is it possible in general to initialize within the basin of attraction, avoiding the
curse of dimension (for parametrized infinite dimensional problems), and providing
a full quantitative proof of convergence in the case of super-resolution and GMM
estimation?
6. Annex
6.1. Summary of notations
Spaces and sets:
• D: Banach space of functions used to measure the unknown x0.
• D∗: ambient space where the objects of interest (e.g. the unknown x0) belong,
dual space of D.
• Σ: low dimensional model set, i.e. a union of subspaces Σ ⊂ D∗.
• S(Σ): secant set of Σ (differences of elements of Σ).
• Θ: set parametrizing Σ, subset of Rd.
• H: Hilbert space containing the low dimensional model. The reconstruction error
is measured using the associated Hilbert norm.
• Cm: complex finite dimensional vector space containing the m finite measure-
ments.
• Λβ: basin of attraction for the appropriate β (given by our theorems).
Norms, functions and operators
• 〈·, ·〉: depending on context: duality product between D and D∗, conventional
scalar Hermitian product in finite dimension.
• ‖ · ‖H: norm associated with H.
• ‖ · ‖2: usual `2-norm.
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• d(·, θ): distance to the set of equivalent parametrizations of θ.
• p(·, θ): projection on the set of equivalent parametrizations of θ.
• φ: parametrization function (φ(Θ) = Σ).
• αl: measurement functions in D for 1 ≤ l ≤ m.
• A : linear measurement operator ( D∗ → Cm) defined by Ax = (〈x, αl〉)1≤l≤m.
• g: parametrized functional we want to minimize, g(θ) = ‖Aφ(θ)− y‖22.
6.2. Weak-* topology and continuity
Proposition 6.1 (Neighborhood). For all x0 ∈ D∗, a basis of neighborhoods of x0 for
the weak-* topology is formed with the sets
V,(αi)1≤i≤n(x0) := {x ∈ D∗ : ∀i = 1, . . . , n, |〈x− x0, αi〉| < } (49)
for all  > 0 and all αi ∈ D∗ and n ∈ N.
Continuity is defined as follows.
Definition 6.1 (Weak* continuity). Let A : D∗ → Rd. A is weak-* continuous at x0 if
for any  > 0, there is a neighborhood for the weak-* topology of x0 such that
x ∈ V (x0) =⇒ ‖f(x)− f(x0)‖2 < . (50)
6.3. Proofs for Section 2.2
Proof of Proposition 2.1. Let z ∈ Cm, and let zH be the Hermitian conjugate of z.
Remark that θ → Aφ(θ) is a Gateaux differentiable function Rd → Cm. We have
∂g(θ)
∂θi
=
(
∂[Aφ](θ)
∂θi
)H
Aφ(θ) + (Aφ(θ))H
∂[Aφ](θ)
∂θi
− 2Re〈∂[Aφ](θ)
∂θi
, y〉
= 2Re
(
∂[Aφ](θ)
∂θi
)H
Aφ(θ)− 2Re〈∂[Aφ](θ)
∂θi
, y〉
= 2Re〈∂[Aφ](θ)
∂θi
, Aφ(θ)− y〉,
(51)
By linearity and continuity of A : ∂[Aφ](θ)∂θi = A
∂φ(θ)
∂θi
and
∂g(θ)
∂θi
= 2Re〈A∂φ(θ)
∂θi
, Aφ(θ)− y〉. (52)
Proof of Proposition 2.2. Use Proposition 2.1 with the properties of the Hermitian prod-
uct.
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6.4. Proof for Section 2.3
Proof of Lemma 2.1. Let ν = ∂vφ(θ) ∈ S(Σ). Using the fact that Θ is an open set, let
νn =
φ(θ+|hn|v)−φ(θ)
|hn| ∈ S(Σ) with |hn| → 0 be a sequence of real numbers. Thanks to
Assumption 2.1, ‖νn‖H converges to ‖∂vφ(θ)‖H. Moreover, by definition νn ∗⇀ ∂vφ(θ) ∈
S(Σ), and by continuity of A, we have that Aνn → Aν w.r.t to ‖ · ‖2. Using the
hypothesis,
(1− γ) ‖νn‖2H ≤ ‖Aνn‖22 ≤ (1 + γ) ‖νn‖2H . (53)
Taking both inequalities to the limit yields the result.
6.5. Proofs for Section 2.5
Proof of Lemma 2.2. We write H = F +G as in Proposition 2.2.
Let u ∈ Rd, with the linearity of A and the linearity of the Gateaux differential, we
have
∑
i ui
∂φ(θ)
∂θi
= ∂uφ(θ) and
uTGu =
∑
i,j
uiujGi,j =
∑
i,j
uiuj2Re〈A∂φ(θ)
∂θi
, A
∂φ(θ)
∂θj
〉
= 2Re〈A
∑
i
ui
∂φ(θ)
∂θi
, A
∑
j
uj
∂φ(θ)
∂θj
〉
= 2
∥∥∥∥∥A∑
i
ui
∂φ(θ)
∂θi
∥∥∥∥∥
2
2
= 2 ‖A∂uφ(θ)‖22 .
(54)
By definition of the generalized secant, we have ∂uφ(θ) ∈ S(Σ). Using the RIP of A
with Lemma 2.1, we get
2(1− γ)‖∂uφ(θ)‖2H ≤ uTGu ≤ 2(1 + γ)‖∂uφ(θ)‖2H. (55)
Moreover, with the Cauchy-Schwarz and triangle inequalities,
|uTFu| = |2〈A∂2uφ(θ), Aφ(θ)− y〉|
≤ 2‖A∂2uφ(θ)‖2(‖Aφ(θ)−Aφ(θ∗)‖2 + ‖Aφ(θ∗)− y‖2).
(56)
By definition of θ∗, ‖Aφ(θ∗)− y‖2 ≤ ‖Ax0 − y‖2 = ‖e‖2. With the RIP,
|uTFu| ≤ 2‖A∂2uφ(θ)‖2(
√
1 + γ‖φ(θ)− φ(θ∗)‖H + ‖e‖2). (57)
Combining (55) and (57) gives the lower bound. Combining the last equality of (54)
and (57) gives the upper bound.
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Proof of Theorem 2.1. We start the proof by showing that given θ ∈ Λβ, there exists a
global minimizer θ˜ ∈ Θ such that g is convex on the segment [θ˜, θ]. We then show the
Lipschitz property of the gradient. These two facts lead to the proof of the stability of
iterates in Λβ and permit to show the convergence of the fixed step gradient descent.
Convexity property. Let θ ∈ Λβ and θ˜ ∈ p(θ, θ∗) (see Equation (19)) so that u :=
θ˜ − θ satisfies ‖u‖2 < β. By hypothesis, we can assume that θ˜ satisfies (26). Let
also t ∈ [0, 1]. We have ‖θ + tu− θ˜‖2 = (1− t)‖θ − θ˜‖2 < β. This implies θ + tu ∈ Λβ
and φ(θ + tu) ⊂ Σ. Denoting by Hθ+tu the Hessian of g at θ + tu, Lemma 2.2 and
Hypothesis 2 imply that
uTHθ+tuu ≥ 2(1− γ)‖∂uφ(θ + tu)‖2H − 2‖A∂2uφ(θ + tu)‖2(
√
1 + γ‖φ(θ + tu)− φ(θ∗)‖H + ‖e‖2)
≥ 2(1− γ)‖∂uφ(θ + tu)‖2H − 2‖A∂2uφ(θ + tu)‖2(
√
1 + γCφ,θ∗d(θ + tu, θ
∗) + ‖e‖2)
≥ 2(1− γ)‖∂uφ(θ + tu)‖2H − 2‖A∂2uφ(θ + tu)‖2(
√
1 + γCφ,θ∗‖θ + tu− θ˜‖2 + ‖e‖2)
≥ 2(1− γ)‖∂uφ(θ + tu)‖2H − 2‖A∂2uφ(θ + tu)‖2(
√
1 + γCφ,θ∗β + ‖e‖2).
(58)
Therefore, using Hypothesis (26), we get that uTHθ+tuu ≥ 0 for all t ∈ [0, 1], which
guarantees the convexity of g on [θ˜, θ]. Since g is Gateaux differentiable, the properties
of one-dimensional convex functions give
g(θ˜)− g(θ) ≥ 〈∇g(θ), θ˜ − θ〉. (59)
While g might not be convex in Λβ due to indeterminacies, this generalized convexity
inequality is enough to prove the convergence of the gradient descent, if we have the
required Lipschitz nature of the gradient of g, which we address now.
Lipschitz gradient property. Let u be a vector such that ‖u‖2 = 1. Let θ ∈ Λ2β and
θ˜ ∈ p(θ, θ∗) such that ‖θ − θ˜‖ < 2β.
With Lemma 2.2 and Hypothesis 4, we get the upper control
uTHθu ≤ 2‖A∂uφ(θ)‖22 + 2‖A∂2uφ(θ)‖2(
√
1 + γCφ,θ∗2β + ‖e‖2).
≤ 2‖A∂uφ(θ)‖22 + 2M2(
√
1 + γCφ,θ∗2β + ‖e‖2).
(60)
Using again Hypothesis 4 and using Hypothesis 3 give
‖A∂uφ(θ)−A∂uφ(θ˜)‖2 ≤M2‖θ − θ˜‖2
‖A∂uφ(θ)‖2 ≤ ‖A∂uφ(θ˜)‖2 +M2‖θ − θ˜‖2
≤ ‖A∂uφ(θ˜)‖2 +M22β
≤M1 + 2M2β.
(61)
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We conclude that
uTHθu ≤ 2 (M1 + 2M2β)2 + 2M2(
√
1 + γCφ,θ∗2β + ‖e‖2) (62)
and finally
L := sup
θ∈Λ2β
sup
u:‖u‖2=1
uTHθu < +∞. (63)
Hence the gradient of g is L-Lipschitz on Λ2β.
Stability of iterates. Let (θn)n≥0 be the sequence of iterates of the gradient descent
with fixed step τ and θ0 ∈ Λβ. Since ∇g is L-Lipschitz on Λβ and ‖∇g(θ˜)‖2 <∞ (using
the fact that
∣∣∣∂g(θ˜)∂θi ∣∣∣ ≤ 2‖A∂φ(θ˜)∂θi ‖2‖e‖2 ≤ 2M1‖e‖2), we have supΛβ ‖∇g(θ)‖2 <∞. We
can thus set the descent step
τ < min
(
2
1 + L
,
β
supΛβ ‖∇g(θ)‖2
)
. (64)
For each n, we introduce θ˜n ∈ p(θn, θ∗) which satisfies (26) in order to have the convexity
property shown above. Suppose θn ∈ Λβ. We then have
d(θn+1, θ
∗) ≤ ‖θn+1− θ˜n‖2 ≤ ‖θn− θ˜n‖2 +‖τ∇g(θn)‖2 < β+τ sup
Λβ
‖∇g(θ)‖2 ≤ 2β. (65)
This proves that θn+1 ∈ Λ2β and, using Hypothesis 1, that φ(θn+1) ∈ Σ. These last
inequalities also give [θn, θn+1] ⊂ Λ2β (by replacing τ by τ ′ such that 0 ≤ τ ′ ≤ τ).
As shown in the first part of the proof, g is convex on [θn, θ˜n], and thus
g(θn+1)− g(θ˜n) = g(θn+1)− g(θn) + g(θn)− g(θ˜n)
≤ g(θn+1)− g(θn) + 〈∇g(θn), θn − θ˜n〉
(66)
Since g is twice Gateaux differentiable with L-Lipschitz gradient on Λ2β, we can use
the second-order Taylor inequality on the segment [θn, θn+1] ⊂ Λ2β, which gives
g(θn+1)−g(θn) ≤ −τ〈∇g(θn),∇g(θn)〉+ L
2
‖τ∇g(θn)‖22 =
(
τ2L
2
− τ
)
‖∇g(θn)‖22. (67)
Since φ(θn+1) ∈ Σ and θ˜n is a global minimizer, we get
〈∇g(θn), θn − θ˜n〉 − (τ − τ
2L
2
)‖∇g(θn)‖22 ≥ g(θn+1)− g(θ˜n) ≥ 0. (68)
Now,
d(θn+1, θ
∗)2 ≤ ‖θn+1 − θ˜n‖22 = ‖θn − θ˜n‖22 − 2〈θn − θ˜n, τ∇g(θn)〉+ τ2‖∇g(θn)‖22. (69)
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Plugging the previous inequality gives
‖θn+1 − θ˜n‖22 ≤ ‖θn − θ˜n‖22 − (2τ − τ2L)‖∇g(θn)‖22 + τ2‖∇g(θn)‖22
= ‖θn − θ˜n‖22 − c0‖∇g(θn)‖22
(70)
where c0 = τ(2 − (1 + L)τ) > 0. In particular d(θn+1, θ∗) < d(θn, θ∗) and θn+1 ∈ Λβ.
By induction, we get that the iterates stay in Λβ because θ0 ∈ Λβ.
Convergence of g(θn). We use the same notation θn, θ˜n as in the last paragraph.
Using again (67), we get
g(θn+1)− g(θ∗) = g(θn)− g(θ∗) + g(θn+1)− g(θn)
≤ g(θn)− g(θ∗)− (τ − Lτ
2
2
)‖∇g(θn)‖22
(71)
Remark that τ − Lτ22 = c02 + τ
2
2 ≥ 0 Using the convexity on [θn, θ˜n] and the Cauchy-
Schwarz inequality, we get
g(θn)− g(θ∗) = g(θn)− g(θ˜n) ≤ 〈∇g(θn), θn − θ˜n〉
≤ ‖∇g(θn)‖2‖θn − θ˜n‖2
≤ ‖∇g(θn)‖2β.
(72)
We get
g(θn+1)− g(θ∗) ≤ g(θn)− g(θ∗)− (τ − Lτ
2
2
)
(g(θn)− g(θ∗))2
β2
= g(θn)− g(θ∗)− c1(g(θn)− g(θ∗))2
(73)
with c1 := (τ − Lτ22 ) 1β2 .
Let dn = g(θn)− g(θ∗) ≥ 0, using dn+1 ≤ dn, we have that
dn+1
dn
≤ 1− c1dn
1
dn
≤ 1
dn+1
− c1 dn
dn+1
c1 ≤ c1 dn
dn+1
≤ 1
dn+1
− 1
dn
(74)
We sum this inequality for 0, . . . , n− 1 and get
nc1 ≤ 1
dn
− 1
d0
≤ 1
dn
dn ≤ 1
c1n
.
(75)
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Proof of Corollary 2.1. Let β = min(β1, β2), as Λ2β ⊂ Λ2β1 , Hypotheses 1 to 4 required
for Theorem 2.1 are verified.
Let θ ∈ Λβ ⊂ Λβ1 and let us consider the unique θ˜ ∈ p(θ, θ∗). Using the last
hypothesis, we have for all z ∈ [θ, θ˜] that
1
Cφ,θ∗
(1− γ)‖∂θ˜−θφ(z)‖2H√
1 + γ‖A∂2
θ˜−θφ(z)‖2
− 1
Cφ,θ∗
√
1 + γ
‖e‖2 ≥ β2 ≥ β. (76)
which implies the last hypothesis of Theorem 2.1
(1− γ)‖∂θ˜−θφ(z)‖2H√
1 + γ‖A∂2
θ˜−θφ(z)‖2
≥ Cφ,θ∗β + 1√
1 + γ
‖e‖2. (77)
Proof of Corollary 2.2. Consider x0 ∈ Σ, and (θn)n≥0 a sequence of iterates of the
gradient descent converging to θ∗ under the hypotheses of Theorem 2.1. Using the RIP,
we have √
1− γ‖φ(θn)− x0‖H ≤ ‖Aφ(θn)−Ax0‖2 ≤ ‖Aφ(θn)− y‖2 + ‖e‖2 (78)
Using the rate of convergence of g(θn) (inequality (75)), we have
‖Aφ(θn)− y‖22 ≤ ‖Aφ(θ∗)− y‖22 +O
(
1
n
)
(79)
This gives, using the inequality (a+ b)2 ≤ 2(a2 + b2),
‖φ(θn)− x0‖2H ≤
1
1− γ (
√
‖Aφ(θ∗)− y‖22 +O
(
1
n
)
+ ‖e‖2)2
≤ 2
1− γ (‖Aφ(θ
∗)− y‖22 +O
(
1
n
)
+ ‖e‖22)
≤ 2
1− γ (‖Ax0 − y‖
2
2 +O
(
1
n
)
+ ‖e‖22) =
4‖e‖22
1− γ +O
(
1
n
)
.
(80)
6.6. Proofs for Section 3.1
The expression of the directional derivative is deduced from the fact that
∂ijZZ
T = (∂ijZ)Z
T + Z(∂ijZ)
T = (∂ijZ)Z
T + ((∂ijZ)Z
T )T
= EijZ
T + ZEji
(81)
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where {Eij : 1 ≤ i ≤ p, 1 ≤ j ≤ r} is the canonical basis of Rp×r. Furthermore
∂ij∂UZZ
T = UETij + EijU
T . (82)
Lemma 6.1. Let U ∈ Rp×r and M ∈ Rr×r. Suppose M PSD, then
tr(UMUT ) ≥ σmin(M)‖U‖2F . (83)
Proof. Let Ui be the rows of U . We have
(UMUT )i,i =
∑
l=1,r
Ui,l(MU
T )l,i
=
∑
l=1,r
Ui,l
∑
s=1,r
Ml,sUi,s
=
∑
l=1,r
∑
s=1,r
Ui,lMl,sUi,s
= UiMU
T
i
≥ σmin(M)UiUTi
= σmin(M)‖Ui‖22
(84)
Summing over i yields the result.
Proof of Theorem 3.1. For a rank r matrix M , we consider σmax(M) = σ1(M) ≥ ... ≥
σr(M) = σmin(M) the singular values of M in decreasing order. We will use the
following inequalities in this proof.
• σmax(M) ≤ ‖M‖F
• ‖AB‖F ≤ σmax(A)‖B‖F
We verify the hypotheses of Corollary 2.1.
Hypothesis 2: First, remark that for any Z ∈ Rp×r, we have φ(Z) ∈ Σr (Hypothesis 2
of Corollary 2.1 is verified for any β).
Hypothesis 1: Let Z ∈ ΛβLR . Consider H0 the solution of the orthogonal Procrustes
problem minH∈O(r) ‖Z0H − Z‖F . We have H0 = QRT where ZT0 Z = Q∆RT is the
singular value decomposition of ZT0 Z (see e.g. [29, Proof of Lemma 5.7]). It gives
ZTZ0H0 = R∆Q
TQRT = R∆RT = RQTQ∆RT = HT0 Z
T
0 Z (85)
We have p(Z,Z0) = {Z0H0}. With Z˜ = Z0H0, we have ZT Z˜ = Z˜TZ and ZT Z˜ PSD.
Notice that for U = Z˜ − Z, we also have Z˜TU = UT Z˜ and ZTU = UTZ. Note also
that for 1 ≤ i ≤ r, σi(Z˜) = σi(Z0).
Hypothesis 3: We calculate a constant Cφ,Z0 (Hypothesis 3 of Corollary 2.1). Using
the triangle inequality, Z ∈ ΛβLR and σmax(Z − Z˜) ≤ ‖Z − Z˜‖F , we have σmax(Z) ≤
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σmax(Z˜) + βLR ≤ 2σmax(Z0) and
‖ZZT − Z0ZT0 ‖F = ‖ZZT − Z˜Z˜T ‖F
= ‖Z(Z − Z˜)T + (Z − Z˜)Z˜T ‖F
≤ ‖Z(Z − Z˜)T ‖F + ‖(Z − Z˜)Z˜T ‖F
≤ (σmax(Z) + σmax(Z˜))‖(Z − Z˜)‖F
≤ 3σmax(Z0)‖Z − Z˜‖F .
(86)
Hence we can set Cφ,Z0 = 3σmax(Z0).
Hypothesis 4 and 5: They come from the fact that g is infinitely differentiable on a
bounded domain.
Hypothesis 6: First note that, as Z ∈ ΛβLR , we have ‖Z − Z˜‖F < βLR ≤ σmin(Z0)8 .
Hence, using Weyl’s perturbation inequality, σr(Z) ≥ σr(Z˜) − σ1(Z − Z˜) ≥ σr(Z0) −
‖Z − Z˜‖F ≥ σr(Z0)− σr(Z0)8 > 0 and the rank of Z is r.
As ∂2Uφ(Z) is an element of Σr, with the RIP on Σ2r,
‖A∂2Uφ(Z)‖2 = 2‖AUUT ‖2 ≤ 2
√
1 + γ‖UUT ‖F (87)
Now, we bound the ratio
‖∂Uφ(Z+tU)‖2F
‖A∂2Uφ(Z)‖2
=
‖U(Z+tU)T+(Z+tU)UT ‖2F
2‖UUT ‖F for U = Z˜−Z with
0 ≤ t ≤ 1.
We have
∂Uφ(Z + tU) = U(Z + tU)
T + (Z + tU)UT
= UZT + ZUT + 2tUUT
(88)
For any M1,M2 ∈ Rp×r with M1 6= 0, we have that ‖tM1 + M2‖2F is minimized for
t∗ = − 〈M1,M2〉F‖M1‖2F and ‖t
∗M1 +M2‖2F = ‖M2‖2F − 〈M1,M2〉
2
F
‖M1‖2F
. Hence if t∗ ≥ 1, ‖tM1 +M2‖2F
is minimized over [0, 1] at t = 1, at t = 0 if t∗ ≤ 0 and t = t∗ otherwise. Applying this
to the case M1 = 2UU
T and M2 = UZ
T + ZUT
Case 1: t∗ ≥ 1.
min
t∈[0,1]
‖U(Z + tU)T + (Z + tU)UT ‖2F = ‖UZ˜T + Z˜UT ‖2F (89)
Case 2: t∗ ≤ 0.
min
t∈[0,1]
‖U(Z + tU)T + (Z + tU)UT ‖2F = ‖UZT + ZUT ‖2F (90)
We consider Case 1 and 2 together. Let Z¯ = Z or Z¯ = Z˜. We have
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‖UZ¯T + Z¯UT ‖2F
2‖UUT ‖F =
‖UZ¯T ‖2F + ‖Z¯UT ‖2F + 2〈UZ¯T , Z¯UT 〉F
2‖UUT ‖F
=
2‖Z¯UT ‖2F + 2〈Z¯T , UT Z¯UT 〉F
2‖UUT ‖F
(91)
Using the fact that UT Z¯ = Z¯TU ,
‖UZ¯T + Z¯UT ‖2F
2‖UUT ‖F =
‖Z¯UT ‖2F + 〈Z¯T , Z¯TUUT 〉F
‖UUT ‖F
=
‖Z¯UT ‖2F + 〈Z¯Z¯T , UUT 〉F
‖UUT ‖F
(92)
LetA1, A2 be two positive symmetric matrices (e.g ZZ
T and UUT ), then 〈A1, A2〉F ≥ 0.
Indeed, let A
1
2
2 be a positive symmetric square root of A2. Remark that the matrix
A
1
2
2A
T
1 A
1
2
2 = A
1
2
2A
T
1 (A
1
2
2 )
T is positive symmetric. Hence its trace is positive and we have
〈A1, A2〉F = tr(AT1 A2) = tr(AT1 A
1
2
2A
1
2
2 ) = tr(A
1
2
2A
T
1 A
1
2
2 ) ≥ 0. (93)
We deduce
‖Z¯UT + UZ¯T ‖2F
2‖UUT ‖F ≥
‖Z¯UT ‖2F
‖UUT ‖F =
tr(UZ¯T Z¯UT )
‖UUT ‖F .
(94)
But Z¯T Z¯ is a full rank PSD matrix, hence, with Lemma 6.1,
tr(UZ¯T Z¯UT ) ≥ σmin(Z¯T Z¯)tr(UUT ) ≥ (σmin(Z˜)− βLR)2tr(UUT ). (95)
Let λi(UU
T ) denote the eigenvalues of UUT , then
‖∂Uφ(Z + tU)‖2F
‖∂2Uφ(Z + tU)‖F
≥ ‖Z¯U
T + UZ¯T ‖2F
2‖UUT ‖F
≥ (σmin(Z0)− βLR)2
∑
i λi(UU
T )√∑
i(λi(UU
T ))2
≥ (σmin(Z0)− βLR)2
≥
(
7
8
σmin(Z0)
)2
.
(96)
Case 3: 0 < t∗ < 1.
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Using the definition of t∗, we have
0 < −〈M1,M2〉F‖M1‖2F
< 1,
0 < −〈UU
T , UZ˜T + Z˜UT − 2UUT 〉F
2‖UUT ‖2F
< 1,
0 < −〈UU
T , UZ˜T + Z˜UT 〉F
2‖UUT ‖2F
+ 1 < 1,
−1 < −〈UU
T , UZ˜T + Z˜UT 〉F
2‖UUT ‖2F
< 0,
0 < 〈UUT , UZ˜T + Z˜UT 〉F < 2‖UUT ‖2F .
(97)
We calculate
‖M2‖22 −
|〈M1,M2〉F |2
‖M1‖22
= ‖UZT + ZUT ‖2F −
|〈UUT , UZT + ZUT 〉F |2
‖UUT ‖2F
= ‖UZ˜T + Z˜UT − 2UUT ‖2F −
|〈UUT , UZ˜T + Z˜UT − 2UUT 〉F |2
‖UUT ‖2F
= ‖UZ˜T + Z˜UT ‖2F − 4〈UUT , UZ˜T + Z˜UT 〉F + 4‖UUT ‖2F
−
∣∣∣〈UUT , UZ˜T + Z˜UT 〉F − 2〈UUT , UUT 〉F ∣∣∣2
‖UUT ‖2F
= ‖UZ˜T + Z˜UT ‖2F − 4〈UUT , UZ˜T + Z˜UT 〉F + 4‖UUT ‖2F
− |〈UU
T , UZ˜T + Z˜UT 〉F |2
‖UUT ‖2F
− 4‖UUT ‖2F + 4〈UUT , UZ˜T + Z˜UT 〉F
= 2‖UZ˜T ‖2F + 2〈Z˜Z˜T , UUT 〉F −
|〈UUT , UZ˜T + Z˜UT 〉F |2
‖UUT ‖2F
.
(98)
Using the last inequality of (97), we have
‖M2‖22 −
|〈M1,M2〉F |2
‖M1‖22
≥ 2‖UZ˜T ‖2F + 2〈Z˜Z˜T , UUT 〉F − 4‖UUT ‖2F . (99)
Using Equation (96) and the fact that ‖UUT ‖F =
√∑
i σi(U
T )4 ≤ ∑i σi(UT )2 =
30
‖UT ‖2F ≤ β2LR, we conclude
‖∂Uφ(Z + tU)‖2F
‖∂2Uφ(Z + tU)‖F
≥ ‖UZ˜
T ‖2F + 〈Z˜Z˜T , UUT 〉F − 2‖UUT ‖2F
‖UUT ‖F
≥
(
7
8
σmin(Z0)
)2
− 2‖UUT ‖F
≥
(
7
8
σmin(Z0)
)2
− 2β2LR
≥ (49
64
− 2
64
)(σmin(Z0))
2 =
47
64
(σmin(Z0))
2 > 0
(100)
This gives, for β2 from Corollary 2.1,
β2 =
1
Cφ,Z0
inf
Z∈Λβ1
inf
Y ∈[Z,Z˜]
(
(1− γ)‖∂Z˜−Zφ(Y )‖2H√
1 + γ‖A∂2
Z˜−Zφ(Y )‖2
)
≥ 47
64
(1− γ)(σmin(Z0))2
3σmax(Z0)(1 + γ)
≥ 1
8
(1− γ)(σmin(Z0))2
(1 + γ)σmax(Z0)
= βLR > 0,
(101)
which implies ΛβLR ⊂ Λmin(β1,β2). Using Corollary 2.1 yields the final result: ΛβLR is a
g-basin of attraction of θ∗.
6.7. Proofs for the GMM example
We start by giving two lemma that bound derivatives of φ.
Lemma 6.2. Suppose K(t) ∝ e− 12λ2‖t‖2Γ. Then there is a strictly positive constant dK
such that ‖∂wµt0‖2K ≥ dK‖w‖22 where ∂wµt0 is the derivative of µt0 with respect to t in
the direction w.
Proof. Using Equation (40),
‖∂wµt0‖2K ∝
∫
Rp
∫
Rp
e−
1
2
λ2‖t−s‖2ΓwTΓ−1swTΓ−1te−
1
2
‖s−t0‖2Γe−
1
2
‖t−t0‖2Γ dtds (102)
Using the change of variables t− t0 → t and s− t0 → s, we get
‖∂wµt0‖2K ∝
∫
Rp
∫
Rp
e−
1
2
λ2‖t−s‖2ΓwTΓ−1swTΓ−1te−
1
2
‖s‖2Γe−
1
2
‖t‖2Γ dt ds (103)
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Rewrite
λ2‖s− t‖2Γ + ‖s‖2Γ = (1 + λ2)‖s‖2Γ − 2λ2〈s, t〉+ λ2‖t‖2Γ
= (1 + λ2)
(
‖s‖2Γ − 2
λ2
1 + λ2
〈s, t〉+ λ
2
1 + λ2
‖t‖2Γ
)
= (1 + λ2)
(∥∥∥∥s− λ21 + λ2 t
∥∥∥∥2
Γ
+ (1− λ
2
1 + λ2
)
λ2
1 + λ2
‖t‖2Γ
)
= (1 + λ2)
∥∥∥∥s− λ21 + λ2 t
∥∥∥∥2
Γ
+
λ2
1 + λ2
‖t‖2Γ.
(104)
This leads to
‖∂wµt0‖2K ∝
∫
Rp
∫
Rp
wTΓ−1swTΓ−1te−
1
2
(1+λ2)‖s− λ2
1+λ2
t‖2Γe−
1
2
(
‖t‖2Γ+ λ
2
1+λ2
‖t‖2Γ
)
dtds
=
∫
Rp
∫
Rp
wTΓ−1swTΓ−1te−
1
2
(1+λ2)‖s− λ2
1+λ2
t‖2Γe−
1
2
1+2λ2
1+λ2
‖t‖2Γ dtds.
(105)
Let h(s) = e
− 1
2
(1+λ2)‖s− λ2
1+λ2
t‖2Γ ,∫
s
wTΓ−1se−
1
2
(1+λ2)‖s− λ2
1+λ2
t‖2Γ ds =
∫
s
wTΓ−1(s− λ
2
1 + λ2
t)h(s) ds
+
λ2
1 + λ2
wTΓ−1t
∫
s
h(s) ds
=
∫
s
∂wh(s) ds+
λ2
1 + λ2
wTΓ−1tC
(
Γ
1 + λ2
) (106)
where C
(
Γ
1+λ2
)
is the normalization constant of the Gaussian of covariance Γ
1+λ2
. By
linearity ∫
s
∂wh(s) ds = 〈w,
∫
s
∇h(s) ds〉 = 0. (107)
We make the change of variable u = Γ−1/2t
‖∂wµt0‖2K ∝
λ2
1 + λ2
C
(
Γ
1 + λ2
)
| det(Γ−1/2)|
∫
u
|wTΓ−1/2u|2e− 12
1+2λ2
1+λ2
‖u‖22 du. (108)
With the linearity of the integral, the change of variable u →
√
1+λ2
1+2λ2
u and the fact
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that
∫
R x
2e−
1
2
x2 dx =
√
2pi,
‖∂wµt0‖2K ∝ |det(Γ−1/2)|
λ2
1 + λ2
C
(
Γ
1 + λ2
)∑
i
∫
u
|ui(Γ−1/2w)i|2e−
1
2
1+2λ2
1+λ2
‖u‖22 dt
+
∑
i 6=j
∫
u
ui(Γ
−1/2w)iuj(Γ−1/2w)je
− 1
2
1+2λ2
1+λ2
‖u‖22 du)
= |det(Γ−1/2)| λ
2
1 + λ2
C
(
Γ
1 + λ2
)(√
1 + λ2
1 + 2λ2
)p
×
∑
i
∫
u
1 + λ2
1 + 2λ2
|ui(Γ−1/2w)i|2e− 12‖u‖22 du
= |det(Γ−1/2)| λ
2
1 + 2λ2
C
(
Γ
1 + λ2
)(√
1 + λ2
1 + 2λ2
)p√
2pi
p∑
i
|(Γ−1/2w)i|2
= |det(Γ−1/2)| λ
2
1 + 2λ2
C
(
Γ
1 + λ2
)(√
1 + λ2
1 + 2λ2
)p√
2pi
p‖Γ−1/2w‖22
≥ |det(Γ−1/2)| λ
2
1 + 2λ2
C
(
Γ
1 + λ2
)(√
1 + λ2
1 + 2λ2
)p√
2pi
p
λmin(Γ)‖w‖22.
(109)
This gives the result with dK ∝ |det(Γ−1/2)| λ21+2λ2 C
(
Γ
1+λ2
)(√
1+λ2
1+2λ2
)p√
2pi
p
λmin(Γ) > 0.
Lemma 6.3. Suppose K(t) ∝ e− 12λ2‖t‖2Γ. Then there is an explicit strictly positive
constants DK depending on K such that
‖∂wµt0‖2K ≤ DK‖w‖22 (110)
and there is an explicit strictly positive constants D′A,K depending on A and K such
that
‖A∂2wµt0‖2 ≤ D′A,K(‖w‖22 + ‖w‖2) (111)
where ∂2wµt0 is the second derivative of µt0 with respect to t in the direction w and
DK :=
∫
s∈Rp
∫
t∈Rp
K(t− s)‖Γ−1s‖2‖Γ−1t‖2e− 12‖s‖2Γe− 12‖t‖2Γ dt ds
D′A,K :=
√√√√ m∑
l=1
sup
t∈Rp
|αl(t)|2 max
(
1
λmin(Γ)
C (Γ) ,
∫
t∈Rp
‖Γ−1t‖2e− 12‖t‖2Γ
)
.
(112)
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Proof. For the first bound, we have
‖∂wµt0‖2H =
∫
s∈Rp
∫
t∈Rp
K(t− s)wTΓ−1swTΓ−1te− 12‖s‖2Γe− 12‖t‖2Γ dtds
≤ ‖w‖22
∫
s∈Rp
∫
t∈Rp
K(t− s)‖Γ−1s‖2‖Γ−1t‖2e− 12‖s‖2Γe− 12‖t‖2Γ dt ds
= DK‖w‖22
(113)
where DK :=
∫
s∈Rp
∫
t∈Rp K(t− s)‖Γ−1s‖2‖Γ−1t‖2e−
1
2
‖s‖2Γe−
1
2
‖t‖2Γ dtds.
For the second bound, we have (with C (Γ) the normalization constant of Gaussian
of covariance Γ),
‖A∂2wiµt0‖22 =
m∑
l=1
∣∣∣∣∫ αl(t) d∂2wµt0(t)∣∣∣∣2
≤
(
m∑
l=1
sup
t∈Rp
|αl(t)|2
)(∫
t∈Rp
∣∣d∂2wµt0(t)∣∣)2
=
(
m∑
l=1
sup
t∈Rp
|αl(t)|2
)(∫
t∈Rp
∣∣∣(−wTΓ−1w + wTΓ−1(t− t0))e− 12‖t−t0‖2Γ∣∣∣dt)2 .
(114)
This gives
‖A∂2wiµt0‖2 ≤
√√√√ m∑
l=1
sup
t∈Rp
|αl(t)|2
(
C (Γ) ‖w‖2Γ +
∫
t∈Rp
∣∣∣wTΓ−1(t− t0)e− 12‖t−t0‖2Γ dt∣∣∣)
≤
√√√√ m∑
l=1
sup
t∈Rp
|αl(t)|2
(
C (Γ) ‖w‖2Γ + ‖w‖2
∫
t∈Rp
‖Γ−1t‖2e− 12‖t‖2Γ dt
)
≤
√√√√ m∑
l=1
sup
t∈Rp
|αl(t)|2
(
C (Γ)
1
λmin(Γ)
‖w‖22 + ‖w‖2
∫
t∈Rp
‖Γ−1t‖2e− 12‖t‖2Γ dt
)
≤ D′A,K
(‖w‖22 + ‖w‖2)
(115)
where D′A,K :=
√∑m
l=1 supt∈Rp |αl(t)|2 max
(
1
λmin(Γ)
C (Γ) ,
∫
t∈Rp ‖Γ−1t‖2e−
1
2
‖t‖2Γ
)
.
Proof of Theorem 3.3. We prove this theorem by verifying the hypotheses of Corol-
lary 2.1. We take β1 = βGMM ≤
√
λmin(Γ)
8 and Σ = Σk, 2 . We recall that we write
θ∗ = (a1, ..., ak, t1, ..., tk).
Hypothesis 2: Let θ = (b1, ..., bk, s1, ..., sk) ∈ Λ2β1 . Similarly to [24], ‖si − sj‖Γ =
‖si − ti + ti − tj + tj − sj‖Γ ≥ ‖ti − tj‖Γ − ‖ti − si‖Γ − ‖tj − sj‖Γ ≥ − 1√
λmin(Γ)
(‖ti −
34
si‖2 + ‖tj − sj‖2) > − 2/4 ≥ /2. Moreover, using the hypothesis on the ti, ‖si‖2 ≤
‖ti‖2 + 2βGMM ≤ R and φ(θ) ∈ Σk, 
2
.
Hypothesis 1: The RIP and the properties of K guarantee the unicity of φ(θ∗) as
a minimizer of (4). Now for θ ∈ Λ2β1 , the set p(θ, θ∗) is included in the set of all
the possible orderings of amplitudes and positions. The fact that ‖ · ‖K increases with
respect to the distance between positions and that ‖ti− si‖Γ ≤ 4 imply p(θ, θ∗) = {θ∗}.
Hypothesis 3: This hypothesis comes from the following. For
∑
i aiµti −
∑
i biµsi ∈
Σ− Σ, ∥∥∥∥∥∑
i
aiµti −
∑
i
biµsi
∥∥∥∥∥
K
≤
∑
i
‖aiµti − biµsi‖K . (116)
Moreover,
‖aiµti − biµsi‖2K = (ai − bi)2 + 2aibi(1− 〈µti , µsi〉K). (117)
It was shown in [19] that for a well designed Gaussian kernel, there is an explicit constant
CK such that 1 − 〈µti , µsi〉K ≤ CK‖ti − si‖22 for ‖ti − si‖2Γ ≤ /4. Hence for θ ∈ Λ2β1 ,
using the fact that |bi| ≤ |ai|+ 2β1 ≤ 2|ai|, we have
‖φ(θ)− φ(θ∗)‖2K ≤
∑
i
(ai − bi)2 + 4|ai|2CK‖ti − si‖22
≤ max(1, 4CKa2k)‖θ − θ∗‖22
(118)
Hence we can set Cφ,θ∗ = max(1, 4CKa
2
k).
Hypothesis 4 and 5: These hypotheses come from the fact that g is infinitely differ-
entiable on the bounded domain Λ2β1 .
Hypothesis 6: Let θ ∈ ΛβGMM such that φ(θ) =
∑k
i=1 biµsi and u = (v, w) ∈ Rd such
that ‖u‖2 = 1. We have, using the kernel assumption,
‖∂uφ(θ)‖2K ≥ (1− cK)
∑
i
‖viµsi + bi∂wiµsi‖2K
= (1− cK)
∑
i
(|vi|2‖µsi‖2K + |bi|2‖∂wiµsi‖2K + 2bivi〈µsi , ∂wiµsi〉K) . (119)
We calculate the cross-product
〈µsi , ∂wiµsi〉K = −2
∫
Rp
∫
Rp
K(t, s)wTi Γ
−1(t− si)e− 12‖s−si‖2Γe− 12‖t−si‖2Γ dt ds. (120)
The kernel K is written K(t, s) ∝ e−λ2‖t−s‖2Γ . With the translational invariance,
〈µsi , ∂wiµsi〉K ∝
∫
Rp
∫
Rp
e−
1
2
λ2‖t−s‖2ΓwTi Γ
−1(t− si)e− 12‖s−si‖2Γe− 12‖t−si‖2Γ dt ds
=
∫
Rp
∫
Rp
e−
1
2
λ2‖t−s‖2ΓwTi Γ
−1te−
1
2
‖s‖2Γe−
1
2
‖t‖2Γ dtds.
(121)
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Using identity (104) gives∫
e−
1
2
λ2‖t−s‖2Γe−
1
2
‖s‖2Γ ds = C
(
Γ
1 + λ2
)
e
− 1
2
λ2
1+λ2
‖t‖2Γ . (122)
where C(X) :=
∫
Rp e
− 1
2
‖s‖2X ds. Using the fact that t→ h(t) = wTΓ−1te− 12‖t‖2Γe− 12 λ
2
1+λ2
‖t‖2Γ
is an odd function of t, the integral with respect to t is zero and
〈µsi , ∂wiµsi〉K = 0. (123)
Hence, using the assumption that ‖µsi‖2K = 1 and ‖(v, w)‖2 = 1,
‖∂uφ(θ)‖2K ≥ (1− cK)
(∑
i
|vi|2‖µsi‖2K + |bi|2‖∂wiµsi‖2K
)
≥ (1− cK)
(∑
i
|vi|2 + |bi|2dK‖wi‖22
)
≥ (1− cK) min(1, dK min
i
(|bi|2)).
(124)
where dK such that ‖∂wµ0‖2K ≥ dK‖w‖22 is given by Lemma 6.2.
We now bound
‖A∂2uφ(θ)‖H = ‖
∑
i
A∂2ubiµsi‖H. (125)
We have
∂2ubiµsi = ∂u(viµsi + bi∂wiµsi) = vi∂wiµsi + bi∂
2
wiµsi + vi∂wiµsi
= 2vi∂wiµsi + bi∂
2
wiµsi
(126)
Hence
‖A∂2uφ(θ)‖H = ‖
∑
i
2Avi∂wiµsi + bi∂
2
wiµsi‖2
≤ 2
√
1 + γ‖
∑
i
vi∂wiµsi‖H + ‖
∑
i
biA∂
2
wiµsi‖2
≤ 2
∑
i
√
1 + γ
√
1 + ck
√∑
i
v2i ‖∂wiµsi‖2H + |bk|
∑
i
‖A∂2wiµsi‖2
(127)
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With Lemma 6.3, we have
‖A∂2uφ(θ)‖H ≤ 2
√
1 + γ
√
1 + ck
√
DK‖v‖2 + |bk|D′A,K
∑
i
(‖wi‖22 + ‖wi‖2)
≤ 2
√
1 + γ
√
1 + ck
√
DK‖v‖2 + |bk|D′A,K(‖w‖22 + ‖w‖2)
≤ 2
√
1 + γ
√
1 + ck
√
DK + 2|bk|D′A,K
(128)
Using the fact that βGMM ≤ |a1|2 , we have |bi| ≥ |ai| − βGMM ≥ |a1| − βGMM ≥ |a1|2
and |bk| ≤ 2|ak|. This gives, for β2 from Corollary 2.1,
β2 =
1
Cφ,θ∗
inf
θ∈Λβ1
inf
z∈[θ,θ∗]
(
(1− γ)‖∂θ∗−θφ(z)‖2H√
1 + γ‖A∂2θ∗−θφ(z)‖2
)
≥ 1
Cφ,θ∗
inf
θ∈Λβ1
inf
u:‖u‖2=1
(
(1− γ)‖∂uφ(θ)‖2H√
1 + γ‖A∂2uφ(θ)‖2
)
≥ (1− γ)(1− cK) min(1, dK |a1|
2)
8Cφ,θ∗
√
1 + γ(
√
1 + γ
√
1 + ck
√
DK + 2|ak|D′A,K)
> 0
(129)
and βGMM ≤ β2 which implies ΛβGMM ⊂ Λmin(β1,β2). Finally ΛβGMM is a g-basin of
attraction of θ∗.
6.7.1. Proofs for GMM with variable covariances
We write Zi,k,l the coordinate k, l of matrix Zi. We have that ∂Zi,k,lµti,Γi has density
− 1
2
(∂Zi,k,l‖t− ti‖2(ZiZTi +ρI))e
− 1
2
‖t−ti‖2Γi . (130)
We also have, using the inverse matrix differentiation formula ∂(A−1) = −A−1∂(A)A−1
∂Zi,k,l‖t− ti‖2(ZiZTi +ρI) = −(t− ti)
T (ZiZ
T
i + ρI)
−1∂Zi,k,l(ZiZ
T
i )(ZiZ
T
i + ρI)
−1(t− ti).
(131)
Using the fact that ∂W (ZiZ
T
i ) = WZ
T
i +ZiW
T , we get the expression of the directional
derivative ∂Wµti,Γi .
Proof of Lemma 3.1. We write (Xi)
p
i=1 the diagonal terms of a matrix X ∈ Rp×p. With
the translational invariance of K we have ‖∂Wµt,Γ‖2K = ‖∂Wµ0,Γ‖2K
The partial derivative in direction W of µ0,Γ has density
h(s) =
1
2
sTΓ−1WΓ−1se−
1
2
‖s‖2Γ
=
1
2
sTΓ−2Wse−
1
2
‖s‖2Γ ,
(132)
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because diagonal matrices commute, and thus
‖∂Wµ0,Γ‖2K =
∫
Rp
∫
Rp
K(s, t)h(s)h(t) ds dt. (133)
The aim of the following computations is to give a lower bound on ‖∂Wµ0,Γ‖2K .
The rest of the proof is quite technical, and we thus split it into four steps for ease
of reading.
Step 1: rewriting ‖∂Wµ0,Γ‖2K .
We have
‖s‖2Γ + λ‖s− t‖22 = sT (Γ−1 + λI)s− 2λ〈s, t〉+ λ‖t‖22
= sT (Γ−1 + λI)s− 2sT (Γ−1 + λI)(Γ−1 + λI)−1λt+ λ‖t‖22
= ‖s− λ(Γ−1 + λI)−1t‖2(Γ−1+λI)−1 + λ‖t‖22 − ‖λ(Γ−1 + λI)−1t‖2(Γ−1+λI)−1 .
(134)
Hence∫
s∈Rp
K(s, t)h(s) ds =
1
2
e
− 1
2
λ‖t‖22+ 12‖λ(Γ−1+λI)−1t‖2(Γ−1+λI)−1
×
∫
s∈Rp
sTΓ−2Wse−
1
2
‖s−λ(Γ−1+λI)−1t‖2
(Γ−1+λI)−1 ds.
(135)
We calculate, using the change of variable s− λ(Γ−1 + λI)−1t→ s,
B :=
∫
s∈Rp
sTΓ−2Wse−
1
2
‖s−λ(Γ−1+λI)−1t‖2
(Γ−1+λI)−1 ds
=
∫
s∈Rp
(s+ λ(Γ−1 + λI)−1t)TΓ−2W (s+ λ(Γ−1 + λI)−1t)e−
1
2
‖s‖2
(Γ−1+λI)−1 ds
=
∫
s∈Rp
sTΓ−2Wse−
1
2
‖s‖2
(Γ−1+λI)−1 ds
+ 2
∫
s∈Rp
(λ(Γ−1 + λI)−1t)TΓ−2Wse−
1
2
‖s‖2
(Γ−1+λI)−1 ds
+ (λ(Γ−1 + λI)−1t)TΓ−2W (λ(Γ−1 + λI)−1t)
∫
s∈Rp
e
− 1
2
‖s‖2
(Γ−1+λI)−1 ds.
(136)
The second term is 0 because s→ se−‖s‖
2
(Γ−1+λI)−1 is odd. With C(X) the normalization
constant of the Gaussian of covariance matrix X, and
D(X,Y ) =
∫
s∈Rp
sTXse−
1
2
‖s‖2Y ds, (137)
we have
38
B = D
(
Γ−2W, (Γ−1 + λI)−1
)
+ λ2tTΓ−2(Γ−1 + λI)−2WtC(Γ−1 + λI)−1
= D
(
Γ−2W, (Γ−1 + λI)−1
)
+ λ2tT (I + λΓ)−2WtC(Γ−1 + λI)−1.
(138)
Going back to the full integral, (135) and (138) yield
‖∂Wµ0,Γ‖2K =
1
4
∫
t∈Rp
(
D(Γ−2W, (Γ−1 + λI)−1) + λ2tT (I + λΓ)−2WtC(Γ−1 + λI)−1
)
e
− 1
2
λ‖t‖22+ 12‖λ(Γ−1+λI)−1t‖2(Γ−1+λI)−1 tTΓ−2Wte−
1
2
‖t‖2Γ dt.
(139)
We have
− λ‖t‖22 + ‖λ(Γ−1 + λI)−1t‖2(Γ−1+λI)−1 − ‖t‖2Γ
= −tT (Γ−1 + λI)t+ tT (Γ−1 + λI)λ2(Γ−1 + λI)−1(Γ−1 + λI)−1t
= −tT (Γ−1 + λI − λ2(Γ−1 + λI)−1)t
= −‖t‖2(Γ−1+λI−λ2(Γ−1+λI)−1)−1 .
(140)
Let Z = (Γ−1 + λI − λ2(Γ−1 + λI)−1)−1, we have
Z−1i = Γ
−1
i + λ−
λ2
Γ−1i + λ
=
Γ−2i + 2λΓ
−1
i
Γ−1i + λ
=
(Γ−1i + 2λ)Γ
−1
i
Γ−1i + λ
. (141)
Hence, we have the following equivalent when λ→ +∞:
Zi ∼ Γi
2
. (142)
Let us set
E(X,Y, Z) :=
∫
sTXssTY se−
1
2
‖s‖2Zds. (143)
We then have
‖∂Wµ0,Γ‖2K =
1
4
D
(
Γ−2W, (Γ−1 + λI)−1
)
D
(
Γ−2W, (Γ−1 + λI − λ2(Γ−1 + λI)−1)−1)
+
λ2
4
C(Γ−1 + λI)−1E
(
Γ−2W, (I + λΓ)−2W, (Γ−1 + λI − λ2(Γ−1 + λI)−1)−1).
(144)
Step 2: dependency of D on W
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We explicit the dependency of D on W :
D(Γ−2W,Y ) =
∫
s∈Rp
sTΓ−2Wse−
1
2
‖s‖2Y ds
=
∫
s∈Rp
(
∑
i
s2iΓ
−2
i Wi)e
− 1
2
‖s‖2Y ds
=
∑
i
Γ−2i Wi
∫
s∈Rp
s2i e
− 1
2
‖s‖2Y ds
=
∑
i
Γ−2i Wi
∫
s∈Rp
s2i
∏
j
e
− 1
2
|sj |2
Yj ds
=
∑
i
Γ−2i Wi
√
pi
p−1
√∏
j 6=i
Yj
∫
si∈R
s2i e
− 1
2
|si|2
Yi dsi.
(145)
We make the change of variable si =
√
Yiu and use the fact that
∫
R e
− 1
2
u2 du =∫
R u
2e−
1
2
u2 du =
√
2pi. We get
D(Γ−2W,Y ) =
∑
i
Γ−2i Wi
(√
2pi
)p−1√∏
j 6=i
Yj
∫
u∈R
Y
3
2
i u
2e−
1
2
|u|2 du
=
(√
2pi
)p√∏
j
Yj
∑
i
YiΓ
−2
i Wi.
(146)
Step 3: dependency of E on W
We calculate E
(
Γ−2W, (I + λΓ)−2W,Z
)
E
(
Γ−2W, (I + λΓ)−2W,Z
)
=
∑
i,j
(1 + λΓi)
−2Γ−2j WiWj
∫
R
s2i s
2
je
− 1
2
‖s‖2Z ds. (147)
We make the change of variable si =
√
Ziui. We get
∑
i 6=j
(1 + λΓi)
−2Γ−2j WiWj
∫
R
s2i s
2
je
− 1
2
‖s‖2Z ds
=
(√
2pi
)2 (√
2pi
)p−2√∏
i
Zi
∑
i 6=j
(1 + λΓi)
−2ZiZjΓ−2j WiWj
=
(√
2pi
)p√∏
i
Zi
∑
i 6=j
(1 + λΓi)
−2ZiZjΓ−2j WiWj
(148)
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and, using the fact that
∫
u∈R u
4e−
1
2
|u|2 du = 3
√
2pi, we get
∑
i
(1 + λΓi)
−2Γ−2i W
2
i
∫
R
s4i e
− 1
2
‖s‖2Z = 3
√
2pi
√
2pi
p−1
√∏
i
Zi
∑
i
(1 + λΓi)
−2Γ−2i Z
2
iW
2
i
= 3
(√
2pi
)p√∏
i
Zi
∑
i
(1 + λΓi)
−2Γ−2i Z
2
iW
2
i .
(149)
Hence
E
(
Γ−2W, (I + λΓ)−2W,Z
)
=
√∏
i
Zi
(
3
(√
2pi
)p∑
i
(1 + λΓi)
−2Γ−2i Z
2
iW
2
i
−
(√
2pi
)p∑
i
(1 + λΓi)
−2Γ−2i Z
2
iW
2
i
+
(√
2pi
)p
(
∑
i
(1 + λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj)
)
=
√∏
i
Zi
(√
2pi
)p (
2
∑
i
(1 + λΓi)
−2Γ−2i Z
2
iW
2
i
+(
∑
i
(1 + λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj)
)
.
(150)
Step 4: computing a lower bound for ‖∂Wµ0,Γ‖2K
Using ‖W‖2F = 1, we have
E
(
Γ−2W, (I + λΓ)−2W,Z
)
≥
(√
2pi
)p√∏
i
Zi
(
2 inf
i
(1 + λΓi)
−2Γ−2i Z
2
i + (
∑
i
(1 + λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj)
)
.
(151)
Also, we have
sign
(
(
∑
i
(1+λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj)
)
= sign
(
λ2(
∑
i
(1+λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj)
)
(152)
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and, using that Z−1i →λ→∞ 2Γ−1i (from (141)),
λ2(
∑
i
(1 + λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj)) = (
∑
i
λ2(1 + λΓi)
−2ZiWi)(
∑
j
ZjΓ
−2
j Wj))
→λ→∞ 1
4
(
∑
j
Γ−1j Wj)
2 > 0.
(153)
Hence, for λ large enough, (
∑
i(1 + λΓi)
−2ZiWi)(
∑
j ZjΓ
−2
j Wj) ≥ 0. This implies
E
(
Γ−2W, (I + λΓ)−2W,Z
) ≥√∏
i
Zi
(√
2pi
)p
2 inf
i
(1 + λΓi)
−2Γ−2i Z
2
i (154)
Moreover, writing Yi = (Γ
−1
i + λI)
−1 we have
C(Γ−1 + λI)−1 =
√
2pi
p
√∏
i
Yi. (155)
Putting everything together, for λ large enough, we deduce from (146) that
‖∂Wµ0,Γ‖2K ≥
1
4
(√
2pi
)2p√∏
i
Yi
∑
i
YiΓ
−2
i Wi
√∏
i
Zi
∑
i
ZiΓ
−2
i Wi
+
λ2
4
(√
2pi
)2p√∏
i
Yi
√∏
i
Zi · 2 inf
i
(1 + λΓi)
−2Γ−2i Z
2
i
=
1
4
(2pi)p
√∏
i
YiZi
(
(
∑
i
YiΓ
−2
i Wi)(
∑
i
ZiΓ
−2
i Wi) + 2λ
2 inf
i
(1 + λΓi)
−2Γ−2i Z
2
i
)
≥1
4
(2pi)p
√∏
i
YiZi
(
O(
1
λ
) + 2λ2 inf
i
(1 + λΓi)
−2Γ−2i Z
2
i
)
∼λ→∞ 1
8
(2pi)p
√∏
i
YiZi inf
i
Γ−2i .
(156)
Hence there is λ large enough such that ‖∂Wµ0,Γ‖2K is lower bounded by a positive
constant that depends on λ and Γ.
Acknowledgement
J-F Aujol acknowledges the support of the French Agence Nationale de la Recherche
(ANR) under reference ANR-18-CE92-0050 SUPREMATIM.
42
[1] H. H. Bauschke and P. L. Combettes. Convex analysis and monotone operator
theory in Hilbert spaces, volume 408. Springer, 2011.
[2] A. Beck and L. Tetruashvili. On the convergence of block coordinate descent type
methods. SIAM Journal on Optimization, 23(4):2037–2060, 2013.
[3] S. Bhojanapalli, B. Neyshabur, and N. Srebro. Global optimality of local search for
low rank matrix recovery. In Advances in Neural Information Processing Systems,
pages 3873–3881, 2016.
[4] N. Boumal, P.-A. Absil, and C. Cartis. Global rates of convergence for nonconvex
optimization on manifolds. IMA Journal of Numerical Analysis, 39(1):1–33, 2018.
[5] A. Bourrier, M. Davies, T. Peleg, P. Perez, and R. Gribonval. Fundamental per-
formance limits for ideal decoders in high-dimensional linear inverse problems. In-
formation Theory, IEEE Transactions on, 60(12):7928–7946, 2014.
[6] S. Burer and R. D. Monteiro. Local minima and convergence in low-rank semidef-
inite programming. Mathematical Programming, 103(3):427–444, 2005.
[7] V. Cambareri and L. Jacques. Through the haze: a non-convex approach to blind
gain calibration for linear random sensing models. Information and Inference: A
Journal of the IMA, 2018.
[8] E. J. Cande`s and C. Fernandez-Granda. Super-resolution from noisy data. Journal
of Fourier Analysis and Applications, 19(6):1229–1254, 2013.
[9] E. J. Candes and Y. Plan. Tight oracle inequalities for low-rank matrix recovery
from a minimal number of noisy random measurements. IEEE Transactions on
Information Theory, 57(4):2342–2359, 2011.
[10] Y. Chi, Y. M. Lu, and Y. Chen. Nonconvex optimization meets low-rank matrix
factorization: An overview. IEEE Transactions on Signal Processing, 67(20):5239–
5269, 2019.
[11] L. Chizat and F. Bach. On the global convergence of gradient descent for over-
parameterized models using optimal transport. In Advances in neural information
processing systems, pages 3036–3046, 2018.
[12] P. G. Ciarlet, B. Miara, and J.-M. Thomas. Introduction to numerical linear algebra
and optimisation. Cambridge University Press, 1989.
[13] Y. De Castro, F. Gamboa, D. Henrion, and J.-B. Lasserre. Exact solutions to super
resolution on semi-algebraic domains in higher dimensions. IEEE Transactions on
Information Theory, 63(1):621–630, 2016.
[14] V. Duval and G. Peyre´. Exact support recovery for sparse spikes deconvolution.
Foundations of Computational Mathematics, 15(5):1315–1355, 2015.
43
[15] A. Eftekhari and M. B. Wakin. New analysis of manifold embeddings and signal
recovery from compressive measurements. Applied and Computational Harmonic
Analysis, 39(1):67–109, 2015.
[16] I. Ekeland and R. Temam. Convex analysis and variational problems, volume 28.
Siam, 1999.
[17] C. Elvira, R. Gribonval, C. Soussen, and C. Herzet. OMP and continuous dictionar-
ies: is k-step recovery possible? In ICASSP 2019 - IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), pages 5546–5550, Brighton,
United Kingdom, May 2019. IEEE, IEEE.
[18] S. Foucart and H. Rauhut. A mathematical introduction to compressive sensing.
Springer, 2013.
[19] R. Gribonval, G. Blanchard, N. Keriven, and Y. Traonmilin. Compressive Statis-
tical Learning with Random Feature Moments. Preprint, 2017.
[20] N. Keriven, A. Bourrier, R. Gribonval, and P. Pe´rez. Sketching for large-scale
learning of mixture models. Information and Inference: A Journal of the IMA,
7(3):447–508, 2018.
[21] N. Keriven, N. Tremblay, Y. Traonmilin, and R. Gribonval. Compressive k-means.
In Acoustics, Speech and Signal Processing (ICASSP), 2017 IEEE International
Conference on, pages 6369–6373. IEEE, 2017.
[22] S. Ling and T. Strohmer. Regularized gradient descent: a non-convex recipe for
fast joint blind deconvolution and demixing. Information and Inference: A Journal
of the IMA, 2017.
[23] G. Puy, M. E. Davies, and R. Gribonval. Recipes for Stable Linear Embed-
dings From Hilbert Spaces to Rm. IEEE Transactions on Information Theory,
63(4):2171–2187, 2017.
[24] Y. Traonmilin and J.-F. Aujol. The basins of attraction of the global minimizers of
the non-convex sparse spike estimation problem. Inverse Problems, 36(4):045003,
feb 2020.
[25] Y. Traonmilin, J.-F. Aujol, and A. Leclaire. Projected gradient descent for non-
convex sparse spike estimation. IEEE Signal Processing Letters, 2020.
[26] Y. Traonmilin and R. Gribonval. Stable recovery of low-dimensional cones in hilbert
spaces: One rip to rule them all. Applied and Computational Harmonic Analysis,
45(1):170 – 205, 2018.
[27] Y. Traonmilin and S. Vaiter. Optimality of 1-norm regularization among weighted
1-norms for sparse recovery: a case study on how to find optimal regularizations.
Journal of Physics: Conference Series, 1131:012009, nov 2018.
44
[28] Y. Traonmilin, S. Vaiter, and R. Gribonval. Is the 1-norm the best convex sparse
regularization? In iTWIST’18 - international Traveling Workshop on Interac-
tions between low-complexity data models and Sensing Techniques, Proceedings of
iTWIST’18, pages 1–11, Marseille, France, Nov. 2018.
[29] S. Tu, R. Boczar, M. Simchowitz, M. Soltanolkotabi, and B. Recht. Low-rank
solutions of linear matrix equations via procrustes flow. Proceedings of The 33rd
International Conference on Machine Learning, 48:964–973, 2016.
[30] M. Unser and J. Fageot. Native banach spaces for splines and variational inverse
problems. arXiv preprint arXiv:1904.10818, 2019.
[31] I. Waldspurger. Phase retrieval with random gaussian sensing vectors by alternating
projections. IEEE Transactions on Information Theory, 2018.
[32] T. Zhao, Z. Wang, and H. Liu. A nonconvex optimization framework for low rank
matrix estimation. In Advances in Neural Information Processing Systems, pages
559–567, 2015.
45
