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Abstract—A practical 2m-ary polar coded modulation (PCM)
scheme with optimal constellation labeling is proposed. To
efficiently find the optimal labeling rule, the search space is
reduced by exploiting the symmetry properties of the channels.
Simulation results show that the proposed PCM scheme can
outperform the bit-interleaved turbo coded modulation scheme
used in the WCDMA (Wideband Code Division Multiple Access)
mobile communication systems by up to 1.5dB.
Index Terms—Polar codes, hybrid ARQ, rate-compatible cod-
ing, successive cancellation decoding.
I. INTRODUCTION
POLAR codes [1], which have been proven to achieve thesymmetric capacity of binary-input discrete memoryless
channels under the successive cancellation (SC) decoding,
is of great interest recently. A bit-interleaved polar coded
modulation (BIPCM) scheme is discussed in [2] to improve the
spectral efficiency. Inspired by [3], a multi-level polar coding
framework is described by Seidl et al. [4] by viewing the
dependencies between the bits mapped to a single modulation
symbol as a kind of channel transformation. In this letter, we
optimize the polar coded modulation (PCM) scheme under the
framework of multi-level coding by searching the optimal con-
stellation labeling. The search space is reduced by exploiting
the symmetry properties of the polarized channels. Simulation
results of 8-ary pulse amplitude modulation (PAM) under
SC decoding over additive white Gaussian noise (AWGN)
channels show that, the PCM scheme with optimal labeling
provides an improvement of about 1.5dB over the BIPCM
scheme. By utilizing the improved SC decoding techniques [5],
[6], [7], the proposed PCM scheme can be further improved
and outperforms the bit-interleaved turbo coded modulation
(BITCM) scheme used in WCDMA system [9] by up to 1.5dB.
II. POLAR CODED MODULATION
In this paper, we use calligraphic characters, such as
X and Y , to denote sets. We write the Cartesian product
of X and Y as X × Y and the n-th Cartesian power
of X as Xn. We use notation xN1 to denote an N -
dimensional vector (x1, x2, · · · , xN ) and xji to denote a sub-
vector (xi, xi+1, · · · , xj−1, xj) of xN1 , 1 ≤ i ≤ j ≤ N .
We write W : X 7→ Y to denote a 2m-ary input memoryless
channel with input alphabet X , output alphabet Y , and tran-
sition probabilities W (y|x), x ∈ X , y ∈ Y . The number of
elements in X is |X | = 2m. When the channel W is a binary-
input memoryless channel (BMC), i.e., m = 1, X = {0, 1}.
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In 2m-ary modulation system, every m bits form a vector
bm1 ∈ {0, 1}m, and are modulated into a modulation symbol
x ∈ X under a one-to-one mapping called constellation
labeling
L : {0, 1}m 7→ X (1)
Under a certain labeling rule L, we abuse notation slightly and
use W : {0, 1}m 7→ Y to denote the channel with transition
probabilities
W (y|bm1 ) =W (y|x) (2)
A PCM transmission scheme under the multi-level coding
framework is constructed by a two-step channel transform.
The first step is to transform the 2m-ary input channel W into
m synthesized BMCs Wj : {0, 1} 7→ Y × {0, 1}j−1, where
j = 1, 2, · · · ,m. The transition probabilities of Wj are
Wj
(
y, bj−11 |bj
)
=
∑
bmj+1∈{0,1}m−j
1
2m−1
·W (y|bm1 ) (3)
The second step is performing a conventional N -dimensional
channel polarization transform GN [1] on each of these m
BMCs Wj , where N = 2n, n = 1, 2, · · · . The resulting BMCs
are denoted by W (i)m,N : {0, 1} 7→ YN × {0, 1}i−1, where
i = 1, 2, · · · ,mN . The BMC W (i)m,N with superscript i is
derived from Wj with j = di/Ne, where ceiling function
dxe is the smallest integer not less than x. After calculating
the reliabilities of all the mN BMCs, the K most reliable
ones are selected to carry the information bits, and others are
fixed to frozen bits which is known both to the encoder and
the decoder. The second step of the channel transform can be
viewed as constructing a set of N -length polar codes on each
of the m BMCs in set {Wj} with a total rate R = KmN . A
diagram of the channel transform under the PCM scheme is
shown in Fig. 1.
III. OPTIMAL CONSTELLATION LABELING
Given a 2m-ary input memoryless channel W and a labeling
rule L, let I(W ) denote the symmetric capacity, i.e., the
mutual information between the input and output of W when
the channel input letters are used with equal probability. The
symmetric capacities of Wj can be calculated as
I(Wj) =
∑
bm1 ∈{0,1}m
∑
y∈Y
Pr (y, bm1 ) · log Pr
(
y|bj1
)
Pr
(
y|bj−11
)

(4)
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Fig. 1. A diagram of the channel transform under PCM and an example of
recursive constellation labeling over 8-PAM.
After adding up the symmetric capacities I(Wj) for all j ∈
{1, 2, · · · ,m}, a total capacity is obtained
m∑
j=1
I (Wj) =
∑
bm1 ∈{0,1}m
∑
y∈Y
(
Pr (y, bm1 ) · log
W (y|bm1 )
Pr (y)
)
= I (W ) (5)
Equation (5) is in fact the chain rule of mutual information
which reveals the following two facts:
1. The channel transform from the 2m-ary channel W to the
m synthesized BMCs {Wj} will not bring any (symmetric)
capacity loss;
2. The total capacity is always I(W ) and not affected by
the selection of labeling rules.
However, for the finite-length polar coding, the practical
code rate cannot achieve the symmetric capacity. Fig. 2 shows
the maximum code rate R(I) of polar code over binary-input
AWGN channel when the symmetric capacity I takes value
in (0, 1) and the block error rate (BLER) is less than 0.001.
When the code length takes a practical value and is finite,
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Fig. 2. Maximum code rates of polar codes over binary-input AWGN channel
when the block error probability is less than 0.001.
the gap between the capacity and the maximum achievable
code rate I − R(I) differs as I changes. According to (4),
although the total capacity is fixed, the distribution of {I(Wj)}
can be adjusted by changing the labeling rule. Therefore, the
performance of a practical PCM transmission system can be
improved by optimizing the constellation labeling rule.
Given a specific labeling rule, the BLER performance of a
2m-ary PCM scheme over AWGN channel can be evaluated
using density evolution [8]. Obviously, a brute-force search for
the optimal labeling rule needs (2m)! tentative constructions
of PCM.
The labeling problem can be described in a recursive manner
as follows. For a 2m-ary labeling problem with m ≥ 2,
half of the 2m modulation symbols are selected from X and
these symbols are corresponding to vectors bm1 ∈ {0, 1}m
with bm = 0, and the others with bm = 1. The number of
possible selections is
(
2m
2m−1
)
. Then, the problem is degraded
to labeling two 2(m−1)-ary component constellations. The
component constellations are usually non-uniform and with
a DC (direct current) bias. Each of the two sub-problems are
further decomposed into two problems of 2(m−2)-ary labeling.
This procedure continues until the number of sub-problems
increases to 2m, each of the component constellations has only
one symbol. Fig. 1 shows an example of an 8-PAM labeling.
Note that the symmetric capacity of a binary-input channel
Wj will not be changed by swapping the labeling rule of
the input letters bj = 0 and bj = 1 (see (4)). Thus, the
search space of each component constellation can be halved.
Therefore, the number of candidate labeling rules for a 2m-ary
PCM system is
S (m) =
m∏
i=1
(
1
2
(
2i
2i−1
))2m−i
=
(2m)!
2(2m−1)
(6)
In this way, the number of trials to find the optimal labeling
rule is reduced by a factor of 2(2
m−1). For example, the search
space for the optimal 8-ary PCM labeling is reduced from
8! = 40320 to S(3) = 315.
A. Simulation Results
Fig.3 gives the BLER performance over 8-PAM with opti-
mal labeling of the proposed PCM. The information blocks
consist of K = 512 bits and the number of transmitted
symbols is set at N = 512. The code length is defined as
the number of the bits which are mapped to symbols, i.e.,
mN = 1536. Thus, code rate is KmN =
1
3 and the transmission
rate is KN = 1 bit/dim. The SC decoding algorithm and
its two improved decoding schemes, namely, the successive
cancellation list (SCL) decoding [5], [6], and the CRC(cyclic
redundant check)-aided SCL (CA-SCL) decoding are used
to decode the polar codes, where the search width is set at
32. In comparison, the performance of the BIPCM scheme
[2], the BITCM scheme used in the WCDMA systems [9],
and the PCM scheme with Gray labeling are also provided.
The simulation results show that the performance of PCM
scheme relies significantly on the labeling rules. Under the
SC decoding, the optimal labeled PCM provides about 1.5dB
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Fig. 3. BLER performance of the PCM schemes of 8-PAM over AWGN
channels with transmission rate 1 bit/dim.
improvement over the BIPCM scheme. Under the CA-SCL
decoding, the proposed PCM scheme can be further improved
and outperforms the BITCM scheme by up to 1.5dB. The
figure also shows that the PCM has no sign of error floor
down to the BLERs of 10−4.
IV. CONCLUSIONS
In this letter, a 2m-ary polar coded modulation (PCM)
scheme under the framework of multi-level coding with the
optimal constellation labeling is proposed. When the code
length is finite, the performance of PCM scheme can be signif-
icantly improved by optimizing the labeling rule. Simulation
results over AWGN channels show that, the proposed PCM
scheme with improved decoding techniques can outperform
turbo coded modulation scheme used in WCDMA system by
up to 1.5dB.
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