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The ultrafast dynamic evolution of an atomic system under medium-strength laser fields is studied
by performing transient absorption measurement. An analytical model developed from perturbation
theory with a modified transition dipole moment is presented to explain the spectral features of the
multilevel system. By fitting the measured absorption spectra to the model, the system’s dynamic
evolution is quantified by different amplitude and phase modulation factors in the pump–probe and
probe–pump scenarios. This study provides a way to understand laser–matter interaction in the
transition area between the strong-field and weak-field regimes.
PACS numbers: 31.70.Hq, 32.30.-r, 32.70.-n
I. INTRODUCTION
Laser–matter interaction is studied by charged particle
detection [1–5] and light measurement [6–11]. Detection
of the generated charged particles requires the release of
photoelectrons and thus is suitable only for the study of
ionizing events. In contrast, light measurement is not
limited to phenomena that liberate electrons; it is the
method of choice for investigating bound–bound transi-
tions with a higher energy resolution than ion or elec-
tron detection [12]. Among these spectroscopic methods,
pump–probe spectroscopy [8, 9] revolutionizes our un-
derstanding of electron dynamics by capturing ultrafast
processes in atoms, molecules, and solids in real time.
The radiation of a sample’s response is self-heterodyned
in the pump–probe geometry, and the temporal evolu-
tion of the target system manifests itself as the relative
intensities of light absorbed at different frequencies. Tra-
ditionally, weak laser fields are applied in pump–probe
spectroscopy, and the signal is analyzed by third-order
perturbation theory [13], yielding an intuitive descrip-
tion of light–matter interaction. However, the perturba-
tive description is no longer valid when the laser fields
are sufficiently intense to remove a significant fraction of
the population from the ground state. Furthermore, the
AC Stark effect induced by these intense laser fields will
profoundly modify the energy-level structure of the sam-
ple, and the population of the upper state in a two-level
system no longer follows the Fermi golden rule [14] but
is governed by Rabi oscillation [15, 16].
Recently, it was demonstrated that the phase of a sam-
ple’s polarization induced by a resonant laser field in
an atomic system can be modified by a strong nonres-
onant laser field owing to the AC Stark effect [17–20].
This model is known as the dipole phase control the-
ory and has been extended to multilevel and complex
molecular systems by using strong pump and weak probe
pulses with the same frequency [21–23]. Actually, both
the phase and amplitude of a sample’s response in the
∗ Corresponding author: zyl@lzu.edu.cn
time domain will be significantly modified by the AC
stark effect and Rabi oscillation, respectively, regardless
of whether the probe pulse precedes or follows the pump
pulse. This feature can be used to obtain a fully tailored
response from the target system. For laser field inten-
sities too high for perturbation theory to be used, nu-
merical calculations were done to understand the novel
behavior of the sample due to the high nonlinearity of
light–matter interaction [24–27]. However, this method
gives no insight into the general properties of the inter-
action; thus, analytical models are needed to understand
the corresponding dynamics.
In this paper, a novel approach is developed to char-
acterize the behavior of the atomic system in medium-
strength laser fields, which is known as the transition area
between strong and weak fields. The effect of Rabi os-
cillation, weak transitions, and higher-order interactions
cannot be ignored in this regime. They are considered
as a modification of third-order perturbation theory and
inherit the valuable characteristics of perturbation the-
ory in the medium-strength laser field regime. This ap-
proach is described using the double-sided Feynman di-
agram (DSFD) [13] and is then applied to explain the
time evolution of a three-level V-type system interacting
with medium-strength laser fields. Instead of the pump-
pulse intensity being changed, the probe-pulse intensity
is tuned to examine the strong field effect on the dynamic
evolution of the target multilevel system.
II. ANALYTICAL MODEL OF V-TYPE
THREE-LEVEL SYSTEM IN
MEDIUM-STRENGTH LASER FIELDS
In the pump–probe geometry, the probe pulse has a
time delay τ with respect to the pump pulse. Positive
time delays correspond to the typical pump–probe sce-
nario, in which the probe pulse arrives after the pump
pulse to interact with the sample, whereas negative time
delays correspond to the probe–pump scenario. It is as-
sumed that the semi-impulse limit is satisfied, i.e., the
interaction is faster than the dephasing time of the sam-
ple but slower than the oscillation period of the laser field,
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2so the envelope of the laser pulse can be approximated
as a δ function while the oscillating field phase factor is
retained. A phenomenon called a coherence spike or co-
herent artifact occurs [28–30] during the overlap of the
pump and probe pulses but will not be considered in this
work. In the weak-field regime, the third-order polariza-
tion based on perturbative expansion of the Liouville-von
Neumann equation in the interaction picture reads as [13]
P (3)(t) ∝
∫ ∞
0
∫ ∞
0
∫ ∞
0
dt1dt2dt3R(t3, t2, t1)E3(t− t3)
E2(t− t3− t2)E1(t− t3 − t2 − t1)
∝R(t3, t2, t1),
(1)
where R(t3, t2, t1) ∝
−(− i
~
)3〈µˆ(t3 + t2 + t1)[µˆ(t2 + t1), [µˆ(t1)[µˆ(0), ρ(−∞)]]]〉
(2)
is the total response function, including all possible path-
ways of the dynamic evolution of the sample. Here, angle
brackets indicate the trace. The first, second, and third
interactions, which are induced by laser fields E1, E2, and
E3, occur at times t = 0, t = t1, and t = t1 + t2, respec-
tively. In the medium-strength-field regime, a modifica-
tion of the transition dipole moment (TDM) µˆ(t) in (2)
is introduced to account for the Rabi oscillation and con-
tributions from high-order interactions, higher excited
states, and weak transitions that are not included in the
model system. The modification is considered as tran-
sient under the semi-impulse limit.
To describe the modification clearly, an analytical
model of the time evolution of a V-type three-level system
in medium-strength laser fields is developed using the
DSFD. The three-level system is composed of the ground
state |1〉 and the excited states |2〉 and |3〉. Electric dipole
transitions |1〉 → |2〉 with frequency ω21 and |1〉 → |3〉
with frequency ω31 are permissible, whereas |2〉 → |3〉
is forbidden. Further, µ21(t) (µ31(t)) is the TDM of
transition |1〉 → |2〉 (|1〉 → |3〉). The DSFDs meet-
ing the rotating wave approximation and phase match-
ing for the pump–probe and probe–pump scenarios are
shown in Figs. 1(a) and 1(b), respectively. The bleach
and quantum beat [31] pathways exist in both the pump–
probe and probe–pump scenarios, whereas the stimula-
tion pathway cannot be found in the probe–pump sce-
nario, because the radiation of this pathway has the same
direction as the pump pulse. Among these possible path-
ways, the stimulation pathway reduces the absorption of
the probe pulse, whereas the bleach pathway has the op-
posite effect, and the quantum beat pathway is caused by
coherence between transitions |1〉 → |2〉 and |1〉 → |3〉.
When medium-strength laser fields are applied, the mod-
ification of the system’s response can be intuitively for-
malized by the following method. For the interactions
depicted by arrows in the DSFDs, except for the last
arrow originating from the trace P (3)(t) = 〈µˆρ(3)(t)〉,
FIG. 1. Survival DSFDs of V-type three-level system in
pump–probe spectroscopy for (a) the pump–probe scenario
and (b) the probe–pump scenario. The pump–probe scenario
has stimulation, bleach, and quantum beat pathways, and the
probe–pump scenario has only the bleach and quantum beat
pathways.
each arrow introduces a complex modification factor√
aeiφ (a > 0) into the TDM of the corresponding transi-
tion, i.e., µmn(t) for transition |n〉 → |m〉 is modified as
µmn(t)
√
aeiφ during the interaction. An arrow pointing
toward (away from) the left side of the DSFD introduces
a positive (negative) phase modification; in contrast, an
arrow pointing toward (away from) the right side intro-
duces a negative (positive) phase modification.
In the pump–probe scenario, two interactions are in-
duced by the pump pulse for the stimulation pathway
in Fig. 1(a). The interaction at time t = 0 points to-
ward the left side of the DSFD, whereas the interaction
at t = t1 points toward the right side. The interaction in-
duced by the probe pulse points away from the right side
of the DSFD. The last interaction, depicted by a dotted
arrow, will not be modified. Therefore, the TDM µ21(t)
becomes µ21(0)
√
apu21e
iφpu21 at t = 0, µ21(t1)
√
apu21e
−iφpu21
3at t = t1, and µ21(t3)
√
apr21e
iφpr21 at t = t3. Here, sub-
scripts represent the quantum states (mn for transition
|n〉 → |m〉), and superscripts denote the pulse (”pr” for
the probe pulse and ”pu” for the pump pulse). Simi-
larly, the TDM µ31(t) becomes µ31(0)
√
apu31e
iφpu31 at t = 0,
µ31(t1)
√
apu31e
−iφpu31 at t = t1, and µ31(t3)
√
apr31e
−iφpr31 at
t = t3. In the pump–probe scenario, t1 = 0, t2 = τ , and
t3 = t will be used. During the interval between interac-
tions, i.e., the field-free evolution, population relaxation
occurs at a rate of Γ21 (Γ31) for diagonal element ρ22
(ρ33) of the density matrix, and dephasing occurs at a
rate of γ21 =
Γ21
2 (γ31 =
Γ31
2 ) for nondiagonal element
ρ21 (ρ31) of the density matrix; γ32 =
Γ21+Γ31
2 is respon-
sible for dephasing of nondiagonal elements ρ32 and ρ23.
The response function of the stimulation process is
Rst(t, τ, 0) ∝ iapu21
√
apr21e
iφpr21µ421e
−Γ21τe−iω21t−γ21t
+ iapu31
√
apr31e
iφpr31µ431e
−Γ31τe−iω31t−γ31t,
(3)
in which the time-dependent TDMs µ21(t) and µ31(t)
are approximated as constant [13]. The phases eiφ
pu
21 and
e−iφ
pu
21 in the modification factors cancel each other for
µ21(t), and it is the same for µ31(t).
Following the same procedure, we can obtain the re-
sponse function of the bleach and quantum beat path-
ways in the pump–probe scenario. All these response
functions are given by
Rst(t, τ, 0) ∝
i a21e
iφpr21µ421e
−Γ21τe−iω21t−γ21t+
ia31e
iφpr31µ431e
−Γ31τe−iω31t−γ31t,
Rbl(t, τ, 0) ∝
i a21e
iφpr21µ421e
−iω21t−γ21t + ia31eiφ
pr
31µ431e
−iω31t−γ31t,
Rqb(t, τ, 0) ∝
i b(Ipr)
√
a21a31e
i(φpr31−δ)µ221µ
2
31e
iω32τe−Γ32τe−iω21t−γ21t+
i
1
b(Ipr)
√
a21a31e
i(φpr21+δ)µ221µ
2
31e
−iω32τe−Γ32τe−iω31t−γ31t.
(4)
Here, a21 = a
pu
21
√
apr21, a31 = a
pu
31
√
apr31, δ = (φ
pu
31 − φpu21 ),
and b(Ipr) =
√
apr31
apr21
. The subscripts ”st”, ”bl” and ”qb”
represent the stimulation, bleach, and quantum beat
pathways, respectively.
The absorption spectrum is the Fourier transform of
the total response function, i.e., Rst + Rbl + Rqb, and it
reads as
S (ω, τ) ∝ Im{−ia21e
iφpr21( 12e
−Γ21τ + 12 )
i(ω − ω21)− γ21
− i b(Ipr)
√
a21a31e
i(φpr31−δ)eiω32τe−Γ32τ
i(ω − ω21)− γ21
− ia31e
iφpr31(2e−Γ31τ + 2)
i(ω − ω31)− γ31
− i
1
b(Ipr)
√
a21a31e
i(φpr21+δ)e−iω32τe−Γ32τ
i(ω − ω31)− γ31 },
(5)
where µ31 =
√
2µ21 [32] is used.
In the probe–pump scenario, there is a phase lag eiωτ
between the emitted field and probe pulse, because the
probe pulse comes first, but emission of the third-order
polarization starts only after the last interaction. This
phase lag will cause time-dependent patterns in the ab-
sorption spectrum, which are referred to as perturbed
free induction decay [33–36]. In the probe–pump sce-
nario, t1 = τ , t2 = 0, and t3 = t will be used. The
absorption spectrum in the probe–pump scenario can be
given similarly to that in the pump–probe scenario:
S(ω, τ) ∝ Im{eiωτ [−ia21e
iφpr21e−iω21τ−γ21τ
i(ω − ω21)− γ21
− i b(Ipr)
√
a21a31e
i(φpr31−δ)e−iω31τ−γ31τ
i(ω − ω21)− γ21
− i4a31e
iφpr31e−iω31τ−γ31τ
i(ω − ω31)− γ31
− i
1
b(Ipr)
√
a21a31e
i(φpr21+δ)e−iω21τ−γ21τ
i(ω − ω31)− γ31 ]}.
(6)
The variable substitutions are the same as those in (5).
For convenience, the value of b(Ipr) is approximated
as b(Ipr) =
√
µ31
µ21
. The undetermined parameters, a21,
a31, φ
pr
21, φ
pr
31, and δ, can be extracted from the exper-
imental absorption spectrum. The parameter a21 (a31)
represents the total amplitude modification of µ21 (µ31)
induced by both the pump and probe pulses. The param-
eter φpr21 (φ
pr
31) represents the phase modification induced
by the probe pulse, and δ represents the modification con-
tributed by the pump pulse in the quantum beat path-
way. In the process of extracting the modulation factors,
δ = φpu31 −φpu21 is set to zero. The effect of δ is distributed
in φpr21 and φ
pr
31, as the modulation effect induced by the
pump pulse denoted by the amplitude factors has been
included in a21 and a31, and the phase and amplitude
factors are related to each other.
III. EXPERIMENT SETUP
The pump–probe experimental setup is shown in Fig. 2.
Except for the neutral density filter, which is used
4FIG. 2. Sketch of the experimental setup for the pump–probe
measurement; inset shows the configuration of the three-level
system in atomic rubidium. BS, beam splitter. NF, neutral
density filter. DL, delay line. HRSM, high-resolution spec-
trometer.
to adjust the laser field intensity, all the optical ele-
ments are reflective. Rubidium is used as the sample
in the measurement and is contained in a 2.5-cm-long
cell with 1.5-mm-thick windows of BK7 glass. Due to
the craft, there is background nitrogen gas at a pres-
sure of 5.0 × 10−5 Pa in the cell at room temperature.
During the measurement, the temperature of the Rb
cell is held at 135.0 ± 2.0 ◦C by a home-made oven,
and the corresponding atom density is estimated to be
(1.8± 0.2)× 1014 cm−3 [37].
Fourier-transform-limited laser fields (30 fs, 1 kHz,
800 nm, FWHM of 20 nm) are supplied by a commercial
Ti:sapphire laser system. The pump and probe beams
are obtained by dividing the wave front of the main beam
using a spatial mask with two irises, which irradiate two
side-by-side mirrors that are separately mounted on two
translation stages. These two mirrors can be moved back-
ward and forward to scan the time delay τ over several
picoseconds. In the measurement, the time delay ranges
from -960 fs to 960 fs in 4.8 fs steps. The pulse energies
of the pump and probe beams can be adjusted sepa-
rately by the continuously variable neutral density filters,
and both pulses are focused into the rubidium cell by a
concave mirror. After the interaction, the transmitted
probe pulse is collected by a high-resolution spectrom-
eter (McPherson 2061), which is set to cover only the
excited states 5p 2P1/2 and 5p
2P3/2 in rubidium with
a resolution of 0.035 meV to obtain a high resonant-to-
nonresonant ratio. During the measurement, the integral
time of the spectrometer is set to 100 ms with an aver-
age of 10 times, i.e., the measured absorption spectrum
is averaged over 103 pulses.
IV. RESULTS AND DISCUSSION
To study the dynamic evolution of the multilevel sys-
tem in medium-strength fields, we perform transient ab-
sorption measurement in gaseous rubidium. The pump-
FIG. 3. Time-dependent transient absorption spectra col-
lected with a fixed pump-pulse intensity of Ipu = 2.0 ×
1010 W/cm2 and a probe-pulse intensity Ipr = 0.8 ×
1010 W/cm2 for (a), (b) and Ipr = 3.2 × 1010 W/cm2 for (c),
(d). (e), (f), (g) and (h) are reconstructed spectra for (a), (b),
(c) and (d), respectively. Results are shown only in time delay
ranges of -960 to -480 fs and 480 to 960 fs, where the pump
and probe pulses are entirely separate. Oscillations induced
by quantum beat at both transition energies are indicated by
black lines.
pulse intensity is held at 2.0 × 1010 W/cm2 in the mea-
surement. The results for probe-pulse intensities Ipr of
0.8× 1010 and 3.2× 1010 W/cm2 are shown in Figs. 3(a),
3(b) and 3(c), 3(d), respectively. PFID is obvious when
pump pulse follows the probe pulse. The line shape of the
absorption spectra for transitions 5s 2S1/2 → 5p 2P1/2, 3/2
is deformed and is shown as the superposition of the
emission and absorption at different energies owing to
the modulation effect of the strong laser fields. The de-
formed line shape varies periodically with the pump–
probe time delay τ , and the changes are different in
the probe–pump and pump–probe scenarios. Two time-
dependent absorption lines centered on the transition en-
ergies ω21 = 1.56 eV and ω31 = 1.59 eV are selected and
shown as black lines to emphasize the spectral evolution.
Their shape and amplitude are both modulated as a func-
tion of the pump–probe time delay τ and feature oscil-
lations with a period of 2pi/ω32 ≈ 140 fs. The shape of
the time-dependent oscillations changes and the overall
amplitude decreases when the probe-pulse intensity Ipr
is tuned from 0.8 × 1010 W/cm2 to 3.2 × 1010 W/cm2.
The time-dependent oscillations at both transition ener-
gies exhibit a phase shift regardless of which pulse in-
teracts with the sample first. However, the magnitudes
of the phase shifts are different, as demonstrated by the
vertical lines that highlight the positions of the oscilla-
5tions’ minima. In the probe–pump scenario, the time-
dependent oscillation at ω21 has a phase change of 0.34pi
(24 fs/140 fs× 2pi), whereas that of the oscillation at ω31
is 0.36pi, i.e., the phases of the oscillations at ω21 and ω31
change by approximately the same amount. In contrast,
the phase change of the time-dependent oscillation at ω21
is approximately 0.82pi, and that of the oscillation at ω31
is approximately 0.28pi in the pump–probe scenario, i.e.
the phase at ω21 changes by roughly pi/2 more than that
at ω31.
FIG. 4. Time-dependent absorption spectra at transition
energies ω21 = 1.56 eV and ω31 = 1.59 eV as a function of
the probe-pulse intensity for transition |1〉 → |2〉 in the (a)
probe–pump and (b) pump–probe scenarios and for transi-
tion |1〉 → |3〉 in the (c) probe–pump and (d) pump–probe
scenarios. The black solid line in each panel corresponds to
the maximum of the absorption spectrum.
The different results in the probe–pump and pump–
probe scenarios demonstrate the different dynamic evo-
lution of the sample with the different arrival order of
the pump and probe pulses. As the phase of the time-
dependent oscillation can reflect the phase of the sample’s
polarization, it was used to reconstruct the atomic sys-
tem’s phase information [22]. Because medium-strength
laser pulses are applied in these measurements, it be-
comes more difficult to recognize and understand the ob-
served spectral features, and the well-known perturba-
tion theory is no longer suitable. Rabi oscillation can no
longer be ignored. Further, the strong laser fields can
also include higher excited states in the interaction, e.g.,
5d 2D3/2, 5/2, as illustrated in Fig. 2, which may affect
the dynamic evolution’s amplitude of the observed V-
type three-level system in the measurement but have no
influence on the phase. However, the intensity of the laser
pulse is still not high enough to cause strong field ioniza-
tion. The effect of strong laser fields on the multilevel
system results in nontrivial changes in the populations
of quantum states and the coherence between quantum
states, which go beyond those described by perturbation
theory. The corresponding dynamics is reflected in the
time-dependent transient absorption spectra. The dy-
namic evolution of the multilevel system in such laser
fields is described by Eqs. (5) and (6), which are de-
veloped from perturbation theory with a modified TDM.
The time-dependent modification factors can be obtained
by fitting the experimental data to (5) in the pump–probe
scenario and (6) in the probe–pump scenario. The resid-
ual sum of squares according to the least square method,
χ2 =
∑
i
[S(ωi, τ)− Sexp(ωi, τ)]2, (7)
is applied to evaluate these modulation factors, a21, a31,
φpr21, and φ
pr
31, that are extracted from the experimental
spectrum at a fixed time delay τ . Here, S(ωi, τ) is the
simulated absorption spectrum calculated at ωi by (5)
in the pump–probe scenario or (6) in the probe–pump
scenario, and Sexp(ω, τ) is the corresponding experimen-
tal result. The sum is taken over all the elemental fre-
quencies in the observed spectra. A set of amplitude
and phase modulation factors is obtained that corre-
sponds to the minimum residual sum of squares χ2 at
the fixed time delay τ . By introducing these modifica-
tion factors into Eqs. (5) and (6), the time-dependent
absorption spectra corresponding to probe-pulse intensi-
ties Ipr = 0.8× 1010 W/cm2 and Ipr = 3.2× 1010 W/cm2
are calculated, as shown in Figs. 3(c), 3(d) and 3(e), 3(f),
respectively. Oscillations at both transition energies are
also indicated by black lines, and they are in phase with
the experimental results in both the pump–probe and
probe–pump scenarios, as illustrated by the vertical lines
in Fig. 3, demonstrating the validity of the theoretical
model. These amplitude and phase modification factors
also provide a method to quantify the modulation effect
due to intense laser fields.
Transient absorption measurement in which the probe-
pulse intensity Ipr is continuously changed from 0.8 ×
1010 W/cm2 to 6.0×1010 W/cm2 is performed to further
examine the dynamic evolution of the multilevel system
in medium-strength laser fields. The measured absorp-
tion spectra reveal that both the absorption line shape at
fixed pump–probe time delays and the time-dependent
spectra at transition energies change with the probe-
pulse intensity. The absorption spectra at transition en-
ergies of ω21 and ω31 measured at varying probe-pulse
intensities are displayed in Figs. 4(a), 4(b) and 4(c), 4(d),
respectively. The black lines associated with the maxima
of the absorption spectra in each panel display the phase
shift as a function of the probe-pulse intensity. In the
probe–pump scenario, the peak of the oscillation at ω21
is steeper than that at ω31, i.e., the contrast in Fig. 4(c)
is better than that in Fig. 4(a). Both of them shift to-
ward negative time delays with increasing probe-pulse
intensity, as illustrated by the black lines. The time-
dependent oscillation at ω21 in the pump–probe scenario
also shifts toward negative time delays with increasing
probe-pulse intensity. There is a fast phase shift of ap-
proximately pi/2 (35 fs) when the probe-pulse intensity
is tuned from 1.7 × 1010 W/cm2 to 2.0 × 1010 W/cm2.
However, the oscillation at ω31 in the pump–probe sce-
nario first shifts toward positive time delays when the
probe pulse intensity is changed from 0.8 × 1010 W/cm2
to 1.7×1010 W/cm2 and then shifts linearly in the oppo-
site direction as the probe-pulse intensity increases fur-
6FIG. 5. Time-dependent amplitude and phase modulation factors as functions of the probe-pulse intensity with the pump-pulse
intensity fixed at Ipu = 2.0× 1010 W/cm2. (a) a21, (b) a31, (c) φpr21, and (d) φpr31 for the pump–probe scenario. (e), (f), (g), and
(h) Results for the probe–pump scenario. Here a21 and a31 are given in arbitrary units, and the unit of φ
pr
21 and φ
pr
31 is pi. The
black line in each panel show the maximum of the corresponding modulation factor as a function of the probe-pulse intensity.
ther. This result differs from that of a previous study [22].
When weak probe and strong pump pulses are used, the
phases for both transitions shift in the same direction
in the pump–probe scenario and in opposite directions
in the probe–pump scenario owing to the increase in the
pump-pulse intensity. This difference is caused by the
application of an intense probe pulse in these measure-
ments. The amplitudes of both time-dependent oscilla-
tions first increase with the probe-pulse intensity. Then,
as the probe-pulse intensity increases further, the intense
laser pulse will couple the excited system to even higher
states (e.g., 5d 2D3/2, 5/2) when the probe-pulse intensity
exceeds Ipr = 2.2 × 1010 W/cm2, resulting in a decrease
in the amplitudes, as shown in Fig. 4.
By globally fitting the measured time-dependent ab-
sorption spectra to (5) in the pump–probe scenario and
(6) in the probe–pump scenario, the time-dependent
and intensity-dependent modulation factors for probe-
pulse intensities varying from 0.8× 1010 W/cm2 to 6.0×
1010 W/cm2 are obtained. The results in Fig. 5 show
the time-dependent amplitude factors a21, a31 and phase
factors φpr21, φ
pr
31 as a function of the probe-pulse in-
tensity Ipr at a fixed pump-pulse intensity of Ipu =
2.0×1010 W/cm2. These factors change periodically with
the same repetition period of 140 fs owing to interference
between the transitions |1〉 → |2〉 and |1〉 → |3〉. With
increasing probe-pulse intensity, the maxima of the am-
plitude modulation factors a21 and a31 shift toward nega-
tive time delays in the probe–pump scenario and toward
positive time delays in the pump–probe scenario. The
maxima of the amplitude factors decrease with increas-
ing probe-pulse intensity in both scenarios. For the phase
modulation factors, the maximum of φpr21 shifts toward
negative time delays in the probe–pump scenario until
Ipr = 3.0× 1010 W/cm2 and toward positive time delays
in the pump–probe scenario until Ipr = 2.0×1010 W/cm2,
and then the shift of φpr21 in both scenarios changes to
approximately zero as Ipr increases further. The max-
imum of φpr21 decreases with increasing probe-pulse in-
tensity in both the probe–pump and pump–probe sce-
narios. The maximum φpr31 value decreases rapidly by
1.5 in the probe–pump scenario, and that in the pump–
probe scenario changes in just the opposite way when the
probe-pulse intensity is tuned from 1.7× 1010 W/cm2 to
2.0× 1010 W/cm2.
We have discussed the time-dependent properties of
these modulation factors so far. To better explain
this point and describe the dynamic modulation result-
ing from the presence of medium-strength laser fields,
these four modulation factors are averaged over one cy-
cle (140 fs), in the probe–pump scenario or the pump–
probe scenario to remove the influence of quantum beats.
The results [Fig. 6] illustrate the dependence of the av-
eraged amplitude and phase modification factors on the
probe-pulse intensity. These averaged modulation fac-
tors can be taken as the DC component of the time-
dependent modification factors, which can more obvi-
ously represent the modulation to the TDM induced by
strong laser fields. Instead of the fixed pump-pulse inten-
sity Ipu = 2.0×1010 W/cm2 that we discussed previously,
another pump-pulse intensity, Ipu = 4.0 × 1010 W/cm2,
is applied to examine the effect of the pump pulse on the
system’s dynamics. To identify the modification factors
of different pump-pulse intensities in each scenario, a su-
perscript on the left side is introduced, where 1 and 2 de-
note the pump-pulse intensities Ipu = 2.0× 1010 W/cm2
7FIG. 6. Dependence of the averaged modification factors on the probe-pulse intensity at a pump-pulse intensity Ipu of 2.0 ×
1010 W/cm2 or 4.0 × 1010 W/cm2. (a) Amplitude and (b) phase factors extracted from the measurement in the pump–probe
scenario and (c) amplitude and (d) phase factors in the probe–pump scenario. The superscripts “1” and “2” on the left side of
these modulation factors denote the results for Ipu = 2.0× 1010 W/cm2 and Ipu = 4.0× 1010 W/cm2, respectively.
and Ipu = 4.0 × 1010 W/cm2, respectively. These aver-
aged factors in the pump–probe and probe–pump scenar-
ios change differently with increasing probe-pulse inten-
sity.
The averaged amplitude factors for various probe-pulse
intensities in the probe–pump and pump–probe scenarios
are illustrated in Figs. 6(a) and 6(c), respectively. The
results show that 1a21 and
2a21 decrease almost linearly
with the probe-pulse intensity regardless of whether the
probe pulse precedes or follows the pump pulse in inter-
acting with the sample, whereas 1a31 and
2a31 first de-
crease until Ipr = 2.0×1010 W/cm2 and then remain con-
stant as the probe-pulse intensity increases further. Even
though transitions to higher states of the rubidium atom,
e.g., 5d 2D3/2 and 5d
2D5/2, are ignored in this theoretical
model, their contributions are reflected by the amplitude
modification factors since they have no influence on quan-
tum beat’s phase and phase modification factors. With
increasing probe-pulse intensity, more populations will be
coupled to the higher excited states owing to single pho-
ton absorption, resulting in the changes in the amplitude
factors. The populations of states 5p 2P1/2 and 5p
2P3/2
can be translated to 5d 2D3/2 and 5d
2D3/2, 5/2, respec-
tively, through resonance photon absorption, as shown in
Fig. 2. The TDMs of the transitions 5p 2P1/2 → 5d 2D3/2
(1.63 eV) are approximately half of the total TDMs of
5d 2P3/2 → 5d 2D3/2, 5/2 (1.60 eV) [38], i.e., the transition
strengths have a ratio of approximately 1:4 if the spectral
intensities of the laser fields at the transition energies are
identical. However, the spectrum of the laser pulse used
in the measurement has a Gaussian distribution with a
center frequency of 1.55 eV, and the spectral intensity at
1.60 eV is approximately twice that at 1.63 eV. At a lower
probe-pulse intensity, the spectral intensity at 1.60 eV is
high enough to couple the state 5p 2P3/2 to 5d
2D3/2, 5/2;
hence, smaller amplitude factors 1a31 and
2a31 are ex-
tracted from the measurement. In contrast, the ampli-
tude factors 1a21 and
2a21 are larger, as the spectral in-
tensity at 1.63 eV is fairly low. The resonance coupling
effect for the transition 5p 2P1/2 → 5d 2D3/2 becomes
stronger with increasing probe-pulse intensity, causing
the obvious decrease in the modulation factors 1a21 and
2a21. From the evolution of the averaged factors
1a31
and 2a31, one can find that the coupling effect reaches
8saturation with increasing probe-pulse intensity, i.e., sat-
uration of the modulation effect to the state 5p 2P3/2.
It was reported previously on the basis of near-infrared
(NIR)–extreme ultraviolet measurement that an intense
NIR laser pulse can stop the exponential dipole decay of
a doubly excited state through complete ionization of the
excited state [39], i.e., the amplitude of the electric dipole
is held at zero by the intense NIR pulse. However, the
results are different here, and the amplitude factors are
always larger than zero. Resonance coupling to higher ex-
cited states cannot prevent coherence between quantum
states 5p 2P1/2 and 5p
2P3/2 caused by quantum beats
between these two excited states. The results obtained
for two different pump-pulse intensities are compared to
check the influence of the pump-pulse intensity on the re-
sponse of the sample. When the probe-pulse intensity is
less than 3.7× 1010 W/cm2, 1a21 is larger than 2a21, and
1a31 is almost equal to
2a 31 in the probe–pump scenario.
As the probe-pulse intensity increases further, 1a31 be-
comes smaller than 2a31, and
1a21 and
2a21 have similar
values. The results show that the pump-pulse intensity
affects the response of state 5p 2P3/2 at low probe inten-
sities and the response of state 5p 2P1/2 at higher probe
intensities in the probe–pump scenario. However, the
results in the pump–probe scenario are relatively simple.
The difference (2a21−1a21) remains constant (0.2) at var-
ious probe-pulse intensities, and 2a31 is smaller than
1a31
by a fixed difference of 0.1. That is, the influence of the
pump pulse on the dynamic evolution of the multilevel
system does not change with variation in the probe-pulse
intensity in the pump–probe scenario.
The dependence of the averaged modulation phase fac-
tors on the probe-pulse intensity in both scenarios is
also shown in Figs. 6(b) and 6(d). These results dif-
fer from those obtained in a measurement with weak
probe and strong pump pulses [17, 21], which showed
that the phase change of an atomic or molecular system
is proportional to the laser-pulse intensity. Fig. 6(b) dis-
plays the results in the probe–pump scenario. 1φ21 and
2φ21 change similarly with increasing probe-pulse inten-
sity, and the difference between them remains around 0.2.
For 1φpr31 and
2φpr31, they first increase to their maxima at
Ipr = 2.4 × 1010 W/cm2 and Ipr = 2.7 × 1010 W/cm2,
respectively, and then decrease as Ipr increases fur-
ther. The difference (1φpr31 −2 φpr31) is fixed at approx-
imately 0.2 if the probe-pulse intensity is larger than
3.7× 1010 W/cm2. In contrast, the results in the pump–
probe scenario are different. 1φpr21 and
1φpr21 have ap-
proximately the same value when the probe-pulse inten-
sity is less than 2.7 × 1010 W/cm2, and then the dif-
ference (2φpr21 −1 φpr21) increases from zero to 0.2. Fur-
ther, 1φpr31 and
2φpr31 first increase to their maxima at
Ipr = 1.8× 1010 W/cm2 and Ipr = 2.7× 1010 W/cm2, re-
spectively, and then decrease with increasing probe-pulse
intensity. The difference (1φpr31 −2 φpr31) remains approxi-
mately pi/2 when the probe-pulse intensity is tuned to be
larger than 2.7 × 1010 W/cm2. Comparing the averaged
amplitude and phase factors measured under the same
conditions, one can describe the response of the atomic
system to strong laser fields. A larger amplitude factor
corresponds to a smaller phase factor for the response
of one excited state and vice versa; the amplitude and
phase factors for one excited state are balanced regard-
less of which pulse first interacts with the sample.
V. CONCLUSION
In summary, we study the dynamic evolution of an
atomic system in medium-strength laser fields by per-
forming transient absorption measurement. Perturbation
theory is generalized to the strong-pulse regime by using
a modified TDM, which is applied to interpret the dy-
namic evolution of the V-type three-level system in ru-
bidium. The undetermined parameters in the analytical
model, i.e., the modification factors of the TDM, are ex-
tracted by fitting the experimental spectra to the model.
The different behavior of the V-type three-level system
in the pump–probe and probe–pump scenarios are the re-
sults of different interaction mechanisms. In the probe–
pump scenario, the initial values of the phase and ampli-
tude of the dipoles induced by the probe pulse are deter-
mined by the pulse area of the probe pulse, and both will
be modified by the pump pulse. The pump pulse creates
an initial state in the pump–probe scenario, which will af-
fect the amplitude and phase of the dipole induced by the
probe pulse. The general dynamic evolution of quantum
systems in the strong-pulse regime can be understood
easily in terms of these averaged amplitude and phase
modulation factors. To realize full control, the central
frequency and chirp of the laser pulse can be introduced
as experimental variables to examine the corresponding
dynamic evolution. The analytical model used here can
also be easily extended to more complex systems to un-
derstand their ultrafast dynamics in the transition area
between strong and weak fields.
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