The paper is focused on the problem of estimating the probability p of individual contaminated sample, under group testing. The precision of the estimator is given by the probability of proportional closeness, a concept defined in the Introduction. Twostage and sequential sampling procedures are characterized. An adaptive procedure is examined.
Introduction
Let p be the probability of contamination of an individual sample. We assume that all individual samples have the same p and are independent. Thus, the samples represent Bernoulli trials for estimating p. In group testing the samples of several individuals, k say, are mixed and tested together for contamination. The result of the test is binary, 1 if the group material is contaminated and 0 otherwise. Thus, the number of contaminated groups, among n independent ones, has a binomial distribution with parameters θ k = 1 − (1 − p) k and n. The goal is to estimate the individual probability p from the data of group testing.
The earliest study using group testing, according to Boswell et al. (1996) , is ascribed to Watson (1936) . Early studies of group testing deal with the estimation of the rate of disease transmission, from insects to plants (Gibbs and Gower, 1960; Chiang and Reeves, 1962; Thompson, 1962) . These studies deal with the maximum likelihood estimation (MLE) of p based on a fixed number of groups. Bias correction is studied, as well as, the optimal sample size, as a function of p, to minimize the mean squared error (MSE) of the estimator. Confidence intervals for p are given too. Progress in the estimation based on fixed sample size was achieved by Burrows (1987) , who proposed an estimator with bias proportional to the reciprocal of the squared sample size. This estimator has an MSE smaller than that of the MLE. Comparison of different estimators based on fixed sample size can be found in Hepworth and Watson (2009) . Under fixed sample size there is no unbiased estimator of p (Bhattacharyya, 1954) . Hall (1963) studied estimation under inverse binomial sampling. Haber et al. (2017) constructed an unbiased estimator, based on inverse binomial sampling, with a stopping rule based on reaching a given number of negative (uncontaminated) groups. Sequential sampling designs were also proposed by Kerr (1971) ; Katholi and Unnasch (2006) ; Pritchard and Tebbs (2011); Hepworth (2013) . Sequential methods depend on the type of stopping rules applied.
In the present paper we study the properties of two-stage and sequential sampling with stopping rules based on prescribed probability of proportional closeness estimators. Such stopping rules were not considered before in the context of group testing. We also assume that the testing for contamination is error free. Prescribed probability of proportional closeness (PPPC) estimation of a parameter θ, by an estimatorθ should satisfy the following probability requirement. For a given 0 < α, γ < 1,
In estimating the probability p, we wish to design a two-stage or a sequential procedure with a stopping variable N, so that the estimator at stopping will satisfy, for a given 0 < α, γ < 1,
The PPPC criterion for proportional closeness was introduced by Ehrenfeld and Littauer (1964) (p. 339) , and was applied by Zacks (1966) for sequential estimation of the mean of a log-normal distribution. This criterion was used also later by Nádas (1969) , Willson and Folks (1983) , and others. Proportional closeness estimation of quantities is being used widely in physical sciences and engineering, where accuracy is measured as proportion of the true value of the measured quantity. Notice that implied interval ((1 − γ)p, (1 + γ)p) is a prediction interval for the estimatorp N , not a confidence interval for p. In order to obtain an estimator inside this prediction interval, since the estimator is consistent, one needs to determine the sample size N to satisfy the probability statement in (1). The sample size for this criterion is function of p. Since the value of p is unknown, we need two-stage or sequential sampling, in order to obtain closeness probability approximately equal to the prescribed 1 − α.
An alternative approach could be to apply the dual proportional closeness confidence
, and determine the sample size N so that the coverage probability of p will be approximately 1 − α. This approach is similar to the one used by Mukhopadhyay and Banerjee (2014 and De and Mukhopadhyay (2015) , called "fixed accuracy confidence interval " which is (p N /δ, min {1,p N δ}) for some δ > 1. Notice that if δ = 1 + γ and γ is small, then the two types of confidence intervals are almost the same. For the fixed accuracy confidence intervals see also the paper of Mukhopadhyay and Zhuang (2016) .
In the present paper we are studying the problem of estimating the prevalence p, when p is small. It is motivated by a need to estimate prevalence of infectious diseases in the medical studies. For example, the group testing is used to estimate prevalence of HIV (Pilcher et al., 2005) (overall reported rate in the study was 0.1%) and Hepatitis B virus (Stramer et al., 2013 ) (overall reported rate in the study was 0.01%).
All our examples are for p ≤ 0.5. When p = 0.5, the required sample, for α = 0.05, γ = 0.1, is 385 (see Table1) . In this case the probability thatp N > 0.9 is approximately Φ 1.8/ √ 385 − √ 385 ≈ 0. Accordingly, in the following we consider the proportional
We show first how large should a sample of individual observations be (k = 1), in order to satisfy the prescribed proportional coverage probability (PPCP) requirement. We then study the group testing properties.
Large Sample Approximation

Individual Testing
Let {J i , i = 1, . . . , n} be i.i.d. random binary variables, with P (
. For a random sample of n Bernoulli trials, the minimal sufficient statistic is
, where q = 1 − p. As will be shown, to satisfy the proportional coverage condition (1), when p is small, large samples are required. Accordingly, we apply the large sample normal approximation. For large samples, we have,
where Φ(·) denotes the standard normal distibution. Thus, from the large samples approximation (2), it follows that the coverage probability (1) will be approximately satisfied if
χ 2 1−α denotes the (1 − α)-quantile of the chi-squared distribution with 1 degree of freedom. In Table 1 we display the values of n * (p, γ), when α = 0.05 and γ = 0.1. 
Group Testing
In group testing (GT) the material of k individuals is mixed together into one batch, and one test is performed on this batch for contamination. This GT can be repeated independently several times in order to estimate the probability of batch contamination θ k , and from this to obtain and estimator of p. We can model this as Bernoulli trials with batches of size k. Let X = 1 be a random variable signifying that the batch is contaminated, and X = 0 if the batch is not contaminated. Let
The MLE of p after testing n groups is
Define the function
Notice that p = g(θ k ), and p n, k = g X n, k . According to the delta method, for large values of n, we get
where e k (q) = k − 1 2k 2−k − 1 , and
where
Finally, the asymptotic distribution of p n, k is normal. Thus
It follows from (5) that a large sample approximation for the 1 − α coverage probability
and
In Table 2 we present a few values of n * G (p, k) for various values of p and k, when α = 0.05, γ = 0.1. We see in Table 2 that, if we know the value of p we can determine the optimal k, which minimizes n * G (p, k). Moreover, if the test of a group costs the same as that of an individual sample, the GT achieves the same PPCP with significantly smaller cost, provided the cost of collecting the individual samples is relative small.
Sequential Procedures
In a sequential procedure, one takes first m groups of size k, estimates p m, k and makes a decision whether to stop testing, or continue by taking one group at a time. After testing n ≥ m groups, one needs a stopping rule, based on the statistic X n, k . We start first by defining a stopping rule for a fixed k, and studying it's properties. We suggest the following stopping variable, based on (6), namely
Recall that X n, k is an unbiased estimator of θ k . We will obtain the asymptotic distribution of the stopping variable N.
By the delta method we derive the asymptotic approximation of E ψ X n, k , which
Similarly, the asymptotic variance of ψ X n, k is
Since the distribution of ψ X n, k is normal, the distribution of N is obtained in the following way. Let
We obtain that
Furthermore,
The moments of N can then be computed from the probability mass function (p.m.f) (9). The maximum likelihood estimator (MLE) of p at stopping is
Using (3) and (4) we obtain the asymptotic approximations:
The coverage probability of the proportional closeness interval is
Large sample approximations and simulated estimates of the characteristics of the sequential procedure are displayed in the following table. Table 3 : Estimates (A= analytic approximation, S= simulation based on 1000 replicates) under optimal conditions of the sequential procedure, with α = 0.05, γ = 0.1
Two-Stage Procedure
In a two-stage sampling procedure, we chose first m for the number of groups to sample in stage 1, and the size k 1 of these groups. We then compute the estimator X m, k 1 and the required total number of groups N m, k 1 , which is like in (7)
If m > N m, k 1 sampling is stopped after stage 1; otherwise,
new groups are independently tested in stage 2 of sampling, where ⌊x⌋ for x > 0 is defined as the largest integer which is smaller or equal to x.
The size of each group in stage 2 is k 2 ( p 1 ) (determined according to Table 2 ), where p 1 is the estimator of p after stage 1. The required total number of groups is
MLE of p
To simplify notation, Let X 1 and X 2 denote the estimators from stage 1 and 2 respectively.
Similarly, let k 1 and k 2 denote the k-values used in stage 1 and stage 2. If sample stops after stage 1 then the MLE of p is
On the other hand if sample includs also stage 2, then the MLE of p can be calculated as follows.
If
On the other hand, if k 1 = k 2 then the MLE is the maximizer of the likelihood function
Let l (p) = logL (p). In the following lemma the MLE is obtained by finding the zero of the score function l ′ (p), which is polynomial in q = 1 − p. This lemma is very close to Theorem 1 by Hardwick et al. (1998) .
Lemma 1. MLE of q is unique root in [0, 1] of the equation
In the following table we evaluate the performance of two-stage procedure under limited information (m = 100, k 1 = 2) compared with the optimal k 1 and m (from Table 2 ).
Estimation is based on simulation with 1000 replicas, and α = 0.05 and γ = 0.1. Table 4 : Two-Stage Procedure, with α = 0.05, γ = 0.1
In table 4 we realize how important it is to start with the optimal k 1 . However, it cannot be done if p is unknown. This problem will be addresed later.
The Fisher Information in the Two-Stage Procedure
The asymptotic distribution of the MLE is normal with mean p and variance which is equal to the inverse of the Fisher Information (FI) function. We derive now the FI function in a two-stage case. It helps to validate the results in the Table 4 . The expected value of the score function is 0. Indeed
From this we obtain that the expected score is 0. The FI function is then defined
Moreover,
Also,
The sum of Eq. (14)- (15) yields an explicit formula for Eq. (13). In the following table we present the exact values of FI and the corresponding σ ( p) 
Linear Estimator of Two MLE's
The MLE estimators of p, based on the results of stage 1 and stage 2 are p 1 = 1 − 1 − X 1 1/k 1 and p 2 = 1 − 1 − X 2 1/k 2 . These two estimators are not independent. We consider here a linear combination of these two MLE's, as an alternative for the grand MLE discussed in the previous section, namely
We wish to investigate how good is this alternative estimator.
The distribution of N 2
We approximate the distribution of N 2 by the distribution of N m, k 1 . This approximation will be compared to results of simulations, in order to assess the goodness of the approximation. As in Eq. (8), the distribution of N m, k 1 depends on X 1 and is given by formula (10), i.e.,
We derive the expected value and variance of p N 2 in Appendices A and B.
The coverage probability CP is
Then, since the asymptotic distribution of p N 2 is normal,the coverage probability is approximately
In the following table we present the exact and simulated functionals of the two-stage sampling and the linear combination of MLE's. 
Adaptive Designs
In practice, the true value of p is unknown. We have seen that the optimal size of groups k depends on p. We therefore suggest to start with a first pilot sample of m 0 = 100 groups of size k 0 = 2. The value of p is then estimated by the corresponding MLEp 0 . The value of this estimator can be used as a required parameter for determinig k = kp(p 0 ) and the corresponding m = mp(p 0 ). In the following table we present simulation estimates of such an adaptive sequential procedure. In these simulations the number of independent runs is 1000. Also α = 0.05 and γ = 0.1. Table 7 : Simulated estimates of the adaptive sequential procedure
It follows that
If p is known, then we can determine the optimal k which is the same for both stages. In this case k 1 = k 2 . On the other hand, when p is unknown, k 2 is a function of p 1 . In this case in order to siplify the approximation, we will assume that k 2 is a constant independent of X 1 . In this case,
It remains to find an approximation to E
By the delta method, let Finally, let g (p) = G 1
B The variance of p N 2
The conditional variance of p N 2 given X 1 is
The conditional expectation of p N 2 give X 1 is
We apply the formula
As derived before, asymptotically
The variance of the conditional expectation is more complicated,i.e.
The right hand term of the last equation is equal to
According to the previous definition of the function G, and using the delta method we get
