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Actualmente, se han propuesto tecnologías cuánticas basadas en el algoritmo de temple
cuántico y cómputo cuántico adiabático con aplicaciones a problemas de optimización
combinatorios. Diversos estudios teóricos y experimentales se han enfocado en determinar
las ventajas y desventajas de resolver clases específicas de problemas tales como detección
de fallas en redes de potencia, plegado de proteínas, satisfacción de restricciones, entre
otros. En esta tesis se propone una formulación cuántica del problema de máxima satisfac-
tibilidad booleana usando el algoritmo de temple cuántico y cómputo cuántico adiabático.
Nuestra formulación consiste en la construcción de una función booleana cuadrática cu-
ya optimización corresponde a la solución del problema de estudio. También, se proponen
tres estrategias de mapeo directas para instancias del problema de máxima satisfactibilidad
booleana sobre la topología de hardware cuántico de la computadora D-Wave. Para vali-
dar nuestra propuesta, realizamos simulaciones computacionales del modelo cuántico para
aproximar soluciones del problema de estudio, y las comparamos con resultados obtenidos
usando algoritmos clásicos. Los resultados de las simulaciones muestran que el problema
de máxima satisfactibilidad booleana puede ser tratado por medios cuánticos con las tecno-
logías cuánticas actuales. Sin embargo, se tienen que llevar a cabo investigaciones futuras
para determinar si el algoritmo de temple cuántico y el cómputo cuántico adiabático, para
el problema de estudio, tienen ventajas en términos de complejidad cuando se comparan
con los mejores algoritmos en el estado del arte.
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Abstract
Currently, quantum technologies based on the algorithm of quantum annealing and adia-
batic quantum computation have been proposed with applications to combinatorial opti-
mization problems. Several theoretical and experimental studies have focused on deter-
mining the advantages and disadvantages of solving specific classes of problems such as
power network failure detection, protein folding, constraint satisfaction, among others. In
this thesis we propose a quantum formulation of the maximum satisfiability problem using
the algorithm of quantum annealing and adiabatic quantum computation. Our formulation
consists on the construction of a quadratic pseudo-Boolean function whose optimization
corresponds to the solution of the study problem. Also, three direct embedding strategies
are proposed for instances of the maximum satisfiability problem on the quantum hardwa-
re topology of the D-Wave computer. To validate our proposal, we perform computational
simulations of the quantum model to approximate solutions to the study problem, and com-
pare it with results obtained using classical algorithms. The results of the simulations show
that the problem of maximum satisfiability can be treated by quantum means with the cu-
rrent quantum technologies. However, future research has to be carried out to determine
whether the algorithm of quantum annealing and adiabatic quantum computation, for the
study problem, have advantages in terms of complexity when compared with the best algo-
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El Cómputo Cuántico (CC) fue propuesto por Richard Feynman [18] en 1982 como una
idea de crear computadoras que usaran los efectos de la mecánica cuántica y demostrar
si es posible simular un sistema cuántico por medio de un simulador cuántico universal.
Entre los algoritmos cuánticos más conocidos destaca el algoritmo de Shor [49] para fac-
torizar números enteros en sus factores primos y el algoritmo de Grover [24] para realizar
búsquedas en una base de datos no estructurada.
La programación de una computadora cuántica es muy diferente al de una compu-
tadora tradicional. Un procesador cuántico considera todas las posibilidades simultánea-
mente y por medio de la aplicación de transformaciones unitarias puede cambiar las pro-
babilidades de encontrar una solución a un problema dado. Una computadora cuántica es
de naturaleza probabilística, lo cual significa que para obtener una solución a un problema,
se tiene que repetir la ejecución del algoritmo cuántico un número determinado de veces y
escoger la solución que aparece con mayor frecuencia [13].
El Cómputo Cuántico Adiabático [16] (CCA) se introdujo como una alternativa al
paradigma de compuertas cuánticas para resolver problemas NP-difíciles, que clásicamente
se conocen como intratables, es decir, que no pueden ser resueltos por un algoritmo clásico
eficientemente. El CCA se introdujo principalmente para resolver problemas de optimiza-
ción combinatoria; este tiene ventajas como robustez hacia ruido [34] y permite modelar
1
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problemas de una forma general por medio del diseño de un hamiltoniano en donde se
codifican todas las posibles soluciones.
La solución de un problema de optimización combinatorio consiste en encontrar
un vector de estados que minimiza o maximiza una función de costo dada. Por lo regu-
lar, este tipo de problemas son NP-difícil [21]. El problema de máxima satisfactibilidad
booleana (max-SAT) pertenece a esta clasificación, el cual es la versión de optimización
del problema de decisión satisfactibilidad booleana (SAT). Este último fue planteado por
primera vez en 1960 [14] para comprobar la satisfactibilidad de las fórmulas de la lógica
proposicional en un conjunto de cláusulas unidas por conjunciones, es decir, determina si
existe una asignación de verdad que satisfaga a todas las cláusulas de una fórmula booleana
que se encuentra en forma conjuntiva (FC). Por otro lado, el problema max-SAT consiste
en encontrar una asignación a las variables booleanas en una FC de tal forma que satisfaga
el mayor número de cláusulas. Algunos ejemplos de su uso son: consistencia en sistemas
expertos basados en conocimiento [42], restricciones de integridad en bases de datos [3] y
síntesis de circuitos asíncronos [25].
El algoritmo de temple cuántico (TC) fue formulado para resolver problemas de
optimización combinatorios, empleando fluctuaciones cuánticas para atravesar barreras de
potencial, lo que permite explorar el espacio de soluciones de una forma más eficien-
te [37, 19, 33, 47]. En particular, el hardware D-Wave implementa el algoritmo TC para
resolver instancias del modelo Ising en un campo magnético transversal, el cual también
se conoce como un problema NP-difícil [5]. Esta tecnología ha tenido buenos resultados
sobre algunos problemas de optimización específicos, comparados con el estado del arte de
los algoritmos clásicos [36].
El proceso por el cual una instancia del modelo Ising es mapeada al hardware cuán-
tico es conocido como mapeo menor [9, 8]. Este proceso es de importancia para la determi-
nación de la cantidad de recursos físicos (qubits). En general, encontrar un mapeo menor
con un número mínimo de qubits es un problema difícil [8]. Sin embargo, existen algorit-
mos heurísticos que encuentran mapeos menores que se aproximan a la solución óptima en
2
CAPÍTULO 1. INTRODUCCIÓN
tiempo polinomial. Otros autores proponen algoritmos de mapeo específicos dependiendo
del problema dado como los citados en [6, 51].
En este trabajo de tesis se propone el modelado de un algoritmo cuántico usando
CCA para aproximar soluciones al problema max-SAT. Se modeló matemáticamente el
problema max-SAT como un problema de optimización de una función pseudo-booleana.
Es decir, dada una FC se construye una función pseudo-booleana correspondiente de for-
ma tal que el vector que minimiza la función corresponde a una solución de la instancia
max-SAT. Para demostrar que el modelo propuesto para el problema max-SAT es correcto,
se realizaron simulaciones computacionales usando las librerías proporcionadas por D-
Wave. Además, se diseñaron tres estrategias de mapeo a la topología de hardware en la
computadora cuántica de D-Wave para el problema max-SAT. Las estrategias de mapeo
propuestas aprovechan la estructura del problema max-SAT, permitiendo diseñar métodos
directos de mapeo en la topología. Los resultados de las simulaciones llevadas a cabo, usan-
do el algoritmo de temple cuántico simulado (TCS), muestran que el tamaño de los mapeos
obtenidos son competitivos en comparación con las técnicas heurísticas.
1.1. Planteamiento del problema
El problema max-SAT es NP-difícil, por lo que no existen algoritmos eficientes para resol-
verlo, en otras palabras, no existe un algoritmo que lo resuelva en tiempo polinomial. El
cómputo cuántico adiabático es un modelo que permite encontrar soluciones a problemas
de optimización combinatorios y es aplicable, principalmente, a problemas NP-difíciles.
Estudiar el comportamiento de algoritmos cuánticos para aproximar soluciones a proble-
mas de optimización es de importancia y así determinar a que clase de problemas se pueden
obtener ventajas en términos de complejidad en comparación con algoritmos clásicos. In-






Diseñar un algoritmo cuántico usando CCA para obtener soluciones del problema max-SAT.
1.2.2. Específicos
Construir una función objetivo usando variables lógicas cuyo mínimo global corres-
ponda a la solución del problema max-SAT.
Construir una función pseudo-booleana equivalente con la función en el punto ante-
rior, para ser optimizada por medio de un algoritmo cuántico.
Diseñar algoritmos de mapeo a la topología del hardware cuántico (arquitectura D-
Wave).
Analizar estadísticamente las soluciones obtenidas.
1.3. Justificación de la investigación
En ciencias de la computación, los problemas que pertenecen a la clase NP-difícil son
problemas de optimización, para los cuales no existen algoritmos que los resuelvan en
tiempo polinomial. Existen varias técnicas de aproximación que consisten en algoritmos
rápidos que obtienen soluciones aproximadas a problemas NP-difícil, como el algoritmo
de temple simulado, métodos de Monte Carlo, heurísticas y algoritmos probabilistas. Por
otro lado, el CC ha demostrado tener ventajas en diversos problemas difíciles. Conocer con
mayor precisión qué clases de problemas son los más adecuados para resolverlos usando





Por medio de simulaciones y ejecución del algoritmo a desarrollar, usando la arquitectu-
ra del hardware cuántico D-Wave, se cree que puede obtener una ventaja en tiempo de
ejecución, superior a cualquier computadora convencional.
1.5. Metodología
Para alcanzar los objetivos de esta tesis, se realizaró una investigación documental sobre
los fundamentos de complejidad computacional y el cómputo cuántico, así como del esta-
do del arte de los algoritmos del temple cuántico y cómputo cuántico adiabático. Se usó
el método analítico para la propuesta teórica del problema de estudio, y se usó el método
experimental para validar el modelo matemático desarrollado. Además, se utilizaron he-
rramientas técnicas como lenguajes de programación y herramientas estadísticas para el
estudio la realización de pruebas y análisis de los resultados.
1.6. Contexto y delimitación de la tesis
El CCA es una subárea del CC el cual es una rama de las ciencias de la computación teórica.
En este trabajo de tesis se desarrolla e implementa un algoritmo que encuentra soluciones
aproximadas al problema max-SAT usando CCA. En la investigación se generan instancias
difíciles del problema y se mapean a la arquitectura del hardware cuántico mediante tres
estrategias propuestas y se realiza el análisis correspondiente para probar su efectividad
con respecto a el método heurístico.
El algoritmo cuántico propuesto en esta tesis es aplicable a instancias del problema
max-SAT, principalmente a instancias difíciles. Se usa el modelo continuo del CCA para
resolver problemas de optimización. El modelado matemático del problema max-SAT se
basa principalmente en la construcción de una función pseudo-booleana multivariada, la
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cual puede ser optimizada por medio del hardware cuántico. Las estrategias de mapeo pro-
puestas son aplicables a la topología existente de la computadora D-Wave 2000Q, que se
pueden tomar como base para diseñar estrategias de mapeo en otras topologías como por
ejemplo la arquitectura cuántica de IBM-Q 1.
1.7. Organización de la tesis
El presente trabajo está dividido en 5 capítulos y se organiza como sigue: en al capítulo 1
se plantean los objetivos e introducción de la problemática de esta tesis. En el capítulo 2
se introducen los conceptos importantes para el desarrollo de la tesis como son: comple-
jidad computacional, principios básicos del CCA, así como la tecnología a utilizar para el
desarrollo del algoritmo cuántico. En el capítulo 3 se plantea la formulación cuántica del
problema max-SAT y construcción de una función pseudo-booleana multivariada del pro-
blema, así como simulaciones usando el algoritmo TCS. En el capítulo 4 se explican las
estrategias de mapeo desarrolladas, así como los resultados de los experimentos realizados.
Por último, en el capítulo 5, se dan las conclusiones de esta investigación y los trabajos
futuros a realizar.




En este capítulo se introducen los conceptos básicos para abordar este trabajo de investi-
gación. Se comienza introduciendo conceptos básicos de complejidad computacional, los
cuales forman la base para comprender la naturaleza del problema de estudio max-SAT.
Además, se describen los fundamentos del cómputo cuántico y los algoritmos cuánticos.
Finalmente, se habla de la tecnología D-Wave con la cual se realiza la implementación del
problema de estudio.
2.1. Complejidad computacional
La teoría de la computación es una rama de las matemáticas y de la computación que
centra su interés en el estudio y definición formal de la computación. Su objetivo principal
es determinar cuáles son las capacidades y limitaciones de las computadoras. Para ello se
vale de otras teorías tales como teoría de autómatas, teoría de computabilidad y teoría de
complejidad computacional.
La historia de la teoría computacional comienza en 1936 con uno de los aportes
más importantes: la máquina de Turing [50]. Ésta demostró ser un modelo de una compu-
tadora flexible y robusta, aunque luego se comprobó que fallaban al cuantificar el tiempo y
la memoria requerida por una computadora, constituyendo un problema crítico. La idea de
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medir el tiempo y espacio como una función de la longitud de la entrada, se originó a prin-
cipios de los años 60’s por Hartmanis y Stearns [28], y así nació la teoría de la complejidad
computacional.
Inicialmente, los investigadores trataban de entender las nuevas medidas de comple-
jidad y cómo se relacionaban unas con otras. En 1965, Edmonds [15] definió un algoritmo
en el cual un polinomio acotaba el tiempo de ejecución (tiempo polinomial), lo que con-
llevó a la noción de eficiencia de algoritmos. Es decir, un algoritmo es eficiente siempre y
cuando su complejidad en tiempo o número de iteraciones está acotado por un polinomio
que depende del tamaño de la entrada.
El objetivo principal de esta teoría es la creación de mecanismos y herramientas
capaces de describir y analizar la complejidad de un algoritmo y la complejidad intrínseca
de un problema. Busca la razón de qué hace a algunos problemas computacionalmente
difíciles y a otros sencillos.
La teoría de la complejidad computacional se centra en la clasificación de los pro-
blemas computacionales de acuerdo a su dificultad inherente, y en la relación entre dichas
clases de complejidad. Así mismo, estudia la eficiencia de los algoritmos estableciendo su
efectividad de acuerdo al tiempo de ejecución y al almacenamiento de datos requerido por
la computadora, ayudando a evaluar la viabilidad de la práctica en tiempo y costo.
Se denota como T (x) el tiempo de ejecución de un algoritmo A con una entrada
x ∈ {0, 1}n. La complejidad en tiempo del algoritmo A está dado por
t(n) = ma´x{T (x) | ∀x ∈ {0, 1}n, |x| ≤ n} (2.1)
donde |x| denota la longitud de la cadena x.
De forma similar, se denota como S(x) el espacio requerido en la ejecución del
algoritmo A con entrada x ∈ {0, 1}n. La complejidad en espacio de A se define por
s(n) = ma´x{S(x) | ∀x ∈ {0, 1}n, |x| ≤ n}. (2.2)
De aquí en adelante se considera como la complejidad de ejecución de un algoritmo
como la complejidad en tiempo.
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2.1.1. Orden de crecimiento de funciones
Sea g(n) una función con n ∈ Z+. Se denota por O(g(n)) al conjunto de funciones
O(g(n)) = {f(n) | ∃c, n0 ∈ R, 0 ≤ f(n) ≤ cg(n),∀n ≥ n0}. (2.3)
En otras palabras, f(n) está en O(g(n)) si existen constantes c, n0 tal que cg(n)
acota superiormente a f(n) para n ≥ n0. El orden O se usa comúnmente para representar
el “peor caso” de ejecución de un algoritmo.
Del mismo modo, se denota por Θ(g(n)) al conjunto de funciones
Θ(g(n)) = {f(n) | ∃c1, c2, n0R, 0 ≤ c1g(n) ≤ f(n) ≤ c2g(n),∀n ≥ n0}. (2.4)
En otras palabras, f(n) está en Θ(g(n)) si y sólo si f(n) está acotada tanto por arri-
ba como por abajo por la función g(n). La notación Θ se usa comúnmente para representar
la complejidad “exacta” de un algoritmo.
Por último, se denota por Ω(g(n)) al conjunto de funciones
Ω(g(n)) = {f(n) | ∃c, n0, 0 ≤ cg(n) ≤ f(n), ∀n ≥ n0}. (2.5)
De manera similar, una función f(n) pertenece a Ω(g(n)) si f(n) está acotada por
abajo por la función g(n). La notación Ω se usa comúnmente para representar la compleji-
dad en el “mejor caso” de un algoritmo.
Los ordenes de crecimiento de funciones O,Θ,Ω, se usan para describir la com-
plejidad en tiempo o espacio de un algoritmo [11]. Por ejemplo, si un algoritmo ejecuta
un número de pasos dado por t(n) = an2 + b log n para procesar una entrada de tamaño
n, decimos que su complejidad es O(n2). Si, por otra parte, somos capaces de probar que
para cada n, siendo suficientemente grande existe una instancia de entrada de tamaño n
sobre la cual los algoritmos ejecutan al menos cn2 pasos. La Figura 2.1 muestra ejemplos
del crecimiento de algunas funciones.
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Figura 2.1: Ejemplo de crecimiento de funciones.
2.1.2. Cómputo determinista y no-determinista
Un autómata finito o máquina de estado-finito comparte con una computadora real el hecho
de que tiene una unidad central de procesamiento con capacidad finita. Lo que hace que
el autómata finito sea un modelo computacional restringido es la ausencia completa de
memoria fuera de su procesador central.
Sea Σ = {0, 1} un conjunto de los símbolos 0 y 1 llamado alfabeto. Una cadena
σ = σ1σ2 · · ·σn es la concatenación de símbolos σj ∈ Σ con j = 1, . . . , n. La longitud de
la cadena σ, denotado por |σ|, es el número de símbolos que contiene. Una cadena de lon-




donde cada Σk es un conjunto de cadenas con símbolos en Σ de longitud k. Un lenguaje es
cualquier subconjunto de cadenas en Σ∗.
Definición 1 (Autómata Finito Determinista (AFD) [40]). Un AFD es una 5-tupla A =
(Q,Σ, δ, q0, F ) donde Q es un conjunto finito de estados, Σ es un alfabeto, q0 ∈ Q es el
estado inicial, F ⊆ Q es el conjunto de estados finales, y δ es la función de transición
definida de Q× Σ a Q.
Las reglas de acuerdo al autómata A de la definición 1, que eligen el siguiente
estado, se encuentran codificadas en la función de transición δ. Así, si A está en el estado
q ∈ Q y el símbolo leído es a ∈ Σ, entonces existe un único estado p = δ(q, a) con
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el símbolo a. Para cualquier cadena σ ∈ Σ∗, la función extendida δˆ se define como la
aplicación sucesiva de la función δ con los símbolos en σ. Un AFD A reconoce una cadena
σ ∈ Σ∗ si δˆ(q0, σ) ∈ F en cuyo caso escribimos A(σ) = 1.
El lenguaje de un AFD es el conjunto de cadenas que reconoce, es decir
LA = {σ ∈ Σ∗ | A(σ) = 1}. (2.6)
El no-determinismo se refiere a la capacidad de estar en varios estados a la vez. Los
autómatas finitos no-deterministas no están pensados como modelos realistas de compu-
tadoras sino como una generalización notacional útil de autómatas finitos, ya que pueden
simplificar enormemente la descripción de estos autómatas. Entonces, el no-determinismo
no es una característica esencial de los autómatas finitos: cada autómata finito no-determinista
es equivalente a un autómata finito determinista.
Definición 2 (Autómata Finito No-determinista (AFN) [40]). Un AFN es una 5-tupla N =
(Q,Σ, δN , q0, F ) donde Q,Σ, q0, F se definen como en un AFD y δN es una función tal
que para cada q ∈ Q y a ∈ Σ se tiene que δN(q, a) ∈ P(Q) donde P(Q) es el conjunto
potencia de Q.
La definición formal de computación basada en AFN es similar a la de AFD. Con
la diferencia fundamental de que un AFN puede “escoger” la transición más adecuada para
llegar a un estado final. El cómputo de un AFN se puede ver como un árbol de posibilidades
donde cada rama representa un camino determinista. Un AFN reconoce una cadena σ ∈ Σ∗
si existe al menos una rama que llega a un estado final. Así, el lenguaje de un AFN es el
conjunto de cadenas que reconoce.
2.1.3. Máquinas de Turing
Las máquinas de Turing son un modelo abstracto de computación que ofrece una formula-
ción simple de un algoritmo (ver Figura. 2.2) [50]. Se define como sigue:
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Definición 3 (Máquina de Turing Determinista (MTD)). Sea una MTD M una 7-tupla
(Q,Σ,Γ,∆, q0,unionsq, F ) dondeQ es un conjunto finito de estados, Σ es el alfabeto de entrada,
Γ es el alfabeto de la cinta, q0 ∈ Q es el estado inicial, unionsq es un símbolo especial, F ⊂ Q es
un conjunto de estados finales i.e. F = {qY , qN}, y ∆ es una función de transición. Aquí,
se asume que existe un estado de aceptación qY y un estado de rechazo qN .
Figura 2.2: Esquema de una Máquina de Turing (imagen propia).
La función de transición ∆ definida como ∆ : (Q − {qY , qN}) × Γ → Q × Γ ×
{−1, 0, 1} tal que (q,X) 7→ (p, Y,D) donde p, q ∈ Q,X, Y ∈ Γ y D es la dirección de
la cabeza lectora. Aquí {−1, 1, 0} significa un movimiento a la izquierda, derecha o sin
movimiento respectivamente.
Dada una MTD M y una cadena de entrada x ∈ Σ∗, se denota por M(x) la aplica-
ción de M sobre x. Inicialmente, se copia x en la cinta a partir de la posición número uno
y se realizan los siguientes pasos según sea el caso:
1. Se inicia en el estado q0 y la cabeza de lectura/escritura se sitúa sobre el primer
símbolo de entrada.
2. Si el estado actual es qY o qN la computación termina.
3. Si el estado actual es q ∈ Q−{qY , qN} se lee el símbolo s sobre la cinta en la que se
encuentra la cabeza lectora y el siguiente estado es ∆(q, s) = (q′, s′, D). Es decir, se
borra el símbolo s sobre la cinta y se escribe el símbolo s′, la cabeza se mueve una
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posición a la izquierda si D = −1 o una posición a la derecha si D = 1, finalmente
el nuevo estado es q′.
Dada una MTDM y x ∈ Σ∗ se dice queM acepta a x si y sólo si, la computación de
M sobre x termina en el estado qY y escribimosM(x) = 1,M(x) = 0 si es qN yM(x) =⊥
en otro caso. El lenguaje que reconoce M está dado por LM = {x ∈ Σ∗ | M acepta a x}.
El tiempo de computación de M con entrada x es el número de pasos que realiza hasta
llegar a un estado terminal. Si para toda x ∈ Σ∗, M(x) 6=⊥ se define la complejidad en
tiempo de M como TM : Z+ → Z+ dada por
TM(n) = ma´x
x∈Σ∗,|x|=n
{tiempo computación de M(x)}.
Una MTD M es de complejidad polinomial en tiempo si existe un polinomio p tal
que para toda n ∈ Z+, TM(n) ≤ p(n).
Definición 4 (Máquina de Turing No-determinista (MTN)). Una MTN N es una 7-tupla
(Q,Σ,Γ,∆N , q0,unionsq, F ) donde Q,Σ,Γ, q0 ∈ Q y F se definen como en una MTD y ∆N
se define de tal manera que para cualquier q ∈ Q,X ∈ Γ : ∆N(q,X) ∈ P(Q × Γ ×
{−1, 0, 1}). Esto significa que para un estado actual de N pueden existir más de un estado
siguiente. Para alguna entrada x ∈ Σ∗, N(x) es un árbol de computación donde cada
rama de computación es uno de los posibles caminos que toma N con la entrada x según
∆N .
Una MTN N funciona de la siguiente forma:
1. Toma como entrada x ∈ Σ∗, se escribe sobre la cinta a partir de la posición 1 hasta
la número |x|, la cabeza lectora se localiza sobre el primer símbolo en la cinta y el
estado inicial es q0.
2. Explora todas las ramas de computación en paralelo a partir del estado inicial al igual
que una MTD.
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Se dice que una MTN N acepta a x si existe al menos una rama de computación
que llegue al estado terminal qY . El lenguaje que reconoce N es LN = {x ∈ Σ∗ |
N acepta a x}. El tiempo de computación de N con la entrada x ∈ LN es la longitud
máxima de todas las ramas de computación que terminan en el estado qY . La complejidad
de N se define como TN : Z+ → Z+ dada por
TN(n) = ma´x
x∈Σ∗,|x|=n
{tiempo computación de N(x)}.
Una MTN N es de complejidad polinomial si existe un polinomio p tal que para
toda n ≥ 1, TN(n) ≤ p(n).
2.1.4. Clases de problemas P, NP, NP-completos
La clase de problemas P consiste en problemas de decisión que se pueden resolver por
MTDs de complejidad polinomial y la clase NP consiste en problemas de decisión que se
pueden resolver por MTNs de complejidad polinomial. Informalmente hablando, la clase
P es el tipo de problemas de decisión que son resolubles por algún algoritmo en un número
de pasos delimitado por un polinomio en el tamaño de la entrada. Mientras que NP son
aquellos problemas cuyas soluciones se pueden verificar eficientemente por una MTD. El
problema P-vs-NP, formalizado por Cook en 1971 [10], consiste en determinar si acaso
P=NP o P 6=NP.
Formalmente, las clases P y NP se definen como [2, 4, 21, 23]:
Definición 5 (Clase P). La clase P consiste de todos los lenguajes L de manera que existen
MTDs M de complejidad polinomial tal que L = LM .
Definición 6 (Clase NP). La clase NP consiste de todos los lenguajes L de manera que
existen MTNs N de complejidad polinomial tal que L = LN .
Definición 7 (Reducción en tiempo polinomial). Un lenguaje L1 sobre Σ1 es reducible en
tiempo polinomial a un lenguaje L2 sobre Σ2, denotado por L1 ≤p L2, si existe una función
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f : Σ∗1 → Σ∗2 de complejidad polinomial tal que para cada x se cumple
x ∈ L1 si y sólo si f(x) ∈ L2.
Definición 8 (Problemas NP-completos). Un problema de decisión Π se dice que es NP-completo
si Π pertenece a NP y para cualquier problema Π′ en NP se cumple que Π′ ≤p Π.
Por las definiciones 5 y 6 se satisface que P⊂NP. Retomando el problema de si P
6= NP, se cumple si y sólo si por cada problema NP-completo P , P /∈ P. Hasta el momento,
no se sabe si existen algoritmos en tiempo polinomial para los problemas NP-completos y
solo existen actualmente algoritmos en tiempo superpolinomial, incluso si no se ha demos-
trado un límite inferior superpolinomial en la complejidad de tiempo para cada uno de esos
problemas.
2.1.5. Problemas de optimización combinatorios
La optimización combinatoria es un campo emergente a la vanguardia de la combinatoria
y la informática teórica que apunta a utilizar ciertas técnicas para resolver problemas dis-
cretos de optimización. Un problema de optimización discreto busca determinar la mejor
solución posible a partir de un conjunto finito de posibilidades.
Definición 9 (Clase NPO [4]). Un problema de optimización P = (I,S,m, goal) perte-
nece a la clase de problemas NP de optimización (NPO) si se cumple lo siguiente:
1. El conjunto de instancias I es identificado en tiempo polinomial.
2. Existe un polinomio q tal que dada una instancia x ∈ I, para cada y ∈ S(x),
|y| < q(x) y, para cada y tal que |y| < q(x), es decidible en tiempo polinomial si
y ∈ S(x).
3. La función de medida m es computable en tiempo polinomial.
La optimización combinatoria busca mejorar los algoritmos mediante el uso de mé-
todos matemáticos, ya sea para reducir el tamaño del conjunto de soluciones posibles o para
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hacer que la búsqueda sea más rápida. Surgió originalmente en teóricas de gráficas con pro-
blemas de la coloración gráficas y apareamientos de gráficas bipartitas. En la era moderna,
la optimización combinatoria es útil para el estudio de algoritmos, con especial relevancia
para la inteligencia artificial, el aprendizaje automático y la investigación operativa.
2.1.6. Clase de problemas NP-difíciles
Un problema A es NP-difícil si existe una reducción en tiempo polinomial de un problema
NP-completo B a A. Tal que una reducción implica que un algoritmo que resuelve A en
tiempo polinomial puede ser usado como una subrutina para resolver B en tiempo polino-
mial. Un problema es llamado NP-difícil porque este es difícil como (o más difícil que) un
problema NP-completo. El diagrama de la Figura 2.3, basado en [38], muestra el dominio
de los problemas NP-difíciles sobre todo el conjunto de problemas.
Figura 2.3: Dominio de los problemas NP-difícil (imagen propia).
Los problemas P no pertenecen a NP-difícil y la intersección de P con NP-difícil es-
tá vacía. Esto es porque si un problema NP-difícil puede ser resuelto en tiempo polinomial
entonces los problemas NP-completos pueden ser resueltos también en tiempo polinomial,
así como los NP. Si esto se cumple podemos determinar que P=NP.
No se sabe, hasta ahora, cuáles problemas NP-difícil no son NP-completos. Por
tanto, si encontramos dicho problema, podemos probar que P 6=NP. Suponiendo que P =
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NP, entonces todos los problemas NP pueden ser resueltos en tiempo polinomial y, enton-
ces, todos los problemas NP-completos pueden ser resueltos en tiempo polinomial y, por
lo tanto, todos los problemas son NP-difícil.
2.2. Algoritmo de temple simulado
El algoritmo de temple simulado (TS) fue propuesto por Kirkpatrick [37] en 1983 como
un intento de equilibrar la exploración con la explotación. El TS busca el mímimo global
x∗ en un camino indirecto y estocástico. También, busca una distribución de probabilidad
p sobre el espacio de búsqueda. La probabilidad asociada con el elemento x en el espa-
cio de búsqueda se denota con p(x). La probabilidad p se determina por una función de
minimización balanceada en términos explorativos y explotativos, dada por
F (p) = Ep(E)− T · S(p) (2.7)





y es minimizada por la distribución de probabilidad p(x) tal que p(x) = 1 si x = x∗, y




p(x) ln p(x). (2.9)
La inclusión de la entropía favorece la exploración de todo el espacio de búsqueda y
T corresponde a la temperatura. El TS comienza con una temperatura alta la cual favorece
la exploración del espacio de búsqueda. Conforme el algoritmo progresa, la temperatura
decrece hasta regiones donde Ep(E) es baja. Periódicamente, T es llevada a 0 para que el
mínimo global x∗ sea obtenido.
En [29] se define el TS como una técnica de optimización que puede: a) procesar
funciones de costo que poseen grados bastante arbitrarios de no-linealidad, discontinuida-
des, y estocasticidad; b) procesar condiciones de frontera y restricciones bastante arbitrarias
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impuestas a estas funciones de costo; c) ser implementado con bastante facilidad con un
grado de codificación mínimo en relación con otros algoritmos de optimización no lineal; y
d) garantizar estadísticamente la búsqueda de una solución óptima. El algoritmo 1 muestra
el TS.
Algorithm 1: Temple simulado.
Input : instancia x, l máximo número de iteraciones, m función de medida, y
r ∈ (0, 1) razón de decrecimiento de la temperatura.
Output: Solución s.
T := temperatura inicial t0;
s := solución inicials0;
while la temperatura T no sea cero do
for l veces do
Seleccionar algún s′ ∈ N (s);
if m(x, s′) < m(x, s) then
s := s′
else
δ = m(x, s′)−m(x, s);
s := s′ con probabilidad exp−
δ
T
T := rT ;
2.3. Fundamentos del cómputo cuántico
En esta sección se introducen los fundamentos básicos del cómputo cuántico tales como:
espacios de Hilbert, transformaciones lineales; los postulados de la mecánica cuántica, el
cómputo cuántico adiabático, el temple cuántico y finalmente, una breve descripción de la
tecnología D-Wave.
2.3.1. Qubits y quregistros
Sea H1 = C2 un espacio de Hilbert de dimensión 1. Sean |0〉 = [ 1 0 ]T y |1〉 = [ 0 1 ]T
una base de H1. Un qubit es una superposición lineal de los estados |0〉 y |1〉 dado por
|ψ〉 = α |0〉+ β |1〉 (2.10)
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donde α, β ∈ C y se cumple que |α|2 + |β|2 = 1.
Sea Hn = H1 ⊗Hn−1 un espacio de Hilbert de dimensión n donde la operación ⊗
denota el producto tensorial. Dada σ ∈ {0, 1}n una cadena con símbolos 0 y 1 de longitud




|σi〉 ∈ Hn. (2.11)
El conjunto de estados {|σ〉}σ∈{0,1}n forma una base de Hn. Un quregistro es un




ασ |σ〉 con ασ ∈ C. (2.12)
Un operador T : Hn → Hn es lineal si T (
∑k
i=1 ai |ψi〉) =
∑k
i=1 aiT (|ψi〉) donde
|ψi〉 ∈ Hn y ai ∈ C. Todo operador lineal T se puede representar por medio de una matriz




tij |ψj〉 para i = 1, . . . , N (2.13)
y vectores {|ψk〉} con k = 1, . . . , N forman una base ortonormal en Hn. De aquí en ade-
lante, para cada operador lineal T se usará su representación matricial. Un operador lineal
T es hermítico si T † = T y es unitario si T †T = IN donde † representa el conjugado
transpuesto e IN denota la matriz identidad de dimensión N .
Sea T : Hn → Hn un operador lineal y sea |ψ〉 ∈ Hn un vector no nulo. Se dice
que |ψ〉 es invariante bajo la acción de T si y sólo si T |ψ〉 = λ |ψ〉 para alguna constante
λ ∈ C. A la constante λ se le llama autovalor de T y al vector |ψ〉 se le llama autovector
de T asociado al autovalor λ. Se define por Λ(T ) = {λ1, . . . , λN} el espectro de T como
el conjunto de todos los autovalores de T .




 , σy =
0 −i
i 0
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2.3.2. Postulados de la mecánica cuántica
La Mecánica Cuántica es un modelo formal matemático para describir el mundo físico que
nos rodea. Los postulados de la mecánica cuántica nos proporcionan una conexión entre
la realidad y el formalismo matemático. Estos describen a los estados cuánticos, evolución
cuántica y medición cuántica [41, 43].
– Estados: cualquier sistema físico se le asocia un espacio de estados, esto es, un es-
pacio de Hilbert. La descripción completa de un sistema está dado por un vector de
estado que corresponde a un vector complejo |ψ〉 en el espacio de Hilbert. El sistema
cuántico más simple es el qubit.
– Evolución: este describe la forma en la que un estado |ψ〉 cambia en el tiempo. La
evolución de un sistema cuántico cerrado se describe por medio de transformaciones
unitarias. Es decir, la evolución del estado |ψ〉 en un tiempo inicial t1 está relacionado
con el estado |ψ′〉 en el tiempo t2 por medio de una transformación unitaria U como
|ψ′〉 = U |ψ〉 . (2.15)
Lo anterior se cumple siempre y cuando el sistema físico sea cerrado, es decir, un
sistema que no interactúa con su entorno o con otros sistemas. Un sistema que evo-
luciona de acuerdo a (2.15) se le llama unitario o discreto.
Para sistemas físicos cerrados continuos en el tiempo, la evolución del estado |ψ〉 se




= H |ψ〉 (2.16)
donde ~ es la constante de Planck y H es un operador hermítico o hamiltoniano que
describe la dinámica del sistema físico cerrado.





λ |ψ〉 〈ψ| (2.17)
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con autovalores λ y correspondientes autovectores |ψ〉. A los autovectores |ψ〉 se les
conoce como estados de energía y a los autovalores λ como energías del estado |ψ〉.
Al estado con energía más baja se le conoce como estado firme.
La evolución continua de un estado |ψ〉 desde un tiempo t1 a un tiempo t2 se puede






= U(t1, t2) |ψ(t1)〉 (2.19)
donde se define el operador unitario





– Mediciones: una medición cuántica es un evento probabilista que altera el estado
cuántico de un sistema físico cerrado al ser observado. Las mediciones cuánticas
se describen por una colección {Mm} de operadores que actúan en el espacio de
estados. Los subíndices m se refieren a todos los posibles resultados que se pueden
obtener en la medición. Si el estado de un sistema físico cerrado es |ψ〉 antes de
realizar una medición, entonces la probabilidad de que |ψ〉 se encuentre en el estado
m es
p(|ψ〉 = m) = 〈ψ ∣∣M †mMm ∣∣ψ〉 (2.21)
y el estado final después de la medición es
|ψ′〉 = Mm |ψ〉√〈
ψ
∣∣∣M †mMM ∣∣∣ψ〉 . (2.22)
La función p es una distribución de probabilidad ya que para cualquier m, p(|ψ〉 =
m) ≥ 0 y∑m p(|ψ〉 = m) = 1.
Por ejemplo, suponga que se quiere realizar una medición al estado cuántico |ψ〉 dado
por |ψ〉 = ∑σ∈{0,1}n aσ |σ〉 ∈ Hn sobre la base {|σ〉}σ∈{0,1}n . El conjunto de opera-
dores de medición es {Mσ}σ∈{0,1}n dados como Mσ = |σ〉 〈σ|. Así, la probabilidad
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de que el estado |ψ〉 se encuentre en el estado |σ〉 es
p(|ψ〉 = σ) = 〈ψ ∣∣M †σMσ ∣∣ψ〉 = 〈ψ |Mσ |ψ〉 = |aσ|2 (2.23)
y el estado después de la medición es |ψ′〉 = (1/|aσ|2)Mσ |ψ〉 = (aσ/|aσ|) |σ〉 .
2.3.3. Cómputo cuántico adiabático
El cómputo cuántico adiabático (CCA) se introdujo como una técnica para resolver pro-
blemas de optimización combinatorios [17, 16]. El CCA usa el Teorema Adiabático para
aproximar soluciones de la ecuación de Shrödinger. El Teorema Adiabático establece que
si la evolución de un sistema cuántico, descrito por un hamiltoniano dependiente del tiem-
po, es lo suficientemente grande, el estado instantáneo del sistema se mantendrá cerca de
su estado firme en cada instante de tiempo.
Los pasos principales de un algoritmo de CCA son los siguientes:
1. Construir un hamiltoniano inicial H0 cuyo estado firme sea conocido y fácil de pre-
parar.
2. Construir un hamiltoniano final Hf cuyas energías correspondan a los valores de
medición del espacio de soluciones en un problema de optimización. De forma tal
que el estado firme de Hf corresponda a la solución del problema dado.
3. Definir un hamiltoniano total dependiente del tiempo dado por






para un tiempo total T .
4. Evolucionar el sistema cuántico descrito por el hamiltoniano H(t) desde un tiempo
inicial t0 = 0 a un tiempo final tf = T , por medio de la ecuación de Schrödinger.
Así, de acuerdo al Teorema Adiabático, si T es lo suficientemente grande, entonces
el estado final del sistema estará cerca del estado firme de Hf .
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5. Realizar una medición cuántica al estado final.
Observe que en el tiempo inicial t0, en el hamiltoniano total H(t) solo se tiene la
contribución del hamiltoniano inicial H0 y en el tiempo final tf se tiene la contribución del
hamiltoniano Hf . La evolución en el paso 4 debe entonces iniciar en el estado firme de H0,
razón por la cual debe ser fácil de preparar.
De manera general, cualquier problema de optimización combinatoria se puede ex-
presar como la minimización/maximización de una función f : {0, 1}n → R+ sobre todas
las posibles cadenas σ en {0, 1}n. Para resolver el problema de optimización dado por la
función f usando un algoritmo de CCA, se tienen que construir los hamiltonianos H0 y Hf




f(σ) |σ〉 〈σ| (2.25)
tal que para cualquier cadena σ ∈ {0, 1}n se satisface que Hf |σ〉 = f(σ) |σ〉. De esta
forma, el problema de minimización de la función f coincide con el problema de conocer
el estado firme del hamiltoniano Hf .







Se define porW⊗n : Hn → Hn el producto tensorial de la matriz HadamardW con-





h(σ)(W⊗n |σ〉)(W⊗n |σ〉)† (2.27)
para cualquier función h : {0, 1}n → R+ tal que h(0n) = 0 y h(σ) ≥ 1 con σ ∈ {0, 1}n −








que se puede construir fácilmente por medio de la transformada de Hadamard como |ψ0〉 =
W⊗n |0n〉.
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2.3.4. Algoritmo de temple cuántico
En el algoritmo TS se usan fluctuaciones térmicas para explorar el espacio de soluciones
con respecto a una función de costo de un problema de optimización dado. Mientras que el
algoritmo de temple cuántico (TC) usa el proceso cuántico de tunel para hacer transiciones
de estados y así explorar el espacio de soluciones de manera más eficiente [19, 33, 47].















donde Γ(t) es una función dependiente del tiempo que controla el efecto cuántico de tunel;
Jij y h son coeficientes que describen la fuerza de interacción entre parejas de qubits y la
magnitud del campo longitudinal, respectivamente. Las transformaciones σˆzi : Hn → Hn y
σˆxi : Hn → Hn se definen como
σˆzi = I2 ⊗ · · · ⊗σz⊗︸ ︷︷ ︸
i-ésimo qubit
· · · ⊗ I2
y
σˆxi = I2 ⊗ · · · ⊗σx⊗︸ ︷︷ ︸
i-ésimo qubit
· · · ⊗ I2
donde σz, σx son las transformaciones de Pauli que actuan sobre el i-ésimo qubit, según
sea el caso.
Los dos primeros términos en (2.29) corresponden al llamado modelo Ising con
un campo magnético longitudinal, y el último término corresponde a un campo magnético
transversal cuya fuerza es controlado por la función Γ(t). Entonces, la idea del algoritmo
TC es evolucionar el sistema cuántico descrito por el hamiltoniano H , variando Γ(t) desde
un valor grande hasta cero, y se espera que el sistema en algún momento se aproxime al
estado firme de H .
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2.3.5. La tecnología D-Wave
La tecnología D-Wave implementa físicamente el proceso de TC para resolver instancias
del modelo Ising. El hardware cuántico usa qubits superconductores a muy bajas tempera-
turas organizados sobre una topología específica con interacción local [26, 27].
El comportamiento del hardware cuántico se modela por el hamiltoniano
H(τ) = A(τ)H0 +B(τ)Hp (2.30)
dondeH0 representa el campo magnético transversal,Hp es una instancia del modelo Ising,
las funciones A(τ) y B(τ) controlan la contribución de los hamiltonianos H0 y Hp durante
el proceso de evolución con razón de tiempo τ = t/T para 0 ≤ t ≤ T y tiempo total
T . La Figura 2.4 muestra el comportamiento de las funciones de evolución A(τ) y B(τ)


















Figura 2.4: Funciones de evolución del proceso de temple cuántico [32]. Aquí se observa
que conforme el tiempo evoluciona desde t = 0 hasta t = 1, la influencia del hamiltoniano
H0 (Hp) es predominante (nulo) hasta anularse (ser predominante), respectivamente.
La computadora D-Wave ejecuta un algoritmo de TC para aproximar el estado firme
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donde s = (s1, . . . , sn) con si ∈ {−1, 1}, Jij ∈ [−1, 1] es la fuerza de unión entre las
variables si y sj , y hi ∈ [−1, 1] es la magnitud de la componente longitudinal del modelo
Ising para la variable si. De hecho, el problema de encontrar valores -1/1 para las variables
s1, . . . , sn tal que la función (2.32) sea mínima es un problema NP-difícil [5].
Un problema equivalente al modelo clásico de Ising (2.32) es el modelo QUBO








por medio de un cambio de variables dado por si = 1 − 2xi. Cualquier instancia del
modelo QUBO/Ising con n variables se puede representar como una gráfica ponderada
G = (V,E) tal que V = {1, . . . , n} y E = {{i, j} | Jij 6= 0}, con pesos sobre los vértices
i ∈ V : i 7→ hi y pesos sobre las aristas {i, j} ∈ E : {i, j} 7→ Jij .
La forma en la que se programa la computadora D-Wave consiste en representar un
problema de optimización como un problema de optimización de una función QUBO/Ising
sobre variables booleanas/Ising. Una vez obtenida una representación QUBO/Ising, se asig-
nan valores a los coeficientes Jij y hi para configurar el hardware cuántico. La computadora
D-Wave puede resolver instancias del modelo QUBO/Ising cuyas gráficas correspondientes
G se puedan representar sobre la topología del hardware cuántico.
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Capítulo 3
Formulación cuántica del problema
max-SAT
En este capítulo se muestra el modelado y simulación del problema max-SAT. Primero, se
describe brevemente el problema de decisión de satisfactibilidad booleana, y su versión de
optimización, max-SAT. El modelado matemático propuesto consiste en la construcción de
una función pseudo-booleana cuya optimización corresponda a resolver el problema de es-
tudio. Se aplicaron técnicas de reducción de grado a la función pseudo-boolean propuesta,
con el fin de obtener una función pseudo-booleana cuadrática que pueda ser optimizada
usando el enfoque del computo cuántico adiabático. Se consideraron las versiones de opti-
mización de los problemas 3-SAT y 1-en-3-SAT. También, se muestra una comparación de
eficiencia para resolver instancias difíciles del problema max-SAT usando algoritmos del
estado del arte y el algoritmo de temple simulado.
3.1. El problema SAT y max-SAT
El problema SAT es considerado como el primer problema NP-completo demostrado por
Cook-Levin [10] en 1971. En 1972, Karp [35] introdujo 21 problemas que se consideran
NP-completos, donde figura el problema SAT como el primero de ellos. SAT es un proble-
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ma de gran importancia práctica, con aplicaciones que abarcan desde la prueba de chips y
el diseño de computadoras hasta la ingeniería de imágenes y software [46].
Sea X = (xj)nj=1 un conjunto de n variables booleanas. Una literal tiene la forma
xδ con x ∈ X y δ ∈ {0, 1} tal que x1 = x y x0 = x. Una cláusula es una disyunción de
literales, y una forma conjuntiva (FC) es una conjunción de cláusulas. Una asignación ε =
(ε)nj=1 ∈ {0, 1}n es un punto en el hipercubo de n dimensiones. Tal asignación satisface
la literal xδj si y sólo si εj = δ; satisface una cláusula siempre que satisface al menos una
literal en la cláusula; y satisface una FC siempre que satisfaga todas las cláusulas de la FC.
Una m-cláusula es una cláusula que consiste exactamente en m literales, y una m-FC es
una FC que consta de solo m-cláusulas.
El problema satisfactibilidad booleana (SAT) se enuncia como sigue:
Problema 1. SAT
Input: Una FC Φ sobre un conjunto X = (xj)nj=1 de n variables booleanas.
Objetivo: Decidir si existe una asignación ε ∈ {0, 1}n tal que Φ(ε) = 1.
Un ejemplo de una 3-FC definida sobre 7 variables y 27 cláusulas:
Φ = (x2 ∨ x6 ∨ x7) ∧ (x1 ∨ x4 ∨ x6) ∧ (x1 ∨ x6 ∨ x7) ∧ (x2 ∨ x5 ∨ x7) ∧
(x3 ∨ x5 ∨ x6) ∧ (x2 ∨ x5 ∨ x7) ∧ (x1 ∨ x2 ∨ x6) ∧ (x4 ∨ x5 ∨ x7) ∧
(x2 ∨ x3 ∨ x4) ∧ (x1 ∨ x4 ∨ x5) ∧ (x2 ∨ x3 ∨ x6) ∧ (x1 ∨ x2 ∨ x6) ∧
(x2 ∨ x5 ∨ x6) ∧ (x1 ∨ x3 ∨ x5) ∧ (x1 ∨ x3 ∨ x6) ∧ (x4 ∨ x5 ∨ x6) ∧
(x2 ∨ x4 ∨ x5) ∧ (x3 ∨ x6 ∨ x7) ∧ (x4 ∨ x5 ∨ x6) ∧ (x1 ∨ x5 ∨ x6) ∧
(x1 ∨ x2 ∨ x5) ∧ (x3 ∨ x4 ∨ x6) ∧ (x1 ∨ x4 ∨ x5) ∧ (x1 ∨ x4 ∨ x7) ∧
(x2 ∨ x3 ∨ x6) ∧ (x1 ∨ x2 ∨ x5) ∧ (x2 ∨ x4 ∨ x6)
El problema SAT es NP-completo [10] y 3-SAT (la restricción de SAT a 3-FC’s)
también es NP-completo [39]. Sin en cambio, 2-SAT se puede resolver en tiempo poli-
nomial. La versión de optimización del SAT, llamado max-SAT, consiste en satisfacer la
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mayor cantidad de cláusulas en una FC dada. El problema max-SAT es NP-difícil [21]. De
manera formal:
Problema 2. max-SAT
Input: Una FC Φ sobre un conjunto X = (xj)nj=1 de n variables booleanas.
Objetivo: Encontrar una asignación ε ∈ {0, 1}n tal que ε satisfaga el mayor número
posible de cláusulas en Φ.
3.2. Formulación QUBO del problema max-SAT
Para aproximar soluciones del problema max-SAT usando el algoritmo de TC o por medio
de la tecnología D-Wave, se necesita modelar cualquier instancia del problema max-SAT
como instancia equivalentes del modelo QUBO/Ising. Aquí, se considera la construcción
de una función pseudo-booleana de grado igual a 3 para instancias 3-SAT y su versión
de optimización. La función pseudo-booleana mencionada es convertida a un modelo o
función QUBO por medio de la aplicación de métodos de reducción de grado.
3.2.1. Construcción de una función pseudo-booleana para el max-SAT
Sea Φ =
∧t
j=1Cj una m-FC con t cláusulas. Asuma que sin pérdida de generalidad, cada
cláusula es de la forma Cj = xδ11 ∨ · · · ∨ xδmm , sea hCj : {0, 1}n → R+ ∪ {0} una función
tal que por cada asignación ε ∈ {0, 1}n : hCj(ε) = 0 si ε satisface a Cj , y hCj(ε) = 1 en
otro caso.




(1− xδkk ). (3.1)
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tal que hΦ(ε) = 0 si y sólo si Φ satisface por alguna asignación ε ∈ {0, 1}n. Note que la
función hΦ(ε) representa el número de cláusulas que no se satisfacen.
El problema max-SAT se puede reformular en términos de la función hΦ como:
Problema 3. max-SAT (versión 2)
Input: Una FC Φ sobre un conjunto X = (xj)nj=1 de n variables booleanas.
Objetivo: Encontrar una asignación ε ∈ {0, 1}n tal que hΦ(ε) sea mínimo.
La expansión de la función hCj dada en (3.1) resulta en un polinomio multivariado








donde x = (x1, . . . , xn) y c(S) es un coeficiente real. Aquí, el grado de f , denotado por
deg(f), es igual a la cardinalidad del subconjunto S más grande para el cual c(S) 6= 0.
Note que el modelo QUBO dado en (2.33) es una función pseudo-booleana de grado 2.
De este modo, para obtener una formulación cuántica del problema max-SAT, den-
tro del enfoque del cómputo cuántico adiabático o TC, se necesita reducir el grado de la
función hΦ dada en (3.2). En la siguiente sección, se muestran algunas de las técnicas de
reducción más conocidas y que se aplicaron en este trabajo de tesis.
3.2.2. Métodos de reducción
Muchos de los problemas de optimización combinatorios se pueden expresar como el si-




para la función pseudo-booleana f : {0, 1}n → R como en (3.3). Asumiendo que deg(f) >
2, entonces la reducción de f a un problema de minimización de una función cuadrática
consiste en encontrar g : {0, 1}n+m → R con deg(g) ≤ 2 tal que
∀x ∈ {0, 1}n : f(x) = mı´n
w∈{0,1}m
g(x1, . . . , xn, w1, . . . , wm) (3.5)
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donde (w1, . . . , wm) es un conjunto de variables nuevas y (x1, . . . , xn) comúnmente se les
llaman variables originales del problema.
En [20], Freedman y Drineas proponen un método para reducir cualquier término
negativo de grado d a un término cuadrático usando una sola variable nueva. Así, para














donde w es una nueva variable booleana. También se tiene que para cada asignación de
minimización de f hay un mínimo correspondiente de la forma cuadrática g obtenida por
las aplicaciones repetidas de (3.6) que satisfacen w = x1x2 . . . xd.
Por otro lado, Ishiwaka [30] propone un método para reducir términos positivos de
grado d utilizando pocas variables adicionales. De manera precisa, sea t(x) = x1x2 · · ·xd
de grado d, k = bd−1
2

















Entonces, se tienen las siguientes igualdades:
d∏
j=1
xj = S2 + mı´n
w∈Bk
{B − 2AS1} (3.7)
si d = 2k + 2, mientras que
d∏
j=1
xj = S2 + mı´n
w∈Bk
{B − 2AS1 + wk(S1 − d+ 1)} (3.8)
si d = 2k + 1. S1 y S2 son funciones simétricas de x y A una función simétrica de w. Este
método introduce d− 2 variables nuevas.
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3.2.3. Reducción de la función hΦ
Como se mencionó anteriormente, el problema 3-SAT es NP-completo. Aquí, considera-
mos la versión de optimización de 3-SAT para simplificar nuestro análisis, el cual también
se puede demostrar que es un problema NP-difícil [21].
Para el problema 3-SAT tenemos cláusulas de la forma Cj = xδ11 ∨ xδ22 ∨ xδ33 . Por lo
tanto, hCj puede escribir como
hCj = δ1δ2δ3 + (−1)2−δ1δ2δ3x1 + (−1)2−δ2δ1δ3x2 +
(−1)2−δ3δ1δ2x3 + (−1)4−δ1−δ2δ3x1x2 +
(−1)4−δ1−δ3δ2x1x3 + (−1)4−δ2−δ3δ1x2x3 +
(−1)6−δ1−δ2−δ3x1x2x3. (3.9)
Como se puede ver en (3.9), hay un término cúbico ax1x2x3 que se puede convertir
en uno cuadrático agregando una variable adicional al problema. Observe que el coeficiente
a = (−1)6−δ1−δ2−δ3 puede ser positivo o negativo según los valores de δk, k = 1, 2, 3.
Tabla 3.1: Tabla de verdad para los términos x1x2x3 y x1x2 + x1x3 + x2x3 + zj(1− x1 −
x2 − x3).
zj x1 x2 x3 x1x2x3 x1x2 + x1x3 + x2x3 +
zj(1− x1 − x2 − x3)
0 (1) 0 0 0 0 0 (1)
0 (1) 0 0 1 0 0 (0)
0 (1) 0 1 0 0 0 (0)
0 (1) 0 1 1 0 1 (0)
0 (1) 1 0 0 0 0 (0)
0 (1) 1 0 1 0 1 (0)
0 (1) 1 1 0 0 1 (0)
0 (1) 1 1 1 1 3 (1)
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En este trabajo de investigación, usamos los métodos de reducción de Ishikawa [30]
y de Freedman [20] cuando el coeficiente a es positivo y negativo, respectivamente. Estos
dos métodos fueron elegidos ya que introducen coeficientes pequeños a la expresión redu-
cida. El método de reducción de Rosenberg [44] se puede usar para el caso general de la
función hΦ. La reducción de la función dada en (3.9) es como sigue:
Si a > 0, entonces el término positivo x1x2x3 se puede expresar como
x1x2x3 = x1x2 + x1x3 + x2x3 + mı´n
zj∈{0,1}
zj(1− x1 − x2 − x3)
≤ x1x2 + x1x3 + x2x3 + zj(1− x1 − x2 − x3) (3.10)
Si a < 0, entonces el término negativo −x1x2x3 se puede expresar como
−x1x2x3 = mı´n
zj∈{0,1}
zj (2− x1 − x2 − x3)
≤ zj (2− x1 − x2 − x3) (3.11)
donde zj es una variable nueva por cada cláusula Cj .
Tabla 3.2: Tabla de verdad para los términos −x1x2x3 y zj (2− x1 − x2 − x3).
zj x1 x2 x3 −x1x2x3 zj (2− x1 − x2 − x3)
0 (1) 0 0 0 0 0 (2)
0 (1) 0 0 1 0 0 (1)
0 (1) 0 1 0 0 0 (1)
0 (1) 0 1 1 0 0 (0)
0 (1) 1 0 0 0 0 (1)
0 (1) 1 0 1 0 0 (0)
0 (1) 1 1 0 0 0 (0)
0 (1) 1 1 1 −1 0 (−1)
En la Tabla 3.1, se puede verificar que siempre haya un valor para la variable zj cuyo
término x1x2 +x1x3 +x2x3 + zj(1−x1−x2−x3) es mayor o igual que el término cúbico
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positivo x1x2x3. Esta última propiedad afirma que si reemplazamos el lado izquierdo con
el lado derecho de (3.10) en hCj , entonces se conserva el mínimo de hCj . Esto también es
cierto cuando el término cúbico es negativo, como se puede verificar en la Tabla 3.2.
Finalmente, usando (3.10) and (3.11) podemos obtener una expresión QUBO hquboΦ
por cada FC Φ =
∧t
j=1 Cj . La construcción de la función h
qubo
Φ requiere al menos n+ t va-
riables, entre ellas t son nuevas variables. Por lo tanto, el problema max-SAT es equivalente
a minimizar la función hquboΦ sobre n+ t variables.
Consideremos un ejemplo de una instancia 3-SAT con 30 cláusulas y 7 variables.
Sea Φ1 una FC dada por
Φ1 = (x1 ∨ x2 ∨ x6) ∧ (x3 ∨ x4 ∨ x5) ∧ (x1 ∨ x3 ∨ x5) ∧ (x1 ∨ x5 ∨ x7) ∧
(x1 ∨ x3 ∨ x6) ∧ (x2 ∨ x4 ∨ x7) ∧ (x2 ∨ x4 ∨ x7) ∧ (x1 ∨ x3 ∨ x4) ∧
(x2 ∨ x5 ∨ x7) ∧ (x2 ∨ x5 ∨ x7) ∧ (x1 ∨ x3 ∨ x4) ∧ (x3 ∨ x4 ∨ x6) ∧
(x1 ∨ x2 ∨ x5) ∧ (x1 ∨ x4 ∨ x7) ∧ (x1 ∨ x5 ∨ x7) ∧ (x5 ∨ x6 ∨ x7) ∧
(x1 ∨ x4 ∨ x7) ∧ (x1 ∨ x2 ∨ x7) ∧ (x3 ∨ x6 ∨ x7) ∧ (x1 ∨ x5 ∨ x6) ∧
(x2 ∨ x5 ∨ x6) ∧ (x1 ∨ x6 ∨ x7) ∧ (x2 ∨ x3 ∨ x4) ∧ (x1 ∨ x2 ∨ x4) ∧
(x2 ∨ x3 ∨ x4) ∧ (x1 ∨ x3 ∨ x5) ∧ (x1 ∨ x2 ∨ x7) ∧ (x1 ∨ x5 ∨ x6) ∧
(x1 ∨ x4 ∨ x7) ∧ (x1 ∨ x2 ∨ x7). (3.12)
La expresión cúbica correspondiente hΦ1 como en (3.2) para Φ1 es
hΦ1 = 4− x3 + x6 + x7 − 2x1 + x4 + 2x5 − x1x6 + x1x3 − x5x7 − 2x2x7 −
x4x7 − x1x4 − 3x2x5 − x1x7 + x3x7 + x6x7 − x2x4 − x1x2x6 +
x3x4x5 + x1x3x6 + 2x2x4x7 + 2x2x5x7 − x3x4x6 + x1x2x5 + x1x4x7 −
x5x6x7 + x1x2x7 − x3x6x7 + x2x5x6 − x1x6x7 + x1x2x4. (3.13)
Aplicando los métodos de reducción en las ecuaciones (3.10) y (3.11) a la función
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hΦ1 , obtenemos
hquboΦ1 = 4− x3 + x6 + x7 − 2x1 + x4 + 2x5 + 2x8 + x9 + x10 + 2x11 + 2x12 +
2x13 + x14 + x15 + 2x16 + x17 + 2x18 + x19 + 2x20 + x21 + 2x1x3 +
x5x7 + 3x2x7 + 2x4x7 + x1x4 + x2x5 + x1x7 + x3x7 + x6x7 +
2x2x4 − x1x8 − x2x8 − x6x8 + x3x4 + x3x5 + x4x5 − x3x9 − x4x9 −
x5x9 + x3x6 − x1x10 − x3x10 − x6x10 − 2x2x11 − 2x4x11 − 2x7x11 −
2x2x12 − 2x5x12 − 2x7x12 − x3x13 − x4x13 − x6x13 + 3x1x2 + x1x5 −
x1x14 − x2x14 − x5x14 − x1x15 − x4x15 − x7x15 − x5x16 − x6x16 −
x7x16 − x1x17 − x2x17 − x7x17 − x3x18 − x6x18 − x7x18 + x2x6 +
x5x6 − x2x19 − x5x19 − x6x19 − x1x20 − x6x20 − x7x20 − x1x21 −
x2x21 − x4x21. (3.14)
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En la Figura 3.1 se muestra la gráfica lógica GΦ1 = (V,E) asociada a la función
QUBO hquboΦ1 dada en (3.14) donde los vértices de color cyan son las variables originales del
problema y los vértices de color magenta son las variables ancillas o auxiliares. Observe
también que cada variable ancilla es adyacente a exactamente 3 variables originales del
problema, y las auxiliares no son adyacentes entre sí.
3.2.4. 1-en-3 SAT
El problema 1-en-3 SAT es una variante de 3-SAT el cual consiste en satisfacer exactamen-
te una literal en cada cláusula. Se sabe que 1-en-3 SAT es NP-completo y su versión de
optimización es NP-difícil [21]. Por construcción, la función hCj dada en (3.9) no se puede
usar para determinar si la cláusula Cj se satisface cuando una sola literal es verdadera. Por
lo tanto, para cualquier cláusula Cj = xδ11 ∨ xδ22 ∨ xδ33 sobre X = (xj)nj=1, se define la
función h′Cj tal que h
′
Cj




en otro caso, para toda asignación ε ∈ {0, 1}n.
La Tabla 3.3 muestra los valores de verdad que la función h′Cj debe satisfacer con




usar el método de Karnaugh [45], el cual obtiene un circuito booleano que coincide con las
entradas y salidas de una tabla de verdad dada.




(x1, x2, x3) = 1− x1 − x2 − x3 + 2x1x2 + 2x1x3 + 2x2x3 − 3x1x2x3, (3.15)
cuyos valores de verdad coinciden con la Tabla 3.3. Note que el último término de h′Cj es
cúbico, el cual se puede reducir a un término cuadrático como se muestra en la Tabla 3.2.
La reducción de la función h′Cj queda como
hqubo’Cj (x1, x2, x3) = 1− x1 − x2 − x3 + 2x1x2 + 2x1x3 + 2x2x3 +
3wj(2− x1 − x2 − x3) (3.16)
donde wj es una nueva variable del problema.
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0 0 0 1
0 0 1 0
0 1 0 0
0 1 1 1
1 0 0 0
1 0 1 1
1 1 0 1
1 1 1 1
Tabla 3.3: Tabla de verdad de la función booleana h′Cj .






3 , basta con
sustituir las variables xδjj := δj − (−1)1−δjxj para j = 1, 2, 3 en la expresión (3.16). Por
ejemplo,
hqubo’Cj = 1− δ1 + 2δ1δ2 − δ2 + 2δ1δ3 + 2δ2δ3 − δ3 − (−1)2−δ1x1 +
2(−1)−δ1−δ2+4x2x1 + 2(−1)−δ1−δ3+4x3x1 + 2(−1)2−δ1δ2x1 +
2(−1)2−δ1δ3x1 − (−1)2−δ2x2 − (−1)2−δ3x3 + 2(−1)−δ2−δ3+4x2x3 +
2(−1)2−δ2δ1x2 + 2(−1)2−δ3δ1x3 + 2(−1)2−δ3δ2x3 + 2(−1)2−δ2δ3x2 +
3wj(2− δ1 − δ2 − δ3 − (−1)2−δ1x1 − (−1)2−δ2x2 − (−1)2−δ3x3) (3.17)
Finalmente, dada una m-FC Φ =
∧t
j=1Cj , se tiene la función h
qubo’
Φ para el proble-





Es importante mencionar que las funciones dadas en (3.2) y (3.18), son tales que
existen asignaciones que las minimizan y cuya evaluación corresponden al máximo número
de cláusulas que se pueden satisfacer. Sin embargo, para cualquier otra asignación no ópti-
ma, su evaluación no necesariamente corresponde al número de cláusulas que satisface. Por
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lo tanto, se tiene que realizar un procedimiento de verificación para aceptar asignaciones
cuya evaluación de su función pseudo-booleana cuadrática correspondiente coincida con el
número de cláusulas que satisface.
3.3. Simulación
En esta sección se presentan simulaciones que se realizaron con el propósito de comparar
tres herramientas diferentes para encontrar soluciones al problema max-SAT con instancias
3-FC, esto con el objetivo de conocer las soluciones óptimas por medio de un solver o algo-
ritmo clásico y las soluciones obtenidas con representaciones QUBO. Estas herramientas
son las siguientes:
– ahmaxsat1: Es un algoritmo usado para resolver instancias del problema max-SAT
que detecta inconsistencias en subconjuntos usando simulaciones unitarias de propa-
gación basado en el algoritmo heurístico Jeroslow-Wang [1, 31]. Es considerado uno
de los mejores algoritmos para el problema max-SAT en instancias aleatorias de los
últimos años, obtuvo el primer lugar en tres categorías de la MAX-SAT Evaluation en
los años 2014 y 2015.
– qbsolv2: Es un algoritmo híbrido (cuántico/clásico) de código abierto que aproxima
soluciones a instancias del modelo QUBO. Este algoritmo particiona instancias del
modelo QUBO en subproblemas más pequeños que pueden ser resueltos ya sea de
manera clásica usando búsqueda Tabu o por medio del algoritmo de TC. La ejecución
del algoritmo TC se ejecutan en el hardware cuántico de D-Wave que pueden ser
representadas usando los recursos cuánticos disponibles.
– dwave-sapi3: Es un conjunto de librerías cliente que se utiliza para interactuar con
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digma tradicional de cliente-servidor donde el código de la aplicación se ejecuta en
un sistema cliente, y los comandos del cliente se traducen en llamadas REST/HTTP
y luego se transmiten del cliente al servidor. Esta herramienta permite resolver ins-
tancias del modelo QUBO/Ising directamente sobre el hardware cuántico. También
permite resolver instancias QUBO/Ising de manera local por medio del algoritmo de
temple cuántico simulado (TCS) [12].
En este trabajo se usó una computadora sobre el sistema operativo Windows con un
procesador Intel CeleronTM N2820 a 2.13 GHz y 4 GB de RAM. Se usaron los lenguajes
de programación C, Python, Mathematica y Matlab.
3.3.1. Generación de instancias aleatorias





cláusulas con exactamente k literales distintas y
no-complementarias sobre n variables booleanas. Se denota por Fk(n,m) a una instancia
aleatoria del problema k-SAT formada al seleccionar uniformemente m cláusulas en Ak,n
con reemplazo. Estudios teóricos y experimentales muestran que las instancias aleatorias
Fk(n,m) con rk = m/n ≈ 4.24 son las más difíciles de resolver [48, 22]. A las instancias
con razón rk ≈ 4.24 se les llaman instancias difíciles k-SAT y al valor rk se le conoce
como una transición de fase. Las instancias difíciles son de importancia ya que caracterizan
la complejidad del problema k-SAT, y son usadas comúnmente como conjunto de prueba
para evaluar el desempeño de algoritmos dedicados.
Dada una k-FC Φ =
∧m
i=1Ci con m cláusulas sobre un conjunto de n variables
booleanas. Para cualquier cláusula Ci = xδ11 ∨ · · · ∨ xδkk , se define a piCi como el conjunto
de índices de las variables booleanas que pertenecen a Ci. Se representa a Φ como una
matriz MΦ = (mij) ∈ {−1, 0, 1}m×n tal que para cualquier cláusula Ci,
∀j ∈ {1, . . . , n} : mij =
 2δj − 1 si j ∈ piCi ,0 en otro caso (3.19)
donde δj corresponde al exponente de la variale xj en Ci. De este modo, las instancias
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aleatorias Fk(n,m) coinciden con matrices MΦ ∈ {−1, 0, 1}m×n donde por cada renglón
Mi para i ∈ {1, . . . ,m}, Mi contiene k posiciones diferentes de cero. El algoritmo 2
muestra el procedimiento para la generación de instancias aleatorias y su implementación
se llevó a cabo en Matlab.
Algorithm 2: Generación de instancias aleatorias.
Input : k número de literales por cláusula
m número de cláusulas
n número de variables.
Output: instancia aleatoria de k-SAT MΦ.
Inicializar con ceros la matriz MΦ de tamaño m× n.
i = 1;
while i ≤ m do
Escoger índices j1, . . . , jk ∈ {1, . . . , n} uniformemente y distintos entre sí;
for r = 1, . . . , k do
Escoger δ ∈ {−1, 1} uniformemente;
MΦ(i, jr) = δ;
if el renglón MΦ(i) no existe en MΦ then
i = i+ 1;
return MΦ;
Cada una de las herramientas consideradas para las simulaciones, ahmaxsat, qbsolv
y dwave-sapi, requieren de un formato de entrada específico. El algoritmo ahmaxsat re-
quiere el formato Dimacs para instancias de k-SAT; los archivos de entrada con formato
Dimacs, en el primer renglón del archivo requiere el número de variables y el número de
cláusulas con el prefijo p cnf. En los renglones siguientes del archivo se especifican cada
una de las cláusulas donde por cada cláusula se listan los índices de sus variables seguido
de un 0 que indica el fin de renglón.
El formato de entrada para qbsolv consiste en instancias del modelo QUBO donde
en el primer renglón del archivo se tiene la cadena p qubo seguido de un 0 que signi-
fica que se trata de una instancia sin restricciones; el número de variables, la cantidad de
términos lineales y la cantidad de términos cuadráticos. En los siguientes renglones se es-
pecifican primero los términos lineales seguidos de los términos cuadráticos. Un término
lineal cxj o cuadrático cxixj se escriben como j j c y i j c, respectivamente.
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Por último, el formato para dwave-sapi también son instancias del modelo QUBO
similares al formato de qbsolv. Se usó la versión de Python para dwave-sapi por lo que una
instancia QUBO se representa como una estructura de datos de diccionario. Un diccionario
en Python es un conjunto de elementos, términos lineales y cuadráticos, con el siguiente
formato: un término lineal cxj o cuadrático cxixj se escriben como (j, j): c y (i,
j): c, respectivamente.
La Figura 3.2 muestra un ejemplo de una instancia aleatoria para 3-SAT en los
formatos para ahmaxsat, qbsolv y dwave-sapi. En la Figura 3.2(izquierda) se muestra el
formato Dimacs, en este formato un número negativo significa la negación de su varia-
ble correspondiente. En las Figuras 3.2(centro) y (derecha), se muestra la representación
en el modelo QUBO de la instancia 3-SAT de la Figura 3.2(izquierda), propuesta en la
sección 3.2.3, para qbsolv y dwave-sapi, respectivamente.
Figura 3.2: Ejemplo de una instancia aleatoria de 4 variables y 17 cláusulas: (izquierda)
formato Dimacs, (centro) formato qbsolv y (derecha) formato dwave-sapi.
Se construyeron tres conjuntos de instancias aleatorias de 3-SAT con razón rk cer-
ca de la transición de fase para llevar a cabo las simulaciones y evaluación del modelo
propuesto. Los conjuntos son los siguientes:
Conjunto A: Consta de 100 instancias con 50 variables y 212 cláusulas donde se
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desconoce si existen asignaciones que las satisfacen.
Conjunto B: Consta de 100 instancias con 8 variables y 34 cláusulas con una sola
solución cada una.
Conjunto C: Consta de 100 instancias con 9 variables y 38 cláusulas con una sola
solución cada una.
El conjunto de instancias A se usaron para las herramientas ahmaxsat y qbsolv ya
que pueden resolver instancias con un número grande de variables. Mientras que los con-
juntos de instancias B y C se ususaron para la herramienta dwave-sapi ya que solo puede
resolver instancias del modelo QUBO con un número pequeño de variables. Las razones
r3 para los conjuntos de instancias A, B y C son de 4.24, 4.25 y 4.22, respectivamente.
Finalmente, por cada instancia 3-SAT en los conjuntos A, B y C, se construyeron sus co-
rrespondientes funciones pseudo-booleanas cuadráticas propuesta en la sección 3.2.3 para
ser resueltas por qbsolv o dwave-sapi.
3.3.2. Análisis estadístico
La Figura 3.3 muestra una comparación entre ahmaxsat y qbsolv para resolver el proble-
ma max-SAT con respecto al número de cláusulas que se satisfacen por cada una de las
instancias del conjunto A. Se puede observar que ahmaxsat encuentran las asignaciones de
verdad que satisfacen todas las cláusulas para cada instancia. Mientras que qbsolv encuen-
tra soluciones que oscilan entre un mínimo de 206 y máximo de 212 de cláusulas que se
satisfacen entre las 100 instancias. Se puede ver que solo encuentra el óptimo de cláusulas
que se satisfacen para 7 instancias. La media del número de cláusulas que se satisfacen es de
209.63 y la desviación estándar es de 1.35. Cabe mencionar que para todas las ejecuciones
de qbsolv se estableció un máximo de 1000 iteraciones.
La Figura 3.4(arriba) muestra las energías ordenadas de menor a mayor del modelo
QUBO por cada instancia en el conjunto A encontradas por qbsolv, y en la Figura 3.4(aba-
jo) se muestran sus frecuencias. Las primeras 7 energías más bajas en la Figura 3.4(arriba)
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Figura 3.3: Número de cláusulas que se satisfacen por cada instancia del conjunto A usan-
do ahmaxsat y qbsolv.
corresponden a las instancias 3-SAT para las cuales se encontró el valor óptimo. Note que
los niveles de energía no corresponden al número de cláusulas que satisfacen, ya que el for-
mato qbsolv no permite representar los términos constantes y el modelo QUBO propuesto
en la sección 3.2.3 no permite contar el número de cláusulas que se satisfacen. Por lo ante-
rior, las asignaciones encontradas por qbsolv son evaluadas directamente en las instancias
3-SAT correspondientes para poder contar el número de cláusulas que satisfacen.
La Figura 3.5(arriba) muestra una comparación del tiempo de ejecución para ah-
maxsat y qbsolv con las instancias del conjunto A. La media de los tiempos de ejecución
en segundos para ahmaxsat y qbsolv son de 0.024 y 4.48, respectivamente. El algoritmo
ahmaxsat es casi tres órdenes de magnitud más rápido que qbsolv sobre las instancias del
conjunto A. La desviación estándar de los tiempos de ejecución en segundos para ahmaxsat
y qbsolv son de 0.00489 y 1.423, respectivamente. La Figura 3.5 (abaajo) muestra con más
detalle los tiempos de ejecución para ahmaxsat sobre el conjunto A.
La herramienta dwave-sapi se puede ejecutarse de manera remota/local para resol-
ver instancias del modelo QUBO/Ising. Cuando se ejecuta de manera remota, se realiza
una conexión con el servidor y se encola un proceso en espera de ejecución en el hardware
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Figura 3.4: Energías Ising encontradas con qbsolv en las instancias del conjunto A (iz-
quierda) ordenadas de menor a mayor y (derecha) la frecuencia de cada una de ellas.
cuántico. Por otro lado, cuando se usa de manera local, se ejecuta en el cliente un simula-
dor que resuelve instancias del modelo QUBO/Ising usando el algoritmo de TCS. Ya sea de
manera remota/local se tienen que establecer los parámetros como: el número de lecturas
rep o veces que se va a ejecutar el proceso cuántico y el tiempo de TC (annealing time
ta). Los pasos a seguir para resolver una instancia QUBO/Ising usando dwave-sapi son los
siguientes:
1. Construir el archivo de entrada para una instancia del modelo QUBO/Ising.
2. Establecer el número de lecturas rep y el tiempo ta.
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Figura 3.5: Comparación del tiempo de ejecución para ahmaxsat y qbsolv: (arribla) tiempo
de ejecución de ahmaxsat y qbsolv para las instancias en el conjunto A y (abajo) tiempo de
ejecución para ahmaxsat sobre el conjunto de instancias A.
3. Realizar un mapeo de la instancia de entrada sobre la topología del hardware.
4. Ejecutar el proceso de TC
El resultado de la ejecución del proceso de TC ya sea de manera remota/local con-
siste en un conjunto de rep configuraciones para las variables booleanas/Ising del problema
junto con sus energías correspondientes. Las configuraciones son los valores obtenidos por
medio de una medición cuántica al final del proceso de TC. Las ejecuciones realizadas en
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este trabajo fueron de manera local, con un número rep = 1000 y ta igual a 1.
La Figura 3.6(arriba) muestran la cantidad de qubits necesarios para el proceso de
mapeo para cada instancia del modelo QUBO de los conjuntos B y C sobre arquitectura
del hardware cuántico. El proceso de mapeo se lleva a cabo por medio de un algoritmo
heurístico cuya implementación está disponible en dwave-sapi. Por cada cantidad de qubits
obtenidos por el algoritmo heurístico, se ordenaron de menor a mayor para poder apreciar
la tendencia del número de recursos necesarios para representar las instancias sobre el
hardware cuántico. La media de qubits necesarios para el conjunto B es de 94.42 qubits
con desviación estándar de 11.05 y la media para el conjunto C es de 112.87 qubits con
desviación estándar de 7.28.
La Figura 3.6 (abajo) muestra la frecuencia de aparición de la solución óptima pa-
ra las instancias de los conjuntos B y C, ordenadas de menor a mayor. La media de las
frecuencias de aparición de la solución para los conjuntos B y C son 0.23 y 0.15, respecti-
vamente. Note que entre mayor cantidad de variables, se requiere mayor cantidad de qubits
y la probabilidad de encontrar la solución disminuye.
Finalmente, la Figura 3.7(arriba) muestran las energías QUBO promedio, ordenadas
de menor a mayor, encontradas en los conjuntos B y C. Las cuatro energías más bajas
con su número de ocurrencias total se muestran en el histograma de la Figura 3.7(abajo).
Aunque se trate de diferentes conjuntos de instancias y herramientas, qbsolv y dwave-sapi,
el histograma de la Figura 3.4(abajo) y el de la Figura 3.7 (abajo), en ambos casos las
energías bajas tienen la menor frecuencia.
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Figura 3.6: Resultados de la simulación usando dwave-sapi: (arriba) número de qubits
físicos necesarios para mapear el problema en la arquitectura del hardware por cada una de
las instancias de los conjuntos B y C ordenados de menor a mayor y (abajo) probabilidad
de encontrar la solución por cada una de las instancias de los conjuntos B y C ordenadas
de menor a mayor.
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Figura 3.7: Resultados de la simulación usando dwave-sapi: (izquierda) energías promedio
encontradas en los conjuntos de instancias B y C ordenadas de menor a mayor y (derecha)





En este capítulo se aborda el problema de mapeo o embedding de instancias QUBO/Ising
sobre la topología del hardware cuántico desarrollado por D-Wave. Se proponen tres estra-
tegias directas de embedding para el problema max-SAT que toman ventaja de la estructura
matemática del problema. Nuestras propuestas se enfocan en dos aspectos del proceso de
embedding: 1) calcular el embedding de manera eficiente y directa por medio de algorit-
mos deterministas y 2) optimizar la cantidad de recursos físicos (qubits) para representar
un problema dado. Los resultados de simulaciones muestran que las estrategias propuestas
son competitivas en comparación con algoritmos de embedding heurísticos reportados en
el estado del arte.
4.1. Topología
La tecnología cuántica actual D-Wave está construida sobre una topología específica de
qubits físicos que interactúan de manera local [26, 27, 32]. Por lo que, limita la clase de
problemas QUBO/Ising que se pueden representar directamente al hardware cuántico. La
topología física del hardware se le llama gráfica Chimera GM,N,L, la cual consiste en una
retícula de dimensión M × N bloques donde cada bloque tiene 2L vértices o qubits, que
en total tiene 2LMN vértices. La Figura 4.1 muestra una gráfica Chimera G3,3,4 y la forma
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en la que se conectan los vértices. Note que cada bloque en la gráfica Chimera corresponde
a una gráfica L-bipartita.
Los vértices en una gráfica Chimera GM,N,L se pueden indexar por medio de una
4-tupla (i, j, o, p) donde 0 ≤ i ≤ M − 1, 0 ≤ j ≤ N − 1, o = 0, 1, y 0 ≤ p ≤ L − 1. La
pareja (i, j) indica el renglón y columna de un bloque en GM,N,L, el índice o corresponde
a los vértices izquierdos (0) o derechos (1) en un bloque, y el índice p indica el número de
vértice ya sea izquierdo o derecho en un bloque. Por convención, los bloques de una gráfica
Chimera se enumeran en columnas de izquierda a derecha, y los renglones de abajo hacia
arriba. De este modo, el bloque en la esquina inferior izquierda de la Figura 4.1 corresponde
al bloque (0, 0, o, p) donde o = 0(1) son los vértices a la izquierda (derecha), y el índice p
se asigna de abajo hacia arriba. Cualquier 4-tupla (i, j, o, p) se puede convertir en un solo
índice por medio de la función ρ(i, j, o, p) = 1 + 2NLi+ 2Lj + Lo+ p.
Figura 4.1: Topología de la gráfica Chimera G3,3,4.
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4.1.1. El problema de embedding
Dada una instancia del modelo clásico QUBO/Ising como en (2.33) o (2.32), se le asocia
una gráfica ponderada G = (V,A) donde V = {1, . . . , n} y E = {{i, j} | Jij 6= 0}, para
cada vértice i ∈ V : i 7→ hi y para toda arista {i, j} ∈ E : {i, j} 7→ Jij (vea el capítulo 2),
aG se le conoce como gráfica lógica del problema QUBO/Ising. Comúnmente, no siempre
es posible encontrar una correspondencia uno-a-uno entre variables lógicas y qubits físicos
en la gráfica Chimera, es decir, no siempre G es una subgráfica de GM,N,L.
El problema de embedding consiste en encontrar una subgráfica G′ en GM,N,L tal
queG se puede obtener a partir deG′ por medio de contracciones de aristas. La contracción
de aristas toma una arista {i, j}, la cual es removida de la gráfica y los vértices incidentes
i, j son fusionados en un nuevo vértice k, de modo tal que las aristas incidentes a k son las
aristas incidentes de i y j. Si G′ existe, entonces se dice que G es un menor de GM,N,L.
En [34] se propone una estrategia para encontrar una subgráfica G′ ⊆ GM,N,L para
G de forma tal que cada vértice en G corresponde a un subárbol en G′, y cada arista en G
corresponde al menos a una arista en G′. A este problema se le llama embedding menor y
se define de manera formal como sigue:
Definición 10. Sea GM,N,L = (VG, EG) la gráfica Chimera y sea G = (V,E) una instancia
QUBO/Ising. El embedding menor de G se define como una función
φ : G→ GM,N,L
tal que
1. Cada vértice i ∈ V es mapeado a un subárbol conectado Ti = (VTi , ETi) en GM,N,L.
2. Existe una función τ : V × V → EGM,N,L tal que para cada {i, j} ∈ E, existen
vértices iτ(i,j) ∈ VTi y jτ(j,i) ∈ VTj con {iτ(i,j), jτ(j,i)} ∈ EGM,N,L .
Encontrar un embedding menor con el mínimo número de vértices y aristas es un
problema NP-difícil [8, 9]. Algunos autores han propuesto algoritmos heurísticos de com-
51
CAPÍTULO 4. ESTRATEGIAS DE MAPEO
plejidad en tiempo polinomial para encontrar un embedding menor cuyo número de re-
cursos (qubits) es cercano al embedding menor más pequeño [51, 6]. En [7], se propone
una estrategia directa de embedding para el problema max SAT sobre una gráfica Chimera.
Sin embargo, el número de qubits físicos que obtienen no es el óptimo tomando en cuenta
la estructura matemática del problema, y por otro lado, no se muestra un estudio analíti-
co o experimental de la efectividad del embedding propuesto para obtener soluciones del
problema.
4.2. Estrategias de embedding propuestas
A continuación, se detallan las tres estrategias directas de embedding diseñadas para el
problema max-SAT que se basan en [7]. Se realizó una comparación de nuestras propuestas
de embedding y la propuesta en [7] en función de la cantidad de recursos que emplean y su
efectividad para obtener soluciones del problema max-SAT.
4.2.1. Estrategia por bloques
La estrategia de embedding por bloques consiste en usar una sub-reticula triangular su-
perior de la gráfica Chimera para mapear las variables originales de una instancia QU-
BO/Ising. Mientras que las variables nuevas del problema son mapeadas por medio de
cadenas de qubits verticales y horizontales. Aquí, se asume que las instancias QUBO/Ising
de las instancias del problema max-SAT están dadas como en la expresión (3.2) con su
respectiva reducción de grado dadas en (3.10) y (3.11).
Consideremos un ejemplo de la estrategia de embedding por bloques para el mapeo
de la gráfica completa K8. La Figura 4.2(a) muestra la gráfica completa K8 y la Figu-
ra 4.2(b) muestra el embedding encontrado usando la estrategia por bloques. En la Figu-
ra 4.2(b), cada cadena de qubits de color cian corresponde a una variable lógica o vértice
de la Figura 4.2(a). Mientras que cada arista en la gráfica K8 de la Figura 4.2(a) se mapea
a una sola arista en la gráfica Chimera de la Figura 4.2(b). Note que por cada bloque de
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la gráfica Chimera, solo es posible conectar entre sí a lo más 4 vértices. Por esta razón, se
tienen que extender las cadenas de qubits hasta el bloque superior derecho, para conectar
los vértices de cada bloque.
(a) (b)
Figura 4.2: (a) gráfica completa K8 y (b) embedding de K8.
La Figura 4.3 muestra el embedding obtenido usando la estrategia por bloques pa-
ra la gráfica lógica de la Figura 3.1 con función QUBO correspondiente dada en (3.14).
En este caso se tienen dos tipos de cadenas, las cadenas de qubits de Chimera y mapear
que representan variables lógicas originales del problema, y las cadenas de color magenta
que representan variables nuevas introducidas en la reducción. Cada cadena en la Figu-
ra 4.3 está enumerada con el vértice correspondiente de la Figura 3.1. Note que los vértices
1,2,3,4 y 5,6,7 son mapeados usando los bloques inferiores, y sus cadenas correspondien-
tes se extienden vertical y horizontalmente para poder conectarse con las variables nuevas.
Las variables nuevas son mapeadas a cadenas de longitud 1, ya que estas se conectan con
exactamente 3 variables originales.
El Algoritmo 3 muestra la estrategia de embedding por bloques. Recibe como en-
trada una instancia max-SAT Φ sobre n variables con t cláusulas y su función QUBO
correspondiente HquboΦ . La función H
qubo
Φ está representada por n + t variables lógicas, de
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Figura 4.3: Embedding de la gráfica lógica de la Figura 3.1 con función QUBO dada en
(3.14). Las aristas de color gris y los vértices representados como círculos vacíos no son
parte del embedding.
las cuales n son variables originales del problema y las t restantes son variables auxiliares
que se agregaron en el proceso de reducción de grado. Para calcular un embedding de una
funciónHquboΦ con n+t variables, la estrategia por bloques requiere de una gráfica Chimera
GM,N,L donde M = dn/4e + dt/8e, N = dn/4e + bt/8c and L = 4. El número de qubits
del embedding que usa la estrategia por bloques es 2LNM − base(base − 1)/2 donde
base = dn/4e. La longitud máxima de las cadenas de qubits es de 2(N − 1) asumiendo
M = N .
El algoritmo de embedding por bloques es similar a la propuesta en [7], en donde
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Algorithm 3: Estrategia de embedding por bloques
Input : Una gráfica G = (V,E), n variables o vértices, anc número de variables
nuevas y gráfica Chimera GM,N,L.
Output: Un embedding menor de G sobre GM,N,L.
V ′ = ∅, E ′ = ∅;
base = dn/4e;
blocks = danc/4e;
blockh = base+ dblocks/2e;
blockv = base+ bblocks/2c;
//Mapea cadenas de variables originales
cont = 0, g = 0, h = base− 1;
for a = 0 to base− 1 do
for p = 0 to L− 1 do
if cont < n then
cont+ +;
for b = g to blockh− 1 do
E ′ = E ′ ∪ {ρ(h, b, 1, p), ρ(h, b+ 1, 1, p)};
for b = h to blockv − 1 do
E ′ = E ′ ∪ {ρ(b, g, 0, p), ρ(b+ 1, g, 0, p)};
g + +, h−−;
//Mapea horizontalmente variables nuevas
cont = 0, j = base;
for a = base+ 1 to blockh do
for p = 0 to L− 1 do
if cont < anc then
for i = base− 1 to 0 do
E ′ = E ′ ∪ {ρ(i, j, 0, p), ρ(i− 1, j, 0, p)};
cont+ +;
j + +;
//Mapea verticalmente variables nuevas
i = base;
for a = base+ 1 to blockv do
for p = 0 to L− 1 do
if cont < anc then
for j = 0 to base− 1 do
E ′ = E ′ ∪ {ρ(i, j, 1, p), ρ(i, j − 1, 1, p)};
cont+ +;
i+ +;
Obtener V ′ a partir de E ′;
Return G′ = (V ′, E ′);
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solo se usan cadenas verticales. Nuestra propuesta usa cadenas de qubits verticales y ho-
rizontales para aprovechar la estructura cuadrada de la gráfica Chimera. De esta forma, es
posible mapear una cantidad mayor de qubits de una función QUBO dada.
4.2.2. Estrategia espiral
La estrategia de embedding en espiral se basa en construir cadenas de qubits para mapear
variables lógicas en forma de espiral a lo largo de la gráfica Chimera. La forma en espiral
permite distribuir mejor las variables o cadenas de qubits, desde el centro hacia afuera de
la Chimera. De este modo, es más fácil conectar variables adyacentes debido a la cercanía
de las cadenas en la forma en espiral. Asumiendo que se tienen instancias del problema
max-SAT como la expresión dada en (3.2) con su respectiva reducción de grado dadas
en (3.10) y (3.11). La estrategia en espiral consiste en tres pasos: (1) mapear las variables
originales del problema en forma de espiral desde del centro hacia afuera de la Chimera, (2)
extender vertical u horizontalmente las cadenas de forma tal que alcancen a sus variables
lógicas adyacentes, y (3) mapaear las variables nuevas usando los qubits más cercanos a
sus variables lógicas adyacentes.
Por ejemplo, los pasos de la estrategia en espiral para la Figura 3.1 con función
QUBO dada en (3.14) son los siguientes: el paso (1) se muestra en la Figura 4.4(a) donde
las cadenas de qubits en forma de espiral desde adentro hacia afuera de la Chimera. Para
ello, se enumeran los bloques de la Chimera en forma de espiral y se crean las cadenas
desde el primer bloque interior. En este paso solo se mapean las variables originales del
problema por medio de cadenas de longitud 8 y 9. En el paso (2), que se muestra en la
Figura 4.4(b), se visualiza la extensión de las cadenas vertical u horizontal hacia los bloques
más cercanos donde pasan las variables originales adyacentes del problema. Finalmente, el
paso (3) se muestra en la Figura 4.5 donde cada arista de la gráfica lógica es mapeada a una
sola arista del Chimera, y cada variable nueva se mapea a un solo qubit.
El Algoritmo 4 muestra la estrategia de embedding en espiral. En el Algoritmo 4 se
usa la función indexing_blocks (Algoritmo 8 del apéndice) para asignar un índice a
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(a)
(b)
Figura 4.4: Pasos (1) y (2) y de la estrategia de embedding en espiral para la gráfica de la
Figura 3.1.
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Figura 4.5: Resultado de embedding de la gráfica en la Figura 3.1 usando la estrategia en
espiral. Las aristas de color gris y los vértices representados como círculos vacíos no son
parte del embedding.
cada bloque del Chimera en forma de espiral, la función spiral_chain (Algoritmo 6
del apéndice) que mapea cada variable original del problema en una cadena de qubits y
la extiende a los bloques más cercanos donde pasan las variables lógicas adyacentes. Fi-
nalmente, la función partitioning_chain (Algoritmo 7 del apéndice) que crea las
cadenas de qubits en forma de espiral.
4.2.3. Estrategia diagonal
La estrategia de embedding diagonal usa los bloques en la diagonal de la gráfica Chimera
para mapear las variables originales de una instancia 3-SAT. Aquí se asume que se tienen
instancias como en (3.2) con su respectiva reducción de grado dadas en (3.10) y (3.11). Esta
consiste de cuatro pasos importantes: (1) seleccionar los bloques diagonales de la gráfica
Chimera y mapear a lo más dos variables originales del problema por cada bloque; (2)
58
CAPÍTULO 4. ESTRATEGIAS DE MAPEO
Algorithm 4: Estrategia de embedding espiral.
Input : Una gráfica G = (V,E), n variables o vértices y gráfica Chimera GM,N,L.
Output: Un embedding menor de G sobre GM,N,L.
V ′ = ∅, E ′ = ∅;
total_squares = 2;
spiral = ∅, blocks = ∅;
max = 2,min = max− 1;
for cada square de total_squares do
//Índices de los bloques
iblock =indexing_blocks(min,max);
//Crea cadenas en espiral
beg = 0;
if square == 1 then
beg = 3;
spiral = spiral∪ spiral_chain(iblock,min,max, L, beg);
min−−; max+ +;
//Particiona la espiral en n cadenas
chainSize = b|spiral|/nc;
{i, j} = blocks[1];
E ′ =partitioning_chain(chainSize, spiral, n, i, j, E,E ′);
//Asigna las variables nuevas a los vértices vacíos
Obtain V ′ from E ′;
//Vértices vacíos de la Chimera
V ′′′ = V ′′ − V ′;
for cada variable nueva de E do
Sea {x, y, z} los vertices adyacentes a la variable nueva
for cada vértice v de V ′′′ do
if {v, x} ∩ E ′′ y {v, y} ∩ E ′′ y {v, z} ∩ E ′′ then
E ′ = E ′ ∪ {v, x} ∪ {v, y} ∪ {v, z};
V ′′′ = V ′′′ − {v};
Obtener V ′ a partir de E ′;
Return G′ = (V ′, E ′);
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expandir tanto vertical como horizontalmente las variables iniciales a lo largo de la gráfica
Chimera; (3) expandir ya sea vertical u horizontalmente los qubits, de forma tal que se
garantice la conexión con las variables nuevas; y (4) mapear las variables nuevas usando
los qubits más cercanos a sus variables adyacentes.
Figura 4.6: Pasos (1) y (2) de la estrategia de embedding diagonal.
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Por ejemplo, los pasos de la estrategia diagonal para la Figura 3.1 con función QU-
BO dada en (3.14) son los siguientes: la Figura 4.6(arriba) muestra el paso (1), se puede ver
que se mapean a lo más dos variables originales del problema sobre los bloques diagonales.
La Figura 4.6(abajo) se muestra el paso (2), extendiendo las cadenas vertical y horizontal-
mente. La Figura 4.7(arriba) muestra el paso (3), donde cada cadena por variable original
del problema se extiende a un qubit en el mismo bloque (observe las flechas). Finalmente,
la Figura 4.7(abajo) muestra el embedding final, mapeando las variables nuevas a los qubits
más cercanos con sus variables adyacentes.
El Algoritmo 5 muestra la estrategia de embedding diagonal. Este algoritmo se
puede generalizar para instancias arbitrarias del problema max-SAT. En general, la estrate-
gia diagonal crea cadenas de longitud a lo más 2N qubits para cualquier gráfica Chimera
GN,M,L, suponiendo N = M . Finalmente, esta estrategia crea cadenas de qubits más gran-
des que la estrategia por bloques.
4.3. Comparación y desempeño
En la Figura 4.8 se muestra una comparación del tamaño del embedding las estrategias
propuestos en esta tesis y la técnica heurística implementada en la libreria D-Wave. Se
utilizó una gráfica Chimera de tamaño 4 × 4 y se generó un conjunto de 100 instancias
aleatorias del problema max-3-SAT con una proporción de 30 cláusulas y 7 variables. Esta
proporción del número de variables sobre cláusulas se eligió con respecto al tamaño máxi-
mo de instancia que se puede mapear sobre la Chimera usando el algoritmo en espiral. Las
estrategias por bloques, espiral y diagonal, para un número fijo de variables por cláusulas,
obtienen el mismo tamaño de embedding. El método heurístico de D-Wave siempre regresa
un embedding de tamaño diferente de qubits con una desviación estándar de 4.78 qubits.
La Figura 4.9(a) muestra la frecuencia promedio para encontrar la solución en más
de 100 instancias aleatorias de max-3-SAT para las estrategias de embedding propuestas
en esta tesis y el método heurístico. Todas las instancias aleatorias de 3-SAT utilizadas se
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Figura 4.7: Pasos (3) y (4) de la estrategia de embedding diagonal. Las aristas de color gris
y los vértices representados como círculos vacíos no son parte del embedding.
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Algorithm 5: Estrategia de embedding diagonal.
Input : Una gráfica G = (V,E), n variables o vértices y gráfica Chimera GM,N,L.
Output: Un embedding menor de G sobre GM,N,L.
V ′ = ∅, E ′ = ∅; i = dn/2e − 1,max = i, var = 0;
//Mapea variables originales
for a = 1 to n do
for b = 0 to max do
E ′ = E ′ ∪ {ρ(i, b, 1, 3− var), ρ(b,max− i, 0, var)};
//qubits adicionales
if mo´d (i, 2) > 0 y mo´d (b, 2) > 0 then
if i 6= max− b then
E ′ = E ′ ∪ {ρ(i, b, 1, 3− var), ρ(b,max− i, 0, 3− var)};
if b 6= i then
E ′ = E ′ ∪ {ρ(b,max− i, 0, var), ρ(b,max− i, 1, var)};
else if mo´d (i, 2) == 0 and mo´d (b, 2) == 0 then
if i 6= max− b then
E ′ = E ′ ∪ {ρ(i, b, 1, 3− var), ρ(b,max− i, 0, 3− var)};
if b 6= i then
E ′ = E ′ ∪ {ρ(b,max− i, 0, var), ρ(b,max− i, 1, var)};
if var == 1 then
i−−; var = 0;
else
var + +;
//Asigna variables nuevas los vértices vacíos
Obtener V ′ a partir de E ′; V ′′′ = V ′′ − V ′;
for cada variable nueva de E do
Sean {x, y, z} los vértices adyacentes de la variable nueva
for cada vértice v de V ′′′ do
if {v, x} ∩ E ′′ y {v, y} ∩ E ′′ y {v, z} ∩ E ′′ then
E ′ = E ′ ∪ {v, x} ∪ {v, y} ∪ {v, z};
V ′′′ = V ′′′ \ {v};
Obtener V ′ a partir de E ′;
Return G′ = (V ′, E ′);
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Figura 4.8: Tamaño en qubits del embedding obtenido por las estrategias por bloques,
espiral, diagonal y heurístico.
generaron de tal manera que tienen una única solución. Usamos la propuesta de [9] para
asignar los pesos a las cadenas de qubits de los embedding obtenidas para las estrategias
por bloques, espiral y diagonal.
La Figura 4.9(a) muestra que la estrategia por bloques obtiene la peor frecuencia
para encontrar asignaciones de verdad; mientras que las estrategias espiral y diagonal tienen
los mejores resultados. Además, se puede ver que las frecuencias obtenidas no cambian en
promedio para un número de lecturas de 1000, 2000 y 3000. Por otro lado, el método
heurístico obtiene un menor número de qubits en el embedding pero no tiene la mejor
frecuencia para encontrar asignaciones de verdad. La Figura 4.9(b) muestra la frecuencia
promedio para las primeras energías más bajas que corresponden al número más grande
de cláusulas satisfechas, para un número de lecturas igual a 1000. Como puede verse en la
Figura 4.9(b), la estrategia de embedding por bloques obtiene la peor frecuencia de energía
más baja de acuerdo con la Figura 4.9(a).
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(a)
(b)
Figura 4.9: Comparación: (a) frecuencia promedio para encontrar soluciones y (b) frecuen-
cia promedio de las energías más pequeñas para encontrar soluciones de las estrategias de
embedding por bloques, espiral, diagonas y heurística.
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Conclusiones y trabajo futuro
En este trabajo de investigación, se describió la formulación clásica y cuántica del problema
max-SAT y 1-en-3 sat. Se usaron los métodos propuestos por Ishikawa y Freedman para la
reducción de grado de las funciones QUBO para el problema max-SAT. Esta reducción de
una expresión pseudo-booleana de grado arbitrario a una expresión QUBO comúnmente
implica agregar nuevas variables al problema.
Con base en la expresión QUBO obtenida, se diseñaron tres estrategias de em-
bedding a la arquitectura Chimera: algoritmos por bloques, espiral y diagonal. También
se realizaron simulaciones clásicas usando algoritmos para encontrar soluciones del pro-
blema max-SAT, la herramienta qbsolv y el algoritmo de temple cuántico simulado. Los
experimentos realizados fueron los siguientes:
Aproximación de soluciones al problema max-SAT usando algoritmos clásicos en el
estado del arte.
Búsqueda de soluciones a instancias aleatorias del max-SAT con su representación
QUBO usando la herramienta qbsolv.
Simulación del temple cuántico usando el algoritmo de temple cuántico simulado
para resolver instancias aleatorias sobre una gráfica Chimera G4,4,4.
Cálculo del embedding para instancias aleatorias del problema max-SAT sobre una
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gráfica Chimera G4,4,4.
Se observó que la estrategia de embedding por bloques obtuvo los peores resultados,
en comparación con las estrategias espiral y diagonal. El algoritmo heurístico disponible
en las librerías de D-Wave, fue la que obtuvo el menor tamaño de embeddig en nuestras
comparaciones. Sin embargo, se observó en los resultados que el embedding que consume
más qubits físicos (diagonal) obtiene una probabilidad más alta de éxito que el resto de las
estrategias.
Por otro lado, las reducciones presentadas son efectivas para obtener funciones QU-
BO con un número polinomial de nuevas variables. Hasta el momento, en la mayoría de los
problemas de optimización, no se ha podido evadir la reducción de las funciones pseudo-
booleanas con el fin de mapear directamente a la topología Chimera.
Se espera que este trabajo sea el punto de partida para otras investigaciones en el
área de cómputo cuántico adiabático y temple cuántico, en la búsqueda de soluciones a
problemas de optimización combinatorios. Como trabajo futuro de esta tesis se considera
lo siguiente:
Estudiar la importancia de las variables auxiliares introducidas en la reducción de
grado, en el proceso adiabático y cómo afecta en la exploración del espacio de solu-
ciones y energía.
Desarrollar estrategias de embedding que sean tolerantes a errores debido a la lon-
gitud de las cadenas de qubits. Se propone usar qubits redundantes para hacer más
robusto el embedding obtenido.
Realizar un estudio de todas las funciones booleanas cuadráticas con un número
constante de variables, usadas para contar soluciones (cláusulas) en problemas com-
binatorios. Lo anterior con el fin de caracterizar el tipo de funciones QUBO o pro-





A.1. Listado de los algoritmos
Se muestran los algoritmos complementarios de las estrategias de embedding descritos en
el capítulo 4 de esta tesis. El orden del listado es el siguiente:
Algoritmo 1: Spiral chain function.
Algoritmo 2: Partitioning chain function.
Algoritmo 3: Indexing blocks function.
Se usó la herramienta de software Mathematica versión 11 para la implementación
y visualización de la gráfica Chimera y el embedding resultante. Se pone a disposición
de manera pública los códigos en Mathematica de los algoritmos aquí propuestos en la
siguiente URL: https://goo.gl/qeanZc
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Algorithm 6: Spiral chain function
Function spiral_chain(iblock,min,max, L, beg)
spiral = ∅;
for a = beg to L− 1 do
for each block of iblock do
{i, j} = block;
if a == 0 and block == 1 then
spiral = spiral ∪ ρ(i, j, 1, 0) ∪ ρ(i, j, 0, 3);
else if i == min then
if j == min then
spiral = spiral ∪ ρ(i, j, 1, 3− a);
if a < L− 1 then
spiral = spiral ∪ ρ(i, j, 0, 2− a);
else if j == max then
spiral = spiral ∪ ρ(i, j, 0, a) ∪ ρ(i, j, 1, 3− a);
else
spiral = spiral ∪ ρ(i, j, 1, 3− a);
else if i == max then
if j == min then
if square == 1 then
spiral = spiral ∪ ρ(i, j, 1, a);
else
spiral = spiral ∪ ρ(i, j, 0, 3− a) ∪ ρ(i, j, 1, a);
else if j == max then
spiral = spiral ∪ ρ(i, j, 1, 0 + a) ∪ ρ(i, j, 0, a);
else
spiral = spiral ∪ ρ(i, j, 1, a);
else
if j == min then
spiral = spiral ∪ ρ(i, j, 0, 3− a);
else if j == max then
spiral = spiral ∪ ρ(i, j, 0, a);
Return spiral;
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Algorithm 7: Partitioning chain function
Function partitioning_chain(chainSize, spiral, n, i, j, E,E ′′)
index = 0, p = 2;
E ′ = ∅;
//Spiral edges
for a = 1 to n do
E ′a = ∅;
for b = 0 to chainSize− 2 do
E ′a = E
′
a ∪ {spiral[index], spiral[index+ +]};
//Adding the horizontal edges for inner square
if [(a > 1 and a ≤ 3) and (p == 2 or p == 0)] or [(a > 3 and a < n) and
(p == 3 or p == 1)] then
E ′a = E
′
a ∪ {ρ(i, j, 1, p), ρ(i, j + 1, 1, p)};
E ′a = E
′
a ∪ {ρ(i, j + 1, 1, p), ρ(i, j + 2, 1, p)};






E ′a = E
′
a ∪ {ρ(i, j − 1, 1, p), ρ(i, j, 1, p)};
E ′a = E
′
a ∪ {ρ(i, j, 1, p), ρ(i, j + 1, 1, p)};
p−−;
E ′ = E ′ ∪ E ′a;
//Relationing the E edges in the minor embedding
V1 = ∅, V2 = ∅;
//...for every vertice of edges of logic graph
for each edge {v1, v2} of E do








E ′ = E ′ ∪ (E ′′∩Tuples{{V1}, {V2}});
Return E ′;
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APÉNDICE A. ALGORITMOS COMPLEMENTARIOS DE ESTRATEGIAS DE
EMBEDDING
Algorithm 8: Indexing blocks function
Function indexing_blocks(min,max)
blocks = ∅, cont = 0;
for a = min+ 1 to max do
cont+ +;
blocks[cont] = {a,max};
blocks[cont+ (max−min)] = {min, a};
cont+ = max−min;
for a = max− 1 to min do
cont+ +;
blocks[cont] = {a,max};





Figura A.1: Participación en la X Reunión de la División de Información Cuántica de la
Sociedad Mexicana de Física (dICu) 2017.
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ANEXO A. PRODUCTOS DE INVESTIGACIÓN
Figura A.2: Participación en el Taller de Óptica Cuántica 2017 en las instalaciones del
Instituto Nacional de Astrofísica, Óptica y Electrónica (INAOE).
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Figura A.3: Portada de un artículo próximo a publicarse acerca de las estrategias de em-
bedding desarrolladas en este trabajo de investigación.
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