Abstract-A recursive equation which subsumes several common adaptive filtering algorithms, is analyzed for general stochastic inputs and disturbances by relating the motion of the parameter estimate errors to the behavior of an unforced deterministic ordinary differential equation (ODE). Local stability of the ODE implies long term stability of the algorithm while instability of the differential equation implies nonconvergence of the parameter estimates. The analysis does not require continuity of the update equation, and the asymptotic distribution of the parameter trajectories for all stable cases (under some mild conditions) is shown to be an Ornstein-Uhlenbeck process. The ODE'S describing the motion of several common adaptive filters are examined in some simple settings, including the least mean square (LMS) algorithm and all three of its signed variants (the signed regressor, the signed error, and the sign-sign algorithms). Stability and instability results are presented in terms of the eigenvalues of a correlation-like matrix. This generalizes known results for LMS, signed regressor and signed error LMS, and gives new stability criteria for the sign-sign algorithm. The ability of the algorithms to track moving parameterizations can be analyzed in a similar manner, by relating the time varying system to a forced ODE. The asymptotic distribution about the forced ODE is again (under similar conditions) an Omstein-Uhlenbeck process, whose properties can be described in a straightforward manner.
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I. INTRODUCTION

S APPLICATIONS of adaptive filtering, communication,
A control, and identification methods have grown [ 141, [17] , [MI, [19] , [41] , so have the number of adaptive algorithms [l] , [6] , [13] , [16] , [26] , [30] , [40] . Some are proposed because of their convergence properties, some because of their numerical simplicity, and others because of their noise rejection capabilities. The general recursive form wk+l = wk f pH(Wk,Yk, U,+,) (1) captures most of these algorithms by suitable choice of H ( . ).
In (l), wk represents the parameter estimate errors, Yk is some function of the inputs, uk is a disturbance process that represents all nonidealities such as measurement and modeling errors, and p is a small positive constant stepsize. Convergence of the process w k to a stationary distribution about zero is equivalent to convergence of the adaptive filter parameter estimates to a region about their optimal values. Two important questions concerning the behavior of wk arise immediately.
Under what conditions is the process stable?
When does there exist an asymptotic (as k 4 ca) distribution for w k and how can it be characterized?
Let us define a time scaled continuous time version of (1) as
where [z] represents the integer part of z. We address our questions by relating the behavior of the scaled adaptive algorithm (2) for small p to the behavior of the associated deterministic ordinary differential equation (ODE) W ( t ) = W O + 1' I?(W(S)) ds , (3) where I?( .) is a smoothed version of H(., ., .).
The question of when time scaled versions of the wk process converge (as p + 0) to W ( t ) has been investigated by a number of researchers both for fixed p and for the time varying stepsize cases of stochastic approximation. Many of the original notions (done in the stochastic approximations context) are due to Ljung [27] though the present approach is probably closest in spirit to [25] . (Some other important references for the fixed , U case are [4] , [21] , [23] .) We use similar arguments although our presentation is somewhat simpler than theirs. We discuss their work at the end of the next section. The field of stochastic approximations has a long history. A good introduction to the field is given in the seminal book [39] , while more modern expositions can be found in the book by Benveniste etal., [5] or in any of the books by Kushner (e.g., [21] , [22] ).
As a byproduct of our methodology, we are able to prove the stronger almost sure convergence of the algorithms, a new result for the fixed p algorithms. ' The two questions about (1) 
then translate into analogous questions concerning (3).
Under what conditions is the ODE stable or unstable?
lIn some of the simplest no disturbance cases, [35] and [36] give (via product of random matrices type arguments) probability one convergence results of the trajectories. These results are quite different from ours, since we employ ergodic arguments to get the strong limits. [40] that if the correlation matrix E { X X T } is positive definite, then (for small enough p) the parameter estimate errors of the LMS algorithm converge in distribution to a region about the origin. The same matrix E { X X T } appears in our analysis as the linearization of I?(W). Positive definiteness of this matrix implies local stability of the ODE, while a negative eigenvalue would imply local instability. Of course, due to its structure as a correlation matrix, E { X X T } is always at least nonnegative definite, and the instability cannot occur.
Certain of the variants of LMS are not so fortunate. The analogous condition for the signed regressor algorithm, (letting Y = ( X , s g n ( X ) ) for instance, requires that E { s g n ( X ) X T } be positive definite [34] . As before, this same matrjx appears in the present analysis as the linearization of H ( W ) .
Analogously, positive definiteness of E { sgn(X)XT } implies stability, while a negative eigenvalue implies instability. In this case, there are nontrivial input distributions that cause instability of the associated ODE, and hence of the signed regressor algorithm.
Our methods allow us to derive analogous stability/ instability conditions (often called "persistence of excitation" conditions) for algorithms which have not been previously amenable to analysis. Chief among these are the sign-sign variant of LMS [ll], [12] , [26] . Conditions on the input and disturbance sequences are derived which guarantee stability of the error system. Failing these conditions, the error system degenerates into (local) instability.
The relation between the adaptive algorithm (1) and the ODE (3) may be thought of as a type of "law of large numbers." To investigate how close the behavior of the algorithm is to the deterministic trajectory of the ODE, one desires a corresponding "central limit theorem." Consider the time scaled process W, (t). In Section 11, the martingale central limit theorem is exploited to show that the error process the ODE (3)?
converges to a forced ODE that is driven by a sum of independent Brownian motions. Under mild assumptions on the input and disturbance processes, the limit distribution is an Ornstein-Uhlenbeck process, with known mean and variance.
In practical terms, this convergence has two major implications. First, for a given algorithm, it is easy to calculate the parameters of the steady State distribution in terms of the properties of the inputs and disturbances, and hence, to give a measure of the performance of the algorithm. Second, this allows a fair comparison between competing adaptive schemes. In Section 111, for instance, the mean and variance of the convergent distributions for the four signed variants of LMS are calculated when the disturbance has a density ~ 961 that is symmetric and zero-mean, and the input is zeromean, independent, and identically distributed. (We do not assume that the regressor vector is independent.) Assuming fulfillment of the stability conditions, the variance of the marginal Gaussian distributions can be adjusted by choice of the stepsize p. Alternatively, one can choose a desired final variance, and then choose the stepsize for each algorithm to achieve that variance. A fair comparison of the convergence speed of the algorithms can then be made. We performed numerical experiments to demonstrate how the comparison might actually be made.
Finally, we study the ability of certain types of adaptive algorithms to track a slowly moving parameterization. The asymptotic distributions of the appropriate error process can be related to a forced ODE, where the forcing term is directly related to the motion of the underlying parametrization. Again, the asymptotics prove to be an Ornstein-Uhlenbeck process. In contrast to the convergence speed, there is little difference between the various algorithms in terms of their ability to track slowly moving targets.
The second section demonstrates the two theorems which show that the behavior of the adaptive algorithm (1) is tied inextricably to an appropriate ODE (3). The first theorem derives the relevant ODE and the second gives bounds (in terms of an asymptotic distribution) on the difference between the parameter estimate errors and the deterministic trajectory of the ODE.
The third section presents a tutorial explanation of several common adaptive algorithms, derives the appropriate ODE, and then examines the stability properties of the ODE. For some algorithms, (LMS and the signed error algorithm), the ODE is virtually always locally stable, while others (Signed regressor and sign-sign) can be locally unstable for nontrivial inputs and disturbances.
The fourth section compares the present results to previous stochastic and deterministic work. A "fair" comparison of convergence speed of the algorithms is conducted for one special case, and tracking properties of the various algorithms are compared under the assumption that the desired parameterization is slowly varying.
THEORETICAL DEVELOPMENT
This section presents the limit theorems which relate the behavior of the algorithm (1) to an ODE (3). is the key ingredient in the ODE and to the questions of stability.
We now carefully state the mathematical framework in which our work is imbedded. [ CO) and let {Pa} C P(DE[O, CO)) be the family of associated probability distributions (i.e., Pa(B) = P { X a E B } for all B E B(E)). We say that { X a } is relatively compact if {Pa} is relatively compact in the space of probability measures P(D, [O, CO)) endowed with the topology of weak convergence. will always denote weak convergence, -+ unless otherwise stated will denote convergence under the appropriate metric. (8) is unique. Then,
{ W F } converges almost surely to W T K .
The theorem and corollary are proven in the Appendix.
The stopping time T; measures how long it takes the time scaled process W,(t) to reach K in magnitude. The stopped process {W," ( t ) } is defined to be equal to W,(t) from time zero to the stopping time r; and is then held constant for all t > f . The theorem asserts that for any K E %+, every possible sequence (as , LL --+ 0) of the stopped process { W,-."K ( t ) } contains a weakly convergent subsequence, and that every limit of these subsequences is a process that satisfies the ODE (8), at least up until the stopping time. Zfthe solution to the differential equation is unique, then the sequence actually converges in probability (not just has a weakly convergent subsequence). The limiting quantity (the solution of the ODE) is continuous. The Skorohod topology for continuous functions corresponds to uniform convergence on bounded time intervals. Hence, convergence in probability means that for
One should also note that if no solution of the ODE becomes unbounded in finite time, then we can guarantee that r: + CO as K -+ CO. We may then assert that {W,} is relatively compact without needing to restrict our attention to the "stopped processes."
We apply theorem 1 to some common adaptive algorithms in the next section. Note that the theorem is a form of "law of increases. To investigate 3This idea has been previously exploited, see e.g., [4] , [5] , [21] , [24] . how this convergence occurs, the corresponding "central limit theorem" describes the weak convergence of the error process
probability, that the solution of (8) exists for all t 2 O,_and that
where the scaling factor 2 expands V, to compensate for the time compression of W,(t). The next theorem shows that the error process V, converges to a forced ODE that is driven by the sum of two independent, mean zero Brownian motions. One driving term accounts for the error introduced by the smoothing with the disturbance ( H -z) while the other ( A -z) accounts for the error when averaging over the inputs.
H ( w ,~) )~ be the matrix that represents the deviation of H from its smoothed version p. If H is square integrable with respect to ~( w , y , . ) for each pair (w,y) E Rd x El, we can define a smoothed version of G as
Averaging over all inputs yields
J-
The various G's play a similar role in the central limit theorem that the H's play in Theorem 1. In addition to C.l) and C.2),
we make the further assumptions.
C.3) H is square integrable with respect to q(w,g,.)
for each pair (w, y) E trId x El. z is differentiable as a function of w, E and 6JWz are continuous, and for
The theorem is proved in the Appendix. These results can be extended in a variety of directions with little or no change in the hypotheses. For example, consider the asymptotics of the "tracking problem" for FIR adaptive filters. Let WL denote the time varying "correct" filter coefficients that the adaptive filter is attempting to track, and let l@k be the parameter fstimates. The parameter estimate error is then (8) is unique and hence, V,(t) is well defined (on any interval of which the solution of the ODE is bounded). For simplicity (so we do not have to stop our process outside of a compact set), we assume that the solution exists for all t 2 0. Define
The implications of (17), in terms of the tracking capabilities of the various adaptive algorithms, are briefly discussed in '
Section IV-C. 
The theorem is proved in the Appendix. Another related class of theorems is surveyed in the book by Benveniste, Metivier, and Priouret [5] . In their setting, the explicit assumption of stationarity (or asymptotic stationarity) is replaced by the assumption that { ( X k , Y k ) } is a Markov chain, and averaging properties for Markov chains are exploited to obtain the desired limit.
EXAMPLES
This section applies the theorems to a handful of adaptive algorithms; the sign-sign algorithm, the signed error algorithm, the signed regressor algorithm, and LMS. The strategy in each example is: define appropriate Y k (input) and H (update term); find the unforcedAODE (1) by calculating the smoothed versions and H ; check local stability of the ODE by linearizing 8 about the equilibrium W = 0 (recall that W = 0 precisely when the algorithm has achieved its optimum performance); examine the forced ODE (15) to determine the steady state distribution of the algorithm.
In the various examples, we impose some common additional assumptions on the input and disturbance processes. These are not required by the theory. Rather, they are a way to find relatively simple expressions for the stabilityhtability of the ODE, and for the mean and variance of the corresponding Ornstein-Uhlenbeck process. These assumptions are the following.
El variance n: random variables for all j E Z . These, of course, are a very restrictive set of assumptions. However, they will allow us to compare in a common setting the local stability/limiting distribution behavior of the four algorithms.
A. Sign-Sign Algorithm
The sign-sign algorithm [26] , prized for its computational simplicity, has seen a resurgence of interest since its incorporation in a recent CCIT standard [ l l ] for adaptive differential pulse code modulation. Despite some efforts [3], [12] , a clear and simple test for stability of the algorithm has been elusive. The algorithm is Wk+1 = Wk -P S@(Xk) ,gn(xlcTWk + Uk) I (18) where W k is the parameter estimate error, XI, is a regressor of past inputs, sgn(X) applied to a vector is an element by element operation, and U, is a disturbance term.
Suppose that the { U k } sequence satisfies El). Define y = (x sgn(z)) or Yk = (Xk,sgn(Xk)). Then,
is continuous in (w, y). Thus, conditions C.l) and C.2) (and, hence, Theorem 1) hold.
Let F ( . ) denote the distribution function of XI. Then,
Since fu is bounded, we can show H is globally Lipshitz. Hence there exists a unique solution to the ODE that does not become unbounded in finite time. Therefore, we do not need to work with the "stopped" processes. To linearize H , take the derivative with respect to w. This gives 
Recall that the Brownian driving term L ( t ) is the limit of L,(t) of (14). At the equilibrium w = 0,
Hence, from (15), the limiting stochastic differential equation is
Under assumption E2), the V( .) process "decouples" into n independent components V ( t ) = (Vl(t), Vz(t), , Vn(t))T where
This is the general form of an Ornstein-Uhlenbeck random process. Define Q = 2fu(0)E{X1 sgn(X1)) and u2 = 1.
Then, V, ( t ) is an asymptotically stationary Gaussian random process with mean zero, variance g and autocorrelation
Practically speaking, this means that for fixed t and small Emulating this derivation (with y = x or Yk = Xk), it is easy to see that the corresponding linearization is (under El)-E2))
Note that & is again globally Lipschitz. The "central limit" results are also analogous (under El)-E2)), with E(w, y) = ~xT(1- (1-2v(-xTw)) 2), G(w) = 021. Again,z(O,Yk) = Hence, the limiting stochastic differential equation (15) H
becomes (at the equilibrium) 
C. Signed Regressor Algorithm
yields [30] , [34] , Applying the sgn function to only the regressor vector XI,
Under El), we obtain with (y = (x,sgn(x)) or Yk = (Xk, s g n ( W ) )
(note H is linear and hence Lipschitz) and
= E(sgn(X1)XT).
The "central limit" results follow quite easily also. Under E2) it is straightforward to verify that E(w,y) = sgn(x) sgn(xT)a2, G(w) = 102, and L(t) = 0. Then, (15) becomes (at the equilibrium)
Let a = E(sgn(X1;)Xl;) and u2 = ~72. Then 
D. LMS Algorithm
mean square algorithm [40] Probably the most studied adaptive algorithm is the least Define Q = U:, c2 = ~202. Then 
R,(T) = c e x p ( -a l r / )
and W~I~L ]
for its stationary density. Of course, this most famous of algorithms has been treated elegantly by other researchers, most notably H. Kushner, A. Benveniste, and their coworkers.
IV. DISCUSSION
This section compares the adaptive algorithms with previous stochastic and deterministic analyses, and compares the algorithms with each other in terms of convergence speed and tracking ability.
A. Comparison with Previous (Stochastic) Results
For LMS, the fact that E { X X T } positive definite implies convergence in distribution is well known [40] though it appeared that the limiting distribution (as k + 00) was strongly dependent on the input distribution [9] . Theorem 2 demonstrates that the limiting distribution is approximately Gaussian irrespective of the input, assuming sufficiently smooth disturbances, mixing, and sufficiently small stepsize. This result was foreshadowed in [7] (under the condition that the inputs are Gaussian), and the result is implicit in [4] and [25] .
The signed regressor algorithm was shown to be locally stable in [34] 
if all eigenvalues of E { s g n ( X ) X T } have
positive real parts, and instability was conjectured if an eigenvalue has negative real parts. As shown in Section 111-C, this instability conjecture is true, at least locally. Examples of nontrivial stochastic processes for which E { s g n ( X ) X T } has negative eigenvalues were calculated in [34] . Such inputs destabilize the sign regressor algorithm. When the inputs cause the algorithm to be stable, Theorem 2 describes the limiting distributions. The signed error algorithm was shown in [16] (in certain cases) to converge in distribution to the optimal solution plus a term dependent on the stepsize when the inputs are jointly Gaussian. Theorem 1 states a more general stability criterion, and Theorem 2 characterizes the limiting distribution concretely.
The sign-sign algorithm has been shown locally stable when the inputs are independent and Gaussian [3] , but more general results are unavailable. Section 111-A ties the stability properties of the sign-sign algorithm to the stability properties of the sign regressor algorithm. Thus the examples of [34] are also examples of stability and instability for the sign-sign algorithm.
B. Comparison with Deterministic Results
Progress in the analysis of adaptive algorithms has often alternated between the deterministic and stochastic realms. The deterministic approach typically assumes that the disturbances are identically zero, proves an exponential stability result, and then uses some form of total stability to guarantee robustness to disturbances [2] . Speaking loosely, the deterministic "persistence of excitation condition" [lo] tends to function analogously to the conditions derived here via linearization of H . For example, the LMS (signed regressor) algorithm is exponentially stable when all eigenvalues of X X T
(E s g n ( X ) X T ) have positive real parts, which clearly parallels the conditions on E { X X T } ( E { s g n ( X ) X T } ) .
The first example of instability in an FIR adaptive filter was given in [33] . The first example that did not violate the persistence of excitation condition X X T presented a period three input sequence that drives the parameter estimates of the sign-sign algorithm to infinity [12] . This spurred activity to try and determine the class of signals that stabilize and destabilize the various signed algorithms, and answers were found for LMS [lo], signed regressor [34] , and signed error [32] . Lacking, however, was a condition for the sign-sign algorithm.
Consider the twelve periodic input sequence { 3, -1 , -1 , 3,   -1, -1,3, -1, -1,3, -1 , -7}. (Note that this input does not satisfy our assumptions of ergodicity. It is easy to check though that the proof of Theorem 1 is still valid for inputs of this type.) This destabilizes the three dimensional sign-sign algorithm much as the example in [12] , but all eigenvalues of C { s g n ( X ) X T } have positive real parts. Hence, this input stabilizes the sign regressor algorithm [34] . Thus, positive definiteness of C { s g n ( X ) X T } is not the correct stability criterion for the deterministic sign-sign algorithm. Yet we have shown that both sign regressor and sign-sign are locally stable exactly when the real parts of the eigenvalues of E { s g n ( X ) X T } are positive. The explanation of this apparent contradiction is simple, though somewhat surprising. Throughout this paper, we have assumed that the disturbance term is "smooth" enough to "average out" the discontinuities. An identically zero disturbance does not give any smoothing. Thus, the presence of disturbances is crucial to being able to state a concise condition for the stability of the algorithm. As evidence that this is the correct interpretation, we simulated again the sign-sign algorithm with the same 12 periodic sequence just given, this time adding a small disturbance. The algorithm stabilized, converging to a small ball about the optimal parameterization.
Similarly, for the signed error algorithm, the smoothing effect of the disturbance is necessary to demonstrate the stability of the equilibrium at W = 0. Deterministically (and without disturbances), the equilibrium is unstable (in the sense of Lyapunov), though it can be shown [32] that the algorithm is totally stable (convergent to a ball about the origin). The strength of the present approach is that the characteristics of the "convergent ball" can be precisely described as the parameters of the Ornstein-Uhlenbeck distribution of Theorem 2.
C. Convergence and Tracking of LMS and Variants
One implication of Theorem 2 is that the signed variants of LMS converge to a Gaussian distribution with known mean and variance. A fair comparison of the convergence speed of the algorithms can be made by adjusting the stepsize so that the final distributions of all four algorithms are identical, and to then explore the convergence rates of the algorithms. Assume conditions El) and E2). for signed regressor,
The four algorithms were initialized at W = 0, and each was computed for 1 million iterations. Fig. 1 is the "simulated density" constructed by counting the number of times (WI falls into bins of width 0.1. Note that the final distributions are virtually identical to each other despite the fact that these are not particularly "small" values of the stepsize p . Indeed, this illustrates our assertion that the results are not limited to "vanishing" p. respond to large errors by taking a larger step (LMS and signed regressor) converge faster than the algorithms which must react through the signum function of the error. This may not always be the case, however, since the relative performance of the algorithms may differ depending on the distributions of the input and disturbance processes. The import of the present work in this regard is that it shows how to fairly conduct such a study, thus allowing a more knowledgeable choice of algorithm and stepsize for a given application setting. A second important area in terms of performance is the algorithms ability to track a moving parameterization. Reconsider (17). This ODE is forced by the .f $, which represents of the linearization), this implies that all four algorithms have roughly the same performance in terms of tracking ability, presuming the motion of W* is slow enough. To illustrate this, Fig. 3 shows a time varying W* superimposed on plots of all four algorithms. As before, all four are driven by uniform [-0.5,0.5] inputs, the distribution of the disturbance is O.l*N(O, 1) and stepsizes are chosen so that all algorithms have a final variance of 0.0025. It is impossible to distinjuish the four plots visually. The mean-squared error WL -wk was summed over the 10000 iterations, giving 27.15 for LMS, 27.07 for signed error, 28.65 for signed regressor, 30.79 for sign sign, which are the same to within experimental accuracy, and fairly close to the theoretical value of 25. We suspect the minor differences are due to the fairly large stepsizes involved. Typical applications of adaptive algorithms generally presume that W* is slowly varying. As shown above, this implies that it does not matter which algorithm is used in terms of tracking ability. Differences in tracking performance would undoubtedly arise, however, when the motion of W* becomes large. In this case, algorithms which converge faster will likely have an advantage over those (such as sign-sign) that have a bounded rate of change.
V. CONCLUSION
The behavior of four common adaptive filters has been examined by relating the motion of the parameter estimate errors to a deterministic ordinary differential equation. Appropriate stability and instability conditions are derived based on the linearization of a smoothed version of the error update. The steady-state distributions are shown to be Ornstein-Uhlenbeck under mild conditions on the input and disturbance processes. A method of choosing the stepsize in terms of the desired final variance of the Ornstein-Uhlenbeck is introduced, allowing a fair comparison of the convergence speed of the algorithms. When used in a nonstationary environment (when the desired parameterization is changing), the four algorithms are shown to track the moving parameterization equally well, assuming the motion is slow enough. Clearly, one could hope to analyze other adaptive algorithms (such as the dual sign LMS, output error identification, various adaptive controllers, the median LMS, and decision directed equalization schemes) in a similar vein. Conditions for stability and instability, and rules that relate stepsizes to the parameters of the convergent distributions should be obtainable.
APPENDIX PROOFS OF MAIN THEOREMS
This appendix gives the proofs of the major results of Section 11. A common reference for the mathematical framework needed to read this appendix may be found in [8] , [15] . 
([O,t] x S ) and z ( t ) = p([O,t] x S ) .
If x is continuous on [0, t] and limn+,ca z,(t) = ~( t ) ,
C ( S ) .
In particular, limn-,m ~, ( t ) = u(t) holds at all points of continuity of z. Let (E,T-) be a metric space, B ( E ) the Bore1 0-algebra 
un(tn) -+ u(t-) and u(t,) -+ u(t-).
of subsets of E. Given E > 0, define for all F E B(E), F" = {x E E : infYEFT-(x,y) < Q}.
(32)
Hence, we have convergence of these integrals in probability. The first three terms on the right of (34) of this _equation converge by hypothesis and the convergence of {M,}; the fourth term is asymptotic to (34) and the fifth term goes to zero by the differentiability of H and W . For compact K C Rd, let T : = inf{t : V,(t) K } . We now assert that {R,(. A T : ) } is relatively compact. Note that the processes are stopped at the time {V,} becomes too large. Therefore, V, is bounded in the integral defining the stopped R,. Hence, we may bound the increments of the stopped R, via C.3) and the convergence of I?,. We then use an identical argument to the one used for the relative compactness of W, in the proof of Theorem 1 to obtain the relative compactness of { R, ( [20] . Observing that v, =$ v. 0 the first conclusion follows by theorem 5.4 of [20] . The second conclusion follows by the same theorem after writing
Mf(s)w(s) ds + M f ( t ) W ( t ) + M:(t). 0 +l
