We show that the linearized Vlasov-Poisson equations around selfsimilar non-homogeneous states near zero contain the full plasma echo mechanism, yielding Gevrey 3 as a critical stability class. Moreover, here Landau damping may persist despite blow-up: We construct a critical Gevrey regularity class in which the force field converges in L 2 . Thus, on the one hand, the physical phenomenon of Landau damping holds. On the other hand, the density diverges to infinity in Sobolev regularity. Hence, "strong damping" cannot hold.
Introduction
In this article we are interested in the echo mechanism for the Vlasov-Poisson equations
is the force field generated by the density. Here, the physically most interesting cases are given by gravitational and Coulomb interaction for which F (t, x) = ±∇∆ −1 ρ. It is a classical result going back to Landau [Lan46] that under suitable conditions smooth homogeneous solutions f = f 0 (v) are linearly asymptotically stable. More precisely, in the linearized problem with Sobolev regular initial data the perturbation of f 0 asymptotically converges to a solution of the free transport problem and as a result the perturbation of the force field F tends to zero as t → ∞. This decay of the force field is known as (linear) Landau damping and continues to be of great importance in the study of plasma physics.
Following the results on the linearized problem it was a natural longstanding question whether and under which conditions nonlinear Landau damping may hold. Here, in a seminal work Mouhot and Villani [MV11] showed that for Gevrey regular f 0 satisfying the Penrose condition and sufficiently small Gevrey regular perturbations nonlinear Landau damping holds. In that work the high regularity requirement, which differs strongly from the mild requirements in the linearized problem, is introduced due to worst case growth estimates in a "toy model". In [Bed16] Bedrossian showed that there indeed exists initial data attaining norm inflation as in the toy model. However, we note that such a result does not rule out Landau damping. More precisely, we note there is a hierarchy of increasingly stronger statements established in the mathematical and physical literature which are each referred to as damping:
[1] The force field converges to a (simpler) asymptotic profile as time tends to infinity. This is the physically observed phenomenon.
[2] The corresponding perturbations to the phase-space density remains uniformly bounded in a suitable L p space and asymptotically converges weakly as time tends to infinity.
[3] The perturbation asymptotically behaves like a free solution of an associated linear problem. In the language of dispersive equations one says that the solution scatters with respect to the linear dynamics.
The aim of the present article is two-fold:
• We propose that the Gevrey regularity requirement should be understood as a secondary linear instability. That is, in any small analytic neighborhood of f 0 (v) there exist self-similar solutions f (t, x, v) = f 0 (v) + f s (x − tv, v), t > ǫ > 0, whose linearized problem exhibits full echo chains and is unstable in sub Gevrey-3 regularity. Throughout this article we consider the special case f 0 (v) = 0. As we remark after Theorem 1.1, while many results of Section 4 also hold for more general f 0 , our blow-up results exploit separation of supports, while f 0 = 0 might introduce (small) overlaps. • Even if "strong damping" in the sense [3] fails, this does not necessarily imply that "physical Landau damping" in the sense [1] fails. In this work we show that for the linearized problem around self-similar solutions this scenario indeed happens. That is, we construct Gevrey regular initial data, such that f (t) diverges in Sobolev regularity (norm inflation to infinity) but such that the force field F (t) still converges in L 2 as t → ∞.
Main Results. We show in Section 2 that the Vlasov-Poisson equations possess numerous self-similar solutions of the form
where ψ(v) is compactly supported in Fourier space inside a ball B δ (0). Such densities are small analytic perturbations of the homogeneous solution f 0 (v) and solve the Vlasov-Poisson equations on (δ, ∞).
We remark that Bedrossian [Bed16] considered a similar ansatz in his work on nonlinear echo chains, where however the Fourier transformψ(η) = exp(−|η|) was not compactly supported and thus resulted in a non-self-similar solution. The support restriction not only allows us to explicitly determine a solution to the nonlinear Vlasov-Poisson equations to perturb around but also allows us to cleanly isolate the echo chain mechanism in the linearized problem for arbitrarily large frequencies.
Our main results are obtained in Theorems 5.1, 5.2 and 6.1 and summarized in the following theorem.
is a solution of the Vlasov-Poisson equations on (0.1, ∞).
Consider the linearized Vlasov-Poisson equations around
• If h 0 ∈ G 3 is Gevrey regular with a sufficiently large constant c > 0,
then there exists a constant C > 0 (independent of h 0 or C 0 ) such that for all times
The linearized problem is stable in Gevrey regularity and linear Landau damping holds. • Suppose in addition thatψ ≥ 0, then there exists initial data h 0 ∈ G 3 , supported in frequency in {k 0 } × (η 0 − 1/2, η 0 + 1/2) such that the solution h(t) with this initial data is stationary for t > η 0 + 1/2 + δk 0 =: T ′ 1 and there exist constants c 1 , c 2 (proportional to ψ(v) L ∞ and independent of η 0 ) such that We thus show that indeed (linear) Landau damping in the sense [1] may persist despite blow-up, that the norm inflation mechanism is (secondary) linear and that it may not only result in inflation but blow-up. Here, the choice of f 0 ≡ 0 serves to preserve the Fourier support (of some modes) under the evolution. Similarly to results of the author and Deng in fluid mechanics [DZ19] we expect that an extension to more general f 0 and perturbations satisfying a smallness condition such as in [Bed16] , where (2.10) reads
, is possible with some effort. However, the above blow-up result crucially relies on considering sequences of η 0 tending to infinity. Here, in the setting of inviscid damping the dynamics differ qualitatively [DZ19] and we thus expect that also in the present setting such an extension would require several new techniques.
It would be very interesting to know whether the results of Theorem 1.1 or similar behaviors persist also in the nonlinear problem. Here, the case of a single echo chain (around a different not self-similar solution and at bounded frequency) has been established by Bedrossian in [Bed16] . However, in order to better understand the possible behavior in lower regularity it remains a challenge to understand the problem of echo chains at higher frequencies and the interaction of (countably many) chains.
For an in-depth discussion of the history and the derivation of the Vlasov-Poisson equations and an overview of the literature we refer to the seminal works of Villani and Mouhot [MV10, MV11] and of Bedrossian, Masmoudi and Mouhot [BMM16a] .
The remainder of our article is structured as follows:
• In Section 2 we introduce families of self-similar non-stationary solutions of the Vlasov-Poisson equations in any dimension as well as the specific solutions in 1 + 1 dimensions which we study in the following. • In Section 3 we briefly recall the underlying physical echo mechanism. Furthermore, we introduce a toy model to estimate the possible norm inflation due to a chain of echoes. • In Section 4 we introduce the linearized problem (LVP) and study its evolution along a chain of echoes. Here we use the compact frequency support of the underlying solution f * to clearly separate times of echoes and construct the chain by an iteration. • In Section 5 we construct initial data which exhibits norm inflation in Gevrey 3 regularity due to a single echo chain of arbitrarily long length. Furthermore, we construct initial data in Gevrey 3 regularity which exhibits infinitely many echo chains and diverges in Sobolev regularity, but whose force field converges in L 2 . • In Section 6 we complement the norm inflation and blow-up result by a stability result in the Gevrey class G 3 with large constant.
Self-similar Non-stationary States
It is a classical result that the linearized problem around homogeneous states f 0 = f 0 (v) reduces to a Volterra equation for the Fourier transform of the density ρ = f dv and for analytic data can be solved by employing Laplace transforms [MV10] . Furthermore, it turns out that this linear problem is asymptotically stable also in Sobolev regularity. In contrast the nonlinear problem is stable in Gevrey 3 regularity and unstable in lower regularity [Bed16, BMM16b] .
We propose that an intuitive explanation of this dichotomy is given by the existence of a large family of nearby self-similar non-stationary states
for t > T > 0 which are initially arbitrarily close to homogeneous states (in analytic regularity) but for which the linearized problem is stable in the Gevrey 3 class and asymptotically unstable in any weaker regularity class.
We remark that any function f * of the structure (3) is a solution of the free transport equations. Thus, in order to also be a solution of the Vlasov-Poisson equations we need to show that the corresponding force field vanishes. Since F depends on f * only in terms of ρ = f * dv, a sufficient condition is given by requiring g and h to be compactly supported in Fourier space.
Lemma 2.1. Let 0 ≤ T 1 ≤ T 2 and define the following set in Fourier space:
is a self-similar solution of the Vlasov-Poisson equations (1) on the time interval (T 1 , T 2 ).
Proof. We note that by construction f satisfies
Thus we only need to show that F [ f dv] identically vanishes. We observe that for any k ∈ Z d it holds that e −ikx f (t)dvdx =f 0 (k, kt) = 0, since (k, kt) ∈ Ω(T 1 , T 2 ). Therefore f dv = 0, which implies the result.
The two main examples of interest are given by a single wave packet solution
and by its perturbation by another wave packet
Here ψ is a function which is compactly supported in Fourier space inside a ball B R (0). As we show in the following corollary, the function f 0 is a self-similar nonstationary solution of the Vlasov-Poisson equations on (δ, ∞). The function g is a small high-frequency perturbation of this solution and is a solution of the Vlasov-Poisson equations until a time T = T (k 0 , η 0 , δ) at which the perturbation becomes resonant and results in a perturbation of the force field. Our main aim in Sections 4 and 5 is to show that this resonance actually causes a chain of echoes and norm inflation in Gevrey 3 regularity. 
is a self-similar solution of the nonlinear Vlasov-Poisson equations (1) on the timeinterval (R, ∞). Furthermore, there exists a Gevrey regular solution f of the Vlasov-Poisson equations (1) on (0, ∞) which agrees with f * on (R, ∞).
Proof. The function f 0 is a solution of the Vlasov-Poisson equations on (R, ∞) by Lemma 2.1. We further note that f 0 (R, x, v) is analytic and may thus use the local well-posedness theory of the Vlasov-Poisson equations to solve the equations on (0, R). Combining both solutions we obtain a global solution.
In the following we will consider R = δ ≪ 1 and study the linearized problem around such a function f 0 on (δ, ∞). Let thus f = f 0 + ǫh be a solution of the Vlasov-Poisson equations
Then we obtain that
In the linearization we now neglect the O(ǫ) error term and further switch to coordinates (t, x + tv, v) moving with free transport:
We note that in these coordinates the self-similar solution f * is stationary. However, unlike in the case of a homogeneous solution f 0 = f 0 (v) here t∇ x f 0 (x, v) is nontrivial and potentially very large for large times. Furthermore, the multiplication by cos(x) introduces a coupling between neighboring frequencies k − 1, k, k + 1 with respect to x.
As we will see in Sections 4 and 5 this nearest neighbor interaction allows us to propagate resonances, which make this problem unstable in any sub Gevrey 3 regularity class. The underlying physical mechanism here is given by chains of plasma echoes, which we introduce in terms of a model problem in the following Section 3.
Plasma Echoes and Echo Chains
We note that the Vlasov-Poisson equations (1)
can be interpreted as a transport problem on T d × R d by the divergence-free vector field (F (t, x), v) ∈ R 2d . Thus formally all L p norms of f are conserved and the evolution is invertible. Nevertheless one observes in experiments that asymptotically the force field F decays in time very quickly. This asymptotic convergence of the force field to zero is known as Landau damping after the works of Lev Landau [Lan46] who in the 1940s mathematically discovered this effect and established it for the linearized Vlasov-Poisson equations around smooth homogeneous (i.e. x independent) initial data. The seeming contradiction between asymptotic convergence and invertibility can be resolved by noting that under the free transport dynamics f weakly converges to its x average (but not strongly) and thus the force field strongly decays.
However, while the free transport dynamics are a good approximation for some times, as we have seen in Section 2, this is not the case for all times. Indeed, suppose that f (t = 0) is concentrated at a high frequency (k, η), theñ
will be concentrated near the zero frequency in v around the time t = η k and hence yield a significant contribution to the force field. This resonance mechanism also underlies the seminal physical experiments by Malmberg et al [MWGO68] in the 1960s. The following sketch is adapted from the lectures notes of Villani [MV11, page 110]. For a more in-depth discussion we further refer to Villani and Mouhot's article [MV11] on Landau damping as well as the articles by Bedrossian, Mouhot and Masmoudi [BMM16b] , [Bed16] .
In the experimental setup a plasma is confined to a cylinder and one measures its reaction to frequency localized perturbations. For simplicity of notation in the following we will describe the underlying mechanism in terms of a periodic box T × R (identifying the angle with the periodic direction). Given a plasma at rest, at time zero we introduce a frequency localized perturbation ǫe ikx to the density f , which then evolves by free transport as
In particular, since the perturbation is moving to higher and higher frequencies we observe a damping of the perturbation of the force field. At a later time τ we add another perturbation localized at the frequency l − k
which again evolves by transport and is damped. While both perturbations do not interact in the linear problem, the quadratic nonlinearity of the Vlasov-Poisson equations introduces a correction of the form δǫCe ilx+ikτ y , which then evolves as
While this contribution initially is quadratically small and at high frequency, given a suitable choice of signs of k and l this contribution may unmix and become resonant at the time t such that
Thus, while both individual perturbations are quickly damped (at the level of the force field) their nonlinear interaction results in a peak of the force field at the frequency l at a later time t. The perturbations result in a plasma echo.
We note that this resonance is not present in the linearized problem around f 0 ≡ 0 (that is, the free transport problem) or the linearization around homogeneous states f 0 = f 0 (v). It is thus considered a nonlinear phenomenon and suggests that the nonlinear dynamics may differ strongly from the linearized dynamics for large times. In particular, while the linearized problem around homogeneous states is stable in Sobolev regularity, the nonlinear problem requires Gevrey 3 regularity [MV11] , [BMM16b] , [Bed16] .
However, as the main result of this article we show that echoes are a linear effect when one considers non-homogeneous self-similar solutions. That is, in any arbitrarily small, smooth neighborhood of homogeneous solutions there are timedependent self-similar solutions f * to the nonlinear Vlasov-Poisson equations whose (linearized) perturbations result in resonances. Furthermore, this linearized problem does not only exhibit single echoes but chains of echoes, where the first echo excites another mode, which results in an echo at a later time, which in turn excites another mode etc. In Section 4 we show that the linearized problem (6) with initial data localized near the frequency (k 0 , η 0 ) undergoes an echo chain
of length k 0 and as a result exhibits norm inflation in Gevrey 3 regularity. Furthermore, combining infinitely many echo chains of increasing length in Section 5 we construct smooth initial data which exhibits blowup in Sobolev regularity as time tends to infinity but whose force field converges in L 2 .
3.1. A Model Problem. We are interested in the evolution of the linearized Vlasov-Poisson equations (6) around a self-similar solution f * with f 0 (v) = 0:
We remark that in the linearized problem around homogeneous states there is no cos(x) and the equation may be explicitly solved by using Fourier and Laplace transforms [MV10] . As the multiplication by cos(x) introduces a coupling between neighboring frequencies resonances may excite nearby modes and in turn lead to resonances at later times. Here, in contrast to the setting of fluid dynamics considered in [DZ19] the compact support of ψ in frequency and the lower dimensional structure of the map h → F [h] yields a much simpler control of higher order Duhamel iterates which we use in Section 4.
In order to introduce ideas and to see what growth to expect we first discuss the evolution for a toy model (see also [MV11, Bed16] for some other toy models).
We consider an initial perturbation h 0 which is concentrated in Fourier space in {k 0 } × [η 0 − 1/2, η 0 + 1/2] for some large k 0 , η 0 . If those have opposite signs (and |η| > 1/2), then by Corollary 2.1 the function h is a stationary solution (in coordinates moving with the free transport) and hence trivially stable. We thus assume that both η 0 and k 0 are positive and η 0 is much larger than k 0 . Then by Lemma 2.1 the function h is a stationary solution until the first critical time
Following a similar approach as in Bedrossian's work [Bed16] we consider the Fourier transform of equation (6):
In our toy model we now freeze all modes except the mode k 0 − 1 and thus obtain that for T > T k0
where we used the compact support off (0, k 0 , ·) in the last step.
Thus the perturbation f 0 = ǫ cos(x)ψ(v) which we linearize around and our initial perturbation h(t = 0) near frequency (k 0 , η 0 ) results in an echo at frequency k 0 − 1 during the time (T k0 , T ′ k0 ). We note that here we obtained several factors: • k 0Ŵ (k 0 ) is determined by the force modeled, which is proportional to k −1 0 in the case of gravitational or Coulomb interaction. • η0 k0 is an approximation of (1 + t) near the resonant time. • 1 k0 accounts for the change of variables in time or equivalently the speed with which we travel through the support ofψ.
If we now further consider ψ as σ times an approximate identity our toy model becomesh
This contribution at frequency k 0 − 1 now in turn interacts with our underlying solution f * = ǫ cos(x)ψ(v) and results in another echo at frequency k 0 − 2 during the time (T k0−1 , T ′ k0−1 ). We thus obtain not just a single echo but rather an echo chain
along the sequence of times T k0 , T k0−1 , . . . which results iñ
Approximating the last factor by Stirling's formula and choosing k 0 = 3 √ ση 0 to maximize it, we obtain
which suggests Gevrey 3 regularity as a critical class (see also [BMM16b] , [Bed16] for a similar derivation for a toy model of the nonlinear problem). We stress that this growth is due to the mode k = −1 in f 0 repeatedly interacting with the echoes created by h and thus resulting in a self-sustained echo chain of maximal length. In the following we will show that this toy model is accurate in the sense that also our linear problem (6) exhibits echo chains of maximal length.
Echo Chains along Self-similar Solutions
Building on the intuition developed in the toy model of Section 3.1 we now return to the linearized Vlasov-Poisson equations around self-similar solutions.
We recall that the full Vlasov-Poisson equations on T d × R d are given by
By the results of Section 2, if ψ ∈ S(R d ) has compact Fourier support inside B δ (0), then the function
is a solution of the Vlasov-Poisson equations (11) on (δ, ∞).
Considering a perturbation f = f * + ǫ ′ h we obtain
where we ignore the last part in the linearization. We next change coordinates to (x + tv, v) and in these new coordinates we obtain
We remark thatψ(η − lt) is supported in the set where |η − lt| ≤ δ ⇔ | η l − t| < δ |l| . We will later use that for η large and t inside a small interval this can only be satisfied for at most one l and that for t large it holds that |η − lt| + t ≈ t.
Ifψ (or σ in the toy model) is sufficiently small it seems reasonable to expect that on a given time interval (T k0 , T ′ k0 ) the first Duhamel iteration is a good approximation of the evolution by the Vlasov-Poisson equations. Indeed, this is true and shown in [Bed16] for the setting of plasma physics near homogeneous solutions and in [DZ19] for the setting of fluid dynamics. However, "sufficiently small" here turns out to be a restriction depending on η 0 which roughly speaking is of the form
For example, condition (2.10) in [Bed16] reads
While this restriction allows to consider relatively large η 0 and derive norm inflation, for given σ we may only consider η 0 inside a compact set and the possible growth is bounded in terms of σ. In particular, with such a constraint one cannot consider sequences of η 0 tending to infinity which is crucial to construct critical spaces and solutions which exhibit blow-up and convergence at the same time. Furthermore, following the heuristic of the toy model of Section 3.1 the time of the last resonance T 1 ≈ η0 1 is uniformly bounded and thus of limited use in predicting asymptotic behavior as t → ∞.
Thus, as a main result of [DZ19] Deng and the author showed that such a restriction can be removed in the linearized fluids setting near Couette flow and that the dynamics are qualitatively different without such a constraint.
In the present setting of the linearized Vlasov-Poisson equations the compact support and simpler structure of the mapping h → F allows for an easier control of perturbations and a more transparent view of the resonance chain mechanism. We remark that in [Bed16] Bedrossian consideredψ with exponential decay but without compact support, which does not allow for this simplification.
In the following we consider the one-dimensional problem and with slight abuse of notation write h(t, k, η) instead ofh(t, k, η). For later reference we also note the Duhamel integral formulation of (14):
The following Lemmas 4.1 and 4.2 use that the right-hand-side of (14) and (15) only depends on h(t, ·, ·) in terms of some frequencies and due to the compact support ofψ in turn only changes some frequencies.
Lemma 4.1 (Dependence on Initial Data). Let I ⊂ R be a given time interval and for any l ∈ N define
Let P l denote the characteristic function of U l . Then the evolution of h by (LVP) on the time interval I depends only on the initial data restricted to {l} × U l . That is, if h is the solution of equation (LVP) on I with initial data h 0 and h * is the solution with initial data h 0, * (l, η) = P l (η)h 0 (l, η), then
Proof. Let h be a given solution of (LVP). Since P l and h 0 do not depend on time
On the other hand the right-hand-side of equation (14), (15) depends on h only in terms of h(t, l, lt) and by construction lt ∈ U l . Thus also,
Therefore, we may define
and observe that h * is a solution of (14) with initial data
Lemma 4.1 in a sense allows us to exchange compact support in frequency for compact support in time. For example in Proposition 4.1 we consider initial data which is supported on {k 0 } × (η 0 − 1/2, η 0 + 1/2). Thus, if we define I = {t : k 0 t ≤ η 0 − 1/2}, then the set {k} × U k0 and the support of our initial data are disjoint and ∂ t h * vanishes. Furthermore, as we show in Proposition 4.4 this Lemma allows us to "forget" about all but the most recent echo in the chain.
We remark that Lemma 4.1 did not yet use any properties of f 0 or ψ. In the following we restrict to the special case f 0 ≡ 0 and ψ compactly supported in Fourier space inside a ball B δ (0).
Lemma 4.2 (Domains of Dependence). Let I ⊂ R be a given interval and define
Then for any l ∈ N and any t ∈ I, the solution h of equation (14) with f 0 ≡ 0 satisfies supp(∂ t h(t, l, ·)) ⊂ U δ l−1 ∪ U δ l+1 . In particular, if for some l it holds that
for any t 0 ∈ I (e.g. the left endpoint).
Proof. We note that lt ∈ U l and thatψ(η − lt) vanishes unless |η − lt| < δ.
Building on these two Lemmas we are now ready to construct our chain of echoes.
Proposition 4.1 (Initial Setup). Let η 0 ≫ k 0 ≥ 1 (i.e. greater by a factor at least 100) be given and suppose that h 0 is supported in {k 0 } × (η 0 − 1/2, η 0 + 1/2). Define T k0 > 0 by η 0 − 1/2 − k 0 T k0 = 0, i.e. the first time (η 0 − 1/2, η 0 + 1/2) − k 0 t hits zero. Then on (0, T k0 ) the solution of (LVP) with initial data h 0 is stationary. Proof of Proposition 4.1. Let I = (0, T k0 ), then by Lemma 4.1 we may equivalently compute the solution h * with initial data h * ,0 = P l h 0 . But by construction of T k0 it holds that P k h 0 (k, ·) = 0 and thus h * ,0 and hence h * are trivial and 
Note that the left endpoint of I k0 is given by T k0 of Proposition 4.1. Then it holds that for all t ∈ I k0
Proof of Proposition 4.2. Since η 0 ≫ k 0 ≥ 1 it follows that for l ∈ {k 0 − 1, k 0 + 1} in the notation of Lemma 4.2
Thus, in the evolution of h(t, l·) for l < k 0 − 1 and l > k 0 − 1 we may replace h(t, k 0 ± 1, (k 0 ± 1)t) = h(T, k 0 ± 1, (k 0 ± 1)t) = 0, which is trivial. The evolution of l < k 0 − 1 and l > k 0 − 1 thus decouples from the evolution of {k 0 − 1, k 0 , k 0 + 1}. In particular, since it was trivial to begin with it remains trivial, which proves the first statement.
Furthermore, since h(t, k 0 ± 1, (k 0 ± 1)t) = 0, the second statement follows immediately form the Duhamel integral formulation (15).
Finally, we may either use Lemma 4.2 to obtain that P k0 h(t, k 0 , η) = P l h(T, k 0 , η) and thus in particular
or deduce this from the second statement. The third statement thus also corresponds to an evaluation of the Duhamel integral formula (15).
Proposition 4.3 (Pause between Echoes)
. Let η 0 , k 0 , h 0 , f 0 be as in Proposition 4.1. Let further 0 < T ′ k0 < T k0−1 such that:
Proof of Proposition 4.3. By the result of Proposition 4.1 at time T = T ′ k0 it holds that supp(h(T, k 0 , ·)) ⊂ (η 0 − 1/2, η 0 + 1/2),
and all other modes h(T, l, ·) are trivial. We now apply Lemma 4.1 with I = (T ′ k0 , T k0−1 ) and observe that
Hence all restrictions to U k0−1 , U k0 and U k0+1 are trivial and we obtain a stationary solution.
We remark that (16) remains valid until the time T k0−1 and that the estimates for k 0 and k 0 + 1 remain valid if we replace T ′ k0 with any larger time. Hence, we may use Lemma 4.1 in combination with Proposition 4.1 to study the next echo.
Proposition 4.4 (Iterating along a Chain). For
and for all other l, h(T k ′ , l, ·) is trivial.
The time intervals (T k , T ′ k ) are when we see echoes and (19) expresses the corresponding growth in terms of Duhamel integral. In Theorem 5.1 we show that a full chain may result in Gevrey norm inflation. However, we also note that after the time T ′ 1 this single echo chain solution becomes stationary (see Proposition 4.5) and is thus asymptotically stable. In order to construct asymptotically unstable initial data and blow-up we thus need to combine countably infinitely many echo chains with times T ′ 1,j → ∞ (see Theorem 5.2). In particular, we cannot allow any constraint on the size of η 0 .
Proof of Proposition 4.4. We remark that (21) and the triviality of all other modes implies that h is stationary on (T ′ k , T k−1 ) by the same argument as in Proposition 4.3.
It thus remains to study the evolution on I k = (T k , T ′ k ). We proceed by induction in k and have already established the case k = k 0 in Proposition 4.2. Thus suppose that (21) and (19) hold for a given k > 1 (if k = 1 we are already done). Then by the above argument the evolution on (T ′ k , T k−1 ) is trivial and hence (21) remains valid with T k ′ replaced by T k−1 . Using Lemma 4.1 with I = (T k−1 , T ′ k−1 ) we may further reduce the problem to the one with h(T k−1 ) replaced by its restriction. Since η 0 ≫ k 0 ≥ k it follows that for all l > k − 1
Therefore, for these l the restrictions are trivial and we may solve for h * with initial data h * (T k−1 , l, ·) = δ l(k−1) h ( T k , l, ·). The initial data of h * is localized in a single mode k − 1. We may thus repeat the argument of Proposition 4.2 to show that h * (t, l, ·) is trivial unless l = (k − 1) ± 1 and for those l it is given by the Duhamel integral, which is the statement of (19) for k − 1. Finally, we note that the support for l = (k −1)±1 is preserved and that due to the convolution structure in terms ofψ(η − (k − 1)t) the support of the Duhamel integral is contained inside a δ neighborhood of the support of h(T k−1 , k − 1, ·) = h(T ′ k , k − 1, ·), which was controlled by the induction assumption.
Proposition 4.5 (Asymptotic stability). Let h 0 and T ′ j be as in Proposition 4.4. Then the solution h(t) is stationary after the time T ′ 1 . In particular, denoting
as t → ∞ in any Sobolev or Gevrey space which contains h(T ′ 1 ). Proof of Proposition 4.5. We apply Lemma 4.1 with I = (T ′ 1 , ∞). Then the projection of h(T ′ 1 , l, η) is trivial for l = 0. Since 0Ŵ (0) = 0 the mode h(t, 0, ·) does not influence any mode (not even itself). Hence, h * is a stationary solution and thus so is h.
Sequences of Chains, Norm Inflation and Blow-up
In the preceding Proposition 4.4 we have seen that a solution with initial Fourier support near (k 0 , η 0 ) with η 0 ≫ k 0 ≥ 1 stays supported in a stripe
For such a function all Sobolev norms or Gevrey norms are equivalent to the L 2 norm with a corresponding factor η s 0 or exp(Cη 1/s 0 ), respectively. Thus the following L 2 norm inflation result immediately extends to other (L 2 -based) Sobolev or Gevrey norms. Then there exist pairs (η 0 , k 0 ) tending to infinity and initial data h 0 ∈ L 2 supported in {k 0 } × (η 0 − 1/2, η 0 + 1/2) such that the solution h(t) with this initial data is stationary for t > η 0 + 1/2 + δk 0 =: T ′ 1 and there exist constants c 1 , c 2 (proportional to ψ(v) L ∞ and independent of η 0 ) such that
In particular, we see that the linearized Vlasov-Poisson equations around selfsimilar solutions (LVP) exhibit full echo chains of arbitrarily long length. They thus exhibit norm inflation in any Sobolev or Gevrey norm by an arbitrarily large factor (which is not limited by a smallness constraint!). In Theorem 5.2 we further show that there exists Gevrey regular initial data which not only exhibits norm inflation but blow-up. As a complementary result in Theorem 6.1 we show that Gevrey 3 regularity is critical in the sense that this blow-up corresponds to a loss of constant in the exponent and can be absorbed in the case of highly regular data (that is, a large constant in the exponent). The problem (LVP) is stable in (high) Gevrey 3 regularity.
Proof of Theorem 5.1. The solution constructed in the preceding section is stationary after time T ′ 1 and satisfies the support assumptions. It thus only remains to choose η 0 , k 0 and h 0 in a suitable way to obtain upper and lower bounds.
Using the identities obtained in Proposition 4.4 k 0 times we note that
To simplify estimates we assume that h 0 (0, k 0 , ·) ≥ 0 and ψ ≥ 0. By the support assumption on ψ it further holds that |η − τ 1 | < δ, |τ 1 − 2τ 2 | < δ, . . . and thus
We next introduce a change of variables s j = jτ j , which yields a Jacobian determinant of 1 k0! to obtain an iterated convolution
By the support assumption on h 0 we may further replace the domain of integration by all of R k0 . Therefore, the L 2 norm of (25) can be computed by Plancherel's theorem as
We further note that by the construction of T j
Using this approximation in (22) and (23) with constants C 1 , C 2 we may thus estimate
where we cancelled the product over j and the 1 k0! . As in [MV11] , [BMM16b] we note that ifŴ (j) = j 1−s , then
can be approximated by Stirling's formula and attains its maximum Proof of Theorem 5.2. Let η 0,j , k 0,j , h 0,j be a sequence of frequencies and initial data as in Theorem 5.1 with h 0,j L 2 = 1 and let h j (t) be the corresponding solutions and h j,∞ the asymptotic state. After possibly choosing a subsequence we may further assume that the sets (η 0,j − 1/2 − δk 0,j , η 0,j + 1/2 + δk 0,j ) are all disjoint and hence by Proposition 4.4 all h j (t) are L 2 orthogonal for all times 0 < t ≤ ∞. Furthermore, by Theorem 5.1 there exists C j ≈ exp( 3 √ cη 0,j ) such that
and there exist times T j after which h j (t) is stationary.
Let next (α j ) j ∈ l 2 but such that for no σ > 0, η σ 0,j α j ∈ l 2 . For a given s ∈ R the solution with initial data
is given by
Since the functions h 0,j are disjointly supported in Fourier space, L 2 normalized, and concentrated near η 0,j , we obtain that for any c ′ < 1
where we used that growth of C j dominates for j → ∞ and that α ∈ l 2 . In order to show the asymptotic convergence we note that after the time T J
The first sum is stationary for all future times and η −s 0,j
hj,∞ Cj is (approximately) H s normalized. For the remaining integral we note that η −s 
We have thus constructed a solution with Gevrey 3 regular initial data which not only exhibits norm inflation but blow-up in any Sobolev regularity. Therefore "strong Landau damping" in the sense [3] , that is scattering to free transport, fails. However, "physical Landau damping" in the sense [1] , that is the convergence of the force field, persists! Here, it was crucial to be able to consider not just a single echo chain as in Theorem 5.1 but infinitely many. That is, any single chain not matter how long is asymptotically stable after a finite time by Proposition 4.5. Hence, in order to obtain non-trivial asymptotic behavior like blow-up we need to construct sequences of echo chains which become resonant at later and later times and which become longer and longer. In particular, we may not require any constraint on the size of η 0 which remains the main obstacle in extending the preceding results to other linearly stable homogeneous states f 0 (v) or the nonlinear dynamics.
Stability in Gevrey 3 with Large Constant
As a complementary result to the instability constructions of Section 5 in this section we show that if k |h 0 (k, η)| 2 exp(C 3 |η|)dη < ∞ for a suitable constant C > 1, then h(t) ∈ G 3 for all times and h ∞ ∈ G 3 . Thus the Gevrey 3 class is critical for the linear problem (LVP) just as it is in the nonlinear problem.
We remark that the upper bounds of Theorem 5.1 are also valid for generic frequency-localized initial data (without positivity assumption). Lemma 6.1 (Upper Bound). Let ψ ∈ S(R) with Fourier support in (−δ, δ) and ψ ≥ 0. Let further h 0 ∈ L 2 supported in {k 0 } × (η 0 − 1/2, η 0 + 1/2). Then the solution h(t) of (LVP) is stationary for t > η 0 + 1/2 + δk 0 =: T ′ 1 , supported in {0, . . . , k 0 + 1} × (η 0 − 1/2 − k 0 δ, η 0 + 1/2 + k 0 δ) and for a constant c 2 > 0 it holds that
Proof of Lemma 6.1. We recall from the proof of Theorem 5.1 that h(T ′ 1 , 0, η) can be explicitly computed in terms of the initial data:
Similarly also h(T ′ 1 , k, η) for k = 1, . . . , k 0 + 1 can be explicitly computed in terms of a |k 0 − k|-fold integral. Since those estimates are analogous (and smaller) we focus on the case k = 0. Here, we may estimate from above by absolute values and using (23) to obtain that
Again using the support assumption on h 0 to replace the domain of integration by all of R k0 and changing variables to s j = jτ j , we obtain
By Plancherel's theorem the L 2 norm of this integral (which due to the compact support in frequency is comparable to any Sobolev or Gevrey norm) is equal to
Denoting F −1 (|ψ|) L ∞ as c 2 and estimating (27) as in Theorem 5.1 we thus obtain the desired upper bound by using Stirling's formula.
In order to pass from a stability result for frequency-localized data to one for general data we use the linearity of the equation and the control of the support of solutions. Since we required that η 0 ≫ k 0 , here it is advantageous to first consider the problem starting at time t = 100. Theorem 6.1. Let h 100 ∈ G 3 be such that
Then there exists a constant C (independent of h 100 or C 100 ) such that for all times t > 100
Proof of Theorem 6.1. Let h 100 ∈ G 3 be given. By the arguments of Section 4 the evolution of k > 0, k = 0 and k < 0 decouple and the evolution for η and k having opposite signs is trivial. In the following we may thus without loss of generality assume that k > 0, η ≥ 0. We then define the set
By Lemma 4.1 the solution with initial data 1 Ω100 h 100 is stationary. We thus focus on the evolution of the initial data in the complement. Here, we may further partition with respect to η and k:
If f j (t) denotes the solution with initial data 1 Ωj h 100 then by Proposition 4.4 f j (t) is supported in (j − 1/2 − δ j 100 , j + 1/2 + j 100 ) and thus has overlap with only about j of its neighbors. Therefore, we may estimate
and due to the frequency localization analogous estimates also hold with Sobolev or Gevrey norms in place of L 2 . It thus remains to estimate f j (t) L 2 in terms of the initial data. Here, we may further split according to (31) into
Since each f j,k is highly frequency-localized we may apply Lemma 6.1 to estimate f j,k (t) L 2 ≤ exp( 3 c 2 |j|) 1 Ω j,k f 100 L 2 .
The loss of powers of j in (32) and (33) and the loss of the factor exp( 3 c 2 |j|) can easily be absorbed into the loss of exp(1 3 |j|) from (29) to (30). Thus, indeed f (t) ∈ G 3 with contant 1 uniformly in time and the convergence to h ∞ follows from the convergence of the partial sums in j and k (see also the proof of Theorem 5.2).
It remains to estimate the growth for the finite time interval (0, 100), where we only need a rough upper estimate. Lemma 6.2. There exists a constant C such that if h 0 ∈ G 3 with |h 0 | 2 exp(2 3 |η|)dη ≤ C 0 < ∞, then |h(100)| 2 exp(2 3 |η|)dη ≤ CC 0 .
Proof of Lemma 6.2. We remark that by Lemma 4.1 we only need to consider initial data with η ≤ 100k, and that by the Fourier formulation of (LVP) and the compact support of ψ we see that h(100) − h 0 is supported in η ≤ 100k + δ.
We recall that the Duhamel integral formulation of (LVP) is given by (15)
and in the following intend to argue by iterated local in time estimates. Here we first consider L 2 estimates and subsequently extend the estimates to Gevrey regularity.
We remark that by Young's convolution inequality the right-hand-side can be controlled in terms of (t + δl)Ŵ (l)ψ(η − lt) L 1 ((T0,T1) ≤ 100Ŵ (l) ψ (η − s) L 1 (lT0,lT1)
For l large we may use the decay of W (l) for l → ∞ and that thus 100Ŵ (l) ψ L 1 (R) ≪ 1 even when we integrate over the whole space. For l smaller (of which there are only finitely many) we instead may choose the time step T 1 − T 0 sufficiently small such that the L 1 is small enough to obtain a contraction. Since the size of the time step is unform, a bound for h(T ) L 2 thus follows by iterating contraction mapping estimates.
In order to pass to a bound in Gevrey regularity we multiply both sides by
We thus have to modify our contraction argument so that the contribution due to
is small. Using the fact that |η − lt| ≤ δ and the Taylor expansion, the exponent is approximately of size exp(C 1 3 η −2/3 (η − lt)) ≤ exp(C 1 3 η −2/3 δ) and thus small for η large (e.g. larger than 1000). For η not large we may instead use the unweighted estimate with small but uniform time steps (to account for exp(C10)). The desired estimate thus follows by iterating the contraction mapping bounds.
Combining the results of Lemma 6.2 and Theorem 6.1 we thus have seen that the linearized Vlasov-Poisson equations around self-similar states (LVP)
• are stable in the Gevrey class G 3 with large constant.
• exhibit norm inflation due full echo chains just like the nonlinear problem.
• exhibit blow-up in any regularity class weaker than Gevrey 3.
• there exists Gevrey regular initial data which exhibits blow-up and physical Landau damping in the sense [1] at the same time! We thus suggest that the Gevrey norm inflation of [MV11, Bed16] and plasma echoes [MWGO68] are not nonlinear but secondary linear phenomena. Furthermore, the physical phenomenon of Landau damping, which is the asymptotic decay of the force field [1], is more robust than the scattering to free transport dynamics [3] studied in [MV11, Bed16] . Here, the linear dynamics around self-similar solutions seems to be related to the modified asymptotic/scattering dynamics, but the precise behavior of the nonlinear Vlasov-Poisson equations in lower regularity and its effect on Landau damping remain challenging problems for future research.
