Abstract. One of the most interesting problems in distribution theory is constructing the distributions, which are appropriate for fitting skewed and heavy-tailed data sets. In this paper, we introduce a skew-slash distribution by using the scale mixture of the generalized gamma distribution. Some properties of this distribution are obtained. An EM-type algorithm is presented to estimate the parameters. Finally, we provide a simulation study and an application to real data to illustrate the modeling strength of the proposed distribution.
Introduction
In real application, the distribution of data is often skew, while virtually all robust methods assume symmetry of the error distribution. Moreover, the distribution of real data is seldom as heavily tailed, where the ones employed in theoretical robustness studies. To handle both skewness and heavy tails simulate, Stacy (1962) proposed the Generalized Gamma (GG) distribution, which is a flexible family of distributions. This distribution has varieties of shapes and hazard functions for modeling duration. It is appropriate for modeling data with skewness and heavy tail structure. Khodabin and Ahmadabadi (2010) obtained some properties of this distribution.
The probability density function (p. d. f.) of GG distribution is given by:
where −∞ < γ < ∞, δ > 0, k > 0 and −∞ < x < ∞ (denoted by X ∼ GG (γ, δ, k, τ ) ).
Another distribution with skewness and heavy tail proposed by Arsalan (2008 Arsalan ( , 2009 . It is constructed by location-scale mixture of a non-negative random variable with normal random variable as
where −∞ < µ, β < ∞, σ > 0, α > 0, X ∼ N (0, 1), V ∼ beta(α, 1) and X and V are independent. Arsalan called (2) as the Generalized Hyperbolic Skew-Slash (GHSSE) distribution, which is denoted by Y ∼ GHSSE (µ, σ, β, α) . He investigated some properties of this distribution and estimated its parameters by the EM algorithm.
In this paper, by replacing X in (2) with GG distribution, we construct a new flexible distribution for fitting skewed and heavy-tailed data sets, which fits better than GG and GHSSE distribution to such data sets. This paper is organized as follows:
In Section 2, we introduce the Location-Scale Mixture of Generalized Gamma (LSM GG) distribution then investigate some distributional properties. Moreover a maximum likelihood method is presented to estimate its parameters. In Section 3, in order to investigate the performance of the proposed model, we present some simulation studies and a real data application. Conclusion is given in Section 4.
Location-Scale Mixture of Generalized Gamma Distribution
In this section, we define LSM GG distribution and derive some distributional properties. We implement an EM -type algorithm for parameter estimation by Maximum Likelihood (M L) method and we utilize local influence approach to detect observations that affect on the M L estimators.
Definition 1.
A random variable Y have LSM GG distribution with location parameter µ, scale parameter σ, skew parameters β and τ , tail parameter α and shape parameter k, denoted by Y ∼ LSM GG (µ, σ, β, α, k, τ ) , if X in (2) replaces by GG(0, 1, k, τ ). From (1) and independence of X and V , we have
where −∞ < y < ∞.
Some Properties of LSM GG Distribution
In this section, we consider some properties of LSM GG distribution. (µ, σ, β, α, k, τ ) and (aµ + b, aσ, aβ, α, k, τ ) . (µ, σ, β, α, k, τ ) and V ∼ beta(α, 1), then
The proof of above theorems is easily derived from (1) and (3) and is omitted.
From Theorem 4 we get
To find the measure of skewness of LSM GG, without loss of generality, let µ = 0 and σ = 1, then the skewness of LSM GG (µ, σ, β, α, k, τ ) can be
, where
, α > 3
Note that r 1 is complicated function of β, α, k and τ . For fixed α > 3, k > 0 and τ > 0, if β > 0 (β < 0) we have 0 < r 1 < ∞ (−∞ < r 1 < 0) with lim
Maximum Likelihood Estimation via the EM -type Algorithm
In this section, we implement the maximum likelihood method to estimate the parameters of LSM GG distribution. We can see that the log-likelihood function of LSM GG (µ, σ, β, α, k, τ ) is a very complicated function of the parameters and direct maximization of this function is very difficult. So, we use the EM -type algorithm (Dempster et al., 1977) to estimate these parameters.
Following the EM algorithm we consider Y i as the observed data and V i as the missing data. Therefore,
. . , n we can find the log-likelihood function for the complete data as
For the simplicity in computation, we let k = 2 and µ and τ are known. Now the conditional expectation of L c (θ θ θ) given the observed data y i and the current estimates of the parameters, say θ θ θ, is given by
Letting
It is easy to show that
For E-step of the algorithm, the conditional expectations k i , s 2i and s 3i must be evaluated. We note that for computing k i , s 2i and s 3i , Monte Carlo integration can be employed, which yields the so called M C −EM algorithm. For the M-step of the algorithm, which consist of maximizing the expected complete data function over θ θ θ or the Q-function, we have from (4) and (5) Q(θ θ θ| θ θ θ
where θ θ θ (k) is an updated value of θ θ θ. When M -step of EM algorithm turns out to be analytically intractable, it can be replaced with a sequence of conditional maximization (CM ) steps. Such a modification is referred to the ECM algorithm (Meng and Rubin, 1993) . The ECM E algorithm, which is maximize the constrained Q-function with some CM -steps that maximize the corresponding constrained actual marginal likelihood function, called CM Lsteps (Liu and Rubin, 1994) . Similar to Basso et al. (2010) and Farnoosh et al. (2013) , we describe ECME algorithm as follows.
E-step.
Given a current estimate θ θ θ
2i and s (k) 3i from (6) by Monte Carlo integration.
CM-steps. Update θ θ θ
(k+1) by maximizing Q(θ θ θ| θ θ θ (k) ) over θ θ θ, which are given by the following closed from expressions
.
CML-step.
Update β (k+1) by maximizing the actual marginal log-likelihood function as follows
where
The algorithm iterates between E and M steps until reach convergence.
The Observed Information Matrix
In order to find the standard error of the M L estimators of the parameters of LSM GG distribution, we obtain the observed information matrix of this model, which will be defined by
Under some regularity conditions, the covariance matrix of the maximum likelihood estimates θ θ θ = ( µ, σ, β, α, k, τ ) can be approximated by the inverse of J J J 0 (θ θ θ|y y y). We evaluated the observed information matrix as follows,
We refer the reader to reference Basford et al. (1997) and Lin et al. (2007) . We note that vector t t t i can be partitioned into components corresponding to all the parameters in θ θ θ as
We define
After some algebraic calculation, we obtain 0, 1) ) .
In the next section, we use the above method to estimate the parameters.
Diagnostic Analysis
We use the best known perturbation schemes for detecting the influence of observations that under small perturbation of the model exert great influence on the ML estimators, which are based on case deletion approach. Cook (1977) , Bolfarine et al. (2007) and Lin et al. (2009) have used the above method. we use the case-deletion approach to detect the influence of removing the ith case from the analysis by evaluating the matrix such as Cooks distance (see Cook, 1977) .
Let θ θ θ (i) be ML estimate of θ θ θ without the ith observation in the sample. To determine the influence of the ith case on the M L estimate θ θ θ, the basic idea is to compare the difference between θ θ θ (i) and θ θ θ. If θ θ θ (i) is far from θ θ θ, then the ith case is regarded as an influential observation. Based on this idea the global influence is defined as the standardized norm of θ θ θ (i) − θ θ θ, namely the generalized Cook distance
∂θ θ θ∂θ θ θ 2 is the observed information matrix evaluated for θ θ θ = θ θ θ in the previous section.
In order to illustrate the usefulness of the proposed methodology, we perform sensitivity analysis in the next section.
Applications
In order to examine the performance of the LSMGG distribution, results from simulation studies and a real data set are presented. Table 1 . Estimates of the parameter by choosing 100 samples of sizes n = 50, 100, 500 from the LSM GG distribution with β = 1, σ = 1, α = 5 and (µ, τ ) = (0, 2), (−1, 3), (1, 6.5). 
Simulation Study
We perform a simulation study to show the precision of the proposed method of estimation. In this case, we first generate 100 samples of different sizes from LSM GG distribution for k = 2 and fixed µ and τ parameters. We compute the M L estimates of the other parameters by the iteration method that illustrate in Subsection 2.2. Then we report the bias and Mean Square Error (M SE) of these estimates, which for β are defined by Maximum likelihood estimates and their standard errors for fitting LSM GG (µ, σ, β, α, k, τ ), GHSSE(µ, σ, β, α) and GG(γ, δ, k, τ ) 
The Fiber Glass Data Set
In this section we use the fiber glass data set, which is analyzed by Jones and Faddy (2003) and Azzalini and Capitanio (2003) and Wang and Genton (2006) in order to compare our proposed model with the GG model of Stacy (1962) and GHSSE model of Arsalan (2008 Arsalan ( , 2009 . We use the optim routin in R software to find the M L estimates of the parameters for GG and LSMGG distributions and we apply M C − EM algorithm to estimate parameters of GHSSE distribution. Table 2 contains estimated parameters of the above distributions with their corresponding standard errors (Se), that are computed via the information based method presented in subsection 2.3. For each fitted model, we computed the log-likelihood values, the Akaike Information Criterion (AIC) (Akaike, 1974) and the Efficient Determination Criterion (EDC) (Bai et al., 1989) . In addition, we display the fitted distributions in Figure 1 . From these criteria and Figure 1 , it appears that LSM GG distribution fits better than the others to this data set.
Sensitivity Analysis
In this section we use the diagnostic analysis to detect the influence of observation on the M L estimates. To obtain the diagnostic measure, let θ θ θ be the M L estimate of θ θ θ in fiber glass data and θ θ θ i be the M L estimate of θ θ θ without the i-th observation, then we compute the GD i measures presented in subsection 2.4. Figure 2 depicts the index plot of GD i for case weights perturbation. From Figure  2 we observe that the cases 1, 17, 18, 45, 63 are influential in parameters estimation indicating that the methodology works very well when suspicious points are present in the data set.
Conclusion
In this paper, we proposed a new asymmetric distribution, called LSMGG distribution. We investigate some properties of the presented model. Then, in order to find M L estimates of the parameters of distribution, we utilize EM -type algorithm. Furthermore, we illustrate our method with a real data set and show that the LSM GG model has better performance than the other competitors' ones.
Finally, we use the local influence approach to detect influence of observations on M L estimators. Results are obtained from the real data set show 
