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Abstract
Owing to small size, sensing capabilities and autonomous nature, the Unmanned
Air Vehicles (UAVs) have enormous applications in various areas e.g., remote
sensing, navigation, archaeology, journalism, environmental science, and agricul-
ture. However, the un-monitored deployment of UAVs called the amateur drones
(AmDr) can lead to serious security threats and risk to human life and infrastruc-
ture. Therefore, timely detection of the AmDr is essential for the protection and
security of sensitive organizations, human life and other vital infrastructure. Am-
Drs can be detected using different techniques based on sound, video, thermal,
and radio frequencies. However, the performance of these techniques is limited in
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sever atmospheric conditions. In this paper, we propose an efficient un-supervise
machine learning approach of independent component analysis (ICA) to detect
various acoustic signals i.e., sounds of bird, airplanes, thunderstorm, rain, wind
and the UAVs in practical scenario. After unmixing the signals, the features like
Mel Frequency Cepstral Coefficients (MFCC), the power spectral density (PSD)
and the Root Mean Square Value (RMS) of the PSD are extracted by using ICA.
The PSD and the RMS of PSD signals are extracted by first passing the signals
from octave band filter banks. Based on the above features the signals are clas-
sified using Support Vector Machines (SVM)and K Nearest Neighbor (KNN)to
detect the presence or absence of AmDr. Unique feature of the proposed tech-
nique is the detection of a single or multiple AmDrs at a time in the presence of
multiple acoustic interfering signals. The proposed technique is verified through
extensive simulations and it is observed that the RMS values of PSD with KNN
performs better than the MFCC with KNN and SVM.
Keywords: Amateur drone detection, acoustic signals processing, Independent
component analysis, Features extraction, Signals classification, Security, Safety
1. Introduction
The modern days Unmanned Air vehicles (UAVs) also called drones are equipped
with advanced electronics, control and communication technologies. These small
flying processing systems unite with communication capabilities has brought en-
sures advancement in various fields. The applications of UAvs mainly includes
rescue and relief operations in post disaster situation, data demand management
of wireless communication system during special events of large gatherings, re-
mote sensing applications and military applications etc., as summarized in Table
1.
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Table 1: Applications of UAVs in various areas.
Ref. No. Year of publication Application area
[1] 2016 Disaster relief
[2] 2016 Interference reduction in communication
[3] 2016 Data rate enhancement in communication
[4] 2016 Data demand management during various events
[5] 2017 Wireless coverage management during disaster
[6] 2013 Archaeological surveys
[7] 2013 Soil erosion measurement
[8] 2013 Ortho-photo-imaging
[9] 2015 Agriculture
[10] 2015 Archaeology
[11] 2016 Environment scanner
[12] 2017 Scene detection through image processing
[13] 2013 Remote sensing applications
[14] 2013 Military observation of a region to locate enemy
[15] 2013 Earthquake
[16] 2017 Intelligent navigation
[17] 2014 Survey and classification of trees
[18] 2014 Journalism
Although, drones having countless applications in various areas, but its un-
governed deployment causes serious security problems [19] and require intelligent
transportation techniques [20]. It can be used for transfer of unlawful material like
explosives or can violate the boundary of security sensitive organizations. These
illegalities might be floated from illegal organizations inclusive of terrorist orga-
nizations. Drone detection is extensively performed and presented in the research
literature. In [21], the authors proposed point to point architecture that can de-
tect presence of a single AmDr in the sensing field. However, due to its limited
detection capability it is not recommended in highly sensitive areas, as the pres-
ence of multiple drones goes undetected. In practical scenario, the existence of
multiple drone in the restricted area is highly probable, the proposed scheme in
[21] employs the point to point detection mechanism, which is capable of detect-
ing single drone, but fail to detect the existence of multiple drone. Surveillance
drone based AmDr detection is performed in [22], where the authors developed
a technique based on strength of the radio frequency (RF) signals and modula-
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tion classification of the signals. In [23] cognitive internet of things is utilized for
AmDr detection based on sound, video, thermal, and radio RF signals. Image pro-
cessing based AmDr detection is performed in [24, 25]. Various machine learning
technique are employed for AmDr detection in [26, 27]. The implementation of
radar technology is discussed in [28] for AmDr detection. In [29], an RF based
experimental setup is developed for AmDr detection. Radio access network based
AmDr detection is performed in [30]. In reference [31] the authors presented
sound correlation based drone detection technique. Video based detection is per-
formed in [32]. Hidden Markov model is utilized for drone detection in [33]. An
anti-Drone system is developed in [34] to detect a single drone in the surround-
ing field by utilizing audio, video and the RF signals. This work also utilized
independently recorded signals without considering the interfering sources while
utilizing the audio signals. However, all these techniques are mainly focusing on
single drone detection, which limits the applicability of these schemes in practical
applications where presence of multiple drones is highly likely. These techniques
are summarized in Table 2.
Furthermore, from the above discussion it can be noted that the RF communi-
cation, acoustic measurement, image and video signal processing techniques are
employed for the AmDr detection. However, RF based detection fails in sever
atmospheric conditions and has limitation of detecting smaller and variable shape
drones. Similarly, the Image and video based techniques require high performance
cameras and computationally efficient circuitry, hence is a very costly solution.
Moreover, these image and video based technique has limitations due to its fixed
orientation. The sound based detection is more practical, but various interfering
sound sources like, birds, aeroplane, wind, thunderstorm etc., makes it more chal-
lenging. A recent research [26] has proposed sound based AmDr detection, but
has considered all the sounds independently. In practical scenario the recorded
sounds are normally mixtures of all the existing sounds. Therefore, the work pre-
sented in [26] is not applicable in practical scenario as the technique presented
is for a single drone detection and that too in the presence of interfering sources.
The shortcoming of the existing AmDr detection techniques is presented in Figure
1.
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Table 2: Overview of the existing AmDr detection techniques.
Ref. No. Year AmDr detetcion Technology Multiple
UVAs detection
[21] 2018 Ad-hoc network architectures No
[22] 2017 RF signal strength No
[23] 2017 Cognitive Internet of Things No
[24] 2018 Image processing No
[25] 2017 Image processing No
[26] 2018 Machine learning No
[27] 2017 Machine Learning No
[28] 2016 Radar technology No
[29] 2016 RF based experimental system No
[30] 2018 Radio access network No
[31] 2016 Sound correlation No
[32] 2017 Video signal processing No
[33] 2018 Hidden Markov model No
Figure 1: Drawbacks of the existing AmDr detection techniques
In this paper, a more practical approach of the AmDr detection is proposed.
The proposed approach is a combination of the supervised and the un-supervised
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machine learning techniques. We utilize the independent component analysis
(ICA) [35, 36, 37] to efficiently detect the presence of multiple AmDrs in the
sensing field. ICA is an un-supervised machine learning technique [38, 39], used
for separating the mixed recorded acoustic signals, which makes the ICA a good
candidate for detection of single or multiple AmDrs in the presence of strong inter-
fering sources. In precise, in our proposed scheme the ICA post processed signals
are further processed for features extraction, which are then processed through
the supervised machine learning techniques for classification to detect presence
of the AmDrs. Further, the MFCC algorithms [40] are used to extract Mel Fre-
quency Cepstral Coefficients from the separated, independent and non-Gaussian
source signals that are further processed with SVM and the KNN [41] for clas-
sification into drone and non-drone signals. In a second approach the ICA post
processed signals are passed through a series of band pass filters, tuned to oc-
tave band frequencies. The Power Spectral Density (PSD) and Root Mean Square
(RMS) values of the source signals in each frequency band are calculated. These
PSD and RMS values are fed as features vectors to SVM and KNN for identifi-
cation of the AmDrs. In addition, this is the first time to propose the ICA based
AmDr detection technique with filter banks in octave frequency bands. This im-
plementation is feasible for various practical scenarios as it can detect both single
and multiple AmDrs in the presence of various interfering signals e.g., aeroplanes,
birds, wind, rain and thunderstorm sounds.
Rest of the paper is organized as : Section 2 contains the system model of
the proposed work. Section 3 presents the data description. Section 4 demon-
strates the proposed technique, while experimental verification is given in Section
5. Finally, concluding remarks are given in Section 6.
Notations: Lowercase normal letters represent scalars , lowercase boldface let-
ters are used for vectors (e.g., x, y, z, ...), and uppercase boldface letters represent
matrices(e.g., X, Y, Z,...).
2. The System Model
The main goal of this research is to detect the presence of single or multi-
ple AmDrs in the sensing field through utilizing the acoustic signals. The AmDr
detection is carried out in the presence of multiple interfering sources like aero-
planes, birds, wind, rain and thunderstorm sounds. In practical scenario, the sen-
sors record mixtures of the sounds present in the field. Let we have I number of
AmDrs and interfering sources that are recorded by J number of microphones.
For sake of simplifying the understanding let I = J . The audio source signals
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are s1, s2, ....., sI , where si = [si1, si2, ...., siL], and the recorded mixed signals are
x1, x2, ...., xJ . The phenomenon of recording multiple mixed signals is shown in
Figure 2. Mathematically, the mixed recorded data can be represented as
X = AS (1)
where X is J×Lmixed data matrix, contains mixtures of the AmDrs and interfer-
ing sources, L represents length of the processing data blocks, A is I × J mixing
matrix and S is I×L source data matrix. The mixing matrix represents the mixing
phenomenon and contains the mixing coefficients. The source data matrix con-
tains the original sound signals of the AmDrs and the interfering sources. Hence,
the proposed algorithm utilize the mixed data to detect the presence or absence of
the AmDrs. The mixed data is first un-mixed through ICA algorithm [42, 43] and
denoted by y1, y2, ..., yJ and then processed through the features extraction and
classification techniques for the AmDrs detection.
Figure 2: System model of the proposed work. This figure shows the recording mechanism of the
AmDrs and the interfering source signals.
There are some conditions utilized in this research for the AmDr detection, as
given below
• All source signals ”si” are assumed to be statistically independent. This
condition is practically valid because all the source signals are generated by
different sources.
• All ”si” have non-Gaussian distributions, that is true in case of audio signals.
This assumption is utilized because according to Central Limit Theorem, if
we mix two or more non-Gaussian signals the resultant mixed signals will
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be more Gaussian and by maximizing the on-Gaussianity we will get the
resultant un-mixed signals.
• ”A” is assumed to be square for the sake of simplicity. This condition is
easy to achieve. If the number of sensors become equal to the number of
source signals, ”A” becomes square. The square mixing matrix provides
equal number of un-known variables and equations.
3. The data description
In practical scenario various interfering sources exist while detecting the AmDr
sound using acoustic signal processing. Sounds like that of aeroplanes, birds,
wind, rain and thunderstorm are taken as interference sources. The independently
recorded versions of these signals are shown in Figure 4 in time domain and Figure
3, in frequency domain. These signals are downloaded from different databases
which are freely available for further research [44]. From the frequency domain
representation it can be observed that all the frequencies are overlap with one an-
other and hence is difficult to separate through filtering mechanism. Further, in
practical scenario the sensors will sense mixtures of all the sounds along with the
AmDr sound. The recorded mixed signals from different microphones are shown
in Figure 5. These signals are required to be isolated before further processing.
The ICA technique is used for separation of these mixed signals.
Figure 3: Frequency domain representation of the recorded audio source signals.
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Figure 4: Audio source signals of the aeroplane, bird, wind, rain, thunder, and the AmDr recorded
through microphone.
9
Figure 5: Mixed signals recorded through multiple microphones.
4. The proposed Amateur drone detection technique
The AmDr detection is a challenging task in practical scenario. The existing
works considered detection of a single AmDr at a time or utilized the indepen-
dently recorded signals of the AmDr and interfering sources. In practical sce-
nario, the microphones record all the sounds present in the sensing field. Our pro-
posed technique can detect multiple AmDrs in the presence of various interfering
sources. The block diagram showing overall operation of the proposed technique
is given in Figure 6. The mixed received signals from all the microphones are
first un-mixed through using the FastICA algorithm [45] of ICA. We select this
algorithm because it is used as a benchmark in the ICA applications. The FastICA
algorithm is summarized in Algorithm 1, where E is the expectation operator, g
is the contrast function used for performance optimization of the algorithm, P is
10
the maximum number of iterations, W is the un-mixing matrix and is inverse of
the mixing matrix, and T is the transpose.
Figure 6: Block diagram representation of the proposed drone detection technique.
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Algorithm 1 The FastICA algorithm
1: Initialization
2: Make the available data zero mean
3: Whiten the data
4: Choose a random initial un-mixing matrix W of unit norm
5: for p = 1 to P do
6: update the un-mixing matrix as
Wp+1 ← E[xpg(WTp xp)]− E[xpg,(WTp xp)]Wp
7: end for
8: Perform un-mixing using Y←WX
The FastICA separated signals are then forwarded to octave band filtering
block for calculation of the PSD. The PSD can be calculated using Fourier Trans-
form of the auto-correlation function as given in equation 2.
sy(f) =
∫ T
−T
ry(τ)e−j2piftdt
ry(τ) = E{y(t) ∗ y(t− τ)}
(2)
where sy(f) is the Fourier Transform and ry(t) represents the auto-correlation
function and y(t) is the signal under test. For further details regarding the PSD
the interested readers are referred to [46]. In octave band, the signals are passed
through different band pass filters tuned at frequencies given in Table 3. Octave
bands are used for detailed analysis of the complex sounds. The audio spectrum
from 20 Hz to 20 KHz is divided into 11 octave bands such that the highest fre-
quency is twice the lowest frequency. However, per octave fractional bandwidth
is constant and equal to 70.7%.
12
Table 3: Octave band frequencies used
Band Low Freq Central Freq High Freq
Band1 22.09 31.25 44.2
Band2 44.19 62.5 88.38
Band3 88.38 125 176.77
Band4 176.77 250 353.55
Band5 353.55 500 707.10
Band6 707.10 1000 1414.21
Band7 1414.21 2000 2828
Band8 2828.43 4000 5656
Band9 5656.85 8000 11313
The PSD and RMS values for signal in each band are calculated and both the
values are passed on to the SVM and the KNN for classification. The SVM and
KNN based classification is discussed as follows. SVM was originally designed
for two class classification problems (yj ∈ {1,−1}). It performs classification by
finding the hyper-plane that separates two classes with maximum possible margin
by optimizing the following objective function using the training data
min
z,b,ξ
(
1
2
z>z+ C
∑
j
ξj
)
(3)
s.t. yj(zyj + b) ≥ 1− ξj, ξj ≥ 0
Where z and b represent the hyperplane, C is the regularization constant and ξj
are used to incorporate the non-separable cases. For non-linear separation, in
higher dimensions, the constraint yj(zφ(yj) + b) ≥ 1 − ξj, ξj ≥ 0 can be used.
After computing the parameters of the optimal hyper-plane, the label yt of a test
feature vector yt is determined using the sign of zyt+b‖z‖ . Readers are referred to
[50, 47] for detailed explanation of SVM. In this work LibSVM [51] library is
used for the computation of hyper-plane parameters. Furthermore, KNN is one of
the supervised learning algorithms used in data mining and machine learning, its a
classifier algorithm where the learning is based on similarity index of data. KNN
is based on Mahalnobis distance between two feature vectors yi and yj , which is
defined as [48].
d = (yi − yj)>C−1(yi − yj) (4)
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where C ∈ Rp×p is the covariance matrix and can be calculated from the training
feature vectors. Labels of training samples are assigned to the test vector yt, based
on minimum distance d between the training sample and the test vector yt. This
procedure is then extended to a voting based KNN classification.
In the second case, the MFCCs [49] are calculated by first finding the peri-
odogram or PSD of the signals. The PSD values of the signals are then passed
through the Mel filter bank with frequencies as given in equation 5, followed by
the DCT of log of the energies from Mel filer bank. Then 2 to 13 coefficients of
the MFCC were used as feature vector for SVM and KNN classification.
Hm(k) =

0, k < f(m− 1)
k−f(m−1)
f(m)−f(m−1) , f(m− 1) ≤ k ≤ f(m)
f(m+1)−k
f(m+1)−f(m) , f(m) ≤ k ≤ f(m+ 1)
0, k > f(m+ 1)
(5)
Where m is the number of filters f is the list of M + 2 mel spaced frequencies.
5. Experimental verification of the proposed work
This section demonstrates the effectiveness of the proposed ICA based AmDr
detection technique for audio signals. A recently published paper [26] addressed
this issue while considering the sounds of the AmDr independently of interfering
sources. In practical scenario, the recorded signals are the mixtures of all the sur-
rounding sound sources e.g., drone, birds, wind, thunderstorm, aeroplane, rain etc
as shown in Figure 5. Hence, technique presented in [26] fails in practical scenar-
ios. It must be kept in mind that if the number of interfering sources increases then
the number of recording sensors must also be increased to achieve the condition
of square mixing matrix. On the other hand, frequency domain representation of
the mixed recorded signals is given in Figure 7 that shows overlapped frequencies
of the mixed signals. Due to frequency overlapping normal filters are un-able to
separate them. We proposed an efficient technique of ICA the FastICA [36] for
un-mixing of the recorded mixed sounds in the surrounding area.
Six audio recorded mixed signals are used for simulation purpose to observe
the separation performance of the FastICA algorithm. The FastICA separated
signals are shown in Figure 7.
Further, the recorded mixed data utilized for simulation contain 1000 to 10,000
samples in a single data block. Performance evaluation criterion used is signal to
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interference ratio (SIR). SIR is the ratio of the powers of the source signals and
the estimated error signals s(n)− y(n). SIR can be expressed in dB as follows
SIR(dB) =
1
L
L∑
n=1
s(n)2
s(n)− y(n)2 (6)
The SIR performance of the FastICA algorithm is shown in Figure 8 for all
the audio signals with different data block lengths. It can be observed that the SIR
performance improves with the increase in data block length from 1000 to 10000
samples.
Figure 7: ICA estimated audio source signals through FastICA algorithm.
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Figure 8: SIR performance of the FastICA algorithm for different data block lengths.
Classification of results after passing the mixed recorded signals through ICA
algorithm and other blocks as given in Figure 6 are tabulated in Table 4. The
PSD values and the Mel energies and MFCCs are given in Figures. 9 and 10
respectively. It can be seen from Table 4 that the results obtained from the RMS
values of PSD obtained gives best classification using KNN, followed by the PSD
values and the Cepstral Coefficients of the Mel frequencies. Similar results are
obtained while using the SVM for classification, that is the RMS values of PSD
outperforms PSD and the MFCC values of the signal under test. This table also
gives the sample size used in ICA for signal un-mixing, showing improvement
in results with increase in sample size, also shown in Figure 10. This is due to
the reason that increase in sample size increases the quality of unmixed signals as
discussed above and hence improves the classification.
16
Figure 9: Power Spectral Density of different audio signals
17
Figure 10: MFCC of different audio signals
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It is important to note that the computation efficiency of our proposed scheme
is much less than that of MFCCs calculation as the extra operations required for
DCT computation and calculating log of Mel energies are not required in case of
PSD calculation from octave bands.
Table 4: Classification Results
Data Block Size Method SVM KNN
L=10000
PSD 92.57 97.9
RMS PSD 96.1 99.1
MFCC 88.2 97.4
L=7000
PSD 91 97.2
RMS PSD 94.9 98.3
MFCC 87.6 97
L=4000
PSD 90.3 96.7
RMS PSD 94.1 98
MFCC 87.0 96.7
L=1000
PSD 89.7 96.0
RMS PSD 93.3 97.1
MFCC 86.8 95.3
in this work, we developed a practically applicable technique of the AmDr
detection that can detect multiple AmDrs in the field. It is also important to men-
tion that we are the first to introduce the concept of blind separation in the field
of AmDr detection. In the proposed design it is important to separate the mixed
recorded signals with good quality results. As it is known that performance of the
ICA algorithms degrade while reducing lengths of the processing data blocks i.e.,
sufficient number of samples must exist in the processing data blocks. In case of
smaller data blocks performance of the classification algorithms also degrade due
to low quality separated signals.
6. Conclusion
Unmanned Air Vehicles are constantly being used by public for different pur-
poses, like picturizing different events to delivering light weight objects. these
vehicles can also be used for spying and other threatening activities, If not prop-
erly observed. Therefore, its timely detection is one of the important task for
public safety and security. In this research work we presented a new approach for
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sound based detection of AmDrs. The audio signals from different sources in the
area under observation were first unmixed, then passed through filters separating
the signal into different octave bands. The PSD and RMS values of PSD were
calculated. The PSD and RMS values of PSD were then fed to different machine
learning algorithms for classification into to drone and non-drone sounds. The
results were then compared with the MFCC based AmDr detection techniques
available in literature, however, it is important to note that here the MFFCs of the
unmixed signals were used, which is a departure from the MFFCs algorithm uti-
lization in drone detection, found in literature. The simulation results show that
our proposed algorithm outperformed the MFCC based classification algorithm
and showed 99.1% accuracy. It is also found that the accuracy of drone detection
increases with increase in the sample size for ICA. The proposed algorithm can be
easily be adopted in real life scenarios as the octave band filtering and PSD calcu-
lation require much less computation as compared to other techniques like image
based detection, video based detection and even MFCC based adio detection.
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