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Abstract
In this paper we present a survey on the application of recurrent neural
networks to the task of statistical language modeling. Although it has
been shown that these models obtain good performance on this task, often
superior to other state-of-the-art techniques, they suffer from some important
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of context words that can be taken into account in practice. Recent extensions
to recurrent neural network models have been developed in an attempt to
address these drawbacks. This paper gives an overview of the most important
extensions. Each technique is described and its performance on statistical
language modeling, as described in the existing literature, is discussed. Our
structured overview makes it possible to detect the most promising techniques
in the field of recurrent neural networks, applied to language modeling, but it
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1. Introduction
1.1. Statistical language modeling
Statistical language modeling (SLM) amounts to estimating the probabil-
ity distribution of various linguistic units, such as words, sentences, and whole
documents (Rosenfeld, 2000). Applications of statistical language modeling
include, but are not limited to, speech recognition (Jelinek, 1998; Schwenk,
2010), spelling correction (Ahmed et al., 2009), text generation (de Novais
et al., 2010), machine translation (Brown et al., 1993; Och, 2002; Kirchhoff
and Yang, 2005), syntactic (Huang et al., 2014) and semantic processing (De-
schacht et al., 2012), optical character recognition and handwriting recognition
(Vinciarelli et al., 2004).
A traditional task in SLM is to model the probability that a given word
appears next after a given sequence of words. From a purely linguistic point
of view this task is ill-defined, since the term ’word’ has no unique meaning
(Manning and Schuetze, 1999). In fact there are at least four nonequivalent,
definitions of this concept1. Nevertheless, the theoretical debate about the
term ’word’ has not worried machine learning researchers, who have developed
practical models to deal with language. N-gram models were among the
earliest techniques to model the probability of observing a given word after
some previous words (Bahl et al., 1983; Jelinek, 1998; Church, 1988). The N
in N-gram refers to the number of considered previous words plus the next
word in the sequence. N - 1 is the context length, that is the number of words
that the model takes into account to estimate the probability of the next
word. The estimations by N-gram models result from word co-occurrence
frequencies. Basically, the probability that a certain word appears next after
a given sequence of words is estimated as the number of times that the given
sequence augmented with the given word appears in the training data divided
by the number of times that the given sequence is present in the training
data (the training data is typically a large amount of plain text in this case).
In practice, the probability distributions are smoothed by assigning non-zero
probabilities to words that are not present in the training data. One reason
for smoothing is to compensate the very small fraction of all proper names
that are mentioned in any given training data set (Kneser and Ney, 1995;
Chelba et al., 2010; Moore, 2009).
1http://www.sussex.ac.uk/english/documents/essay---what-is-a-word.pdf
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Soon more advanced language models were developed, including models
based on decision trees (Potamianosa and Jelinek, 1998; Heeman, 1999) and
maximum entropy based techniques (Rosenfeld, 1994; Peters and Klakow,
1999; Wang et al., 2005). These models allowed the incorporation of various
features (e.g., part of speech tags, syntactic structure) into the language
models, rather than having to rely on the words alone. Then with the widely
cited work of Bengio et al. (2003), artificial neural networks found their way
into the domain of SLM. Bengio et al. (2003) applied a feedforward neural
network (FNN) to a training set consisting of a sequence of words, showing
how the neural model could simultaneously learn the probability that a certain
word appears next after a given sequence of words and at the same time learn
a real valued vector representation for every word in a predefined vocabulary.
Thus the FNN model learned an appropriate set of features while it was
learning how to predict the next word in a sentence. In contrast, the decision
tree and maximum entropy language models typically required the features
to be manually engineered before any model could be trained (Heeman, 1999;
Peters and Klakow, 1999).
It is this ability to infer a real valued vector for each word in a vocabulary
that has driven much of the recent interest in using neural networks for
language modeling. Recent research suggests that such vector representations
carry important linguistic information. That is, the vector representation is
not just a placeholder for the corresponding word, but the different components
encode useful pieces of meaning (Turian et al., 2010). For example, Collobert
et al. (2011) show that using a single set of vector representations, neural
networks perform well on several natural language processing tasks in the
absence of any other features. Mikolov et al. (2013a,b) show that the vector
representations are at least partially compositional, for example, given the
vector for King, if you subtract the vector for Man and add the vector for
Woman, you end up with a vector similar to that of Queen. Recent work by
Chen et al. (2013) demonstrates that the vector representations also capture
relations like synonymy, antonymy and regional spelling variations.
Stated in a more general way, neural networks have the capability to
project the vocabulary into hidden layers, so that semantically similar words
are clustered. This explains why neural networks can provide better estimates
for N-grams which have never been seen during training, offering an answer
to the problem of data sparseness (Bengio et al., 2003; Deoras et al., 2011;
Kombrink et al., 2011).
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1.2. Recurrent neural networks
The FNNs of Bengio et al. (2003) have an important drawback: only a
fixed number of previous words can be taken into account to predict the next
word. This limitation is inherent to the structure of FNNs, since they lack
any form of ’memory’: only the words that are presented via the fixed number
of input neurons can be used to predict the next word and all words that
were presented during earlier iterations are ’forgotten’, although these words
can be essential to determine the context and thus to determine a suitable
next word.
Ingenious solutions were proposed to introduce some memory in the FNN
architecture to overcome the limited context length. Noteworthy variants of
the original FNN are the Jordan (1986) and Elman (1990) networks where
extra neurons are incorporated that are connected to the hidden layer like
the other input neurons. These extra neurons are called context neurons and
hold the contents of one of the layers as it existed when the previous pattern
was trained. This model allows a sort of short term memory. Training can
still be done in the same way as for FNNs. Fig. 1 is a graphical example of a
Jordan network, showing the network output fed back into the context unit,
which in turn sends it to the hidden layer in the next iteration. In an Elman
network a context neuron is fed by a hidden layer.
The context length was extended to indefinite, one could even say infinite,
size by using a recurrent version of neural networks, conveniently called
recurrent neural networks (RNN), which can handle arbitrary context lengths.
Initial enthusiasm about RNN as statistical language modelers, mainly driven
by their abilities to learn vector representations for words (as in FNN) and to
handle arbitrarily long contexts, in addition to the fact that they are universal
approximators (Scha¨fer and Zimmerman, 2007), was quickly tempered by
their extremely slow learning and by the observation that the theoretical
incorporation of arbitrarily long context lengths does not manifest itself in
practice. Consequently, many variations on the original RNN have been
developed to cope with these limitations and, at the same time, to specialize
their structure towards SLM (Kombrink et al., 2011).
This survey presents the main RNN architectures that resulted from
the attempts to turn the original, theoretically well founded RNN with its
limited practical usefulness into more practically oriented structures, where
researchers were willing to exchange the theoretical soundness with heuristic
reasoning (at least to some degree), but without giving up the aforementioned
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Figure 1: Jordan neural network, taken from (Balkin, 1997)
strengths. Each RNN architecture is compared to the original structure, and
empirical evaluations, as done by researchers in the field, are presented.
2. Outline of the paper
Section 3 describes the most commonly used measures to evaluate sta-
tistical language models and outlines some important deficiencies of these
measures. In section 4 we give a general description of basic recurrent neural
networks, i.e. the RNNs as they were originally developed. The description is
general in the sense that it is independent of the intended task, although we
will restrict attention to supervised RNNs, since supervised machine learning
techniques are much more prevalent in SLM than their unsupervised counter-
parts. In section 5 we provide an in-depth account on the application of basic
RNN on the task of modeling the probability of observing a word after a given
sequence of words. It is shown how basic RNNs can be applied to perform
this task and how these models perform in comparison to other models. This
section ends with three main limitations of a basic RNN: long training times,
the need to choose a fixed number of hidden neurons in advance, and the
observation that in practical applications the context length that is taken
into account is small. Sections 6 to 8 discuss the most important methods
that have been developed to overcome these limitations. Although the paper
focuses on the training of recurrent neural networks in the context of language
modeling, section 9 describes some important approaches for decoding when
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using RNN based language models. In section 10 we discuss two extensions of
the basic RNN that came into existence to further increase the performance
of RNN. Finally, section 11 concludes the paper and provides some further
research directions.
3. Evaluation of language models
The most commonly used measures to evaluate language models are
perplexity (PPL) and, for speech recognition systems, word error rate (WER)
(Jelinek, 1998). The PPL measure is the inverse of the geometric average
probability assigned by the model to each word in a test data set, given some
sequence of previous words. The popularity of this measure for evaluating
language models is due to the fact that it allows an easy comparison between
different models. WER directly measures the quality of the speech recognition
system, by counting the number of mistakes between the output of the system
and the reference transcription which is provided by a human annotator.
As these measures are widely used, they will pop up frequently in the
evaluation of RNNs below. However, one should be aware that these measures
have been widely criticized. For example, numerous examples are known where
language models provide a large improvement in perplexity over some baseline
model, but with no or little improvement in the word error rate (Clarkson
and Robinson, 1998; Iyer et al., 1997; Martin et al., 1997). Furthermore,
comparisons between different models in terms of perplexity requires great care,
since the perplexity depends not only on the language model but also on the
training data and on the underlying vocabulary. Consequently, comparisons
are only meaningful when the same data and the same vocabulary are used,
a fact which is often overlooked. The WER, on the other hand, puts an
overemphasis on frequent, but uninformative words, and some techniques can
yield large WER improvements when applied to simple systems, while showing
no improvement at all for more complex systems. Comparison of relative
WER reductions when applying different techniques to different systems is
practically useless (Mikolov, 2012), again a crucial aspect that is all too often
not taken into account by researchers in the field.
These critiques have motivated researchers to develop new evaluation
measures. In (Clarkson and Robinson, 2001) the authors point out that the
calculation of perplexity is based solely on the probabilities of words contained
within the test text, thereby disregarding the probabilities of alternative words
which will be competing with the correct word within the decoder. They show
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that by considering the probabilities of the alternative words it is possible
to derive measures of language model quality which are better correlated
with word error rate than perplexity is. It is argued that optimizing language
model parameters with respect to these new measures leads to a significant
reduction in the word error rate. Another attempt to extend perplexity
to take more information into account is described in (Chen et al., 1998).
Unfortunately, these more advanced evaluation measures haven’t been picked
up by language modelers yet, despite the fact that these measures compensate
for some essential drawbacks of PPL and WER. While WER measures the
dissimilarity between a system’s output and the expected ground truth, the
BLEU (Bilingual Evaluation Understudy) metric measures the similarity
between a system’s output and the ground truth (Papineni et al., 2002). The
latter metric is widely used in machine translation. Another error metric is
TER (Translation Error Rate) that measures the number of edits required to
change a system’s output into the ground truth output (Snover et al., 2006).
4. General description of basic recurrent neural networks
Recurrent neural networks are trained via a sequence of training examples(
(x(1),y(1)), (x(2),y(2)), . . . , (x(m),y(m))
)
with x(t) ∈ RnI ,y(t) ∈ RnJ for
1 ≤ t ≤ m. The vectors x(t) are given as inputs to the network, while the
vectors y(t) denote the target output. A subscript will be used to refer to a
specific component of a vector, e.g. xi(t) refers to the ith component of x(t).
The network calculates output values o1(t), . . . , onJ (t) in several steps:
aj(t) =
nI∑
i=1
αji xi(t) +
nH∑
i=1
ρji hi(t− 1) j = 1, . . . , nH (1)
hj(t) = F (aj(t)) j = 1, . . . , nH (2)
bj(t) =
nH∑
i=1
βji hi(t) j = 1, . . . , nJ (3)
oj(t) = G(bj(t)) j = 1, . . . , nJ (4)
where αji, βji, ρji are parameters, also called weights, to be learned by the
system. It is customary to view such a network as consisting of neuron-like
units, called neurons, that receive inputs, perform some transformation, and
either send the result to other neurons or present the result as the output
of the network. Especially noteworthy are the so-called hidden neurons
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that receive the input vector x(t), calculate a linear combination of the
individual components, followed by a nonlinear transformation F and send
the result to the so-called output neurons that will calculate the output values
oj(t), j = 1, . . . , nJ . The functions F and G are (typically) nonlinear functions
to be determined by the user. The function F is often chosen as the sigmoid:
F (x) =
1
1 + e−x
(5)
or as the hyperbolic tangent:
F (x) =
ex − e−x
ex + e−x
To speed up computation time, the tangent hyperbolic can be approximated
by the hard tangent hyperbolic (Collobert et al., 2011):
F (x) = −1 if x < −1
= x if − 1 ≤ x ≤ 1
= 1 if x > 1
A popular choice for the output function G, especially in the context of
statistical language modeling, is the softmax function:
G(bj(t)) =
ebj(t)∑nJ
q=1 e
bq(t)
(6)
The number of hidden neurons nH is determined in advance by the user and
is fixed during training. Unfortunately, there does not exist any generally
accepted rule of thumb, let alone a general theory. In (Sheela and Deepa, 2013)
a review is presented on methods that heuristically determine the number of
hidden neurons for neural networks. Some simple heuristics are described in
(Panchal et al., 2011):
1. The number of hidden neurons should be between the number of input
components and the number of output components.
2. The number of hidden neurons should be 2/3 of the number of the input
components, plus the number of output components.
3. The number of hidden neurons should be less than twice the number of
the input components.
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(a) Recurrent neural network (b) Forward neural network
Figure 2: Recurrent versus feedforward neural network
For RNN in particular, the work described in (Gil et al., 2009) is interesting,
since a method is described that estimates an appropriate number of hidden
neurons for RNN that takes the recurrent structure of the network into
account.
A graphical representation of a basic RNN is given in Fig. 2a. This
figure shows that the hidden neurons receive input values from both the input
neurons and the hidden neurons. This is in contrast to feedforward neural
networks that only receive input values from the input neurons, as shown in
Fig. 2b.
5. Application of basic recurrent neural networks to statistical lan-
guage modeling
We focus our attention on the SLM task of modeling the probability
of observing a word after a given sequence of words. The reasons for this
restriction are 1. that this task is a basic one in the domain of SLM and
2. we think that a detailed account on the application of basic RNN to
one specific task will provide more insight into this model than providing a
shallow description on a range of tasks (space constraints prevent the detailed
description of basic RNN on all SLM tasks where they can be useful). For
convenience, we refer to this task as the basic SLM task.
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5.1. Corpora
Training data for SLM are usually taken from corpora, i.e. large and
structured sets of texts. Frequently used corpora are the Reuters corpus2
(containing Reuters News stories), the Wikicorpus3 (with large portions of
Wikipedia), the Brown corpus4 (consisting of 500 samples of English-language
text, distributed across 15 genres, totaling roughly one million words), The
Wall Street Journal (WSJ) corpus (distributed by LDC, that consists of
read speech with texts drawn from a machine-readable corpus of Wall Street
Journal news texts), and English Gigaword5 (containing over ten million
documents from seven news sources).
5.2. Vocabulary
The text documents contained in corpora need some preprocessing before
they can be used by neural networks. It is customary to construct a fictitious
vocabulary V containing all distinct words that are present in a considered
corpus (or part of a corpus), in an arbitrary but fixed order. This requires
the splitting of the corpus into individual words. One widely used tool to
perform this task is the Stanford Parser6. Depending on the application,
punctuation symbols may or may not be removed. To this vocabulary one
adds a placeholder word, often denoted as the word UNK (unknown word),
to represent all words that are seen in a test data set, after training, but that
are not contained in the vocabulary. It is convenient to give the placeholder
word UNK the label w1 and all the other words labels w2, . . . , wN . Thus we
have that V = (w1, . . . , wN).
Each word in the vocabulary is then represented as a vector with N
components via the following function τ :
τ(w1) = (1, 0, 0, . . . , 0)
τ(w2) = (0, 1, 0, . . . , 0)
. . .
τ(wN) = (0, 0, . . . , 0, 1)
2http://about.reuters.com/researchandstandards/corpus/
3http://www.lsi.upc.edu/~nlp/wikicorpus/
4http://icame.uib.no/brown/bcm.html
5http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC2011T07
6http://nlp.stanford.edu/software/lex-parser.shtml
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This function implements the so-called 1-of-N coding which provides a suitable
representation of words that can be processed by a neural network. It is
clear that τ is invertible, which allows us to designate a 1-of-N coding vector
with the corresponding word, for convenience. Thus we feel free to use such
expressions as ‘a word is given as input to the network’ as shorthand for ‘a
1-of-N coding vector of a word is given as input to the network’.
The corpus itself can, after tokenization and defining the vocabulary, be
represented as a sequence of vectors, by replacing each word in the text
by its corresponding 1-of-N coding vector. We denote this sequence as
D = (ω1, . . . ,ωn), where n is the number of words in the corpus.
5.3. Training data set
For the described task the training examples are all pairs (ωi,ωi+1), i =
1, . . . , n− 1. The vector ωi, corresponding to the ith word in the considered
corpus, is given as input, while ωi+1 serves as target output. Providing the
network with training examples of this form and choosing the output function
as the softmax function (6) ensures that the network will learn the task of
modeling the probability of a given word as the next word after a given
sequence of previous words. Although the input of each training example
contains only one word, the recurrent structure of the network implies that the
network does not only use the previous word, but also incorporates some other
contextual information, to construct the required probability distributions.
This will be made clear below.
As the training examples are presented to the network in a definite order,
we can denote the training data set as T = ((x(1),y(1)), . . . , (x(|T |),y(|T |))),
with |T | denoting the number of training instances in T . Notice that we
denote the ith training example by (x(i),y(i)) and not by (ωi,ωi+1), since it
is not required that words are presented to the network in the same order as
they appear in the corpus. We come back to this point in the next section.
If all instances belonging to T have been presented to the network and
the weights have not yet converged to final values, we continue training by
presenting (x(1),y(1)) again to the network, followed by (x(2),y(2)), and so
on. The term epoch is used to denote the presentation of all examples in T
once to the network.
Training is stopped when a certain stopping criterion is met. For example,
training can be stopped when the decrease in training error is smaller than
a certain threshold. A subset of the training data called validation set is
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usually reserved for validating the model by measuring the training error on
this data.
5.4. Batch
The parameters of a neural network are updated each time a certain, not
necessarily constant, number of training instances have been presented to the
network. We refer with the term batch to the presentation of such a number
of training instances. Thus each time a batch has been processed, the network
parameters are updated. This implies that the training data set T can be
considered as consisting of batches B(1), . . . , B(L), i.e. T = (B(1), . . . , B(L))
where the ith batch B(i) is of the form(
(x(j),y(j)), (x(j + 1),y(j + 1)), . . . , (x(|B(i)|+ j − 1),y(|B(i)|+ j − 1))
)
and where |B(i)| denotes the number of training instances in B(i). A batch
can be as small as one training instance or as large as the training data itself.
Although a batch can contain arbitrarily selected training examples from T ,
an obvious choice is to let a batch consist of training instances corresponding
to a fixed number of consecutive sentences in the given text. This is referred
to as the consecutive scheme. If the batches B(1), B(2), . . . B(L) are also in
the same order as the sentences in the text, then this is referred to as the
genuine consecutive scheme. Alternatively, batches can consist of training
examples coming from randomly selected sentences in the given text. This is
referred to as the random scheme. Some researchers claim that randomizing
the order of the sentences results in faster training (Bengio et al., 2003;
Mikolov, 2011). Note that only in the genuine consecutive scheme it is true
that (x(i),y(i)) = (ωi,ωi+1).
It is convenient to extend the notation for a training instance to incorporate
the batch to which it belongs. Thus we will use the notation (x(k, t),y(k, t))
to refer to the tth training instance of the kth batch.
5.5. Description of basic recurrent neural networks applied to the basic SLM
task
Given that a training example is of the form (ωi,ωi+1), see section 5.3,
with ωi and ωi+1 1-of-N coding vectors of words from the vocabulary, we have
that nI = N = |V | and nJ = N = |V |, where nI and nJ denote the number
of input and output components of an RNN (see section 4). Since we use the
notation (x(k, t),y(k, t)) to denote an arbitrary training example, see section
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5.4, the description of an RNN (1)-(4) takes the following form when applied
to the basic SLM task:
aj(k, t) =
|V |∑
i=1
αji(k)xi(k, t) +
nH∑
i=1
ρji(k)hi(k, t− 1) j = 1, . . . , nH (7)
hj(k, t) = F (aj(k, t)) j = 1, . . . , nH (8)
bj(k, t) =
nH∑
i=1
βji(k)hi(k, t) j = 1, . . . , |V | (9)
oj(k, t) = G(bj(k, t)) j = 1, . . . , |V | (10)
5.6. Parameters
The parameters to be learned are αji, j = 1, . . . nH , i = 1, . . . , |V |, ρji, j =
1, . . . , nH , i = 1, . . . , nH and βji, j = 1, . . . , |V |, i = 1, . . . , nH . These parame-
ter values are typically randomly initialized. A common choice is the Gaussian
distribution. For example, in (Mikolov, 2012) a normal distribution with
mean 0 and variance 0.1 is used. Another distribution that is sometimes
chosen to initialize the parameter values is the uniform distribution over some
interval [−δ, δ], δ > 0 (Rojas, 1996). More sophisticated initialization methods
can be found in, for example, (Ferna´ndez-Redondo and Herna´ndez-Espinosa,
2000) and (Marichal et al., 2007). A lot of practical ’tricks’ in applying
back-propagation learning can be found in (Lecun, 1998). As outlined above,
the parameter values are updated every time a batch has been processed.
The number of hidden units nH must be chosen by the user, as discussed
in section 4.
5.7. Initial value for hi(k, 0)
It is customary to define hi(1, 0) = 0 for all i = 1, . . . , nH . For any other
batch B(k), k > 1, the initial values depend on the scheme that is used.
First, if the genuine consecutive scheme is used it is natural to define
hi(k, 0) = hi(k − 1, |B(k − 1)|), since in this case the order in which words
are presented to the network equals the order in which they appear in the
given text. Loosely speaking, in this scheme all words from the given text are
supplied to the system, one by one, in the order in which they appear in the
given text, and by defining hi(k, 0) = hi(k − 1, |B(k − 1)|), the network will
calculate the output based on the given word and all previous words in the
text.
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Second, if the consecutive scheme is used, sentences contained in a batch
correspond to consecutive sentences in the text, but the last sentence of a
certain batch and the first sentence of the next batch are not consecutive. Thus
when a new batch is started, its context cannot be considered as contained in
the previous batches. In this case it is natural to define hi(k, 0) = 0. This
implies that when a word is given as input to the network, only the previous
words contained in the same batch are taken as context into account.
Third, if the random scheme is used, we also define hi(k, 0) = 0. In this
case, it is even natural that when a training example (x(k, t),y(k, t)) is given
to the network for which x(k, t) corresponds to the first word of a sentence in
the text, to define hi(k, t− 1) = 0 for all i.
A natural question is why one would choose the consecutive scheme or
random scheme, given the fact that in these schemes the context that is taken
into account is limited, and does not go all the way back to the first word of
the text as in the genuine consecutive scheme? An important reason is that
by defining hi(k, 0) = hi(k − 1, |B(k − 1)|) rounding errors are carried over
batches and get accumulated. The same applies to other types of errors, for
example, errors in the tool that is used to split the given text into individual
words. Furthermore, the fact that in the genuine consecutive scheme all
previous words are taken into account in calculating the output should not be
interpreted as saying that all previous words are given as input. Rather, one
word is given as input and there is only an influence of all previous words.
Thus the context size that is effectively taken into account in the genuine
consecutive scheme does not necessarily exceed the context size in the other
two schemes in a significant way. We continue this discussion in the following
section. For convenience, we assume the genuine consecutive scheme in the
remainder of this section, since in this scheme the words are presented to the
network in the order in which they appear in the corpus, which is intuitively
appealing.
5.8. Interpretation of the produced output
Using the softmax (6) as output function ensures that the outputs o1(k, t),
. . . , o|V |(k, t) can be interpreted as the probabilities that each of the words in
the vocabulary V appears next after a certain sequence of previous words.
However, since the input to an RNN is limited to one word and since the
recurrent term hi(k, t−1) in equation (7) only ensures that nonlinear transfor-
mations of previous words are cycled through the network, we can informally
state that the context that is taken into account is something between the
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previous word and all previous words. More formally, when a trained network
has been presented a sequence of words (τ(wj1), . . . , τ(wjm−1)), with wji ∈ V ,
and it is now given the word τ(wjm), the produced output is not to be in-
terpreted as P (Wjm+1 = w1 |wj1 . . . , wjm), . . . , P (Wj+1 = w|V | |wj1 , . . . , wjm),
where Wj+1 represents the word to appear next after the given sequence as
a random variable. Rather, there exist functions f1, . . . , f|V | such that the
outputs can be interpreted as
P
(
Wj+1 = wi | fi(wj1 , . . . , wjm−1), wjm
)
, i = 1, . . . , |V |
5.9. Training error and validation error
The error function that is widely used on the basic SLM task is cross-
entropy (Frinken et al., 2012). For a given training example (x(k, t),y(k, t)),
this criterion defines the error between the target output y(k, t) and the
produced output (o1(k, t), . . . , o|V |(k, t)) as:
E(k, t) = −
|V |∑
p=1
ln op(k, t) yp(k, t) (11)
Since y(k, t) is the 1-of-N coding vector of a certain word in V , only the
component corresponding to the word w ∈ V for which τ(w) = y(k, t) is one,
and all other components are zero. Thus we can write E(k, t) also as
E(k, t) = −
|V |∑
p=1
ln op(k, t) ∆p(k, t) (12)
where
∆p(k, t) = 1 if yp(k, t) = 1 (13)
= 0 otherwise (14)
The error associated with a batch B(k) is then defined as E(k) =
∑
tE(k, t)
and the error associated with an epoch is analogously defined as E =
∑
k E(k).
When referring to ’error’ or ’training error’ further in this paper, we specifically
mean the error associated with a batch, i.e. E(k), since it is after having
processed the training examples in a batch that the parameter values are
updated. After having processed a batch we typically want to know the
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current error in training the system and naturally we then take E(k) to mean
this current error.
If we have a validation data set, we can evaluate the generalization ca-
pability of the network at any appropriate moment during training. The
validation error is typically calculated after some batch B(k) has been pro-
cessed, by giving all examples from V to the network, and then by calculating
the associated error Ev(k) made by the network in the same way as E(k) is
calculated:
Ev(k) = −
Mv∑
p=1
|V |∑
j=1
ln oj(k, p) ∆j(k, p) (15)
where Ev(k) thus denotes the validation error and where it is implicitly
understood that the network is applied on the examples in V with parameter
values αji(k), βji(k) and ρji(k). The importance of the validation error is that
it can be considered as an approximation for the generalization error.
5.10. Updating the parameters
Many methods have been developed to update the parameters in such a
way that the training error is minimized. Update rules that are extensions of
gradient descent can be considered as the most basic. In gradient descent a
parameter p is updated as
p(k + 1) = p(k)− λ ∂E(k)
∂p(k)
(16)
where p(k+ 1) is the value of parameter p that will be used by the network to
process training examples from batch B(k + 1), and where p refers to either
αji or βji or ρji. The parameter 0 < λ < 1 is called the learning rate and can
be chosen as, for example, 0.1 (Mikolov, 2012). The gradients ∂E(k)/∂p(k)
are derived in Appendix A.
Although the update rule above is often used in RNN and other types of
neural networks, it is well known that a fixed learning rate tends to make the
learning process inefficient (Polak, 1997). Too low of a learning rate makes
the network learn very slowly, while too high of a learning rate makes the
weights and objective function diverge, implying that there is no learning
at all. This can be solved by adapting the learning rate during training, for
example by reducing λ as 1/t (Seung, 2002).
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Alternatively, the learning rate is kept fixed, but the update rule (16)
is extended with the inclusion of a momentum term µ ∈ [0, 1], such that a
parameter p is updated as
p(k + 1) = p(k) + µ
(
p(k)− p(k − 1)
)
− λ∂E(k)
∂p(k)
It has been found that such a momentum term increases the rate of convergence
dramatically (Rumelhart, 1986). Typical choices for λ and µ in the above
update rule are λ = 0.1, µ = 0.9 (Matignon, 2005).
Many other advanced update rules have been developed. As an illustration,
ALAP1 (Almeida et al., 1998) updates a parameter as
p(k + 1) = p(k)− λ(k) ∂E(k)
∂p(k)
with variable learning rate λ(k). After all parameters have been updated, the
learning rate is updated via the rule
λ(k + 1) = λ(k) + γ < ∇E(k),∇E(k − 1) >
where < ., . > denotes the inner product and γ denotes a positive constant,
e.g. γ = 0.1.
In all the update rules above, the derivative ∂E(k)
∂p(k)
is needed. This derivative
with respect to αji(k) requires one to calculate δ
h
j (k, t) =
∂E(k,t)
∂aj(k,t)
, which in
turn requires one to calculate δhp (k, t + 1) =
∂E(k,t+1)
∂ap(k,t+1)
, p = 1, . . . , nH (see
equations A.9 and A.3 in Appendix A). Consequently, parameters can only
be updated after all subsequent training examples from the current batch are
processed by the system.
More concretely, parameters are updated in two passes, a forward pass
and a backward pass. In the forward pass, the values aj(k, t), hj(k, t), bj(k, t)
and oj(k, t) are calculated according to (7)-(10) and this over the training
examples (x(k, t),y(k, t)), t = 1, . . . , |B(k)|. This provides all necessary values
to calculate δhj (k, t), as defined in (A.3), recursively, starting from δ
h
j (k, |B(k)|),
then calculating δhj (k, |B(k)| − 1), and so on, up to δhj (k, 1). Each value
δhj (k, t) uses the values δ
h
j (k, t + 1), j = 1, . . . , nH , which is why this pass
is performed backwards. Notice that to calculate δhj (k, |B(k)|) we need to
define δhj (k, |B(k)|+ 1). These values are typically defined as zero. The values
δhj (k, t) are then used to update ρji(k) and αji(k), which follow from equations
(A.8) and (A.9) in Appendix A. Equation (A.7) shows that to update βji(k)
only a forward pass is needed.
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5.11. Stopping criterion
Training is stopped when a certain stopping criterion is met. For example,
training can be stopped when the decrease in training error is smaller than a
certain threshold. This condition can be made more severe by requiring that
the training error is smaller than a certain threshold for some predetermined
number S of consecutive batches. However, to avoid overfitting it is necessary
to incorporate the validation error into the stopping criterion. Training is then
typically stopped whenever the validation error appears to start increasing,
for example if the validation error is larger than the previous validation error.
The rationale is that at the start of the training, the network is not yet
adapted to the intended task, which will result in large errors on T and V.
These errors will decrease as the network is trained. While the training error
keeps decreasing, the validation error will start to increase after some learning
period, when overfitting occurs.
In (Prechelt, 1997) it is rightly pointed out that the validation error does
not necessarily show a smooth decrease-increase behavior. The fact that
the validation error may show a jagged pattern can be accounted for by
continuing training until the training error meets some stopping criterion, but
to select as optimal parameter values those values for which the corresponding
validation error is the smallest among all calculated validation errors. One
implementation of this strategy is to define a threshold  and to stop training
when E(k)/E(k − 1) < . The optimal parameter values are then taken
as the parameter values corresponding to the batch κ for which it holds
that κ = arg mink E
v(k), where k runs over all batches that were processed
during the training process. This strategy requires one to keep in memory all
parameter values that were calculated during training.
5.12. Detailed training algorithm in pseudocode
We provide a training algorithm for the basic recurrent neural network
described above applied to the basic SLM task. To be concrete, we choose
as update rule gradient descent with momentum (17) and initialize the
parameter values according to the normal distribution with mean 0 and
variance 0.1. Furthermore, the batches are assumed to be arranged according
to the consecutive scheme (see section 5.4; if another scheme is used, section
5.7 should be taken into account).
This is not to say that this is the best training algorithm. More advanced
training algorithms could result in better optima (although often at the cost
of increased training time), but the algorithm below is advanced enough to be
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useful in practice, and at the same time it is basic enough to provide insight
into the implementation of a host of more advanced extensions on it.
Algorithm 1.
1. Decide on the following:
• A corpus (see section 5.1).
• The value for nH , i.e. the number of hidden neurons.
• The values for λ and µ in equation (17).
• A value  > 0 that is used as threshold on the training error to
stop training.
• A value for S ∈ N that indicates the number of consecutive times
that the training error should be below the threshold before training
is stopped. We can choose S = 1, but because in practice the
training error will show a jagged behavior, it is advised to consider
a larger S.
• The number of consecutive sentences contained in a batch.
2. Preprocess the data set. Split the text into words (w1, . . . , wN ), construct
the vocabulary V , and convert the words wi to the corresponding 1-of-N
coding ωi = τ(wi), as outlined in section 5.2.
3. Split the data into training data and validation data, and divide the
training data into batches, as outlined in sections 5.3 and 5.4.
4. Initialize the parameter values. Define αji(1), βji(1) and ρji(1) as ran-
dom values from the normal distribution with mean 0 and variance
0.1. Using gradient descent with momentum, we also need to ini-
tialize the parameters for the second batch. It is common to initial-
ize them to be equal to the parameter values for the first batch, i.e.
αji(2) = αji(1), βji(2) = βji(1) and ρji(2) = ρji(1).
5. Initialize k = 1, where k is the index that keeps track of the batches and
initialize s = 0 which will be used to keep track of the current number
of consecutive times that the training error is below the threshold.
6. If no batch has been selected before or if the previously selected batch
was the last batch from the training data set, define B(k) as the first
batch from the training data set. Otherwise, define B(k) as the next
batch from the training data set. Initialize
hi(k, 0) = 0 i = 1, . . . , nH
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δhi (k, |B(k)|+ 1) = 0 i = 1, . . . , nH
t = 1
7. Consider training example (x(k, t),y(k, t)) from B(k). Do the following
calculations:
aj(k, t) =
|V |∑
i=1
αji(k) ∆i(k, t) +
nH∑
i=1
ρji(k)hi(k, t− 1), j = 1, . . . , nH
hj(k, t) = F (aj(k, t)), j = 1, . . . , nH
bj(k, t) =
nH∑
i=1
βji(k)hi(k, t), j = 1, . . . , |V |
oj(k, t) = G(bj(k, t)), j = 1, . . . , |V |
δoj (k, t) = oj(k, t)−∆j(k, t), j = 1, . . . , |V |
E(k, t) = −
|V |∑
j=1
ln oj(k, t) ∆j(k, t)
8. Keep in memory the following values:
hj(k, t), j = 1, . . . , nH
oj(k, t), j = 1, . . . , |V |
δoj (k, t), j = 1, . . . , |V |
E(k, t)
9. If t = |B(k)|, go to the next step. Otherwise, increase t by 1 and go to
step 7.
10. Calculate the training error corresponding to the current batch B(k):
E(k) =
|B(k)|∑
t=1
E(k, t) (17)
11. Keep in memory the following values:
αji(k) j = 1, . . . , nH , i = 1, . . . , |V |
ρji(k) j = 1, . . . , |V |, i = 1, . . . , nH
βji(k) j = 1, . . . , |V |, i = 1, . . . , nH
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12. Calculate the error on the validation set, Ev(k), as given by equation
(15). Keep this value in memory.
13. Check whether E(k)/E(k − 1) < . If so, increase s by 1. If not, set
s = 0.
14. If s = S, stop training. Find the minimum validation error Ev(k).
Return the corresponding parameter values αji(k), βji(k) and ρji(k) as
optimal parameter values.
If s < S go to the next step.
15. Perform the following calculations:
δhj (k, t) = hj(k, t)(1− hj(k, t))
[ |V |∑
p=1
δop(k, t) βpj(k) +
nH∑
p=1
δhp (k, t+ 1) ρpj(k)
]
for j = 1, . . . , nH . Keep the values δ
h
j (k, t) in memory.
16. Reduce t by 1.
17. If t = 0 go to the next step. Otherwise, go to step 15.
18. If k > 2, calculate ∂E(k)/βji(k), ∂E(k)/ρji(k) and ∂E(k)/αji(k), as
given by equations (A.7)-(A.9).
19. If k > 2 update the parameter values as
βji(k + 1) = βji(k) + µ
(
βji(k)− βji(k − 1)
)
− λ ∂E(k)
∂βji(k)
,
j = 1, . . . , |V |, i = 1, . . . , nH
ρji(k + 1) = ρji(k) + µ
(
ρji(k)− ρji(k − 1)
)
− λ ∂E(k)
∂ρji(k)
,
j = 1, . . . , nH , i = 1, . . . , nH
αji(k + 1) = αji(k) + µ
(
αji(k)− αji(k − 1)
)
− λ ∂E(k)
∂αji(k)
,
j = 1, . . . , nH , i = 1, . . . , |V |
Otherwise define
βji(k + 1) = βji(k)
ρji(k + 1) = ρji(k)
αji(k + 1) = αji(k)
20. Go to step 6.
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5.13. Empirical evaluation
In (Mikolov, 2010) several configurations of the basic recurrent neural
network (e.g. different numbers of hidden neurons) are trained to perform
several speech recognition tasks. Training data was derived from the NYT
section of English Gigaword. Several baseline models were considered, but only
the modified Kneser-Ney smoothed 5-gram model (Kneser and Ney, 1995),
hereafter KN5 for short, is compared to the basic RNN. The other baseline
models are compared to more advanced RNNs, which we consider below. PPL
and WER were used to evaluate the performance. It was found that the basic
RNN outperforms the KN5 model in terms of these measures. The values
of the evaluation measures for the worst performing RNN (containing the
smallest amount of hidden neurons, namely 60) were PPL = 229 and WER
= 13.2, while the KN5 model had values PPL = 221, WER = 13.5. The
best configuration (with the largest amount of hidden neurons, namely 400)
significantly outperformed the KN5 model: PPL = 171, WER = 12.5.
In (Mikolov, 2012; Mikolov et al., 2011) an extensive experiment was
performed on the Penn Treebank portion of the WSJ corpus. RNN were
compared to several N-gram models and to more advanced models, namely the
maximum entropy model (Rosenfeld, 1994), the random clusterings language
model (LM) (Emami and Jelinek, 2005), the random forest LM (Xu, 2005),
the structured LM developed by Filimonov (Filimonov and Harper, 2009),
and the within and across sentence boundary LM (Momtazi et al., 2010). The
authors observed that the basic RNN had a lower perplexity than all other
models, except for the within and across sentence boundary LM which had a
perplexity of 116.6, while the basic RNN had a perplexity of 124.7.
An experimental evaluation in the domain of machine translation was
performed in (Le et al., 2012). It was observed that a FNN with context
length 10 performed slightly better in terms of PPL than a RNN on a large-
scale English to French translation task. Performance in terms of BLEU was
identical for both network architectures.
5.14. Limitations
The basic RNN has some important drawbacks:
• Training time. Training a RNN is known to be very slow. For example,
the RNNs used in the experiments described in (Mikolov, 2010) took
several weeks of training, although the authors considered only about
17% of the NYT section of English Gigaword for training. From (7)-(10)
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it follows that the total training time is proportional to 2× P × nH ×
(nH + |V |) given a complexity of order P × nH × (nH + |V |), where P
denotes the number of epochs needed to reach convergence. Usually it
takes about 10 to 50 training epochs to achieve convergence (Mikolov,
2011), although cases have been reported where even thousands of
epochs were needed (Xu and Rudnicky, 2000). In addition the size of
the vocabulary |V |) which for many language and speech applications
is usually very large, plays a crucial role in the real complexity of the
training.
• Fixed number of hidden neurons. The number of hidden neurons nH has
to be fixed in advance. However, in practice the user has no clue as how
to choose an appropriate number of hidden neurons, since there does
not exist a generally accepted method that determines this number. A
lot of rules of thumb are available (see section 5.6), but these rules can
give very different values for nH .
• Small context size in practice. Although in theory the context size
that can be taken into account is unlimited (if the genuine consecutive
scheme is used, the history of words that is taken into account equals all
previous words relative to the current word), the range of context that
is actually accessed is quite limited. This observation is often referred
to as the vanishing gradient problem (Hochreiter et al., 2001).
5.15. Recurrent versus feedforward neural networks
In this final section on the application of (basic) recurrent neural networks
to statistical language modeling we provide a short overview of the main
differences between FNN and RNN:
• When using a FNN, one is restricted to use a fixed context size that
has to be determined in advance. RNNs use in principle the whole
context, although practical applications indicate that the context size
that is effectively used is rather limited (see section 5.14). However,
RNNs have at least the advantage that one has not to decide on the
context size, a parameter for which a suitable value is very difficult to
determine.
• Comparisons between RNNs and FNNs in applications on statistical
language modeling typically favor RNNs, as will become clear in later
sections.
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• FNNs have the advantage that the output can be easily interpreted. The
output associated with the ith output neuron can simply be interpreted
as P (Wj+1 = wi |wj1 , . . . , wjm), where Wj+1 represents the next word
after a given sequence of words wj1 , . . . , wjm , represented as a random
variable. Such an intuitive interpretation does not hold for RNNs, as
we outlined in section 5.8.
• Because RNNs are dynamical systems, some issues can be encountered
that cannot arise in FNNs. For example, it may happen that the
influence of a given input on the network output blows up exponentially
as subsequent training examples are presented (Hochreiter et al., 2001),
a highly undesired artefact.
6. Methods to reduce training time
6.1. Limiting the size of the vocabulary
6.1.1. Description
As the training time is proportional to P × nH × (nH + |V |), see section
5.14, one obvious way to reduce the training time is to restrict the size of
the vocabulary. This can be done by leaving out the least frequent words,
where the frequency of a word wi simply refers to the number of times that
wi appears in the considered corpus divided by the total number of words in
the corpus. Leaving a word out of consideration simply means replacing it by
the placeholder word UNK (see section 5.2). A compromise has to be made
between developing an as accurate system as possible, thereby choosing |V |
very large, and reducing the training time as much as possible, i.e. choosing
|V | small. A typical choice for |V | is between 50 000 and 300 000 (Mikolov,
2012), although in (Collobert and Weston, 2008) V = 30 000 was chosen.
6.1.2. Empirical evaluation
Limiting the vocabulary size |V | can provide very significant speedups,
but at a noticeable cost of accuracy. Schwenk (Schwenk and Gauvain, 2005)
used a vocabulary size of 2000, but at the cost of a significant performance
degradation as was later shown in (Le et al., 2011b).
Unfortunately, the influence of the vocabulary size on the performance
of RNNs seems to be an as yet untouched research topic. One notewor-
thy publication is (Le et al., 2011a), where the authors compared different
configurations of a feedforward SOUL network (see section 6.3) to several
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FNN configurations with |V | = 12 000. The SOUL network used a much
larger vocabulary of about 300 000 entries. The FNN and SOUL network
configurations were obtained by varying context lengths (4 and 6) and by
interpolating these models with a 4-gram LM. Experiments were performed
on the Arabic GALE7 transcription task, i.e. a speech-to-text task on Arabic
data, on three evaluation sets. In terms of PPL the SOUL networks consis-
tently outperformed the FNNs with the same context length on all the test
sets. Relative improvements of about 10% for stand-alone SOUL networks
and 7% for interpolated models are observed for context length 4 on different
test sets. For context length 6, the gains were even larger, about 15% and
12% in stand-alone and interpolated scenarios respectively. These results
carried over to speech recognition experiments. Of course, these results apply
to feedforward neural networks and thus cannot necessarily be extrapolated
to their recurrent counterpart. It has also to be noticed that a vocabulary
size of 12 000 is small in comparison to the sizes that are more often used in
practice, as outlined in section 6.1.
6.2. Hierarchical probabilistic networks
6.2.1. Description
Another way to reduce the computational complexity in terms of |V |
was proposed by Morin and Bengio by the introduction of hierarchical
probabilistic networks (Morin and Bengio, 2005), where words from the
vocabulary are grouped into classes. The basic idea is that if words are
grouped into classes, the probability P (Wj+1 = w |w1, . . . , wm) as learned
by the network (see section 5.8), can be replaced by a probability of the
form P (Wj+1 = w |C = c(w), w1, . . . , wm)P (C = c(w) |w1, . . . , wm), where
C denotes the class to which the next word belongs as a random variable,
and where c is a mapping from the vocabulary to the set of classes, map-
ping each word to the class to which it belongs. The resulting decrease in
computational complexity is easily seen: suppose that V contains 100 000
words, and that these words are divided over 100 classes each containing
100 words. Instead of calculating 100 000 conditional probabilities, it now
suffices to calculate 200 conditional probabilities, i.e. 100 probabilities of
the form P (Wj+1 = w |C = c(w), s1, . . . , sm) and 100 probabilities of the
form P (C = c(w) | s1, . . . , sm). In (Morin and Bengio, 2005) the classes are
7http://projects.ldc.upenn.edu/gale/
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Figure 3: Hierarchical recurrent neural network
constructed by combining empirical statistics with prior knowledge from the
WordNet resource (Fellbaum, 1998).
Although in Morin and Bengio (2005) this technique was applied to
feedforward neural networks, the technique can be equally well applied to
RNN. Indeed, Mikolov applied it to RNN (Mikolov et al., 2011), but his
approach to construct the classes was much simpler. Assignment to classes
is done before the training starts, and is based on the relative frequency of
the words (known as frequency binning). Huang et al. (2013) also apply
frequency binning but introduce a two-level hierarchy of classes, such that
words are binned into classes by word frequency, and then classes are binned
into superclasses by class frequency.
Shi et al. (2013) also used classes in an RNN architecture, but the con-
struction of classes was more advanced. Instead of grouping words purely
in terms of their frequency, they applied the Brown clustering algorithm, a
data-driven hierarchical word clustering algorithm (Brown et al., 1992). This
clustering technique receives as input a text, i.e. a sequence of words, and
produces as output a binary tree, the leaves of which are words.
A simple illustration of a hierarchical RNN is given in Fig. 3. For
illustration purposes only one output neuron is included, although in practice
there will be many output neurons. What is important is that the output
neuron does not represent one particular word, as in the basic RNN, but a
class of (semantically related) words.
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6.2.2. Empirical evaluation
In (Morin and Bengio, 2005) experiments were performed on the Brown
corpus, with |V | = 10 000. It was observed that using classes reduced training
time with a factor of about 250 (as noted in the previous section, the method
of classes was applied to feedforward neural networks in this study). However,
the perplexity of the network increased from 195.3 for the original network to
220.7 when classes were used. The network with classes still outperformed
the baseline trigram model which had a perplexity of 268.7.
RNNs with classes were evaluated by Mikolov in (Mikolov, 2012) on a
speech recognition task with Wall Street Journal training data. Mikolov used
400 classes, a hidden layer size up to 800 units and a vocabulary size of 20 000.
In terms of WER, the RNN outperformed the benchmark models that were
used, namely KN5, the discriminative LM developed by Xu, Karakos and
Khudanpur (Xu et al., 2009), and the joint LM by Filimonov (Filimonov and
Harper, 2009).
RNNs with a two-level class hierarchy were evaluated by Huang et al.
(2013) on a speech recognition task on a Microsoft dataset of dictated short
messages. Huang used 1200-1600 classes, 40 superclasses and 25-200 hidden
units. The two-level class-based RNN achieved WER equal to or better than
a regular RNN and trained in roughly half the time.
Shi et al. (2013) used Wall Street Journal training data to compare the
RNN with frequency based classes (RNN-F hereafter), as applied by Mikolov,
to the RNN with classes constructed using the Brown clustering algorithm
(RNN-B hereafter). It was observed that RNN-B trained over 13 epochs
obtained the same perplexity as RNN-F trained over 24 epochs. Another
experiment involved a speech recognition task, again using Wall Street Journal
training data, showing that perplexity of RNN-B reduced the perplexity by
approximately 5%, compared to RNN-F. The last experiment, a speech
recognition task with the Switchboard-I training set8, demonstrated that the
perplexity of RNN-B with 9 epochs competes with that of RNN-F trained for
16 epochs.
8http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC97S62
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6.3. SOUL network
6.3.1. Description
Recently, Le extended the hierarchical probabilistic network model by
structuring the vocabulary according to a clustering tree (Le et al., 2011b), as
illustrated in Fig. 4. Classes can now belong to different levels of a hierarchy,
such that a certain class is a member of another class. This structure
is represented as a tree of depth U , where each word of the vocabulary
corresponds to a leaf node, and where there is a unique path from the root
node to each leaf node. This means that for a word w ∈ V there is a sequence
of classes x0, . . . , xU that represents this word. The class x0 denotes the root
node, while the class xU denotes the leaf node corresponding to w, i.e. xU ,
as a leaf node, is a class containing only one word, namely the word w. A
probability of the form P (Wj+1 = w |w1, . . . , wm) is now replaced by
P (x0, . . . , xU |w1, . . . , wm) = P (x0 |w1, . . . , wm) ΠUu=1P (xu |w1, . . . , wm,
x0, . . . , xu−1)
Each class conditional probability of the form P (xu |w1, . . . , wm, x0, . . . , xu−1)
is estimated using a softmax layer in the neural network.
Although Le originally developed this structure for feedforward neural
networks, in (Le, 2013) he introduced an extension of the SOUL model
that approximates the recurrent architecture with a limited history. As it
turns out that the training scheme for the SOUL network cannot be directly
applied to RNN, Le restricted the recurrence to a dozen or so previous words,
which results in an N-gram version of RNN. The SOUL training scheme
is then adopted for this new kind of model. After training is finished, the
parameter values of this N-gram version of RNN are plugged into a truly
recurrent architecture. This true RNN is then trained for several epochs until
convergence.
6.3.2. Empirical evaluation
The SOUL network has been evaluated in several studies on speech recog-
nition and machine translation. The findings of these studies are summarized
in (Le, 2013).
We first discuss the results for SOUL feedforward neural networks. The
speech recognition task involved Mandarin and Arabic data. For the Mandarin
data task, the vocabulary consisted of 56 052 words. Perplexity and character
error rate (CER) were used as evaluation measures. Results were compared
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Figure 4: SOUL network, taken from (Le et al., 2011b)
to a 4-gram language model and to FNNs interpolated with a N-gram model.
The SOUL network, also interpolated with an N-gram model, gained a relative
improvement of 23% in perplexity and 7 to 9% in CER compared to the
4-gram language model. It also outperformed the FNN; for example, the
perplexity of their best configuration of the SOUL model was 162, while
the lowest perplexity attained by a FNN was 172. On the Arabic data, for
which a vocabulary of about 300 000 words was constructed, perplexity on
all test sets was lower for the SOUL network than for the 4-gram and FNN
models. The results were comparable to those for the Mandarin data and
were confirmed in terms of WER.
For the machine translation task the total amount of training data was
approximately 12 million sentence pairs for the bilingual part, and about 2.5
billion of words for the monolingual part. Translations were performed from
English to French and from English to German. The vocabulary for each
language contained about 500 000 words, while the hidden layer contained
300 units. They observed for the English-French task a BLEU improvement
of 0.3, as well as a similar trend in TER over conventional N-gram baseline
models. The results on the English-German task showed the same trend with
a 0.5 BLEU point improvement.
The SOUL recurrent neural network was evaluated on the above machine
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translation task. In terms of perplexity, it was observed that the SOUL RNN,
having PPL 81, performed better than a SOUL FNN with context lengths
4 and 6 (PPL of 92 and 82 resp.), but worse than the SOUL FNN with
context lengths 8 and 10 (perplexity 78 and 77 resp.). In terms of BLEU
very similar results were obtained: the SOUL RNN obtained a BLEU score of
30.4, outperforming SOUL FNN with context lengths 4 and 6 (BLEU = 29.8
resp. BLEU = 30.2), but performing worse than SOUL FNN with context
lengths 8 and 10 (BLEU = 30.6 resp. BLEU = 30.5).
6.4. Hierarchical subsampling networks
6.4.1. Description
Another way to reduce the training time when dealing with very long
sequences of data is by using a hierarchical subsampling network. Subsampling
means that rather than operating on a single training example at a time, the
network operates on blocks of k training examples. For a language model,
this typically means taking k consecutive words in the text simultaneously
as input rather than a single word. The subsampling is hierarchical when
multiple hidden layers are arranged in a hierarchy such that in each layer,
the input is subsampled, processed by the recurrent hidden layer, and then
passed on as output to the next layer (Graves and Schmidhuber, 2009). For
each layer in the hierarchy of a hierarchical subsampling RNN, the forward
pass equations are identical to those of a standard RNN (see equations 1 and
7) except that the sum over input units is replaced by the sum over sums
over the subsampling block.
Since each subsampling operation decreases the length of the output
sequence by a factor of k, hierarchical subsampling networks reduce both the
computation cost of the hidden layers higher in the hierarchy, and the effective
separation between points in the input sequence. Thus inputs that are widely
separated at the bottom of the hierarchy are transformed to features that are
close together at the top. Besides reducing the training time, this kind of
recurrent neural networks thus also increases the context size.
A detailed account on hierarchical subsampling recurrent neural networks
(HSRNN) can be found in (Graves, 2012). The gain in efficiency often comes
at the cost of an increased difficulty of training the network due to the addition
of the extra hidden layers.
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6.4.2. Empirical evaluation
In (Graves, 2012) several experiments on speech and handwriting recog-
nition with HSRNN are described. HSRNN were used in the offline Arabic
handwriting recognition competition at the 2009 International Conference
on Document Analysis and Recognition (Ma¨rgner and Abed, 2009) and
they outperformed all other systems, both in terms of accuracy and speed.
In the online Arabic handwriting recognition competition at ICDAR 2009
(Abed et al., 2009), HSRNN was surpassed by a recognition system devel-
oped by VisionObjects9. Two other competitions were won with the use of
HSRNN, namely the French handwriting recognition competition at ICDAR
2009 (Grosicki and Abed, 2009) and the Farsi/Arabic character classification
competition at ICDAR 2009.
6.5. Higher order gradient descent techniques
6.5.1. Description
Pure gradient-descent techniques for optimization generally suffer from
slow convergence when the curvature of the error surface is different in different
directions. In that situation, on the one hand the learning rate must be chosen
small to avoid instability in the directions of high curvature, but on the other
hand, this small learning rate might lead to unacceptably slow convergence in
the directions of low curvature. A general remedy is to incorporate curvature
information into the gradient descent process. This requires the calculation
of the second-order derivatives, for which several approximative techniques
have been proposed in the context of recurrent neural networks. These
calculations are expensive, but can accelerate convergence especially near
an optimum where the error surface can be reasonably approximated by a
quadratic function (Jaeger, 2002). For example, the extended Kalman filter
can be used as a second-order gradient descent algorithm to estimate optimal
weights for an RNN, as explained in (Jaeger, 2002).
6.5.2. Empirical evaluation
Using higher order gradient descent techniques only affects the training
algorithm and does not create another kind of RNN, in contrast to most
models discussed above and below. Thus we should not expect that using
a higher order gradient descent technique results in a significantly better or
9http://www.visionobjects.com/
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worse solution. However, it can, of course, significantly influence the training
time. Unfortunately, we are not aware of the training of RNN applied to
statistical language modeling using higher order gradient descent techniques.
6.6. Reservoir computing
6.6.1. Description
In 2001 and 2002 a fundamentally new approach to RNN design and
training was proposed independently by Maass under the name of Liquid
State Machines (Maass et al., 2002) and by Jaeger under the name of Echo
State Networks (Jaeger, 2001). This approach is now increasingly referred to
as Reservoir Computing (RC). The RC paradigm avoids some shortcomings
of gradient-descent RNN training, especially the long training times.
The RC model can be seen as an alternative version of a basic RNN in the
following way (Lukos˘evic˘ius and Jaeger, 2009):
1. A recurrent neural network is randomly created and remains unchanged
during training. This RNN is called the reservoir. It is passively excited
by the input signal and maintains in its state a nonlinear transformation
of the input history.
2. The desired output signal is generated as a linear combination of the
neurons’ signals from the input-excited reservoir. This linear combi-
nation is obtained by linear regression, using the teacher signal as a
target.
Another view is to compare them to kernel methods. The key idea behind
kernel methods is to pre-process the input by applying a form of transformation
from the input space to the feature space, where the latter is usually far
higher-dimensional than the former. The classification or regression is then
performed in this feature space. The power of kernel methods lies mainly in
the fact that this transformation does not need to be computed explicitly,
which would be either too costly or simply impossible. This transformation
into a higher-dimensional space is similar to the functionality of the reservoir,
but there exist two major differences: first, in the case of reservoirs the
transformation is explicitly computed, and second kernels are not equipped
to cope with temporal signals (Schrauwen et al., 2007).
The state equations describing a RC system are given by
x(t+ 1) = f(W resresx(t) +W
res
inpu(t) +W
res
outy(t) +W
res
bias)
yˆ(t+ 1) = W outres x(t+ 1) +W
out
inpu(t) +W
out
outy(t) +W
out
bias
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Figure 5: Reservoir computing network, taken from (Schrauwen et al., 2007)
All weights matrices into the reservoir, W res, are initialized at random, while
all connections to the output units, W out, are trained. Since only weights
associated to the connections from the reservoir to the output units are
updated, training can be done very fast. A graphical illustration of a RC
system is given in Fig. 5.
6.6.2. Empirical evaluation
The reservoir computing technique was applied to RNN in an isolated
spoken digits recognition task, where improvement in terms of WER on
benchmark data was observed from 0.6% for the previous best system to
0.2% for the RNN with reservoir computing (Verstraeten et al., 2006). More
generally, in (Jaeger, 2001) some encouraging observations are described,
such as the fact that RC is computationally universal for continuous-time,
continuous-value real-time systems modeled with bounded resources (including
time and value resolution), they are biologically plausible (RC provides
explanations of why biological brains can carry out accurate computations
with an inaccurate and noisy physical substrate) and the advantages of RC
in terms of extensibility and parsimony (new items are represented by new
output units, which are appended to the previously established output units
of a given reservoir. Since the output weights of different output units are
independent of each other, catastrophic interference is a non issue). Although
RC has shown to be a valid alternative to feedforward and traditional RNN,
sometimes showing good accuracy and reliability compared to even the best
recurrent methods for some applications (see, for example, (de Vos, 2012)),
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it is generally acknowledged that further research is crucial to validate the
usefulness of this technique (as recognized in, e.g., (de Vos, 2012; Jaeger,
2001)).
7. Methods to dynamically adapt the number of hidden neurons
7.1. Growing and pruning neural networks
7.1.1. Description
Growing and pruning methods have been developed to dynamically adapt
the number of hidden neurons during training.
In growing methods, new hidden units are added during the training
process. One well known growing strategy is cascade correlation, where the
network begins with only input and output neurons. During the training
process, hidden neurons are selected from a pool of candidates and added to
the hidden layer. The strategy refers to a cascade because the output from
all neurons already in the network feed into new neurons. As new neurons
are added to the hidden layer, the learning algorithm attempts to maximize
the magnitude of the correlation between the new neurons’ output and the
residual error of the network which one is trying to minimize. The strategy was
originally developed for feedforward neural networks (Fahlman and Lebiere,
1989), but it was straightforwardly extended to recurrent neural networks
(Fahlman, 1991). A drawback of growing methods is that the network can
get trapped in local minima and that they are sensitive to initial conditions
(Maldonado, 2002). An overview of some growing methods can be found in
(Qiang et al., 2010).
In pruning methods, one starts with a large network and hidden units
and/or weights that are less useful, according to some criterion, are removed.
A very simple, brute-force pruning method is to set a certain weight to zero
and to evaluate the resulting change in error. If the error increases too much
then the weight is restored to its original value, otherwise it is removed.
This procedure is repeated for all weights. It is clear that this requires a
prohibitively amount of computation time. More advanced pruning algorithms
can be found in (Reed, 1993).
7.1.2. Empirical evaluation
To our knowledge growing or pruning recurrent neural networks have not
yet been applied to statistical language modeling.
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7.2. Genetic algorithms
7.2.1. Description
Genetic algorithms (GA) are a global search technique based on the
main principles of Darwinian evolution. A GA starts with a population of
randomly generated solutions, called chromosomes, and advances towards
better solutions by applying genetic operators. The ’genetic information’ of
an individual is encoded in a bit string of fixed length, called the parameter
string. The number of hidden neurons, for example, can be considered as a
variable in the parameter string, thus avoiding the need to fix this number
in advance. Unlike the growing or pruning strategy, there is not one single
network at the start of the training, but a set of networks. Individual networks
evolve by mutation, where some values(s) in the parameter string are changed,
and by crossover, where two parameter strings are combined into a new
parameter string. The process, i.e. training, is finished when one parameter
string remains. Studies suggest that this process ensures a more global search
than the forward-backward pass training algorithm used in traditional neural
networks (White, 1993). An application of genetic algorithms to RNN can be
found in, for example, (Blanco et al., 2000). In this work a genetic algorithm
is presented that is capable of obtaining not only the optimal topology of a
recurrent neural network but also the least number of connections necessary.
In (Schmidhuber et al., 2001) it was shown that gradient-based learning
algorithms can yield suboptimal results when rough error surfaces lead to
inescapable local minima. The authors observed that many RNN problems
involving long-term dependencies that were considered challenging bench-
marks in the 1990s, turned out to be trivial in that they could be solved
by random weight guessing. In their words: “these problems were difficult
only because learning relied solely on gradient information; there was actually
a high density of solutions in the weight space, but the error surface was
too rough to be exploited using the local gradient. By repeatedly selecting
weights at random, the network does not get stuck in a local minimum, and
eventually happens upon one of the plentiful solutions.” To overcome this
drawback, they developed Evolino (EVOlution of recurrent systems with
LINear Outputs), where weights from the input units to the hidden units are
evolved, while computing optimal linear mappings from the hidden layer to the
output layer using methods such as pseudo-inverse-based linear regression or
support vector machines. This can drastically reduce computation time, since
only a subset of all weights undergo the evolution process, and since gradient
35
information is used to find good directions in the search space. Evolino allows
linear models to handle much of the problem, leaving the evolution process to
handle non-linearity and recurrence. The authors applied this method to the
LSTM architecture, an extension of the basic RNN (see further, section 8.2).
7.2.2. Empirical evaluation
The Evolino model was applied to context-sensitive languages, i.e. lan-
guages that cannot be recognized by deterministic finite-state automata,
and are therefore more complex in some respects than regular languages.
In general, determining whether a string of symbols belongs to a context-
sensitive language requires remembering all the symbols in the string seen
so far, which rules out the use of non-recurrent architectures. The authors
experimented with 8 different training sets and found that the Evolino model
shows a dramatic improvement in terms of generalization over the standard,
gradient-based LSTM described in (Gers and Schmidhuber, 2001). LSTM is
described in section 8.2 below.
8. Methods to increase the context size
8.1. Bidirectional neural networks
8.1.1. Description
The basic recurrent neural network described in (7)-(10) only takes the
‘left context’ into account, i.e. the context contained in previous training
examples. The RNN can be easily extended to include both left and right
context by introducing an extra hidden layer. This extra hidden layer, called
the backward hidden layer, is only connected to the output layer and thus
does not interact with the original hidden layer, which is called the forward
hidden layer to distinguish it from the backward hidden layer. We extend our
notation by using the superscripts F and B to refer to a variable or parameter
that is used in the forward resp. backward hidden layer. The bidirectional
recurrent neural network (BRNN) is then described as:
aFj (k, t) =
|V |∑
i=1
αFji(k)xi(k, t) +
nH∑
i=1
ρFji(k)h
F
i (k, t− 1) j = 1, . . . , nH
hFj (k, t) = F (a
F
j (k, t)) j = 1, . . . , nH
aBj (k, t) =
|V |∑
i=1
αBji(k)xi(k, t) +
nH∑
i=1
ρBji(k)h
B
i (k, t+ 1) j = 1, . . . , nH
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hBj (k, t) = F (a
B
j (k, t)) j = 1, . . . , nH
bj(k, t) =
nH∑
i=1
βFji(k)h
F
i (k, t) +
nH∑
i=1
βBji(k)h
B
i (k, t) j = 1, . . . , |V |
oj(k, t) = G(bj(k, t)) j = 1, . . . , |V |
Due to the term hFi (k, t− 1) in equation (18) all previous training examples
from the current batch (x(k, 1),y(k, 1)), . . . , (x(k, t−1),y(k, t−1)) are taken
into account in calculating the network’s output, while the term hBi (k, t+ 1)
in equation (18) ensures that all subsequent training examples (x(k, t +
1),y(k, t+1)), . . . , (x(k, |B(k)|),y(k, |B(k)|)) are also taken into account. The
recursiveness requires the initialization of the h-values. For example, we might
initialize hFi (k, 0) = 0, i = 1, . . . , nH and h
B
i (k, |B(k)|+ 1) = 0, i = 1, . . . , nH .
Other initialization methods can be derived from section 5.7. Training the
network will now require to calculate δ-values associated with the forward
and backward hidden layer. While the δ-values related to the forward hidden
layer still follow equation (A.3), the δ-values related to the backward hidden
layer, denoted as δh,Bj , are calculated as follows
δh,Bj (k, t) = h
B
j (k, t)(1− hBj (k, t))
[ |V |∑
p=1
δop(k, t) β
B
pj(k) +
nH∑
p=1
δh,Bp (k, t− 1) ρBpj(k)
]
The bidirectional neural network is illustrated in Fig. 6.
8.1.2. Empirical evaluation
Before BRNN arose, researchers simulated the behavior of what became
later known as bidirectional recurrent neural networks by training two recur-
rent neural networks, one taking the left context into account and the other
one incorporating the right context, and merging the outputs of both networks.
Schuster (1999) applied BRNNs to the TIMIT speech database, which consists
of 6300 sentences spoken by 630 speakers. The BRNN resulted in the best
classification rate on a phoneme classification task (68.53%), outperforming a
(unidirectional) recurrent neural network, a mixture of two (unidirectional)
recurrent neural networks and a feedforward neural network. However, in
a phoneme sequence recognition task, none of the BRNNs achieved a bet-
ter phoneme recognition rate than the regular RNN system described in
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Figure 6: Bidirectional neural network, taken from (Graves, 2012)
(Robinson, 1994). Fukada et al. (1999) applied BRNNs to phoneme boundary
estimation and found that BRNNs perform significantly better than a hid-
den Markov model and a multilayer perceptron-based method. Graves and
Schmidhuber (2005) found bidirectional networks to be significantly more
effective than unidirectional ones on the TIMIT speech database.
8.2. Long short-term memory
The long short-term memory (LSTM) contains recurrently connected
subnets, also called memory blocks, and has been developed to increase the
effective context size of RNN (Hochreiter and Schmidhuber, 1997). The
architecture extends a basic RNN in that each hidden unit is replaced by a
memory block. Each block contains one or more self-connected memory cells
and three multiplicative units (called the input, output and forget gates) that
provide continuous analogues of write, read and reset operations for the cells.
The units allow the memory cells to store and access information over many
training examples. For example, as long as the input gate has an activation
value near zero, the activation of the cell will not be overwritten by the new
inputs arriving in the network, and can therefore be made available to the
net much later in the sequence, by opening the output gate. An illustration
of a memory block is shown in Fig. 7.
The LSTM can be made bidirectional resulting in the bidirectional LSTM
or BLSTM for short (Graves and Schmidhuber, 2005).
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Figure 7: Memory block in a LSTM network, taken from (Graves, 2012)
8.2.1. Empirical evaluation
In the aforementioned study by Graves and Schmidhuber (2005), see
section 8.1.2, several neural network architectures were compared to each other:
feedforward neural networks, (unidirectional) RNN, BRNN, (unidirectional)
LSTM and BLSTM. The researchers reported that bidirectional networks
perform better than unidirectional ones (for RNN as well as LSTM), and that
LSTM is slightly more accurate than RNN, BRNN and feedforward neural
networks. The most important gain in using BLSTM appears to be in the
reduction of training time. Whereas the three configurations of BLSTM that
were used in the experiment required relatively few epochs before the network
converged (15, 17 and 20), the two configurations of RNN required 120 and
139 epochs, the BRNN configuration 170 and the two feedforward neural
networks 835 and 990. In particular, the BRNN took more than 8 times as
long to converge as BLSTM, despite having more or less equal computational
complexity per time-step. There was a similar time increase between the
unidirectional LSTM and RNN, and the FNNs were slower still. In very
recent work, Graves achieves a test set error of 17.7% on the TIMIT phoneme
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recognition benchmark with BLSTM, which is the best recorded score, to
their knowledge (Graves et al., 2013).
BLSTM was also used in a recent experiment on language modeling
for handwriting recognition (Frinken et al., 2012). Using a N-gram model
with context length 2, the authors show that the various configurations of
BLSTM in the experiment have word error rates between 22.2% and 22.4%,
outperforming the baseline model which has word error rate 23.5%. This
result appears to be statistically significant (α = 0.05). However, as the bi-
gram language model is very basic, this research does tell us much about the
performance of BLSTM in handwriting recognition relative to state-of-the-art
systems. Results of BLSTM applied on named entity recognition are also
very moderate (Hammerton, 2003).
Another handwriting recognition experiment was done in Graves et al.
(2009). A BLSTM model with connectionist temporal classification (CTC)
output layer (Graves et al., 2006) was compared to a HMM (Hidden Markov
Model), on a online and offline handwriting recognition task. The online and
offline databases used were the IAM-OnDB (Liwicki and Bunke, 2005), a
database acquired from a ‘smart’ whiteboard, and the IAM-DB (Marti and
Bunke, 2002), a database acquired from scanned images of handwritten forms.
To make the comparisons fair, the same online and offline preprocessing was
used for both the HMM and recurrent systems. The recurrent neural network
architecture substantially outperformed the HMM on both databases in terms
of word accuracy with a relative error reduction of over 40% in some cases.
The authors provide some interesting possible explanations for the signifi-
cant superiority of the recurrent model. Internal states of a standard HMM
are discrete and univariate meaning that for an HMM with n states, only
O(log n) bits of information about the past observation sequence are carried
by the internal state, while RNNs, on the other hand, have a continuous,
multivariate internal state (the hidden layer) whose information capacity
grows linearly with its size. Another cited reason is that HMMs are generative
models, while RNNs are discriminative models, which yield normalized label
probabilities that can be used to assess prediction confidence, or to combine
the outputs of several classifiers.
A speech recognition experiment was performed in (Sundermeyer et al.,
2013) to compare FNN and LSTM. The training data comprised 350 hours of
manually transcribed broadcast news and broadcast conversational speech.
The baseline back-off LM was trained on 1.6 billion running words for a
vocabulary of size 200K using Kneser-Ney smoothing. The experimental
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comparison of different neural network architectures was based on the five
state-of-the-art French speech recognition systems from RWTH that were
trained for the 2012 evaluation of the Quaero research project10. These
obtained the best results among those systems evaluated on this task. The
size of the hidden layer of the neural networks was varied between 300 and 500
units. For the LSTM architecture only a limited amount of training data could
be used which comprised a subset of 27M running words of in-domain data.
Nevertheless, LSTM achieved perplexities similar to those of the back-off
model. An ensemble (see further, section 10.1) of two LSTMs outperformed
the back-off model. The context-length of the FNN was increased until no
further improvement was observed, resulting in context length 8, having
perplexity 146.9 on the test set. In spite of the long context size of the
FNN, the LSTM perplexities were lower by 15 to 17% relative compared
to the feedforward architecture. In terms of WER none of the feedforward
architectures performed as well as the LSTM architectures. On the test
data, LSTM networks improved by 0.4% absolute over FNNs, even when an
ensemble of two FNNs was considered.
8.3. Hierarchical subsampling networks
Hierarchical subsampling networks, discussed for their ability to reduce
training time in section 6.4, also provide a way of increasing the context size.
See section 6.4 for details.
9. Methods to reduce decoding time
Long-span language models that capture long-distance dependencies (e.g.,
language models built by considering the sentences in a discourse) are ex-
pected to be more powerful than low-order language models, but they bring
the additional challenge of overcoming the computational complexity when de-
coding, that is, finding the most probable sequence of words given the trained
language model for a specific discourse context in tasks such as automatic
speech recognition (ASR), machine translation (MT), or optical character
recognition (OCR).
10http://www.quaero.org
41
9.1. Multi-pass strategies
9.1.1. Description
A standard practice when using language models is to carry out a first
pass with a low-order N-gram model (e.g., trigram model) to generate a list
of K best hypotheses and then to rescore the hypotheses using longer-span
models. For instance, in a machine translation task, the focus then is less on
producing the single best translation and more on being able to generate a rich
space of possible translations that can be effectively exploited by subsequent
post-processing and combination techniques. The large size of the search
space means that it is sometimes impossible to apply the most sophisticated
models to the full space of translation hypotheses. For this reason, it is
common practice to generate a large subset of the most likely translations
according to the so-called first-pass decoder, and then re-rank the hypotheses
with more sophisticated models. A lattice is a space-efficient representation
consisting of a large number of ranked translation alternatives and scores.
The goal of lattice re-scoring is to re-rank translation hypotheses so that their
ranking better reflects their quality.
But relying on a simple language model in the first pass might lead to
suboptimal performance, so researchers actively study how to use a long-span
language model such as a RNN model during this first pass and how to
rescore the lattice of such a language model in a computationally tractable
way. A multi-pass strategy for ASR was proposed in (Deoras et al., 2011).
This strategy cuts the lattice into many smaller self-contained lattices, which
amounts to replacing the problem of global search over the lattice by series of
local search problems over the small lattices in an iterative manner. A local
neighborhood, i.e. a small lattice, can be constructed by considering sentences
that are at, e.g., 1 word edit distance relative to a certain sentence where one
of the words is ‘confused’, or as in (Deoras et al., 2011), by considering the
size of the neighborhood as a variable that depends on the confusability of
the region. Once these small lattices have been produced, the many small
re-scoring problems are performed by a recurrent neural network.
As an alternative to the above approaches it is possible to efficiently
compute the probability of an N-gram as the free energy of a Restricted
Boltzmann Machine (RBM), where the N-gram computation is integrated
directly in a machine translation process, instead of using the language model
in a re-ranking step (Niehues and Waibel, 2012).
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9.1.2. Empirical evaluation
In Deoras et al. (2011) an experiment was performed using state-of-the-art
acoustic models trained on the English Broadcast News corpus (430 hours of
audio) provided by IBM (Chen et al., 2009). Two RNNs were trained, one on
58M tokens with 400 hidden units, and one on 400M tokens with 320 hidden
units. A combination of both RNNs (i.e. an ensemble, see section 10.1) was
used for re-scoring (Deoras et al., 2010) and was compared against the K
best list approach (Stolcke et al., 1997). A speed up technique based on the
entropy of the lattice was used for this RNN combination. The K best list
approach achieved its lowest possible WER after evaluating as many as 33.8K
sentence hypotheses on average. The RNN combination obtained the same
performance by evaluating just 1.6K sentence hypotheses, thus reducing the
search space by a factor of 21.
Finch et al. (2012) updated their phrase-based machine transliteration
system described in (Finch et al., 2011). They added a re-scoring step with
three re-scoring models: an RNN target language model, an RNN joint source-
channel model, and a maximum entropy model. A 5-gram language model
trained with Witten-Bell smoothing was used as baseline. In 9 out of the
15 experiments the updated model had lower PPL than the baseline model
(experiments include Arabic to English, Chinese to English, English to Hindi,
etc). They also tried an interpolated model, where the N-gram model was
combined with the updated model, which outperformed each of the individual
models.
9.2. Variational approximation
9.2.1. Description
Deoras (2011) and Deoras et al. (2011, 2013) proposed to approximate a
long-span model using variational approximation techniques. Given a long-
span model P , i.e. typically a sophisticated language model with complex
statistical dependencies, the idea is to seek a simple and computationally
tractable model Q? that will be a good surrogate for P . Specifically, among all
models Q of a certain class of tractable models, the idea is to seek the one that
minimizes the Kullback-Leibler divergence (Cover and Thomas, 1991) from P .
The class of tractable models in (Deoras et al., 2013) is chosen as the family of
distributions parameterized by N-grams, while the long-span complex model
is chosen from the class of recurrent neural networks (although the presented
method is general enough to be applied to other complex models).
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In multi-pass strategies (see Section 9.1) complex language models are
seldom used in the first pass of large vocabulary continuous speech recognition
systems due to the prohibitive increase in the size of the sentence-hypotheses
search space. Instead, N-gram language models are typically used for this
purpose. Deoras et al. (2013) propose to use a variational approximation of a
complex language model, such as RNN, for the first pass decoding and also
for lattice re-scoring.
The first step in their procedure is to simulate text using P . To perform
this step, the next word from the probability distribution as represented
by P is sampled, conditioned on already generated words. This is repeated
until the number of generated words reaches a predetermined value. In the
next step, after having generated a sample corpus, the maximum likelihood
estimate belonging to the class of N-gram models is selected based on this
sample corpus. It is shown that maximizing the likelihood of the sampled
text will have a Kullback-Leibler divergence with P of zero in the limit as the
sampled text size goes to infinity, since the sampled text has as underlying
distribution P .
9.2.2. Empirical evaluation
In (Deoras et al., 2013) four extensive experiments are presented: 1.
perplexity experiments on WSJ training data, 2. recognition on the MIT
lectures corpus (Glass et al., 2007) using state-of-the-art acoustic models
trained on the English Broadcast News corpus (430 hours of audio) provided
by IBM (Chen et al., 2009); 3. two conversational speech recognition tasks:
the transcription of multi party meetings, and of conversational telephone
speech, 4. a variation on the Broadcast News setup where the original training
data was huge, consisting of hundreds of millions of word tokens. The authors
observe that with large amounts of simulated data, the variational model
becomes better, resulting in improved performance over conventional N-gram
models estimated from the original training data. The authors also find that
in situations where it is expensive to change decoder models and parameters,
the variational models can be used and achieve improved performance by just
re-scoring the first pass lattices.
9.3. Reduction to simpler models
9.3.1. Description
Another alternative to decoding with RNNs is to first convert the RNN
into an simpler model, such as an N-gram model, and then use that for
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decoding. This results in a faster model for decoding, at the cost of a model
that only approximates the underlying probability distribution of the RNN.
Lecorve´ and Motlicek (2012) propose to reduce RNNs to weighted finite
state transducers (WFST). They fist create WFST states by applying K-
means clustering to the continuous states of the RNN. This allows any word,
represented as an RNN continuous state, to be mapped to one of the WFST
states, where it is represented as the centroid of a K-means cluster. Weights on
the edges between two WFST states are derived from the RNN by predicting
the probability of observing the latter centroid given the earlier one. To
produce a smaller WFST, edges are pruned based on their entropy and the
relative change in probability before and after pruning.
Arisoy et al. (2014) propose to reduce FNNs to N-gram models by explicitly
storing the probabillities of a selected set of N-grams. To decide which N-
grams to store, they use entropy-based pruning, calculating the entropy of
the N-gram model both with and without each N-gram, and pruning away
N-grams whose removal results in an acceptably small difference in entropy.
To calculate the N-gram model’s backoff parameters, they either train FNNs
with smaller histories (e.g., for a 4-gram model, a 3-gram FNN and a 2-gram
FNN are trained), or they set the FNN activations only for the words in the
smaller history. (Note that neither of these strategies are directly applicable
to RNNs.)
A major issue with neural probabilistic language models including the
ones based on RNN is that the probabilities are required to be normalized,
and this normalization process is expensive because it considers all words in
the vocabulary. There are a number of strategies to avoid this cost and that
in some way simplify the model. One approach is to have the neural network
output probabilities that are approximately normalized. Mnih and Teh (2012)
propose a fast and simple algorithm based on noise contrastive estimation for
training a neural based language model, where the normalization constant can
be estimated as any other parameter of the model by using very simple variants
of the log-bilinear model (Mnih and Kavukcuoglu, 2013). Another approach
that reduces the computational complexity of the normalization of the neural
network based language models uses short-lists to restrict the calculation
of the language model probabilities to a subset of the vocabulary. This is,
for example, done by Schwenk (2010), where language model probability
estimation is performed in the framework of machine translation.
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9.3.2. Empirical evaluation
Lecorve´ and Motlicek (2012) evaluate a RNN reduced to a WFST in the
speech recognition task of the NIST RT 2007 evaluation set. They reduce a
RNN trained on 26.5M words with a 65K word vocabulary to a WFST with
512 clusters. They then use a multi-pass architecture to compare this WFST
to a bigram model, decoding with the WFST or bigram model and then
rescoring the lattice with the RNN. The WFST and bigram versions achieve
comparable WER, demonstrating the plausibility of their WFST conversion.
However, most current decoders use a larger n than 2 in their decoders, so
further experiments would be necessary to validate these results.
Arisoy et al. (2014) evaluate an FNN converted to a backoff N-gram
model on on an English Broadcast News speech recognition task. They use a
multi-pass architecture, decoding with either a regular N-gram model, or the
FNN converted to an N-gram model, and then rescoring with the FNN. Using
the FNN-derived model instead of the N-gram model for decoding results
in a 1% absolute reduction in WER without rescoring, and a 0.4% absolute
reduction in WER with rescoring. However, these results are for a FNN, and
some additional work would be necessary to extend them to RNNs.
Vaswani et al. (2013) use the noise-contrastive estimation technique in
combination with a neural probabilistic language model in a machine transla-
tion system both by reranking k-best lists and by direct integration into the
decoder. The model in Schwenk (2010) yielded slight gains in BLUE scores
for several machine translation tasks involving several languages and corpora.
10. Other extensions of the basic recurrent neural network
10.1. Ensemble methods
10.1.1. Description
An ensemble consists of a set of individually trained classifiers (such as
neural networks or decision trees) whose predictions are combined when
classifying novel instances. It is a widely assumed that an ensemble generally
outperforms any of the individual classifiers, for which theoretical as well
as experimental evidence can be found (Dietterich, 2000). It is crucial to
appreciate that constructing a good ensemble entails more than arbitrarily
defining various configurations of a certain class of models and combining
their outputs to a single output. Theoretical (Hansen and Salamon, 1990) and
empirical (Hashem, 1997) research show that a good ensemble requires the
individual classifiers to be both accurate and making their errors on different
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parts of the input space. Consequently, methods have been developed to
select appropriate individual classifiers. Two popular methods are bagging
(Breiman, 1996) and boosting (Schapire et al., 1997).
Bagging is a bootstrap ensemble method that creates individuals for its
ensemble by training each classifier on a random redistribution of the training
set. Boosting attempts to produce new classifiers that are better able to
predict examples for which the current ensemble’s performance is poor. An
extensive empirical study on bagging and boosting can be found in (Opitz,
1999).
10.1.2. Empirical evaluation
In (Mikolov, 2010) an ensemble consisting of 3 RNNs was compared to
several state-of-the-art language models, namely the discriminative language
model developed by Xu et al. (2009), the joint language model developed by
Filimonov and Harper (2009), and the lattices generated by the AMI system
(Hain et al., 2005). The evaluation was done on several standard speech
recognition tasks with Wall Street Journal training data. It was found that
the ensemble outperforms the other models in terms of WER.
In section 5.13 we noticed that in the experiments described in (Mikolov,
2012; Mikolov et al., 2011) on the Penn Treebank data set, the basic RNN was
only beaten by a state-of-the-art within and across sentence boundary LM.
In the same study several basic RNNs, with different random initializations,
were combined into an ensemble (where the output was calculated as the
average of the outputs of the individual networks) and it was found that this
ensemble performed significantly better than the within and across sentence
boundary LM.
Buabin (2012) constructed an ensemble of RNNs with a boosting algorithm
on a text document classification task. As training data the ModApte version
of the Reuters news text corpus was taken, containing news text documents
that appeared in the Reuters newswire in 1987. They found that the ensemble
outperformed a single RNN.
10.2. Hybrid models
10.2.1. Description
Non-neural-network models have been combined with RNNs in the hope
that such a hybrid model performs better than any of the individual models.
In a hybrid model, models from different classes are combined, in contrast to
ensemble methods, where models from the same class are combined.
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It would lead us too far off topic to discuss all meaningful hybrid models
where RNN is one of the involved models. We restrict our discussion to one
particular hybrid model, which can serve as an example. The HMM-BLSTM
is a hybrid model where a hidden Markov model (HMM) is combined with a
BLSTM (see section 8.2).
Hybrids of HMMs and neural networks were proposed by several re-
searchers in the 1990s as a way of overcoming the drawbacks of HMMs. The
introduction of neural networks was intended to provide more discriminating
training, improved modeling of phoneme duration, richer, nonlinear function
approximation and increased use of contextual information (Graves et al.,
2005). In their simplest form, hybrid models used HMMs to align the segment
classifications provided by the neural network into a temporal classification of
the entire label sequence (Renals et al., 1994). Other architectures to hybridize
HMMs and neural networks were developed. We focus here on the HMM-
BLSTM model as described in (Graves et al., 2005). Graves used an iterative
approach, where the alignment provided by the HMM is used to successively
retrain the neural network, as was originally done in (Robinson, 1994). This
means that at each step the likelihood of the observations conditioned on the
hidden states are found by dividing the posterior class probabilities defined
by the network outputs by the prior class probabilities found in the data.
These likelihoods are used to train the HMM. The alignment provided by the
trained HMM is then used to define a new framewise training signal for the
neural network, and the whole process is repeated until convergence.
10.2.2. Empirical evaluation
Graves performed experiments on a phoneme recognition task using the
TIMIT speech database (Graves, 2012). The HMM-BLSTM model is com-
pared to a HMM-LSTM hybrid model and to a context-dependent (triphone)
and context-independent (mono-phone) HMM model. Sixty-one context-
independent and 5491 tied context-dependent models were used. To ensure a
fair comparison of the acoustic modeling capabilities of the systems, no prior
linguistic information (such as a phonetic language model) was used.
It was found that HMM-BLSTM outperformed both context-dependent
and context-independent HMMs, as well as the HMM-LSTM model. An
interesting remark is that the hybrid systems had considerably fewer free
parameters than the context-dependent HMMs, as a consequence of the high
number of states required for HMMs to model contextual dependencies.
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11. Conclusion and further research
In this paper we presented a survey on the application of recurrent neural
networks to statistical language modeling. The basic version of recurrent
neural networks was discussed at great length. These networks have inter-
esting characteristics, including their ability to learn vector representations
for linguistic units and their capacity to take into account arbitrarily long
sequences of preceding words. However, they suffer from drawbacks that limit
their practical usefulness, including long training times, fixed numbers of
hidden units, and limited use of distant context. The main extensions that
have been developed to overcome these disadvantages have been outlined,
together with an overview of their performance as reported in the literature.
We think that especially bidirectional neural networks, reservoir computing,
class-based networks and hierarchical subsampling networks are promising
techniques. Bidirectional neural networks have also the advantage that they
automatically inherit the theoretical soundness of the basic (unidirectional)
recurrent neural networks. However, these models cannot be used when only
left context is available, such as in online speech recognition where words
not yet spoken are unavailable. Reservoir computing ensures a dramatic
decrease in training time and is theoretically well founded. However, further
research is required to establish its performance. Class-based recurrent neural
networks (which include hierarchical probabilistic networks and the SOUL
network) reduce the vocabulary size |V |, which is a crucial parameter in the
computational complexity. Hierarchical subsampling networks have achieved
the top performance in several competitions. However, the competitions were
oriented towards handwriting recognition, and further experiments are needed
to evaluate their performance on other tasks.
We outline some further research directions:
• Evaluating the robustness of RNNs with respect to initial parameter
values. This would make clear to which degree global search techniques,
such as genetic algorithms, are required to perform the training.
• Reservoir computing has only very recently been applied to statistical
language modeling. It is not clear yet whether its good performance in
other fields can be extrapolated to language modeling.
• Although recurrent neural networks have been compared to a lot of
models from other classes, an extensive comparison between different
(extensions of) recurrent neural network models is still lacking.
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• Although recurrent neural networks have shown promising performance
on several tasks, most evaluations were done in terms of widely criticized
evaluation measures: perplexity and word error rate. Evaluating the
described recurrent neural network models according to more advanced
measures seems a prerequisite to mark these models as truly remarkable
statistical language models.
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Appendix A. Partial derivatives of error function with respect to
the parameters
We derive the partial derivatives of the error function with respect to the
parameters to be learned in several steps. We choose F as the sigmoid (5)
and G as the softmax (6).
Step 1: derivation of δoj (k, t) =
∂E(k,t)
∂bj(k,t)
We define δoj (k, t) =
∂E(k,t)
∂bj(k,t)
. Let the target output of the network be given
by y(k, t) = ωγ , which implies that E(k, t) = − ln oγ(k, t). We then find that
δoj (k, t) ≡
∂E(k, t)
∂bj(k, t)
= −∂ ln oγ(k, t)
∂bj(k, t)
= − 1
oγ(k, t)
∂oγ(k, t)
∂bj(k, t)
= − 1
oγ(k, t)
∂ e
bγ (k,t)∑|V |
p=1 e
bp(k,t)
∂bj(k, t)
First suppose that j = γ. Then
∂ e
bγ (k,t)∑|V |
p=1 e
bp(k,t)
∂bj(k, t)
=
ebγ(k,t)∑|V |
p=1 e
bp(k,t)
−
( ebγ(k,t)∑|V |
p=1 e
bp(k,t)
)2
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= oγ(k, t)− oγ(k, t)2
= oj(k, t)− oj(k, t)2
Now suppose that j 6= γ. Then
∂ e
bγ (k,t)∑|V |
p=1 e
bp(k,t)
∂bj(k, t)
= − e
bγ(k,t)ebj(k,t)
(
∑|V |
p=1 e
bp(k,t))2
= −oγ(k, t) oj(k, t)
Thus
δoj (k, t) = −
1
oγ(k, t)
(
oγ(k, t)− oγ(k, t)2
)
= −1 + oγ(k, t) if j = γ
= − 1
oγ(k, t)
(
−oγ(k, t) oj(k, t)
)
= oj(k, t) if j 6= γ
This can be shortly written as
δoj (k, t) = oj(k, t)−∆j(k, t)
Step 2: derivation of δhj (k, t) =
∂E(k,t)
∂aj(k,t)
We notice that
aj(k, t+ 1) =
|V |∑
i=1
αji(k)xi(k, t+ 1) +
nH∑
i=1
ρji(k)hi(k, t) j = 1, . . . , nH
=
|V |∑
i=1
αji(k)xi(k, t+ 1) +
nH∑
i=1
ρji(k)F (ai(k, t)).
Thus E(k, t) also depends on aj(k, t) through ap(k, t+ 1), p = 1, . . . , nH . We
thus have the following:
δhj (k, t) =
|V |∑
p=1
∂E(k, t)
∂bp(k, t)
∂bp(k, t)
∂aj(k, t)
+
nH∑
p=1
∂E(k, t)
∂ap(k, t+ 1)
∂ap(k, t+ 1)
∂aj(k, t)
=
|V |∑
p=1
δop(k, t)
∂bp(k, t)
∂aj(k, t)
+
nH∑
p=1
δhp (k, t+ 1)
∂ap(k, t+ 1)
∂aj(k, t)
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From
∂bp(k, t)
∂aj(k, t)
=
nH∑
i=1
βpi(k)
∂hi(k, t)
∂aj(k, t)
= βpj(k, t)
∂hj(k, t)
∂aj(k, t)
= βpj(k, t)F
′(aj(k, t))
and
∂ap(k, t+ 1)
∂aj(k, t)
=
nH∑
p=1
ρpi(k)
dF (ai(k, t))
daj(k, t)
= ρpj(k)F
′(aj(k, t))
we find that
δhj (k, t) = F
′(aj(k, t))
[ V∑
p=1
δop(k, t) βpj(k) +
nH∑
p=1
δhp (k, t+ 1) ρpj(k)
]
It is noticed that to calculate δhj (k, t) we need δ
h
p (t+ 1), p = 1, . . . , nH . Thus
the values δhj (k, t) are to be calculated recursively.
Choosing F (x) as the sigmoid (5) we have that F ′(x) = F (x)(1− F (x))
and thus
δhj (k, t) = F (aj(k, t))(1− F (aj(k, t)))
[ |V |∑
p=1
δop(k, t) βpj(k) + (A.1)
nH∑
p=1
δhp (k, t+ 1) ρpj(k)
]
= hj(k, t)(1− hj(k, t))
[ |V |∑
p=1
δop(k, t) βpj(k) + (A.2)
nH∑
p=1
δhp (k, t+ 1) ρpj(k)
]
(A.3)
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Step 3: some other derivatives
It is easy to derive that
∂aj(k, t)
∂αji(k)
= xi(k, t)
∂aj(k, t)
∂ρji(k)
= hi(k, t− 1)
∂bj(k, t)
∂βji(k)
= hi(k, t)
Step 4: partial derivatives of error function with respect to the parameters
We then find:
∂E(k, t)
βji(k)
=
∂E(k, t)
∂bj(k, t)
∂bj(k, t)
∂βji(k)
= δoj (k, t)hi(k, t)
=
(
oj(k, t)−∆j(k, t)
)
hi(k, t) (A.4)
∂E(k, t)
ρji(k)
=
∂E(k, t)
∂aj(k, t)
∂aj(k, t)
∂ρji(k)
= δhj (k, t)hi(k, t− 1) (A.5)
∂E(k, t)
αji(k)
=
∂E(k, t)
∂aj(k, t)
∂aj(k, t)
∂αji(k)
= δhj (k, t)xi(k, t) (A.6)
and thus over one batch:
∂E(k)
βji(k)
=
|B(k)|∑
t=1
(
oj(k, t)−∆j(k, t)
)
hi(k, t) (A.7)
∂E(k)
ρji(k)
=
|B(k)|∑
t=1
δhj (k, t)hi(k, t− 1) (A.8)
∂E(k)
αji(k)
=
|B(k)|∑
t=1
δhj (k, t)xi(k, t) (A.9)
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