ABSTRACT The belief rule base (BRB) uses the ''IF-THEN'' rule to handle different types of information under uncertainty, and then transforms them into a unified result in the same belief structure as the input. In this paper, the BRB space is analyzed from a new topological perspective, based on which three conclusions are derived: 1) the BRB space is an attribute product measure space; 2) a rule in BRB is a vector in the BRB space and the rule integration process by any input is a vector calculation process, and 3) the vector calculation follows from the commutative and associative laws of addition while the dot product of the vectors reflects their distance in the BRB space. An illustrative example is given to better clarify the proposed topological analysis on the BRB space. The limitations and future work are investigated as a conclusion.
I. INTRODUCTION
A Belief Rule Base (BRB) consists of multiple ''IF-THEN'' rules which are in the same belief structure as the input [1] . It is initially proposed to handle the qualitative/linguistic and quantitative/numerical information under uncertainty [2] - [4] . As an expert system, BRB has the advantages of inexact reasoning and handling uncertain information (different from ignorance and equal likelihood) by generalizing the conventional probability distribution [5] - [7] . Since proposed, BRB has been proven effective via multiple successful applications in solving problems in different fields [12] - [18] .
The kth rule in BRB is described as [1] , [2] :
with rule weightθ k and attribute weightδ m (1) where x m (m = 1, 2, · · · , M ) denotes the mth attribute, A k m (m = 1, 2, · · · , M ; k = 1, 2, · · · , K ) denotes the referenced values of the mth attribute in the kth rule, M denotes the number of attributes, β n,k (n = 1, 2, · · · , N ) denotes the belief for the nth scale, D n , in the conclusion part of the kth rule. N denotes the number of scales.
For any given input, corresponding belief rules will be activated and further integrated [2] - [5] . Conventionally, BRB is constructed based on the algebra definitions and deductions [1] - [7] , whereas a topological analysis is conducted in this study to provide a novel perspective to better understand BRB.
The remainder of this study is organized as follows. section II introduces the related work. section III gives the definition and properties of the BRB space. In section IV, proofs of vector calculations in the BRB space following from the commutative and associative laws of addition are given. Moreover, the topological meaning of the vectors dot product calculation is also further discussed. section V gives an illustrative example. This study is concluded with discussions on limitations and future work in section VI.
II. RELATED WORK
When BRB was firstly proposed, it was built upon the D-S evidence theory [1] - [3] , [8] . BRB was initially defined from an algebraic perspective to collect raw data to handle the multiple attribute decision analysis (MADA) problem [3] , [8] .
In [6] , the concept of the ''BRB space'' was first used to illustrate the rule activation process for BRB. In fact, [6] was the first attempt to investigate the definition and certain properties of BRB from a geometric perspective. In [6] , it shows that the rule activation process with a given input is to identify the neighbor rules (both denoted as points) and then calculate its distances to those neighbor rules/points, as demonstrated in Fig. 1 .
In [7] , the ''IF'' part of BRB is defined as the ''BRB input set'' S in which M denotes the cardinality of the BRB attributes and x m denotes the mth attribute with a value range of [lb m , ub m ]. Thus, S is expressed as S =
Then, it was concluded that BRB is complete: any input with its values for the attributes within the range of [lb m , ub m ] can be handled by BRB.
In [9] - [11] , some other forms of the referenced values for the attributes were discussed, e.g., interval attributes [9] , fuzzy attributes [10] , or both interval and fuzzy [11] , etc. Although not specifically pointed out, they also used the referenced values to measure how the input matched the attribute. As long as this mechanism is applied, whether the referenced value is numeric or linguistic, fuzzy or interval, the rule activation and the weight calculation procedures are the same. In other words, the mechanism of using the referenced values to measure the attributes remains the same. The only difference lies in the specific form of the referenced values.
Later, more training and learning approaches were proposed which still used the same matching degrees calculation, rule activation and weight calculation procedures [12] - [15] .
To summarize, although the referenced values for the attributes have been used to measure how the input matches given attributes, no explicit studies have been conducted to treat BRB as a space, letting alone giving a mathematical definition of the BRB space and further investigating its properties, which leads to the main content of this study.
III. DEFINITION AND PROPOERTIES OF THE BRB SPACE
In this section, a topological perspective is adopted to provide a novel analysis on the BRB space. As in (1), the referenced values of an attribute can be regarded as the degree of an object which is the corresponding attribute. In other words, it is the measure function of the corresponding attribute. Thus, the measure theory is applied in this study [19] . The measure theory has been firstly widely used in the theory of probability based on which the concept of probability measure was proposed. Subsequently, the measure theory has been introduced into other research fields, i.e., Liu et al. has proposed the concept of uncertainty measure, which can be regarded as a generalization of measures [20] . Analogously, the BRB space (i.e., attribute product measure space) is defined based on the measure theory.
A. DEFINITIONS

Definition 1 (Attribute Measurable Space):
Let X be the object space, A be the attributes of the elements in X . Therefore, A is an attribute space, and any subset A in A is an attribute set. A collection β consisting of certain attribute sets is called a σ algebra if the following three conditions hold:
Therefore, β is the σ algebra and (A, B) is an attribute measurable space.
Definition 2 (Attribute Measure Space):
Let µ x be the attribute measures in (A, B), µ x (A) is used to measure the degree that element x in the object space has attribute A. (A, B, µ x ) is an attribute measure space if the following restraints are satisfied:
B i , µ(·)) is the attribute product measure space, in which (1) the multiple attributes space
denotes that the intersected points in the attribute product measure space is generated by the transversal combination of the attribute measures; (3) the measure function µ(B) = (µ
The measure function is used to measure the value range of the attributes measures in the attribute product measure space. Remark 1: The multiple attribute space
Remark 2: The product σ algebra
x (B i ) is the attribute measures in (A i , B i ) which measures the degree that element x in the object space has attribute
B. BRB SPACE AS AN ATTRIBUTE PRODUCT MEASURE SPACE
Based on the definition of a belief rule in (1) and relative definitions in Part A of Section II, the follows show that the BRB space is an attribute product measure space.
For (
as an attribute product measure space and [0, 1] N as a vector space, the following mapping relation is given:
The ''IF-THEN'' structure of BRB is essentially a mapping relation as in (2) . More specifically, the beliefs for the N scales in a belief rule, [0, 1] N , are determined by the combination of the referenced values of the attributes,
) with A as the attributes and µ as the measure function (referenced values set) of the attributes is an attribute product measure space.
C. BRB SPACE PROPERTIES
As the measure function µ
x (·) which represents the degree of object x has attribute A i . The following proves that the measure function µ(·) satisfies three properties:
(1) Non-Negativity:
x (·) satisfies the non-negative property. That is, the inequality is established: µ
Thus, the non-negative property has been proven.
x (·) also satisfies the regularity property. It is obvious that µ
Therefore, the conclusion can be verified:
Thus, the regularity property has been proven.
Proof: In the product measure space, it can be essentially regarded as a multidimensional attribute set in vector form. Therefore, some operations can be referred to the operations of vector spaces. Hence, it follows that:
Thus, the countable additivity property also has been proven.
IV. RULES AS VECTORS IN THE BRB SPACE
As defined in (1), each rule in BRB is comprised of a set of referenced values for the attributes. From the topological perspective which views BRB as the BRB space, an attribute of BRB is a dimension in the BRB space and each referenced value of an attributes is a coordinate in the respective dimension. Thus, a rule in BRB is a vector in the BRB space, and the rule operations can be viewed as vector calculations.
A. RULE OPERATIONS AS VECTOR CALCULATIONS
There are mainly three rule operations for BRB, namely rule activation, weight calculation and rules integration. The three rule operations can be recognized as vector operations in the BRB space, as shown in Fig. 2. 
1) RULE ACTIVATION AS VECTOR ACTIVATION
Rules in BRB are activated by calculating the difference between the input and the referenced values of each attribute. Comparatively, in the BRB space, to activate the corresponding rules is to determine the ''nearest'' vectors by projecting the input in each dimension and then activate the nearest rules.
The vector activation mainly focuses on the ''IF'' part. Its purpose is to prepare for the weight calculation for the activated rules.
2) WEIGHT CALCULATION FOR RULES AND VECTORS
Followed by the vector activation, the weight calculation procedures are the same for the rules and vectors. Instead of completely relying on subjective human knowledge (to produce weights), the weight calculation process can make full use of the preexisted knowledge as well as quantitative data.
The weight calculation is a connecting step between rule activation (the ''IF'' part) and integration (the ''THEN'' part).
3) RULE INTEGRATION AS VECTOR INTEGRATION
After calculating the weights for the activated rules, they can be further integrated. In [3] , Yang et al. proposed using the Evidential Reasoning (ER) algorithm for rule integration, and later the Evidential Reasoning rule (ER rule) was developed by taking the rule reliability into consideration [2] .
The vector integration mainly focuses on the ''THEN'' part. After vector integration, the derived result would be in the same belief structure as the input [1] , [3] . 
B. COMMUTATIVE AND LAWS OF ADDITION FOLLOWED BY THE VECTORS CALCULATIONS IN THE BRB SPACE
The vector calculations in the BRB space follow from the commutative and associative laws of addition.
The commutative law dictates that the organization order of the attributes in BRB is irrelevant to the inference result. The associative law dictates that the calculation order of the attributes in BRB is irrelevant to the inference result.
Next the proofs of the vectors calculations following from the two laws of addition are given as follows.
Commutative Law of Addition: The vectors calculations follow from the commutative law of addition:
Proof: Suppose that there are two attributes in a given BRB, namely A 1 and A 2 . For any input x = (x 1 , x 2 ), the matching degree for the kth rule α k is calculated by
in which α k i denotes the matching degree between the referenced values of the ith attribute in the kth rule and the corresponding coordinate in the input which is only relevant to the ith attribute.δ i denotes the weight of the ith attribute which is mostly presumed to be 1.
Two organization orders of the attributes are considered, namely A 1 /A 2 and A 2 /A 1 . When A 1 and A 2 are integrated, the matching degree for the kth rule is
where α k−1−2 denotes the specific integration order: A 1 and A 2 are integrated, instead of A 2 and A 1 .
When A 2 and A 1 are integrated, the matching degree for the kth rule is
It is obvious that
The activated weight for the kth rule is calculated as follows
where θ k denotes the initial weight of the kth rule which is mostly presumed to be 1. It is noticeable that in this calculation, the order of the calculation is also not relevant. And thus,
Since α k−1−2 = α k−2−1 , we have
Following is the integration using the ER algorithm [3] , [16] - [18] . Since the activated weights are the same, the inference results would be the same as well.
The proof is thus finished.
Associative Law of Addition:
The vectors calculations also follow from the associative law of addition:
Proof: Suppose that there are three attributes, namely A 1 , A 2 and A 3 . For any input x = (x 1 , x 2 , x 3 ), the matching degree for the kth rule α k is calculated by 
And thus
Therefore,
After calculating the activation weight, the rules are integrated using the ER algorithm. Since the activated weights are the same, the inference results would be the same as well.
Remark 4:
The vector calculations in the BRB space follow from the commutative and associative laws of addition, which indicates that the organization and integration order of the attributes in BRB is irrelevant to the inference result.
C. DISTANCE BETWEEN THE VECTORS IN BRB SPACE
For N rules (each with L scales) derived by experts with the belief distribution of
n denotes the consistency of the opinions of the experts. To be more specific, 
, the cosine of the angle between the two vectors is
Since N n=1 (β 1 n ) 2 ≤ 1 and N n=1 (β 2 n ) 2 ≤ 1, the cosine of the two vectors should be no less than N n=1 2 l=1 β l n , as shown in Fig. 3(a 
With (17) and (18), when two vectors agree with each other completely, which is to say that the two vectors both have one and only one belief graded as 100% in the same scale (all of the beliefs in the other scales are 0), then we have Fig. 3(b) ; when the two vectors share nothing in common, which is to say that when there is β 1 n = 0 for the nth scale in one vector, whereas β 2 n = 0 for the nth scale in any other vector, then we have N n=1 2 l=1 β l n = 0, cosφ = 0 and φ = 90 • , as shown in Fig. 3 .
In [21] - [24] ,
N n=1
2 l=1 β l n is defined as the ''degree of conflict'' which represents the distance between the vectors to measure the dissimilarity between the vectors. VOLUME 7, 2019
V. ILLUSTRATIVE EXAMPLE
Take the prognosis of the cold over a patient as an example to illustrate the topological analysis on the BRB space.
A. ILLUTRATIVE EXAMPLE FOLLOWS FROM THE THREE PROPERTIES
Suppose that x 1 : the temperature of a patient has been taken to diagnose whether a patient has got the cold or not, and three different temperature are considered as referenced values, namely, A 1 = 37 • C, A 2 = 38.5 • C, A 3 = 39 • C,. Then, for non-negativity, there is,
For regularity, there is,
For countable additivity, there is,
And thus,
If another factor, e.g., x 2 : whether the patient has got a cough, is also taken under consideration, there is µ x 2 (A 1 = no) = 0, µ x 2 (A 2 = yes) = 1. Then, it is clear that x 2 also follows from the three properties.
B. ILLUTRATIVE EXAMPLE FOLLOWS FROM THE COMMUTATIVE AND ASSOCIATIVE LAWS OF ADDITION
With x 1 (temperature) and x 2 (cough) as the attributes, six rules can be constructed as follows using experts' knowledge and historic statistics.
then ((not cold, 40%), (cold, 60%));
then ((not cold, 20%), (cold, 80%));
then ((not cold, 30%), (cold, 70%));
Correspondingly, the six rules can be depicted in Fig. 4 with the two attributes as the two dimensions, and each rule as a point of the BRB space. Suppose that a patient has been presenting with a temperature of 38 • C and not severe cough ((no cough, 0.7) (cough, 0.3)), then Rules 1-4 would be activated and the matching degrees for the attributes would be as follows:
And, thus the matching degrees would be as follows: 
There is also
If we consider another factor, e.g., x 3 : dizziness with two referenced values as µ x 2 (A 1 = no), µ x 2 (A 2 = yes), then the original BRB can be updated as follows.
then ((not cold, 1), (cold, 0));
then ((not cold, 40%), (cold, 60%)); 862 VOLUME 7, 2019
then ((not cold, 25%), (cold, 75%));
Suppose that a patient has been presenting with a temperature of 37.5 • C, medium cough ((no cough, 0.5)(cough, 0.5)), and serious dizziness ((dizzy, 1) ), then new Rules 1'-4' would be activated. The matching degrees for the attributes in new Rules 1-4 would be as follows: And, thus the matching degrees would be as follows: Thus, it is apparent that
To summarize, the illustrative example still follows from the communicative and associative laws of addition. 
C. THE DISTANCE BETWEEN DIFFERENT RULES IN THE LLUTRATIVE EXAMPLE
Still take Rules 2-4 as an example to illustrate the distance between different rules. The conclusion parts of the three rules are as follows:
Intuitionally, the differences between R 1 /R 2 and R 2 /R 3 are the same since they share the same difference in beliefs assigned on each scale.
Next, the cosine of the vectors is calculated based on the definition of the distance between the vectors in the BRB space.
Based on (19) , cos(R 1 , R 2 ) = cos(R 2 , R 3 ), which shows that the distance between R 1 /R 2 and R 2 /R 3 are different from a topological perspective.
The angle between each two vectors is also calculated.
Based on (20) , it shows more clearly that
The three vectors are also shown in Fig. 5 , which is consistent with the results derived in (19)- (20) .
Two interpretations can be drawn based on the result of above distance:
(1) The difference between R 2 and R 3 is smaller than that between R 1 and R 2 .
(2) R 2 shares more in common with R 3 than with R 1 .
Comparatively, it is easier to understand the two interpretations which are also more useful in practical conditions. All in all, the distance between the rule/vectors from a topological perspective can help differentiate the rules/vectors that are considered the same from an intuitionistic perspective.
VI. CONCLUSION
From a topological perspective, the BRB space is defined as an attribute product measure space. The rules in BRB are vectors in the BRB space which follow from the commutative and associative laws of addition. Moreover, the distance between belief rules is discussed by investigating the dot product of vectors, which serves as a more precise measurement to the distance (difference) between rules/vectors.
It should be noted that this study only conducted certain preliminary investigation on the BRB space from a topological perspective. The laws followed by vectors in the BRB space can be further explored and analyzed. More topological or geometric properties should be examined, and other possible calculation means of the distance between the rules or vectors in the BRB space should be proposed as well. All in all, there is still much work to be done regarding on this topic.
For future studies, the topological perspective should be further explored to better understand the complex modeling and inference mechanism of BRB. Additionally, some further discussions on the comparative studies between the conjunctive and disjunctive BRBs can be further investigated as well. At last, more practical cases should be studied to test the properties of the BRB space. 
