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Abstract
A t − (n, k, ) design is a k-uniform hypergraph with the property that every set of t vertices is
contained in exactly  of the edges (blocks). A partial t − (n, k, ) design is a k-uniform hypergraph
with the property that every set of t vertices is contained in at most  edges; or equivalently the
intersection of every set of  + 1 blocks contains fewer than t elements. Let us denote by f(n, k, t)
the maximum size of a partial t − (n, k, ) design. We determine f(n, k, t) as a fundamental problem
in design theory and in coding theory. In this paper we provide some new bounds for f(n, k, t).
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Notation and deﬁnitions
A hypergraph H is a set V (H), whose elements are called vertices, and a set E(H) of
subsets of V (H), whose elements are called edges. A hypergraph is k-uniform if each of its
edges contains exactly k vertices.
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A t − (n, k, ) design is a k-uniform hypergraph on n vertices with the property that
every set of t vertices is contained in exactly  of the edges (blocks). A partial t − (n, k, )
design is a k-uniform hypergraph on n vertices with the property that every set of t vertices
is contained in at most  edges; or equivalently the intersection of every set of + 1 blocks
contains fewer than t elements. (Partial) t − (n, k, 1) designs are often called (partial)
Steiner systems. Let us denote by f(n, k, t) the maximum size of a partial t − (n, k, )
design.
A binary code C consists of bit vectors (codewords) of length m, where the weight w(e)
of a vector e is equal to the number of ones in e. If x and y are codewords, then their distance
d(x, y) is the number of places where they differ, i.e. d(x, y)=w(x−y). Then the minimum
distance of code C is the minimal value of d(x, y) for all pairs of distinct codewords.
In this paper log n denotes the natural logarithm. We will also use the standard notation
e() = e2i.
1.2. On the size of block designs
Determine f(n, k, t) as a fundamental problem; it is studied in various forms. It is
sometimes also referred to as the packing problem for hypergraphs. It is also related to the
Turán problem for hypergraphs, the lottery problem, the football pool problem, etc. It is
also a fundamental problem in coding theory. Determine f1(n, k, t) as equivalent to ﬁnding
the maximum size A(n, d, k) of a binary code with word length n, constant weight k and
minimum distance d2(k − t + 1).
Since this is such a fundamental question, there is a vast literature on results concerning
f(n, k, t) (see e.g. [2,7] or [9]). The majority of the results concentrate on the case when k
and t are “small”. For example, simple counting shows that for the number of edges in any
partial Steiner system we have
f1(n, k, t)
(
n
k
)
(
k
t
) .
In a breakthrough paper [10], Rödl developed the nibble technique in order to prove the
conjecture of Erdo˝s and Hanani [3], which asserts that for every ﬁxed k t > 0 and n → ∞
we have
f1(n, k, t) = (1 − o(1))
(
n
k
)
(
k
t
) .
In this paper we are interested in the other extreme, namely when k is large: n<k(1−
)n for some > 0. We will deﬁne c by k = cn so that 0<c< 1. In particular, we are
interested in what happens when t is around the “expected value” of the intersection of
+ 1 blocks. Assuming that we selected the + 1 blocks randomly, this expected value is
c+1n.
Fundamental results in coding theory (see [6]) imply that for k = cn, the function
f1(n, k, t) is polynomial in n for tc2n + 1, and exponential for t(c2 + )n for any
> 0. In addition, the well-known Johnson bound (see [5] or [6]) gives the following upper
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bound for this polynomial:
f1(n, k, t)
k − (t − 1)n
k2 − (t − 1)n , (1)
assuming that the denominator is positive. Thus for k = cn, assuming that t < c2n + 1, we
get a linear upper bound
f1(n, k, t)
cn − (t − 1)
c2n − (t − 1) . (2)
It is known that the Johnson bound (1) is sometimes sharp. For example, in an old (and
somewhat forgotten) paper, answering a question of Erdo˝s, et al. [11] determine exactly this
function f1(n, k, t) for inﬁnitely many n’s in the special case k = n/2 and t = n/4. More
precisely, they give inﬁnitely many m’s for which
f1(4m, 2m,m) = m + 1; (3)
indeed, they show that if m = (p − 1)/2 where p is a prime with p ≡ −1 (mod 4) then
(3) holds. Here the upper bound comes from (1), and for the lower bound they construct a
design using quadratic residues and non-residues. Since we will use this construction here
as well, for the sake of completeness, we give the construction in Section 2.2.
In this paper we give some new (to the best of our knowledge) bounds for f(n, k, t) for
k = cn. We think of c and  as constants and we let n → ∞. First we prove a general upper
bound, which is a generalization of the Johnson bound for 1.
Theorem 1. Let 1k <n, 1, t positive integers and c = k/n. Then we have
f(n, k, t)
cn − (t − 1)
c+1n − (t − 1)
(
 + 1
2
)
, (4)
provided that the denominator is positive.
Note that in the  = 1 special case this gives the Johnson bound (2).
Then we prove some lower bounds. First we examine for the special case = 1, k =n/2,
how close to the truth the Johnson bound is if we let t to be smaller than the expected value,
n/4. The next construction shows that the Johnson bound is sharp in this case as well for
inﬁnitely many n’s.
Theorem 2. For every integer d0 there are inﬁnitely many integers m> 0, for which
f1(4(d + 1)m, 2(d + 1)m, (d + 1)m − d) = m + 1,
and, indeed, this holds if m = (p − 1)/2 where p is a prime with p ≡ −1 (mod 4).
Again here the upper bound comes from the Johnson bound, the lower bound uses an
iterated version of the quadratic residue construction from (3).
In the next construction we let = 1, nkn/2 for some constant > 0, c = k/n and
t = c2n (the expected value).
A. Sárközy, G.N. Sárközy /Discrete Mathematics 305 (2005) 264–275 267
Theorem 3. Let > 0 be a ﬁxed constant, and nkn/2, t = c2n positive integers,
where c = k/n. Then there exists an integer n0 = n0() such that for nn0 we have
f1(n, k, t)
2
16
√
n
log n
. (5)
Here, unfortunately there is a signiﬁcant gap between this lower bound and the Johnson
upper bound (2).
In the next construction we will consider any 1, but, on the other hand, t will be
slightly greater than the expected value.
Theorem 4. Let n = p be a prime number, , d, r positive integers with <n, d|(p − 1)
and r < d, and write k = r((p − 1)/d). Then there is a number C1 = C1(, d, r) (to be
computed later) so that writing c = k/n and t = c+1n + C1√n we have
f(n, k, t) = f
(
p, r
p − 1
d
, t
)
n = p. (6)
In the next section we provide the tools including some general tools and the quadratic
residue construction from (3). Then in Section 3 we give the proofs.
2. Tools
2.1. General tools
Our ﬁrst tool is the well-known Chernoff bound from probability theory. LetX1, . . . , XN
be N independent random variables which are equal to one with probability p, and zero with
probability 1 − p. The random variable X =X1 + · · · +XN is called the binomial random
variable (or the random variable with binomial distribution), and is denoted by BIN(N, p).
It is clear that the expected value of BIN(N, p) is Np. The Chernoff bound estimates the
probability of large deviation from the expected value.
Lemma 1. For any 0rNp, we have
Pr(|BIN(N, p) − Np|>r)< 2e−r2/3Np.
The proof can be found in [1].
Our next tool is a theorem for multiplicative characters due to Weil [12], see also [4,8].
Lemma 2. Let p be a prime number, let  be a nontrivial character of order d (so that
d|p − 1), and let f ∈ Fp[x] be a polynomial of positive degree which is not a constant
multiple of the dth power of a polynomial. Let m be the number of distinct roots of f. Then
we have∣∣∣∣∣∣
∑
x∈Fp
(f (x))
∣∣∣∣∣∣ (m − 1)
√
p.
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2.2. The quadratic residue construction
For the lower bound in (3) it is sufﬁcient to construct a design with blocks A1, A2, . . . ,
Am+1 that are subsets of {1, 2, . . . , 4m} and satisfy
|Ai | = 2m, i = 1, 2, . . . , m + 1, (7)
and
|Ai ∩ Aj |<m, 1 i < jm + 1. (8)
Let p be a prime number with p ≡ −1 (mod 4) (note that by Dirichlet’s Theorem there
are inﬁnitely many primes with this property) and let n = 2p − 2 = 4m.
Recall that the Legendre symbol (n/p) is equal to +1, if n is a quadratic residue modulo
p, and −1 if n is a quadratic non-residue, while for p|n it is undeﬁned. First we deﬁne by
using the Legendre symbol a p × p matrix C = [cik], 1 ip, 1kp in the following
way:
cik =
⎧⎪⎨
⎪⎩
1 if
(
i + k
p
)
= +1,
0 if
(
i + k
p
)
= −1 or p|(i + k),
for i = 1, 2, . . . , p; k = 1, 2, . . . , p.
Nextwemodify thematrixC in the followingway. Firstwe remove fromC those (p−1)/2
columns whose last entry is a one (note that the last row of C, as any row, contains (p+1)/2
zeros and (p − 1)/2 ones). Then from the obtained p × ((p + 1)/2) matrix we remove the
last row (consisting of zeros only). Denote the resulting (p − 1) × ((p + 1)/2) matrix by
D = dik, 1 ip − 1, 1k(p + 1)/2.
Finally, let us deﬁne the (2p−2)×((p+1)/2)=n×(m+1)matrixE=eik, 1 i2p−
2, 1k(p + 1)/2 in the following way.
eik =
{
dik if 1 ip − 1,
d(i−p+1)k if p i2p − 2,
for i = 1, 2, . . . , (2p − 2) = n; k = 1, 2, . . . , (p + 1)/2 = m + 1. Thus we get the matrix
E by writing D under itself again.
Now we are ready to give the construction of the blocks A1, A2, . . . , Am+1:
i ∈ Ak if and only if eik = 1.
It is not hard to check that for this construction both (7) and (8) hold.
3. Proofs
3.1. Proof of Theorem 1
Let 1kn/2, 1, t < c+1n+1 be positive integers, where c= k/n, so c 12 . Let us
consider a t − (n, k, ) design with blocks A1, A2, . . . , AN from the set {a1, a2, . . . , an}.
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We will prove by contradiction; assume indirectly that in contrary to (4) we have
N >
cn − (t − 1)
c+1n − (t − 1)
(
 + 1
2
)
. (9)
For a given l let us denote by Nl the number of those blocks A1, A2, . . . , AN that contain
al .
Let us start with the following equation:
∑
1 i1<i2<···<i+1N
|Ai1 ∩ Ai2 ∩ · · · ∩ Ai+1 | =
n∑
l=1
(
Nl
 + 1
)
. (10)
Indeed, we get (10) by counting in two different ways for each vertex the number of (+1)-
set intersections it is contained in.
Furthermore, we clearly have
n∑
l=1
Nl = kN = cnN ,
and thus by the Jensen inequality we get
n∑
l=1
(
Nl
 + 1
)
n
( ∑n
l=1Nl
n
 + 1
)
= n
(
cN
 + 1
)
. (11)
Combining (10) and (11) and using the (t −1) upper bound for the size of the (+1)-set
intersections we get
n
(
cN
 + 1
)
(t − 1)
(
N
 + 1
)
.
From this we obtain
ncN(cN − 1)(cN − 2) · · · (cN − )(t − 1)N(N − 1)(N − 2) · · · (N − ).
Multiplying this out results in
N+1(c+1n − (t − 1))(cn − (t − 1))
(
 + 1
2
)
N +
−1∑
i=1
ciN
−i
, (12)
where we have
ci = (−1)i(c−in − (t − 1))
∑
1 j1<j2<···<ji+1
j1j2 . . . ji+1,
for i = 1, 2, . . . ,  − 1.
Next we claim that the terms in the summation in (12) are alternating in sign starting
with a negative term, and their absolute values are non-increasing. For this purpose we only
have to show
|ci |N |ci+1| for i = 1, 2, . . . ,  − 2 (13)
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or
(c−in − (t − 1))N
∑
1 j1<j2<···<ji+1
j1j2 . . . ji+1
(c−i−1n − (t − 1))
∑
1 j1<j2<···<ji+2
j1j2 . . . ji+2
for i = 1, 2, . . . ,  − 2. (14)
Since we have
∑
1 j1<j2<···<ji+2
j1j2 . . . ji+2
∑
1 j1<j2<···<ji+1
j1j2 . . . ji+1
∑
j=1
j
=
∑
1 j1<j2<···<ji+1
j1j2 . . . ji+1
(
 + 1
2
)
,
in order to show (14), it is sufﬁcient to show
(c−in − (t − 1))N(c−i−1n − (t − 1))
(
 + 1
2
)
or
N c
−i−1n − (t − 1)
c−in − (t − 1)
(
 + 1
2
)
. (15)
Note that
cn − (t − 1)
c+1n − (t − 1)
c−i−1n − (t − 1)
c−in − (t − 1) . (16)
Indeed, this simpliﬁes to
1c + ci+1 − ci+2,
which is always true for c < 1, i1.
But then (15) follows from (9) and (16).
The above implies that in (12) the negative terms “cancel” the positive terms, and thus
(12) simpliﬁes to
N+1(c+1n − (t − 1))(cn − (t − 1))
(
 + 1
2
)
N,
which contradicts (9) and this completes the proof of the theorem.
(Our proof also shows that in (4) equality can only be obtained for  = 1.)
3.2. Proof of Theorem 2
We get the upper bound from the Johnson bound
2(d + 1)m − ((d + 1)m − d − 1)
(d + 1)m − ((d + 1)m − d − 1) = m + 1.
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For the lower bound we iterate the quadratic residue construction from Section 2.2.
Indeed, we do the following. Let d0 be an arbitrary integer and let p be a prime number
with p ≡ −1 (mod 4) and let n = (d + 1)(2p − 2) = 4(d + 1)m. We divide the integers
{1, 2, . . . , n} into (d + 1) intervals Ii = [4(i − 1)m + 1, 4im], 1 id + 1, and in each
interval Ii we use the quadratic residue construction. More precisely, we deﬁne the blocks
B1, B2, . . . , Bm+1 from {1, 2, . . . , n} in the following way. Let
Bj ∩ [4(i − 1)m + 1, 4im] = Aj + 4(i − 1)m, 1 id + 1,
for all 1jm + 1. Here Aj denote the blocks from the quadratic residue construction,
and Aj + 4(i − 1)m means that we add 4(i − 1)m to every element of Aj .
Thus we get blocks B1, B2, . . . , Bm+1 from {1, 2, . . . , n} such that
|Bj | = 2(d + 1)m, j = 1, 2, . . . , m + 1
and
|Bi ∩ Bj |(d + 1)m − (d + 1), 1 i < jm + 1,
implying the lower bound in the theorem.
3.3. Proof of Theorem 3
Let > 0 be a ﬁxed constant, and nkn/2, t=c2n positive integers, where c=k/n,
so c1/2. Let us assume that n is sufﬁciently large.
The proof will start out similarly to the proof of Theorem 2, we will iterate the quadratic
residue construction. Let p be a prime number such that p ≡ −1(mod 4) and
2
8
√
n
log n
p − 1 
2
4
√
n
log n
. (17)
The prime number theorem for arithmetic progressions guarantees that there is a prime with
these properties for sufﬁciently large n. Let m= (p−1)/2 and l =n/4m. Thus from (17)
we get
2
16
√
n
log n
m 
2
8
√
n
log n
(18)
and
1
2
√
n log n l 4
2
√
n log n. (19)
We divide the integers {1, 2, . . . , n} into (l + 1) intervals Ii, 1 i l + 1, such that
Ii = [4(i − 1)m + 1, 4im], 1 i l, and Il+1 = [4lm + 1, n] if 4lm<n, and Il+1 = ∅
otherwise.
First, again in each interval Ii, 1 i l, we do the quadratic residue construction. More
precisely, we deﬁne the blocks B1, B2, . . . , Bm+1 from {1, 2, . . . , 4lm} in the following
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way. Let
Bj ∩ [4(i − 1)m + 1, 4im] = Aj + 4(i − 1)m, 1 i l,
for all 1jm + 1, where again Aj denote the blocks from the quadratic residue con-
struction. Thus we get blocks B1, B2, . . . , Bm+1 that are subsets of {1, 2, . . . , 4lm} such
that
|Bj | = 2lm, j = 1, 2, . . . , m + 1
and
|Bj ∩ Bj ′ | l(m − 1), 1j < j ′m + 1. (20)
To get the ﬁnal design consisting of blocks C1, C2, . . . , Cm+1 we do the following. C1j
will be a random subset of size 4clm from Bj . C2j will be a random subset of size
k − 4clm from Il+1 assuming that Il+1 = ∅, otherwise C2j = ∅. Let Cj = C1j ∪ C2j , and
thus
|Cj | = k, j = 1, 2, . . . , m + 1,
as desired. In view of (18), in order to prove the theorem it only remains to estimate the
pairwise intersections |Cj ∩ Cj ′ | for 1j < j ′m + 1.
Using the Chernoff bound (Lemma 1) with r = √n log n and (20) we get
Pr
(∣∣∣∣|C1j ∩ Bj ∩ Bj ′ | − |C1j | |Bj ∩ Bj ′ ||Bj |
∣∣∣∣>r
)
2e−r2/3lm2e−r2/n2n− log n.
Fix a choice of C1j for which we have
∣∣∣∣|C1j ∩ Bj ∩ Bj ′ | − |C1j | |Bj ∩ Bj ′ ||Bj |
∣∣∣∣ r .
Again by the Chernoff bound we get
Pr
(∣∣∣∣∣|C1j ′ ∩ C1j | − |C1j ′ |
|C1j ∩ Bj ∩ Bj ′ |
|Bj ′ |
∣∣∣∣∣>r
)
2e−r2/3lm2e−r2/n2n− log n.
Finally, if Il+1 = ∅, we get by the Chernoff bound
Pr
(∣∣∣∣∣|C2j ′ ∩ C2j | − |C2j ′ |
|C2j |
|Il+1|
∣∣∣∣∣>r
)
2e−r2/n2n− log n.
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Thus for sufﬁciently large n we get that with high probability we have for every pair
1j < j ′m + 1 (assuming Il+1 = ∅ and using (19), (20))
|Cj ∩ Cj ′ | = |C1j ∩ C1j ′ | + |C2j ∩ C2j ′ |

|C1
j ′ |
|Bj ′ |
( |C1j |
|Bj | |Bj ∩ Bj ′ | + r
)
+ r + |C
2
j ′ |
|Il+1| |C
2
j | + r
2c(2cl(m − 1) + r) + r + cn − 4clm + 1
n − 4lm (cn − 4clm + 1) + r
= c24ml − 4c2l + 2cr + r +
(
c + 1
n − 4ml
)
(c(n − 4ml) + 1) + r
c2n − 4c2l + 3r + 2<c2n − 4c2l + 4r − 1c2n − 1 = t − 1,
as desired.
3.4. Proof of Theorem 4
We have to show that there are p blocks A1, . . . , Ap which are subsets of the vertex set
V = {1, 2, . . . , p} so that
|Al | = k = r p − 1
d
for l = 1, 2, . . . , p (21)
and
|Al1 ∩ Al2 ∩ · · · ∩ Al+1 |< t = c+1p + C1
√
p
for 1 l1 < l2 < · · ·< l+1p. (22)
Let  be a (multiplicative) character of order d modulo p; e.g. if g is a primitive root
modulo p, then we may deﬁne such a character  by
(gk) = e
(
k
d
)
for k = 1, 2, . . . .
LetE be a set consisting of r distinct dth roots of unity, e.g.wemay takeE={e(1/d), e(2/d),
. . . , e(r/d)}. Then we deﬁne the blocks A1, . . . , Ap ⊂ V by
for 1 i, lp we have i ∈ Al if and only if (l + i) ∈ E. (23)
Clearly, we have
|Al | = |{i : 1 ip, (l + i) ∈ E}| = |{j : 1jp, (j) ∈ E}|
=
∑
∈E
|{j : 1jp, (j) = }| =
∑
∈E
p − 1
d
= |E|p − 1
d
= r p − 1
d
,
which proves (21).
Now we will prove (22). Write (z)= 1 + z+ z2 + · · · + zd−1. Observe that if  is a dth
root of unity then we have
() =
{
d if  = 1,
0 if  = 1.
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By (23), it follows that
∑
∈E
1
d
((l + i)) =
∑
∈E
(l+i)=
1 =
{
1 if i ∈ Al,
0 if i /∈Al.
Hence
+1∏
j=1
∑
j∈E
1
d
(j(lj + i))
= 1
d+1
+1∏
j=1
∑
j∈E
d−1∑
hj=0
(j(lj + i))hj
= 1
d+1
d−1∑
h1=0
· · ·
d−1∑
h+1=0
s(h1, . . . , h+1)((l1 + i)h1 . . . (l+1 + i)h+1)
=
{
1 if i ∈ Al1 ∩ · · · ∩ Al+1 ,
0 if i /∈Al1 ∩ · · · ∩ Al+1 ,
where
s(h1, . . . , h+1) =
∑
1∈E
· · ·
∑
+1∈E
−h11 . . . 
−h+1
+1 ,
so that
s(0, . . . , 0) = |E|+1 = r+1 (24)
and
|s(h1, . . . , h+1)|s(0, . . . , 0) = r+1, (25)
for all h1, . . . , h+1.
Thus we have
|Al1 ∩ · · · ∩ Al+1 |
=
p∑
i=1
1
d+1
d−1∑
h1=0
· · ·
d−1∑
h+1=0
s(h1, . . . , h+1)((l1 + i)h1 · · · (l+1 + i)h+1)
= 1
d+1
d−1∑
h1=0
· · ·
d−1∑
h+1=0
s(h1, . . . , h+1)
p∑
i=1
((l1 + i)h1 · · · (l+1 + i)h+1). (26)
By (24), the contribution of the h1 = · · · = h+1 = 0 term is
r+1
d+1
p∑
i=1
1 =
( r
d
)+1
p,
A. Sárközy, G.N. Sárközy /Discrete Mathematics 305 (2005) 264–275 275
and by Lemma 2 for every other h1, . . . , h+1 we have∣∣∣∣∣
p∑
i=1
((l1 + i)h1 · · · (l+1 + i)h+1)
∣∣∣∣∣ (h1 + · · · + h+1 − 1)√p
< (( + 1)(d − 1) − 1)√p< 2d√p.
Thus separating the h1 = · · · = h+1 = 0 term in (26), by (25) it follows from (26) that
|Al1 ∩ · · · ∩ Al+1 |
( r
d
)+1
p + 1
d+1
∑
0h1,...,h+1<d
(h1,...,h+1)=(0,...,0)
r+12d√p
=
( r
d
)+1
p + 2r+1d√p. (27)
Observing that, by Bernoulli’s inequality, now
c+1n =
(
k
n
)+1
n =
(
r(p − 1)
dp
)+1
p =
( r
d
)+1(
1 − 1
p
)+1
p
>
( r
d
)+1 (
1 −  + 1
p
)
p>
( r
d
)+1
p − ( + 1). (28)
(22) follows from (27) and (28) with C1 = 3r+1d, and this completes the proof of
Theorem 4.
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