The PANDA code is used to build a tabular equation of state (EOS) table for carbon. The model includes three solid phases (graphite, diamond, and metallic) and a fluid phase mixture containing three molecular components (C 1 , C 2 , and C 3 ). Separate EOS tables were first constructed for each solid phase and for each molecular species in the fluid phase. Next, a mixture/chemical equilibrium model was used to construct a single multicomponent EOS table for the fluid phase from those for the individual chemical species. Finally, the phase diagram and multiphase EOS were determined from the Helmholtz free energies. The model gives good agreement with experimental thermophysical data, static compression data, known phase boundaries, and shock-wave measurements. This EOS covers a wide range of densities (0 -100 g/cm 3 ) and temperatures (0 -1.0×10 8 K). The new EOS table can be accessed through the SNL-SESAME library as material number 7830.
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Background
The unique properties of carbon have made it both a fascinating and an important subject of experimental and theoretical studies for many years [1] - [4] . The contrast between its best-known elemental forms, graphite and diamond, is particularly striking. Graphite is black, has a rather low density and high compressibility (close to that of magnesium), and is greasy enough to be useful as a lubricant and in pencil leads. Diamond is brilliantly translucent, 60% more dense than graphite, less compressible than either tungsten or corundum, and its hardness makes it useful for polishing and cutting. This variability in properties, as well as that observed among the many classes of carbon compounds, arises because of profound differences in electronic structure of the carbon bonds [5] .
A number of other solid forms of carbon are known. Pyrolytic graphite [6] is a polycrystalline material in which the individual crystallites have a structure quite similar to that of natural graphite. Fullerite (solid C 60 ), discovered only ten years ago [7] , consists of giant molecules in which the atoms are arranged into pentagons and hexagons on the surface of a spherical cage. Amorphous carbon [8] [9] , including carbon black and ordinary soot, is a disordered form of graphite in which the hexagonally bonded layers are randomly oriented. Glassy carbons [9] [10], on the other hand, have more random structures. Many other structures have been discussed [1] [9] .
Because of its high melting point, low thermal expansion, and high heat capacity, graphite is often used in structural materials and composites, as in heat shields for space reentry vehicles. In addition to its importance as a pure material, there has been considerable interest in carbon because of its formation in the detonation products of explosives and in the decomposition products of hydrocarbons, plastics, and other compounds [11] - [13] .
The carbon phase diagram exhibits some interesting features, some of which are still not completely understood. In the numerical simulation of dynamic phenomena, it is important to account for the phase transition from graphite to diamond. However, this transition does not occur at the equilibrium pressure in shock-wave experiments. While a full nonequilibrium model of this transition is not yet available, we have shown that many aspects of the behavior can be reproduced by treating diamond as an imperfect crystal [11] [12] .
The high melting point has limited experimental investigations of the liquid phase, but some information has been obtained using dynamic methods. A recent discussion of the methods and their difficulties is given by Musella, et al. [14] . The graphite-liquid boundary is known to exhibit a temperature maximum at about 5-6 GPa [15] . This feature shows that liquid carbon is less dense than graphite at low pressure but becomes denser as the pressure is increased, indicating a rather significant change in compressibility. The conductivity of liquid carbon also depends upon pressure-insulating behavior is observed at low pressures, metallic behavior at higher pressures.
Carbon does not vaporize at atmospheric pressure; it sublimes at a temperature below the graphite-liquid-vapor triple point [14] . Analysis of the sublimation data shows that polyatomic molecules are present in the vapor [16] [17].
Scope of Work
In this work, we use the PANDA code [18] to construct a multicomponent-multiphase EOS model for carbon that is valid over a wide range of densities and temperatures. The results are put into tabular form for use in numerical simulations using the Sandia hydrocode CTH and other codes utilizing the SESAME format [19] - [23] .
The model includes three solid phases-graphite, diamond, and metallic solid. Two models are created for diamond-the perfect crystal, used to compute the equilibrium properties, and an imperfect form, used to describe nonequilibrium behavior. The solid models are discussed in Section 2.
Our model for the fluid phase (liquid, vapor, and supercritical regions) allows for the existence of several chemical species-the monatomic form C 1 , which is metallic, and the polyatomic molecules C 2 , C 3 , C 4 , and C 5 . The PANDA mixture-chemical equilibrium model is used to construct a single EOS for the fluid phase. C 3 molecules are shown to be important, not only in the vapor phase, but also in the liquid phase at low pressures. The transition from C 3 to C 1 under pressure is found to explain the distinctive character of the graphite-melting curve. The liquid models are discussed in Section 3.
The models for the metallic solid and liquid also include contributions from thermal electronic excitation and ionization, which become very important at high temperatures. These contributions were calculated using the PANDA ionization equilibrium model. The version used here, which contains some new features that were not discussed in the original PANDA manual, is described in Section 4.
Results of the model are discussed in Section 5. Good agreement is obtained with a variety of experimental information-the phase diagram, shock-wave data, including shockinduced phase transitions, isobaric expansion, sound speed in the shocked state, and shock-vaporization experiments.
Conclusions and recommendations are given in Section 6.
EOS for Solid Phases

General
We will consider three solid phases of carbon in this work-graphite, diamond, and metallic. We will also consider an imperfect form of diamond, used in treating deviations from the equilibrium phase diagram. The thermodynamic functions for the solid phases are expressed as sums of four terms that are assumed to be separable and additive:
, (1) , (2) . (3) The subscripts and denote contributions from the zero-Kelvin curve and lattice vibrations, respectively. The subscript denotes the contributions from thermal electronic excitations, which were included only for the metallic phase; this term is discussed in Section 2.3. In order to give a consistent energy zero for all three phases, the constants were chosen according to ,
where is the density of the phase at 298K and ambient pressure, and is its enthalpy of formation relative to graphite.
The zero-Kelvin curves were fit to the Birch-Murnaghan equation [24] 
, (6) where , and , , and are constants. To insure correct asymptotic behavior at high densities, the PANDA extrapolation formula [18] , which is based on Thomas-Fermi-Dirac (TFD) theory, was used at high pressures.
The lattice-vibrational terms were computed using the well-known Debye and Einstein models. The equations for these models are given in the PANDA manual [18] , and we will limit the present discussion to points specific to carbon.
Graphite
The cold curve parameters for graphite were determined by fitting ultrasonic data [6] , static compression data [25] , and shock wave data [26] - [29] , including contributions from the lattice vibrations, discussed below. Our room temperature (RT) isotherm and Hugoniot are compared with the experimental data in Figure 1 . The two curves are almost indistinguishable at pressures below 35 GPa. The static data extend to 14 GPa. The shock data for all forms of graphite, except those for pyrolytic graphite, are in good agreement with the static data and show the onset of transition to diamond at about 2 0GPa.
The data for pyrolytic graphite are higher in stress by about 2 GPa, evidently due to strength. As shown in Figure 1 , these data agree with the other data when shifted by -2 GPa. In the earlier shock experiments [26] [27], pyrolytic graphite did not transform to diamond at pressures below about 35 GPa. Data that are more recent show that the transformation that occurs at 20 GPa when high-quality pyrolytic graphite is used and the shock pressure is applied perpendicular to the basal plane [28] [29].
After accounting for thermal and strength effects, we obtain the following cold curve parameters for graphite: ρ 0 = 2.293, β 0 = 38.2, and = 11.0. This fit is valid up to at least 35 Pa, covering the entire region of stability. The TFD extrapolation formula [18] was used to define the cold curve in the metastable region at higher pressures.
Our model for the lattice vibrational modes of graphite is based upon the theoretical work of Al-Jishi and G. Dresselhaus [31] . They calculated the lattice vibrational spectrum using the Born-von Kármán model with 4 atoms per unit cell, a total of 12 vibrational modes. We treated nine of these modes as Einstein oscillators, with frequencies corresponding to the peaks in their calculated spectrum. The other three modes were treated using the Debye model, with the Debye temperature chosen to match the experimental entropy as a function of temperature. Our model gives an idealized, but reasonable representation of the integrated density of states obtained from the calculations of Reference [31] . For the lowest frequency Einstein mode, thermal softening was included in order to match the entropy at high temperatures [16] , and the mode Grüneisen parameter was chosen to match the thermal expansion of pyrolytic graphite [32] . The other frequencies were taken to be constant.
Our calculations of the entropy and density vs. temperature, at zero pressure, are compared with the experimental data in Figures 2 and 3 , respectively.
The heat of formation for graphite is zero by definition.
Diamond
The cold curve parameters for diamond were determined by fitting the calculations of Fahy and Louie [34] , with a small correction to match the ambient density [35] and sound speed [36] . The result is: ρ 0 = 3.550, β 0 = 452.0, and = 3.64. The TFD extrapolation was used above a density of 4.5 g/cm 3 (about 100 GPa).
Our room temperature isotherm is compared with the static compression data of Aleksandrov, et al. [30] in Figure 1 . Our fit is in good agreement with the data-provided [30] .) The calibration corrections are particularly important above about 40GPa.
Diamond is a classic example of the single-oscillator Einstein model of the specific heat [37] . We have used the Einstein model to compute the lattice vibrational contributions, with an Einstein temperature of 1320K as in the original work, and a Grüneisen parameter of 0.96, as determined from measurements of the pressure dependence of the Raman mode [38] . Our calculations of the entropy and density vs. temperature, at zero pressure, are compared with the experimental measurements of the entropy vs. temperature [33] and the thermal expansion [32] in Figures 2 and 3 , respectively. The calculated results are in good agreement with the data.
The heat of formation of diamond is = 0.158 MJ/kg [39] .
An Imperfect Form of Diamond
The above EOS model corresponds to the perfect crystalline form of diamond. This model, together with our EOS for graphite, gives good results for the graphite-diamond phase line, as we will show in Section 5.2.
However, shock wave data for carbon show that the transition from graphite to diamond occurs at about 10 times the equilibrium transition pressure. In addition, the high-density phase is found to be about 5% less dense than shocked diamond [29] . Only part of this density difference can be attributed to thermal effects, i.e., the higher temperature obtained by shocking from the lower initial density of graphite.
A full treatment of these nonequilibrium effects would require a time-dependent model. However, we have shown than much of the observed behavior can be reproduced by treating the high-density phase as an imperfect form of diamond [11] . It is reasonable to expect that the diamond produced on the time scale of a shock wave experiment would have a large number of imperfections-vacancies, dislocations, grain boundaries, etc.. For simplicity, we will treat these imperfections as vacancies. Because the energy difference between graphite and diamond is small compared to the carbon bond energy, a small percentage of vacant sites in the diamond lattice can increase the transition pressure by an order of magnitude while simultaneously reducing the density. Ultrafine diamonds, which have a large ratio of surface area to volume, would exhibit the same effect.
Our EOS for this imperfect form of diamond was constructed using the PANDA vacancy model [18] . It is assumed that a certain fraction of the lattice sites, , are vacant. The presence of these vacancies lowers the density of the solid from its ideal value and reduces the effective binding of the solid lattice. The energy and pressure on the cold curve are modified as follows. , (7)
The vacancies also make a contribution to the entropy, which is computed by assuming the vacant sites to be randomly distributed. The result is , (9) where R is the gas constant and W is the atomic weight.
In the present work, we find that assuming only 3% of the sites to be vacant ( ) gives satisfactory agreement with the shock data.
Metallic Solid
Simple theoretical arguments, together with analogy to the other Group IVA elements (Si, Ge, Sn, and Pb), indicate that carbon should transform to a metallic phase at sufficiently high pressures. However, the transition pressure and structure of this phase have not been established experimentally. There could even be more than one high-pressure phase transition.
Theoretical calculations have been made for many different structures [34] [40]- [43] . Of all that have been considered, the fourfold coordinated structure bc-8 (or Si-III) is by far the most stable energetically [34] . The sixfold coordinated structures (sc and β-Sn) are higher in energy and also kinetically unstable. The most highly coordinated structures (fcc, bcc, hcp) are highest in energy.
We assume that the metallic phase is bc-8 in this work. The cold curve parameters were determined by fitting the calculations of Fahy and Louie [34] . The result is: ρ 0 = 3.656, β 0 = 440, and = 3.7. (Our value of β 0 differs slightly from that given by Fahy and Louie, who used a different formula to fit the EOS in the region near zero pressure.) The TFD extrapolation was used above a density of 4.5 g/cm 3 (about 100 GPa). Our room temperature isotherm for the metallic phase is shown in Figure 1 .
The lattice vibrational contributions for the bc-8 phase were calculated using the Debye model. In the absence of experimental data, the Debye temperature Θ was estimated from the sound speed, using the Slater formula with a Poisson's ratio of 1/3 (Equation 2.1 of Reference [18] ); the result was Θ = 1270K. The Grüneisen parameter Γ was estimated from the cold curve, using the Dugdale-MacDonald formula (Equation 4.19 of Reference [18] ); the result was Γ = 1.35.
The electronic terms in Equations. (1)- (3) were computed from the ionization equilibrium model discussed in Section 4.
Fahy and Louie also predicted that the energy of the bc-8 phase is higher than that of diamond by 5.5 MJ/kg. After correcting for thermal and zero-point energy terms, we obtain a heat of formation of 5.3 MJ/kg for the bc-8 phase.
As we will show in Section 3.3, the bct-8 cold curve is also used in our model for the monatomic liquid phase. Equations (5) and (6) only define the cold curve in the compression region. The LJ MATCH option in PANDA was used to define the tension region, which is needed for the liquid model. In order to insure the correct value of the binding energy as the density approaches zero, the energy on the cold curve is represented by [18] for . (10) This option requires three parameters-, , and . ( , , and are determined by requiring that the energy, pressure, and first derivative of the pressure are continuous at the match density.)
The binding energy was determined from the heat of formation for the bct-8 phase and that for carbon gas [39] , along with thermal and zero-point energy corrections. The result was = 55.0 MJ/kg. Values for the other two parameters, which are less critical, were obtained from those we previously obtained for iron [44] , by scaling according to density: = 3.25, = 0.75.
EOS for Fluid Phase
General
Our EOS for the fluid phase-which includes the liquid, gas, and supercritical regionsallows for the existence of several molecular species (C n , n=1,2,3,...). The EOS for each species is calculated using the PANDA liquid model [18] . The Helmholtz free energy has the form .
Here includes the contributions from the intermolecular forces and the thermal motions of the molecular centers of mass.
is the contribution from internal rotational and vibrational degrees of freedom, included only for the polyatomic species.
is the contribution from thermal electronic excitations, included only for the monatomic and diatomic species. The constants were chosen to give the same energy zero as for the solid phases. The other thermodynamic quantities were computed from the usual thermodynamic relations.
After separate EOS tables have been constructed for each chemical species, the PANDA mixture model is used to construct an EOS for the complete system. This model employs the ideal mixing approximation-the mixture components have equal temperatures and pressures, their volumes are additive, and the entropy of mixing is that for complete randomness. The chemical composition is computed from the principle of chemical equilibrium, i.e., by minimizing the free energy. Hence, the molecular composition varies with density and temperature.
Liquid Perturbation Theory
The first term in Eq. (11), , was calculated using a version of liquid perturbation theory called the CRIS model [45] [46] . This model has been discussed in detail in previous work, and we will review only a few points here.
The thermodynamic properties of a fluid are determined by the potential energy φ of a molecule in the field of neighboring molecules. The free energy can be written in terms of this function by using a perturbation expansion about the properties of an idealized hard-sphere fluid, , (12) where N 0 is Avogadro's number and W is the molecular weight. Here is the free energy for a fluid of hard spheres with diameter σ, and , the first-order correction, is an average of φ over all configurations of the hard sphere fluid. In the CRIS model, the
hard-sphere diameter σ is defined by a variational principle that minimizes , where includes all corrections to the first two terms. This approach defines the hard-sphere system having a structure that is closest to that of the real fluid. The corrections are then computed from approximate expressions.
The function φ depends upon the intermolecular forces and is related to the zero-Kelvin energy of the solid phase by , (13) where x s denotes the configuration of the neighbors in the solid at density ρ. To calculate the fluid properties from Eq. (12), φ must be averaged over many configurations of neighbors that are different from those of the solid. Since current theories of the electronic structure of matter are not sufficiently accurate for calculating φ, except for very simple systems, the CRIS model idealizes the fluid configurations and approximates φ by (14) Here ρ is the actual density of the fluid, and ρ s is the solid density having the same nearest neighbor distance as that of the given fluid configuration. For this approximation to be valid, the short-range structure of the solid must be reasonably close to that in the liquid. When several solid structures are possible, one must choose the one that gives the best results for the liquid or adjust the cold curve to fit the data.
Monatomic Fluid Species (C 1 )
Since theoretical calculations show that the properties of solid carbon vary markedly with structure, there is ambiguity as to which cold curve to use in the model for monatomic fluid carbon. However, the fact that liquid carbon exhibits metallic conductivity at pressures above ~5 GPa [4] suggests that the cold curve for a metallic solid structure should be used. Of all the structures that have been studied theoretically, only bc-8 has a binding energy of the right magnitude to reproduce the observed melting point when used with the fluid model. In this work, therefore, we have used the same function for the C 1 fluid as for the bc-8 phase, discussed in Section 2.5. As a result, the energy shift is also the same as for the bc-8 phase.
As in previous work on liquid metals, the EFAC energy parameter in the CRIS model was used to "fine tune" the results. We set EFAC = 1.45 MJ/kg (2.6% of the cohesive energy) to match the graphite melting line at high pressures (Section 5.2). As noted in Section 2.5, two parameters in the PANDA LJ MATCH option, which defines the behavior of the zeroKelvin isotherm in tension, were estimated from those for iron [44] .
The thermal electronic term for the C 1 fluid, which is the same as that for the bc-8 solid, is discussed in Section 4.
for monatomic carbon, since it has no internal degrees of freedom.
Polyatomic Fluid Species (C n )
Calculations using our EOS for the C 1 fluid, together with the graphite and diamond EOS, give good agreement with experimental data at high pressures. In particular, it reproduces the negative slope of the graphite melting curve above 6 GPa and the shock data that lie in the liquid region (Section 5.2). At low pressures, the positive slope of the graphite melting curve shows that the liquid is less dense than graphite, which is inconsistent with our model for the C 1 fluid. The conductivity of the liquid also decreases at low pressures [4] [14] . These observations indicate a significant change in the liquid structure at low pressures. Good agreement with the low-pressure data can be obtained when polyatomic molecules are allowed to form in the liquid.
In calculating thermodynamic properties for the polyatomic species, Eq. (11), the C n molecules were treated as freely rotating, and hence spherically symmetric, in computing the contributions from center-of-mass motion,
. Contributions from the internal rotations and vibrations, , were computed using the rigid rotator-harmonic oscillator approximation [18] , with parameters taken from the JANAF Tables [16] . For C 2 , the thermal electronic term was also calculated from the energy and degeneracy of the lowest-lying excited state [16] [18]. The energy shifts were determined from the gas-phase heats of formation [16] . Since all of these parameters can be fixed rather easily, the only challenge is to determine the cold curves needed by the liquid model, for computing .
There are no direct experimental measurements of the cold curves or intermolecular forces for C n molecules, and first-principles quantum-mechanical calculations are beyond the scope of this report-probably beyond the present state of the art. Therefore, we will have to estimate the cold curves using simple, semi-empirical arguments. As we will show, these arguments demonstrate that C 3 is the only important polyatomic species in the liquid phase.
Given the lack of information, it is desirable to minimize the number of parameters used in the model as much as possible. With this end in mind, the cold curves were represented using the so-called "universal" formula of Rose, et al. [47] . In PANDA, this expression is written in the form [18] , (15) , (16) where
Here , , and are the cohesive energy, density, and bulk modulus of the condensed phase at zero pressure. These parameters were further restricted by requiring that, for given values of and , be chosen to make Eq. (16) extrapolate smoothly into the TFD curve at high pressures. This additional constraint defines a family of cold curves for the various C n species, determined only by the two parameters and .
In order to estimate values for the parameters and , we consider next the electronic structure of a C n molecule, which has been studied by Pitzer and Clementi [17] . They showed that a conventional chemical valence picture of the bonding is
The molecules are linear, the carbon atoms are doubly bonded (one σ-and one π-bond), and each of the terminal carbon atoms has an unbonded electron pair. In further support of this picture, we note that the average bond energies, calculated from the heats of formation [16] , are as follows: C 2 -594 kJ, C 3 -661 kJ, C 4 -624 kJ, C 5 -640 kJ. These values are in good agreement with the typical C-C double bond energy (615 kJ, compared with 347 for a single bond and 812 for a triple bond [5] ).
For purposes of comparison, N 2 , O 2 , and CO 2 have the following structures:
The intermolecular forces in these three compounds are due primarily to interactions between the terminal electrons and the π-electron groups with those on neighboring molecules. We have previously obtained values of in the range 0.3-0.4 MJ/kg for these compounds. Sensitivity studies demonstrate that such values are much too small to allow formation of C n molecules in the liquid state.
However, the electronic structure of a C n molecule differs from that of N 2 , O 2 , and CO 2 in a very important way-the terminal carbon atoms in C n are deficient in electrons. Each terminal carbon is capable of forming two additional covalent bonds, as in the interior of the chain, or interacting with surrounding molecules by metallic bonding (delocalized electrons). There should be an especially large contribution to the interaction energy from neighboring molecules aligned along the same axis.
Define
to be the average energy of interaction of a C n molecule with its neighbors. Each atom in the chain will have an energy in the four directions perpendicular to the axis. Each terminal atom will also have an energy in the parallel direction. Hence
where the factor of 1/2 is needed because the interaction energy is shared between the molecule and its neighbors and must not be counted twice.
The terminal interaction term should be a significant fraction of the C-C double bond energy. Therefore, we will write , where is an adjustable parameter. If the molecules are freely rotating, the probability is 1/3 that a neighboring molecule will have the correct orientation to form a bond with a terminal atom. Hence a "nominal" value of would be 0.33. As we will show below, the value 0.40 gives good agreement with the melting temperature. The other interaction term, , should be roughly equal to the energy of interaction between planes in graphite, ~4.2 kJ [48] , much smaller than the value of . Using these estimates, together with Equation (18), the binding energy for a C n molecule is . (19) In this work, we will also treat the density as an adjustable parameter, determined by fitting isobaric expansion data. However, a preliminary estimate can be made as follows. Let each molecule be represented by a rectangular box. Take the box dimensions in the two directions perpendicular to the chain to be approximately equal to the spacing between layers in graphite, 3.37Å, and take the dimension parallel to a chain of n atoms to be 1.28n, where 1.28Å is the typical bond distance. The volume per carbon atom is found to be 14.5Å 3 , giving a density 1.4 g/cm 3 -the same value for all n.
We have now reduced the calculation of the cold curves for all polyatomic species to two adjustable parameters. We chose , to match the melting temperature, and g/cm 3 , to match the isobaric expansion data. Fixing the value of as discussed above, we obtain the following cold curve parameters. (The TFD match density was 2 g/cm 3 Using these parameters, our model gives the following results for the density and Helmholtz free energy of the various carbon species at 0.011 GPa and 4800K, the experimental graphite-liquid-vapor triple point. All of the polyatomic species have a much lower density than graphite, as required to give the positive slope of the melting line. Since C 3 is the only species having a free energy competitive with that of the monatomic fluid, we would not expect the other species to be important in the liquid state.
Chemical equilibrium calculations, using the PANDA mixture model, give the following results.
• C 3 is the only important polyatomic species in the liquid phase, at temperatures up to ~6000K.
•
The concentrations (in weight percent) of C 1 and C 3 are comparable at liquid densities and temperatures near the melting point. The concentration of C 3 increases at lower densities. • C 2 becomes more important as the temperature increases. The concentrations of C 2 and C 3 are comparable at ~1.0×10 4 K. C 2 predominates at higher temperatures. • C 2 is also important at low temperatures and low densities. • C 4 and C 5 are unimportant at all densities and temperatures, their concentrations never exceeding ~2% by weight. • None of the polyatomic species are important at densities above 3 g/cm 3 or temperatures above 5.0×10 4 K.
As we will show in Section 5.2, allowing formation of C 3 molecules gives good agreement with the observed melting behavior. At low pressures, the model predicts that the liquid is of a mixture of C 1 and C 3 ; the liquid density is less than that of graphite, giving a positive slope to the melting curve. At higher pressures, the model predicts the C 1 species to become most important; the liquid density is higher than that of graphite, giving a negative slope to the melting curve. The predicted sublimation pressures also agree fairly well with the experimental data, giving further confirmation of our assumptions.
A ρ
Thermal Electronic Contributions
General
At sufficiently high temperatures, excitation of electrons out of the ground state configuration makes an important contribution to the thermodynamic properties. In this work, the thermal electronic terms for the metallic phases [subscripted e in Equations. (1)- (3) and (11)] were calculated using the PANDA ionization equilibrium model (IEQ) [18] . The INFERNO model of Liberman [49] was also used to test the IEQ results at high densities.
The IEQ model used in this work includes two improvements to the average atom approximation not discussed in the PANDA manual [18] -corrections for charge fluctuations and for thermal broadening. Therefore, we will give a brief outline of the theory and how it has been modified. (See Reference [18] for additional discussion.)
Basic Theory
We consider an element with atomic number and atomic weight . A particular configuration of this system is specified by giving the populations of the electronic orbitals, each orbital describing the state of a single electron. To calculate the thermodynamic properties of the system, it is necessary to take a thermal average over all configurations of the system, according to the principles of statistical mechanics.
The PANDA IEQ model uses an average atom approximation to the ionization equilibrium equations. Like other average atom models, the properties of the system are computed by considering the electronic structure of a single atom. However, this model is unique in that it explicitly sums over all electronic configurations of the atom instead of considering a single "average" configuration. The most recent version of the model also includes corrections to the average atom approximation that are discussed below.
The electronic contribution to the Helmholtz free energy is given by , (20) where , the electronic partition function for an "average ion," is a sum over all Z+1 states of ionization, . 
Here is the free energy (per electron) for an electron gas in which there are z free electrons per ion.
is the partition function and is the ground state energy for an ion of charge z.
is a correction to the average atom model, which is discussed below.
The ion partitition function is given by (22) where and are the statistical weights and energy levels of the ion, and the sum is taken over all configurations of the electrons. These quantities, along with the ground state energies , are calculated from a scaling model, using a table of orbital radii and energies for the ground state configuration of the isolated atom [50] , along with corrections for ionization and continuum lowering, as discussed in Section 9 of Reference [18] .
The IEQ model generates a table of the electronic entropy as a function of density and temperature. This table is input to the solid or liquid model. The pressure, internal energy, and Helmholtz free energy are computed from the entropy table, using standard thermodynamic relations. For density-temperature points off the table, PANDA uses the TFD model. See Section 8 of Reference [18] for details.
Charge Fluctuations
The average atom corrections, in Equation (21) , are new additions to the IEQ model and are not discussed in the PANDA manual. One of the approximations in the average atom model is that charge neutrality holds within an ion sphere. In Reference [51] , we showed that there are fluctuations in the charge within an ion sphere, and we derived expressions for the corrections that are valid in the low-density limit. We showed that satisfactory results can be obtained by taking for z>1. (See Reference [51] for the explicit formulas for and .)
We have not yet found a rigorous theory of charge fluctuations at high densities. However, the fluctuation terms are expected to become less important as the density increases, because of increased attraction between "holes" and "electrons." In order to account for this effect, the low-density values are modified as follows.
, (23) where is an input parameter, typically ranging from 0.1 to 1.0. This expression was motivated by a model of electrical conductivity data near the metal-insulator transition [52] . A preliminary comparison with the experimental data indicates that it captures the essential features of the physics.
Thermal Broadening
Another approximation in the average atom model is that all ion spheres are equal in size. In fact, thermal motions can lead to fluctuations in the sizes of the ion spheres. The latest version of PANDA includes a correction for this effect. 
The statistical-mechanical average of some quantity over all configurations is . (28) To simplify the evaluation of the above integral, we will drop the restriction on the ion sphere volumes, Eq. (25) . In that case, the integration over each sphere volume is independent. Then
Equation (29) is the thermal broadening relation that we use to average the IEQ entropy, calculated from the average atom approximation, over fluctuations in density. In practice, the principal effect of this procedure is to smooth discontinuities that arise when bound levels are cut off due to pressure ionization. The smoothing effect is particularly important near the metal-insulator transition, where the ground state of the atom is pressure-ionized.
In the present version of the model, is taken to be a constant and is treated as an input parameter. Smaller values of give more smoothing. Using the ambient sound speed for graphite, a nominal value for carbon is 1.0×10 4 K. However, a much smaller value is appropriate in the metal-insulator transition region, where the sound speed is smaller.
Application to Carbon
In the present work, the orbital data used in the atomic scaling model were taken from Reference [50] , except that the orbital binding energies EA were modified to improve the ionization potentials [53] and the energies of the lowest lying excited states [16] predicted by the model. The revisions were as follows (EA in Hartree):
The IEQ results were generated using the following parameter settings.
• MX=EFAC=3. MX is the maximum number of electron-hole excitations from the ground state, and EFAC is the energy cutoff, relative to the ionization energy, in the sum over excited states. These factors are large enough to include all important contributions to the ion partition functions. • F1=F2=1. We chose the default values for these factors, which are used in the continuum-lowering model, because they gave good agreement with the density of the metal-insulator transition obtained using the INFERNO model [49] . • F3=0.1. This constant, used in the average atom corrections, Equation (23) , was the same as we have used in calculations for other metals [52] .
• XB=1.0×10 -3 K. This constant, used in the thermal broadening model, Eq. (29), was chosen to get a reasonable amount of smoothing.
The entropy was computed at 63 densities, , and at 36 temperatures,
. (The T=0 points were obtained by extrapolation.)
The thermal electronic contributions to the entropy and pressure are shown in Figure 4 . The solid curves, calculated from the PANDA IEQ model, show isotherms from 1000 to 1.0×10 8 K, equally spaced in the logarithm. The most striking feature of the plots is the insulator-metal transition that occurs in the density range 1-3 g/cm 3 . At low densities, the valence electrons are localized, insulating states. The ground state configuration of an isolated carbon atom (1s  2 2s  2 2p 2 ) has a statistical weight of 15. Hence, the entropy approaches the value as at low densities. At high densities, the valence electrons are pressure-ionized, becoming delocalized, metallic states. The entropy approaches zero as at high densities. This insulator-metal transition results in the dramatic drop in entropy that is seen in the range 1-3 g/cm 3 . The same phenomenon causes a large thermal electronic contribution to the pressure in this density range.
Because the IEQ model uses a relatively simple treatment of continuum lowering and pressure ionization, there is some question as to the accuracy of its predictions in the insulator-metal transition region. For comparison, the 1000K isotherm computed from the IN-FERNO model is shown by a dashed line in Figure 4 . INFERNO is a sophisticated numerical model that solves the Dirac equation for the energy levels and treats both bound and free states in a consistent manner [49] . Previous work showed that INFERNO gives very good predictions of the effect of the insulator-metal transition on the shock Hugoniot of xenon, in which the transition is induced under pressure [46] [54] . The fact that the IN-FERNO and IEQ results predict a insulator-metal transition in the same density range gives further support to our model. However, there are two differences between INFERNO and IEQ that should be noted. First, INFERNO gives a higher entropy than IEQ at low densities. The INFERNO result is incorrect at low densities because of an error introduced by the average configuration approximation, as explained in Reference [51] . Second, INFERNO predicts a sharper drop in entropy at the transition because it does not include any thermal broadening. For these reasons, we consider IEQ to be the more accurate model for carbon, even though it uses a more simplified treatment of continuum lowering and pressure ionization.
Finally, we note that the above results support our assumption that liquid carbon is metallic at densities above about 3 g/cm 3 . At lower densities, the transition seen in the electronic structure, along with the formation of molecular species in the liquid state, could be responsible for the observed drop in thermal conductivity [14] .
Results and Discussion
Multiphase EOS Calculations
The PANDA MOD MIX option was used to construct a single EOS table for a fluid phase mixture of C 1 , C 2 , and C 3 . (C 4 and C 5 were not included in the final EOS because they were found to be unimportant, as discussed in Section 3.4.) In order to eliminate numerical problems in the mixture model, it was necessary to include Maxwell constructions in the EOS tables for the various species.
Next, the PANDA MOD TRN option was used to compute the phase diagram and construct the multiphase EOS, including four phases-graphite, diamond, metallic solid, and the fluid mixture. The "imperfect" form of diamond was used in making the EOS table, in order to match the shock data as discussed below.
The mesh used in making the multiphase EOS table included 84 densities in the range , plus a point, and 74 temperatures in the range . The mesh points were chosen to give good resolution of the phase transitions and other important features of the EOS surface. In order to allow treatment of fracture models, a tension region was included at temperatures below the sublimation point (TSPALL=3600). Maxwell constructions were included at all higher temperatures, as noted above.
The new EOS table has been added to the SNL-SESAME library (file "sesame") as material number 7830.
Equilibrium Phase Diagram
Our calculated phase diagram is shown in Figure 5 , along with some of the experimental data. The data, which are quite limited, are summarized as follows.
• Kennedy and Kennedy measured the graphite-diamond boundary from 1273 K to 1900 K [55] ; their data are shown by crosses in Figure 5 . Bundy's estimate of the phase line [1] , shown by a dotted line, is based on experimental data from 1250 to 2900K. • Measurements of the graphite-melting curve have been made by Bundy [56] , Fateeva and Vereschchagin [57] , and Togaya, et al. [15] . All three sets of experiments show a peak in the melting temperature near 5-6 GPa. The data of Togaya, et al. are the most recent and are thought to be most accurate [4] ; they are shown by x's in • The diamond melting line has not been measured directly. However, it is currently thought that the phase boundary has a positive slope, based on sound speed measurements of Shaner, et al. [58] [59]. We will discuss those experiments in Section 5.5.
As seen in Figure 5 , our calculated phase diagram agrees quite well with the existing data. Our graphite-diamond boundary deviates slightly from Bundy's extrapolation [1] at high temperatures. The reason is that his extrapolation assumes a constant difference in heat capacity between graphite and diamond. Our model, which uses a more sophisticated treatment of the lattice vibrational terms, does not make that assumption.
Our calculated melting curve shows the observed behavior-a positive slope at low pressures, a maximum near 5 GPa, and a negative slope at high pressures. As noted in Section 3.3, one of the parameters in the liquid model (EFAC) was adjusted to match the highpressure behavior. We chose to match the data of Togaya, et al., shifted by +150K. The calculated phase line is within the uncertainties in the experimental data.
The formation of polyatomic molecules, especially C 3 , plays an essential role in matching the distinctive character of the graphite-melting curve. The dashed line in Figure 5 shows the melting curve obtained when only the monatomic species C 1 is allowed to form. In that case, the melting curve has a negative slope at all pressures up to the graphitediamond-liquid triple point. Formation of the polyatomic molecules lowers the density of the liquid phase and gives a positive slope at low pressures, in agreement with the observed behavior. Our model predicts a graphite-liquid-vapor triple point at 0.017 GPa and 4660K, close to the recent measurements of Musella, et al. (0.011±0.002 GPa and 4800±150K [14] ). Our sublimation point is 3800K, in satisfactory agreement with other work [16] [60].
Melting Data
Because it is very difficult to perform experiments on liquid carbon [14] , there are no precise measurements of the enthalpy and density changes at the melting point. Baitin, et al., estimated the enthalpy of fusion to be 10.4 MJ/kg, using the exploding wire technique [61] . Musella, et al., estimated a 45% volume change on melting, based upon the void volume obtained in recovered melted samples [14] .
The isobaric expansion experiments of Gathers, et al. [62] , also provide some information about the melting behavior. Glassy carbon samples, kept at constant pressure by a neutral gas, were resistively heated. The current-voltage data were used to determine the enthalpy as a function of time. The density was determined as a function of time from streak camera measurements of the sample diameter. Figure 6 shows the measured enthalpy vs. density for samples at 0.2 and 0.4 GPa. The samples had an initial density of 1.83 g/ cm 3 . On heating, the samples first expand slightly, then contract to near the theoretical density at an enthalpy of 7 MJ/kg, which corresponds to a temperature near 4000K, below the melting point.
Our calculations of the isobaric experiments are compared with the data in Figure 6 . (Since the calculations were made for nonporous graphite, only the results above 7 MJ/kg should be compared with the data.) According to our model, melting occurs at an enthalpy of about 9 MJ/kg. There is a sharp change in slope as the samples enter the mixed phase region, shown by dotted lines. Melting is complete at about 21 MJ/kg, which corresponds to the upper end of the measurements. The calculated enthalpy of fusion is 12 MJ/kg. The calculated density change is 50%.
It should be noted that the parameter in the model for the polyatomic species (Section 3.4) was chosen to agree with these isobaric data. It may be that forcing such good agreement is not justified by the errors and uncertainties in the experimental ρ 0 technique. However, the choice we have made is reasonably consistent with the data available at the present time.
Nonequilibrium Behavior
As we have already observed, the transition from graphite to diamond does not occur at the equilibrium pressure under shock loading conditions. Many aspects of this nonequilibrium behavior can be described by treating diamond as an imperfect crystal. Our model (Section 2.4) treats this imperfect form of diamond as a crystal containing vacant sites. Because the energy required to create a vacancy is large, compared with the free energy difference between graphite and diamond, creation of 3% vacant sites shifts the transition pressure by an order of magnitude. Figure 7 compares the equilibrium and nonequilibrium phase diagrams. In the equilibrium case, shown by solid curves, the transition from diamond to the metallic solid occurs at a pressure of 900 GPa at zero temperature. Because the metallic solid is denser than diamond (see Figure 1) , the phase line has a negative slope, terminating at the melting curve. The diamond-metal-liquid triple point occurs at 220 GPa and 5400K.
The dashed lines in Figure 7 show how the phase boundaries shift when diamond is replaced by its imperfect form. The diamond field of stability is substantially reduced. The graphite-diamond transition pressure is increased, while the diamondmetal transition pressure drops significantly. In addition, the metallic solid becomes more stable than diamond at high temperatures, so that diamond does not intersect the melting curve at any pressure. (This possibility was considered by Grover in his sensitivity studies of the carbon phase diagram [63] .) As we will show below, this nonequilibrium phase diagram is consistent with the available shock wave data for carbon. Figure 8 shows the nonequilibrium phase diagram, together with pressure-temperature Hugoniot loci for several initial densities in the range 0.12 to 2.16 g/cm 3 . It can be seen that shock wave measurements for these initial densities sample the phase diagram over a wide range of temperatures and pressures. The higher-density materials are shocked into the diamond and metallic solid phases, the transition pressures dependent upon the initial density. The lower-density materials traverse only the graphite and liquid phases.
Shock-Wave Behavior
Figures 9 and 10 compare our calculated Hugoniots with experimental data [26] [27] [64] in the shock velocity-particle velocity plane. The agreement is very good. At the four highest densities, the graphitediamond transition is the most dramatic feature of the Hugoniot. However, the calculated Hugoniot for ρ = 2.16 also exhibit a change in slope, for in the range 4-5 km/s, due to the transition between diamond and the metallic solid. This feature is also seen in the data, as observed by Gust when reporting his data for Ceylon graphite [27] . As expected from Figure 8 , the lower-density carbon Hugoniots does not exhibit the graphite-diamond phase transition. However, they do exhibit changes in slope that are due to the melting of graphite. This feature is especially evident in the data for ρ = 1.01 for in the range 4-5 km/s. Figure 10 shows Hugoniot data for special low-density carbon foams called "aerogels" [64] . These data also extend to higher velocities than those in Figure 9 . Except for the two lowest pressure points for ρ = 0.92, all of these data lie in the fluid region. The shock temperatures are also quite high, up to 1.5×10 4 K at the highest pressures, where thermal electronic excitations make the most important contribution to the EOS. Our model gives very good results for these aerogel foams, just as it does for other types of carbon.
Shaner, et al. have investigated the sound speed in shocked graphite (ρ = 2.20) by measuring the rarefaction wave velocities at shock pressures between 80 and 140 GPa [58] . Their data are compared with our calculations in Figure 11 . The measured velocities are roughly 20% higher than the bulk sound speeds, indicating the presence of material strength. Based on these results, they concluded that shock melting does not occur below 140 GPa, which they took as a lower bound to the diamond-melting boundary.
Our bulk sound speed is shown by the solid curve in Figure 11 . The longitudinal sound speed, estimated from the bulk sound speed using a Poisson's ratio of 1/3, is in good agreement with the data. Our model predicts that melting does not begin until a shock pressure of 155 GPa, in agreement with the conclusions of Reference [58] . However, we also predict a transition from diamond to the metallic phase in the pressure range 90-115 GPa. As seen in Figure 11 , the data show a discontinuity in this vicinity; this feature could be due to the diamond-metal transition, but the error bars are too large to make a definite statement to that effect.
Mitchell, et al., measured the electrical conductivity of shocked pyrolytic graphite [59] . These experiments confirmed the existence of a transition from the conducting graphite phase to the insulating diamond phase. No metallic conductivity was observed up to the highest shock pressure, 63 GPa. However, this pressure is considerably lower than our prediction of the metallic transition. 
Shock Vaporization
Wise, et al., used the shock-vaporization technique to study the expansion behavior of shocked carbon at low pressures [65] . Porous carbon samples (ρ = 1.4) were shocked to 100 GPa and 8000K, then allowed to expand across a gap and impact a target plate. The release temperature was about 4000K. A VISAR was used to record the motion of the target as a function of time. Two experiments were performed-one with a 5-mm gap, the other with a 10-mm gap. Numerical simulations of these experiments, using an earlier EOS model for liquid carbon, did not give satisfactory agreement with the data.
We have made numerical simulations of these experiments using the CTH hydrocode. The results are compared with the experimental data in Figure 12 . Zero time corresponds to arrival of the shock wave at the surface of the carbon sample and is absolute in both the experiment and calculations; no adjustment was made to match the results.
The simulations were made with two liquid models that did not allow refreezing on release. The dotted curves are simulations in which the liquid consists only of the monatomic species. As in Reference [65] , the time of arrival is late, and the peak velocity is much too high. The solid lines are simulations using the fluid mixture model, which includes formation of the polyatomic molecules. Here the time of arrival and shape of the first peak are in very good agreement with the data. There are still discrepancies with the data at later times, some of which could be due to two-dimensional effects. 
Conclusions and Recommendations
We have developed a new tabular equation of state for carbon, which includes treatment of solid-solid phase transitions, melting, vaporization, chemical reactions, and thermal electronic excitation. The EOS is in good agreement with experimental thermophysical data, static compression data, phase boundaries, and shock-wave measurements.
The new EOS table has been added to the SNL-SESAME library as material number 7830 and is available for use in calculations using CTH and other hydrocodes. This EOS covers such a wide range of densities (0 -100 g/cm 3 ) and temperatures (0 -1.0×10
8 K) that it should be suitable for virtually any standard hydrocode problem. It is applicable to porous carbon materials, including aerogels, as well as denser forms.
The new EOS will also play an important role in developing improved EOS tables for a variety of other materials containing carbon-explosive detonation products, the reaction products of plastics, polymers, and organic substances, and carbon composites.
We believe that this new EOS is a significant improvement in the modeling of carbon and materials containing carbon. However, there are still many issues that deserve additional investigation. In particular, new experimental data on the melting behavior and properties of the liquid would be useful to improve the calibration of certain model parameters. Additional experimental and theoretical work on the properties of polyatomic carbon molecules in the liquid phase would be desirable. Finally, development of a time-dependent model of the graphite-diamond transition and other nonequilibrium behavior would be a noteworthy achievement.
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