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ABSTRACT 
Techniques for updating the stationary distribution of a finite irreducible Markov 
chain following a rank one perturbation of its transition matrix are discussed. A 
variety of situations where such perturbations may arise are presented together with 
suitable procedures for the derivation of the related stationary distributions. 
1. INTRODUCTION 
Let P(l) be the transition matrix of a finite irreducible Markov chain 
(MC) with state space P’= (1,2,...,m}. Let n(‘)‘=(~~‘),...,~!,“) be the 
stationary probability vector associated with this MC. 
Let Z’(l) be perturbed by a rank one transformation to yield a new 
transition matrix PC’) associated with a new MC. Specifically, suppose 
subject to the condition that b’e = 0, where e is a column vector of ones. We 
assume that this transformation preserves the irreducibility of the resulting 
new MC, whose stationary probability vector is given by IT(~)’ = ( nf2), . . . , r,‘f)). 
The primary aim of this paper is to seek general relationships between 
q(‘)! and 11c2)! in a variety of situations where such perturbations arise. 
Although no computational studies have been carried out, a further aim is to 
give some consideration to devising techniques that will enable us to update 
&)I with a minimum of computational effort, to obtain rc2)’ without 
resorting to a full recomputation of this stationary probability vector. 
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The literature on perturbations of finite Markov chains is not extensive. 
Studies in this area were initiated by Schweitzer [15] with the presentation of 
a perturbation formalism based on the fundamental matrix of a finite MC 
(Kemeny and Snell [lo]) and semigroup properties. More recently, Meyer 
and Shoaf [13] utilized group generalized inverses to effect the updating of 
the stationary probability vector. Hunter [6, 81 showed that many of the 
better known techniques for obtaining stationary distributions of MCs (e.g. 
Paige, Styan, and Wachter [14], Meyer [ll], Kemeny [9]) can be derived from 
a consideration of the less restrictive one-condition generalized inverses of 
I - P(l), and it is from this starting point that we set up a general theory 
(Section 2). 
It should be remarked that more recent studies concerning the computa- 
tion of stationary distributions (e.g. Funderlic and Mankin [l], Harrod and 
Plemmons [4]) have shown that the LV factorization of I - P(l) provides at 
least as much accuracy as the procedures based upon the solution of 
nonsingular matrix equations and is numerically efficient. In fact, this LU 
factorization method has recently been extended to the updating of sta- 
tionary distributions by Funderlic and Plemmons [3] and Funderlic and 
Meyer [2]. 
Smith [ 161, Takahashi [17], Meyer [12], and Haviv and van der Heyden 
[5] have each considered the evaluation of perturbation bounds for the 
stationary probabilities of a finite MC. Apart from some subsidiary results 
(Section 3.2), we have not focused attention on such problems. 
Since any general perturbation of a transition matrix to yield another 
transition matrix can be effected by a sequence of updates of the form (1.1) 
we concentrate in this paper solely on such rank one transformations. In 
Section 2 a general theory is presented; Section 3 is devoted to special cases 
that arise in many practical settings. 
2. GENERAL THEORY 
From Corollary 4.1.2 in [6], if t 1 and ui are chosen so that lr(l)‘ti # 0 and 
u;e f 0, 
(2.1) 
In [6] we examined the procedure described by (2.1) and showed that many 
of the well-known techniques for finding v(l)’ are special cases of (2.1) for 
suitable t 1 and u 1. 
PERTURBED MARKOV CHAINS 203 
Analogously, if t 2 and u2 are chosen so that n@h 2 # 0 and ul,e # 0, 
(2.2) 
Ideally we would like to utilize the inverse used in (2.1) in deriving IT(~)’ 
in our derivation of ,c2jr. Thus, let us first consider the implications of the 
following equality: 
z-P’2’+f2U~~z--P(1~+flU; (2.3) 
if and only if ab’ = t 2ui - t iu;. The condition b’e = 0 implies that 
and hence that 
and 
or equivalently 
t,= ul,e t, 
i i ul,e 
‘= 
u2 
( i 
E (cb’+u;) 
1 
(24 
(2.5) 
(2.6) 
(2.7) 
for some c # 0. 
Without loss of generality let us take c = 1, u1 = u and choose u2 so that 
u;e = uie. The conditions (2.4), (2.5), and (2.7) imply that t, = t, = a and 
U 2 = b + u. The connection between ,(‘jr and II@)’ follows, as given in the 
theorem below. 
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THEOREM 2.1. Suppose u’e # 0 and n(‘)‘a # 0. Let 
a’= u’[z - p(1) +au’] -’ and p’= b’[Z - P(‘)+au’] -I. 
Then 
71(l)‘= a’/cy’e, 
llwl = 
a’+ p’ 
a’e + p’e . 
(2.8) 
(2.9) 
In particular, if p’e # 0, let p(l)‘= $‘/p’e. Then 
n(2), _ (a’e)v(l) + (f3’e)j.b”” 
- 
a’e+p’e ’ 
(2.10) 
Note that if p’e # 0 then p(l)‘e = 1, and that T(~)’ is a weighted average of 
7~~‘)’ and p(l)‘. However, there is no guarantee that the elements of 11(l)’ are 
all positive, so that p(r) is not necessarily a probability vector. 
In practice the condition (2.3) is too restrictive since, as we have seen, it 
implies that t I must be taken as a multiple of a, and this requires knowledge 
of the form of the perturbation, (1.1) before we can derive IT(~)’ using (2.1). 
In particular observe that the expression for 11(l)! given by (2.8) depends on a. 
We now examine a possible relaxation of this constraint. 
Using the result (see [7, p. 1301) that, provided the inverses exist, 
(2.11) 
and the observations that if u\e # 0 and n(‘)‘t 1 # 0 (Equations (3.13) and 
(3.17) of [6]) 
11(l)’ 
-= 
Qa”t 
u;(z-P’+t,u;)-’ 
1 
and 
~=(z-P”‘+tlu;)-‘tl, 
1 
(2.12) 
(2.13) 
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it is easily seen that, provided u:e # 0 and n(l)‘t i f 0 for i = 1,2, 
t ,n(” 
[I-p+t,u;] -l= [I-P”‘+tp;] -l I--pjy 
[ 1 
e7T(‘)1 
2 + (d’)‘t,)(u;e) 
(2.14) 
Let us examine the consequences of the equality 
z-P(“+t2u’,=z-P(‘)+t$l;. (2.15) 
The conditions (2.15) and (1.1) demand that we take, for some d # 0, 
t, = da, (2.16) 
U ;, = d-%‘+u;, with uie = u’,e. (2.17) 
Equations (2.16) and (2.17) give us the added flexibility sufficient to effect 
the calculation of vC2)’ via (2.2), by using (2.15) and (2.14) to connect with 
the derivation of ITS. 
If t 2 and u2 are as given by (2.16) and (2.17), where without loss of 
generality d = 1, we deduce from (2.14) and (2.15), using (2.12), that 
-h’(l-P(l)+tlu;)-l~+~. (2.18) 
Equation (2.18) substituted in (2.2) with u = ui and t = t 1 now yields the 
following key theorem. 
THEOREM~.~. Suppose u and t are chosen so that u’e # 0 and T(‘)‘t z 0. 
Let a’=~‘[Z-P~~)+tu’]-~ and /3’=b’[Z-P”)+tu’]-‘. Then 
I? = a’/a’e (2.19) 
&a1 = 
(&)’ a)S’ + (1 - f!‘a)a(‘)’ 
( QWr a)( b’e) + 1 - p’a 
(a’a)Sl+(l- p’a)a’ 
= (a’a)(f3k)+(l_p!a)(a’e) ’ 
(2.20) 
(2.21) 
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Note that (2.20) is derived from (2.14) under the assumption that 
v(l)‘a # 0. However, from (l.l), if &)‘a = 0 then n(‘)‘P(2) = IT@)’ and thus 
sr(‘)’ = sr(‘)’ [in accordance with (2.20)], by the uniqueness of stationary 
probability vectors for finite irreducible MCs. 
Theorem 2.1 is, in effect, a corollary of Theorem 2.2, since if we use 
(2.13) and take t = a and u1 = u, as in Theorem 2.1, then it is easily seen that 
oL’a = 1 and I3’a = 0. Equations (2.19) and (2.21) under the condition t = a 
become, respectively, (2.8) and (2.9). 
The advantage of Theorem 2.2 is that computation of nc2)’ can be 
effected after particular choices of t and u have been used to determine n(l)‘, 
with such choices of parameters not being influenced by the perturbation 
described by (1.1). 
Note also from (2.20) that if p’e f 0, p(l)’ = p’/p’e, then 
*@b = 
(T(1) ‘a)( j3’e)y”)’ + (1 - I3’a)?r”” 
(n(l) ‘a)(B’e)+(l- b’a) 
(2.22) 
and thus src2)’ is a weighted average of y(l)’ and IT(‘)‘, where both p(“‘e = 1 
and n”)‘e = 1. However, there is no guarantee that I3’e # 0. For example, 
suppose t = e; then, using (2.13) fl’e = 0. In this case cy’e = 1 and Theorem 
2.2 specializes to the following corollary. 
COROLLARY 2.2.1. Zf u’ is chosen so that u’e # 0, let 
(y’=uqz-pP(l) +eu’] -’ and I3’=bl[Z--P(l)+eu’] -l. 
Then 
and 
0L’a 
11(2)1 = ,+ + 
i i 
~ $‘. 
1 - I3’a 
(2.23) 
(2.24) 
The fundamental matrix of the irreducible transition matrix Z’(l) is given 
by Z(l) = [I - P (‘) $-en(‘)‘]-’ (see [6], [B], [9], and [lo]). If, in Corollary 2.2.1, 
we substitute u’ = v(l)‘, then we can express ~(~1’ in terms of Z(l) by making 
use of the result that o’ = sr(‘)‘Z(‘) = 0’. 
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COROLLARY 2.2.2. Zf Z(l) is the fundamental matrix of P(l), then 
&4’= 7T(‘)I + 
&)lab’Z(‘) 
1 - b’zwa ’ 
(2.25) 
= ,+‘)‘[ Z _ ab’Z”‘] - ‘. (2.26) 
Note that (2.25) follows immediately from (2.24) while (2.26) is a result 
of the identity 
z+ I :bbZZ::). 1 [I - ab’Z(‘)] = 1. (2.27) 
Schweitzer [15] utilized the properties of fundamental matrices in an 
attempt to set up a perturbation theory formalism for MCs. In the context of 
our setting, he defined Vi, = [ Pc2) - P(‘)]Z(” = ab’Z(‘) and showed that 
T(~)’ = n(l)‘His, where Hi, = [I - U,,] - ‘, thereby establishing (2.26) above. 
He further showed that 
HI2 = [z”‘] - ‘[I - ellw’ + ea(2b] z(2) (2.28) 
and hence that 
Zt2’ = Z(‘)H,, - e~~~~‘Hl~U~~Z~~~Hl~, (2.29) 
where Zc2’ is the fundamental matrix of Pc2). 
Schweitzer remarked that (2.26) and (2.28) “provides a method of 
computation of both the stationary distribution and fundamental matrix [of 
PC’)] which requires only one matrix inversion.” However, (2.27) implies that 
H,,= [Z-abZ(l)]P1=Z+ 
ab’Z(” 
I _ b’ZWa ’ (2.30) 
and consequently no further matrix inversion is required if one uses (2.25) 
and (2.29) in conjunction with (2.30). In fact, substitution of (2.30) in (2.29) 
yields 
Z(2)= I- 
i 
(n(‘)‘a)eb’Z(‘) 
1 - bZ(‘)a 
z’” + Z(‘)abZ(‘) 
I _ b’Z(na 1 * (2.31) 
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Group generalized inverses have been used in the study of finite MCs [6, 
8, 111. In particular if, for i = 1,2, A(‘) is the group inverse of Z - Pci), then 
A”’ = Zci) - elr(‘)‘. Substitution in (2.31) yields, after simplification, 
(n(‘)‘a)eb’A(‘) 
1 - b’A(‘)a 
A”’ + A(“ab’A(” 1 -b’A”‘a 1 ’ (2.32) 
Before we conclude this section we should mention that any perturbation, 
say Pc2) = I’(‘) + Q, where Qe = 0, can be expressed as a finite sequence of 
rank one updates, say P,,, I = I’, + e,q’,,, n = 1,2,. . . , m, where I’, = P(l), 
P nt + 1 = PC’), and Q = Crf,re,q: with q{ the ith row of Q. Observe that each 
update involves making changes to only the elements of a single row. We 
consider such a special case in Section 3.1. The more particular case where 
there are only changes to two elements in a single row is considered in 
Section 3.2. Sequential updates of estimated stationary distributions occur in 
stochastic modeling, and this situation is considered in Section 3.3. 
In general, suppose P (“+I) = PC”) +a.bk, where bne = 0, and that Pen) is 
the transition matrix of an irreducible MC with stationary probability vector 
a(“)‘. Then, for some t n and u,, 
where 
Now, 
IT(“)’ = a’,/aLe, (2.33) 
a,=U’,(Z-P’“‘+t”U:,)-l. 
,(n+l)‘= (I! (R)fa,)fiL + (1 - B;an)dn)’ 
(II (n)ra,)(&e)+l-&a. ’ 
(2.34) 
(2.35) 
where 
p,:=b:,[z-P(“‘+t,u’,] -l. (2.36) 
Furthermore, in setting up a recursive procedure to obtain ~l(“+r)’ in the 
form given by (2.33) it is easily shown that since u,+ r = b, + u, and 
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t ,,+I= ,I) a 
[Z-P (II+l) +t n+lul,+l] -l= [z_po+tnu:,] p1 ‘-‘“,.,%.‘“‘“)‘). 
i a, 
(2.37) 
At the nth stage we have expressions for u,, t,, ,(“jr and an updated 
(I - PC”) + t,u’,)-‘. The perturbation provides us with a,, and bk. This 
enables us to deduce the (n + 1)th stage terms, viz. u,+r = b,, +u,,, tn+i = a,,, 
f3; using (2.36), n’(“+‘) using (2.35), and (I - P(n+l)+tn+iu~+l)-l via 
(2.37) ready for the (n + 2)th stage. 
Care must be taken when PC”) is updated by a,b:, so that the irreducibil- 
ity of P(‘7+1) is obtained. Certainly, if no further zero elements are intro- 
duced, the irreducibility is preserved. 
3. SPECIAL CASES 
3.1. Transition Matrices Differing Only in a Single Row 
If PC’) = [pji)], then pi’)’ = (p!:‘, p$),. . , , p!,!,!) is the rth row of P(l). 
Similarly let pz2)’ be the rth row of Pc2). 
If P(l) and PC2) = P(l) + ab’ differ only in the rth row, then a = e7 and 
b’ = p!“)’ - p!‘)’ = ec( PC’) - P(l)). For this situation the results of Theorem 2.1, 
(2.8) and (2.9) hold with, for any u such that u’e # 0, 
a’=(cQ,a2,..., a,,J = u’[ I - P(l) +ey’] -’ 
and 
f3’= (P’,P2,...7 p,,,) = (p;2)t - pi’)‘)[ Z - P(l) +e+r’] -I. 
It is easily seen that a’e = l/q@), a, = a’e, = 1, /?, = B’e, = 0, ak+ 
j3’e = l/r,(‘), and thus l3’e = (1/1~,!~)) - (l/q@)). Expressing (2.9) in element 
form yields, for 1 Q i < m, 
(3.1) 
Note that the denominator of (3.1) can be reexpressed as r,(‘/r,(“‘. 
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Theorem 2.2 offers us more flexibility. However if t = e,, then (2.21) 
yields the same result as given by Theorem 2.1, viz. (3.1) above. With t = e 
we obtain the results of Corollary 2.2.1. In particular, if 
a’= (cY,,cQ,..., a,,) = u’[ z - P(l) +eu’] -’ 
and 
B’= uL&,,...> &,) = (p’,“” - ~il)~) [I - P(l) + eu’] l, 
then 
Equation (2.24) now 
&a = a’e, = (Y, = 7rJr), cw’e = 1, 
$‘a=$‘e,=&, J3’e = 0. 
yields, for 1~ i < m, 
(3.2) 
where XI’! i /3, = 0. 
Taking i = T in (3.2) yields the result that 1 - fi, = n~1/rr~2), which, under 
the assumption of irreducibility, implies that 1 - & # 0. 
When t = e and u = sr(i), we obtain the expressions of Corollary 2.2.2. In 
particular (2.24) is equivalent, in element form, to (3.2) above, but with 
pi = (pi”)’ - ptl)‘)Z(‘)ei. Th is result was found by a different technique by 
Meyer and Shoaf [13] and is equivalent to the result expressed in their 
Theorem 4.3. Schweitzer [15] also considered this special case, and his 
Equation (8) is equivalent to (3.2). 
Note also that if we substitute a = e, and b’ = pi”)’ - pi” in (2.32) and 
reexpress 
A(2) = A’” _ 
,+“e&A’” 
’ 
b’A(‘)A(‘)e, A(lb b’A”’ 
1 - b’A(“e, 
A(" + 
1 - b’A(‘)e 
z+ r 
we obtain the same result for the group inverse of Z - PC’), for this special 
case, as that given in Theorem 4.2 of [13]. 
Meyer and Shoaf remarked that their approach to the problem of updat- 
ing differs radically from that of Schweitzer [15]. The procedures that we 
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have developed in this paper, while different to either of these aforemen- 
tioned approaches, tie the two together. (Note that we have restricted 
attention to the case of updating an ergodic matrix to obtain another ergodic 
matrix. Meyer and Shoaf [13] consider, as well, the cases where either MC 
may be absorbing.) 
3.2. Transition Matrices Differing Only in Two Elements in a Row 
Suppose P(r) = [ p!l)] and Pc2) = [p@] have identical elements except 
that for some r and c’$ d p(‘) # p(i) an2 ~(2 f p$). Let pc2) - p!i) = E; then 
~$1 pi2 = - E. Thus the’p~ikrba~on can Ibe expressed ;I’(‘) = P(l) + ab’, 
where a = e, and b’ = de’, - dd). 
The results of Section 3.1 still hold, except that we now have a much 
more restrictive choice for b’. In oarticular observe that (3.2) implies that, if 
Z(‘)=[[zij],thenfor l<igm, _ 
,!a = $) + #) 
‘ci - ‘di 
t 
I l-E(Zc,--dr) * 
Let Mi,cd= I’ci- ZdiI and Mcd=mal.i.,, Mi,cd* If 
yields the following bounds: 
w 
E < l/M,, cd, (3.4) 
I+) _ @,I < ;yz.‘” < 
mrC1’M 
r cd . 
r,cd 1 - EM,~ 
Note also that T,‘“’ = r,(l)/{ I - .s(z,, - z~,,.)}, so that 
(3.5) 
implying that 
7r!2’ - 7Ti(i) = Fq@)( zci - Zdi)) 
],i(‘) - q(i)] = ~vr;~‘M~,~~, < w,!~‘M,,. (3.6) 
3.3. Transition Matrix Updated by Additional Observed Transition 
In many stochastic modeling situations estimates of the transition prob- 
abilities of a MC are derived and successively updated as further observations 
are obtained. As the data collection proceeds, we are also interested in 
obtaining a succession of approximations to the stationary probability vector 
of the underlying MC. 
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Suppose at some initial instant, P (‘) = [$)I is used as an approximation 
for the transition matrix of a MC with sta;k space Y = { 1,2,. . . , m }. In 
particular, suppose that there have been nij transitions observed from state i 
to state j in n trials. Let n, = Cy= ini j, so that fl = Cr= ini. The usual estimate 
of the transition probability from state i to state j is 
nij pi;’ = - , i,j=l,Z m. >.-., 
ni 
At the next update suppose an additional observation of the MC results in 
a transition from state r to state s. The new estimated transition probabilities 
are 
I 
p!?’ 
pjf’= nz;(n,+l), 
i#r, j=l,..., m, 
i=r, j#s, 
( n2,, + l)/( n, + l), i = r, j = s. 
If E = l/( n, + 1) then I’(‘) = P(l) + ab’, where a = e, and b’ = .s(e: - pi’)‘). 
This is thus a special case of the situation discussed in Section 3.1 where 
py)’ = (1 - t)p(,l)’ + ee’,. 
The expression for +rrJ2) I given by (3.1) can be modified slightly to yield 
7dl) + &?7pyi 
#’ = * 
t 
1+ &d’)C:f, lyi r 
(3.7) 
where y’=(y1,y2,..., y,) = (e’, - ps”)[ I - P(l) + e,u’] - ’ with y, = 0. 
An application of Corollary 2.2.2 yields the expression given by (3.2), 
where pi = e(e, - p?‘)Z(‘)e = ~(2,~ - .zri - v/l’ + Sri), in which Sri is the 
Kronecker delta. Substitution in (3.2) leads to 
7752) = I I 
T/l){ 1 - E - &( z,, - z,,)} + E?T$Q( zsi - Zri) 
l-&+&~~~)-&(Z,,-zZ,) 
, i#r, 
&) (3.8) I 
l-&+&~~~)-&(Z,,-Z,,)’ 
i = r. 
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In particular, in the case when r = s, 
W-0 
This expression does not involve elements of 2’” = [ zi j] and can be derived 
from (3.7) by showing that y’= ei - 7~(r)yrr~‘). 
I would like to thank an anonymous referee for extremely helpful com- 
ments. 
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