Many computation-intensive iterative or recursive applications commonly found in digital signal processing and image processing applications can be represented by data-flow graphs (DFGs). The execution of all tasks of a DFG is called an iteration, with the average computation time of an iteration the iteration period. A great deal of research has been done attempting to optimize such applications by applying various graph transformation techniques to the DFG in order to minimize this iteration period. Two of the most popular are retiming and unfolding, which can be performed in tandem to achieve an optimal iteration period. However, the result is a transformed graph which is much larger than the original DFG. To the authors' knowledge, there is no technique which can be combined with minimal unfolding to transform a DFG into one whose iteration period matches that of the optimal schedule under a pipelined design. This paper proposes a new technique, extended retiming, which does just this. We construct the appropriate retiming functions and design an efficient retiming algorithm which may be applied directly to a DFG instead of the larger unfolded graph. Finally, we show through experiments the effectiveness of our algorithms.
Introduction
For real-time or computation-intensive applications such as DSP, image processing and simulations for fluid dynamics, it is important to optimize the execution rate of a design. Because the most time-critical parts of such applications are loops, we must explore the parallelism embedded in the repetitive pattern of a loop. A loop can be modeled as a data-flow graph (DFG) [5, 18] . The nodes of a DFG represent tasks, while edges between nodes represent data dependencies among tasks. Each edge may contain a number of delays (i.e. registers). This model is widely used in many fields, including circuitry [10] , digital signal processing [8] and program descriptions [3, 9] .
To meet the desired throughput, it becomes necessary to use multiple processors or multiple functional units. In our previous work [11] [12] [13] , we proposed an efficient algorithm, extended retiming, which transforms a DFG into an equivalent graph with maximum parallelization and minimum schedule length whenever the DFG meets certain very narrow criteria. Therefore, there remai n applications for which our original framework will not deliver the best possible result. We wish to correct this exclusion in this paper.
The execution of all tasks of a DFG is called an iteration. A very popular strategy for maximizing parallelism is to transform the original graph by scheduling multiple iterations simultaneously, a technique known as unfolding [14] . While the graph becomes much larger, the average computation time of an iteration (the iteration period) can be reduced. In our previous work, we demonstrated that extended retiming allows us to achieve an optimal iteration period when the iteration period is an integer. In this paper, we refine our original scheme so that extended retiming may be combined with unfolding. We then show that this combination achieves optimality for all cases. In fact, we will see that this combination attains an optimal result while doing a minimal amount of unfolding. We find that the combination of traditional retiming and unfolding does not correctly characterize the implementation using a pipelined design and, therefore, tends to give a large unfolding factor. Thus we not only maximize parallelism by using extended retiming, but we also minimize the size of the necessary transformed graph.
In addition to unfolding, one of the more effective graph transformation techniques is retiming, where delays are redistributed among the edges so that the function of the DFG G remains the same, but the length of the longest zero-delay path (the clock period of G, denoted cl(G)) is decreased. This technique was introduced in [10] to optimize the throughput of synchronous circuits, and has since been used extensively in such diverse areas as software pipelining [1, 16] and hardware-software codesign [6, 17] . We have shown previously that this traditional form of retiming [12] cannot produce optimal results when applied individually. The same is true for unfolding (as we will see), but the combination of traditional retiming and unfolding will achieve optimality [5] .
To illustrate these ideas, consider the example of Figure 1 (a). The numbers inside the nodes represent computation times. The short bar-lines cutting the edge from node C to node B (hereafter referred to by the ordered pair (C; B)) represent inter-iteration dependencies between these nodes. In other words, the two lines cutting (C; B) tell us that task B is of our current iteration depends on data produced by task B two iterations ago. This representation of such a dependency is called a delay on the edge of the DFG. It is clear that the clock period of this graph is 14, obtained from the path from A to C. Since an iteration of the DFG may be scheduled within 14 time units as in Figure 1 (b), the iteration period of this graph is also 14 . However, if we were to remove a delay from (C; A) and place it on (A; B), the iteration period (i.e. clock period) would be reduced to 10 while not affecting the function of the graph. The example shows how retiming may be used to adjust the iteration period of a DFG.
How small can we make our iteration period? Since retiming preserves the number of delays in a cycle, the ratio of a cycle's total computation time to its delay count remains fixed regardless of retiming. The maximum of all such ratios, called the iteration bound, acts as a lower bound on the iteration period. In the case of Figure   1 (a), there are only two cycles, the small one between nodes B and C with time-to-delay ratio 4 2 = 2, and the large one involving all nodes with ratio 14 4 . Thus the iteration bound for the graph is 7 2 .
Since the computation times of all nodes are integral, it seems impossible to get a fractional iteration period.
However, recall that the iteration period is the average time to complete an iteration. If we can complete two iterations of our graph in 7 time units, the average will equal our lower bound, and our graph will be rateoptimal. To get these iterations together in our graph, we must unfold the graph. If we can unfold our graph f times to achieve this lower bound, our schedule is said to be rate-optimal, and f is called a rate-optimal unfolding factor. We are interested in finding the minimum such unfolding factor.
As an example, let's unfold the graph of Figure 1 (a) by a factor of 2, as shown in Figure 2 (a). (We will discuss our algorithm for doing this in detail later.) We can schedule an iteration of this new graph-which is equivalent to scheduling two iterations of our original graph-in the same 14 time units. We have doubled the size of our graph, but we have also reduced our iteration period to 7. We can now retime this unfolded graph as we did above to reduce our clock period to 10, which further reduces the iteration period to 5. Unfortunately this is the best we can do by unfolding twice and using traditional retiming. If we were permitted to move a delay inside of A, as shown in Figure 2 (b), our clock period would become 7, the iteration period would become 7 2 and we would have optimized our graph, as we can see by the schedule in Figure 2 (c). This is the advantage of extended retiming over traditional retiming: we are allowed to move delays not only from edge to edge, but from edge to vertex. We see from this that the combination of traditional retiming and unfolding does not completely give the correct representation of the graph's schedule, especially when we assume a pipelined implementation.
We should note that, when we talk about moving delays inside of nodes, we do not mean that we are physically placing registers inside of functional units in a circuit. We are merely describing an abstraction for a graph which provides for a feasible schedule with loop pipelining, as this example shows. Traditional retiming is not powerful enough to capture such a schedule, and so may produce an inferior result.
An unfolding of 2 combined with extended retiming optimizes the graph of Figure 1 (a). If we limit ourselves to traditional retiming, we must unfold the original DFG four times, as shown in Figure 3 (a). After we retime as in Figure 3 (b) in addition to unfolding, we can now schedule 4 iterations of the original graph in 14 time steps, reducing our iteration period without retiming to 7 2 . We see that traditional retiming tends to overestimate the rate-optimal unfolding factor, resulting in a graph that requires more resources for execution.
Note that the graph optimized by extended retiming and unfolding is half the size of that optimized by traditional retiming and unfolding. There is a very clear advantage in using extended retiming, but there are currently two drawbacks to this method:
1. As proposed, extended retiming only permits the placement of a single delay inside any node. This is too severe a limitation for what we want to do now. For instance, note that if we had been allowed to remove two delays from (C; A) in Figure 1 (a) and use them to split node A into three pieces of sizes 4, 4 and 2,
we would have achieved an almost optimal iteration period of 4 even before unfolding.
2. The only method for applying extended retiming and unfolding is the one we've outlined: unfold the graph and then retime. Since retiming is much more expensive than unfolding in terms of computation time, it is preferable to first apply extended retiming to the smaller original graph, then unfolding.
However, we must be certain that the two operations can be performed in any order and still achieve optimality.
We also have the question of knowing exactly how much to unfold a graph before it can be optimized. As we've said, unfolding dramatically increases the size of the graph we're working with, so we don't want to do any more unfolding than is absolutely necessary.
We accomplish the following in this paper:
1. We will demonstrate a new form of retiming, extended retiming, which achieves an optimal result while requiring the use of a smaller unfolded graph, and thus fewer resources.
2. Our original definition of extended retiming was constructed with the assumption that at most one delay may be placed within a given node. We now modify this definition to accommodate the possibility that multiple delays are placed inside a node. This permits us to combine extended retiming with unfolding.
3. When we wish to apply unfolding and extended retiming to a graph, we have two options: first retime the graph then unfold it, or unfold it then retime the unfolded graph. We will show that these two methods are equivalent and construct the corresponding retiming functions.
4. Because of this equivalence, we are able to design an efficient extended retiming algorithm which can be applied directly to the original graph. In fact, we will show that we can construct an extended retiming for a graph G in O(jV jjEj) time where V and E are the vertex and edge sets for G, respectively. This improves our previous work, the application of which could produce a retiming function only for the larger unfolded graph.
5.
Finally, we will demonstrate that the minimum rate-optimal unfolding factor for a data-flow graph is the denominator of the irreducible form of the graph's iteration bound. Thus we have devised a technique that, when combined with unfolding by the minimum rate-optimal unfolding factor, transforms a graph into one whose iteration period matches that of the rate-optimal schedule. To the best of our knowledge, this is the first method that can do this.
The rest of the paper is organized as follows. In the next section, we will formalize fundamental concepts such as data-flow graphs, unfolding and clock period. The theme of this paper is presented next, along with some introductory results. Sections 4 and 5 contain the paper's most significant result, the proof of the interchangeability of extended retiming and unfolding. We then design our efficient algorithm and show its effectiveness when applied to graphs whose iterations bounds are one or larger, which encompasses all non-trivial examples.
The minimal rate-optimal unfolding factor for a DFG is determined next, followed by detailed examples of this work. Finally, we summarize our work and provide questions for further study.
Background
In this section, we wish to present the definitions and results relating to unfolding and unfolded graphs. We will rely on this previously-presented background material [2, 14] heavily as we establish our new results.
Unfolding and Unfolded Graphs
Recall that a data-flow graph (DFG) is a finite, directed, weighted graph G = hV; E; d; ti where V is a set of computation nodes, E is a set of edges between nodes, d : E !N is a function representing the delay count of each edge, and t : V !N representing the computation time of each node. Now, let f be a positive integer. We wish to alter our graph so that f consecutive iterations (i.e. executions of all of a DFG's tasks) are visible simultaneously. To do this, we create f copies of each node, replacing node u in the original graph by the nodes u 1 through u f in our new graph. This process is known as unfolding the graph G f times and results in the unfolded graph G f = hV f ; E f ; d f ; t f i. The vertex set V f is simply the union of the f copies of each node in V . Since they are all exact copies, the computation times remain the same, i.e. t f (u f ) = t(u) for every copy u f of u 2 V . Each edge of G also corresponds to f copies in the unfolded graph.
However, the delay counts of the copies do not match that of the original edge.
As an example, suppose that we want to unfold the graph in Figure 4 (a) by a factor of 3. The five edges without delays represent precedence relations within each iteration of the graph, and are passed as they are to the unfolded graph displayed in Figure 4( As we can see here, unfolding is permitting us to replace three delays on the original edge with one on each of the unfolded edges. In general, f delays on an edge in graph G are represented by 1 delay on each copy of the edge in the unfolded graph G f .
Similarly, the two-delay edge (E; C) tells us that E 0 precedes C 2 , E 1 precedes C 3 , and E 2 precedes C 4 . It is simple to insert the edge (E 0 ; C 2 ) since both nodes are present in the unfolded graph. As before, C 0 in iteration 1 is actually the original C 4 , so this relation can be indicated by the edge (E 1 ; C 0 ) with 1 delay. Similarly, we also have a 1-delay edge (E 2 ; C 1 ), as can be seen in Figure 4 As we can see, an edge (u i ; v j ) having d delays in the unfolded graph represents a precedence relation between node u in the i th iteration and node v in iteration d f + j in the original graph. This idea is formalized in the following theorem, which is proven in [5] . Despite implications in the literature to the contrary [14] , it is possible to construct a DFG which cannot be unfolded to become rate-optimal. For example, consider the unit-time DFG of Figure 
The Cycle Period of an Unfolded Graph
A classic result from [10] characterized the upper bound of a graph's cycle period in terms of the computation time of its longest zero-delay path. The analogous result for an unfolded graph is proven in [5] . 
Static Scheduling
Given a DFG G, a clock period c and an unfolding factor f, we construct the scheduling graph G s = hV; E; w; ti by reweighting each edge e = (u; v) according to the formula w(e) = d(e) ? f c t(u). We then further alter G s by adding a node v 0 and zero-weight directed edges from v 0 to every other node in G. Since the iteration bound for the graph of Figure 6 (a) is 3, and all nodes of this graph are 3 or smaller, Theorems 2.3 and 3.5 of [4] tell us that the minimum achievable cycle period for this graph is 3. We can then produce the static DFG schedule in Figure 6 (c) by constructing the scheduling graph and then computing sh(v)
for each of the nodes. We can then use this information to create the schedule of Figure 6 (c) by applying the formula from the above proof to create the schedule; for this example S 3 (A; 0) = 0 and S 3 (B; 0) = S 3 (C; 0) = 3 1 3 = 1.
Extended Retiming
In a previous paper [12] , we demonstrated that traditional retiming and unfolding did not necessarily result in an optimal schedule when applied individually, and devised a form of retiming which was equivalent to DFG scheduling. This definition and work depended on the assumption that unfolding did not take place, so any node of a graph could be split at most once.
We demonstrated in the Introduction that, while the combination of traditional retiming and unfolding always yields an optimal result, the combination of extended retiming and unfolding yields the same result in many cases while requiring the use of a much smaller graph. We now devise a new, more general form of our extended retiming that will work even when used in conjunction with unfolding. The definition used in [12] then becomes a special case of these results.
An extended (or f-extended) retiming of a DFG G = hV; E; d; ti is a function r : V !Z Q f where, for all v 2 V , r(v) = i+ r 1 t(v) ; r 2 t(v) ; :::; r f t(v) for some integers i; r 1 ; r 2 ; :::; r f where 0 r k < t(v) for k = 1; 2; :::; f. We view the integer constant i as the number of delays that are pushed to each outgoing edge of v, while the f-tuple lists the positions of delays within the node v. Note that a value of zero within the f-tuple is merely a placeholder used to simplify our notation; we can't have a delay at this position. Also for simplicity we will express the f-tuple as 1 t(v) (r 1 ; r 2 ; :::; r f ) or as a single fraction r 1 t(v) when f = 1. We can see from this definition that r(v) can be viewed as consisting of an integer part and a fractional part. We will use the notation { r (v) to denote the value of this integer part, while < r (v) will be the number of non-zero coordinates in the f-tuple. We will also assume throughout this paper that the elements of an f-tuple As with standard retiming, we will denote the DFG retimed by r as G r = hV; E; d r ; ti. When we define the delay count of the edge e = (u; v) after retiming, we must remember to include delays within each end-node as well as delays along the edge itself. We also want the new definition to be analogous to our traditional one: the old delay count of the edge (d(e)), plus the number of delays drawn from each incoming edge ({ r (u) + < r (u)), minus the number of delays pushed to each outgoing edge ({ r (v)).
Previously, we defined a path p to be a connected sequence of nodes and edges, with D(p) being the path's total delay count. If we now require D(p) to count the delays both among the nodes and along the edges of p, we can easily obtain these properties: Lemma 3.1 Let G be a DFG without split nodes and r an extended retiming.
The retimed delay count on the edge
e = (u; v) is d r (u ! v) = d(e) + { r (u) ? { r (v) + < r (u).
The retimed delay count on the path
p : u ) v is D r (u ) v) = D(p) + { r (u) ? { r (v) + < r (u).
The retimed delay count on the cycle`2 G is D r (`) = D(`).
Given an edge e = (u; v), we use d r (u ! v) to denote the total number of delays along an edge, including delays contained within the end nodes u and v. However, we will refer to the number of delays on the edge not including delays within end nodes as d r (e) as in the traditional case. Using the example from Figure 7 We have defined a path above to be a connected sequence of nodes and edges. This definition assumes that a path includes all pieces of its initial and final nodes. On the other hand, we will define a connected sequence of nodes and edges which includes only some of the pieces of its initial and final nodes to be a subpath. For example, consider the graph of Figure 7 (b). Any path which begins or ends with node A must include all three pieces of node A, while a subpath may begin or end at any of A's pieces and does not have to contain all of A.
Thus a path is a subpath, but a subpath is not necessarily a path.
It should be clear that some pieces of the end-nodes of a path are missing when we discuss a subpath. If a node u is split by < r (u) delays, we can see that we are left with < r (u) + 1 pieces which we can denote in order as u 0 , u 1 ,..., u <r(u) . So if we have a subpath from u j to v k , the delay count of the subpath will equal that of the path from u to v, minus the j delays which separate the first j + 1 pieces of u from one another, minus the < r (v) ? k delays separating v k , v k+1 ,..., v <r(v) . In short,
where p is the path from u to v. Note that this is consistent with our previous lemma, since the path from u to v is the same as the subpath from u 0 to v <r(v) . Finally, note that, in a graph G with split nodes, cl(G) is the maximum computation time among all zero-delay subpaths of G.
Unfolding Followed By Extended Retiming
In this section and the next, we will prove one of our major results: that the combination of extended retiming and unfolding yields the same minimal iteration period, no matter which transformation is performed first. We will do this in two steps. First, we wish to show that, for every extended retiming of the unfolded graph which gives us a certain cycle period, we can construct a retiming on the original graph which yields the same cycle period.
The Main Idea
To illustrate our idea, consider the graph of Figure 7 (a) with iteration bound 11 3 . In order to achieve an optimal iteration period, we must unfold this graph three times, as we will show later. Since we are merely seeking to construct a simple example which demonstrates our method, we will only unfold twice, producing the graph in Figure 8(a) . The minimum cycle period that we can achieve under these circumstances is 8, since 8 is the smallest natural number which, when divided by 2 (the unfolding factor), exceeds the iteration bound. Thus,
we use the method of [5] to schedule this graph within 8 time units, as shown in Figure 8(b) . Note that we've unfolded this graph as much as we want for this exercise and will do no further unfolding. Thus, we can apply the result from [13] , cutting the graph immediately before the first occurrence of the last node to enter the schedule (shown here with a dashed line) and reading the extended retiming immediately. This method gives us an extended retiming of r(A0) = 1 5 9 ; r(A1) = 1 2 9 ; r(B0) = r(B1) = r(C0) = 1; r(C1) = 0;
whose application to the graph in Figure 8 (a) results in the graph in Figure 8(c) . If G is the graph in Figure   7 (a), then the graph in Figure 8 (c) which has first been unfolded then retimed is denoted as (G f ) r . We now wish to use this retiming on the unfolded graph to derive a retiming for the original graph. What we will do is to add them using a special addition operator on the set of extended retimings for a particular node which adds the integer parts of the retimings while concatenating the fractional parts. Formally, for each node u and positive integers i and j, r(u i ) r(u j ) = { r (u i ) + 1 t(u i ) ( 1 ; :::; n ) { r (u j ) + 1 t(u j ) ( 1 ; :::; m ) = ({ r (u i ) + { r (u j )) + 1 t(u) ( 1 ; :::; n ; 1 ; :::; m ) :
Thus, for our example, Normalizing this and reordering the 2-tuple into ascending order gives us a 2-extended retiming of r(A) = 1 + 1 9 (2; 5); r(B) = 1 and r(C) = 0, a retiming similar to the one that we found earlier to achieve the graph in Figure 9 (a). (This graph, the version of G from Figure 7 (a) which is first retimed then unfolded, is denoted as G r;f .)
Note that there are some retimings resulting from this method that need special attention. As an example, we earlier unfolded the graph in Figure 9 (b) by a factor of two and retimed it via the function r(A i ) = 1; r(B i ) = 1 2 ; r(C i ) = 0 for i = 0; 1; to produce an optimized graph. Adding these results in a retiming with r(A) = 2; r(B) = 1 4 (2; 2) and r(C) = 0. This may look odd, since we have the two delays inside node B next to each other (see Figure   9 (c)). Nonetheless, this is a legal extended retiming which results in an optimal retimed graph. 
The Result
Now that we've established what we want to do, let's formalize our idea. In the next theorem, we demonstrate that, if it is possible for us to first unfold our graph and then retime it to achieve a desired cycle period, then we may also achieve that cycle period by first retiming the graph and then unfolding. Because retiming takes more time than unfolding, it is desirable to retime the smaller graph first, rather than unfolding and then retiming a much larger graph. for each node u 2 V: Note that this definition and Equation (1) imply that { r (u) = P f?1 0 { r f (u i ) and < r (u) = P f?1 0 < r f (u i ). We must show that this is a legal retiming and that cl(G r;f ) c. 
Extended Retiming Followed By Unfolding
The first half of our desired result was fairly simple; this half will be much more complicated. We will start by establishing a couple of facts from [2] which explore the relationship between traditional retiming and unfolding. We will then outline our method for expanding this result to deal with extended retiming, followed by a formal proof.
Traditional Retiming Followed By Unfolding
The statement and proof of our desired result (Theorem 5.1, below) for traditional retimings appears as Lemma 3.3 in [5] , so we will only briefly discuss the main idea of that proof. Given a data-flow graph G, nodes u and v and positive integers i and j smaller than an unfolding factor f, we can show that there is a one-to-one correspondence between the edges e f = (u i ; v j ) in G f and e r;f = ? u (i?r(u)) mod f ; v (j?r(v)) mod f in G r;f . Let r f be a retiming on G f and let d f;r f (e f ) be the delay count of e f after we apply r f to G f . Now, given a retiming r on G, we want to find a function r f such that d f;r f (e f ) = d r;f (e r;f ) for all edges e f in G f , where Since (3) constitutes a consistent linear system with integer solution r f , our theorem is proved.
The Main Idea
We now wish to prove the correctness of our assertion using this idea applied to extended retimings. We have seen that an extended retiming on a data-flow graph gives us instructions on how to split a node into smaller pieces. What we will do is to construct a new graph, replacing each split node with the proper smaller pieces.
This new graph can then be retimed to have optimal clock period by a traditional retiming which can be derived from the given extended one. Having translated our original graph and extended retiming to a new graph and traditional retiming, we may then apply our above theorem, derive a retiming for the unfolded graph, and then translate back to our original graph.
Consider the sample data-flow graph G in Figure 10 (a) below. Recall that the 2-extended retiming with r(A) = 1 + 1 9 (2; 5); r(B) = 1 and r(C) = 0 applied to G achieves an iteration period of 4. We now wish to use this function to construct an extended retiming for G unfolded twice.
We've seen that our extended retiming calls for us to split node A into three pieces with computation times 2, 3 and 4, respectively, while the other nodes remain whole. So, if we split A into three separate nodes with appropriate computation times, as shown in Figure 10(b) , the resulting graph can achieve rate optimality via traditional retiming. We will call such a graph an extended graph, and designate the extended graph produced by a DFG G and extended retiming r as X G;r .
As we've pointed out, we should be able to retime X G;r to be rate optimal using only a traditional retiming, i.e. a retiming without a fractional component. Recall that the fractional part of r(A) above called for the placement of delays between the first and second pieces and second and third pieces of A, with one delay passing through the node and onto the outgoing edge; thus three delays come into A while only one leaves. In our extended graph, this is equivalent to passing three nodes through node A 0 , leaving one on the edge (A 0 ; A 1 ) and passing the others through A 1 , and finally leaving one on (A 1 ; A 2 ) while the lone remaining delay passes through A 2 . Thus the traditional retiming on X G;r defined as (A 0 ) = 3; (A 1 ) = 2; (A 2 ) = 1; (B) = 1; (C) = 0 is equivalent to the extended retiming r on G and results in a retimed extended graph with iteration period 4, as shown in Figure 10 (c). In keeping with our previous notation, the extended graph X G;r retimed by will be named X G;r . When we unfold X G;r twice, as shown in Figure 11(a) , the resulting graph has a clock period of 2 4 or 8 and unfolding factor f = 2. According to Lemma 3.3 of [5] , we must be able to construct a retiming f for the twice-unfolded extended graph (shown in Figure 11(b) ) which results in a clock period of 8. We do so by matching each edge e f = (u i ; v j ) of X G;r f (Figure 11(b) ) with an edge e ;f = ? u (i?r(u)) mod f ; v (j?r(v)) mod f from X G;r ;f (Figure 11(a) ), then using this matching to construct the linear system of equations (3) for this particular graph. All of this information is given in Table 1 . We now solve this system for the values of f and We now use this retiming to construct a retiming r f for our original unfolded graph. Note that, in Figure   12 (a), we have placed a delay on the edge ? A 0 0 ; A 1 0 . However, since node A 0 0 was merely our way of representing the first part of node A 0 in our unfolded graph, our extended graph is calling for us to place a delay within A 0 which separates this first piece from the rest of the node. Since this piece takes two time units, we define our extended retiming so that the fractional part of r f (A 0 ) is 2 9 . We also have f (A 2 0 ) = 1, which calls for us to push a delay through the last piece of A 0 onto the outgoing edge, and so the integer part of r f (A 0 ) must be 1. Similarly, the delay on ? A 1 1 ; A 2 1 separates the last piece of A 1 from the initial part of the node. Since this first part has a total computation time of 5, and since we do not push a delay through A 2 1 , we need to have r f (A 1 ) = 5 9 . Since we split no other nodes when we constructed our extended graph, we can let r f (u) = f (u) for all remaining nodes u, giving us a final retiming of Fortunately we typically don't have to do this in practice. However, the fact that we can do it if necessary
shows us exactly what we were hoping to find: if we can retime then unfold to achieve optimality, we can also unfold then retime to achieve the same optimal result.
The Result
We now formally prove our desired result, using the ideas we've just run through. Along the way we want to establish that the functions and r f that we constructed above do, in fact, constitute legal retimings. We wish to show that is a legal traditional retiming of X G;r and cl(X G;r ;f ) c.
1. Let e = (u; v) be any edge of E 0 , the edge set of X G;r . There are two possibilities for e: In any case d 0 (e) 0 for any edge e in X G;r and so is a legal traditional retiming by definition.
If cl(X G;r
;f ) > c, then there is a zero-delay path p : u ) v in X G;r ;f with T 0 (p) > c. This p corresponds to some zero-delay subpath in G r;f with T( ) > c, and hence cl(G r;f ) > c. Thus, by contapositive argument, cl(G r;f ) c implies that cl(X G;r ;f ) c.
Since the retimed and unfolded graph X G;r ;f has a clock period bounded above by c, by Lemma 3.3 of [5] , we have a legal traditional retiming f such that cl (X G;r f ) f c.
We now use the extended graph X G;r and the legal traditional retiming f and construct the extended retiming r f of G f via the algorithm we described earlier. We must show that r f is legal and that cl ? (G f ) r f c. 
Finding an Extended Retiming from a Static Schedule
As we've said throughout this paper, we currently have one method for finding an extended retiming which can be combined with a non-trivial unfolding factor to achieve optimality. In this section we will develop another, more efficient algorithm. We demonstrate our methods using the graph in Figure 1(a) with a clock period of 7 and unfolding factor 2.
Our current procedure calls for us to unfold the graph twice (as in Figure 2(a) ) and then schedule it with a clock period of 7. We use DFG scheduling as defined in [4] , starting with the construction of the scheduling graph in Figure 13(a) . We note from this graph that sh(A0) = sh(A1) = 0, sh(B0) = sh(B1) = ? 10 7 and sh(C0) = sh(C1) = ? 12 7 . We next construct the schedule of Figure 13 (b) according to the formula S 7 (v; i) = 7(i ? sh(v)). Since this is the schedule for our unfolded graph and we will do no further unfolding, we can apply the result from [13] , cutting the graph immediately before the last nodes to enter the schedule (i.e. the two copies of C) and instantly reading a legal retiming with r(A0) = r(A1) = 1 5 10 , r(B0) = r(B1) = 1 and r(C0) = r(C1) = 0. It is this function which yields the graph in Figure 2 This function is now used to construct a legal retiming on the original graph. We add the retimings for all copies of a particular node together using our special operator. Thus, for our example, r(A) = 1 5 10 1 5 10 = 2+ 1 10 (5; 5), r(B) = 1 1 = 2 and r(C) = 0 0 = 0. Applying this to our original graph in Figure 1(a) results in the graph in Figure 13 (c), with two delays inside of node A next to each other. The result is an optimized graph, but the process requires a great deal of time and space because we are working with the much larger unfolded graph.
In Theorems 4.1 and 5.1, we demonstrated that the order of application didn't matter; we could derive an optimal result either by unfolding then retiming or by applying retiming first. Therefore, it makes sense that we should be able to construct a method similar to the above one, but which is applied to the original graph.
Let us attempt to do what we did above without the unfolding. In other words, we propose to construct our static schedule as before, based on the original graph this time. We will cut this resulting schedule and read our We begin by applying this proposed algorithm to the graph in Figure 1(a) . The scheduling graph with clock period 7 and unfolding factor 2 is displayed as Figure 14 
Since the computation of this formula uses our shortest path algorithm, it makes sense that it has the same time complexity as that algorithm, namely O(jV jjEj). Let us consider this formula when applied to node A of Figure 1 (a). As we can see from our schedule in Figure 14 (b), the first four iterations of A are to be considered when constructing the node's retiming:
1. S(A; 0) = 0 and min 1; 12 10 = 1. found by simply examining the schedule table. Our formula appears to accurately describe this situation.
To further our confidence in this proposition, we can also check that (4) matches our previous formula from [12, 13] , a legal retiming in the case where we have no unfolding. In this case, a simple closed form can be derived. 2
We now are very confident of our assertion, but must still show that (4) is, in fact, a legal extended retiming which minimizes the iteration period of a data-flow graph. Recall that these definitions are based on the { r and < r functions for the retiming r in question. Therefore, before proceeding to our primary result, we must find the closed forms of these functions for our proposed formula. Proof: The equivalence of (1) and (2) is given by Lemma 2.3 (Lemma 3.1 of [4] ). The equivalence of (2) and (3) is Theorem 6.3 above. The combination of Theorems 4.1 and 5.1 yield the equivalence of (3) and (4).
Finally, the equivalence of (1) and (5) is demonstrated by Theorem 3.5 of [4] .
2
As a final aside, we above raised the question of exactly how many delays may be placed inside a node. We can now derive our answer in the general case: Proof: Assume by way of contradiction that kf + 1 or more delays are to be placed inside of node v. This implies that this many copies of v are cut in the schedule table. Let i be the smallest iteration number of one of these copies, so that 0 < M ?S(v; i) < t(v). By our assumption, the (i+kf) th copy of v is also split, implying that 0 < M ?S(v; i+kf) < t(v). Returning to our example in Figure 1(a) , the iteration bound of the graph is 7
2 but the size of node A dictates that k = 2. By this lemma, we know that at most 4 delays are placed inside any of the three nodes, and that any node is divided into at most 5 pieces by extended retiming.
Minimum Rate-Optimal Unfolding Factors
As we've said, an iteration of a data-flow graph is simply an execution of all nodes once. The average computation time of an iteration is called the iteration period of the DFG. If the DFG G contains a cycle, the average computation time of the cycle is the total computation time of the nodes divided by the number of delays in the cycle. This ratio must be smaller than the iteration period of the whole graph since the cycle constitutes a subgraph of G. If we compute the maximum time-to-delay ratio over all cycles of G we derive a lower bound on the iteration period of G. This maximum time-to-delay ratio is called the iteration bound [15] of G and is denoted B(G).
If the iteration period of a graph's schedule equals the graph's iteration bound, the schedule is said to be rateoptimal. As we've said throughout this paper, our goal is to achieve rate-optimality via retiming and unfolding.
If a data-flow graph can be unfolded f times and achieve rate-optimality (i.e. a clock period equal to f B(G)), we say that f is the rate-optimal unfolding factor for G. Obviously we wish to achieve rate-optimality while unfolding as little as possible. To this end we need to compute the minimum rate-optimal unfolding factor for any graph. We begin by showing this link between a graph's clock period and iteration bound: g . We need to show that is a rate-optimal unfolding factor and that it is minimal. which is integral and is thus a legitimate choice of clock period for G. Since B(Gr; ) = B(G) for any retiming r of G, by Lemma 7.1 there exists a legal extended retiming r 0 such that cl(G r 0 ; ) B(G r 0 ; ). Thus cl(G r 0 ; ) = B(G r 0 ; ) and is a rate-optimal unfolding factor by definition.
2. Assume f is any other rate-optimal unfolding factor. Thus there exists an integer c such that B(G) = c f .
Therefore c f = = T(`) D(`) ; and so both fractions are reduced forms for B(G). However, by definition of g, must be the most reduced form, and so f for any other rate-optimal unfolding factor f.
2
In short, to find the rate-optimal unfolding factor of a data-flow graph G, we compute B(G) (a polynomialtime operation [7] ) and reduce the resulting fraction to lowest terms. The denominator of this fraction is our desired unfolding factor.
Experimental Results
Let's consider the data-flow graph representation of a IIR filter. Assume that a multiplier (shown below as a circle) require four units of computation time, as opposed to one for an adder (shown as a square). Furthermore, to complicate our example, multiply the register count of each edge by 2, referred to in [10] as applying a slowdown of 2 to our original circuit. The result is pictured in Figure 15 The resulting circuit has an iteration bound of 3, and can be retimed via extended retiming to achieve this clock period as in Figure 15 (b) without unfolding. However, if we restrict ourselves to traditional retiming, the best clock period we can get is 4. The only way to obtain an optimal result is to unfold the graph by a factor of 2 and retime for a clock period of 6, as shown in Figure 15 (c).
Repeating this exercise with other common filters yields Table 2 . In all cases, we achieve better results by using extended retiming, getting an optimal clock period while requiring less unfolding. This improvement is illustrated by the last four columns of our table. Limiting ourselves to traditional retiming forces us to decide between two poor options:
1. If we want an optimal clock period we must unfold by a larger factor, which is listed for each example in the second-to-last column of Table 2 . This dramatically increases the size of our circuit, and thus the number of functional units we require and the production costs.
2. On the other hand, if we want to unfold by our extended unfolding factor (shown in boldface in the table),
we will be forced to accept a larger iteration period (listed in the last column of the same 
Conclusion
In this paper, we have improved our previous result by combining extended retiming with unfolding. We have shown that the order in which we retime and unfold is immaterial; this is demonstrated by the combination of Theorems 4.1 and 5.1. This result indicates that we should be able to find a retiming immediately without unfolding first, and we have constructed an O(jV jjEj) method to do this, based on our earlier simplified algorithm from [13] . Indeed, we have demonstrated that our work here is a generalization of our earlier work [11] [12] [13] .
We have also proven an upper bound on the number of delays which may be embedded within a node as a result of extended retiming. Finally, we have developed a method for calculating the optimal unfolding factor for extended retiming: compute the iteration bound, reduce it to lowest terms, then use the denominator of the resulting fraction.
We have developed these results while assuming the use of integral schedules. We also have the possibilities of fractional schedules, where operations may be scheduled at any time (not necessarily at integral points) [4] .
We thus have an additional models to explore as we discuss extended retiming.
Finally, Parhi and Messerschmitt [14] have defined a DFG with only one register in each loop to be perfectrate. It is our conjecture that perfect-rate graphs may be retimed to be rate-optimal using only traditional retiming, but are still in search of a rigorous proof.
