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NESTED SETS AND JEFFREY KIRWAN CYCLES
C. DE CONCINI AND C. PROCESI
1. Introduction
In this paper we discuss some new notions in the theory of hyperplane
arrangements. The paper grew out of our plan to give an improved and
simplified version of some of the results of Szenes Vergne [6].
We start from a complex vector space U of finite dimension r and a finite
central hyperplane arrangement in U∗, given by a finite set ∆ ⊂ U of linear
equations. From these data one constructs the ordered set of subspaces,
obtained by intersection of the given hyperplanes, and the open set A∆
complement of the union of the hyperplanes of the arrangement.
This paper consists of 3 parts. Part 1 is a recollection of the results
in [4]. In part 2 we present 3 new results. The first, of combinatorial
nature, establishes a canonical bijective correspondence between the set of
no broken circuit bases and maximal nested sets which satisfy a condition
called properness.
Next we associate to each proper maximal nested set M a geometric cycle
cM of dimension r in A∆. We show that integration of a top degree differ-
ential form over this cycle is done, by a simple algorithm, taking a multiple
residue with respect to a system of local coordinates. The last result is the
proof that, under the duality given by integration, the basis of cohomology
given by the forms associated to the no broken circuit bases is dual to the
basis of homology determined by the cycles cM . Section 3 is dedicated to
the application relevant for the computations of [6], that is to say the Jeffrey
Kirwan cycles.
Finally we wish to thank M. Vergne for explaining to us some of the
theory and for various discussions and suggestions.
1.1. Notations. With the notations of the introduction, let U be a complex
vector space of dimension r, ∆ ⊂ U a totally ordered finite set of vectors
∆ = {α1, . . . , αm}. These vectors are the linear equations of a hyperplane
arrangement in U∗. For simplicity we also assume that ∆ spans U and any
two distinct elements in ∆ are linearly independent.
An example is a (complete) set of positive roots in a root system, ordered
by any total order which refines the reverse dominance order.
In the An−1 case we could say that xi−xj ≥ xh−xk if k−h ≥ j− i and,
if they are equal if i ≤ h.
The authors are partially supported by the Cofin 40 %, MIUR.
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We want to recall briefly the main points of the theory (cf. [5]). Let
Ωi(A∆) denote the space of algebraic differential forms of degree i on A∆.
We shall use implicitly the formality, that is the fact that the Z subalgebra
of differential forms on A∆ generated by the linear forms
1
2πid log α,α ∈ ∆
is isomorphic (via De Rham theory) to the integral cohomology of A∆.
Formality implies in particular that Ωr(A∆) = H
r ⊕ dΩr−1(A∆), for top
degree forms. Hr ≡ Hr(A∆,C) is the C span of the top degree forms
ωσ := d log γ1 ∧ · · · ∧ d log γr for all bases σ := {γ1, . . . , γr} extracted from
∆. The forms ωσ satisfy a set of linear relations generated by the following
ones. Given r + 1 elements γi ∈ ∆, spanning U, we have:
r+1∑
i=1
(−1)id log γ1 ∧ . . . ˇd log γi · · · ∧ d log γr = 0.
Recall that a non broken circuit in ∆ (with respect to the given total
ordering) is an ordered linearly independent subsequence {αi1 , . . . , αit} such
that, for each 1 ≤ ℓ ≤ t there is no j < iℓ such that the the vectors
αj, αiℓ , . . . , αit are linearly dependent. In other words αiℓ is the minimum
element of ∆ ∩ 〈αiℓ , . . . , αit〉. In [5] it is proved that the elements
(
1
2πi
)rωσ := (
1
2πi
)rd log γ1 ∧ . . . ∧ d log γr,
where σ = {γ1, . . . , γr} runs over all ordered bases of V which are non broken
circuits, give a linear Z−basis of the integral cohomology of A∆.
1.2. Irreducibles. Let us now recall some notions from [4]. Given a subset
S ⊂ ∆ we shall denote by US the space spanned by S.
Definition 1. Given a subset S ⊂ ∆ set S := US ∩∆, the completion of S.
S is called complete if S = S.
A complete subset S ⊂ ∆ is called reducible if we can find a partition
S = S1∪˙S2, called a decomposition such that US = US1 ⊕US2, irreducible
otherwise.
Equivalently we say that the space US is reducible. Notice that, in the
reducible case S = S1∪˙S2, also S1 and S2 are complete.
From this definition it is easy to see [4]:
Lemma 1.1. Given complete sets A ⊂ S and a decomposition S = S1∪˙S2
of S we have that A = (A∩S1)∪˙(A∩S2) is a decomposition of A. Let S ⊂ ∆
be complete. Then there is a sequence (unique up to reordering) S1, . . . , Sm
of irreducible subsets in S such that
• S = S1 ∪ · · · ∪ Sm as disjoint union.
• US = US1 ⊕ · · · ⊕ USm .
The Si’s are called the irreducible components of S and the decomposition
S = S1 ∪ · · · ∪ Sm, the irreducible decomposition of S.
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In the example of root systems, a complete set S is irreducible if and only
if S ∪ −S is an irreducible root system.
We shall denote by I the family of all irreducible subsets in ∆.
1.3. A minimal model. In [4] we have constructed a minimal smooth va-
riety X∆ containing A∆ as an open set with complement a normal crossings
divisor, plus a proper map π : X∆ → U
∗ extending the identity of A∆. The
smooth irreducible components of the boundary are indexed by the irre-
ducible subsets. To describe the intersection pattern between these divisors,
in [4] we developed the general theory of nested sets. Maximal nested sets
correspond to special points at infinity, intersections of these boundary divi-
sors. In the paper [6], implicitly the authors use the points at infinity coming
from complete flags which correspond, in the philosophy of [4], to a maximal
model with normal crossings. It is thus not a surprise that by passing from
a maximal to a minimal model the combinatorics gets simplified and the
constructions become more canonical.
Let us recall the main construction of [4]. For each S ∈ I we have a
subspace S⊥ ⊂ U∗ where S⊥ = {a ∈ U∗ | s(a) = 0, ∀s ∈ S}. We have the
projective space P(U∗/S⊥) of lines in U∗/S⊥ a map i : A∆ → U
∗ ×S∈I
P(U∗/S⊥). Set X∆ equal to the closure of the image i(A∆) in this product.
In [4] we have seen that X∆ is a smooth variety containing a copy of A∆
and the complement of A∆ in X∆ is a union of smooth irreducible divisors
DS , having transversal intersection, indexed by the elements S ∈ I.
1.4. Nested sets. Still in [4] we showed that a family DSi of divisors in-
dexed by irreducibles Si has non empty intersection (which is then smooth
irreducible) if and only if the family is nested according to:
Definition 2. A subfamily M ⊂ I is called nested if, given any subfamily
{S1, . . . , Sm} ⊂ M with the property that for no i 6= j, Si ⊂ Sj, then S :=
S1 ∪ · · · ∪ Sm is complete and the Si’s are the irreducible components of S.
Lemma 1.2. 1) Let M = {S1, . . . , Sm} be a nested set. Then S := ∪
m
i=1Si
is complete. The irreducible components of S are the maximal elements of
M.
2) Any nested set is the set of irreducible components of the elements of
a flag A1 ⊃ A2 ⊃ · · · ⊃ Ak, where each Ai is complete.
Proof. 1) By definition of nested set, the maximal elements of M decompose
their union which is complete.
2) It is clear that, if A ⊂ B, the irreducible components of A are contained
each in an irreducible component of B. From this follows that the irreducible
components of the sets of a flag form a nested set. Conversely let M =
{S1, . . . , Sm} be a nested set. Set A1 = ∪
m
i=1Si. Next remove from M the
irreducible components of A1 (inM by part 1)). We have a new nested set to
which we can apply the same procedure. Working inductively we construct
a flag of which M is the decomposition. 
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One way of using the previous result is the following, given a basis σ :
{γ1, . . . , γr} ⊂ ∆ one can associate to σ a maximal flag F (σ) by setting
Ai(σ) := ∆∩〈γi+1, . . . , γr〉. Clearly the map form bases to flags is surjective
and from flags to maximal nested sets is also surjective. We thus obtain a
surjective map from bases to maximal nested sets. We will see that it induces
a bijiective map between no broken circuit bases and proper maximal nested
sets.
Proposition 1.3. 1) Let A1 ) A2 · · · ) Ak, be a maximal flag of com-
plete non empty sets. Then k = r and for each i, Ai spans a subspace of
codimension i− 1.
2) Let ∆ = S1 ∪ . . . ∪ St be the irreducible decomposition of ∆.
i) Then the Si’s are the maximal elements in I.
ii) Every maximal nested set contains each of the elements Si,
i = 1, . . . , t and is a union of maximal nested sets in the sets Si.
3) Let M be a maximal nested set, A ∈ M and B1, . . . , Br ∈ M maximal
among the elements in M properly contained in A.
Then the subspaces UBi form a direct sum and
dim(⊕ki=1UBi) + 1 = dimUA.
4) A maximal nested set always has r elements.
Proof. 1) By definition A1 = ∆ spans U . If α ∈ Ai − Ai+1 the completion
of Ai+1 ∪ {α} must be Ai by the maximality of the flag. On the other
hand by definition α is not in the subspace spanned by Ai+1 hence we have
that dimUAi = dimUAi+1 + 1 which implies 1). 2) is immediate from the
definitions. As for 3) by definition the subspaces UBi form a direct sum and
since A is irreducible ⊕ki=1UBi ( UA. Let α ∈ A − ∪
k
i=1Bi and B be the
completion of {α} ∪ ∪ki=1Bi. We must have B = A otherwise we can add
the irreducible components of B to M which remains nested, contradicting
the maximality. Thus dim(⊕ki=1UBi) + 1 = dimUA. 4) follows from 3) and
an easy induction. 
A maximal nested set M corresponds thus to a set of r divisors in X∆
which by [4], intersect transversally in a single point PM. Let us explicit
the example of the positive roots of type An−1. We think of such a root as
a pair (i, j) with 1 ≤ i < j ≤ n. The irreducible subsets are indexed by
subsets (which we display as sequences) (i1, . . . , is), s > 1, with 1 ≤ i1 <
· · · < is ≤ n. To such a sequence corresponds the set S of pairs supported
in the sequence. A family of subsets is nested if any two of them are either
disjoint or one is contained in the other.
In this case a maximal nested set M has the following property, if A ∈M
has k elements and k > 2 we have two possibilities. Either the maximal
elements of M reduce to one subset with k − 1 elements or to two disjoint
subsets A1, A2 with A = A1 ∪A2.
We define a map φ : I → ∆ by associating to each S ∈ I its minimum
φ(S) := min(a ∈ S) with respect to the given ordering.
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For example, in the root system case, with the ordering given before, we
have that φ(S) is the highest root in S.
We come to the main new definition:
Definition 3. A maximal nested set M is called proper if the set φ(M) ⊂ ∆
is a basis of V .
Example In the An case with the previous ordering φ(i1, . . . , is) =
xi1 − xis = (i1, is).
A proper maximal nested set M is thus encoded by a sequence of n − 1
subsets each having at least two elements, with the property that, taking
the minimum and maximum for each set, these pairs are all distinct.
It is easy to see how to inductively define a bijection between proper
maximal nested sets and permutations of 1, . . . , n fixing n. To see this
consider M as a sequence {S1, . . . , Sn−1} of subsets of {1, . . . , n} with the
above properties. We can assume that S1 = (1, 2, . . . n) and have seen that
M′ :=M−{S1} has either one or two maximal elements. If S2 is the unique
maximal element and 1 /∈ S2, by induction we get a pemutation p(M
′) of
2, . . . , n. We then set p(M) equal to the permutation which fixes 1 and is
equal to p(M′) on 2, . . . , n. If S2 is the unique maximal element and n /∈ S2,
we get a pemutation p(M′) of 1, . . . , n − 1. We then set p(M) equal to the
permutation which fixes n and is equal to τp(M′)τ on S2 = {1, . . . , n − 1},
τ being the permutation which reverses the order in S2. If S2 and S3 are
the two maximal elements so that {1, . . . , n} is their disjoint union, and
1 ∈ S2, n ∈ S3 then by induction we get two permutations p2 and p3 of
S2 and S3 respectively. We then set p(M) equal to p3 on S3 and equal
to τp2τ on S2 , τ being the permutation which reverses the order in S2.
In particular this shows that there are (n− 1)! proper maximal nested sets,
which can be recursively constructed. This is the rank of the top cohomology
of the complement of the corresponding hyperplane arrangement. We will
see presently that this is a general phenomenon.
Remark Notice that a proper maximal nested set inherits a total ordering
from the total ordering of φ(M), and that this ordering is clearly a refinement
of the partial ordering by reverse inclusion.
Now fix a maximal nested set M. We clearly have:
Lemma 1.4. Given α ∈ ∆ there exists a unique minimal irreducible S ∈M
such that α ∈ S.
This allows us to define a map pM : ∆→M by setting pM(α) := S.
Definition 4. If σ ⊂ ∆ is a basis of V , we say that σ is adapted to M if
the restriction of pM to σ is a bijection.
Notice that, if M is proper, then the basis φ(M) is clearly adapted to M.
2. A basis for homology
We have seen in section 1) that, given a basis σ = {γ1, . . . , γr} we can
associate to σ a maximal nested set, which we now denote by η(σ). η(σ) is
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the decomposition of the flag Ai = ∆ ∩ 〈γi, . . . , γr〉. Let us denote by C the
set of non broken circuit bases of V , byM denote the set of proper maximal
nested set.
Lemma 2.1. If a no broken circuit basis σ is adapted to a proper nested set
M = {S1, . . . , Sr}, then σ = φ(M).
Proof. Let σ = {αi1 , . . . , αir}. Clearly i1 = 1, and αi1 is the minimum
element of ∆. Let A be the irreducible component of ∆ containing α1. We
have that A ∈ M, φ(A) = α1 so A = S1. We claim that pM(α1) = A.
This follows from the fact that M is proper so α1 cannot be contained in
two distinct elements A,B of M, otherwise φ(A) = φ(B). By lemma 1.2
∆′ := S2 ∪ · · · ∪ Sr is complete. A 6⊂ ∆
′ otherwise, still by 1.2 we would
have that A is one of the Si, i ≥ 2. Since σ
′ := {αi2 , . . . , αir} is adapted
to M′ := {S2, . . . , Sr} we must have that the space U∆′ spanned by ∆
′, is
r− 1 dimensional, {αi2 , . . . , αir} is a no broken circuit basis for U∆′ relative
to ∆′ ordered by the total order induced from that of ∆ and adapted to the
proper nested set M′. We can thus finish by induction. 
Theorem 2.2. We have that η maps C to M and φ maps M to C. Fur-
thermore η and φ are bijections which are one the inverse of the other.
Proof. Let σ = {γ1, . . . , γr} ∈ C. By definition, for each i we have that γi is
the minimum element in Ai = ∆∩ 〈γi, . . . , γr〉. Thus it is also the minimum
element in one of the irreducibles decomposing Ai. It follows that η(σ) is
proper and that φη(σ) = σ.
Conversely let M = {S1, . . . , Sr} ∈ M, and let γi = φ(Si). By definition
the γi’s are linearly independent, γi < γi+1 andM is the decomposition of the
flag Ai := ∪j≥iSj. We thus have by the definition of φ that γi is the minimum
element in Ai. Since Ai is complete we deduce that σ = {γ1, . . . , γr} ∈ C.
Clearly η(φ(M)) =M. 
Corollary 2.3. A no broken circuit basis σ is adapted to a unique maximal
proper nested set M and σ = φ(M).
Let us now fix a basis σ ⊂ ∆. Write σ = {γ1, . . . , γr} and consider the
r-form
ωσ := d log γ1 ∧ . . . ∧ d log γr.
This is a holomorphic form on the open set A∆ of U
∗ which is the comple-
ment of the arrangement formed by the hyperplanes whose equation is in
∆. In particular if M ∈ M, we shall set ωM := ωφ(M).
Also if M ∈ M, we can define a homology class in Hr(A∆,Z) as follows.
Identify U∗ with Ar using the coordinates φ(S), S ∈M. Consider another
complex affine space Ar with coordinates zS , S ∈ M. In A
r take the small
torus T of equation |zS | = ε for each S ∈M. Define a map
f : Ar → U∗, by φ(S) :=
∏
S′⊃S
zS′ .
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In [4] we have proved that this map lifts, in a neighborhood of 0, to a local
system of coordinates of the model X∆ . To be precise for a vector α ∈ ∆,
set B = pM(α). In the coordinates zS , we have that
(1) α =
∑
B′⊂B
aB′
∏
S⊇B′
zS =
∏
S⊇B
zS(aB +
∑
B′⊂B
aB′
∏
B)S⊇B′
zS)
with aB′ ∈ R and aB 6= 0. Set fM,α(zS) := aB +
∑
B′⊂B aB′
∏
B)S⊇B′ zS
and AM be the complement in the affine space A
r of coordinates zS of the
hypersurfaces of equations fM,α(zS) = 0. The main point is that, AM is an
open set of X∆. The point 0 in AM is the point at infinity PM. The open
set A∆ is contained in AM as the complement of the divisor with normal
crossings given by the equations zS = 0. From this one sees immediately
that, if ε is sufficiently small f maps T homeomorphically into A∆. Let us
give to T the obvious orientation coming from the total ordering of M, so
that Hr(T,Z) is identified with Z and set cM = f∗(1) ∈ Hr(A∆,Z).
Proposition 2.4. Let σ = {γ1, . . . , γr} ⊂ ∆ be a basis of V . Let M ∈ M.
Then
1) If σ is not adapted to M, ∫
cM
ωσ = 0.
2) If σ is adapted to M, consider the sequence pM(γ1), . . . , pM(γr). This
is a permutation π of the totally ordered set M and we denote by s(M, σ) its
sign. Then
1
(2πi)r
∫
cM
ωσ = s(M, σ).
Proof. Given α ∈ ∆, from equation (1) we deduce that, in the neighborhood
AM, the 1-form d log α equals the sum of the 1-form
∑
S⊇B d log zS and
of a 1-form ψB := d log(aB +
∑
B′⊂B aB′
∏
B)S⊇B′ zS) which is exact and
holomorphic on the solid torus in Ar defined by |zS | ≤ ε.
When we substitute these expressions in the linear forms d log γi and
expand the product ωσ we obtain various terms. Some terms vanish since
we repeat twice a factor d log zS , some terms contain a factor ψB hence they
are exact. The only possible contribution which gives a non exact form is
when σ is adapted to M, and then it is given by the term s(M, σ)ωM. From
this observation both 1) and 2) easily follow. 
Given the class cM and an r−dimensional differential form ψ we can com-
pute
∫
cM
ψ. Denoting by PM the point at infinity corresponding to 0 in the
previously constructed coordinates zi := zSi we shall say:
Definition 5. The integral 1(2πi)r
∫
cM
ψ is called the residue of ψ at the
point at infinity PM. We will also denote it by resM(ψ).
NOTE The algebraic forms, in a neighborhood of the point PM and
in the coordinates zi have the form ψ = f(z1, . . . , zr)dz1 ∧ · · · ∧ dzr with
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f(z1, . . . , zr) a Laurent series which can be explicitely computed. Then the
residue resM(ψ) equals the coefficient of (z1 . . . zr)
−1, in this series.
We can summarize this section with the main Theorem.
Theorem 2.5. The set of elements cM, M ∈ M is the basis of Hr(A,Z),
dual, under the residue pairing, to the basis given by the forms ωφ(M): the
forms associated to the no broken circuit bases relative to the given ordering.
Proof. This is a consequence of 2.2, 2.3, 2.4. 
Remarks. 1) The formulas found give us an explicit formula for the
projection π of Ωr(A) = H
r ⊕ dΩr−1(A∆) to H
r with kernel dΩr−1(A∆).
We have:
(2) π(ψ) =
∑
M∈M
resM(ψ)ωM.
2) Using the projection π any linear map on Hr, in particular the Jeffrey
Kirwan residue (see below), can be thought of as a linear map on Ωr(A)
vanishing on dΩr−1(A∆). Our geometric description of homology allows us
to describe any such map as integration on a cycle, linear combination of
the cycles cM.
3) There are several possible applications of these formulas to combina-
torics and counting integer points in polytopes. The reader is referred to
[2],[1].
4) We have treated only top homology but all homology can be described
in a similar way due to the fact that for each k the kth cohomology decom-
poses into the contributions relative to the subspaces of codimension k and
the corresponding transversal configuration.
3. The Jeffrey-Kirwan residue
In this section V is a real r−dimensional vector space and U := V ⊗R C,
∆ = {α1, . . . , αn} ⊂ V . We further restrict to the case in which there exists
a linear function on V which is positive on ∆.
Now let us assume that we have fixed once and for all an orientation
of V ∗ by choosing an ordered basis ξ = (x1, . . . , xr) of V and taking the
orientation form dx = dx1 ∧ dx2 ∧ · · · ∧ dxr, for example if Γ is the lattice
spanned by the vectors in ∆ we can take an ordered basis of Γ.
This gives a canonical way of identifying the r−forms with functions on
A∆. The form ωσ = d log γ1 ∧ · · · ∧ d log γr is identified with the function
ǫσn
−1
σ
∏
i γ
−1
i where nσ is the index in Γ of the lattice spanned by the ele-
ments γi ( a volume element), and ǫσ a sign expressing the orientation. Let
H˜r denote this space of functions. Finally, when all the elements in ∆ are
on the same side of some hyperplane there is another interesting way of rep-
resenting Hr in which the Jeffrey Kirwan residue appears in a very natural
way. This is done via the Laplace transform
∫
e−(x,y)f(y)dy. Which in our
setting has to be understood as a transform from functions on V ∗ with a
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prescribed invariant Lebesgue measure (the one induced by Γ) to functions
on V (more intrinsically to r differential forms).
Precisely consider the cone C spanned by the vectors in ∆. For each
basis σ := {γ1, . . . , γr} extracted from ∆ let C(σ) be the positive cone
that it generates and χσ its characteristic function. Let finally K
r be
the vector space spanned by the functions χσ. From the basic formula∫∞
0 . . .
∫∞
0 e
−
∑r
i=1 xiyidy1 . . . dyr =
1
x1...xr
and linear coordinate changes, it
is easy to verify that, the Laplace transform of χσ is n
−1
σ
∏
i γ
−1
i , as function
on the dual positive cone, consisting of all x such that (x, y) > 0, ∀y ∈ C.
Therefore combining with the isomorphism of H˜r withHr we have a Laplace
transform L : Kr → Hr with L(χσ) = ǫσωσ.
L is a linear isomorphism in which it is easy to reinterpret geometrically
the linear relations previously described. Finally the Jeffrey Kirwan residue
is a linear function ψ → J〈c |ψ〉 on Hr depending on a regular vector c.
It corresponds to the linear function defined on Kr which just consists in
evaluating the functions f in c. In other words J〈c |ψ〉 = L−1(ψ)(c). By
the definition of Kr it is clear that this linear function depends only on the
chamber C in which c lies. Our final result is the description of a geometric
cycle δ(C) such that J〈c |ψ〉 = 1(2πi)r
∫
δ(C) ψ. Given an ordered basis τ of V ,
we set ντ equal to 1 if the ordered basis τ has the same orientation as ξ, -1
otherwise. For a proper maximal nested set M we denote νφ(M) by νM.
For each basis τ ⊂ ∆, set C(τ) = {x ∈ V |x =
∑
α∈τ aαα, aα > 0}. Set
for simplicity, for a proper maximal nested set M, C(M) := C(φ(M)).
A this pont we can recall some facts from [6]. Assume that in V we have
a lattice Γ which we interpret as the character group of an r−dimensional
torus Tr. Assume that ∆ ⊂ Γ is a set of characters.
We have the following sequence of ideas. First of all we use the elements
αi, i = 1, . . . , n to construct an n−dimensional representation Z of T direct
sum of the 1-dimensional representations with character α−1i . Call R =
C[x1, . . . , xn] the ring of polynomial functions on Z. On Z we have an
action of the n−dimensional torus Dn of diagonal matrices and T acts via
a homomorphism into Dn. Hence the torus T acts on R and xi has weight
αi. If γ ∈ Γ is a character, define R(γ) to be the subspace of R of weight γ
with respect to T .
We shall denote by R the set of regular vectors i.e. the set of vectors
which cannot be written as a linear combination of the elements in a subset
S of ∆ of cardinality smaller than r.
Consider a regular vector ξ ∈ Γ and let Rξ = ⊕
∞
k=0R(kξ).
The following facts are well known [3]. Rξ is a finitely generated subalge-
bra stable under the torus Dn. So, if we grade Rξ so that R(kξ) has degree
k we can consider the projective variety Tξ := Proj(Rξ) with a line bundle
L such that H0(Tξ, kL) = R(kξ). Tξ is an embedding of the n − r dimen-
sional torus Dn/T and the regularity of ξ implies that Tξ is an orbifold. The
elements αi index the boundary divisors of this torus embedding. Thus to
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each αi we can associate a degree 2 cohomology class, the Chern class of
the corresponding divisor, which is still expressed with the same symbol αi.
According to the theory developed by Jeffrey Kirwan, discussed in [3] one
can compute the intersection numbers
∫
Tξ
P (α1, . . . , αn) using the notion of
Jeffrey Kirwan residue. Denoting by C the chamber in which ξ lies, one has:
(3)
∫
Tξ
P (α1, . . . , αn) = J〈c |
P (α1, . . . , αn)
α1α2 . . . αn
dµ〉.
We want to represent this residue by integration over a cycle:
(4) J〈c |ψ〉 =
1
(2πi)r
∫
δ(C)
ψ.
From the formula L(χσ) = ǫσωσ, and defininiton of the Jeffrey Kirwan cycle
discussed in the introduction, we see that δ(C) is the r-cycle whose value
on the r-form ωσ, for every basis σ = {γ1, . . . , γr} ⊂ ∆ of V , is given by
(5)
1
(2πi)
∫
δ(C)
ωσ =
{
0 if C ∩ C(σ) = ∅
νσ if C ⊂ C(σ)
Using this description of δ(C) and the fact that our homology basis cM is
dual to the cohomology basis ωφ(M), one immediately has:
Theorem 3.1.
δ(C) =
∑
M∈M|C⊂C(M)
νMcM.
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