Abstract-Choosing and implementing technologies to extract value from big data are constant challenges for business and governments alike. This paper describes the design and implementation of a data mining tool to analyze the XML data of the U.S. university campus crimes. The main aim of this tool is to extract data stored in XML documents and to provide summarized information that can help students in determining the safety level of a campus before accepting an admission. The tool can also be used by police officers or campus administrators in determining the crime rate across campuses and help them in implementing necessary measures to reduce the crime rate to ensure campus safety. This web based tool provides users with statistical data, different types of charts for visual analysis, and the results obtained from Apriori algorithm in the form of association rules.
INTRODUCTION
Big data, a general term for the massive amount of digital data being collected from all sorts of sources, is too large, raw, or unstructured for analysis through conventional relational database techniques [1] . Most research in the past focus on only one or two steps [6] [7] [8] [9] . Research challenges abound, ranging from heterogeneity of data, inconsistency and incompleteness, timeliness, privacy, visualization, and collaboration, to the tools that enable big data applications [3] [4] [5] . Choosing and implementing technologies to extract value from big data are constant challenges for business and governments alike. In this paper, we present our study in a recent project to develop efficient solutions towards meeting the challenges in realizing the potential of the big data. In particular, the following objectives have been pursued in this project.
• Finding efficient ways of querying data from multiple XML documents • Building a data mining tool using XQuary based on Standard Data Source Template (SDST) pattern • Performing Extraction Transformation and Loading (ETL) operations on real campus crimes data sets published by U.S. department of education [22] to produce better values for more users
•
Crafting a useful web-based application with multiple reporting features: statistics, visualization, and dynamic association rule mining result generation The data source provided by U.S. department of education contains 23 different excel and word files for the university campus crimes reported every year. CSV or Excel is not widely encouraged as a standard for data exchange over the web because it is not an efficient way for representing semi structured data and requires pre-processing or post-processing. Therefore, Extensible Markup Language (XML) is used for encoding documents that can be read by humans and can be interpreted by machine or software systems [19] .
XQuery can be defined as an expression language which is designed to query data in XML format. It can be used to query data in structured or semi-structured format. The XQuery provides essential features to read and manipulate data in XML format as well as address specific parts of the XML document. It is also known as a functional programming language [15] . We used XPath expression syntax provided by XQuery to address specific sections of the XML file documents containing the campus crime data in statistical and visual report generation. The XQuery is also used in construction of the XML input for our selected data mining algorithm based on Standard Data Source Template (SDST) concept [13] . The standard XML document can be very complex. The benefit of using this XML structure SDST is that it can accommodate the changes in the number of attributes and keep the input data valid.
To optimize the performance of report generation and input for data mining, we constructed a data warehouse [10] to store the campus crime XML data. We choose SQL Server 2012 [18] to implement our data warehouse. The SQL server versions of 2005 and higher provide support to XQuery language making it possible to query structured and semistructured XML data.
To help users to discover interesting relationships in the large crime data we implemented an interactive association rule mining service based on two user selected parametersmin-support and min-confidence. An association rule is about the relationship between two disjoint item sets. It is an implication of the form X => Y and presents the pattern that when X occurs, Y also occurs. There are two steps involved in the mining association rules: (1) large item set generation -discover all the item sets occurred with probability minsupport; and (2) rules derivation extract the association rules with strong confidence ( min-confidence) from the large item sets which are generated from the first step. We use Apriori algorithm to implement the first step. The algorithm uses level wise search to determine frequent item sets [10] .
In this paper, we focus on efficient ways for XML data exchange using XQuery, and describe a practical design and implementation approach for creating better values for more users from real data. To identify efficient way for data exchange/integration is a key step in development any successful big data application.
II. RELATED WROK
In 2010, the President's council of Advisors on Science and Technology spelled out a big-data strategy in its report, Designing a Digital Future: Federally Funded Research and Development in Networking and Information Technology [2] . The main objectives were to advance state-of-the-art core big Data technologies; accelerate discovery in science and engineering; strengthen national security; transform teaching and learning and expand the workforce needed to develop and use big data technologies. Local governments have also initiated big data projects; for example, in 2011, Syracuse, NY, in collaboration with IBM, launched a Smarter City project to use big data to help predict and prevent vacant residential properties [1] . However, most websites for data centers today still only provide excel and word files for users to view or download. Only a few of them can provide searchable statistical data service. Users need a good collection of data mining tools provided at the website to help them to discover knowledge from the data.
In early 2000's, there were some methods proposed to mine XML documents, but most of them still need to use the traditional relational database. Typically, first map the XML data to the relational data and then use the techniques designed for relational data base to do the mining. This extra data preprocessing step can make mining task very time consuming.
In order to provide an efficient way to extract XML data from XML documents, W3C has proposed XQuery [11] . This makes the interaction between the web and database much more smoothly. By using only the XQuery language, Jacky W.W. Wan and Gillian Dobbie [11] have already implemented Apriori algorithm [12] to mine any XML document for association rules without any pre-processing or post-processing. As they stated in their paper, although the research is a good starting point, there are still many issues that remain open. Their algorithm only can mine the set of items that can be written a path expression for. However, the structure of the XML data can be more complex and irregular than that. Consequently, it is difficult to identify the mining context. In order to solve this problem, Xinwei Wang and Chunjing Cao [13] introduced XSL and XSLT which are also proposed by W3C to do some preprocessing of the input XML documents, transform the complex and irregular XML document into simple and regular XML document which can meet the needs of Apriori algorithm for mining association rules. This preprocessing makes the algorithm much more adaptable and universal. To avoid cost involved in Apriori candidate set generation, Chit Nilar Win, Khin Hayar Saw Hla [14] proposed frequent pattern tree (FP-tree) and developed a pattern growth method, FP-growth using XQery. They also suggested features that need to be added into XQery in order to make the implementation of the FP growth more efficient. Figure 1 illustrates our system architecture. The key components include a database which is the heart of this tool, a web application which provides a friendly interface to users, and the Apriori Algorithm which is the data mining logic of this tool. The components interactively trigger each other to function, with the aim to extract data stored in separate XML documents and present users different types of crime reports for the crimes reported at different locations both on campus and off campus.
III. SYSTEM DESIGN

A. System Overview
There are two categories of report types in this application based on their crime location, namely "on campus" and "off campus". The report can be classified into the types in Table I along with the crime types it contains. Charts: The charts provide a graphical picture of the campus crimes based on the report type selected for a particular university. This application contains the following five types of charts (in Table II ) to make it easy for the user to understand and analyze the campus crime details.
Reports:
The user of the application can also download reports in Word or PDF format for future reference and record keeping. The composition of individual crime types for the time period selected.
Total crimes (Bar chart)
The total crimes reported year wise.
Crime trend (Line chart) The year wise rise or fall trend for individual crime type.
High severity crimes (Bar chart)
The year wise high severity crime count. Medium severity crimes (Bar chart)
The year wise medium severity crime count.
B. Database
In our tool, the entire business logic using XQuery has been implemented and stored in the SQL server database in the form of pre-compiled database objects known as stored procedures. Our database schema consists of data collection, data loading and data modeling.
Data collection: The campus crime data is published by the U.S department of education and is available online on their official website [22] . This data is updated every year. The data is available as set of multiple excel files. The data from multiple files has to be manually imported into the database in XML format using XQuery script.
Data loading: The step in the development of the database involves loading the database with the data. The excel documents are first manually imported entirely into the SQL server database and then immediately exported into XML files using XQuery script.
Data modeling: Data warehouses are constructed using dimensional data models for analysis. The model consists of facts and dimension tables. Dimension tables contain unique descriptive information. The fact table is constructed from the dimension tables to generate useful results which can be used for analysis. Every record in the fact table is constructed using a combination of foreign keys, which are the respective primary keys in the dimension tables.
As shown in Figure 2 , the fact and dimension table structure in this project form a star schema. 
C. Web Application
The web application is developed using the three-tier architecture pattern [17] . It includes three layers: the presentation layer, the business layer and the data access layer. The advantage of using such a pattern is that it enables segregation of code and thus enabling loose coupling between the different software components within the application. The logic to query the XML campus crime files is written in the stored procedures using XQuery. These stored procedures reside in the SQL server database in precompiled form as database objects.
D. Apriori Algorithm
The Apriori algorithm is implemented in this tool using C#.net. Its design comprises of a set of classes organized as sub modules. Figure 3 illustrates the diagram for Apriori algorithm application classes. 
IV. IMPLEMENTATION
We first created the database in SQL server 2012 [18] followed by manual import of the XML files. The development of the Apriori algorithm project module and the three-tier web application architecture is done independently for ease of development. The benefit of isolating the Apriori algorithm module is that it can be compiled into a single assembly which can later be integrated into any application. The new application will have to just use the application programming interfaces (APIs) which are exposed by the IAprioiAlgo class. The application is developed based on ASP.NET 4.0 [16] and hosted locally on Internet information services (IIS) 8.
V. WEB-BASED APPLICATION AND RESULTS
Our web-based application aims to render results from the dataset obtained from the U.S. department of education website, for the purpose of assessing university campus security levels.
A. Statistics
At the homepage of our web application, a user is prompted with two types of campus crime data namely oncampus and off-campus.
B. Chart analysis
Based on the search criteria, the application queries the campus crime XML files and retrieves results. The application displays several charts to make the data presentation easy to understand [20] .
C. Apriori Results
All item sets below the minimum support count are discarded. This means all the items appearing in the frequent item set grid have occurred more number of times than the minimum support count after scanning all transactional records. An association rule is a pattern that states when an event occurs, another event occurs with certain probability. As shown in Figure 4 , the grid shown below displays the association rules based on the frequent item sets which satisfy the user supplied minimum confidence. 
VI. CONCLUSION
As a concrete step towards the goal of extracting value from big data for business or government needs, this paper presents a web-based XQuery data mining tool for campus security using an efficient data integration method. With the capabilities to query data from multiple XML documents, visualize data using various charts, and mine association rules with pre-defined min-support and min-confidence parameters, this tool can help users assess the university campus security levels based on the dataset obtained from the U.S. department of education website.
This study can be further extended to enable more capabilities for the tool, such as importing new data into the database through a website interface automatically, logging user request activities for potentially campus security based modeling and prediction of university admission rate.
