Abstract. In this paper, we study the nonlinear boundary value problem consisting of the equation y + w(t) f (y) = 0 on [a,b] and two multi-point boundary conditions. We establish the existence of various nodal solutions of this problem by matching the solutions of two boundary value problems, each of which involves one separated boundary condition and one multi-point boundary condition, at some point in (a,b) . We also obtain conditions for this problem not to have certain types of nodal solutions.
Introduction
We study the nonlinear boundary value problem (BVP) consisting of the equation (H4) a < η 1 < ... < η m < b and k i ∈ R for i = 1,...,m; (H5) a < ξ 1 < ... < ξ l < b and h j ∈ R for j = 1,... ,l .
The existence of solutions, especially positive solutions, of BVPs with multi-point BCs have been studied extensively, see [2, 5, 8, 9, 10, 18, 19, 30] and the references therein. In this paper, we study the existence of nodal solutions, i.e., solutions with a specific zero-counting property in (a, b), of the multi-point BVP (1.1), (1.2) . Great progress has been made to the study of such solutions for nonlinear BVPs consisting of Eq. (1.1) (and more general forms of equations) and two-point separated BCs, see [11, 12, 14, 21, 24, 25, 26] . The existence of nodal solutions of BVPs with nonlocal BCs has also received a lot of attention in research. We refer the reader to [1, 3, 4, 6, 11, 13, 20, 22, 23, 27, 28, 29] for some recent work on this topic. In particular, many researchers have been working on the existence of nodal solutions of the BVP consisting of Eq. where a, b ∈ R with a < b . However, due to the complexity of BC (1.3), the majority of the results are only for a special case of BVP (1.1), (1.3) . In fact, Ma [22] , Ma and O'Regan [23] , Rynne [27] , Xu [28] , and Xu, Sun, and O'Regan [29] The main approach was to use the Rabinowitz global bifurcation method to establish the existence of nodal solutions of BVP (1.4), (1.5) by relating it to the eigenvalues of the corresponding linear Sturm-Liouville problem (SLP) with the multi-point BC (1.5) . By extending and improving the work in Ma and O'Regan [23] , Rynne [27] showed that the associated SLP consisting of the equation y + λ y = 0 and BC (1.5) has a strictly increasing sequence of simple eigenvalues {λ n } ∞ n=0 with eigenfunctions φ n (t) = sin( √ λ n t). Let N 0 = {0, 1, 2,...} . The following is a brief sketch of the results in [27] on the existence of nodal solutions of BVP (1.4), (1.5). (1.5) has solutions y ± whose derivatives have exactly n + 1 zeros in (0, 1) such that ±y ± (t) > 0 in a right-neighborhood of 0 .
(b) Assume f ∞ = ∞ and λ n > f 0 for some n ∈ N 0 . Then for any i n , BVP (1.4), (1.5) has solutions y ± whose derivatives have exactly i + 1 zeros in (0, 1) such that ±y ± (t) > 0 in a right-neighborhood of 0 .
The establishment of these results relies heavily on the direct computations of the eigenvalues and eigenfunctions of the SLP associated with BVP (1.4), (1.5) , and hence cannot be extended to the general BVP (1.1), (1.3) with a variable w and general BC parameter α by the same approach. The difficulty lies in the fact that the existence of such eigenvalues is to be established and their algebraic multiplicities are proved to be 1.
Kong, Kong, and Wong [13] studied BVP (1.1), (1.3) in a different way: they obtained conditions for the existence of nodal solutions by comparing f 0 and f ∞ with the eigenvalues {λ n } ∞ n=0 of the SLP consisting of the equation 6) and the two-point BC
The results in [13] are good because they work with a variable w and a general BC parameter α , and f 0 , f ∞ are allowed to be 0 and ∞. Moreover, the eigenvalues of SLP (1.6), (1.7) are guaranteed to exist, easy to compute numerically, and are algebraically simple. The ideas in [13] have been applied in [3, 4, 11] to deal with other BVPs with one separated BC and one multi-point or integral BC. However, we note that the shooting method, which was used in [13] to deal with nodal solutions, fails to work alone on BVPs with double multi-point BC (1.2). Recently, Genoud and Rynne [6] discussed the double multi-point BVP (1.1), (1.2). By establishing the existence of eigenvalues of the corresponding linear SLP (1.6), (1.2) and using the Rabinowitz global bifurcation theorem, they obtained results on the existence of nodal solutions. This work is significant since it made the first progress in the existence of nodal solutions of double multi-point BVPs. However, their results were derived under certain assumptions which can be roughly stated as follows:
It is required that the δ in Assumption (a) be small, but it fails to determine how small this δ should be. Actually, the implicit function theorem, which was used in the proofs to guarantee the existence of δ , does not provide its magnitude. Therefore, although the work in [6] is of theoretical importance, it is practically difficult in implementation. Moreover, the restrictions on f given in Assumption (b) exclude the possibility for f to be superlinear or sublinear.
In this paper, we will further develop the methods used in [13] for BVPs with separated-multi-point BCs to BVPs with double multi-point BCs. More specifically, we will show that the nodal solutions for BVPs with the separated-multi-point BCs
respectively, will meet at some c = d ∈ (a, b) and hence produce nodal solutions for BVPs (1.1), (1.2). Our results are under explicit conditions and f is allowed to be superlinear and sublinear. We will also obtain conditions for the nonexistence of certain types of nodal solutions. This paper is structured as follows: we present the main results of the paper in Section 2 and then give the proofs in Section 3 after several technical lemmas are established.
Main results
We aim to study solutions of BVP (1.1), (1.2) which fall into certain classes defined as follows. To establish criteria for BVP (1.1), (1.2) to have various nodal solutions, we need to use the eigenvalues of the SLP consisting of the equation
and the two-point BC
It is well-known that the spectrum of SLP (2.1), (2.2) consists of an infinite number of real simple eigenvalues {λ n } ∞ n=0 satisfying that 0 = λ 0 < λ 1 < ··· < λ n < ··· , and λ n → ∞;
and any eigenfunction associated with λ n has exactly n zeros in (a, b) for n ∈ N 0 , see [31, Theorem 4.3.2] . Let F(y) = y 0 f (ξ ) dξ for y ∈ R and denote w ± (t) := max{±w (t), 0} along with
..,l, and γ
By (H2), F is strictly increasing on [0, ∞) and strictly decreasing on (−∞, 0]. Let F 
Note that when n = 0 or 1 , the assumptions of Theorem 2.1 imply that either
.
Then (2.5) follows from (2.3). Similarly, (2.4) implies that
On the other hand, when w(t) ≡ 1, (2.3) reduces to (2.5), and (2.4) reduces to (2.6).
and, (2.4) reduces to
As a consequence of Theorem 2.1 we have the corollary below. 
and {ζ 2 n } ∞ n=0 be the eigenvalues of SLPs consisting of the equation 
Proofs of the main results
In order to prove Theorems 2.1-2.2, we first consider the BVPs consisting of Eq. (1.1) and one of the BCs
and
where c ∈ [a, b) and d ∈ (a, b] are arbitrary. We classify the solutions of the above BVPs into the following classes, as extensions of the class defined in Definition 2.1.
be the eigenvalues of the SLPs consisting of Eq. (2.1) and the two-point BCs
respectively. It is well-known that {μ n (c)} ∞ n=0 and {ν n (d)} ∞ n=0 satisfy that
and any eigenfunction associated with μ n (c) or ν n (d) has exactly n simple zeros in
From [26] , it follows that any initial value problem (IVP) associated with Eq. Note that the assumption f 0 = μ n (c) or f ∞ = μ n (c) is allowed in Lemma 3.3, but not in Theorem 2.1 in [13] .
Proof of Lemma 3.3. Consider the case when f 0 μ n (c) and μ n+1 (c) < f ∞ . Without loss of generality, assume γ = +. The case for when γ = − is done similarly. Let y(t, ρ) be the solution of Eq. (1.1) satisfying (3.5) with γ = + and θ (t, ρ) its Prüfer angle. By Lemma 3.1, for any small ε > 0, there exists 0 < ρ * < ρ * < ∞ such that
By the continuity of θ (t, ρ) in ρ , there exists ρ * ρ n < ρ n+1 ρ * such that
Defining an energy function for y(t, ρ) by
Then by Eq. (1.1)
Thus we have that for i = 1,... ,m,
Note that for ρ = ρ n and ρ = ρ n+1 ,
It is seen from (3.6) that as ε → 0
and hence
Since F has a continuous inverse F −1 , it follows that for ρ = ρ n and ρ = ρ n+1
and it follows from (3.9) that for i = 1,...,m,
Hence
Let n = 2k with k ∈ N 0 . Since y(b, ρ 2k ) > 0 and y(b, ρ 2k+1 ) < 0, by (3.10), (3.11), (3.8), and (2.3) we have for ε > 0 sufficiently small
By the continuity of Γ(ρ), there exists ρ ∈ (ρ 2k , ρ 2k+1 ) such that Γ(ρ) = 0. Similarly, for n = 2k + 1 with k ∈ N 0 , there exists ρ ∈ (ρ 2k+1 , ρ 2k+2 ) such that Γ(ρ) = 0. In both cases, since ε > 0 in (3.7) we see that
where r = (y 2 +y 2 ) 1/2 , we have that θ (·, ρ) is strictly increasing on [c, b]. We note that y(t) = 0 if and only if θ (t, ρ) = 0 (mod π) and y (t) = 0 if and only if θ (t, ρ) = π/2 (mod π). Thus, y has exactly n zeros in (c, b) and y has exactly one zero strictly between any two consecutive zeros of y . Initial condition (3.5) implies that y(t, ρ) > 0 in a right-neighborhood of c. Therefore, y(t, ρ) ∈ T + n [c, b]. The proof for the case when f ∞ μ n (c) and μ n+1 (c) < f 0 is essentially the same as above except that the discussion is based on Lemma 3.2 instead of Lemma 3.1.
The next lemma follows from Lemma 3.3 for the case where d ∈ (a, b]. (3.13) and BC dy dτ
Hence inequality (2.4) implies that inequality (2.3) holds for the transformed BVP (3.13), (3.14) . Also note that {ν n } ∞ n=0 are eigenvalues of the SLP involving the equation
and BC (3.3). Thus the conclusion follows from Lemma 3.3. The Lemmas below play critical roles in the proof of Theorem 2.1. Since for each k , y i (t; c k ) satisfies
16) then y(t) satisfies (3.16). Define an energy function for y(t) by
It follows that (3.8) holds with E(·, ρ) replaced by E(·) and so does (3.11). Additionally, with y (b) = 0 we have
and so
Since y(b) = l > 0, by (3.11), (3.18), (3.8) , and (2.3) we have
However, this contradicts that y(t) satisfies (3.16).
Let z (t) be the solution of the IVP
By the continuous dependence of solutions of IVPs on parameters, we see that
Since y i (t; c k ) satisfies (3.16) for each k , then z i (t; c k ) satisfies (3.16) for each k and so does z (t).
This contradicts (2.5) and hence contradicts (2.3) by Remark 2.2. If f 0 > 0, define an energy function for z (t) by
So we have,
Additionally,
Hence,
From the assumption that (3.16) holds, we have
contradicting z (t) satisfying (3.16).
(ii) Assume the contrary. Then there exists
(a) Assume l ∈ (0, ∞). Then the argument follows similarly to that in part (i), (a) above and is omitted.
(b) Assume l = ∞. Since f ∞ < ∞, then by replacing f 0 by f ∞ , the argument follows similarly to that in part (i), (b) above and is omitted.
The next lemma for BVP (1.1), (3.2) is a parallel result to Lemma 3.5 with a similar proof. This is shown as follows:
Note that the solution y of Eq. (1.1) used to define the function Γ in (3.12) satisfies the IC (3.5) and as a result, y and Γ have continuous dependence on the initial point c.
To emphasize such dependence, we rewrite (3.12) as 
Now we prove our main result, Theorem 2.1. [1] i (c; c) = ∞ and lim
Proof of Theorem
Let ρ [1] i (c) = y [1] i (c; c) such that (ρ [1] i (c), c) is on the continuous curve Λ c i and ρ [2] 
Remark 3.2. Note that y [1] i (a; a), y [2] j (b; b) ∈ (0, ∞). By the continuity of the curves Λ c i and Λ d j , there exists c * = d * ∈ (a, b) such that y [1] i (c * ; c * ) = y [2] j (d * ; d * ). Also note that (y [1] i ) (c * , c * ) = 0 and (y [2] j ) (d * , d * ) = 0. By the uniqueness of solutions of IVPs, we have
Considering that y n (c * ) = 0, we see that y n has n + 1 zeros in (a, b) . It is easy to see −y n is also a solution of BVP (1.1), (1.2) since f is an odd function. Thus −y n has n + 1 zeros in (a, b) . Clearly, condition (iii) in Definition 2.1 is satisfied by one of y n and −y n for γ = + and γ = − , respectively. Therefore, one of y n and −y n is in T We note that for n ∈ N 0 , ζ 1 n (0) = ζ 1 n , where ζ 1 n is the n -th eigenvalue of SLP (2.7), (2.8 This means that y(t) is also a solution of BVP (1.1), (3.26) for α = α * . From our assumptions, along with (3.25) and the fact that ζ n (α) strictly decreasing in α on [0, π), we have that for any α ∈ [0, π)
By Lemma 3.8, (i), BVP (1.1), (3.26) has no solution with the derivative having i or i + 1 zeros, depending on α * , on (a, b) for all i n + 1 . We have reached a contradiction to y ∈ T γ i . The proof of the second part of Theorem 2.2, (i) is similar to above except that Lemma 3.8, (ii) instead of Lemma 3.8, (i), is used.
(ii) The proof is similar to part (i) and is omitted.
