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Techniques for coherent multidimensional optical spectroscopy have been developed and utilised
to understand many different processes, including energy transfer in photosynthesis and many-body
effects in semiconductor nanostructures. Double-quantum 2D spectroscopy is one variation that has
been particularly useful for understanding many-body effects. In condensed matter systems, how-
ever, there are often many competing signal pathways, which can make it difficult to isolate different
contributions and retrieve quantitative information. Here, a means of separating overlapping path-
ways while maintaining the fidelity of the relevant peak/s is demonstrated. This selective approach
is used to isolate the double-quantum signal from a mixed two exciton state in a semiconductor
quantum well. The removal of overlapping peaks allows analysis of the relevant peak-shape and
thus details of interactions with the environment and other carriers to be revealed. An alternative
pulse ordering identifies a double-quantum state associated only with GaAs defects, the signature
of which has previously been confused with other interaction induced effects. The experimental
approach described here provides access to otherwise hidden details of excitonic interactions and
demonstrates that the manner in which the double-quantum coherence is generated can be im-
portant and provide an additional control to help understand the many-body physics in complex
systems.
INTRODUCTION
Techniques for multidimensional nuclear magnetic res-
onance spectroscopy (NMR) have been developed over
the course of several decades to the point where modern
pulse sequences may contain hundreds of precisely con-
trolled pulses and can be used to determine complex pro-
tein structures [1]. Coherent multidimensional electronic
spectroscopy (CMDS)[2] is conceptually similar to mul-
tidimensional NMR. Indeed, several concepts developed
in NMR spectroscopy (e.g. phase cycling [3–5], rotating
frame detection, and double-quantum spectroscopy [6])
have been applied to experiments at optical frequencies,
while several others have been considered [7, 8].
Optical CMDS has found application across many ma-
terial systems where it has been used to reveal the role of
many-body effects in semiconductor nanostructures [9–
12], quantum effects in biological light harvesting com-
plexes [13–17], radiative lifetimes in monolayer semicon-
ductors [18] and to directly track multi-step energy trans-
fer [19], for example. The majority of these applications
have utilised the 3rd order response to generate 2D spec-
tra based on rephasing or non-rephasing scans and oc-
casionally double-quantum (2Q) 2D scans. Within these
experiments the aims have been to resolve and under-
stand individual states or the interactions between pairs
of states.
Higher order experiments have also begun to find some
application, for example, Zhang et al. [19] have utilized a
5th order experiment to track multi-step energy transfer
processes in LHC-II. The limitation with the approach
they use is that to obtain the full 5 dimensional data
set (or even a 3D dataset) takes many days. The ap-
proach adopted in NMR is to tailor the pulses to se-
lect specific pathways so that full scans are not required.
This is referred to as heteronuclear NMR, because the
different pulses can be resonant with different nuclear
spin transitions. This type of approach has been demon-
strated for 3rd order optical experiments [20–22], where
the excitation pulses are spectrally shaped to select spe-
cific states, and could in principle be extended to the 5th
order experiments. Higher-order experiments can also
be used to excite multi-quantum coherences, which can
provide details of the interactions between the excited
systems. In NMR this approach is used to select regions
of the molecule where two, three or more nuclei interact
with one another in-turn. This type of filtering enables
the identification and selection of sequences of nuclei in
complex molecules and subsequently the neighbouring or
nearby atoms and sequences, and ultimately the complex
molecular structure. Optical 2Q spectroscopy has been
used to explore 2-exciton correlations in semiconductor
nanostructures [10, 23, 24] and higher electronic states in
molecular systems[25].
Higher order correlations (e.g. 3Q and 4Q) have also
been explored with 5th and 7th order experiments to un-
derstand interactions between 3 and 4 excitons in semi-
conductor quantum wells [26, 27]. This type of high-order
correlation spectroscopy has the potential to provide in-
sight into many of the material systems that are receiv-
ing a great deal of attention because of the many-body
effects and correlated carrier interactions [9, 12, 28], in-
cluding topological insulators and high temperature su-
perconductors.
The typical approach to 2Q experiments (and the
equivalent is true for higher order experiments) is to use
two broadband pulses, coincident in time, to excite the
2Q coherences, which are then allowed to evolve before
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2a subsequent pulse drives the system to a 1-quantum co-
herence that radiates the detected signal. The 2Q coher-
ence can involve identical excitons or excitons that are
different, but which are in some way coupled (resulting
in a ‘mixed 2-exciton state’). In the case of a simple
two-body picture, it doesn’t matter which exciton in the
two-exciton state is excited first, all that matters is the
evolution of the 2Q coherence and final 1Q coherence.
In systems where interactions and many-body effects are
important, however (i.e. most solid state materials), the
order of interaction can be important, and furthermore,
the time spent in the single exciton coherence can affect
the 2Q coherence.
Here we combine the ability to shape the spectral am-
plitude of the excitation pulses [20] with the introduction
of delays between the pulses generating the 2Q coher-
ence to isolate different pathways and demonstrate that
in semiconductor quantum wells, the order and timing
of excitation does matter. Furthermore, using this ap-
proach it becomes possible to remove contributions from
free-carriers and reveal the natural lineshape of the mixed
2-exciton coherence. With the same set of data we iden-
tify a doubly excited state associated with GaAs defects,
the nature of which only becomes apparent when the or-
der of interactions is considered.
COUPLED QUANTUM WELL SAMPLE
The coupled-quantum well (CQW) sample we study
consists of two In0.05Ga0.95As QWs with GaAs barriers,
as depicted in Fig.1 (a). The two QWs have slightly
different widths (8 nm and 10 nm) so that the exciton
transitions can be separated spectrally. The wells are
separated by a 10 nm central barrier. Previously, this
sample has been used to investigate the nature of inter-
well interactions [12], the interaction between ‘dark’ and
bright states [29], and the dynamics of the QW excitons
at very low excitation density [23], but here we focus ex-
clusively on interactions between excitons in the barrier
and excitons in the QWs. For the experiments reported
here, the sample was kept at 6 K in a vibration isolated
recirculating helium cryostat.
There are three ‘bright’ exciton transitions in this sam-
ple - one predominately localized in each of the QWs
(WX and NX), and one in the barrier (BarX). As de-
scribed in more detail in the supporting information, this
sample can be represented as a 10-level system (10LS),
including three one-exciton and six two-exciton states,
which can be grouped into the six types shown in Fig. 1
(b). The two-exciton states are separated into three
groups: Box 1 (3) contains all two exciton states in which
both excitons are in the barrier (CQW). Box 2 includes
the mixed two exciton states in which one exciton is in
the barrier and the other is in a QW. The selective pulse
sequences used in this paper employ spectral amplitude
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FIG. 1. (a) A cartoon of the InGaAs/GaAs coupled quan-
tum well sample used in this experiment. (b) the 10 level sys-
tem from the three excitonic states including all two-exciton
states. Grouped for convenience into a quasi-six level system.
(c) The pulse ordering used in double-quantum experiments
and the state of the system during each time period along with
the effect of each subsequent laser pulse. (d) the square beam
geometry used in this double-quantum experiment showing
the three excitation beams (k1, k2, and k3) and the reference
(LO) (e) the excitation spectra and InGaAs FWM signal at
t3 = t2Q = 0 fs.
masks and pulse orderings which were chosen to isolate
signals involving the two-exciton states in box 2 and elim-
inate those involving the states in boxes 1 and 3.
EXPERIMENTAL
Double-quantum spectroscopy
Interactions and correlations among excitons (electron-
hole pairs) in semiconductor QWs can be studied using
double-quantum 2D Fourier transform spectroscopy [10,
23, 27, 30]. In this type of experiment, two ultrafast
pulses excite a coherent superposition of the ground state
(g) and a doubly excited state (2), as shown in Fig. 1
(c). In such a system, the g↔2 transition is forbidden,
but a coherent superposition of g and 2 can be generated
through a two-step process. The first pulse (resonant
with the g↔1 transition) excites a coherent superposition
of the ground state and a singly excited state. The second
pulse (resonant with the 1↔2 transition, which may or
3may not be the same as the g↔1 transition) converts this
into a coherent superposition of the ground state and the
doubly excited state. A third pulse then interrogates the
system by converting the coherent superposition of g and
2 into a coherent superposition of g and 1 or 1 and 2,
which relaxes to state g or 1, respectively, emitting the
signal photons in the process. The spectral phase and
amplitude of the signal (E3) are recorded as a function
of the time delay between the second and third pulses
(t2Q). A Fourier transform as a function of t2Q allows
us to display the recorded data as a double-quantum 2D
spectrum, in which the complex signal is plotted as a
function of the energy of the g - 2 coherence, E2Q, and
the energy of the emitted signal, E3.
In semiconductor nanostructures, the double-quantum
state probed with double-quantum spectroscopy is typ-
ically a two-exciton state. If both excitons are iden-
tical, then the signal will appear as a peak along the
E2Q = 2E3 line (from here referred to as the diagonal
line) since the g ↔ 1 and 1 ↔ 2 transition energies are
equal. Such peaks are typically referred to as diagonal
peaks (DPs). Any shifts of the 1 ↔ 2 transition energy
from the g ↔ 1 transition energy due to, for example the
formation of a bound biexciton, will shift the peak off
the diagonal. Similarly, if the two-exciton state is made
up of two different types of excitons (from here called
a mixed two-exciton state), then the g ↔ 1 and 1 ↔ 2
transition energies are no longer equal and the signal will
appear as a peak away from the diagonal line (referred
to as cross-peaks or CPs).
Signals in this type of double-quantum experiments
only arise when there is some interaction or correlation
between the pairs of excitons that make up the two-
exciton state[31, 32]. The position and shape of these
peaks can then provide details of the interactions. Iso-
lating the peaks corresponding to specific well-defined
pathways, however, is not always easily accomplished.
There can be - and frequently are - many overlapping
contributions that can be difficult to separate. Further-
more, additional carriers excited into the system but not
directly involved in generating the signal can alter the
peak shapes, and in some cases the position and am-
plitude of the peaks as well [23]. In a many body sys-
tem where correlations are important, how you get to the
two-exciton state can become important. For example,
whether you get to the AB two-exciton state via state A
or via state B can affect the ensuing 2D spectrum, even
though in a simple non-interacting system this should
not be the case. To fully understand the interactions it
then becomes necessary to isolate the specific quantum
pathway of interest including the excitation order and
minimise the interactions with additional carriers. This
selectivity can be achieved by spectrally shaping the exci-
tation pulses and carefully controlling the delay between
the first two pulses.
Pulse-shaper based selective double-quantum
spectroscopy
To perform the selective double-quantum measure-
ments, we use a spatial light modulator (SLM) based
multidimensional spectroscopy apparatus similar to the
one originally developed by the Nelson group at MIT [20,
33]. The four beams required for double-quantum 2D
spectroscopy are generated in the rotated box geome-
try shown in Fig. 1 (d) by an SLM based Fourier beam-
shaper. A pulse shaper based on a phase only SLM is
then used to individually control the inter-pulse delays
and compress the pulses with linear and nonlinear spec-
tral phase patterns (respectively). A vertical sawtooth
phase grating is applied along the vertical axis of the
SLM so that the shaped beams are diffracted down and
can be picked off. The spectral amplitude of the exci-
tation pulses is controlled by varying the depth of the
vertical sawtooth phase grating, as demonstrated pre-
viously [4, 20]. This allows independent control of the
spectral amplitude and phase distributions of each of the
four beams, which enables selective two-quantum exper-
iments. Changing the pulse sequence, spectra or phase
is then as simple as changing the phase patterns sent to
the SLM.
In this experimental configuration all of the beams are
incident upon the same optics and so remain intrinsically
phase-locked (better than λ/1000 over 30 minutes, see
supporting information) a key requirement and often a
challenge in double-quantum spectroscopy. The average
photon density for each focused pulse was 3.4×1010cm−2
(2.2×1010cm−2) for the broadband (shaped) pulses. The
beams were co-linearly polarized and the delay between
the first two pulses (t1) was set to 300 fs for all measure-
ments described here. The pulse durations were mea-
sured using cross-correlations, and found to be ∼48 fs,
84 fs, and 115 fs for the broadband pulse, shaped low en-
ergy pulse (L) that is resonant with only the CQW states,
and shaped high energy pulse (H) that is resonant with
only the Barrier states, respectively. More experimental
details are shown in the supporting information.
RESULTS
Double-quantum 2D spectra were recorded using three
pulse sequences: B-B-B, a standard double-quantum
pulse sequence with three identical broadband pulses res-
onant with all the transitions in Fig 1 (e); L-H-B, a path-
way selective pulse sequence that excites the mixed two-
exciton states in Box 2 of Fig 1 (b), with the first pulse
resonant with the WX and NX, and the second pulse
resonant with BarX; and H-L-B, similar to the L-H-B se-
quence but with the first two pulses reversed such that
the first pulse was resonant with BarX and the second
pulse resonant with WX and NX. The three pulse se-
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FIG. 2. (a)-(c) B-B-B, L-H-B and H-L-B sequences (re-
spectively). (d)-(f) Double-quantum spectra for B-B-B, L-H-
B and H-L-B sequences (respectively). The insets show the
pathways that are possible for each sequence. (g)-(i) show a
zoomed in view of the above-diagonal CPs. (j)-(l) shows a
zoomed in view of the below-diagonal CPs.
quences are also depicted graphically in Fig. 2 (a)-(c),
and the available pathways up to the various two-exciton
states are shown in the insets of Fig. 2 (d)-(f). A full
list of the available pathways is provided using two-sided
Feynman-Liouville diagrams in the supporting informa-
tion.
Fig. 2 (d)-(f) show double-quantum absolute value
spectra collected using the B-B-B, L-H-B, and H-L-
B pulse sequences, respectively. The B-B-B spectrum
(Fig. 2 (d) ) shows three DPs (WX, NX, BarX) and
several CPs. A close up of the above-diagonal CPs la-
belled CP1 and CP2 is shown in Fig. 2 (g). CP1 and CP2
correspond to the mixed two-exciton coherence, with E3
equal to WX and NX, and E2Q equal to the WX+BarX
and NX+BarX mixed two-exciton energies, respectively.
These two peaks overlap signals that stretch over more
than 40 meV along the E2Q axis. These continuum sig-
nals, labeled C1 and C2 correspond to double-quantum
coherences that involve one exciton in a QW (WX and
NX, respectively) and one unbound electron-hole pair
(EHP) in either the QW, or in the barrier. These exciton-
EHP double-quantum coherences dephase rapidly as a
function of t2Q, and hence are broad along E2Q.
The corresponding below-diagonal CPs involving the
same mixed two-quantum coherences but emitting with
the energy of BarX are missing, or hidden by other con-
tributions and/or interaction induced effects. A close-up
of the region where these CPs are expected, is shown
in Fig. 2 (j). There may be peaks from the mixed two-
exciton coherence, but due to the significant broad con-
tinuum peaks these are not clear enough to definitively
identify.
We also observe NX-WX inter-well CPs (labelled ‘IW’)
as well as CPs for interactions of WX with a dark exci-
tonic state (labelled ‘β’) which appears with emission at
1.493 eV. The β exciton state is a spatially indirect exci-
ton consisting of an electron in the wide well and a hole
in the barrier, and is described in detail elsewhere [29].
In this article, our focus is on WX-BarX and NX-BarX
mixed two-exciton states.
The spectrally shaped pulse sequences (L-H-B and H-
L-B) lead to significant changes in the 2Q spectra. First,
in both Fig. 2 (e) and Fig. 2 (f) the DPs and IW CPs
are no longer present, whereas the CP1 and CP2 above-
diagonal CPs remain and one of the expected below-
diagonal CPs (CP3) becomes evident. The details of
these CPs can be seen more clearly in Fig. 2 (g-l) which
plot these regions on a linear colour scale. CP3 (the
below-diagonal equivalent of CP1) is clearly evident in
Fig. 2 (k), (L-H-B sequence) and can also be identified
in Fig. 2 (l) (H-L-B sequence), although there the ex-
citonic peak is overlapped with two strong continuum
features (C3 and C4). C3 and C4 have emission energies
below and above BarX, respectively, and correspond to
known emission energies of GaAs defects [34–36]. It is
clear from these plots that the spectra measured are sig-
nificantly different for the two selective pulse sequences,
suggesting that the order of the interactions does indeed
matter in these CQW samples.
DISCUSSION
In order to understand the differences observed for
the two pathway selective sequences, consider first the
above-diagonal peaks in Fig. 2 (k-l). Double-quantum
coherences that involve one QW exciton and an unbound
electron-hole pair (in the QW or barrier) contribute to
the continua (C1 and C2). This pathway arises because
the higher energy pulse that is nominally exciting the
barrier excitons is also resonant with the free carriers
in the QWs and barrier, as represented in Fig. 3. The
rapid dephasing of this 2Q coherence is manifest in the
extended peak along the E2Q axis. The 1Q coherence in-
volving the free carriers also decays rapidly, as revealed in
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FIG. 3. The states excited by (a) L-H-B and (b) H-L-B
sequences show how the 2Q coherences involving unbound
electron-hole pairs can be excited in the L-H-B pulse sequence,
but in H-L-B pulse sequence can be eliminated by introducing
a delay between the first two pulses to ensure the 1Q free car-
rier coherence decays before the second pulse arrives (dashed
arrows). The WX, NX and BarX labels are replaced with la-
bels of 1, 2 and 3, respectively, for the excitons, 1˜, 2˜, and 3˜ for
the EHP localised in the wide well, narrow well and barrier,
respectively.
1Q spectroscopy [23]. In the H-L-B sequence the higher
energy pulse arrives first, exciting this 1Q free carrier
coherence. During the 300 fs before the next pulse ar-
rives this coherence will decay, leaving only the 1Q bar-
rier exciton coherence. The 2Q coherence that is gen-
erated then has no contribution from these free carriers
and only the mixed 2-exciton coherence remains, as de-
picted in Fig. 3 (b). The detected signal in Fig. 2(i)
therefore only includes contributions from the mixed 2-
exciton coherence. In contrast, the L-H-B sequence ex-
cites the QW exciton coherence with the first pulse, and
the second pulse then generates double quantum coher-
ences involving the barrier exciton and the free carriers,
as depicted in Fig. 3 (a). Hence the signal from the H-L-B
sequence shown in Fig. 2(h) includes contributions from
both CP1(2) and C1(2). It is important to note that the
selectivity achieved in Fig.2(i) requires both the spectral
amplitude shaping and the delay between the first two
pulses to filter out the free carrier contribution. See sup-
porting information for a more thorough discussion of the
available free carrier states and pathways.
Eliminating the signals involving EHP’s in this manner
– and thereby isolating the mixed two-exciton signals –
allows us to extract additional information from the exci-
tonic CPs, which can be incorporated as phenomenologi-
cal constants in the optical Bloch equations to reproduce
the salient features of the 2D spectra. Specifically, we
can determine the precise position, shape, and linewidths
of the CPs, which can provide useful information about
dephasing and decoherence processes [23], separate exci-
tonic and biexcitonic effects [24], and identify many-body
effects [10, 32]. Further details of different interactions
and many-body effects can be determined from the real-
valued 2Q 2D spectrum, which is included in the support-
ing information, as has been described previously for 2Q
2D data [10] and extensively for 1Q rephasing and non-
rephasing experiments [9, 11, 12, 37].
The real valued spectra can also be useful to iden-
tify where positive and negative contributions from dif-
ferent nearby peaks overlap, leading to interference and
peaks/dips in the absolute value spectra that can be mis-
leading. Indeed, in the B-B-B pulse sequence the peaks of
interest are convolved with other signal pathways, lead-
ing to interference that distorts the peak location, shape
and amplitude. For example, the apparent peak posi-
tions in Fig. 2 (g,h) place the mixed 2-exciton peak away
from the expected location; in (i), however, with all other
contributions removed it is apparent that it lies preci-
cely at the energy matching the sum of the two exci-
tonic transitions. On removing the EHP contribution we
can also clearly see that the CPs in Fig. 2 (h)-(l) have a
tilted peak-shape, indicating that the E2Q width is lim-
ited by the sum of the single exciton linewidths, and not
by carrier-carrier scattering [23]. While an indication of
the accurate peak locations can be obtained from the
real-valued spectrum in the supporting information, the
ability to isolate the relevant pathways provides unam-
biguous determination of peak position and shape.
The width along the E2Q direction of the signals in-
volving the EHP indicates their short decoherence time,
which in turn suggests that they could be suppressed in
post-processing by windowing the data as a function of
t2Q (as shown in supporting information). However, ap-
plying a filter in this time domain will affect the salient
features in the 2Q 2D spectrum (such as peak shapes,
widths and positions). Furthermore, such modification is
very sensitive to the details of the windowing function –
particularly in feature dense spectra. In contrast, tempo-
ral filtering in t1 using selective pulse sequences does not
have the same confounding effect on the characteristics
of double-quantum peaks because the full dynamics of
the double quantum coherence are acquired and utilised.
In the case of the below-diagonal CPs in Fig. 2 (k,l) the
situation is a little more complicated. In the L-H-B se-
quence, the CP3 is clear, but it is also apparent that there
is some contribution from free carriers, as expected for
this pulse ordering from the preceding discussion. In this
case, however, with emission from the barrier exciton, the
continuum contribution is reduced and comes only from
the 2Q coherence involving barrier exciton and the low
energy QW continuum that can be excited by pulse-1.
In the H-L-B sequence, however, an additional contribu-
tion with emission from GaAs defect states becomes the
dominant signal pathway. This major change from L-
H-B indicates that the pathway/s involving these defect
6states, which are excited by the higher energy pulse, be-
come much more significant when the defects are excited
by the first pulse compared to the case where the QW
excitons are excited first. The absence of any contribu-
tion from this 2Q state with the L-H-B pulse sequence or
in the above-diagonal CPs shows that the 2Q coherence
responsible for this signal only arises when the initial ex-
citation is to the defect state and the emission is from the
defect state. This suggests that there is a doubly excited
state that is only associated with the defect. Determi-
nation of the precise nature of this doubly excited state
will be the subject of future work exploiting polarization
control. Regardless, the point we make here is that the
identification of this anomalous signal only becomes pos-
sible because of the spectral shaping and delays between
the pulses generating the 2Q coherence.
SUMMARY
We have demonstrated an experimental technique
analogous to double-quantum heteronuclear NMR using
pulse-shaper based double-quantum 2D electronic spec-
troscopy. In NMR these techniques are able to selectively
identify specific atomic sequences. Here we demonstrate
that controlling the pathway/s by which 2Q coherences
are excited can significantly affect the measured 2D spec-
trum. This can allow specific peaks to be isolated from
overlapping signals or hidden pathways to be identified.
In the semiconductor quantum wells studied here, signals
from specific mixed two-exciton coherences are isolated
by combining both spectral and temporal filtering to sup-
press the spectrally broad features created by rapidly
dephasing free-carriers and defects. The mixed-exciton
CPs that remain are unaffected, thereby enabling de-
tailed analysis of the peak shapes and thus excitonic in-
teractions. The combination of different pulse sequences
also identifies an additional, unexpected pathway involv-
ing a doubly excited state associated with GaAs defects.
The presence of this state only becomes evident when
the pathway selective approach described here is used:
from the broadband measurements the spectral signature
would be confused for other interaction induced effects.
The capability to selectively excite specific two-exciton
states in a deterministic order, as demonstrated here, can
provide great understanding of excitonic interactions and
many-body effects across a wide range of material sys-
tems [25, 38–44]. Further, the approach demonstrated
overcomes several experimental challenges that have pre-
vented optical analogues of established NMR techniques,
and will enable future development of techniques that
provide ever more incisive probes of multi-particle corre-
lations and many-body effects in complex electronic sys-
tems.
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