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Introduction
Let D be the unit disc of the complex plane and S = ∂D. Let H p , 0 < p < ∞, denote the classical Hardy space defined to consist of f holomorphic in D for which
where dσ is the arc length measure on S normalized to be σ (S) = 1. For a holomorphic function f in D, the g-function of Littlewood-Paley defined as
, ζ ∈ S, satisfies the following beautiful and powerful relation:
(see [1] or [7] , also see [16] for 1 < p < ∞). Here and throughout, L p = L p (S) and "≈" means simultaneously and , that is, each side is bounded by a constant multiple of the other side.
In parallel with H p , there defined is H p consisting of holomorphic self map φ of D for which
where is the hyperbolic distance on D:
We set λ(z) = log 1 1−|z| , z ∈ D. Note that if φ is a holomorphic self map of D, then λ • φ is subharmonic in D and radial limit φ * (ζ ) = lim r→1 φ(rζ ) exists almost every ζ ∈ S, so φ ∈ H p if and only if λ • φ * ∈ L p (S).
Our main subject of this paper is the Littlewood-Paley type g-function that characterizes the membership of H p . See [4] and [5] for related previous works. We define, as in [4] ,
As our first result, we have the following hyperbolic analogue of (1.1).
for all holomorphic self map φ of D with φ(0) = 0. Theorem 1.1 will be proven in Section 3 after introducing Bloch space in Section 2. Then, in later sections, we will apply (1.2) to estimate Bloch-pullback operator norms. Throughout, dA(z) denotes the Lebesgue area measure of D normalized to be A(D) = 1.
Lemmas on Bloch functions
The Bloch space B is defined to consist of holomorphic f in D for which
B is a Banach space with the norm |f (0)| + f B . We let B 0 = {f ∈ B: f (0) = 0}. Then the space B 0 is a Banach space under the norm f B defined in (2.1). It is known [9] that there is {f j : j = 1, 2} ⊂ B 0 such that
In the same vein, we have
Proof. Let us take, for each non-dyadic t ∈ [0, 1], the function
where γ k is the Rademacher function; γ k (t) = sign sin(2 k+1 πt). Note that {f t : t ∈ [0, 1]} form a bounded subset of B because
It follows from Khintchin's inequality [16] that
It is simple to see, by observing grouping of terms, that 
Conversely, there are f j ∈ B 0 , j = 1, 2, such that
Proof. (2.6) follows directly from the definitions. (2.7) follows from (2.2). 2
Hyperbolic g-function inequality
We, in this section, are going to verify the hyperbolic g-function inequality (1.2) stating that
for all holomorphic self map φ of D with φ(0) = 0. When p = 1, (3.1) follows immediately from the following
Proof. It follows easily by applying well-known Green's theorem to
Proof of Theorem 1.1. Let φ be a holomorphic self map of D with φ(0) = 0. For each f ∈ B 0 , by (1.1) and (2.6),
for all t ∈ [0, 1]. Integrating this inequality with respect to t,
Plugging (2.3) with z = φ(rζ ) into the left side of (3.3) and letting r → 1, we obtain
Next, we prove the inequality reverse to (3.4) . It was verified in [4, (3.11) ] for the case 1 p < ∞ (it actually was the main ingredient of [4] ). We assume 0 < p < 1. Elementary calculation of the complex Laplacian ∆ gives that
so that using the inequality λ • φ |φ| 2 we have
where we applied Hölder's inequality and maximal theorem [11] . But,
is an increasing function of r, whence applying Lemma 3.1 we obtain
Plugging (3.7) into (3.6) now gives As an application of Theorem 1.1, we moreover have 
where we used (1.1), (2.6) and (1.2), in this order.
To have the converse inequality, we let f j , j = 1, 2, be those of (2.2). Then
where we used (2.1), (2.7), (1.1), and finally the definition of C φ . 2
The assumption that φ(0) = 0 is not essential restriction in the sense that if C φ is bounded (or compact) then so is C ψ with ψ = ϕ φ(0) • φ. Note also that C φ : B → Y is bounded if and only if C φ : B 0 → Y is bounded.
As a limiting space of H p , a similar problem might be asked for BMOA. BMOA, the space of holomorphic functions of bounded mean oscillation, consists of holomorphic f in D for which
In parallel with BMOA, there is BMOA defined consisting of holomorphic self map φ of D for which
The classes BMOA as well as H p were defined and studied mainly as a hyperbolic counterpart of the corresponding Euclidean classes by S. Yamashita [11] [12] [13] , and later studied by several authors in connection with the composition operators.
Theorem B [6] . Let φ be a holomorphic self map of D. Then C φ maps B boundedly into BMOA if and only if φ ∈ BMOA.
Noting the Möbius invariance of that (φ • ϕ a (z), φ(a)) = (ϕ φ(a)
• φ • ϕ a (z), 0), it follows that φ ∈ BMOA if and only if 
Proof. It follows for all f ∈ B 0 that
where we used (1.1), (2.6) and (1.2), whence
where we used (1.2), (2.7), (1.1) and the definition of the operator norm, whence
VMOA, the space of holomorphic functions of vanishing mean oscillation, consists of holomorphic f in D for which
In parallel to VMOA, VMOA is defined to consist of holomorphic self map φ of D for which
A careful reading of the proof of Theorem 4.2 says Corollary C [8] . See [8] and [10] for previous study on VMOA.
More on Bloch-pullback operator norm
We give some more examples of Banach space Y and resolve Bloch-Y pullback problem by further evaluating the operator norm of C φ : B → Y .
Let D denote the space of holomorphic functions f in D satisfying
Then D is a Banach space with the norm |f (0)| + f D . Similarly, we let D denote the space of holomorphic self map φ of D satisfying
Then we have 
Proof. Let φ(0) = 0. It is easy to see that
Also a routine calculation using Minkowski's inequality gives the converse inequality that
where f j , j = 1, 2, are those of (2.2). 2 H ∞ , consisting of bounded holomorphic functions, is a Banach space with the norm f H ∞ = sup z∈D |f (z)|, while H ∞ is defined to consist of holomorphic φ of D for which |φ| < c for some c < 1. 
Beyond H ∞ , there are function spaces having smooth boundary conditions. We are going to mention about holomorphic Lipschitz spaces. For 0 < α 1, we say, by definition, that f ∈ Lip α if f is holomorphic in D, f ∈ C(D), and satisfies the Lipschitz condition:
Lip α is a Banach space equipped with the norm |f (0)| + f Lip α . Several different (but essentially same) notions for Lip α are used in the literature. We followed that of [2] . Corresponding to this, there is hyperbolic Lipschitz class of Yamashita [14] . We say, by definition, that φ ∈ Lip α if φ is a holomorphic self map of D, φ ∈ C(D), and satisfies the hyperbolic Lipschitz condition: Summing up (5.5) and (5.6) and using (5.4), we therefore have
