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Abstract
The display of high dynamic range images and video requires a tone mapping algorithm
to depict their original appearance on existing display devices whose capabilities in
terms of dynamic range are insufficient. The insightful application of knowledge about
human visual system can assure high fidelity of depiction in such an algorithm.
In this thesis, we design new tone mapping models and improve existing algorithms
by an informed use of human perception to provide a high fidelity depiction of high
dynamic range. We develop a real-time tone mapping solution which reproduces the
subjective appearance of dynamic HDR contents by accounting for perceptual effects
that significantly contribute to the appearance of natural scenes. We design a computa-
tional model of lightness perception that can be applied to high quality tone mapping
for static images to reproduce their original HDR appearance in terms of lightness.
We identify common distortions typical to tone mapping which may hinder the com-
prehension of image contents, we design appropriate metrics to measure the perceived
magnitude of these distortions and evaluate existing tone mapping algorithms accord-
ingly. To compensate for observed distortions, we introduce a method which improves
the tone mapping results beyond numerically optimized solution by using techniques
strongly based on perception of contrasts. Presented solutions can be efficiently in-
tegrated in varied HDR applications including photography, playback of HDR video,
image synthesis, light simulations, predictive rendering, and computer games.
Kurzfassung
Die Anzeige von Bildern und Videos mit hohem Kontrastumfang (HDR) erfordert
einen Algorithmus fu¨r die Tonabbildung, um ihr urspru¨ngliches Aussehen auf vorhan-
denen Bildschirmen, deren Fa¨higkeiten in Kontrastumfang unzureichend sind, darzu-
stellen. Die aufschlussreiche Anwendung des Wissens u¨ber das menschliche visuelle
System kann die Wiedergabetreue eines solchen Algorithmus gewa¨hrleisten.
In dieser Doktorarbeit entwerfen wir neue Modelle fu¨r die Tonabbildung und verbes-
sern vorhandene Algorithmen durch eine informative Anwendung von menschlicher
Wahrnehmung um die Wiedergabetreue der HDR zu gewa¨hrleisten. Wir entwickeln
eine Echtzeit-Tonabbildung Lo¨sung, die das subjektive Aussehen von dynamischem
HDR Inhalt reproduziert dadurch dass die Wahrnehmungseffekte, die erheblich zum
Aussehen der natu¨rlichen Szenen beitragen, beru¨cksichtigt werden. Wir entwerfen ein
Computermodell der menschliches Helligkeitsvorstellung welches wir in eine Tonab-
bildung anwenden, um damit das urspru¨ngliche HDR Aussehen von statischen Bildern
in hoher Qualita¨t zu reproduzieren. Weiterhin identifizieren wir die Verzerrungen, die
bei Tonabbildungen typisch sind und das Versta¨ndnis des Bildinhalts hindern ko¨nnten.
Wir entwerfen passende Metriken, um die wahrgenommenen Gro¨ße dieser Verzerrun-
gen zu messen und vorhandene Algorithmen dementsprechend zu bewerten. Zur Kom-
pensierung der Verzerrungen fu¨hren wir eine Methode vor, die das Tonabbildungser-
gebnis basierend auf eine Kontrastwahrnehmung u¨ber die numerisch optimierte Lo¨sung
hinaus verbessert. Die vorgestellten Lo¨sungen ko¨nnen in vielseitigen HDR Anwendun-
gen einschließlich Fotographie, Wiedergabe von HDR Videos, Bildsynthese, Globale
Beleuchtung, und Computerspielen effizient integriert werden.
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Summary
The high dynamic range (HDR) techniques overcome the legacy constraint of limited
contrast and tonal range in digital images and video which are now adequate to accom-
modate the complete information about light in nature. The display of HDR contents,
however, requires a tone mapping algorithm to depict their original appearance on ex-
isting display devices whose capabilities in terms of dynamic range are insufficient.
Unfortunately, the tone mapping process inherently decreases the original quality of
HDR contents. By taking the interdisciplinary approach in which we combine com-
puter graphics and image processing with the knowledge of human visual perception,
we design new tone mapping models, evaluate existing algorithms and improve their
results to provide a high fidelity depiction of HDR appearance.
The subjective appearance of natural scenes is highly influenced by the perceptual ef-
fects caused in the early stages of human vision. These effects are stimulated by abso-
lute luminance levels and are not present when observing standard displays. To account
for this, we develop computational models that predict and simulate these perceptual
effects and we embed their appearance in the tone mapped visual contents such that the
depicted scenes are perceived by the human vision in the same way as in the natural
conditions. We efficiently combine these models with a high quality tone mapping and
achieve real-time performance.
The key perceptual dimension of image appearance related to tonal range is lightness.
Therefore the high fidelity depiction of HDR contents requires that lightness is well re-
produced during the tone mapping. To address this, we design a computational model
of the modern lightness perception theory and apply it to obtain high quality tone map-
ping for static images. A comparison with the existing methods demonstrate that our
model leads to a more accurate reproduction of appearance of HDR scenes.
The reduction of tonal range during tone mapping inherently distorts contrasts of orig-
inal HDR data and a too strong distortion impedes the comprehension of image con-
tents. By simulating the human perception of contrasts we design objective metrics
that can measure the perceived magnitude of such distortions and we evaluate existing
tone mapping operators accordingly. Our evaluation provides perceptually meaningful
information and facilitates the choice of an appropriate tone mapping algorithm.
Finally, to overcome the observed distortions we introduce a method which improves
the tone mapping results beyond numerically optimized solution by using techniques
inspired by contrast illusions. We automatically identify image features which require
restoration and insert into an image the so called countershading profiles which robustly
enhance the perceived magnitude of contrasts with a sparing use of tonal range. We
further develop a visual detection model which assures that our enhancement are not
perceived as objectionable artifacts. Our new image processing tool generalizes the
well-known unsharp masking.
Overall, the methods presented in this dissertation successfully improve and evaluate
the fidelity of tone mapping by an insightful use of knowledge about human visual per-
ception. Presented solutions can be efficiently integrated in varied HDR applications
including photography, playback of HDR video, image synthesis, lighting simulation,
predictive rendering, and computer games.
vZusammenfassung
Methoden fu¨r hohen Kontrastumfang (HDR) u¨berwinden die Abwa¨rtsbeschra¨nkungen
fu¨r Kontrast- und Tonumfang in Digitalbildern und Videos, die jetzt ausreichend sind
um die kompletten Informationen u¨ber Licht in der Natur aufzunehmen. Die Anzeige
des HDR Inhalts erfordert jedoch einen Algorithmus fu¨r Tonabbildung, um das ur-
spru¨ngliche Aussehen auf vorhandenen Bildschirmen, deren Fa¨higkeiten im Kontrast-
umfang unzureichend sind, darzustellen. Leider verringert der Tonabbildungsprozess
schon an sich die urspra¨ngliche Qualita¨t des HDR Inhalts. Um eine hohe Qualita¨t der
Wiedergabetreue der HDR zu gewa¨hrleisten, kombinieren wir Computergraphik und
Bildverarbeitung mit dem Wissen der menschlichen Wahrnehmung. Damit entwerfen
wir neue Tonabbildungsmodelle, bewerten vorhandene Algorithmen und verbessern
die Ergebnisse von existierenden Algorithmen.
Wir entwickeln eine Echtzeit-Tonabbildungslo¨sung, die das subjektive Aussehen des
dynamischen HDR Inhalts unter Beru¨cksichtigung der Wahrnehmungseffekte, die er-
heblich zum Aussehen der natu¨rlichen Szenen beitragen, reproduziert. Das subjekti-
ve Erscheinungsbild der natu¨rlichen Szenen wird stark durch die Effekte, die in den
fru¨hen Stadien des menschlichen Sehens verursacht werden, beeinflusst. Diese Wahr-
nehmungseffekte werden von absoluten Luminanzniveaus angeregt und sind bei der
Beobachtung auf gewo¨hnlichen Bildschirmen nicht vorhanden. Um dieses zu beru¨ck-
sichtigen, entwickeln wir Berechnungsmodelle die diese Wahrnehmungseffekte vor-
aussagen und simulieren. Wir lassen diese Effekte in die Tonabbildungsergebnisse
einfließen, so dass die auf dem Bildschirm dargestellten Szenen genauso wie unter
natu¨rlichen Bedingungen wahrgenommen werden. Wir kombinieren diese Modelle mit
einer hoch-qualitativen Tonabbildung und erzielen Echtzeitleistung.
Das wichtigste Wahrnehmungsmaß des Bildaussehens bezu¨glich Tonumfang ist die
Helligkeit. Infolgedessen erfordert eine hohe Wiedergabetreue des HDR Inhalts eine
gute Reproduktion der Helligkeitsvorstellung wa¨hrend der Tonabbildung. Dafu¨r ent-
werfen wir ein Berechnungsmodell basierend auf der Theorie der Helligkeitswahrneh-
mung und wenden es fu¨r die Tonabbildung von statischen Bildern an. Ein Vergleich mit
vorhandenen Methoden zeigt, dass unser Modell zu einer realistischeren Wiedergabe
des Aussehens der HDR Szenen fu¨hrt.
Die Tonumfangreduzierung wa¨hrend der Tonabbildung verzerrt Kontraste der urspru¨ng-
lichen HDR Daten, und eine zu starke Verzerrung behindert das Versta¨ndnis des Bild-
inhalts. Daher entwerfen wir Metriken, die die wahrgenommene Gro¨ße dieser Verzer-
rungen messen indem sie die menschliche Wahrnehmung von Kontrasten simulieren.
Dadurch sind wir in der Lage vorhandene Tonabbildungsalgorithmen entsprechend
auszuwerten. Unsere Auswertung liefert wahrnehmungssinnvolle Informationen und
erleichtert die Wahl einer passenden Tonabbildungsmethode.
Schließlich, zum abgleichen beobachteter Verzerrungen fu¨hren wir eine Methode vor,
die das Tonabbildungsergebnis u¨ber die numerisch optimierte Lo¨sung hinaus verbes-
sert, indem sie eine starke optische Kontrastta¨uschung ausnutzt. Wir identifizieren au-
tomatisch die Bildregionen welche eine Wiederherstellung erfordern und fu¨gen so ge-
nannte countershading Profile ein. Diese Profile steigern robust die Wahrnehmung von
Kontrasten und verbrauchen dabei sparsam den Kontrastumfang. Weiterhin entwickeln
wir einen Erkennungsmodel das gewa¨hrleistet, dass unsere Kontrastwiederherstellun-
gen als keine sichtbaren Artefakte wahrgenommen werden. Unser neues Bildverarbei-
vi
tungswerkzeug generalisiert eine Standardmethode die als unsharp masking bekannt
ist.
Die aufschlussreiche Anwendung des Wissens u¨ber das menschliche visuelle System
in unseren Methoden, die in dieser Doktorarbeit dargestellt werden, erlaubt eine er-
folgreiche Auswertung und Verbesserung der Wiedergabetreue des HDR Inhalts. Die
dargestellten Lo¨sungen ko¨nnen in vielseitigen HDR Anwendungen einschlielich Foto-
graphie, Wiedergabe von HDR Videos, Bildsynthese, Globale Beleuchtung, und Com-
puterspielen effizient integriert werden.
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Chapter 1
Introduction
The recent advances in digital image processing known as High Dynamic Range (HDR)
imaging bring a totally new visual experience to recording and displaying real-world
equivalent images and video. The HDR techniques promise unconstrained capture of
complete light information about scenes, high quality processing, and reproduction on
various media with a high fidelity to the real-world appearance.
Historically, the 8-bit representation of visual data, which prevails in both digital cap-
ture and display devices, sets a hard limit on the range of tones that can be recorded,
processed, and viewed. The choice of such representation seemed to be well moti-
vated in 90s, when digital image processing proliferated, because it corresponded to
the technical capabilities of devices at that time and offered comparable characteris-
tics to analogue photography and video which could have served as a requirements’
reference. Nowadays, practically all devices related to the main-stream digital image
and video processing are manufactured according to the standards developed at that
time despite significant technological advances in the field. While such a long-term
standardization is advantageous in bridging varied technologies in video and media
industry, this so called display-referred representation of visual contents significantly
confines the visual experience of digital images and video compared to the real-world
experience.
The HDR techniques abandon these legacy constraints and present a revolutionary ap-
proach to capturing, storing, processing and displaying of visual contents. Primarily,
the quality of these processes is not any more driven by the capabilities of existing de-
vices but is adequate to accommodate the complete information about light in nature.
The intensity of tones in a usual natural scene may strongly vary between major image
areas and very finely within details of materials and textures. The 8-bit representation
of visual data often causes that very bright image areas are clipped to white, very dark
ones to black, and subtle light changes are rounded due to quantization, thus in each
of these cases a part of information about the original scene is lost. In contrast, the
HDR representation imposes no limit on the tonal range and aims at no loss of fine
details. Such a rich description of visual data permits an unprecedented visual expe-
rience of watching movies and photographs, playing computer games, or inspecting
visualizations.
We are currently observing a rapid development of HDR technologies at all stages of
1
2 CHAPTER 1. INTRODUCTION
image and video processing pipeline. The HDR can now be captured both with the
new types of imaging sensors and also using standard cameras and special software
techniques. Recently, even off-the-shelf digital cameras are equipped with exposure
bracketing feature which delivers HDR capture to amateur photographers and the re-
quired algorithms are implemented in most of image processing packages. Last years
have also brought dedicated file formats and compression techniques for HDR with
a notable example of OpenEXR which is now widely supported. However, the final
stage of the pipe-line – the presentation is still in its most legacy form, despite the
rapid growth of technical capabilities of displays including resolution, contrast range,
and peak luminance levels. Even though the HDR displays present a significant step
forwards and give an exciting foretaste of HDR experience, their current capabilities
are not yet on a par with the real-world appearance. To bridge the gap between displays
and the rest of the pipeline, prior to display the HDR contents need to be processed us-
ing the so called tone mapping algorithm to adjust their tonal range to the devices’
capabilities.
This dissertation is dedicated to an in-depth analysis of the tone mapping problem.
We approach the topic from an interdisciplinary point of view, because we observe
that a successful design of a tone mapping algorithm needs to combine the knowledge
of computer graphics and image processing with the substantial understanding of the
human visual perception. While much research has been already done in the area, in
this thesis we do not limit our interest to introducing yet another new algorithm. Rather,
our aim is to select and apply the aspects of perception which should be considered
in the context of displaying HDR content, to investigate and evaluate the perceptual
quality of existing tone mapping solutions, and to seek further possibilities for quality
improvement by exploiting knowledge of human visual system.
1.1 Problem Statement
The extensive range of tones available in high dynamic range images and video offers a
high fidelity representation of natural scenes. Yet, the technical capabilities of existing
display devices are insufficient to directly depict such rich visual contents. Therefore
a tone mapping algorithm is required which prior to display reduces the tonal range
of HDR data to match the devices’ capabilities. While such a reduction inherently
decreases the original quality of HDR contents, a successful tone mapping algorithm
should strive to depict HDR images with high fidelity to their originals and at a minimal
side effect on quality.
The high fidelity of depiction requires that the appearance of a tone mapped image
matches closely the true appearance of the original HDR scene and that the ability of
observes to comprehend image contents remains unaffected. A thorough understanding
of human visual perception is necessary to both estimate the true appearance of HDR
and to design an algorithm that reduces the tonal range while maintaining the appear-
ance unchanged. In particular, one needs to identify which aspects of human visual
perception have a significant contribution to the appearance and to build corresponding
computational models. For real-time applications, additionally a balance between the
complexity of the models and their accuracy has to be found.
The reduction of tonal range inherently distorts the original HDR data to some extent
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and a too strong distortion impedes the comprehension of image contents. The quality
of tone mapping operators could be measured by the degree to which the distortions
have been avoided. For this, a metric has to be designed that is able to compare the
perceptibility of corresponding image contents between two images with different tonal
range – the tone mapping result and the original HDR. Further, to achieve the highest
fidelity of HDR depiction the perceivable distortions detected by the metric should be
restored in a post tone mapping step. Although, if one assumes that tone mapping
results are obtained as the most optimal numerical solution, such a restoration would
have to overcome the numerical limits.
In the scope of this dissertation we cover all of the said aspects of tone mapping. We
first develop a real-time tone mapping solution which reproduces the subjective appear-
ance of dynamic HDR contents by accounting for perceptual effects that significantly
contribute to the appearance of natural scenes. We then design a computational model
of lightness perception that can be applied to high quality tone mapping for static im-
ages to reproduce the original HDR appearance of tones. Next, we identify common
distortions typical to tone mapping which may hinder the comprehension of image
contents, we design appropriate metrics to measure the perceived magnitude of these
distortions, and evaluate existing tone mapping algorithms accordingly. To compen-
sate for observed distortions, we introduce a method which improves the tone mapping
results beyond numerically optimized solution by using techniques strongly based on
perception of contrasts. Presented solutions can be efficiently integrated in varied HDR
applications including photography, playback of HDR video, image synthesis, lighting
simulation, predictive rendering, and computer games.
1.2 Main Contributions
The fundamental ideas discussed in this dissertation have already been partially pub-
lished in international journals and presented at conferences. They have been further
summarized in the overview papers [Mantiuk et al. 2007a, Mantiuk et al. 2007b],
in the books [Krawczyk et al. 2007b, Myszkowski et al. 2008], and at the tutorial
[Myszkowski and Heidrich 2005]. Here, they are combined under the common con-
cept of applying the knowledge of human visual perception to the processing of high
dynamic range visual contents for standard displays. With respect to these publications,
we revise presented methods and demonstrate improved results. The key contributions
can be summarized as follows:
• Real-time tone mapping with simulation of perceptual effects. We design a real-
time implementation of the photographic tone reproduction in graphics hardware
and extend it at a minimal computational cost with selected perceptual effects
which significantly influence the appearance of scenes. Such effects convey the
subjective impression of night scenes and bright light sources which normally
is not communicated on standard displays. We use this tone mapping algorithm
in the HDR video player and in real-time realistic image synthesis. [Krawczyk
et al. 2005c, Mantiuk et al. 2004, Dmitriev et al. 2004, Havran et al. 2005].
• Computational model of lightness perception. Based on a descriptive model of
the anchoring theory of lightness perception we develop a computational model
which aims at the accurate reproduction of HDR image appearance in terms
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of lightness. We validate the model by simulating the appearance of known
perceptual illusions and apply it to tone mapping for high fidelity reproduction
of HDR. [Krawczyk et al. 2005b, Krawczyk et al. 2006, Krawczyk et al. 2007a].
• Objective evaluation of tone mapping operators. We identify contrast distortions
that typically happen in tone mapping because of the dynamic range reduction.
We design appropriate metrics that measure the perceived magnitude of these
distortions, and evaluate existing tone mapping algorithms accordingly. Our
evaluation facilitates the choice of an appropriate tone mapping algorithm un-
der certain known requirements and permits to easily compare new algorithms
to the state-of-the-art. [Smith et al. 2006].
• Contrast restoration by adaptive countershading. The results of our evaluation
indicate that all existing tone mapping operators introduce a certain degree of
contrast degradation. We observe that the perceived magnitude of contrast can
be robustly increased with a sparing use of tonal range by the so called coun-
tershading profiles. We automatically identify the image features which require
restoration and insert suitable profiles into the tone mapping result. A supra-
threshold visual detection model assures that our enhancement do not introduce
objectionable artifacts. [Krawczyk et al. 2007c].
1.3 Chapter Overview
This dissertation is structured as follows. In the next chapter, we give general infor-
mation on image representations and introduce the field of High Dynamic Range. In
Chapter 3 we explain the fundamentals of human visual perception which are relevant
to the topics discussed in this thesis. Our real-time tone mapping method for dynamic
HDR contents is presented in Chapter 4. The computational model of lightness percep-
tion is derived in Chapter 5 together with the demonstration of various applications. We
evaluate existing tone mapping operators in Chapter 6 and design a contrast restoration
method in Chapter 7. The dissertation is summarized in Chapter 8 with conclusions
and outlook for future work. Additionally, in Appendix A we describe in details the
calibration of standard and HDR cameras which is useful to capture HDR contents
used throughout this thesis and in Appendix B we describe our Open Source software
for working with HDR images and video.
Chapter 2
High Dynamic Range Imaging
We start this dissertation with an introduction to the field of high dynamic range (HDR)
imaging. We explain here the difference between the standard digital image representa-
tion and the new high dynamic range imaging and indicate the advantages of the latter.
We give an overview of capture techniques that can provide HDR images and HDR
video which are used as input in the methods presented in the following chapters. We
further explain in detail the process of tone mapping which is the main focus of this
thesis. For a broader picture, we also briefly review the examples of applications in
which high dynamic range imaging is particularly attractive.
2.1 Digital Images and Color Spaces
The topics discussed in this thesis focus around digital images and video. The digital
image is a numerical data structure for representation of visual contents. It consists of
usually rectangular matrix of image elements – pixels. Each pixel has an individually
defined intensity. The intensity is usually described by three numbers to define color,
but it can also be one number for monochrome images or more numbers for multi-
spectral data. The numbers are called color components.
The way in which the color components determine the actual color is defined by the
specific color space that is used. The most popular color space for digital images is
sRGB [Stokes and Anderson 1996]. It defines color by three primaries: red, green,
blue, and follows the additive mixing model [Hunt 1995]. The additive mixing model
means that each number defines how much of each of the primary lights have to be
emitted to create the desired color. The sRGB standard defines the spectral specifica-
tion of these three primaries, which is the same as the recommendation for standard
displays [ITU 1990], and the nonlinear transformation between the physical intensity
of these primaries and the actual 8-bit number stored in the digital image – the gamma
correction. This color space is matched to the so called standard display whose spec-
ifications are a reference for the manufactures and guarantee a similar appearance of
visual contents on various media that follow the standard including also cameras, scan-
ners, and printers. Unfortunately, the sRGB specification is tailored for displays and
it is not capable of representing the complete light information in the scene. The rep-
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name formula example context
contrast ratio CR = 1 : (Ypeak/Ynoise) 1:500 displays
log exposure range D = log10(Ypeak)− log10(Ynoise) 2.7 orders HDR imaging,
L = log2(Ypeak)− log2(Ynoise) 9 f-stops photography
signal to noise ratio SNR = 20 · log10(Ypeak/Ynoise) 53 [dB] digital cameras
Table 2.1: Measures of dynamic range and their context of application. The example
column illustrates the same dynamic range expressed in different units.
resentation of certain colors or brightness levels requires values that lay outside the
specified 8-bit range.
The CIE XYZ is a special color space, which is based on direct measurements of the
human eye, that can describe all apparent colors at all light levels. Although the tris-
timulus representation does not define all possible spectra, it does allow to recreate all
possible perceptible colors because of metamerism (see [Hunt 1995]). Metamerism
occurs when two color samples of different spectral power distribution appear to be of
the same color. It happens because color is sensed by human vision with three types
of photoreceptors that respond to a cumulative energy from a certain range of wave-
lengths (Section 3.1.2). The primaries of XYZ color space, however, do not correspond
to these response functions. Instead, the Y component has been designed to correspond
to luminance – the amount of luminous power perceived by a human eye, and X, Z pri-
maries have been optimized for metameric matches. All components are described by
non-negative real numbers.
The CIE XYZ is a generic color space and it serves as a basis from which many other
color spaces are defined, but itself is not popular in practical use, because the majority
of devices are based on RGB primaries. To combine the generality of XYZ space with
the popularity of RGB, the non-linearity and 8-bit restriction of sRGB color space is
dropped. The RGB intensities are in this case linearly related to luminance, but the
representation of some colors requires negative values of the primaries which is not
physically correct. Nevertheless, such linear RGB representation of digital images is
particularly common in high dynamic range imaging which is described further in this
chapter. Digital images and video with linear RGB representation can be captured us-
ing photometrically calibrated camera systems as explained in Appendix A, or obtained
through color space conversions. These conversions are precisely specified by math-
ematical equations and can be found for instance in [Hunt 1995, Wyszecki and Stiles
2000].
2.2 Dynamic Range
In principle, the term dynamic range is used in engineering to define the ratio between
the largest and the smallest quantity under consideration. With respect to images, the
observed quantity is the luminance level and there are several measures of dynamic
range in use depending on the applications. They are summarized in Table 2.1.
The contrast ratio is a measure used in display systems and defines the ratio between
the luminance of the brightest color it can produce (white) and the darkest (black). In
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case the luminance of black is zero, as for instance in HDR displays [Seetzen et al.
2004], the first controllable level above zero is considered as the darkest to avoid infin-
ity. The ratio is usually normalized by the black level for clarity.
The log exposure range is a measure commonly adopted in high dynamic range imag-
ing to measure the dynamic range of scenes. Here the considered ratio is between the
brightest and the darkest parts of a scene given in luminance. The log exposure range is
specified in orders of magnitude which permits the expression of such ratios in a con-
cise form using the logarithmic base 10 and is usually truncated to one floating point
position. It is also related to the measure of allowed exposure error in photography –
exposure latitude. The exposure latitude is defined as the luminance range the film can
capture minus the luminance range of the photographed scene and is expressed using
logarithm base 2 with precision up to 1/3. The choice of logarithm base is motivated by
the scale of exposure settings, aperture closure (f-stops) and shutter speed (seconds),
where one step double or halfs the amount of captured light. Thus the exposure lati-
tude tells the photographers how large a mistake they can make in setting the exposure
parameters while still obtaining a satisfactory image. This measure is mentioned here,
because its units, f-stop steps or f-stops in short, are often perhaps incorrectly used in
HDR photography to define the luminance range of a photographed scene alone.
The signal to noise ratio (SNR) is most often used to express the dynamic range of a
digital camera. In this context, it is usually measured as the ratio of the intensity that
just saturates the image sensor to the minimum intensity that can be observed above
the noise level of the sensor. It is expressed in decibels [dB] using 20 times base-10
logarithm.
The actual procedure to measure dynamic range is not well defined and therefore the
numbers vary. For instance, display manufacturers often measure the white level and
the black level with a separate set of display parameters that are fine-tuned to achieve
the highest possible number which is obviously overestimated and no displayed image
can show such a contrast. On the other hand, HDR images often have very few pixels
of extremely bright or dim value. An image can be low-pass filtered before the actual
dynamic range measure is taken to assure a reliable estimation. Such filtering averages
the minimum luminance thus gives a reliable noise floor, and smoothes single pixels
with very high luminance thus gives a reasonable maximum amplitude estimate. Such
a measurement is more stable compared to the non-blurred maximum and minimum
luminance.
2.3 Low vs. High Dynamic Range
The term low dynamic range (LDR) refers in general to the 8-bit and 16-bit represen-
tations of visual contents, which are currently the most common standards in digital
imaging. Such LDR representation is practically supported by all consumer products
including digital cameras, scanners, displays, printers, storage formats and media. Im-
portantly, the term does not, however, refer to the number of bits per se, but rather to the
maximum dynamic range that such representation can accommodate and to its output
oriented design.
The LDR contents do not actually store the measured scene colors captured by a cam-
era, but their processed version which can be directly depicted on a typical display
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Camera Dynamic Range
Display Contrast
Image Representation
Fidelity
Quantization
50 dB 120 dB
1:200 1:15,000
floating point or variable8-bit or 16-bit
scene-referreddisplay-referred
display-limited as good as the eye can see
Standard (Low) Dynamic Range High Dynamic Range
Figure 2.1: The advantages of HDR compared to LDR from the applications point
of view. The quality of the LDR image have been reduced on purpose to illustrate a
potential difference between the HDR and LDR visual contents. The given numbers
serve as an example and are not meant to be a precise reference.
device. Such direct depiction will closely match the appearance of the photographed
scene as long as a display follows the “standard display recommendations” [ITU 1990].
These specifications, developed in the 90s, are adjusted to the capabilities of the dis-
plays at that time and are also appropriate for other media such as prints and projectors.
For the price of compatibility, these specifications are very restrictive and in principle
limit both the maximum dynamic range and the color gamut of visual contents. More-
over, they are currently outdated by rapid advances in capture and display technology.
The main goal of high dynamic range (HDR) imaging is to abandon such legacy restric-
tions and to provide the precise representation of real world light intensities that define
the entire scene appearance. Unlike the display-referred representation typical to LDR
contents, the precision of such a scene-referred representation matches or surpasses
capabilities of human vision and in principle corresponds to the original light values
captured from a scene. In practice, the term high dynamic range is used with respect
to the visual contents whose dynamic range is higher than that of LDR contents and
whose intensities are linearly proportional to the original luminance or actually equal
to it. The accommodate such a rich representation, data is stored in variable precision
formats, often directly in floating point format. The perceptually best motivated repre-
sentation of the HDR contents is the CIE XYZ color space, favorably photometrically
calibrated [Mantiuk et al. 2007a].
From an applications point of view, the HDR technologies deliver more capture and
display contrast, more precise quantization, and higher color fidelity. In photography,
the true range of real world luminance permits scene captures that are free of under-
and over-exposures. These qualities are summarized and simulated in Figure 2.1. There
is, however, one caveat. The display-referred representation guarantees approximately
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the same appearance of visual contents on any media as long as they follow the stan-
dards, because they have been stored according to the standards. The scene-referred
representations are in most cases impossible to be directly depicted on even the most
current devices and require that an appropriate rendering happens prior to or during the
display. New recommendations can hardly be proposed in view of constantly improv-
ing display capabilities. A reasonable assumption, which could guarantee the same as
display-referred representations, is that a display rendering algorithm should aim at the
reproduction of the original appearance of a scene given the capabilities of the particu-
lar device. Such appearance reproduction for display purposes is the main focus of this
dissertation.
2.4 Capture Techniques Capable of HDR
In recent years several new techniques have been developed that are capable of cap-
turing images with a dynamic range of up to 8 orders of magnitude at video frame
rates. In principle, there are two major approaches to capturing such a high dynamic
range: to develop new HDR sensors or to expose LDR sensors to light at more than
one exposure level and later recombine these exposures into one high dynamic range
image by means of a software algorithm. With respect to the second approach, the
variation of exposure level can be achieved in three ways. The exposure can change
in time, meaning that for each video frame a sequence of images of the same scene is
captured, each with a different exposure. The exposure can change in space, such that
the sensitivity to light of pixels in a sensor changes spatially and pixels in one image
are non-uniformly exposed to light. Alternatively, an optical element can split light
onto several sensors with each having a different exposure setting. We summarize such
software and hardware solutions to HDR capture in the following sections.
2.4.1 Temporal Exposure Change
This is probably the most straightforward and the most popular method to capture HDR
with a single low dynamic range sensor. Although such a sensor captures at once only
a limited range of luminance in the scene, its operating range can encompass the full
range of luminance through the change of exposure parameters. Therefore a sequence
of images, each exposed in such a way that a different range of luminance is captured,
may together acquire the whole dynamic range of the scene, see Figure 2.2. Such
captures can be merged into one HDR frame by a simple averaging of pixel values
across the exposures, after accounting for a camera response and normalizing by the
exposure change (for details on the algorithm refer to Appendix A). Theoretically,
this approach allows to capture scenes of arbitrary dynamic range, with an adequate
number of exposures per frame, and exploits the full resolution and capture quality of
a camera.
HDR capture based on the temporal exposure change has, however, certain limitations
especially in the context of video. Correct reconstruction of HDR from multiple im-
ages requires that each of the images capture exactly the same scene at a pixel level
accuracy. This requirement cannot be practically fulfilled, because of camera motion
and motion of objects in a scene, and pure merging techniques lead to motion arti-
facts and ghosting. To improve quality, such global and local displacements in images
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Luminance [cd/m2]
exposure t1 exposure t2 exposure t3 HDR frame
1 100 10000
t1
t2
t3
HDR
Figure 2.2: Three consecutive exposures captured at immediate time steps t1, t2, t3
contain different luminance ranges of a scene. The HDR frame merged from these
exposures contains the full range of luminance in this scene. HDR frame tone mapped
for illustration using a lightness perception inspired technique [Krawczyk et al. 2005b].
within an HDR frame must be re-aligned using for instance optical flow estimation.
Further, alignment of images that constitute one frame has to be temporarily coherent
with adjacent frames. A complete solution that captures two images per frame and
allows for real-time performance with 25 fps HDR video capture is described in [Kang
et al. 2003]. An alternative solution that captures a much larger dynamic range of
about 140dB, but does not compensate for motion artifacts is available from [Uner and
Gustavson 2007].
The temporal exposure change requires a fast camera, because the effective dynamic
range depends on the amount of captures per frame. For instance a 200Hz camera is
necessary to have a 25fps video with 8 captures per frame that can give an approximate
dynamic range of 140dB [Uner and Gustavson 2007]. With such a short time per image
capture, the camera sensor must have a sufficiently high sensitivity to light to be able
to operate in low light conditions. Unfortunately, such a boosted sensitivity usually
increases noise.
2.4.2 Spatial Exposure Change
To avoid potential artifacts from motion in the scene, the exposure parameters may
also change within a single capture [Nayar and Mitsunaga 2000], as an alternative to
the temporal exposure change. The spatial exposure change is usually achieved using
a mask which has a per pixel variable optical density. The number of different optical
densities can be flexibly chosen and they can create a regular or irregular pattern. Nayar
and Mitsunaga [Nayar and Mitsunaga 2000] propose to use a mask with a regular
pattern of four different exposures as shown in Figure 2.3. Such a mask can be then
placed directly in front of a camera sensor or in the lens between primary and imaging
elements.
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Figure 2.3: Single exposure using a standard image sensor cannot capture full dynamic
range of the scene (left). The mask with per pixel varying optical densities e3 = 4e2 =
16e1 = 64e0 (middle) can be put in front of a sensor. Using such a mask at least one
pixel per 4 is well exposed during the capture (right). The right image is best viewed
in the electronic version of the thesis.
For the pattern shown in Figure 2.3, the full dynamic range can be recovered either by
aggregation or by interpolation. The aggregation is performed over a small area which
includes a capture of that area through each optical density, thus at several different
exposures. The different exposures in the area are combined into one HDR pixel by
means of a multi-exposure principle explained in the previous section, at the cost of
a reduced resolution of the resulting HDR frame. To preserve the original resolution,
HDR pixel values can also be interpolated from adjacent pixels in a similar manner
as colors from the Bayer pattern. Depending on the luminance levels, aliasing and
interpolation artifacts may appear.
The effective dynamic range in this approach depends on the number of different op-
tical densities available in the pattern. A regular pattern of 4 densities, as shown in
Figure 2.3, such that e3 = 4e2 = 16e1 = 64e0 gives a dynamic range of about 85dB for
an 8-bit sensor [Nayar and Mitsunaga 2000]. The quantization step in the reconstructed
HDR frame is non-uniform and increases for high luminance levels. The size of the
step is, however, acceptable, because it follows the gamma curve.
An alternative implementation of spatial exposure change, Adaptive Dynamic Range
Imaging (ADRI), utilizes an adaptive optical density mask instead of a fixed pattern
element [Nayar and Branzoi 2003]. Such a mask adjusts its optical density per pixel
informed by a feedback mechanism from the image sensor. Thus saturated pixels in-
crease the density of corresponding pixels in the mask, and noisy pixels decrease. The
feedback, however, introduces a delay which can appear as temporal over- or under-
exposure of moving high contrast edges. Such a delay, which is minimally one frame,
may be longer if the mask with adapting optical densities has high latency.
Another variation of spatial exposure change is implemented in a sensor whose pixels
are composed of more than one light sensing element each of which has a different
sensitivity to light [Street August 1998]. This approach is, however, limited by the size
of the sensing element per pixel, and practically only two elements are used. Although
in such a configuration, one achieves only a minor improvement in the dynamic range,
so far only this implementation is applied in commercial cameras (Fuji Super CCD).
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2.4.3 Multiple Sensors with Beam Splitters
Following the multi-exposure approach to extending dynamic range, one can capture
several exposures per video frame at once using beam splitters [Aggarwal and Ahuja
2004]. The idea, so called split aperture imaging, is to direct the light from the lens
to more than one imaging sensor. Theoretically this allows to capture HDR without
making any quality trade-offs and without motion artifacts. In practice, however, the
effective dynamic range depends on the number of sensors used in the camera and such
a solution may become rather costly when a larger dynamic range is desired. Further,
splitting the light requires an increased sensitivity of the sensors.
2.4.4 Solid State Sensors
There are currently two major approaches to extend the dynamic range of an imag-
ing sensor. One type of sensor collects charge generated by the photo current. The
amount of charge collected per unit of time is linearly related to the irradiance on the
chip (similar to a standard CCD chip [Janesick 2001]), the exposure time is however
varying per pixel (sometimes called “locally auto-adaptive” [Lule´ et al. 1999]). This
can for instance be achieved by sequentially capturing multiple exposures with differ-
ent exposure time settings or by stopping after some time the exposure of the pixels
that would be overexposed during the next time step. A second type of sensor uses the
logarithmic response of a component to compute the logarithm of the irradiance in the
analog domain. Both types require a suitable analog-digital conversion and generate
typically a non-linearly sampled signal encoded using 8–16 bits per pixel value. Sev-
eral HDR video cameras based on these sensors are already commercially available.
Such cameras allow to capture dynamic scenes with high contrast, and compared to
software approaches, offer considerably wider dynamic range and quality independent
of changes in the scene content as frame-to-frame coherence is not required. The prop-
erties of two of such cameras: HDRC VGAx from IMS-CHIPS [Hoefflinger 2007] and
Lars III from Silicon Vision are studied in detail in Section A.4.
2.5 Tone Mapping
The contrast and brightness range in typical HDR images exceeds capabilities of cur-
rent display devices or print. Thus these media are inadequate to directly reproduce the
full range of captured light. Tone mapping is a technique for the purpose of reducing
contrast and brightness in HDR images to enable their depiction on LDR devices. The
process of tone mapping is performed by a tone mapping operator.
Particular implementations of a tone mapping operator are varied and strongly depend
on a target application. A photographer, computer graphics artist or a general user
will most probably like to simply obtain nice looking images. In such cases, one most
often expects a good reproduction of appearance of an original HDR scene on a display
device. In simulations or predictive rendering, the goals of tone mapping may be stated
more precisely: to obtain a perceptual brightness match between HDR scene and tone
mapped result, or to maintain equivalent object detection performance. In visualization
or inspection applications often the most important is to preserve as much of fine detail
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information in an image as possible. Such a plurality of objectives lead to a large
number of different tone mapping operators.
Various tone mapping operators developed in recent years can be generalized as a trans-
fer function which takes luminance or color channels of an HDR scene as input and
processes it to output pixel intensities that can be displayed on LDR devices. The input
HDR image can be calibrated so that its luminance is expressed in SI units cd/m2 or
it may contain relative values which are linearly related to luminance. The transfer
function may be the same for all pixels in an image (global operator) or its shape may
depend on the luminance of spatially local neighbors (local operator). In principle, all
operators reduce the dynamic range of input data. Since most of the algorithms pro-
cess only luminance, color images have to be converted to a color space that decouples
luminance and chrominance, e.g. Yxy. After processing, the tone mapped intensities
are used instead of the original luminance in the inverse transform to the original color
space of the image.
2.5.1 Luminance Domain Operators
The most naı¨ve approach to tone mapping is to “window” a part of luminance range in
an HDR image. That is to map a selected range of luminance using a linear transfer
function to a displayable range. Such an approach, however, renders dark parts of
image black and saturates bright areas to white, thus removing the image details in the
areas. A basic sigmoid function:
L =
Y
Y +1
, (2.1)
maps the full range of scene luminance Y in the domain [0, inf) to displayable pixel
intensities L in the range of [0,1). Such a function assures that no image areas are
saturated or black, although contrast may be strongly compressed. Since the mapping
in equation (2.1) is the same for all pixels, it is an example of a global tone mapping
operator. Other global operators include logarithmic mapping [Drago et al. 2003], the
sigmoid function derived from photographic process [Reinhard et al. 2002], a mapping
inspired by the response of photoreceptors in the human eye [Reinhard and Devlin
2005], a function derived through histogram equalization [Ward et al. 1997]. The subtle
difference in tone mapping result using these functions is illustrated in Figure 2.4.
Usually, one obtains a good contrast mapping in the medium brightness levels and
low contrast in the dark and bright areas of an image. Therefore, intuitively, the most
interesting part of an image in terms of its contents should be mapped using the good
contrast range. The appropriate medium brightness level for the mapping is in many
cases automatically determined as a logarithmic average of luminance values in an
image:
YA = exp
(∑ log(Y + ε)
N
)
− ε, (2.2)
where Y denotes luminance, N is the number of pixels in an image, and ε denotes a
small constant representing the minimum luminance value. The YA value is then used
to normalize image luminance prior to mapping with a transfer function. For example,
in equation (2.1) such a normalization would map the luminance equal to YA to 0.5
intensity which is usually displayed as middle-gray (before the gamma correction).
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Figure 2.4: Comparison of global transfer functions. The plot illustrates how lumi-
nance values are mapped to the pixel intensities on a display. The steepness of the
curve determines the contrast in a selected luminance range. Luminance values for
which display intensities are close to 0 or 1 are not transferred. Source HDR image
courtesy of Greg Ward.
The YA is often called the adapting luminance, because such a normalization is similar
to the process of adaptation to light in human vision.
2.5.2 Local Adaptation
While global transfer functions are simple and efficient methods of tone mapping, the
low contrast reproduction in dark and bright areas is a disadvantage. To obtain a good
contrast reproduction in all areas of an image, the transfer function can be locally ad-
justed to a medium brightness in each area:
L =
Y ′
Y ′L +1
, (2.3)
where Y ′ denotes HDR image luminance normalized by the globally adapting lumi-
nance Y ′ = Y/YA and Y ′L is the locally adapting luminance. The value of globally
adapting luminance YA is constant for the whole image, while the locally adapting
luminance Y ′L is an average luminance in a predefined area centered around each tone
mapped pixel. Practically, the Y ′L is computed by convolving the normalized image
luminance Y ′ with a Gaussian kernel. The standard deviation of the kernel σ defines
the size of an area influencing the local adaptation and usually corresponds in pixels
to 1 degree of visual angle. The mechanism of local adaptation is again inspired by
similar processes occurring in human eyes. Figure 2.5 illustrates the improvement in
tone mapping result through introduction of local adaption.
The details are now well visible in dark and bright areas of the image. However, along
high contrast edges one can notice a strong artifact visible as dark and bright outlines
– the halo. The reason why such artifact appears is illustrated in Figure 2.6. Along a
high contrast edge the area of local adaptation includes both high and low luminance,
therefore the computed average in the area is inadequate for any of them. On the side
of high luminance the local adaptation is more and more under-estimated as the tone
mapped pixels are closer to the edge, therefore equation (2.3) gradually computes much
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Figure 2.5: Tone mapping result with global, equation (2.1), and local adaptation, equa-
tion (2.3). The local adaptation (right) improves the reproduction of details in dark and
bright image areas, but introduces halo artifacts along high contrast edges.
bright outline
dark outline
Figure 2.6: The halo artifact along a high contrast edge (left) and plots illustrating the
marked scanline. Gaussian blur (under-) over-estimates the local adaptation (red) near
a high contrast edge (green). Therefore the tone mapped image (blue) gets too bright
(too dark) closer to such an edge.
higher intensities than appropriate. The reverse happens on the side of low luminance.
A larger blur kernel spreads the artifact over a larger area, while a smaller blur kernel
reduces the artifact but also reduces the reproduction of details.
2.5.3 Prevention of Halo Artifacts
Many image processing techniques have been researched to prevent the halo artifacts
out of which the notable solutions are automatic dodging and burning [Reinhard et al.
2002] and the use of bilateral filtering instead of Gaussian blur [Durand and Dorsey
2002].
The automatic dodging and burning technique derives intuitively from the observation
that a halo is caused by a too large adaptation area, Figure 2.6, but also a large area is
desired for a good reproduction of details. Therefore, the size of the local adaptation
area is adjusted individually for each pixel location such that it is as large as possible
but does not introduce halo. The halo artifact appears as soon as both very high and
very low luminance values exist in an adaptation area and significantly change the
estimated local adaptation. Therefore, by progressively increasing the adaptation area
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for each pixel, the following test can detect the appearance of halo:
|YL(x,y,σi)−YL(x,y,σi+1)|< ε. (2.4)
For each pixel, the size of the adaptation area, defined by the standard deviation of
the Gaussian kernel σi, is progressively increased until the difference between the two
successive estimates is larger than a predefined threshold ε . The result of the Gaussian
blur for the largest σi that passed the test is then used for given pixel in equation (2.3).
The example of estimated adaptation areas is illustrated in Figure 2.7. The whole
process can be very efficiently implemented using the Gaussian pyramid structure as
described in [Reinhard et al. 2002].
Figure 2.7: Estimated adaptation areas for pixels marked as blue cross. In each case,
the green circle denotes the largest, thus the most optimal adaptation area. A slightly
larger areas denoted as red circles would change the local adaptation estimate YL more
than acceptable threshold in equation (2.4) and would introduce a halo artifact.
Bilateral filtering is an alternative technique to prevent halos [Durand and Dorsey
2002]. The reason for halos, Figure 2.6, can also be explained by the fact that the
local adaptation for a pixel of high luminance is incorrectly influenced by pixels of
low luminance. Therefore, excluding pixels of significantly different luminance from
local adaptation estimation prevents the appearance of halo in a smilar way as in equa-
tion (2.4). The bilateral filter [Tomasi and Manduchi 1998] is a modification of the
Gaussian filter which includes an appropriate penalizing function:
Y pL = ∑
q∈N(P)
fσs(‖p−q‖) ·Y q ·gσr(|Y p−Y q|). (2.5)
In the above equation, p denotes the location of the tone mapped pixel, q denotes pixel
locations in the neighborhood N(p) of p. The first two terms of equation, fσs ·Y q, define
Gaussian filtering with spatial σs. The last term, gσr , excludes from the convolution
those pixels whose luminance value differs from the tone mapped one by more than
σr. Both f and g are Gaussian functions, and luminance is usually expressed in the
logarithmic space for the purpose of such filtering. The bilateral filtering process is
shown in Figure 2.8.
Compared to the automatic dodging and burning, the bilateral filter better reproduces
details at the edges, because in most cases a relatively larger area is used for estimation
of local adaptation. Although the exact computation of equation (2.5) is very expensive,
a good approximation can be computed very efficiently [Durand and Dorsey 2002,
Chen et al. 2007].
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Figure 2.8: Bilateral filtering of a similar scanline as in Figure 2.6, here marked in
magenta. The penalizing function g improves the estimation of the local adaptation
(red) by excluding pixels in the neighborhood f (magenta) whose luminance value is
outside the defined range (orange). Thus, the local adaptation for the pixel marked
with a cross (left image) is estimated only from the pixels in the area outlined in green,
while the Gaussian blur would also include pixels in the area outlined in red.
2.5.4 Contrast Domain Operators
The tone mapping methods discussed so far perform the dynamic range reducing oper-
ations directly on luminance or on color channel intensities. However, one can observe
that an image with a wide range of luminance also contains a large range of contrasts.
Therefore, as an alternative to luminance range compression, contrast magnitudes in
the image can be reduced. Since the contrasts convey semantical information in im-
ages, such a control over contrast can be advantageous. For instance, small contrasts
usually represent the reflectance properties of surfaces, like texture, medium contrasts
often define the outlines of objects, and large contrasts represent changes in illumina-
tion. Particularly, large contrasts are in most cases the cause of a high dynamic range.
By preserving small and medium contrasts, and reducing large contrasts, one can re-
duce the dynamic range of illumination and at the same time preserve good visibility of
details from the original HDR image. Such a contrast based processing gives a better
control over transferred image information than the luminance based operators. The
latter, however, give a better control over brightness mapping. In fact, it is hard to
impose a target luminance range for contrast based compression.
A typical contrast based tone mapping operator includes the following steps. First, the
input luminance is converted to a contrast representation. The magnitudes of contrasts
are then modulated using a transfer function for contrast – the tone mapping step. Next,
the modulated contrast representation is integrated to recover the luminance informa-
tion, and such luminance is then scaled to fit the available dynamic range. Finally, since
the result of integration is calculated with an unknown offset, the image brightness of
the tone mapping result is adjusted.
Contrast in tone mapping applications is most often measured as a logarithmic ratio of
luminance:
C = log Y
p
Y q
, (2.6)
where Y p and Y q denote luminance of adjacent pixel location. The contrast represen-
tation of an image is computed as a gradient of logY , since the logarithm of division is
equal to the difference of logarithms. For tone mapping, such a representation is often
multi-resolution to measure contrasts between adjacent pixels (full resolution) and ad-
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jacent areas in an HDR image (coarser resolutions). The contrasts are then modulated
by a transfer function, for example [Fattal et al. 2002]:
T (C) = α|C| ·
( |C|
α
)β
. (2.7)
Given that β ∈ (0,1), such a function attenuates gradients that are stronger than α
and amplifies smaller ones. Thus, if α is equal to medium contrasts in an image,
equation (2.7) reduces the dynamic range caused by large differences in illumination
and enhances fine scale details. More complex transfer functions are also possible
including for instance contrast equalization [Mantiuk et al. 2006]. As the final step,
the modulated contrast representation of an HDR image has to be integrated in order to
obtain intensities in a tone mapped image. The integration step is performed by solving
the Poisson equation and the image brightness adjustment step is left for manual setting
by a user. The stages of the contrast domain tone mapping process are illustrated in
Figure 2.9.
(a) HDR image, clipped (b) contrast representation (c) contrast transfer map (d) tone mapping result
Figure 2.9: Contrast domain tone mapping. The HDR image (a) is transformed to a
contrast representation (b) which is multiplied by a contrast transfer function (c). The
contrast representation is then integrated to obtain a tone mapped image (d). In (b)
white denotes strong local contrast and black no contrast. In (c) black denotes strong
contrast attenuation and white marks no change in local contrast.
2.5.5 Summary
In the previous sections we have introduced the general ideas behind tone mapping
algorithms. Many variations of such algorithms exist that differ in subtle details from
each other and we refer the reader to [Reinhard et al. 2005] for detailed descriptions.
Remarkably, all tone mapping operators change the pixel intensities in a tone mapped
image and their relations with spatial neighbors with respect to the original HDR. The
nature of the algorithms is mostly inspired by typical image processing or computer
vision approaches and with some equations adopted from known processes happening
in early stages of human vision. This imposes certain mathematical properties of tone
mapped images and assures that basic appearance properties, like adaptation to light,
are preserved. However, as explained in Chapter 3, the appearance of images is largely
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influenced by processes occuring in later parts of the visual system. Such later stages,
the cognitive processes, have so far not been studied in the context of tone mapping.
We argue that these process need to be considered to preserve the original appearance
of HDR images during tone mapping, and in Chapter 5 we propose a tone mapping
operator which is inspired by such a cognitive interpretation of scenes.
With a large number of available tone mapping algorithms whose results differ only
subtly, an evaluation framework would facilitate the choice of an appropriate operator
for a given application. While several psychophysical evaluations have already been
conducted [Drago et al. 2002, Kuang et al. 2004, Yoshida et al. 2005, Ledda et al.
2005] which offer a form of ranking of available algorithms, the particular reasons why
some operators are preferred over others is not well understood. Also, it is not easy to
evaluate new algorithms and include them in such rankings. Therefore, in Chapter 6 we
propose an objective evaluation of tone mapping operators which allows to understand
the effect of tone mapping algorithms in terms of perceptual change of contrasts and
brightness. We evaluate several state-of-the-art operators accordingly.
2.6 HDR Applications
High dynamic range imaging offers an unprecedented quality of capture and represen-
tation of visual contents. Such a complete visual information, including the true range
of real world luminance, can improve the quality of many computer graphics applica-
tions and can enable simulations or measurements that before have not been possible.
Currently the most popular application is HDR photography in which the high dynamic
range permits to capture photos free of under- and over-exposures with an unprece-
dented level of details. New tone reproduction algorithms provide the users with a
better control over tones, contrast, and levels of detail in their photography.
The capture of physically accurate light measurements, enabled by HDR techniques,
opens new possibilities in realistic image synthesis. For instance, a digital representa-
tion of light surrounding a certain scene can be captured and used to synthesize com-
puter graphics objects with a high fidelity to the natural light conditions [Havran et al.
2005]. This permits the simulation of real-world light conditions in computer graphics
visualizations [Dmitriev et al. 2004]. The true light information permits also to model
the behavior of human visual system and to simulate the actual scene appearance in var-
ious illumination conditions. Precise light measurements, offered by HDR techniques,
further increase the quality of acquisition of objects’ appearance. The reflectance prop-
erties of their complex materials can be measured and used in realistic rendering of
digitized objects to obtain high quality virtual reproductions [Go¨sele 2004].
Emerging HDR displays [Seetzen et al. 2004], whose capabilities outperform those
of modern displays, offer interesting visualization possibilities. For instance, the er-
gonomics of LCD displays can be directly investigated in various illumination condi-
tions by taking a display-in-display approach [Dmitriev et al. 2004]. The calculated
light interaction with LCD panel can be directly visualized on the HDR display whose
display range can easily accommodate such information. It can be envisaged that fur-
ther ideas for applications will appear with the growing popularity of HDR imaging.
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Chapter 3
Human Visual Perception
Visual information about our surroundings is available to us through the act of see-
ing. The ability to see involves capturing light with our eyes and interpreting it with
our brain in such a way that we can understand what we see, remember it, react to
it. Human eyes successfully operate in an incredibly varied range of light conditions
from the darkest night to the brightest day and in all these conditions we consistently
recognize known objects, faces, materials, our environment. From the moment the
light enters our eyes, the full process of perception is facilitated by a complex system
that consists of several stages. First, the light is focused in the eye with a lens onto
the light sensitive back of the eye where photoreceptors transform captured photons
into the neuronal signals. These signals are then transmitted to the brain where they
are decomposed in a hierarchical way and processed in the visual cortex. Only such
processed visual information appears to us as the images that we see and understand.
The human visual system is well adapted to its tasks, but is not perfect. The optics of an
eye, like any solid optical element, have certain characteristic and limits. The photore-
ceptors are distributed on the retina with a finite resolution that can be reduced under
circumstances to increase sensitivity but impairing the visual acuity. The channels that
transmit signals to brain have a relatively low bandwidth compared to the amount of
captured data and some information is sent to the brain in a faster but reduced form. On
the other hand, cognitive interpretation of transmitted signals is subjective and highly
influenced by our prior knowledge. In the end, observed scenes do not necessarily
appear to us exactly the same as they actually are.
The investigation of true perception of scenes as performed by the human visual system
is very worthwhile in the context of this dissertation. The knowledge of how human
vision works may let us focus on those aspects that are important when depicting HDR
scenes on devices with limited capabilities or when measuring the perceptual quality of
such depictions. For instance, the ability to adapt to a change in light levels such that
the perceived scenes appear with a roughly constant overall brightness is a fundamental
process of the human visual system that makes tone mapping at all possible. Further
analysis may indicate what effects typical to our visual system contribute to the overall
subjective appearance of scenes and perhaps to what extent they should be accounted
for during tone mapping. Likewise, the understanding of how the visual information
is in fact interpreted by the human brain may help to prepare the depictions of HDR
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Figure 3.1: The general plan of the human eye and the retina with the names of their
principal parts. Original image of the eye courtesy of Rhcastilhos, Wikimedia Com-
mons.
in accordance with the mechanisms of perception such that visual communication is
facilitated.
The aim of this chapter is to introduce the basic knowledge of human vision and visual
perception, and to point the reader to those aspects that are particularly interesting in
view of the topics addressed in this thesis. In the following sections, we give rather
succinct descriptions of the terms that are necessary to understand the further chapters
of this dissertation and refer the reader for detailed descriptions to related text books
[Palmer 1999, Fairchild 1998, Wyszecki and Stiles 2000, Wandell 1995]. We further
elaborate on each of the topics in the relevant chapters of the thesis where we also cite
research papers.
3.1 The Eye
The act of seeing starts with the moment light enters our eyes and generates a visual
stimulus. The physical construction of an eye (Figure 3.1) and the means by which
the light is registered determines the physical appearance of images. The human eye is
an organ of approximately spherical shape filled with a clear gel, the vitreous humour,
which separates the lens and the retina. The eyeball is fixed in an eye socket and is
moved with extrinsic muscles to aim at a point of fixation.
The visual process which happens in the human eye can be divided into the optical part
and the sensory part. The optical part gathers the light entering our eyes with a lens
which focuses it on the back of the eye – the retina. The retina contains pigment cells
and underlying photoreceptors which actually respond to light. The photoreceptors
transform captured photons into the neuronal signals and thus begin the sensory part.
The neuronal signals of photoreceptors are passed through various intermediate cells
and are aggregated by ganglion cells whose axons form an optic nerve which connects
3.1. THE EYE 23
to the brain. Each part of this process interferes to some extent with the original visual
information. In the following sections we describe these parts in detail and discuss
their impact on image appearance.
3.1.1 Optical System
The optical part of the visual system is embodied in the eyeball and in the main part
consist of cornea, pupil, iris, and lens (refer to Figure 3.1). The cornea is the transpar-
ent front of the eye which is the most exposed part to light. Together with the lens it
refracts light and whereas it has the major contribution to the eye’s optical power its
refraction parameter is fixed. The iris is the most recognized component of the eye
with a characteristic pigment. It contains the muscles that allow to contract and extend
the pupil. The pupil is a black opening in the eye that regulates the amount of light
that enters it. The variable size of the pupil with respect to the level of light is the most
apparent indication of the adaptation of human visual system to light. The adaptation
to light is, however, primarily a sensory process and the actual contribution of variable
pupil size is minor. The main task of the optical system of the eye is the accommo-
dation. It is the process of adjusting the shape of the lens using the ciliary muscles to
allow focusing on various distances. The accommodation guarantees that objects of
interest form a sharp image on the retina.
The optical system of the eye, like any man-made optical lens, has its characteristics
and limitations. The primary observable limitation is the scattered light in the eye as
it passes through the cornea, lens, and vitreous humour [Wyszecki and Stiles 2000].
It can affect vision when for instance an eye is observing a bright light source against
a dark background as illustrated in Figure 3.2. The veiling glare that is observed in
such cases causes a decrease in contrast and increase in brightness in the vicinity of
such bright areas. The amount of light scatter can be measured and described in the
form of a point spread function (PSF) dependent on the pupil diameter [Wandell 1995].
The PSF gives the relative amount of light registered by photoreceptors at a specified
angular distance on the retina from the place where the point light source is directly
projected. As the pupil diameter increases, the amount of scattering also increases. An
example of PSF function can be found in Section 4.2.5 where we use it to simulate
such glare effects in tone mapping.
The visual effect of light scatter in the eye has an interesting perceptual implication.
People so strongly associate the perception of glare as being caused by a strong source
of light that painting such a visual effect around an area in an image causes this area to
appear to be much brighter than it actually is. This phenomenon is visible in Figure 3.2.
3.1.2 Sensory Part
The sensory part of the visual system starts when the light focused by the optical part
falls on the retina (Figure 3.1) and triggers a chain of neural events that eventually
transform captured photons to a coded signal which is sent through the optic nerve
to the brain for visual interpretation. The retina is a thin layer of neural cells which
contains light sensitive photoreceptors and a non-photosensitive melanin pigment. The
photons that hit photoreceptors are absorbed by the photosensitive pigment and elicit
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Figure 3.2: In the image above, the rising sun is hidden exactly behind the street lamp.
When looking at this lamp, the light scatter causes that the middle parts of the lamp
create much weaker contrast with the background than the rest and that the area around
has a higher brightness. Additionally, the presence of glare makes the area inside the
lamp appear luminous and brighter than the square beside given for reference and the
rest of the sky, although their brightness is equal.
signal that passes through the neural cells in the retina. The photons which miss the
photoreceptors are absorbed by the melanin pigment.
There are two kinds of photoreceptors: rods and cones containing the actual photosen-
sitive pigment. Cones are less sensitive to light than the rod cells, but their response
times are faster. There are three kinds of cones which together allow the perception of
color and whose absorption properties define the spectrum of the visible light which
is 350nm - 750nm. The three cone types have their peek response approximately to
yellowish-green (L cones), green (M cones), and bluish-violet (S cones). While the
human visual system can directly measure only three colors, according to the oppo-
nent color theory [Wyszecki and Stiles 2000] the full color gamut is visible by actually
measuring the relative differences between the responses of different cone types. There
is only one type of rod cell that absorbs a similar spectrum as the summary response
of the cones, but being more sensitive to the blue part and almost not sensitive to the
wavelengths above the red part. There are on average 6 million cone cells with the
highest density around the central part of the retina – the fovea (Figure 3.1) provid-
ing high visual resolution of the object in focus. On average 100 million rod cells are
densely located on the outer area of the fovea supporting the peripheral vision.
The actual neural processes that happen in the retina are not well understood and the ex-
planations given in the literature are considered to be more or less speculative, although
supported by profound evidence [Wyszecki and Stiles 2000]. In general, the ganglion
cells (Figure 3.1) receive signals from bipolar and horizontal cells which themselves
receive input from the photoreceptors. A ganglion cell receives input from several pho-
toreceptors which creates a single receptive field. The receptive fields are organized in
a center/surround manner such that the light falling on their center is activating the
response and the light falling on the immediately surrounding region is inhibiting the
response. Such an organization provides an efficient edge enhancement but also indi-
cates that the brain receives encoded differences in signals rather than their absolute
intensity levels registered by the photoreceptors. This leads to an important conclusion
3.1. THE EYE 25
which is that the human visual system interprets information given in the form of local
intensity differences – contrasts.
Various properties of photoreceptors and their distribution on the retina have a visible
impact on the appearance of scenes and we explain the relevant aspects in the following
sections.
3.1.3 Vision Modes
Cones, which allow to distinguish colors, respond well in dim to bright light (10−1 to
10+8 cd/m2). Rods, which are much more sensitive to light than cones, respond best in
darkness and up to moderate light (10−6 to 10+1 cd/m2), but are blinded by luminances
above 10+2 cd/m2 and do not output any usable signals at such illumination levels.
These luminance characteristics of photoreceptors determine three vision modes of
the human visual system: photopic, mesopic and scotopic, which are illustrated in
Figure 3.3.
monochromatic vision
limited visual acuity
good color perception
good visual acuity
SCOTOPIC MESOPIC PHOTOPIC
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rod activity cone activity
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Vision mode:
daylightoffice lightnight light
Mode properties:
Figure 3.3: Vision modes of the human visual system with an illustration of usual scene
appearance.
Photopic vision is active under well-lit conditions which usually occur in daylight.
During photopic vision only cone photoreceptors are active, while rods are blinded by
too strong illumination. Photopic mode is characterized by good color perception and
sharp vision.
The scotopic vision mode refers to dim and dark illumination conditions and occurs
mostly at night. The light is registered only by rods, because the sensitivity of cones is
too low. Since cones are inactive, colors are not distinguishable. As the illumination
decreases the neural signal is aggregated over larger groups of rods to increase the
effective sensitivity of the visual system. Such aggregation, however, reduces the actual
resolution of rods on the retina which is sensed as a decrease in the visual acuity.
The mesopic vision occurs under dim illumination and is a transition mode between
photopic and scotopic vision. Both cones and rods are active resulting in a color vision
with slightly stronger sensitivity to blue colors over the red ones. This is known as
Purkinje shift.
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The difference in vision modes has a strong impact on image appearance. As illustrated
in Figure 3.3, the daylight vision is associated with good perception of colors and
good acuity, while at night most things look colorless and details are not well visible.
These appearance properties are very common and the scenes that depict the properties
of scotopic vision are immediately thought to have low illumination levels. This is
among others exploited in movies: the night scenes are post-processed to have realistic
night vision qualities, because display devices cannot depict images at sufficiently low
luminance levels such that these quality appear naturally.
3.1.4 Photoreceptor Response
The light captured by a photoreceptor is transformed into the neuronal signal of pro-
portional strength. There is a significant evidence that the relation is non-linear [Hunt
1995] and the response of both rods and cones is usually approximated with a sigmoid
function shown in Figure 3.4. Such a response has several important properties. When
the intensity of the stimulus is low, the capture noise is suppressed by the lower non-
linearity. When the intensity is very high, the response gradually reaches its maximum
beyond which no signal increase is registered. The main part is approximately lin-
ear, so that the differences between intensity signals of moderate luminance are well
transferred.
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Figure 3.4: Sigmoid response to light of a photoreceptor. The luminance difference
dY causes a much more pronounced signal difference dR1 if the response range is well
adapted to light conditions, compared to the difference dR2 observed in an unadapted
state.
Under constant ambient light conditions, the photoreceptors successfully register the
luminance range of about 4 orders of magnitude. However, the range of luminance
in nature can be as high as 108 during the day and as low as 10−4 in the night. To
accommodate such a much wider range, the photoreceptors adapt their response range
to the current ambient light level. This can be observed as a shift in the response
curve with respect to the medium luminance range as illustrated in Figure 3.4. Such
an adaptation is the fundamental ability of the eye which leads to an approximately
similar sensory appearance of a scene independently of the absolute luminance level,
except for changes in the vision modes.
The shape of the response function and the adjustment of the response range with
respect to the medium luminance in the scene inspired several tone mapping operators,
including the one discussed in Section 4.2.1.
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3.1.5 Temporal Light and Dark Adaptation
The process of adjusting the response range of photoreceptors to match the illumination
condition, mentioned in the previous section, is not immediate. Normally, the adapta-
tion processes are mostly not noticed because the changes in the illumination during
the course of day and night are very slow. Sudden changes, however, cause visible
loss in the sensitivity as illustrated in Figure 3.5. For instance, when on a sunny day
one immediately enters a dark theatre, the interior is at first dark and no details can be
discerned – only after several seconds the silhouettes of objects start to appear.
adapted state adaptation to light
adaptation to dark
sudden change in illumination
adapted state
Figure 3.5: Visual experience in certain time intervals during the temporal adaptation
to light and to dark caused by a sudden change in illumination. The visibility improves
with time because the response range of photoreceptors adjusts to the medium illumi-
nation in the scene as illustrated in Figure 3.4.
The adaptation of photoreceptors response to light is a temporal process. In a sim-
ple form, the adaptation is accomplished by neural processes attributed to cell inter-
connections in the retina and by chemical processes of bleaching and regeneration of
photosensitive pigment. The neural processes react very fast and are mostly accom-
plished after several seconds. The chemical processes account for significant changes
in illumination, are much slower and visibly asymmetric. The adaptation from bright
sunlight to complete darkness takes up to 30 minutes while the reverse process is fully
accomplished in about 5 minutes.
The precise time course of adaptation can be measured with threshold sensitivity ex-
periments. In such experiments, the subjects are first exposed to a certain ambient
illumination for enough time to adapt to its intensity. Next, the illumination changes
suddenly and experimenters measure the subjects’ ability to detect a small luminance
difference on a test stimulus. If we recall Figure 3.4, in the adapted state the difference
in the luminance on the stimuli falls on the linear part of the photoreceptors response
thus produces the strongest difference in output signal. As long as the adaptation pro-
cess is not complete, the difference of output signal is compressed by the non-linear
part and the stimulus has to be stronger to be perceived. In the adapted state the visi-
bility of the luminance difference in the test stimuli is the strongest.
The measured time course of dark and light adaptation is shown in Figure 3.6. The
plots start with a sudden change in illumination which results in high detection thresh-
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Figure 3.6: Time course of dark adaptation (a) and light adaptation (b,c) as a function
of threshold sensitivity. Dark adaptation was to complete darkness, light adaptation to
the specified luminance levels. Plots after [Ferwerda et al. 1996].
olds, thus low sensitivity. The sensitivity of both rods and cones progresses asymp-
totically. During dark adaptation, the process of cones is faster but cones soon reach
their maximum sensitivity. The sensitivity level is for a moment constant because the
rods still have not recovered from the strong illumination. With time, rods dominate
vision and continue the adaptation process until maximum sensitivity is reached. The
light adaptation in the scotopic range is extremely rapid and nearly 75% of the process
is accomplished within first 400ms. The cone system adapts to light much slower and
requires about 3 minutes to reach maximum sensitivity which then slightly decreases.
Due to their asymptotic nature, the adaptation processes are often approximated with
an exponential function as explained in Section 4.2.2.
3.1.6 Perceptual Implications
The optical and sensory parts of early vision have a definitive impact on the subjective
appearance of scenes. The properties of rods and cones define clearly distinguishable
vision modes, photopic and scotopic, which deliver a totally different appearance of the
same scene depending on the absolute luminance of ambient illumination. The course
of light and dark adaptation has a temporal but significant influence on the appearance
of dynamic scenes in which the illumination changes suddenly.
Further, we are so strongly accustomed to the effects related to early vision that we
tend to associate appropriate illumination levels to match the corresponding image ap-
pearance [Spencer et al. 1995]. Therefore simulation of scotopic vision conveys to
the observers the message of low illumination conditions. The veiling glare in images
indicates the presence of light sources and causes that the areas centered in the glare
appear to be brighter than they actually are.
Existing display devices show images at the luminance levels largely corresponding to
the mesopic vision. When, for instance, the low luminance levels of night scenes are
transposed to the luminance range of a display their subjective appearance is not any
more observed. Since the characteristics of these early vision processes have been mea-
sured, it seems reasonable to simulate them during the display to convey the subjective
appearance of scenes with luminance levels outside the display range. We propose an
appropriate solution in Chapter 4.
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3.2 Visual Sensitivity
Contrast, which is a difference in luminance between adjacent or distant areas, is the
primary form of visual information that is delivered to the brain. The visual sensitiv-
ity is therefore measured by our ability to respond to physical contrasts of different
properties across different observation conditions.
Contrast is captured by the receptive fields and neural interconnections in the retina.
According to the multi-resolution theory of vision, for interpretation the visual signal is
split into several channels each dedicated to contrasts of a particular spatial and tempo-
ral frequency, and orientation. The sensitivity to the information in different channels
varies and depends on the significance of their information in terms of recognition of
natural scenes. Further, all contributing components are highly adaptive and the visual
sensitivity changes as a function of light intensity.
The understanding of human response to contrast is interesting in the context of tone
mapping algorithms, because from the technical side their essential goal is to reduce
the contrast in the HDR contents. In the following sections we focus on the measured
observations that characterize the effective human perception of contrast, while the un-
derlying processes are fundamentally described in handbooks [Wandell 1995, Palmer
1999].
There are two main aspects of contrast perception. The ability of detecting signal on a
uniform background – contrast detection (threshold aspect), and the ability to judge if
one signal generates a stronger contrast than the other – contrast discrimination (supra-
threshold aspect). The difference between the two is illustrated in Figure 3.7. In con-
trast detection (a), the difference in luminance dY between the background and the
patch is measured. For the patch to be discernible it needs to be stronger than the visi-
bility threshold. In contrast discrimination (b), the difference between contrasts of two
patches with their backgrounds d2Y is measured. It needs to be strong enough so that
the difference in brightness between the two patches is discernible. The performance
of contrast perception depends on the ambient illumination level, spatial frequency of
the signal, and the presence of other signals in the area of interest.
(a) contrast detection (b) contrast discrimination
background luminance level
visibility threshold
dY1 dY2
d2Y
Figure 3.7: Test stimuli and luminance profiles illustrating contrast detection and con-
trast discrimination.
3.2.1 Luminance Masking
The most basic response to contrast is measured by the ability of detecting a luminance
change dY on a uniform background of luminance Y (Figure 3.7). This directly corre-
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sponds to the psychophysical measure of just noticeable difference – jnd for luminance.
For a single stimulus in a form of patch shown in Figure 3.7, the smallest detectable
luminance difference, the detection threshold, changes as a function of the background
luminance. The effect is called luminance masking, because the existing luminance
in the background masks the visibility of stimuli whose luminance is slightly lower or
higher.
Initially, according to Weber’s Law the relation of just noticeable difference in lumi-
nance with respect to the background luminance has been assumed to be constant.
Currently, several more precise threshold versus intensity (tvi) functions are in use, in-
cluding the one defined in the CIE standard [CIE 1981] which we use in the further
chapters of this dissertation. The tvi function is plotted in Figure 3.8 for reference.
In photopic vision the ratio of the visibility threshold to the background luminance is
approximately constant and Weber’s law gives a good prediction. In the mesopic and
scotopic range, however, the detection thresholds do not decrease significantly with
respect to the background.
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Figure 3.8: Visibility threshold as the function of background luminance (tvi) from the
CIE standard [CIE 1981] (solid line) and Weber’s Law for reference (dashed line).
3.2.2 Spatial Contrast Sensitivity
The human vision response to contrasts in complex images varies depending on the fre-
quencies of their components. When observing periodic signals, which can be thought
of as an approximation of natural images, the detection thresholds discussed in the
previous section further depend on the spatial frequency of the signal. The effect is
illustrated in Figure 3.9.
The pattern shown in Figure 3.9 measures the spatial contrast sensitivity function (CSF)
for human vision. The CSF in principle increases the visibility thresholds given by the
tvi function for low and high frequencies. It also indicates that our perception is best at
detecting medium frequencies which usually define the outlines of objects in a scene.
The sensitivity is expressed in terms of cycles per degree of visual angle, therefore the
ability to perceive contrast in a pattern of certain frequency changes with the viewing
distance.
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Figure 3.9: Spatial contrast sensitivity chart after [Campbell and Robson 1968]. The
amplitude of signal decreases uniformly for each frequency, but the perceived signal
disappears non-uniformly as approximately outlined by the relative sensitivity plot.
3.2.3 Contrast Masking
The ability of human vision to detect signals of certain frequencies is further impeded
by the presence of other visible signals in the area of interest which have a similar
frequency and spatial orientation. This is because existing contrasts mask the new
contrast of the introduced signal. The effect can be observed in Figure 3.10.
test signal masking signal (image) with the test signal
superimposed
Figure 3.10: Contrast masking example. The visibility of the test signal in the image
depends on the local image contents. It is hardly perceivable in the areas with high
frequency textures or with patterns of similar orientation. The test signal consists of
periodic countershading profiles introduced in Chapter 7.
Contrast masking is measured by finding a necessary amplitude of the test signal such
that it is visible when super-imposed on the existing signal. If the existing signal is uni-
form, this is the same effect as the luminance masking therefore the visibility thresholds
are equivalent. When the amplitude of contrasts of the existing signal increases, the
initial visibility threshold changes as described by a threshold elevation function. The
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threshold elevation function increases the detection threshold as a function of the local
contrast of the same frequency and orientation and is usually modeled by a power func-
tion with a typical exponent between 0.65 - 1, mostly 0.7 [Daly 1993] (Figure 3.11).
The function has two asymptotic regions, one with slope of zero and one with slope
near 1. The zero slope occurs for low contrasts of the masking signal (the existing
signal) that are not visible and therefore do not change the visibility threshold which
in this case is the same as for the uniform background. As soon as the local sub-band
contrast of masking signal is greater than the threshold contrast, the contrast of the test
signal must be stronger to be visible.
10−3 10−2 10−1 100 101 102
10−2
10−1
100
101
102
existing physical contrast W
di
ffe
re
nc
e 
in
 p
hy
sic
al
 c
on
tra
st
 d
W
detection threshold
d
e
te
c
ti
o
n
 t
h
re
s
h
o
ld
dW
W
Lmin
Lmax
W =
Lmax − Lmin
Lmin
Figure 3.11: Necessary difference in the physical contrast dW , so that it is visible in
the presence of the existing contrast W . Plot based on the threshold elevation function
after [Daly 1993].
3.2.4 Visual Detection Models
The measurements of human visual sensitivity to various properties of physical con-
trasts are often used to design computational models of contrast detection and discrim-
ination. Such models permit to estimate whether certain visual signals are visible to
an average observer. These signals can be both useful information, which should be
strong enough to be above the visibility threshold, and undesired information like com-
pression artifacts whose magnitude should be kept below the predicted visibility level.
In this dissertation we exploit both of these aspects and use such models to evaluate
the quality of contrast reproduction (Chapter 6) and to predict the potential visibility of
contrast enhancement as a halo artifact (Chapter 7).
3.2.5 Processing of Visual Information
While both color contrasts and luminance contrasts deliver information to the brain, the
luminance is the primary source and colors are supplementary information. Figure 3.12
illustrates a color image and two versions of it: one contains only luminance contrasts
and the other only color contrasts. The recognition of image contents is equally good
in the luminance image as it is in the original image. In contrary, the contents of the
color only image are recognized with a substantial difficulty and some information is
missing.
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(a) luminance contrasts only (b) luminance and color contrasts
     (original image)
(c) color contrasts only
Figure 3.12: The original image (b) decomposed into the luminance contrasts alone (a)
and the color contrasts (c).
The theoretical approach to processing of visual information distinguishes two visual
pathways: magnocellular and parvocellular [Wandell 1995], also popularly known
as the “where system” and the “what system” respectively [Livingstone 2002]. The
“where system” is responsible for the perception of depth and motion, for the spatial
organization of scene objects, and for the figure/ground segregation. It can be charac-
terized by a fast response to changes and high contrast sensitivity, but it is color blind
and its visual acuity is lower by a factor of 2 compared to the “what system”. The
“what system” is color selective and has a high visual acuity, but its sensitivity to con-
trast is low and it responds slower to changes. The “what system” is responsible for
recognition of objects, including faces, and perception of colors. It can be subdivided
into the “form system” which uses luminance and color to define shapes of objects, and
the “color system” which identifies color of surfaces.
We have focused our discussion in the previous sections on luminance contrast alone,
because it appears to be the major factor in the successful interpretation of scenes.
Luminance contrast is the common component of both “where” and “what” systems
and permits the perception of objects and their spatial organization in the scene. Since
it is directly affected by the process of tone mapping, we argue that it requires closer
perceptual investigation. Consequently, we evaluate existing tone mapping operators
in terms of their good reproduction of luminance contrasts (Chapter 6) and develop a
contrast enhancement technique that facilitates the perception of image features after
tone mapping (Chapter 7).
3.2.6 Contrast Illusions
The visual information is sensed locally, through the receptive fields, and registered
as contrasts due to the center-surround construction of such fields. Therefore lumi-
nance differences deliver useful information which is propagated over the uniform ar-
eas. Also, a contrast needs to be sufficiently strong so that it is above the visibility
threshold and can be interpreted by the visual system. Too weak luminance differences
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Figure 3.13: The appearance of the right image matches the left one, although the
luminance profiles of these images differ (bottom plots). The gradual darkening and
brightening at the borders of areas of equal luminance creates a perceived brightness
difference between them – the Craik-O’Brien-Cornsweet illusion (right image).
are sensed as uniform areas.
The insensitivity to certain visual signals leads to strong contrast illusions. A carefully
shaped luminance profile at an edge between two areas, like in Figure 3.13, causes
change in the brightness of the whole areas and increases the perceived contrast be-
tween them [Dooley and Greenfield 1977]. Apparently, the gradual change of the lu-
minance away from the edge towards the mean value is not well observed by the human
visual system. The only information in the image, immediate contrast at the edge, de-
fines the brightness relation between the two patches which is propagated over the
whole area of the patches – hence the illusory brightness difference. Such a perceived
contrast between image areas is strong and appears even for a consecutive combination
of profiles or when an area is isolated from the area which contains the profile.
The appearance of illusion is not limited to simple uniform areas. Interestingly, it seems
to be stimulated not only by physical aspects of the visual signal, but also by cognitive
interpretation [Purves et al. 1999]. For instance, certain visual cues that the profile
is caused by a difference in the illumination, possibly confirmed by the perspective
information, strongly enhances the effect. In the example shown in Figure 3.14, a
rough Cornsweet profile on the border of two pages creates the illusion but the same
profile overlaid on an out-of-context area gives a very weak effect.
Such illusory contrast effects permit to influence the change in the brightness appear-
ance of larger image areas only by modifying their borders. Thus an informed use of
such Cornsweet profiles can be used for image enhancement with a very sparing use
of dynamic range. We take advantage of such possibility and design the appropriate
image processing tool in Chapter 7.
3.3 Image Appearance
The final appearance of visual contents is a product of the cognitive processes highly
influenced by our understanding of scene components and their remembered appear-
ance. After [Fairchild and Johnson 2003] one can give the following scene to interpret:
a yellow house with the blue door viewed during sunset. A closer inspection of the
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Figure 3.14: An open book illuminated from the right creates a profile similar to Corn-
sweet (bottom plot). Due to the perceptual illusion, the left page of the book appears
to be brighter than the right page, although their luminance is identical apart from the
profile shape. The plot illustrates the intensities of a scanline at the level of the page
footer. The illusion appearing on the book is articulated by contextual information –
the same luminance profile shown in the right image does not exhibit such a strong
effect.
scene reveals that a nearby wall casts a shadow precisely on the door which means
that the blue color is actually caused by the pure illumination from the sky. Since it is
now apparent that the blue is a property of the illumination, the appearance of the door
changes from blue to yellow – its true reflectance. This illustrates the ability of the
human visual system to identify the illumination in the scene and to discard it during
the interpretation of objects’ appearance. This effect is known as lightness and color
constancy and leads to a similar appearance of scenes independent of the illumination.
The appearance of objects is first determined through the interpretation of their visual
stimuli. The stimuli can be perceived as: illuminant, illumination, surface, volume, or
unrelated stimuli [Fairchild and Johnson 2003]. The illuminant attribute is assigned to
objects which are perceived as being a source of light. The illumination appearance
is attributed to the properties of prevailing illumination rather than objects and is me-
diated by illuminated objects that reflect light and cast shadows. In the presence of a
physical and recognizable object the stimulus can be attributed as the property of its
surface. The stimuli can also be interpreted as the cause of transparency and, in a spe-
cial case, as unrelated information when the stimuli is observed in an out of context
mode, for instance through an aperture. By determining such classes of visual stimuli,
the human visual system tries to discard the illumination information in the observed
scenes. A failure in the correct interpretation can lead to a visible difference in the
image appearance as illustrated by the yellow house example.
The interpreted stimuli are further defined by five perceptual attributes: brightness,
lightness, hue, colorfulness, and chroma. Brightness is the perceived luminance com-
ing for the scene, discarding its contextual properties. Lightness is a contextual inter-
pretation of brightness and is judged relative to the brightness of a similarly illuminated
area that appears to be white. Hue is defined by the dominant wavelength of stimuli.
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Chroma defines the color purity as a difference from the gray tone. Colorfulness is
the subjective impression of color purity determined by the absolute luminance level
(the Hunt effect [Fairchild and Johnson 2003]). Lightness and chroma can only be at-
tributed to objects in the scene and are not a property of illumination, while colorfulness
is an interaction of illumination with an object. Further, brightness and colorfulness are
related to the absolute amount of energy emitted from observed objects.
In the context of reproducing the appearance of scenes on displays in changed obser-
vation conditions the following can be observed. The hue attribute is in general not
affected by changes in illumination (excluding extreme cases of monochromatic illu-
mination). On the other hand, the brightness and colorfulness cannot be reproduced at
all if a scene is displayed with a different luminance range than the original, which is
usually the case, because these attributes depend on the absolute luminance level. For
a good reproduction of appearance, the effort should therefore be focused on a good
match of lightness and chroma between the original scene and its displayed depiction.
For the most part, lightness requires the correct estimation of luminance perceived as
white, and chroma requires the correct estimation of lightness and the perceived satu-
ration of the color [Fairchild and Johnson 2003]. The correct estimation of lightness is
one of the topics of this dissertation and in the next section we briefly review existing
lightness perception theories.
3.3.1 Perception of Lightness
Any luminance value can be perceived as literally any lightness value (shade of gray)
depending on its context within the image. Initially, lightness has been assumed to
be equivalent with reflectance which can be obtained by dividing luminance by the
estimated illumination – a straightforward realization of lightness constancy. This as-
sumption, however, has been undermined with empirical evidence.
The problem of lightness perception and lightness constancy has been studied exten-
sively in the last two centuries for which a detailed account can be found in [Palmer
1999]. At first, the Gestalt theorists rejected the assumption that luminance per se is
the stimulus for lightness. The most prominent theories follow Wallach’s observation
[Wallach 1948] that the perceived lightness depends on the ratio of the luminance at
edges between neighboring image regions. This inspired the retinex theory [Land and
McCann 1971], in which it is assumed that even for remote image regions such a ratio
can be determined through the edge integration of luminance ratios along an arbitrary
path connecting those regions.
Lightness can be well modeled by the retinex algorithm under the condition that the
illumination changes slowly, which effectively means that sharp shadow borders can-
not be properly processed. To overcome this problem, Gilchrist and his collaborators
suggested that the human visual system performs an edge classification to distinguish
illumination and reflectance edges [Gilchrist 1977]. This led to the concept of the
decomposition of retinal images into the so called intrinsic images [Barrow and Tenen-
baum 1978, Arend 1994] with reflection, illumination, depth and other information
stored in independent image layers. The lightness perception theories based on in-
trinsic images can predict lightness constancy very successfully. However they define
only relative lightness values for various scene regions. Their important shortcoming
is the lack of a rule which would define the association between the predicted relative
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lightness and the perceived white, grays and black across the whole scene. Further-
more, being developed for good lightness prediction, these theories fail to account for
lightness constancy failures typical to human vision [Gilchrist et al. 1999].
The mapping of relative lightness to the perceived shades of gray is solved by anchor-
ing. There are several rules of anchoring, each of which defines a method to assign
one particular absolute lightness value (e.g. white, black, middle gray) to one relative
lightness value – the so called anchor value. The remaining mapping can be imme-
diately found through the known lightness ratios. In particular, the anchoring can be
directly applied to the intrinsic image models, although initially it was not included, by
mapping the maximum value in the reflectance layer to white.
The problem of lightness constancy failures and absolute lightness assignment, al-
together, is addressed by the anchoring theory of lightness perception developed by
Gilchrist et al. [Gilchrist et al. 1999]. One of the key arguments of the theory is that
lightness mapping can differ even within a single image depending on the considered
context of the image. In this theory, such ambiguity is accounted for by the concept
of frameworks. Frameworks are image components which are grouped by the terms of
Gestalt principles: mainly by common illumination, but also by proximity, similarity,
co-planarity, good continuation, and common fate. An image is composed of multiple
frameworks whose areas can overlap. The anchoring rule can give correct lightness
estimates when considered only within one framework. The net lightness of a surface
in an image can be found by estimating the influence of each of the frameworks on that
surface and by calculating the weighted product of lightness mappings within each of
the frameworks.
The main weakness of the lightness perception theories is that they are given in a de-
scriptive form and lack computational models. To account for correct lightness re-
production in tone mapping, we formulate the computational model of the anchoring
theory of lightness perception in Chapter 5. Our choice for this theory is motivated by
its sound explanation of the particular appearance of many experimental scenes and its
extensive experimental studies with human subjects.
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Chapter 4
Real-time Tone Mapping for
HDR Video
Low dynamic range (LDR) image and video contents, which are stored in the display-
referred representation, are usually directly shown on a display. The parameters of a
reference display and the preferable observation conditions are well defined in stan-
dards [ITU 1990] and guarantee that such in a sense oblivious depiction delivers good
quality. While the general parameters of displays usually follow the standard, the obser-
vation conditions, however, may not match the reference. Users are able to compensate
this mismatch by adjusting few parameters like contrast, brightness and saturation to
improve the picture, however the range of adjustment is limited. Moreover, the exces-
sive adjustment of these controls may not only lay beyond the capabilities of a display,
but may also reveal artifacts in the image contents. This happens because the display-
referred representation contains only sufficient image and video quality to produce
good results under the assumed conditions. For instance, too strong contrast amplifica-
tion would show contouring artifacts. On the other hand, strong increase of brightness
would not reveal the details of dark picture parts as perhaps one would expect, because
the brightness of these parts lays outside the dynamic range of a reference display and
therefore their contents have not been stored in the stream.
Contrary to the display-referred contents, scene-referred HDR contents are not lim-
ited to the capabilities of typical displays. HDR video compression [Mantiuk et al.
2004], for example, stores as wide luminance range as the human eye can observe in a
real-world scene. This in most cases largely exceeds capabilities of displays, therefore
such scene-referred contents require processing (tone mapping) prior to display. Such
processing is performed on the side of the target display and thus has several notable
advantages with respect to the display-referred representation. First, the HDR contents
can be processed in such a way that delivers the best quality on the actually used dis-
play under the actual observation conditions. Second, the limited range of brightness
and contrast adjustments can be relaxed and moreover the quality of their effect is im-
proved. For instance, the brightness correction of HDR data reveals contents of too
bright or too dark picture parts because, unlike in the case of LDR data, the informa-
tion there is not clipped. Finally, the ample amount of luminance information in HDR
video permits to add new controls that take advantage of the available dynamic range
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and can increase the realism of a picture. We observe, that for a range of luminance
levels typical to certain scenes like nights or sunny days, the depiction of true lumi-
nance is not feasible on displays. Hence all such scenes appear in an almost similar
way on the screen, although an average observer would expect to see bright saturated
colors only on a sunny day, while subdued grayish tones with low acuity are common
in the night and a veiling glare usually appears around bright lights. When these phe-
nomena are ignored, well visible details appear unrealistic in dimly illuminated scenes,
because the acuity of human vision is normally degraded in such conditions. On the
other hand, perceptual effects like glare cannot be evoked because the maximum lumi-
nance of typical displays is not high enough. However, we are so used to the presence
of such phenomena, that adding glare to an image can increase the subjective bright-
ness of the tone mapped image [Spencer et al. 1995]. Therefore by simulating such
perceptual phenomena, we can increase the realism of HDR contents by reducing the
appearance mismatch between the real-world and display.
In our work, we focus on a real-time implementation of a high quality tone mapping
operator and on the introduction of new controls that take advantage of the luminance
range available in the stream. To match the real-world appearance of recorded HDR
scenes, we enhance the tone mapping algorithm by incorporating the most significant
perceptual effects that are related to the absolute luminance levels in the scene and to
the optics of the eye (Section 3.1). Improving over previous work, we observe that
these effects have much in common in terms of spatial analysis and show that making
use of such similarities have a tremendous impact on the performance. Further, we
add the functionality for convenient inspection of verbatim information in a selectable
dynamic range. Such an inspection tool is necessary in cases when it is required to view
the exact contents of the recorded scene, as for instance in forensic applications. We
implement our approach in the graphics hardware as a stand-alone HDR image/video
processing module and achieve a real-time performance. The computational overhead
of our extensions to tone mapping is negligible. Although we primarily demonstrate
the module in the context of HDR video playback, it can be as well applied to the final
stage of a real-time renderer or to other stream of HDR contents like an input from a
surveillance camera or data for visualization.
4.1 Previous Work
The tone mapping of HDR contents has been widely addressed in research and we
have introduced most of the existing algorithms in Section 2.5. Simple algorithms,
which are based on a tone reproduction curve, can be implemented very efficiently in
the graphics hardware [Drago et al. 2003], but such methods fail in reproducing fine
details in the HDR scenes. Most of the recent algorithms deliver a higher quality but at
the cost of the increased complexity and only few are able to achieve interactive rates
at 1Mpx resolution [Goodnight et al. 2003]. In contrast, our work is unique in a sense
that we aim at real-time tone mapping performance wihout compromising the quality
of HDR.
Certain perceptual effects, like the lack of visual acuity or color perception in night
scenes, have already been accounted for in several tone mapping algorithms [Ferwerda
et al. 1996, Ward et al. 1997, Durand and Dorsey 2000, Pattanaik et al. 2000]. These
effects, however, have been discussed only in the context of global operators and have
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been applied to the whole image with a uniform intensity. Such an approach can lead
to the unrealistic depiction when a wide range of luminance is present in the scene
and certain phenomena should be observed only in a part of the scene. Furthermore,
the proposed solutions have been composed of multiple stages each involving complex
processing such as convolutions. Although the implementation of individual perceptual
effects on graphics hardware is intuitive, a naı¨ve combination to include all of them
does not even allow for an interactive performance on the graphics hardware currently
available.
4.2 Computational Models
With many tone mapping algorithms available, we want to use a method that provides
good, widely acknowledged results for static images. The parameters of the method
should provide sufficient control to enable maintaining temporal coherence of picture
during the HDR video playback. Furthermore, we require that a real-time performance
is feasible for at least a reasonable approximation of such a method and that the trade
off between the quality and performance can be adjusted to adapt to the capabilities
of available graphics hardware. At the same time we want that the spatial analysis
involved in tone mapping bear some similarities to the nature of perceptual effects that
we plan to simulate. We have found that photographic tone reproduction [Reinhard
et al. 2002] satisfies our requirements. In the following sections, we justify our choice
by briefly explaining the tone mapping algorithm and each of the perceptual effects that
we include, and by showing the apparent similarities in the spatial analysis of perceived
images.
Throughout the tone mapping pipeline, we assume the RGB color model where each
channel is described by a positive floating point number. For the proper estimation of
the simulated perceptual effects, the pixel intensity values in the HDR contents should
be calibrated to cd
m2
. Such calibrated contents can be obtained using the photometric
calibration procedure outlined in Appendix A from both standard and HDR cameras
described in Section 2.4. In our implementation, we consider the values to be in the
range from 10−4 to 108, which is sufficient to describe the luminance intensities per-
ceivable by human vision. The algorithm produces tone mapped RGB floating point
values in the range [0:1] which are then quantized to 8-bit values by an OpenGL driver.
4.2.1 Tone Mapping
The algorithm proposed by Reinhard et al. [Reinhard et al. 2002] operates on the lu-
minance values which can be extracted from RGB intensities using the standard CIE
XYZ transform (Section 2.1). The method is a global operator, sigmoid scaling func-
tion, combined with a local dodging & burning technique that allows to preserve fine
details as described in Section 2.5.3. The results are driven by two parameters: the
adapting luminance for the HDR scene and the key value. The adapting luminance en-
sures that the global scaling function provides the most efficient mapping of luminance
to the display intensities for given illumination conditions in the HDR scene. The key
value controls whether the tone mapped image appears relatively bright or relatively
dark. While the general background for this tone mapping operator has been given in
Section 2.5, here we focus on a precise definition of the used method.
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Figure 4.1: Tone mapping of an HDR image with a low key (left) and a high key (right).
The curve on the histograms illustrates how the luminance is mapped to normalized
pixel intensities.
In this algorithm, the source luminance values Y are first mapped to the relative lumi-
nance Yr:
Yr =
α ·Y
¯Y
, (4.1)
where ¯Y is the logarithmic average of the luminance in the scene, which is an approx-
imation of the adapting luminance, and α is the key value. The relative luminance
values are then mapped to the displayable pixel intensities L using the following func-
tion:
L =
Yr
1+Yr
. (4.2)
The above formula maps all luminance values to the [0 : 1] range in such way that
the relative luminance Yr = 1 is mapped to the pixel intensity L = 0.5. This property
is used to map a desired luminance level of the scene to the middle intensity on the
display. Mapping a higher luminance level to middle gray results in a subjectively dark
image (low key) whereas mapping a lower luminance to middle gray will give a bright
result (high key) (see Figure 4.1). The modulation of the key value in equation (4.1)
with respect to the adapting luminance in the scene allows to simulate a relatively dark
appearance of night scenes compared to bright day scenes. We explain our solution in
Section 4.3.1.
The tone mapping function in equation (4.2) may lead to the loss of fine details in the
scene with wide dynamic range due to the extensive contrast compression. Reinhard et
al. [Reinhard et al. 2002] propose a solution to preserve local details by employing a
spatially variant local adaptation value V in equation (4.2):
L(x,y) =
Yr(x,y)
1+V (x,y)
. (4.3)
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The local adaptation V equals to an average luminance in the surround of a pixel. The
size of the surround, however, has to be carefully chosen. As explained in Section 2.5.2,
larger areas guarantee good detail preservation, but a too large surround covering a
high contrast edge will lead to well known inverse gradient artifacts, halos. To find an
appropriate value of V for a pixel, the size of the surround is successively increased
as long as it does not introduce any artifacts. For this purpose a Gaussian pyramid is
constructed with successively increasing kernel:
g(x,y,s) =
1
pis2
· e−
x2+y2
s2 . (4.4)
The spatial extent of the Gaussian kernel for the first scale is one pixel wide which is
obtained with s = (2
√
2)−1. On each successive scale the spatial extent parameter s is
1.6 times larger. The Gaussian functions used to construct seven scales of the pyramid
are plotted in Figure 4.2. As we later show, such a pyramid is very useful in introducing
the perceptual effects to tone mapping.
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Figure 4.2: Plot of the Gaussian profiles used to construct the scales of the pyramid
used for local dodging & burning in the tone mapping algorithm. The smallest scale is
denoted as #1 and the largest #8. The plots are normalized by the maximum value for
illustration purposes.
4.2.2 Temporal Luminance Adaptation
The luminance values in the HDR video can significantly change from frame to frame
and cause unnatural brightness change in the tone mapping results. The human vision
reacts to such changes through the temporal adaptation processes (Section 3.1.5). The
time course of adaptation differs depending on whether we adapt to light or to darkness,
and whether we perceive mainly using rods (during night) or cones (during a day).
While several models have been introduced to computer graphics, it seems that it is
not as important to faithfully model the process as to somehow account for it at all
[Goodnight et al. 2003].
In the tone mapping algorithm chosen by us, the luminance adaptation can be modeled
using the adapting luminance term in equation (4.1). Instead of using the actual adapt-
ing luminance ¯Y for the displayed frame, a filtered value ¯Ya can be used. The value of
¯Ya changes according to the adaptation processes in human vision, eventually reach-
ing the actual value if the adapting luminance is stable for some time. The process of
adaptation can be modeled using an exponential decay function [Durand and Dorsey
2000]:
¯Y newa = ¯Ya +( ¯Y − ¯Ya) · (1− e−
T
τ ), (4.5)
44 CHAPTER 4. REAL-TIME TONE MAPPING FOR HDR VIDEO
where T is the discrete time step between the display of two frames, and τ is the time
constant describing the speed of the adaptation process. The time constant is different
for rods and for cones:
τrods = 0.4sec τcones = 0.1sec, (4.6)
thus the speed of the adaptation depends on the level of the illumination in the scene.
The time required to reach the fully adapted state depends also whether the observer is
adapting to light or dark conditions. The values in equation (4.6) describe the adapta-
tion to light. For practical reasons the adaptation to dark is not simulated because the
full process takes up to tens of minutes. Instead, we perform the adaptation symmetri-
cally, neglecting the case of a longer adaptation to dark conditions.
4.2.3 Scotopic Vision
Human vision operates in three distinct adaptation conditions: scotopic, mesopic, and
photopic (Section 3.1.3). The photopic and mesopic vision provide color vision, while
in the scotopic range color discrimination is not possible because only rods are active.
The cones start to loose their sensitivity at about 3.4 cd
m2
and become completely insen-
sitive at 0.03 cd
m2
where the rods are dominant. We model the sensitivity of rods σ after
[Hunt 1995] with the following function:
σ(Y ) =
0.04
0.04+Y , (4.7)
where Y denotes the luminance. The sensitivity value σ = 1 describes the perception
using rods only (monochromatic vision) and σ = 0 perception using cones only (full
color discrimination). The plot of equation (4.7) is shown in Figure 4.3.
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Figure 4.3: The influence of perceptual effects on vision depending on the luminance
level. For details on rods sensitivity and visual acuity refer to Sections 4.2.3 and 4.2.4
respectively.
4.2.4 Visual Acuity
Perception of spatial details in human vision is not perfect and becomes limited with
a decreasing illumination level. The performance of visual acuity is defined by the
highest resolvable spatial frequency and has been investigated in [Shaler 1937]. [Ward
et al. 1997] offer the following function fit to the data provided by Shaler:
RF(Y ) = 17.25 · arctan(1.4log10 Y +0.35)+25.72, (4.8)
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where Y denotes the luminance and RF is the highest resolvable spatial frequency in
cycles per degree of the visual angle. The plot of this function is shown in Figure 4.4.
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Figure 4.4: Plot of the highest resolvable spatial frequency for a given luminance level
which illustrates the effect of loss of the visual acuity. Spatial frequency is given in
cycles per degree of visual angle. The horizontal line marks the maximum displayable
spatial frequency on a 15 inch LCD in typical viewing conditions.
To simulate the loss of visual acuity on a display device we need to map the visual
degrees to pixels. Such a mapping depends on the size of the display, the resolution,
and the viewing distance. For a typical observation of a 15 inch screen from half a
meter at 1024×768 resolution we assume 45 pixels per 1 degree of the visual angle. It
is important to note that the highest frequency possible to visualize in such conditions
is 22 cycles per visual degree. Therefore, technically we can simulate the loss of visual
acuity only for luminance below 0.5 cd
m2
. The irresolvable details can be removed from
an image by the convolution with the Gaussian kernel from equation (4.4) where s is
calculated as follows [Ward et al. 1997]:
sacuity(Y ) =
width
f ov ·
1
1.86 ·RF(Y ) . (4.9)
width denotes width in pixels and f ov is the horizontal field of view in visual degrees.
For typical observations the width to f ov relation equals 45 pixels. We plot the profile
of the kernel, according to equation (4.4), for several luminance values in Figure 4.5.
In Figure 4.3 we show the amount of lost visual acuity with respect to the luminance
level. Apparently the loss of the visual acuity correlates with the increasing sensitivity
of rods, and is therefore only present in monochromatic vision.
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Figure 4.5: Plot of the profiles of the Gaussian kernels which can be used to simulate
the loss of visual acuity at different luminance levels.
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4.2.5 Veiling Luminance
Due to the scattering of light in the optical system of the eye, sources of relatively
strong light cause the decrease of contrast in their vicinity – glare (Section 3.1.1). The
amount of scattering for a given spatial frequency ρ under a given pupil aperture d is
modeled by an ocular transfer function [Deeley et al. 1991]:
OT F(ρ,d) = exp
(
− ρ20.9−2.1·d
1.3−0.07·d)
,
d( ¯Y ) = 4.9−3tanh(0.4log10 ¯Y +1).
(4.10)
In a more practical manner the scattering can be represented in the spatial domain as a
point spread function. In Figure 4.6 we show point spread functions for several adapt-
ing luminance levels, which were numerically found by applying the inverse Fourier
transform to equation (4.10).
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Figure 4.6: The point spread function illustrating scattering of light in the optical sys-
tem of the eye for several adapting luminance levels.
Another model of the glare effect was introduced in computer graphics by Spencer et al.
[Spencer et al. 1995]. They describe this phenomenon with four point spread functions
linearly combined with three sets of coefficients for different adaptation conditions
(scotopic, mesopic and photopic). Since their model is complex, and it is not obvious
how to apply it in continuously changing luminance conditions, we decided to employ
the model developed by Deeley at al. [Deeley et al. 1991], which describes the effect
with one function that changes continuously for all adaptation levels.
4.2.6 Similarities in Spatial Analysis
Apparently, the visual acuity and the veiling luminance are based on the spatial analy-
sis of an image modeled using the point spread functions. At the same time, a Gaussian
pyramid is required to perform local tone mapping. Interestingly, convolution on par-
ticular scales corresponds to the convolution required to simulate visual acuity and
glare at various luminance levels. This is an important observation which allows to
model these effects by reusing the appropriate levels of the Gaussian pyramid without
additional impact on the performance. The correspondence between the scales from
the tone mapping (Figure 4.2) and the appropriate convolutions for visual acuity and
veiling luminance are plotted in Figure 4.7.
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Figure 4.7: The correspondence between the scales from the tone mapping (Figure 4.2)
and the appropriate convolutions for visual acuity (Figure 4.5) and veiling luminance
(Figure 4.6).
The Gaussian pyramid constructed for the purpose of tone mapping contains only lu-
minance values. This is sufficient to simulate the light scattering in the eye, but at first
glance, visual acuity requires to perform the convolution on all three RGB channels.
However, Figure 4.3 illustrates that the noticeable loss of visual acuity is present only
in the scotopic vision where colors are not perceived. Since we simulate the loss of
visual acuity combined with scotopic vision, we can simulate it using the luminance
channel only.
4.3 Method
We present a method that successfully combines tone mapping with the effects men-
tioned in the previous section, which we implement in the graphics hardware for a
real-time performance. We first show some of our improvements to the tone mapping
method in terms of perceived brightness and luminance adaptation process and then
explain technical details of our hardware implementation.
4.3.1 Key value
The key value, explained in Section 4.2.1, determines whether the tone mapped image
appears relatively bright or dark, and in the original paper [Reinhard et al. 2002] is
left as a user choice. In his follow-up paper [Reinhard 2002], Reinhard proposes a
method of automatic estimation of the key value that is based on the relations between
minimum, maximum and average luminance in the scene. Although the results are
appealing, we feel this solution does not necessary correspond to the impressions of
everyday perception. The critical changes in the absolute luminance values may not
always affect the relation between the three values. This may lead to dark night scenes
appearing too bright and very light too dark.
The key value, α in equation (4.1), takes values from [0 : 1] range where 0.05 is the
low key, 0.18 is a typical choice for moderate illumination, and 0.8 is the high key. We
propose to calculate the key value based on the absolute luminance. Since the key value
has been introduced in photography, there is no scientifically based experimental data
which would provide an appropriate relation between the key value and the luminance,
so the proper choice is a matter of experience. We therefore empirically specify key
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values for several illumination conditions and interpolate the rest using the following
formula:
α( ¯Y ) = 1.03− 2
2+ log10( ¯Y +1)
, (4.11)
where α is the key value and ¯Y is an approximation of the adapting luminance. The
plot of this estimation is shown in Figure 4.8.
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Figure 4.8: Key value related to the adapting luminance in a scene.
4.3.2 Temporal Luminance Adaptation
We model the temporal luminance adaptation based on equation (4.5). However, in our
algorithm we do not perform separate computations for rods and cones, which makes
it difficult to properly estimate the adaptation speed having two time constants τrod and
τcone instead of one. To account for this, and still be able to correctly reproduce the
speed of the adaptation, we interpolate the actual value of the time constant based on
the sensitivity of rods (equation 4.7):
τ( ¯Y ) = σ( ¯Y ) · τrod +(1−σ( ¯Y )) · τcone, (4.12)
which we then use to process the adaptation value using equation (4.5).
4.3.3 Hardware Implementation
In order to perform tone mapping with perceptual effects, we need to compose three
maps: a local adaptation map for the tone mapping, a map of visible spatial details
to simulate visual acuity, and a map of light scattering in the eye for the glare effect.
We will refer to these maps as perceptual data. Because different areas of these maps
require different spatial processing, they cannot be constructed in one rendering pass.
Instead, we render successive scales of the Gaussian pyramid and update the maps by
filling in the areas for which the current scale has appropriate spatial processing. In the
last step we use these three maps to compose the final tone mapped result.
Technically, we implement our tone mapping method as a stand-alone module, which
can be added at the final rendering stage to any real-time HDR renderer or HDR video
player. The only requirement is that the HDR frame is supplied to our module as a
floating point texture, which can be efficiently realized using for instance pixel buffers.
In addition to a texture which holds the HDR frame, our module requires the allocation
of five textures for processing: two textures for storing adjacent scale levels, two for
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Figure 4.9: Illustration of the rendering process for tone mapping which includes com-
puting the local adaptation, visual acuity and glare. The input is an HDR frame with
RGB channels and the output is a display. The blue boxes represent the texture data and
yellow boxes represent rendering steps. The rendering steps marked by a gray rectan-
gle are repeated for each scale to successively create the coarser scales of the Gaussian
pyramid. After the rendering of each scale, the textures representing the perceptual
data and the adjacent scales are swapped.
holding the previous and the current set of perceptual data (due to the updating process),
and one intermediate texture for the convolutions. Since the three maps contain only
luminance data, we can store them in a single texture in separate color channels.
The process of rendering the perceptual data is illustrated in Figure 4.9. We start with
calculating the luminance from the HDR frame and mapping it to the relative luminance
according to equation (4.1). We calculate the logarithmic average of the luminance ¯Y in
the frame using the down sampling approach described in [Goodnight et al. 2003], and
apply the temporal adaptation process (equation 4.5). The map of relative luminance
values constitutes the first scale of the Gaussian pyramid. At each scale of the Gaus-
sian pyramid, we render the successive scale by convolving the previous scale with
the appropriate Gaussian (equation 4.4). We perform the convolution in two rendering
passes: one for the horizontal and one for the vertical convolution. To increase the per-
formance we employ down-sampling, where the factor of down sampling is carefully
chosen to approximate the kernel. Refer to Figure 4.10 for our choice of the scaling
factors and the corresponding approximations of the Gaussian kernels from Figure 4.2.
Having the current and the previous scales, we update the perceptual data on a per pixel
basis in a separate rendering pass. The local adaptation is computed using the measure
of the difference between the previous and the current scale as described in [Reinhard
et al. 2002]. For the acuity map, we first estimate the proper scale for the luminance of
the current pixel. If it falls between the previous and current scales, we interpolate the
final value and update the map. In the other case the previous value is copied without
change. The mapping from luminance to scale for visual acuity (Figure 4.7) is cached
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in a look-up texture to skip redundant computations. We update the glare map in the
same manner, with one difference: the appropriate scale for glare depends on the adapt-
ing luminance and is uniform for the whole frame so we supply it as a parameter to the
fragment program. Before descending to the next scale of the Gaussian pyramid, the
texture containing the current scale becomes the previous scale, and the texture with
the current set of the perceptual data becomes the previous set.
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Figure 4.10: The effective approximation (solid lines) of the Gaussian kernels (dotted
lines) from Figure 4.2 due to the down sampling. The values in parenthesis show the
down sampling factor for each scale. For scale #1 we use the original image.
After descending to the lowest scale of the Gaussian pyramid, the perceptual data tex-
ture is complete. In the final rendering step, we tone map the HDR frame and apply
the perceptual effects. For this, we use equation (4.3) from Section 4.2.1 in a slightly
modified form to account for the loss of the visual acuity and the glare:
L(x,y) =
Yacuity(x,y)+Yglare(x,y)
1+V (x,y)
, (4.13)
where L is the final pixel intensity value, Yacuity is the spatially processed luminance
map that represents the visual acuity, Yglare is the amount of additional light scattering
in the eye, and V is the local adaptation map. Because the glare map in fact contains the
relative luminance from the appropriate scale of the Gaussian pyramid, we estimate the
additional amount of scattering in the following way to include only the contribution
of the highest luminance:
Yglare = Ygmap ·
(
1− 0.90.9+Ygmap
)
, (4.14)
where Ygmap denotes the glare map from the perceptual data.
We account for the last perceptual effect, the scotopic vision, while applying the final
pixel intensity value to the RGB channels in the original HDR frame. Using the follow-
ing formula, we calculate the tone mapped RGB values as a combination of the color
information and the monochromatic intensity proportionally to the scotopic sensitivity:
 RLGL
BL

=

 RG
B

 · L · (1−σ(Y ))
Y
+

 1.050.97
1.27

 ·L ·σ(Y ), (4.15)
where {RL,GL,BL} denotes the tone mapped intensities, {R,G,B} are the original
HDR values, Y is the luminance, L is the tone mapped luminance, and σ is the scotopic
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Figure 4.11: The sample results of our method showing the simulated perceptual ef-
fects: glare (left) and scotopic vision with loss of visual acuity (right). The close-up in
the right image inset shows the areas around the car in such way that their brightness
match to illustrate the loss of visual acuity. The source HDR animation “Rendering
with Natural Light” (left) courtesy of Paul Debevec.
sensitivity from equation (4.7). The constant coefficients in the monochromatic part
account for the blue shift of the subjective hue of colors for the night scenes [Hunt
1995].
An alternative implementation of this tone mapping method, although without per-
ceptual effects, was previously introduced in [Goodnight et al. 2003]. They propose
a method to vectorize luminance which allows for efficient convolutions with large
support kernels. However, we resigned from their approach due to the performance
reasons – the real-time performance of this algorithm for a 512×512 frame is reached
only when the computations are limited to two scales, which is not sufficient to intro-
duce the perceptual effects. On the other hand, the down-sampling approach provides
higher performance with sufficient accuracy of computations.
4.4 Results
We demonstrate our method in combination with an HDR video player. The player
renders the compressed HDR video stream [Mantiuk et al. 2004] to a floating point
texture, which is then processed as described in Section 4.3.3. The sample results of
our method including the perceptual effects are shown in Figure 4.11. The left image
depicts a computer generated scene in moderate lighting conditions with strong illu-
mination coming from behind the trees in the background. Such a setup would evoke
a glare effect in the real-world perception, which is not visible when pure local tone
mapping is applied (left part). However, accounting for this perceptual phenomenon
not only contributes to the realism of the rendered image but also increases a subjec-
tive impression of the dynamic range (right part). The right image shows a car driving
scene in day light and at night. Two perceptual phenomena are typical to night illumi-
nation: the scotopic vision and the loss of visual acuity. Clearly, in the perceptual tone
mapping of the night scene (right part), it is difficult to distinguish the colors and the
overall brightness is low, which suggests the low illumination of the scene. The inset
shows a close-up of the car with increased brightness for the night scene to illustrate
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the simulated loss of visual acuity.
4.4.1 Dynamic Range Exploration Tool
Particularly in the context of HDR video [Mantiuk et al. 2004], in order to fully benefit
from the HDR information encoded in such a video stream we additionally develop a
convenient dynamic range exploration tool. The dynamic range exploration tool allows
the user to view a selected range of luminance in a rectangular window displayed on
top of the video (see Figure 4.12). The user can move the window interactively and
choose which part of dynamic range should be linearly mapped to the display for closer
inspection. When smaller range of luminances is chosen than the capabilities of the
display, the tool linearly increases the contrast of contents in the exploration window.
On a technical level the dynamic range exploration tool simply by-passes the tone
mapping process and displays linearly mapped part of the dynamic range in a selected
window. Such a tool is, however, very convenient in the context of applications which
require that the displayed data are exactly the same as in the original scene without any
image processing. This is for instance required in medical and forensic applications.
Figure 4.12: Dynamic range exploration tool in form of a window that reveals verbatim
details in HDR video contents.
4.4.2 Performance
We measured the performance of our method on a desktop PC with a Pentium4 2GHz
processor and a NVIDIA GeForce 6800GT graphics card. We give the time-slice re-
quired for the tone mapping with our method at several frame resolutions in Table 4.1.
In a configuration with an HDR video player, where additional time is required for
the decompression of the HDR video stream, we were able to obtain the playback at
27Hz. It is important to note that the performance of our solution is scalable. If the
time-slice required for our method is too long for a certain application, the number of
rendered scales can be limited at the cost of local performance of the tone mapping and
the accuracy of the visual acuity processing for very low illumination conditions.
The main bottleneck in the performance is caused by the amount of context switching
required for the multi-pass rendering using the pixel buffers extension. The currently
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320x240 640x480 1024x768
8 scales 8ms (58Hz) 25ms (27Hz) 80ms (10Hz)
6 scales 7ms (62Hz) 21ms (30Hz) 66ms (12Hz)
4 scales 6ms (62Hz) 16ms (30Hz) 51ms (14Hz)
Table 4.1: Time-slice required for the display of an HDR frame using our method at
several frame resolutions and several sizes of the Gaussian pyramid. In the parenthe-
sis, we give the playback frame rate which we obtained with our method plugged to
an HDR video player (note that the resolution also affects the frame decompression
speed).
developed frame buffer object extension to OpenGL may provide an improvement, be-
cause it eliminates the need for such context switching between the rendering passes
thus reducing the delays. Also, current OpenGL drivers do not implement linear in-
terpolation of floating point textures during the up-sampling. Such an interpolation
is crucial for the quality of the results and currently is implemented in the fragment
program as an additional operation.
In relation to the previous tone mapping techniques which accounted for perceptual
effects, our method has the following advantages: we employ a local tone mapping
technique, the perceptual effects are applied locally depending on the luminance in a
given area, and we make use of the apparent similarities in spatial analysis between the
effects to provide a very efficient implementation. The importance of simulating the
scotopic vision and the loss of visual acuity was noticed by Ferwerda et al. [Ferwerda
et al. 1996]. However, they applied these effects only in the context of global tone map-
ping with uniform intensity over the whole image. This may lead to visible inaccuracies
when a dark scene with an area of considerably brighter illumination is processed. In
such an area, the loss of color would be unrealistic, and too low spatial frequencies
would be removed there. This fact was noticed by Ward et al. [Ward et al. 1997] who
proposed to apply the perceptual effects locally, still in combination with a global tone
mapping method. Yet, in their work each of the effects has been treated separately
and involved complex processing making it inapplicable to real-time processing. In
the attempt to provide an interactive tone mapping solution, Durand et al. [Durand and
Dorsey 2000] reverted to global application of the perceptual effects, which in fact had
the same drawbacks as the [Ferwerda et al. 1996] model.
Our real-time implementation leads as well to several constraints. For instance only
the tone mapping algorithms, which make use of the Gaussian pyramid, can be im-
plemented in such an efficient combination with the perceptual effects. Therefore, our
framework is not appropriate for several different approaches to tone mapping like
decomposition into intrinsic images [Durand and Dorsey 2002] or contrast domain al-
gorithms [Fattal et al. 2002]. Also, more complex functions for glare effect simulation
may not benefit from our framework, if for instance their point spread functions cannot
be approximated with the supplied Gaussian kernels.
4.5 Conclusions
In view of the increasing application of HDR images and video, we showed how to
process such data in order to be able to render them on typical display devices with
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a substantial dose of realism. We emphasize that it is not only necessary to reduce
the contrast in such data, but it is also equally important to account for the percep-
tual effects which would appear in real-world observation conditions. Owing to the
observation that the perceptual effects share similarities in the spatial analysis of the
perceived image with the tone mapping algorithm, we were able to efficiently combine
them into a stand-alone rendering module and reached real-time performance. The im-
plementation of our method can be built upon any real-time rendering system which
outputs HDR frames or any HDR video player. To demonstrate the importance of the
account for perceptual effects, we plugged our method into an HDR video player lead-
ing to an enhanced realism of the displayed video. We improved the standard methods
of simulation of the perceptual effects by applying them locally depending on the illu-
mination in an area, and by providing smooth transition between different adaptation
conditions. We envisage that in future the use of such a module will be standard in
every real-time HDR renderer and HDR video player.
Chapter 5
Lightness Perception in Tone
Mapping
When presenting tone mapped HDR images on display media, it is desirable to re-
produce the appearance of corresponding real world (HDR) scenes. In Section 3.3,
we have discussed five perceptual dimensions which define the appearance of a scene:
brightness, lightness, colorfulness, chroma and hue. Intuitively, during the dynamic
range compression of an HDR scene these dimensions should remain unchanged. While
most of the tone mapping operators given in Section 2.5 do not change the hue, the
change in brightness and colorfulness of a scene cannot be prevented because these
qualities depend on the absolute amount of light energy. Consequently, the preserva-
tion of appearance requires careful reproduction of lightness and chroma during the
tone mapping. Throughout this chapter we focus on analysis and reproduction of light-
ness.
Lightness is a perceptual quantity measured by the human visual system which de-
scribes the amount of light reflected from a surface normalized for the illumination
level. Contrary to brightness, which describes a visual sensation according to which an
area exhibits more or less light, the lightness of a surface is judged relative to the bright-
ness of a similarly illuminated area that appears to be white. This leads to a similar
appearance of perceived objects independently of the lighting and viewing conditions,
which is known as lightness constancy [Palmer 1999]. The existence of lightness con-
stancy enables the reproduction of appearance in tone mapping in which both lightning
and viewing conditions change between the original and the reproduced scenes.
The lightness constancy achieved by the human visual system is not perfect and many
of its failures appear in specific illumination conditions or even due to changes in the
background over which an observed object is imposed [Gilchrist 1988]. It is well
known that lightness constancy increases for scene regions that are projected over wider
retinal regions [Rock 1983]. This effect is reinforced for objects whose perceived size
is larger even for the same retinal size [Gilchrist and Cataliotti 1994]. The reproduc-
tion of HDR images on various media not only limits the luminance range but also
introduces further constraints like a narrow field of view. Some failures of lightness
constancy still appear in such conditions (simultaneous contrast for instance), but other
effects, such as the Gelb illusion, are only observed if a scene covers the complete
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field of view. The appearance of an HDR image cannot be correctly reproduced if a
tone mapping operator does not take into account such phenomena. In Section 3.3.1,
we have briefly reviewed several lightness perception theories which strive to explain
how the human visual system perceives lightness in scenes. However, only recently the
anchoring theory of lightness perception [Gilchrist et al. 1999] provides a sound expla-
nation for an unprecedented number of perceptual experiments on lightness constancy
and lightness constancy failures.
In this chapter, we investigate in detail the anchoring theory of lightness perception
[Gilchrist et al. 1999] in the context of tone mapping. The principal concept of this
theory is the perception of complex scenes in terms of groups of consistent areas –
frameworks. Such areas, following the Gestalt theorists, are defined by regions of
common illumination. The key aspect of image perception is the estimation of light-
ness within each framework through anchoring to the luminance perceived as white,
followed by the computation of the global lightness. We derive a computational model
for automatic decomposition of HDR images into frameworks which is based on the
heuristics defined in the theory. We use the model in a tone mapping operator which
predicts lightness perception of the real world scenes and aims at its accurate repro-
duction on low dynamic range displays. Furthermore, we observe that a decomposi-
tion into frameworks opens new grounds for local image analysis in view of human
perception.
5.1 Previous Work
A number of tone mapping operators is to a certain extent influenced by theories of
perception of brightness and lightness. Initially, the algorithms were based on the
power-law relationship between the brightness and the corresponding luminance, as
proposed in [Stevens and Stevens 1960]. The main objective was to preserve a constant
relationship between the brightness of a scene perceived on a display and its real coun-
terpart for any lighting condition. Implementations of this approach were presented
in [Tumblin and Rushmeier 1993] (Stevens law) and in [Drago et al. 2003] (Weber-
Fechner law). Further attempts in lightness reproduction lead to direct application of
the Retinex theory [Land and McCann 1971] to tone mapping. Jobson et al. [Jobson
et al. 1997] proposed a multi-resolution Retinex algorithm for luminance compression,
which unfortunately leads to halo artifacts for HDR images along high contrast edges.
Inspired by the lightness perception model based on contrast integration, Fattal et al.
proposed a successful gradient domain tone mapping operator [Fattal et al. 2002]. The
concept of intrinsic images [Barrow and Tenenbaum 1978, Arend 1994] to separate
the illumination and reflectance (detail) layers inspired many algorithms. The idea was
first implemented in [Tumblin et al. 1999] where it was assumed that these layers were
explicitly provided which is the case only for synthetic images. Later, several methods
for an automatic layer separation have been introduced. The LCIS operator [Tumblin
and Turk 1999] separates the image into large scale features (presumably illumination)
and fine details. A much better separation has been achieved using the bilateral filter
[Durand and Dorsey 2002].
Evidently, perception theories have been inspiring tone mapping algorithms to a certain
extent. Although the early operators are based on simple theories which do not account
well for lightness in complex scenes, the new algorithms build upon intrinsic images
5.2. ANCHORING THEORY OF LIGHTNESS PERCEPTION 57
and contrast models which are very advanced theories. The separation into illumina-
tion and reflectance presents a convenient image processing tool for detail preserving
dynamic range compression. However the theory remains vague about how to map
luminance to lightness in such separated layers so that the scene appearance is well
preserved. Moreover, the intrinsic image models fail to address the apparent failures
in lightness constancy [Gilchrist et al. 1999]. On the other hand, the algorithms in-
spired by Retinex and contrast theories focus on optimizing brightness relations and
leave the aspect of lightness mapping to the user. The resulting images look as if
enhanced through numerical optimizations rather than having the original appearance
reproduced. Overall, many questions in the area of appearance reproduction remain
open, motivating us to develop a computational model of the currently most advanced
theory of lightness perception and to examine it with analysis in the context of natural
scenes.
5.2 Anchoring Theory Of Lightness Perception
The anchoring theory of lightness perception by [Gilchrist et al. 1999] is qualitatively
different from other recent lightness models and is based on a combination of global
and local anchoring of lightness values. In the following sections we explain the main
concepts of this theory. First, we discuss the estimation of lightness within the simple
scenes (background/patch stimuli) using the anchoring rules. Next, we explain how to
extend the anchoring of lightness to complex scenes using frameworks.
5.2.1 Anchoring Rule
In order to relate luminance values to lightness, it is necessary to define at least one
mapping between the luminance value and the value on the scale of perceived gray
shades – the anchor. The anchor cannot be defined once for absolute luminance values,
because each luminance level can be perceived as any shade of gray depending on the
observation conditions. It therefore must be tied to a measure of relative luminance.
Two such measures are commonly used for anchoring: the average luminance rule and
the highest luminance rule. Once the anchor is defined for the scene, the lightness value
for each luminance value can be estimated by the luminance ratio between the value
and the anchor. This mapping is referred to as scaling. Although usually a veridical
scaling is assumed, the compression or expansion of the range is possible if necessary.
The average luminance rule derives from the adaptation-level theory [Helson 1964] and
states that the average luminance in the visual field is perceived as middle gray. Thus
the relative luminance values in a scene should be anchored by their average value to
middle gray. This assumption was later commonly adopted in tone mapping techniques
[Ferwerda et al. 1996, Tumblin et al. 1999, Pattanaik et al. 2000, Reinhard et al. 2002].
The highest luminance rule initially defined the anchor as a mapping of the highest
luminance in the visual field to a lightness value perceived as white. However, the
evident perception of self-luminous surfaces (lighter than white) leads to an extended
definition. According to [Li and Gilchrist 1999] there is a tendency of the highest
luminance to appear white and a tendency of the largest area to appear white. When
the highest luminance covers the largest area, the highest luminance becomes a stable
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anchor and is mapped to white. However, if the darker area becomes larger, the highest
luminance starts to be perceived as self-luminous and the anchor becomes a weighted
average of the luminance proportionally to the occupying area.
The experimental evaluation of the average luminance rule versus the highest lumi-
nance rule was presented in [Li and Gilchrist 1999]. In this study, the visual field of the
observers was limited to a large acrylic hemisphere with one half painted matte black
and the other half painted middle-gray. The experiment was conducted in isolated con-
ditions to prevent the uncontrolled influence of other stimuli. Li and Gilchrist reported
that the middle-gray half was seen by the observers as fully white, while the black half
was seen as dark gray. Additionally, when the black area was increased and became
considerably larger than the middle-gray area, the perceptual effect of self-luminosity
for the middle-gray part was reported. Other findings, based on Mondrians [Palmer
1999], which are more complex stimuli, agree with these conclusions [Gilchrist and
Cataliotti 1994]. The experimental evidence decisively favors the highest luminance
rule over the average luminance rule.
5.2.2 Complex Images
The anchoring rule, described in the previous section, cannot be applied directly to
complex images. Instead, [Gilchrist et al. 1999] introduce the concept of decomposi-
tion of an image into segments, frameworks, in which the anchoring rule can be applied
directly. In their theory, following the Gestalt theorists, frameworks are defined by re-
gions of common illumination. For instance, all objects being under the same shadow
would constitute a framework. Additionally, proximity is also considered as a grouping
factor. A real-world image is usually composed of multiple frameworks.
Framework regions can be organized in an adjacent or a hierarchical way and their areas
may overlap. Additionally, the whole scene constitutes an additional global framework
with its global anchor. The lightness of a target in a scene is computed according to
the anchoring rule in each framework. A target in a complex scene that belongs to
more than one framework, may have different lightness values when anchored within
different frameworks. According to the model, the net lightness of a given target is
predicted as a weighted average of its lightness values in each of the frameworks in
proportion to their strength and with a certain constant level of influence of the global
framework. The strength of a framework is mainly determined by its size and the
variety of luminance values it contains – articulation. Frameworks with lower variance
or smaller sizes have less influence on the net lightness.
5.3 Computational Model
The anchoring theory has been presented without a formal model. On a technical level
this requires the development of a method for automatic segmentation of an image
into frameworks, to build heuristics estimating the influence of each framework on
total lightness, and to estimate the anchors within the frameworks. Furthermore, the
algorithm must perform accurately when used with natural scenes.
The presented model takes an image with relative luminance values as an input. Such
values can be computed from RGB channels of an HDR image according to the CIE
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XYZ luminous efficiency functions. We first segment the input image into the overlap-
ping frameworks and define the probabilities with which pixels belong to each frame-
work. Next, we estimate the anchor in each framework and finally calculate the net
lightness in the scene.
5.3.1 Decomposition into Frameworks
We define the framework as a probability map over the whole image in which each pixel
is assigned a probability of being part of that framework. The framework, in order to
be valid, must be defined by a number of pixels which belong to this framework with
a very high probability, for instance above 95%. In principle, the task of segmentation
into frameworks is to identify luminance values which potentially represent a common
illumination and to assign to each pixel for each framework the probability that the
pixel is under considered illumination. Due to the lack of explicit information about the
distribution of illumination, we assume here that the contrast range typical to everyday
situations is wide enough to allow us to identify such separate illumination areas based
on luminance. It is for example possible to identify shadowed areas on a sunny day,
dim interior of a room with a window view, street light illumination in a night scene,
and similar.
Initially, we have experimented with several segmentation algorithms in order to find
a plausible decomposition into frameworks. The mean shift segmentation [Comaniciu
and Meer 2002] has produced the most appropriate results. However, segmentation al-
gorithms in general assign a pixel to only one segment and therefore do not implement
the notion of probability of belonging to a segment. A border between two frameworks
which might occur on a smooth gradient in the image is in such a situation impossible
to represent correctly. We therefore decide to tailor a custom decomposition method.
As mentioned before, our method is based on the luminance intensities in the HDR
image. We start with the standard K-means clustering algorithm to find the centroids
that provide an appropriate segmentation of the HDR image into frameworks. We
operate on a histogram in the log10 of luminance. We initialize the K-means algorithm
with values ranging from the minimum to maximum luminance in the HDR image with
a luminance step equal to one order of magnitude and we execute the iterations until
the algorithm converges. Upon convergence, we remove centroids representing empty
segments.
Given the centroid values, we initially assign the probability values based on the dif-
ference between the pixel value and the centroid. We model such an attribution to the
centroid with a Gaussian function:
Pi(x,y) = e
−(Ci−Y (x,y))2
2σ2 , (5.1)
where Pi represents the probability map for framework i, Ci is the centroid for that
framework, Y denotes the luminance of the HDR image (both Ci and Y are in the log10
space), and the variance σ equals to the maximum distance between adjacent centroids.
The attribution values are normalized to correctly represent the probabilities.
Often at this stage, pairs of centroids may represent similar frameworks – all pixels
in an image belong with a similar probability to both of them. We iteratively merge
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the centroids whose probability maps differ by less than 20% on average, and the new
centroid value is equal to the weighted average of both proportionally to their area:
Ci, j =
Ci ·Si +C j ·S j
Si +S j
, (5.2)
where Ci and C j are the values of the too similar centroids, and Si and S j denote the
number of pixels clustered to these centroids. After the merge, probability values are
recalculated according to (5.1), and the iteration is repeated until no centroids need to
be merged.
As the next step, we spatially process the probability map of each framework to include
the proximity aspect of Gestalt grouping factors. The spatial processing smoothes local
variations in the probability values which may appear due to textured surfaces. High
local variations, however, cannot be smoothed because they may define the outline of
objects or frameworks. The bilateral filter [Tomasi and Manduchi 1998] is an appro-
priate image processing tool for this purpose. We filter the probability map of each
framework with a bilateral filter in which the range variance is set to 0.2 and the spatial
variance to 17 pixels.
(a) luminance channel of an HDR
image
(b) intensity based frameworks (c) spatially processed frameworks
Figure 5.1: The decomposition of an HDR image into frameworks before and after
spatial processing. Notice the artifacts in the intensity based frameworks decomposi-
tion (marked area) which are corrected after the spatial processing. The HDR image
appears dark because it has been exposed for details in the clouds. The original image
courtesy of Greg Ward.
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(c) valid centroids with probabili-
ties
Figure 5.2: The histogram of the HDR image from Figure 5.1(a) illustrating the esti-
mation of centroids which provide an appropriate decomposition into frameworks. In
the middle and right histograms the probability distributions are shown for each frame-
work. The maxima of the probabilities do not always match the centroids due to the
normalization.
We demonstrate the decomposition procedure on an example HDR image shown in
Figure 5.1 with details of decomposition in Figure 5.2. First, we converge the initial
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segmentation to identify luminance values that would represent the most accurate de-
composition into frameworks, Figure 5.2(a). We then calculate the probabilities and
merge one centroid which does not represent a valid framework, Figures 5.2(b), 5.2(c).
The final centroids define the probability maps based only on the luminance property
and contain several incorrect assignments visible in Figure 5.1(b). The reflections on
the logs at the bottom of the image are incorrectly assigned to a framework which
mainly contains clouds. We refine the probability maps to include also spatial interac-
tions as shown in Figure 5.1(c).
5.3.2 Strength of Frameworks
Apart from the illumination conditions, the strength with which a framework influences
the lightness of a given surface also depends on the articulation of the framework and
its relative size. If a framework is highly articulated, the pixels tend to be strongly
anchored within this framework. Also, large frameworks have a higher influence on
the lightness than small ones. Strength of a framework is defined as the product of the
articulation and size factors.
We estimate the articulation factor independently for each framework based on the
mean contrast calculated as a standard deviation of logarithmic luminance in the frame-
work. The articulation factor Ai is the mean contrast in the framework divided by the
mean contrast in the image. Thus the frameworks which contain a larger part of the
contrasts in the image have a stronger influence on the lightness.
Similarly, a larger framework will have a tendency to have a higher influence on the
lightness of surfaces, while a relatively small framework will have a rather limited
impact. We estimate the size factor in the following way:
Xi = 1− e
−(Si)2
2·0.032 , (5.3)
where Xi denotes the size factor of the framework i, and Si represents the normalized
relative area of a framework. Here we attenuate the influence of frameworks with a
size below 10% of the total image area. The 10% value is chosen arbitrarily and can
be modified if necessary. Although, it is not as important to derive a precise number as
to include the factor at all. The lack of the factor may lead to an excessive influence of
unimportant frameworks on the net lightness estimation.
We apply the strength factor to the frameworks by multiplying their probability maps Pi
by their respective articulation factor Ai and size factor Si. We then normalize the prob-
ability maps again and obtain the final result of the decomposition into frameworks.
Most of the time, all frameworks in an image will have a similar articulation. Some-
times however, a uniform area like a background may constitute a framework due to
its unique illumination. Articulation prevents such a background framework to play an
important role in the computation of the net lightness by minimizing the local anchor-
ing of pixels to this framework in favor of other frameworks. In an extreme situation,
when all frameworks have minimum articulation, the framework with the highest an-
chor is assigned a maximum articulation, thus imposing the global anchoring in the
image.
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5.3.3 Estimation of Anchor
After the HDR image is decomposed into frameworks, we estimate the anchor within
each framework. Since we employ the highest luminance rule, we need to find the
luminance value that would be perceived as white in case a given framework would be
observed as stand-alone.
(a) anchoring for framework #1 (b) anchoring for framework #2 (c) net lightness
Figure 5.3: Local anchoring in the frameworks and the net lightness calculated as
described in Section 5.3.4.
Although we apply the highest luminance rule, we cannot directly use the highest lumi-
nance in the framework as an anchor. As discussed in Section 5.2.1, there is a relation
between what is perceived as white and its area relatively to the surround. This im-
plies that a spatial filtering is required prior to the estimation of the local anchor. Our
procedure is to filter the area of a framework with a medium sized Gaussian kernel to
suppress plausible small areas with high luminance. We thus eliminate potential self-
luminous areas, allowing us to take the highest luminance of the rest of the pixels as
the anchor. In Figure 5.3 we show the two frameworks identified in the example HDR
image with their lightness computed according to the local anchor.
Alternatively, the self-luminance areas could be identified using image processing tools
which remove highlights. Numerous algorithms are available as for instance [Schluens
and Koschan 2000, Wesolkowski et al. 2001]. However, we have noticed throughout
our experiments that such algorithms can at most remove specular highlights in HDR
images. The direct light sources, which are also self-luminous, or larger highlights are
left in the image. On average these methods performed less robustly. Therefore we
excluded them from consideration.
Ultimately, it would be interesting to know which luminance in each framework is as-
sumed to be white by an average human observer. Interestingly, the perceptual evidence
of preferred brightness adjustment in images may be helpful here. In an experiment,
[Yoshida et al. 2006] asked subjects to adjust the contrast and brightness to match
their preference in a number of LDR images (an LDR image has only one framework).
While the preferred brightness and contrast adjustments are totally different between
subjects, they observed that after the adjustment all subjects align histograms along
a very similar luminance value depicting white. Apparently, the subjects performed
the anchoring to white. Therefore, if one can build a model which predicts the pre-
ferred brightness of images, indirectly this could also be used as the model to predict
anchoring to white. In the recent evaluation of such models [Krawczyk et al. 2007a],
the preferred brightness in a set of 33 images is best predicted by a combined anchor-
ing to white, middle gray, and black, which in effect maps to 60% reflectance. The
predictions based on image processing methods directly applying anchoring to white
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were less accurate. Since the anchoring to white has been confirmed in the original
experiment, the lower accuracy is most probably caused by imprecise estimation of
luminance perceived as white.
5.3.4 Net Lightness
Given the decomposed frameworks and estimated local anchors we compute the net
lightness of the pixels by merging the frameworks. We process each framework indi-
vidually. We sum the original luminance values of the HDR image normalized by the
locally estimated anchor value and proportionally to the probability map:
L(x,y) = 30% ·∑
i
(Y −Wi) ·Pi(x,y)+70% · (Y −W0), (5.4)
where L denotes the final lightness value, Y the original luminance of the HDR im-
age, Wi the local anchor of framework i, W0 the anchor in the global framework (all
these values are in the log10 space), and Pi is the probability map. The 30% and 70%
coefficients for local and global anchor influence respectively are arbitrarily suggested
in [Gilchrist et al. 1999] and can be modified if necessary. In Figure 5.3 we illustrate
how the net lightness has been computed for the sample HDR image. A comparison of
the net lightness result to the original HDR image in Figure 5.1 illustrates an improved
perception of image contents in the processed image.
5.4 Model Analysis
The main focus of this chapter is the computational model of the lightness perception
theory applied to the tone mapping of HDR images. A thorough verification of the pre-
sented model would require a psychophysical experiment which is beyond the scope
of this thesis. Instead, we test our computational model by simulating two experiments
related to the perception of lightness. The first one analyzes the accuracy of the decom-
position into frameworks for natural scenes and the second experiment is a simulation
of the Gelb illusion using various lightness mapping algorithms for HDR images (tone
mapping operators).
5.4.1 Frameworks within Multi-Illuminant Scenes
According to the anchoring theory of lightness perception, successfully identified frame-
works should define the areas in which the lightness is perceived homogeneously
[Gilchrist et al. 1999]. The evidence for such lightness perception can be obtained
through a distribution of probe disks of constant known luminance value across an im-
age. The disks should have the same lightness within a framework independently of
the ratio of their luminance to the background luminance on which they are placed.
Such an experiment has recently been presented by Gilchrist and Radonjic [Gilchrist
and Radonjic 2005]. In Figure 5.4 we provide an HDR reproduction of this experiment
using an image similar to the original material. We decompose the HDR image into
frameworks using our computational model and place several probe disks of constant
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(a) probe discs in natural scene (b) probe discs (c) identified frameworks
Figure 5.4: The probe discs of constant luminance (middle) are inserted to a multi-
illuminant natural scene (left). The perceived brightness of the probes changes in the
context the scene, but is constant within the two identified frameworks (right) and is
independent of the local background luminance. The contrast ratios of the probes with
the background range in the shadow framework from 1:2 to 1:9 (disc is an increment)
and in the light framework from 9:1 to 2:1 (disc is a decrement).
luminance value in various areas of the image. The contrast ratios between the probe
disks and the background in both shadow and light frameworks range from 1:2 to 1:9.
The lightness of the probes is perceived consistently within the area of the frameworks
independently of the background. These leads to the same conclusions as in the orig-
inal experiment: lightness is determined by the frameworks and the influence of local
contrasts is minimal. Our contribution here is not to confirm the theory, but to pro-
vide an automated method for obtaining an appropriate decomposition. In this sense,
the reproduction of the experiment serves as the evidence that frameworks areas are
accurately identified using our computational model.
5.4.2 Anchoring in the Gelb Illusion
The Gelb Effect is a well known illusion which provides a good example of lightness
constancy failure [Gilchrist et al. 1999]. In the illusion, one observes perceptual dark-
ening of a surface despite its constant reflectance and constant illumination. The failure
is caused by the appearance of new brighter surfaces in the scene. The illusion can be
reproduced in a darkroom with low ambient light using several patches of gray paper
with a different reflectance. A single beam of light should first illuminate only the dark-
est paper, which will appear to be white. Placing a bit brighter paper beside the existing
one causes perceptual darkening of the darkest paper which has initially appeared to be
white. Each time a brighter paper is added to the scene, it becomes white and all others
immediately become darker. This perceptual illusion can by definition be attributed to
the anchoring in general and to the highest luminance rule in particular. It can neither
be explained with the contrast theories because the papers do not have to be placed
adjacent to each other [Gilchrist et al. 1999], nor with intrinsic image models because
the illumination does not change. Furthermore, if the scene occupies only a part of the
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visual field, like a tone mapped image observed on a display, the perceptual darkening
will not appear because other visible surfaces may serve as a white reference. There-
fore it needs to be reproduced during tone mapping to preserve the appearance of the
original scene.
(a) scene setup for Gelb illusion (b) decomposed frameworks (c) illumination layer
Figure 5.5: Photograph of the scene in which the Gelb effect can be observed (left).
The middle image shows the decomposition into frameworks obtained from our model
– red, green, and blue define the distinct frameworks, yellow marks the shared influence
of the red and the green frameworks. The right image shows the illumination layer
obtained with the bilateral filtering which is used in the intrinsic images model.
We have performed a study of this experiment to validate the results of our algorithm.
For comparison, we chose two other methods whose principle goal includes the re-
production of appearance of the original image. The photographic tone reproduction
algorithm presented by Reinhard et al.[Reinhard et al. 2002] is based on a sigmoid
function and follows the rule of anchoring to middle-gray. The fast bilateral filtering
presented by Durand and Dorsey[Durand and Dorsey 2002] is inspired by the theory of
intrinsic images. We will refer to the first one as the middle-gray anchoring and to the
latter as the intrinsic images model. In the study, we used four HDR captures of exactly
the same scene setup, showing from one to four patches with progressively increasing
maximum reflectance. The relative reflectance of the patches was respectively equal to
39%,56%,72%, and 100% with the reference to the brightest one. The area, in which
we showed the patches, was illuminated from the top and in our conditions the Gelb il-
lusion was reproduced. A photograph of the setup with all the patches visible is shown
in Figure 5.5.
The results of tone mapping of the four HDR images are shown in Figure 5.6 and
the respective reproductions of lightness of the patches are plotted in Figure 5.7. All
tone mapping methods reveal the objects placed outside of the main illumination that
are not visible in a standard photograph in Figure 5.5. The intrinsic images model
maps the lightness of the patches in each of the images to an approximately constant
value and maintains the overall brightness of the scene background constant. This is
in accordance with the lightness constancy rule, but contrary to what was observed in
the real setup. The middle-gray anchoring reproduces the perceptual darkening of the
patches, however the brightest one is mapped to white only when all four patches are
visible. Further, each brighter patch causes the darkening of scene background which
was originally not observed. The lightness perception model presented in this chapter
reproduces both the Gelb illusion on the patches and holds the lightness constancy of
the objects in the scene background.
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Figure 5.6: Simulation of the Gelb Effect by three tone mapping methods. The map-
ping of lightness by each of the tone mapping is plot in Figure 5.7. The intrinsic
images model refers to [Durand and Dorsey 2002] operator, the middle-gray anchoring
to [Reinhard et al. 2002], and lightness perception model to the operator presented in
this chapter.
Analysis
The decomposition of the scene into frameworks (shown in Figure 5.5) in the lightness
perception model permits the processing of patches and the rest of the scene separately.
The estimation of local anchors using the highest luminance rule estimates the appear-
ance of patches in accordance with the observations in the original conditions. The
net lightness calculation with the influence of a global anchor maintains the brightness
relation between the frameworks.
The lightness constancy of the intrinsic images model can be explained as follows. In
the illumination layer (shown in Figure 5.5), obtained by processing the original HDR
image with the bilateral filter, the brightness of each patch is approximately equal while
the actual differences are in the reflectance layer. The tone mapping reduces the dy-
namic range of the illumination layer and overlays the unmodified reflectance layer.
Since the intensities in the illumination layer do not significantly change between the
four images, the lightness mapping is constant. Therefore, neither the average lumi-
nance rule nor the highest luminance rule applied to the illumination layer could repro-
duce the Gelb illusion. The application of the highest luminance rule to the reflectance
layer or to the final tone mapping result could reproduce the darkening of the patches,
however it would also cause the undesired darkening of other image parts.
The middle-gray anchoring reproduces the darkening of the patches because the addi-
tion of a new brighter patch causes change in the average luminance of the scene. When
the average luminance increases in a new image, the patches, which have constant lu-
minance, are mapped to darker gray shades. Unfortunately, such a global connection
causes the overall darkening of the scene which is not expected, and the brightest patch
is mapped to white only when all four patches are present in the scene.
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Figure 5.7: The plots illustrate how the mapping of luminance of the patches to light-
ness changes between the four images in case of each of the three tone mapping oper-
ators. On the scale of lightness, the value 100 maps to white and 0 to black. Refer to
the corresponding images in Figure 5.6.
5.5 Applications
The computational model of lightness perception theory opens new possibilities in pro-
cessing of HDR images. As a direct application we present a tone mapping operator
which aims at the reproduction of lightness as closely as possible to the lightness per-
ceived in a natural scene. Besides, decomposition into frameworks defined by homo-
geneous illumination gives an interesting possibility to perceptually supported image
processing.
5.5.1 Tone Mapping
Based on the computational model of lightness perception, we derive a tone mapping
algorithm for contrast reduction in HDR images. The algorithm takes as input an HDR
image defined by floating point RGB values that are linearly related to luminance and
produces a displayable LDR image as a result. The contrast reduction process is based
on the luminance channel.
The main technical goal of tone mapping is to reduce the contrast of the original HDR
image. While through the net lightness computation the dynamic range in the image is
reduced, it may still exceed the capabilities of the display device. Hence, an additional
dynamic range reduction may be necessary to achieve good results. For the purpose
of tone mapping we use a modified version of net lightness computation (5.4) which
includes a dynamic range reduction (scaling) by a factor Di:
L(x,y) = 70% ·∑
i
(Y −Wi)
Di
·Pi(x,y)+30% · (Y −W0). (5.5)
The value of Di can be set individually for each framework in such way that it scales
down the dynamic range of a framework if it exceeds the capabilities of the target
display device. Also the influence of the global framework has been limited, because
it counteracts the luminance range compression goal.
We first calculate the luminance from the RGB colors using the CIE Yxy color space
and segment the input scene into the frameworks. Next, we estimate the anchor in each
framework, i.e. the luminance value perceived as white. We then compute the local
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pixel lightness within each framework. Finally, we calculate the net lightness of each
pixel using equation (5.5). We recover the color information with an inverse CIE Yxy
transform, using the computed lightness L instead of luminance channel Y . The result
is suitable to be viewed on an LDR display device.
To illustrate the performance of our tone mapping algorithm, we have selected several
HDR images which contain various distinct illumination features. We present our re-
sults in Figure 5.8, where each row contains the source HDR image, the tone mapping
result, and a map of framework areas. The decomposition into frameworks obtained
using our model correlates with the intuitive impression of which areas have common
illumination: daylight, shadow, desk lamp, room interior, exterior, etc. The separation
performs well even in presence of occluders like the grating structure of the window
pane. The extracted frameworks are plausible despite the lack of semantic information,
which might seem to be necessary to perform a successful decomposition. In the re-
sults shown here, the scaling Di has not been necessary, however we have sometimes
reduced the influence of the global framework down to 10% for images with a partic-
ularly high dynamic range. Interestingly, the images tend to be decomposed only into
two or three frameworks, although there is no restriction on the number.
One important issue is that Gilchrist’s model generally assumes approximately diffuse
surfaces and if self-luminous areas exist, they occupy a limited field of view. In our ap-
plication we use this theory for complex scenes beyond what has originally been tested
but we do not observe any problems invalidating our approach. To our knowledge, per-
ceptual models of lightness perception able to deal with natural scenes, which contain
large self-luminous surfaces, do not exist.
The evaluation of aesthetic properties of this tone mapping can be done with recently
presented methodology [Ledda et al. 2005, Yoshida et al. 2005]. In Figure 5.9, we
provide analysis of how the luminance values are mapped to the lightness levels in
three different tone mapping techniques: the presented lightness perception model, the
global version of photographic tone reproduction [Reinhard et al. 2002] which is a sig-
moid mapping function, and the fast bilateral filtering [Durand and Dorsey 2002] which
is inspired by the intrinsic images model. The technical quality of a tone mapping algo-
rithm can be measured by the efficiency in use of the available limited dynamic range
on a display device. In our example, the global operator performs a strictly monotonic
reproduction, thus leads to the loss of fine details as explained in Section 2.5. The
local adaptation using the bilateral filtering enables a more efficient use of the avail-
able dynamic range. The preservation of details can be observed as a deviation from
the monotonic mapping of luminance. However, the tone mapping using frameworks
permits to break this monotonicity and perform partially independent mapping of lumi-
nance in two distinct image areas, resulting in an even more efficient use of the dynamic
range. The mapping within the frameworks is not uniform because of the varying in-
fluence of the global framework. We further evaluate the properties of the lightness
perception tone mapping in Chapter 6, where we analyze it in terms of communication
of contrast in images.
5.5.2 Local Image Processing
Image processing algorithms are usually applied with uniform parameter settings over
the whole image. When the algorithm is localized, the parameters for the method are
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source HDR image
(linear mapping)
lightness perception
tone mapping
decomposition
into frameworks
Figure 5.8: Results of lightness perception tone mapping. The left column (apart from
the last row) contains the source HDR image shown with the linear mapping. The mid-
dle column contains results of the presented tone mapping method. The right column
depicts the decomposition into frameworks. Red, blue and green colors depict the dis-
tinct frameworks. Higher saturation of the color illustrates stronger anchoring within
the framework and the intermediate colors depict the influence of more frameworks
on an image area. The HDR images in the 2nd and 5th row from the top courtesy of
SpheronVR, and the HDR image in the 4th row courtesy of Byong Mok Oh.
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(a) global tone mapping (b) bilateral filtering (c) lightness perception model
Figure 5.9: Comparison of three tone mapping operators: global sigmoid function,
local tone mapping with bilateral filter, and lightness perception tone mapping. Color
of the mapping functions in the plots correspond to the marked areas of frameworks
(inset in image (c)). HDR image courtesy of SpheronVR.
set based on some constant local neighborhood. However, it may often be desired to
vary the parameters of such algorithms between the areas of an image. In this case it
often has to be done manually by the user. With the use of frameworks decomposi-
tion, it is now possible to identify the areas that are perceived homogeneously in an
image. For the purpose of automated image processing, this permits to estimate the
most appropriate parameters for a given algorithm individually for each framework.
In digital photography, it often happens that an image contains two different sources
of illumination – for instance daylight from a cloudy sky and warm indoor tungsten
light as in Figure 5.10. Such an image requires a white balance correction. However,
correcting for the daylight will result in an increased orange cast in the tungsten light.
The decomposition into frameworks allows the identification of such separate areas
and enables different white balance correction in each of them. Again, frameworks
represented as probability maps guarantee proper blending of edges where differently
processed areas merge. One can envisage further possibilities in which our decompo-
sition into frameworks reduces the required amount of manual interaction.
5.5.3 Performance
The estimation of lightness in a 4Mpx image using our computational model takes
below a minute on a modern PC. The timing mainly depends on the number of decom-
posed frameworks, since the majority of computations is spent on the decomposition
stage. Once the frameworks are known, the estimation of anchor and net lightness
computation consists of simple operations. The K-means algorithm operates on a his-
togram and is therefore independent of the image resolution. The only bottleneck is
the spatial processing using the bilateral filter, although we use an efficient approach
presented by Durand and Dorsey [Durand and Dorsey 2002].
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(a) global white balance (b) white balance within frameworks (c) frameworks
Figure 5.10: The daylight from a cloudy sky dominates the white balance in image
(a) and causes the orange color cast in the interior illuminated by a tungsten light.
The frameworks (c) can be used to separate such areas of different illumination and to
perform an independent white balance in each of them (b).
5.6 Conclusions
We have presented a computational model of the anchoring theory of lightness per-
ception. The model provides a practical implementation of the key concepts of this
theory and aims at an accurate estimation of lightness in real world scenes captured
as HDR images. We leveraged the theory to handle complex images by developing
an automatic method for image decomposition into frameworks. Through the estima-
tion of local anchors we formalized the mapping of the luminance values to lightness.
We examined the accuracy of our model by reproducing the results of two perceptual
experiments that were initially conducted to prove the accuracy of the theory.
We have demonstrated a novel tone mapping operator which aims at the accurate re-
production of lightness perception of real world scenes on low dynamic range displays.
The strength of our operator is especially evident for difficult shots of real world scenes,
which involve distinct regions with significantly different luminance levels. Moreover,
the decomposition of an image into frameworks gives additional potential for auto-
mated image processing fine tuned to the perceptual aspects of the HVS.
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Chapter 6
Objective Evaluation of Tone
Mapping
Existing tone mapping algorithms can be generalized as a transfer function in the
form of a “black box” which converts scene luminances to displayable pixel inten-
sities. While the universal goal of such a transfer function is to reduce the original
dynamic range and at the same time preserve the original appearance of an HDR im-
age, a particular realization of it can be variable and depends on the objectives of a
target application. In many cases one may wish to simply obtain nice looking im-
ages that resemble the original HDRs, but the requirements may also be more precise:
perceptual brightness match, good visibility of details, equivalent object detection per-
formance in tone mapped and corresponding HDR image, etc. In view of the technical
limitations and constrained observation conditions for standard displays, such require-
ments can only be met at the cost of other image properties. For instance, if an available
dynamic range is assigned to enable good visibility of details (local contrasts), there is
no dynamic range left to depict global contrast variations in the scene. The trade-off
between these conflicting goals is often balanced through an optimization process, but
sometimes the design of an algorithm is focused on the requirements and is oblivious
to the side-effects. In the end, the overall impact of image processing operations on
the perceived image quality or fidelity to the real world appearance is not thoroughly
understood.
Recent psychophysical studies attempt to evaluate tone mapping operators in terms of
subjects’ preference or fidelity of the real world scene depiction [Drago et al. 2002,
Kuang et al. 2004, Ledda et al. 2005, Yoshida et al. 2005]. In such studies each op-
erator is treated as a “black box” and its performance is compared on the whole with
respect to other operators, without an attempt at understanding the reasons for subjects’
judgments. While some studies of tone mapping operators go further and take into ac-
count the reproduction of overall brightness, global contrast or details (local contrast)
in dark and bright image regions [Ledda et al. 2005, Yoshida et al. 2005], they remain
focused on comparing the operator performance for each of these tasks. These studies,
however, provide no deeper analysis of how the pixels of an HDR image have been
transformed by tone mapping and in what way the outcome of such a transformation
depends on image content.
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In this chapter, instead of subjective analysis, we focus on developing objective met-
rics which could help in understanding how particular image characteristics, such as
contrast or brightness, are distorted by tone mapping and determining the impact of
such distortions on perceived image quality. We identify that major distortions in tone
mapped images with respect to their HDR originals come from global and local con-
trast modulations. We create relevant metrics which evaluate the magnitude of Global
Contrast Change and Detail Visibility Change along a perceptually meaningful scale
and perform a corresponding study of 8 tone mapping algorithms. Besides the eval-
uation, the output of these metrics can be used as a feedback for perceptual enhance-
ments [Smith et al. 2006].
6.1 Related Work
A number of perception-based visible difference (fidelity) metrics for image pairs have
been developed, mostly for image compression and color reproduction applications
(refer to [Winkler 2005] for a recent survey of such metrics). State of the art fidelity
metrics such as the Visible Differences Predictor (VDP) [Daly 1993] or the Sarnoff
Visual Discrimination Model (VDM) [Lubin 1995] include many important character-
istics of the HVS, such as eye optic imperfections, luminance masking, the contrast
sensitivity function (CSF), and pattern masking, making them very general metrics.
However, such complex metrics may perform worse than simpler metrics specialized
for the task of detecting well-defined distortion types, such as blocking artifacts that
arise in image compression [Winkler 2005]. The majority of existing fidelity metrics
are based on HVS models developed through threshold psychophysical experiments,
the goal of which is to determine the magnitude of a simple stimulus so that it becomes
just noticeable. Such metrics successfully detect the presence of perceivable image dis-
tortions, but perform poorly in estimating the magnitude of suprathreshold distortions
and predicting their distraction to the human observer [Chandler and Hemami 2003].
With its spatial features for estimating imperceptible texture details, the iCAM model
[Fairchild and Johnson 2003] is an exception. However, since the magnitude of per-
ceptual responses to local contrast is not available, it can not be used to determine the
change in detail visibility.
In this work, we are mostly concerned with one well defined suprathreshold distortion:
contrast compression due to tone mapping. While much work has been done in the
subjective evaluation of different tone mapping operators [Ledda et al. 2005, Yoshida
et al. 2005], to our knowledge, we present the first feature-based characterization and
objective perceptual measure of tone mapping distortion. Since fidelity metrics dealing
with image pairs of significantly different dynamic ranges have not so far been pro-
posed, and since we have found existing models to be ill-suited for our purposes, we
present custom fidelity metrics for comparing perceived contrast differences between
an original HDR image and its tone mapped LDR counterpart.
6.2 Distortion Metrics
All successful tone mapping operators balance the tradeoff between accurate repro-
duction of the luminance range and preservation of details. One can argue that the
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photographic tone reproduction operator [Reinhard et al. 2002] best reproduces global
contrast, while the gradient domain compression [Fattal et al. 2002] operator best pre-
serves details. However, the accuracy of such statements may depend on the particular
HDR image, and as concluded by evaluations of tone mapping operators [Yoshida et al.
2005, Ledda et al. 2005], it is difficult for one tone mapping operator to be well-suited
to all types of images. Regardless of technique, each tone mapping operator introduces
a degree of distortion into the resulting LDR tone mapped image. Drawing conclusions
from previous evaluations and our own observations, we identify two major contrast
distortions resulting from tone mapping:
Global Contrast Change the ratio between lightest and darkest areas of the HDR is
reduced in the LDR,
Detail Visibility Change (textures and contours) the high frequency contrasts of the
HDR image become less prominent, disappear, or become exaggerated in the
LDR.
A significant Global Contrast Change is undesirable not only for esthetic reasons, but
also because of changes in image understandability, despite good detail visibility. Cer-
tain specialized tone mapping operators assign a wider dynamic range to detailed re-
gions to preserve textures and contours, which results in a narrower dynamic range
available for global luminance changes, decreasing the ratio between lightest and dark-
est areas. Detail Visibility Change occurs either because a region becomes entirely
saturated or because an area is mapped to very few or very low brightness levels. The
second case is especially interesting from the perceptual point of view, because the
physical contrasts still exist in the LDR image, however the details are invisible to the
human observer.
Our goal is to determine the apparent distortion in detail visibility and global contrast
change which were introduced during the tone mapping of HDR image. We focus on
the luminance compression aspect of the operators. Instead of analyzing particular al-
gorithms one by one, we consider tone mapping as an unknown transformation applied
to the luminance of an HDR image, resulting in an LDR image. To do so, we use
knowledge of human perception to compare a real world or synthetic scene, captured
as an HDR image, to its LDR tone mapping as depicted on a given display device. The
output of our metric consists of a single value representing the global contrast change
factor and a map representing the magnitude of change in detail visibility. The units
of the detail visibility map are Just Noticeable Differences (JND), which allows for an
informed use of this information for potential perceptually based corrections [Smith
et al. 2006].
To compare images of significantly different dynamic ranges we compare the lumi-
nance of an HDR image, denoted as Y , to the luminance shown on a display device,
denoted as L. To accurately predict the displayed luminance, we assume that sufficient
characteristics of the display device are known so that we can calculate the luminance
value in cd/m2 of each LDR image pixel. For an sRGB monitor, this requires black and
white levels increased by an ambient illumination level. Similarly, a photometrically
calibrated HDR image is desirable.
We transform the gamma corrected intensity values1 y of the LDR image to display
luminance values L. Given the display black Lblack and white Lwhite levels in cd/m2
1image luminance is calculated from the RGB channels according to the [ITU 1990] standard.
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and assuming sRGB response, the transformation is the following:
L = Lblack + sRGB−1(y) · (Lwhite−Lblack). (6.1)
If the absolute luminance values of an HDR image are unknown, we align the relative
HDR values Y to the LDR values L according to the average logarithmic luminance,
a method often used as an adaptation estimate in tone mapping [Drago et al. 2003,
Reinhard et al. 2002].
6.2.1 Global Contrast Change
The change in ratio between brightest and darkest points of an image is a traditional
definition of global contrast change that is necessarily adjusted by tone mapping, and
so would not be considered a distortion. Particularly, since tone mapping algorithms
most often use the whole display dynamic range, above definition always results in a
constant global contrast. Yet images resulting from different tone mapping operators
can create starkly different impressions of global contrast, meaning that such a naı¨ve
measure is not appropriate. Contrary to this definition and others, such as one using the
multi-resolution definition given by [Matkovic et al. 2005], we consider global contrast
change to be a characteristic defined by the shape of the tone mapping function, thus
removing the emphasis on extreme lights and darks which have less impact on the
impression of global contrast. Our definition of global contrast change is more closely
related to image comprehension, which according to Gestalt theorists, involves the
cognitive task of separating the image into recognizable objects, most importantly, the
separation of foreground objects from the background [Livingstone 2002]. As such, a
decrease in global contrast may make comprehension of the LDR image more difficult,
indicating a loss in visual communication efficacy.
While it is sensible to analyze tone mapping functions to obtain a global contrast esti-
mate, these functions are either unknown or not well-defined, as in the case of gradient
domain compression. However, we argue that a general approximation of the tone map-
ping function is sufficient for estimating global contrast. In our metric, we approximate
the tone mapping function using linear regression in the logarithmic domain:
log10 L ≈ T M(log10 Y ) = C · log10 Y +B, (6.2)
where C and B are estimated coefficients, and Y and L are the luminances of the
HDR and LDR images. The meaning of logarithm in equation (6.2) is two-fold. First,
the logarithm of luminance provides a crude approximation of brightness and the cal-
culated values of the coefficients reflect the brightness mapping. Further, the linear
regression estimates a general tendency of the mapping rather than being prone to de-
tail enhancing procedures which do not influence global contrast relations. Second, if
we exponentiate the equation (6.2), we obtain a standard contrast scaling equation in
image processing [Pratt 1991]:
L ≈ T M(Y ) = Y C ·10B, (6.3)
where C adjusts contrast and 10B adjusts brightness. Summarizing, equations (6.2,6.3)
estimate the shape of the tone mapping curve and relate the contrast in LDR image L
to its original HDR Y . Therefore the coefficient C obtained through linear regression
denotes the Global Contrast Change, such that C < 1 indicates a decrease in the global
6.2. DISTORTION METRICS 77
contrast in the LDR image, whereas C > 1 indicates an increase with respect to the
original HDR.
The result of applying our measure of Global Contrast Change to two tone mappings
(one global and one local) is shown in Figure 6.1. While both methods make use of the
entire available dynamic range, the shapes of their mapping functions differ: the global
mapping function is well-defined, as opposed to the non-uniform and scattered local
mapping function. Higher global contrast is obtained with the global tone mapping
method, whereas the detail preserving local method exhibits a smaller ratio between
bright and dark areas (the function approximation is nearly flat).
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Figure 6.1: Global Contrast estimation for global [Reinhard et al. 2002] (left) and local
[Fattal et al. 2002] (right) tone mapping. Each plot shows pixel-by-pixel mapping
between HDR and LDR, linear brightness mapping estimation, and dynamic ranges
(d.r.) of LDR and HDR. Global Contrast Change for global tone mapping is C = 0.49
and for local C = 0.10.
6.2.2 Detail Visibility Change
Details of textures and contours can be described as the high frequency contrast be-
tween a pixel and its adapting field. Visibility, the response of the HVS to the mag-
nitude of such contrasts, is not linear and depends on the adaptation level. Contrast
visibility can be analyzed in terms of contrast detection and contrast discrimination.
We use contrast detection for identifying visible details in both the HDR and LDR
images, and we use contrast discrimination for identifying the magnitude of visible
difference in detail contrast between the HDR and LDR images.
We start by identifying high frequency contrasts that presumably create texture and
contour details in the image. For each pixel Yi we estimate the adapting luminance Y spi
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in its neighboring area and calculate the contrast expressed as a logarithmic ratio of
luminance values:
G(Yi,Y spi ) = log10
max(Yi,Y spi )
min(Yi,Y spi )
. (6.4)
We simulate the adaptation to low spatial frequencies in an image and we take special
care to prevent the influence of significantly different luminance values on an adapta-
tion level. We obtain the adaptation map Y sp by processing the HDR image with a low
pass bilateral filter in the logarithmic domain. Such a filter removes high frequencies
while preserving high contrast edges. The adaptation map is refined by eliminating
frequencies above 20 cycles per pixel and preserving edges of logarithmic contrast ra-
tio higher than 0.25. We calculate the high frequency contrasts of the LDR image in
the same way. It is important to note that the particular choice of the bilateral filter
for estimating the adaptation map is not critical. Other algorithms known from tone
mapping can be used as well, as long as they do not introduce artifacts at high contrast
edges.
To estimate the Detail Visibility Change between two images of significantly different
dynamic range, knowledge of the hypothetical HVS response to given physical con-
trasts under given adaptation conditions is required. A reasonable prediction for a full
range of contrast values is given by the following transducer function that is derived
and approximated by Mantiuk et al. [Mantiuk et al. 2006]:
T (G) = 54.09288 ·G0.41850, (6.5)
with the following properties:
T (0) = 0 and T (Gthreshold) = 1. (6.6)
The transducer function estimates the HVS response to physical contrast in Just Notice-
able Difference (JND) units. Thus for a given contrast threshold, Gthreshold , a transducer
value equals 1 JND. It is important to note that this measure holds for suprathreshold
measurements, since it not only estimates the detection, but also the magnitude of
change.
The approximation given by Equation (6.5) has been derived with the assumption of
1% contrast detection threshold2, i.e. Gthreshold = log10(1.01). Although such an as-
sumption is often made in image processing for LDR, the detection threshold depends
on an adapting luminance level and is described by the Threshold Versus Intensity
(TVI) function [CIE 1981]. The TVI function shows that this threshold varies in the
luminance range of displays and the dynamic range in HDR is often high enough to
make this 1% assumption for the detection threshold inaccurate. We therefore derive a
scaling factor t(Y sp) for the transducer function (6.5) which adjusts its properties (6.6)
to match the TVI function given an adapting luminance:
t(Y sp) =
log10 1.01
log10
Y sp+tvi(Y sp)
Y sp
. (6.7)
Such a scaling factor is appropriate because the approximation of the transducer func-
tion (6.5) was derived with starting conditions from (6.6), and since the influence of the
2While equation (6.5) gives a good approximation of the response to contrast in a wide range of physical
contrasts, it actually has a slightly larger fitting error for near-threshold values. Thus equation (6.5) does not
precisely satisfy equation (6.6) for 1% detection threshold. For detailed derivation see [Mantiuk et al. 2006]
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threshold is multiplicative [Mantiuk et al. 2006]. Figure 6.2 illustrates the magnitude
of change in the HVS response depending on the adapting luminance. The response
changes by a factor of almost 1 order of magnitude within the visible range of lumi-
nance on a display. In practice, the scaling factor reduces the response to contrast in
the dark areas of an image.
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Figure 6.2: Plot of the scale factor from equation (6.7). Luminance range of a typical
LCD display is 2 to 200 cd/m2.
Given the scaled transducer function, we can estimate the hypothetical response of the
HVS to the high frequency contrasts measured with equation (6.4):
T ∗(Yi,Y sp) = T (G(Yi,Y spi )) · t(Y spi ). (6.8)
The response T ∗ is expressed in JND units, which means that a detail Yi is visible
under given luminance conditions only if T ∗ > 1. Given this relation, we are able to
estimate the details of a displayed LDR image and the details of an HDR image which
would be visible to a human observer. Furthermore, since the transducer function is a
suprathreshold measure, we are able to estimate change by comparing the magnitude
of detail visibility in a displayed LDR image to its HDR version (spatial arguments are
omitted for brevity):
∆T ∗(Yi,Li) =


1 for T ∗(Yi) > 1 > T ∗(Li),
0 for ‖T ∗(Yi)−T ∗(Li)‖< 1,
T ∗(Yi)−T ∗(Li) otherwise.
(6.9)
For practical reasons, we consider the average detail visibility measure over its neigh-
boring pixels, denoted as T ∗, because we are interested in general detail visibility in a
certain small area. As shown in equation 6.9, we consider three cases of detail visibility
change. When a response to high frequency contrast in the HDR image is attenuated
from above 1 JND to below 1 JND in the tone mapped image, the change is 1 JND.
When the difference in response is below 1 JND, the change is deemed invisible and
is set to 0. In all other cases, the magnitude of Detail Visibility Change is set to the
difference in responses T ∗. We illustrate the performance of this measure in Figure 6.3.
6.3 Analysis of Tone Mapping Algorithms
We analyzed the performance of 8 tone mapping methods in terms of Global Contrast
Change and Detail Visibility Change using the presented metrics. The analysis was per-
formed on a set of 18 HDR images with an average dynamic range of approximately 4
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A CB
Figure 6.3: Detail Visibility. HDR image (A) contains subtle reflection on a surface
of the cup. A global tone mapping (B) reveals the coffee beans in the shadow but the
reflection details become indiscernible. The areas of the image with lost details are
predicted by our metric (C), where red color marks ∆T ∗ > 1.
orders of magnitude and a resolution between 0.5 and 4 megapixels. The set contained
a variety of scenes with differing lighting conditions and included panoramic images.
We tested the following global (spatially uniform) tone mapping algorithms: gamma
correction (γ = 2.2), adaptive logarithmic mapping [Drago et al. 2003], photographic
tone reproduction (global) [Reinhard et al. 2002], photoreceptor [Reinhard and Devlin
2005]; and the following local (detail preserving algorithms): gradient domain com-
pression [Fattal et al. 2002], bilateral filtering [Durand and Dorsey 2002], lightness
perception (Chapter 5), photographic tone reproduction (local) [Reinhard et al. 2002].
The tone mapped LDR images were obtained either from the authors of these methods
or by using publicly available implementations: pfstmo, Appendix B. Tone mapping
parameters were fine tuned whenever default values did not produce satisfactory im-
ages.
In practice, the contrast detection component of our Detail Visibility Change metric
required calibration to correctly estimate the visibility of subtle details in extreme dark
and light regions. We introduced a scaling factor to equation 6.7 to increase the pre-
dicted response of the HVS to contrasts, and found that a value of 1.89 led to satisfac-
tory predictions in our set of test images. The display characteristics corresponded to
a typical consumer LCD with an sRGB response, black level at 2.5cd/m2, and white
level at 210cd/m2 measured in office illumination conditions.
We measure the Global Contrast Change according to the description in Section 6.2.1
and the results of our analysis are summarized in Figure 6.4. There is an apparent ad-
vantage of the photographic tone reproduction (local & global) methods in conveying
the global contrast impression almost without any change. These methods were also
among the top rated in other studies [Ledda et al. 2005, Yoshida et al. 2005]. In con-
trast the gradient domain compression causes a severe decrease in the global contrast.
Other local methods perform moderately. Particularly, in case of the lightness percep-
tion model the decrease of global contrast is caused by the optimization of difference in
luminance between the frameworks. The superior performance of the global methods
is traded for less efficient reproduction of details as observed in the further analysis.
We analyze the Detail Visibility Change for two cases that are part of equation (6.9):
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Figure 6.4: The influence of various tone mapping operators on the change of the global
contrast C from equation (6.2). The negative values denote the decrease in global
contrast and 0 means no change. The red bars show the median, whiskers denote 25th
and 75th percentile of data, and the red crosses are outliers.
the loss of detail visibility and the change in the magnitude of the detail visibility. The
loss of detail visibility refers to the T ∗(Yi) > 1 > T ∗(Li) case in equation (6.9) and
describes the situation in which details have been visible in the HDR image but are
not perceivable in the tone mapped image. To measure the change in the magnitude
of detail visibility we analyze the areas in which the details are visible both in the
HDR and in the tone mapped image and the analysis refers to the T ∗(Yi)−T ∗(Li) case
in equation (6.9). The average decrease and increase of the visibility are calculated
separately. Following [Yoshida et al. 2005], we further split the analysis into the dark
and bright image areas. To segment these areas, we assign 33% of the darkest pixels in
an image to the dark area, and 33% of the brightest pixels to the bright area. The results
are summarized in Figures 6.5 and 6.6. The results of the increase in detail visibility
are not shown because they can be only observed for the gradient domain compression.
The analysis of Figure 6.6 indicates that the dynamic range compression and the change
in luminance levels lead to a decreased perception of details in case of all operators.
The magnitude of change, however, is in most cases below 1 JND. This means that
the loss of detail visibility, largely observed in Figure 6.5, is unlikely caused by the
stark luminance range compression, but rather even a minor compression causes the
magnitudes of details to drop below the visibility threshold. This would suggest that
a minimal correction is sufficient to restore the visibility. The detail preserving tools
implemented in local tone mapping methods seem to perform well in bright image ar-
eas, however the dark image areas are often not well reproduced with the exception
of the gradient domain compression and the adaptive logarithmic mapping. Notably,
the adaptive logarithmic mapping, which is a global operator, preserves details ex-
ceptionally well in dark image areas. This advantage comes at the cost of a slightly
higher loss of details in bright areas. The lightness perception tone mapping performs
on par with other local methods, being slightly advantageous in the bright image ar-
eas. The gradient domain compression is particularly interesting, because the results of
this detail preserving method indicate both the increase and decrease in detail visibility
while at the same time the visibility of any details is not lost. Such behavior indicates
good performance of the contrast transfer function which attenuates large contrasts and
increases the small ones as explained in Section 2.5.4.
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Figure 6.5: The influence of various tone mapping operators on the loss of the details
visibility. The analysis are split into dark (left) and bright (right) image areas. The
percentage denotes the part of the dark/bright image area in which details have been
visible in the HDR image but are not perceivable in the tone mapped image.
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Figure 6.6: The average decrease of the magnitude of details visibility caused by the
analyzed tone mapping operators. The analysis are split into dark (left) and bright
(right) image areas. The average is calculated over the parts where details are visible
both in the HDR and in the tone mapped image. 0 denotes no change in visibility and
1 JND denotes a visible change.
Overall, the better performance of the global tone mapping operators in the analysis of
Global Contrast Change is not surprising. However, the performance of the algorithms
in terms of Detail Visibility Change is very unstable across the test images and there
is no obvious winner of the evaluation. Interestingly, the enhancements required to
improve the results do not necessarily need to be strong. While the discovery of a new
universal operator seems unlikely, our analysis motivates the development of enhance-
ment algorithms that could restore the missing information in tone mapped images
based on their HDR originals. Such enhancements can be obtained using colors [Smith
et al. 2006] or carefully shaped countershading profiles as explained in Chapter 7.
6.4 Conclusions
Based on experience and conclusions from previous work we identified two major dis-
tortions introduced to luminance while tone mapping: Global Contrast Change and
Detail Visibility Change. To our knowledge, we present the first objective perceptual
metric for the measure of contrast distortions between an HDR image and its LDR
depiction. To construct these metrics, we extended the transducer function to handle
HDR luminance levels. We analyzed selected tone mapping operators using our met-
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rics and we provided an indicative characterization of these operators in terms of global
contrast and detail preservation in dark and light regions. Since only luminance val-
ues are evaluated by our distortion metrics, their application is most suitable for the
luminance-based subset of tone mapping operators. Our techniques for distortion de-
tection and magnitude evaluation can be used with other methods of perceived contrast
enhancement [Calabria and Fairchild 2003, Smith et al. 2006], including luminance
manipulation at contrasting edges – an enhancement method exploited in Chapter 7.
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Chapter 7
Restoration of Lost Contrast
Successful comprehension of observed images and scenes depends on our ability to
distinguish their features. Human vision identifies scene features through the appar-
ent contrasts that they create within their context. Well visible contrasts facilitate the
recognition of objects in a scene, identification of their texture, understanding of their
spatial distribution, and the ability to judge brightness between adjacent and distant
areas. Together, these features directly influence people’s assessment of overall image
quality [Janssen 2001]. Therefore, a well pronounced rendition of perceived contrasts
is an important goal of computer graphics algorithms which process visual informa-
tion. Unfortunately, often this goal is not achieved due to either technical limitations or
poor input data. In tone mapping for instance, the insufficient capabilities of displays
require reduction of the dynamic range in images, which inevitably leads to attenuation
of contrasts and loss of visual information as shown in Chapter 6. In rendering on the
other hand, poor design of illumination or bad shading algorithms produce low con-
trast images in which comprehension of scene content is strongly confined [Luft et al.
2006].
In this chapter we are concerned with the problem of communicating contrasts in im-
ages that suffered from contrast degradation with respect to their original. In case
of a tone mapped image, the original is its source High Dynamic Range (HDR) ver-
sion. Such HDR images can be captured with HDR cameras, using multi-exposure
techniques, or obtained in many rendering application in particular in realistic image
synthesis and lighting simulation as explained in Chapter 2. Even if rendering leads
to low dynamic range images, e.g. non-photorealistic rendering, contrasts from the
depth map can be used for similar purposes [Luft et al. 2006]. Unlike in typical con-
trast enhancement tools such as histogram equalization or contrast equalization, we
do not want to change the general appearance of processed images. Nor de we try
to restore the physical contrasts in the image, especially given that most often it is
not possible due to the dynamic range restrictions. Instead, we propose to enhance
the perceived contrasts through a gradual modulation of brightness in the vicinity of
the contrasting edge inspired by a family of known perceptual illusions [Kingdom and
Moulden 1988]: Craik, O’Brien, Cornsweet. These illusions, which we have briefly in-
troduced in Section 3.2.6, address several models of gradual darkening and lightening
of areas towards their common edge to which we in general refer as countershading
profiles. Our approach has particular advantages in that the contrast enhancement can
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be achieved within the available dynamic range, and the modifications do not change
the general appearance of an image because they are limited to areas along the edges of
the enhanced features. Furthermore, the perceived contrast may be larger than would
be normally achievable on a target display. Similar techniques have since long time
been used by artists to obtain better contrasts in paintings, as explored by Livingstone
[Livingstone 2002].
We present an image processing tool that creates countershading profiles for an image
to enhance perceived contrast of features degraded with respect to the original. Our
tool can be considered as a generalization of unsharp masking – an image enhancement
technique which in certain cases also creates countershading profiles by overlaying the
difference of an image and its blurred version. The development of a new algorithm
is motivated by the disadvantages of the traditional unsharp masking which cannot be
applied to automatically correct individual image features. To deliver the automatic
correction with respect to a reference image, we combine the countershading algo-
rithm with a multi-resolution contrast metric. The metric measures local contrast of
features at different scales, compares the processed image to its reference, and drives
the spatial extent and the strength of countershading profiles. We first demonstrate how
to match the physical amplitude of a reference contrast with the amplitude at the pro-
filed edge, and later we adjust the amplitude according to findings in psychophysics
to reduce the perceptual difference between them. Finally, excessive countershading
profiles may become visible as halo artifacts and degrade the image quality, which in
most cases is unacceptable and in fact reduces the strength of the contrast enhance-
ment. We employ the visual detection model to estimate the maximum amplitude of a
countershading profile that is not objectionable in a given area based on the luminance
threshold, contrast sensitivity and the contrast masking effects.
We start with a review of unsharp masking and contrast enhancement techniques re-
cently used in computer graphics in Section 7.1, and we summarize relevant findings
in psychophysics in Section 7.2. Next, in Section 7.3 we present a new algorithm to
create the countershading profiles. In Section 7.4 we introduce the visual detection
model used to adjust the adaptive countershading to prevent undesired halo artifacts,
and draft the implementation in Section 7.5. Finally, we illustrate and discuss possible
applications in Section 7.6.
7.1 Previous Work
Unsharp masking [Pratt 1991] is the technique in which a Gaussian blurred image Yσ
is subtracted from its original luminance Y to create an unsharp mask that is added to
the original image with a coefficient c:
Y = Y + c · (Y −Yσ ), (7.1)
where Y is the enhanced image and σ determines the spatial extent of the Gaussian
kernel. The magnitude of the correction c needs to be adjusted by the user and all
pixels in the image are corrected with the same coefficient. However, the enhancement
happens in two dissimilar ways: through the countershading and through the reintro-
duction of features. The highest quality of correction is gained only for image features
whose scale is similar to or larger than the size of the Gaussian kernel [Neycenssac
1993], because they obtain valid countershading profiles. Small kernels, however, lead
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unsharp masking original signal
Figure 7.1: Countershading using unsharp masking gives correct results when the ker-
nel size is adjusted to the size of the feature (left). If unsharp masking is used to
enhance the contrast lost on a step edge with details, the filter models the countershad-
ing profile on the edge but also strongly amplifies all the features of a smaller scale
(right).
to sharpening effects at the edges of larger features [Neycenssac 1993] and have limited
capabilities to enhance contrast [Kingdom and Moulden 1988]. All features smaller
than the kernel size are reintroduced with a varied strength which is influenced by
their scale and the difference from the local average, as illustrated in Figure 7.1. The
noise amplification caused by such a reintroduction of the small scale features and the
sharpening artifacts at the high contrast edges can be minimized with the adaptive un-
sharp masking [Polesel et al. 2000, Ramponi et al. 1996]. Psychophysical findings,
which show that the uniform physical correction is perceived as stronger in the dark
parts of an image than in light areas, motivated the non-linear adaptive unsharp mask-
ing [Ramponi et al. 1996]. In spite of the numerous improvements to this technique,
we are not aware of any method for an automatic enhancement using individually ad-
justed kernel sizes and profile magnitudes to create the countershading profiles that are
appropriate for enhanced features without distorting other parts of the restored image.
The influence of weak contrasts on a limited comprehension of the spatial distribution
of objects in a scene has been studied by Luft et al. [Luft et al. 2006]. They show
that unsharp masking using the depth map of a scene strongly enhances the cognition
of spatial distribution of objects. Their results are very good because depth maps ex-
tract precisely the edges which outline objects in a scene and correction of these edges
improves the perception of the spatial organization. The intensity of countershading,
however, depends only on the depth relations of objects behind, and therefore unnat-
urally looking dark outlines may appear over the objects further behind in the scene.
The visual model presented here limits the countershading strength based on the ac-
tual image contents to prevent the visible degradation of images, thus limiting such
artifacts.
The loss of communicated information is also typical for tone mapping, where the con-
trasts are explicitly reduced in an HDR image to fit into the dynamic range of a display
or print. In Chapter 6 we show that, despite the different approaches to tone mapping,
each algorithm suffers from a certain amount of contrast degradation leaving space for
improvements towards the reference HDR. To better communicate lost contrast infor-
mation, fine details can be corrected with opposite colors guided by a single-resolution
local contrast metric, and the largest contrast can be restored with a segmentation based
countershading technique adjusted by a single global contrast measure [Smith et al.
2006]. Unfortunately, in such an approach all features of the intermediate size remain
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Figure 7.2: Different countershading profiles and their influence on the perceived
brightness. Plots after [Kingdom and Moulden 1988].
uncorrected and the countershading is applied to only one arbitrary edge in the image.
We propose to strongly couple the countershading with a multi-resolution local con-
trast metric and automatically correct features at various scales in a consistent manner
with the individually adjusted profiles. Further, we provide a perception model which
counteracts the objectionable halo artifacts.
A comprehensive model of the human visual system is embedded in the Visual Dif-
ferences Predictor [Daly 1993], which detects the differences between the reference
and distorted images. Such a visual model accounts for luminance masking, spatial
contrast sensitivity, and contrast masking in spatial frequency and orientation bands.
However, it is computationally expensive and therefore is often simplified in computer
graphics applications. Predicting visible rendering artifacts [Ramasubramanian et al.
1999], for instance, is successfully done with a simpler model which ignores the ori-
entation bands. We derive a similar detection model to prevent the countershading
profiles from appearing as the halo artifacts. While these models are more focused on
the near-threshold noise detection, in our context the supra-threshold effects of lower
frequencies are of more interest.
7.2 Perceptual Background of Countershading
In Section 3.2.6, we have introduced the illusion of perceived brightness difference be-
tween two adjacent surfaces of equal intensity. This difference is induced by a carefully
shaped brightness profile at the border between these surfaces – this particular exam-
ple of countershading is the Cornsweet profile. We have observed that the perceived
difference appears both on simple uniform patches, Figure 3.13, and in natural images
Figure 3.14. The latter figure illustrates also that contextual information, like shape or
perspective, articulate the effect of the illusion.
While the Craik-O’Brien-Cornsweet illusion describes only several cases, Kingdom
et al. [Kingdom and Moulden 1988] summarize a family of border profiles and their
influence on the brightness of adjacent areas. As shown in Figure 7.2, practically any
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Figure 7.3: Apparent contrast of the Cornsweet profile as a function of the peak contrast
of the profile and its width in degrees of visual angle. The straight line (red) denotes the
actual step edge (Cornsweet profile of infinite size). Plot after [Dooley and Greenfield
1977, Fig.4], contrasts given in Michelson measure.
form of countershading and the combination of them leads to a magnification of the
perceived contrast. Such profiles can be modeled using the Gaussian function in which
the amplitude and the standard deviation determine the intensity of countershading.
The modeling algorithm is technically similar to unsharp masking, and leads to alike
profiles (compare with Figure 7.1).
The informed use of such an illusion to enhance images requires, however, that the per-
ceptual properties of the profiles are well understood. Dooley and Greenfield [Dooley
and Greenfield 1977] determined the relation that gives the amplitude of a countershad-
ing profile that is required to obtain a perceptual contrast match with a step edge with
respect to a simple stimulus. Additionally, Burr [Burr 1987] observed the increase of
perceived contrast when a countershading profile is added to an existing step edge. It
has also been found that the spatial extent of a profile determines the maximum possi-
ble enhancement and has to be appropriate for the magnitude of the corrected contrast.
For instance, a Cornsweet profile of 1 visual degree can simulate an edge of up to 0.25
Michelson contrast (i.e. strong supra-threshold contrast), but further amplification of
this profile leads in fact to a decreased illusion as illustrated in Figure 7.3. As soon
as the low frequency of the profile can be independently detected, the profile is clearly
distinguished at an edge and the increase in the amplitude has no effect on the per-
ceived contrast [Burr 1987]. This suggests that the contrast enhancement using the
countershading profiles should be guided by a visual detection model. Finally, the illu-
sions created by the spatially larger profiles are not affected by an additive noise [Burr
1987], thus the countershading profiles applied to the differently textured areas give
consistent effects.
The strength of the perceived contrast enhancement due to countershading is influ-
enced by visual cues. In particular, a contextual hint that the countershading profile
results from a difference in the illumination of two surfaces, possibly confirmed by the
perspective information, almost doubles the strength of the effect [Purves et al. 1999].
This is confirmed by the success of the Luft et al. [Luft et al. 2006] approach, in which
objects separated by different depths are likely to be differently illuminated as well.
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In contrary, the confidence that a profile is a feature of the surface reflectance signif-
icantly reduces the illusion. These observations, especially related to the larger scale
contrasts, cannot be explained by the receptive field properties of the lower order vi-
sual neurons, or by the fact that both the step edge and the countershading profile have
almost the same frequency characteristics when normalized by the contrast sensitivity
function [Kingdom and Moulden 1988].
While the early explanations of the Cornsweet effect are based on threshold sensitivity,
the illusion is clearly supra-threshold and in fact a consistent theory explaining all
experimental findings has not been found so far. Our decision to use the modified supra-
threshold sensitivity [Dooley and Greenfield 1977] is motivated by the fact that this
model explains well the results of the experiments which measure the apparent contrast,
including the supra-threshold effects, of up to 0.7 in Michelson measure. Clearly, the
visual cues strongly articulate the effect [Purves et al. 1999], but even if an appropriate
model was available, it would require a robust decomposition into illumination and
reflectance which practically is only possible in image synthesis.
7.3 Image Processing for Countershading
We develop a method that creates the countershading profiles to enhance the perceived
contrasts of edges in the restored (input) image that are less pronounced than the cor-
responding contrasts in the specified reference image. We identify such edges in the
restored image by comparing it to the reference image using the multi-resolution local
contrast metric. Guided by the metric, we create the profiles from the sub-band compo-
nents such that the profiles are individually adjusted to the corrected features without
distorting information that has been well preserved from the reference.
7.3.1 Multi-resolution Local Contrast Metric
We use a metric which measures the physical local contrast at several frequency bands
in a similar manner to Peli [Peli 1990]. We decompose an image into a Gaussian pyra-
mid, in which each lower level is filtered by a 5×5 kernel and its resolution is halved
as described in [Burt and Adelson 1983]. Such a decomposition splits the image fre-
quencies into octaves which corresponds to the frequency separation observed for the
human visual system [Peli 1990]. Thus, on the highest level we measure the contrast of
fine details, and on the lowest level the contrasts between the major areas in the image.
The lowest level we consider is 4 pixels long in the smaller dimension, and we ignore
the base band. For each pixel at each pyramid level l, we calculate the local sub-band
contrast Cl using the formula:
Cl =
|Y −Ymean|
Ymean
, (7.2)
where Y is the luminance of a pixel at the pyramid level l and Ymean is the local mean
luminance. In practice Ymean is taken from the corresponding pixel at the lower pyramid
level. The final output of the metric is the pyramid that contains the ratios of the
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corresponding local contrasts between the input image and its reference:
Rl = min(
Cinpl
Cre fl
,1). (7.3)
In this equation, the input and reference image pair can for instance be a tone mapping
result and its original HDR image. The ratio Rl is limited to the maximum value of 1
because the detail amplification with respect to the reference is not considered.
7.3.2 Adaptive Countershading
We develop a method which selectively adds the countershading profiles to the restored
image guided by the sub-band local contrast ratio (7.3) from the metric. We start with
an observation that the addition of successive levels of the full resolution Difference of
Gaussians up to a certain level (here the example for 3 levels):
U = (Y −Yσ(1))+(Yσ(1)−Yσ(2))+(Yσ(2)−Yσ(3)), (7.4)
gives the same result as unsharp mask, equation (7.1), for this level:
U = (Y −Yσ(3)),
where σ(l) = 2l−1/
√
2 denotes the Gaussian blur at level l and Y is the luminance of
the reference image. When the terms of such a sum are further multiplied by the output
of the multi-resolution metric which locally adjusts the amplitudes of the sub-band
components:
P =
N
∑
l=1
(1− ↑ Rl)× (logY re fσ(l−1)− logY
re f
σ(l)), (7.5)
we obtain the countershading profiles P which are adjusted to match the contrasts in
the reference image. In equation (7.5) l denotes the level of the Gaussian pyramid
with N being the lowest, Rl are the contrast ratios from the metric at the selected
level, operator (↑) denotes upsampling to the full resolution, operator × is the element-
wise multiplication, and Y re fσ(0) is the luminance of the reference image. The difference
(logY re fσ(l−1) − logY
re f
σ(l)) is a sub-band component of the countershading profile at the
level l. The luminance Y and the countershading profiles P are calculated in the loga-
rithmic space. Such a coarse approximation of brightness prevents too strong darkening
which would happen in the linear space. The sub-band components are not taken from
the contrast metric, but are stored in the full resolution in order to preserve the phase
information which would be lost by the resolution reduction. The contrasts in the in-
put image are restored by adding the countershading profiles P to the luminance of the
input image in the logarithmic space.
Equation (7.5) has several good properties. The uncontrolled amplification of features
does not happen because the algorithm is adjusted to the reference image. The counter-
shading profiles are created from the reference image, because certain features might
have been lost in the input image, thus both detail enhancement and detail reintro-
duction are solved using one framework. The sharp edges of large scale features are
detected by the contrast metric at the top level and at all the levels down to the scale
corresponding to the size of these features. Therefore the countershading for such
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Figure 7.4: Countershading profile for a step edge with details (top), where the step
edge is attenuated while the details are preserved with respect to the reference. Adap-
tive countershading (bottom) recovers the smooth profile which prevents artifacts. The
unsharp mask profile is distorted by the high frequency contents of the reference edge
and exaggerates details during enhancement as shown in Figure 7.1. Unlike in our
method, unsharp masking also requires manual adjustment of the spatial extent and the
amplitude of the profile.
edges is progressively composed from the sharp components and the components with
a larger spatial extent. This is illustrated in Figure 7.4 along with a comparison to the
traditional unsharp masking.
At this stage, the multi-resolution contrast metric assures that the physical contrast of
the features in the image restored with the countershading profiles are equal to their
physical contrast in the reference image.
7.3.3 Saturation of Profiles
Countershading profiles may increase or decrease luminance values beyond the avail-
able dynamic range and cause the saturation to black or white, removal of details, and
clearly reveal the presence of a profile. Therefore, the parts of the profile that correct
beyond the available range have to be attenuated, as shown in Figure 7.5. The atten-
uation is performed successively starting from the lowest frequency sub-bands, and
separately for the darkening and the lightening parts of the profiles. Each sub-band
component is attenuated so that the restored image plus the countershading profiles
does not exceed the dynamic range. We motivate our bottom-up approach with the
fact that the saturation is mostly caused by the much larger amplitudes of the low-
frequency components. Although the strength of the contrast enhancement is reduced
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dynamic range limit countershading clipped countershading
Figure 7.5: Countershading may exceed the dynamic range limit and cause clipping:
the profile is then distorted and fine details are removed (left). Successive attenuation
of a profile retains all details and as much of the profile as possible (right).
in such case, the asymmetric profiles still increase the perceived contrast, as shown in
Figure 7.2, and the degradation of the restored image is prevented.
7.3.4 Natural Image Statistics
One aspect evident in the analysis of Cornsweet [Dooley and Greenfield 1977], is that
strong contrasts cannot be corrected with small profiles. However, according to find-
ings in natural image statistics [Bovik et al. 2000], the average amplitudes of frequen-
cies in images tend to decay as a power function, being large for low frequencies and
small for high frequencies. Such a phenomenon is known as the power law for the am-
plitude of frequencies. This observation assures that in the context of natural images
we are highly unlikely to encounter the necessity to correct a very high contrast with a
small profile.
7.4 Perception of Countershading Profiles
The countershading profiles modulate physical contrasts at edges in an image in or-
der to increase the perceived contrasts between features. However, as soon as the low
frequency of a profile can be independently detected, the whole profile is distinguish-
able at an edge, and the increase in the profile amplitude has no further effect on the
perceived contrast [Burr 1987]. To counteract such situations, we develop a visual de-
tection model which assures that the sub-band components of profiles remain below
the objectionable amplitude.
We use a model which explains the behavior of the Cornsweet illusion with a good ac-
cordance to the perceptual experiments which match the apparent contrast of a profile
with the contrast of a step edge [Dooley and Greenfield 1977]. The model is based on
a spatial contrast sensitivity function (CSF), but its sensitivity to the frequencies varies
with the amplitude of a profile, as shown in Figure 7.6. It therefore estimates the ampli-
tude thresholds above which the components of the profile become individually visible
and render a much weaker Cornsweet illusion with objectionable halo artifacts. This
model, however, analyzes single Cornsweet profiles on a uniform 2D background and
it may be too conservative for natural images. The contrast masking effect, explained
in Section 3.2.3, suggests that in areas which already contain features of certain spatial
and orientation characteristics, the acceptable amplitude of the profile may be higher
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Figure 7.6: Contrast sensitivity function for the threshold effects and the supra-
threshold model of tolerance to the magnitude of sub-band components of the Corn-
sweet profile added to an existing step edge of Michelson contrast m. Vertical lines
denote frequency ranges of sub-bands at pyramid levels numbered in the top.
if the profile is composed of signals with similar characteristics. Such a selectivity of
independent visual channels fits well to our multi-resolution contrast analysis which
uses filter banks motivated by the visual channels in human perception. We therefore
improve the model by accounting for this strong effect in human perception.
An important insight from [Dooley and Greenfield 1977], shown in Figure 7.6, is that
the sensitivity to the higher frequencies in the Cornsweet profile and in the step edge
is similar which justifies our approach to equal the contrast at the profile edge to the
contrast of the feature edge.
We take a standard approach to modeling visual detection models which we have
briefly introduced in Section 3.2.4. In such a model we combine three effects typical
to human vision: luminance masking, spatial contrast sensitivity and contrast masking.
For the sub-band component at level l of our pyramid representation, the maximum
amplitude of a profile ∆Y expressed in luminance is calculated as follows:
∆Y = tvi(Ymean)
cs fl ·masking(Cl ,Ymean), (7.6)
where Ymean is the local mean luminance in the sub-band (considered as the adapting
luminance) and Cl is the sub-band contrast at the level l. tvi is the threshold versus
intensity function [CIE 1981], cs fl is the relative loss of contrast sensitivity for the
spatial frequency band l [Daly 1993], and masking describes the contrast masking at
the given contrast Cl . The ∆Y is calculated for each pixel at the sub-band level l.
The threshold versus intensity function tvi describes the luminance masking effect, ex-
plained in Section 3.2.1, by giving the minimum luminance change which is visible at
the adapting luminance level. While tvi describes the thresholds for a patch shown on
a uniform background, the human visual response to complex images varies depending
on the frequencies of the components. Our sensitivity to the contrast at a given spatial
frequency is described by the contrast sensitivity function (CSF), which we give in Sec-
tion 3.2.2. In practice, the CSF function increases the luminance thresholds estimated
by tvi for very high and low frequencies.
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In our model, however, instead of using the typical CSF which describes the detection
thresholds, we use the function given in [Dooley and Greenfield 1977, Fig.6] which
determines the tolerable amplitudes of the countershading profiles and also accounts
for the increase in sensitivity to low frequencies when a profile is added to an existing
edge of Michelson contrast m. Due to the lack of an equation, we provide a fit based
on the normalized CSF [Daly 1993]:
cs fl(m) = cs f 0.74−0.83·m0.35l (7.7)
This function replaces cs fl in equation (7.6) for levels l with frequencies lower than the
frequency of peak sensitivity ≈ 5cpd. Since in the original publication this relation is
expressed using Michelson contrast, for compatibility we recalculate here our contrast
measure C. The plot is given in Figure 7.6.
Signals added to textured areas are harder to perceive than if added to uniform areas. In
Section 3.2.3, we have shown that the existing contrasts in an area mask the contrast of
the introduced signal. Contrast masking elevates the detection threshold as a function
of the local sub-band contrast Cl in the corrected image:
masking(Cl ,Ymean) = max
(
1,(
Cl
TC(Ymean)
)0.7
)
, (7.8)
where TC is the threshold contrast for the local mean luminance level Ymean, and
TC(Ymean) =
tvi(Ymean)
Ymean
.
Contrast masking is modeled by a power function with a typical exponent 0.7 [Daly
1993], which increases the thresholds as soon as the local sub-band contrast is greater
than the threshold contrast. Contrast masking is normally considered within the fre-
quency band and the orientation band [Daly 1993]. We ignore the orientation bands
due to the high computational costs. In case of the low frequencies, the introduced pro-
file in our case has the same orientation as the existing signal (corrected edge) which
gives a strong masking effect.
The maximum tolerable amplitude of the profile ∆Y from equation (7.6) sets the limit
for the amplitude of the sub-band component of the countershading profile at the given
location.
7.5 Implementation
The adaptive countershading algorithm restores the degraded image Y inp with respect
to its reference Y re f and outputs an enhanced version of Y inp. The algorithm operates
only on luminance values. To process a color image, the RGB channels are converted
to Yxy color space and reverted back to RGB with an enhanced luminance channel Y.
We clip the colors that are mapped out of the sRGB gamut after processing. Nonstan-
dard references, such as depth maps, may be directly used instead of contrast ratios R.
However, such ratios have to be manually scaled to reasonably guide the strength of
the contrast enhancement.
The algorithm outline is given in Figure 7.7. The process is fully automatic given the
reference image Y re f or arbitrary data passed as the contrast ratios R. Initially, the
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Adaptive Countershading(Y inp,Y re f )
1 Cinp = contrasts pyramid(Y inp)
2 Cre f = contrasts pyramid(Y re f )
3 PC = profile components(log10(Y re f ))
4 P = 0 // countershading profile
5 n = log2(min(width,height))
6 for l := n..1
7 R(l) = Cinp(l)/Cre f (l)
8 AR = 1−min(1,R(l))
9 AS = saturation limit(log10(Y inp)+P,PC(l))
10 AV = visual model limit(Y inp,Cinp(l),PC(l))
11 P+ = PC(l) ·upsample(min(AR,AS,AV ))
12 RESULT = 10(log10(Y inp)+P)
Figure 7.7: Pseudocode implementation of adaptive countershading for contrast
restoration in a tone mapped HDR image.
“contrasts pyramid” function measures local contrasts in the input images at different
resolution levels as described in Section 7.3.1. Then the “profile components” function
calculates the sub-band components of the countershading profiles which are used in
equation (7.5). The main loop in lines 6-11 builds the countershading profiles P from
the sub-band components PC. For each spatial location at the resolution level l, we
calculate the desired and the maximum allowed amplitudes of the sub-band component
PC(l) of the profile. AR is the desired amplitude of the profile component which would
match the original contrast. AS is the maximum amplitude of the profile component
which does not saturate the input image enhanced by already calculated profiles P,
and AV is the maximum amplitude of the profile that cannot be detected in the image,
equation (7.6). In line 11, the countershading profile P is enhanced with the new sub-
band component at the magnitude required to match the original contrast AR, but not
larger than AS and AV . The resolutions of AR,AS,AV correspond to the resolution of
the local contrast metric at the given level, and the profile components are in the full
resolution of the restored image. The result of the process is the input image Y inp
modulated by the calculated countershading profiles P.
The visual model, embedded in the “visual model limit” function, assumes an sRGB
display and requires that the image frequencies are calculated in cycles per degree of
visual angle which depend on the screen resolution and the viewing distance. The
results in Section 7.6 are obtained for the resolution 1280× 1024 viewed from the
distance of 1.5× the screen height. An enhancement of a 1Mpx image requires about a
minute on a modern PC. The bottleneck of the algorithm are the convolutions, three are
calculated per pyramid level: to measure the contrasts in Y re f , contrasts in Y inp, and to
calculate the components of P. A linear filter is used for upsampling.
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(a) reference image, DR=2.2 (b) tone mapped image, DR=1.6
(d) unsharp masking of tone mapped image, DR=1.6(c) countershading of tone mapped image, DR=1.6
(e) countershading profiles
Figure 7.8: Test pattern for the contrast restoration by adaptive countershading. DR
describes the dynamic range in log10 units of luminance. In the image (e), the blue
countershading profiles darken the image and red lighten, their intensity corresponds
to the profile magnitude. The right patch in (e) obtained no lightening because of the
dynamic range limit. Refer to Section 7.6 for details.
7.6 Results and Applications
We first demonstrate adaptive countershading on a test pattern, Figure 7.8. The refer-
ence image (a) contains a textured background and two textured patches. After the tone
mapping (b), the texture of the right patch has been preserved, while the textures of the
background and the left patch have been attenuated. Also, the contrast between both
patches and background has been attenuated. Thus the left patch illustrates global tone
mapping and the right one local. The goal of the correction is to restore the contrast
between the patches and the background, to restore the visibility of the textures in the
background and the left patch, to assure that the texture of the right patch is not empha-
sized and that objectionable halo artifacts do not appear. The image (a) spans the full
dynamic range and in the images (b,c,d) the dynamic range is artificially limited for
demonstration purposes. The countershading (c) visibly enhances the contrasts com-
pared to the tone mapped image (b). The texture details of the background and the left
patch are restored to almost the same level as in the reference image (a). The contrast
and the brightness of the right patch have also improved, although it cannot match the
reference due to the dynamic range restrictions. The details of the right patch remain
unchanged, which is confirmed in the map (e). Unsharp masking with the spatial extent
and the magnitude manually adjusted for correction of the patch to background con-
trast is shown in image (d). The image is visibly enhanced, however, when compared
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countershading of tone mapped image
tone mapped image unsharp masking of tone mapped image
countershading profiles
Figure 7.9: Image tone mapped using the contrast equalization [Mantiuk et al. 2006]
(top/left) and restored by adaptive countershading (bottom/left). The restored image
better communicates the brightness relations and the depth in the image. (top/right)
shows unsharp masking with parameters set manually to equal dominant countershad-
ing profile. Although overall enhancement of unsharp masking is impressive, the
changes are hardly controllable and modify the style of the image.
to the reference (a), the background and the right patch details have clearly too strong
magnitude. The undesired halo is well visible in the right patch where also some areas
became saturated.
7.6.1 Post Tone Mapping Restoration
In Chapter 6 we observe that tone mapping inevitably leads to the attenuation of con-
trasts and loss of visual information with respect to the original HDR, because the
insufficient capabilities of displays require the reduction of dynamic range in HDR im-
ages. In Figure 7.9 an HDR image has been tone mapped with a contrast equalization
technique [Mantiuk et al. 2006] to reveal the details. Unfortunately, the result does not
depict any more the strong brightness difference between the clouds and the building
which is very apparent in the original image. This has been detected by the multi-
resolution contrast metric and corrected with the appropriate countershading profiles to
reintroduce the brightness difference. After the enhancement, the overall appearance
of the tone mapped image including the fine details is not changed. Such a correction
is not possible with unsharp masking, although the size and the magnitude of the blur
in the mask has been manually adjusted according to the metric data. The reason is
that the larger kernel, which is required for this correction, amplifies details so strong
that the countershading effect disappears. Another example is shown in Figure 7.10,
where an HDR image has been tone mapped with the logarithmic mapping [Drago et al.
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tone mapped image
countershading of tone mapped image
countershading profiles
Figure 7.10: Image tone mapped using logarithmic mapping [Drago et al. 2003] (top)
and restored using adaptive countershading (middle). Subtle changes to the image
bring back the contrast at the horizon and the details, but do not change the style of the
image. Image courtesy of SpheronVR.
2003]. After using this global operator, some cloud details in the sky are not visible
any more, the area around the sun becomes almost isoluminant, and much contrast has
been lost in the horizon area. This is automatically restored with the adaptive coun-
tershading and the style of the particular tone mapping algorithm is not changed. In
both examples the halo artifacts are not disturbing even though a stronger correction
was allowed by the visual detection model in Figure 7.9 because of the masking by
the clouds. Figure 7.11 illustrates tone mapping of an HDR image with two different
techniques. The global operator (a) preserves well brightness relations between lit and
shadowed image areas but looses the texture due to a large dynamic range compres-
sion. The local operator (b) equalizes all contrasts in the image so that all information
is preserved from the original HDR. However, since both lit and shadowed areas are
very detailed, there is not enough dynamic range left to depict the shadow boundaries.
The brightness relations between image parts are not pronounced. The adaptive coun-
tershading automatically restores missing image features in both tone mapping results,
rendering a rich image which preserves the original look of each of the operators.
7.6.2 Adaptive Depth Sharpening
Unsharp masking using the depth map of a scene strongly enhances cognition of the
spatial distribution of objects [Luft et al. 2006]. We obtain a similar enhancement using
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(b) contrast equalization tone mapping
(a) global tone mapping
tone mapped image countershading result countershading profiles
tone mapped image countershading result countershading profiles
Figure 7.11: An HDR image tone mapped with two different techniques: global op-
erator [Reinhard and Devlin 2005] and contrast equalization [Mantiuk et al. 2006].
Adaptive countershading automatically restores the visibility of texture details in the
globally tone mapped image. The shadow boundaries, which became weak after the
contrast equalization tone mapping, are automatically enhanced by adaptive counter-
shading so that the brightness relations between the image areas can be well recognized.
Note that the particular style of the tone mapping operator remains unchanged.
the adaptive countershading by measuring the relation of a depth map of an image to a
uniform map in place of the contrast ratios R in equation (7.3) and by using the depth
map instead of the reference luminance in equation (7.5). In our approach, Figure 7.12,
the intensity of countershading does not only depend on the depth relations of objects,
but is also guided by the visual model which prevents the appearance of unnaturally
looking dark outlines over objects further behind in the scene. The visual model limits
the countershading strength based on the actual image contents and prevents visible
degradations.
7.7 Conclusions
Based on findings from psychophysics, we have explained how to enhance contrast in
images using the Craik-O’Brien-Cornsweet illusion in a controlled way by employing
the multi-resolution local contrast metric to guide the strength of enhancement and the
visual detection model to prevent the appearance of objectionable artifacts. Counter-
shading in most cases cannot be expected to restore the original contrast of the refer-
ence, however the enhancement is well visible when profiles are well adjusted and are
7.7. CONCLUSIONS 101
(a) original image (b) depth map
(d) unsharp masking of depth(c) countershading of depth
Figure 7.12: Poor design of illumination in the scene results in a “flat” look of the
image (a). Countershading using depth information (b) enhances cognition of the spa-
tial distribution of objects in the scene (c). The visual models limits the appearance of
countershading as halo artifacts. Unnaturally looking dark outlines may appear over
objects further behind in the scene if only depth relations are considered, image (d)
from [Luft et al. 2006]. Image and depth data from [Scharstein and Szeliski 2003].
masked by image contents.
We have presented an image processing tool to create countershading profiles which
are individually and automatically adjusted to enhance selected image features that
require such correction when compared to the reference. The same framework is also
able to reintroduce lost contrast information. We have demonstrated how it can be used
to enhance images using their HDR originals or the depth information as the reference.
Comparing to the results of traditional unsharp masking, the enhanced images better
communicate information through contrast while the overall appearance is not distorted
and the enhancement is achieved within the available dynamic range.
This research direction can be furthered by evaluating the achieved corrections in a per-
ceptual experiment. Such an experiment could measure the actually perceived strength
of the countershading enhancement in complex images for stimuli of different scales
and given a variety of contrast references.
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Chapter 8
Summary
In the following we summarize the contributions of this thesis, draw conclusions, and
we end with an outlook on future work.
8.1 Conclusions
The continuing interest of this dissertation was to approach various aspects of tone
mapping with a strong emphasis on human visual perception. Through this interdisci-
plinary point of view, the several methods presented in this thesis successfully improve
and evaluate the fidelity of tone mapping.
By approaching the human visual system as a black box we have identified the per-
ceptual effects which significantly contribute to the appearance of scenes and included
them in real-time tone mapping with a minimal overhead. These effects are simulated
according to known behavior of human visual system with respect to the absolute lu-
minance levels in a scene. This leads to an increased level of realism in the depiction
of dynamic HDR contents particularly in applications for HDR video playback or real-
time realistic image synthesis. Such effects convey the subjective impression of ap-
pearance of night scenes and bright light sources which normally is not communicated
on standard displays.
The appearance of natural images is influenced by both sensory and cognitive pro-
cesses. The knowledge acquired from perception theories lets us design a computa-
tional model of the anchoring theory to obtain accurate reproduction of HDR image
appearance in terms of lightness. We demonstrated the application of the model to
tone mapping, including difficult examples that are not well handled by other algo-
rithms, and we validated the fidelity of its reproduction by successfully simulating the
appearance of known perceptual illusions.
Psychophysical models of contrast perception let us investigate the quality of tone map-
ping in terms of communicating original HDR contents. Such an objective evaluation
gives a perceptually meaningful ranking without the burden involved in evaluations
with human subjects, and furthermore permits the study of underlying reasons for bet-
ter visual performance of some algorithms over others. The output of our metric can
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be further used to guide the restoration processes.
The perceptual illusions of contrast inspired us to exploit the possibility of strong per-
ceived contrast enhancement within the available dynamic range. Our adaptive coun-
tershading can automatically fix any imperfections of an arbitrary tone mapping result
through the use of such illusions even if the numerical result is well optimized. Our
technique generalizes unsharp masking, a common enhancement tool in photography,
by enabling a selective enhancement of image features of various sizes with no manual
intervention. Finally, the known characteristics of human perception of contrasts let us
build a supra-threshold visual detection model which assures that our enhancements do
not introduce objectionable visual artifacts.
The results of presented methods show that the merge of image processing with knowl-
edge of human visual perception can deliver an improved fidelity when depicting HDR
contents on displays with limited capabilities. Although the contrast and luminance
range of consumer displays grows rapidly, their match to the real-world seem to be
still distant and a certain degree of tone mapping is necessary. In that sense, meth-
ods presented in this thesis may have long lasting application in the fields of computer
graphics, digital photography, video, and cinema. While many aspects of perception
have been addressed in this thesis, our work motivates further research in the area. To-
gether with this dissertation, we provide an Open Source software for working with
HDR images and video, and we hope it will promote the HDR techniques and facilitate
further developments.
8.2 Future Work
Future work in the area of HDR depiction will always be to research techniques that
produce results with an increased fidelity to the real-world. One particularly interest-
ing direction to pursue is the appearance of color. The correct reproduction of color is
in general neglected under the assumption that it is not significantly influenced by dy-
namic range reduction. However, certain findings in psychophysics, including the Hunt
effect, indicate that this is not entirely true. Also our evaluation and restoration tech-
niques could be more accurate if extended to consider visual information represented
by color.
The majority of the methods presented in this thesis is developed for static images.
Further investigation could be made, to verify if adaptive countershading and light-
ness perception model are applicable to time sequences. Particularly, the concept of
frameworks gives a unique possibility for a correct simulation of time-dependent local
adaptation. A naı¨ve approach to simulate the effect of local adaptation is to smooth the
changes of individual pixel values over time, thus simulating the luminance adaptation
of the photo receptors. For moving objects that have a significantly different lumi-
nance level than the background, this may lead to ghosting effects. In fact, the HVS
performs a tracking of moving objects of interest with smooth-pursuit eye movements,
therefore the retinal image of these objects is unchanged despite their movement on
the display. With the help of frameworks we could follow the objects and perform the
local adaptation correctly.
Finally, we recognize that certain techniques presented in the thesis could be improved.
Particularly, we would like to design a more robust estimator of luminance perceived as
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a white surface within the framework for the lightness perception model. Furthermore,
several psychophysical evaluations which are beyond the scope of this thesis would
be beneficial to the presented techniques. For instance, the evaluation framework uses
psychophysical models obtained for a simple stimulus to compare contents of complex
images. Although we have not noticed any incorrectness, a psychophysical validation
of the models in the new context is an important next step. Similarly, the actual strength
of countershading corrections could be verified in a study with human subjects in which
one would compare the original HDR to a restored tone mapping result. Finally, we
have presented only a limited number of enhancements made possible by our adaptive
countershading technique and we believe that this restoration framework could support
more applications.
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Appendix A
Photometric Calibration of
HDR Cameras
Ideally, in a photometrically calibrated system the pixel value output by a camera would
directly inform about the amount of light that this camera was exposed to. However,
in view of display-referred representation it has become important to obtain a visually
pleasant image directly from a camera rather than such a photometric image. With the
advance of high dynamic range imaging, however, the shift of emphasis in require-
ments can be observed. Many applications such as HDR video, capture of environment
maps for realistic rendering, image-based measurements require photometrically cal-
ibrated images with absolute luminance values per pixel. For instance, the visually
lossless HDR video compression [Mantiuk et al. 2004] is based on a model of human
vision performance in observing differences in absolute luminance. An incorrect esti-
mation of such performance due to the uncalibrated input may result in visible artifacts
or less efficient compression. The capture technologies, however, especially in the con-
text of HDR, are very versatile and a simple solution to obtain the photometric output
from all types of cameras is not possible.
In this chapter we explain how to perform the absolute photometric calibration of HDR
cameras and we validate the accuracy of two HDR video cameras for applications
requiring such calibration. For camera response estimation, we adapt an existing tech-
nique by Robertson et al. [Robertson et al. 2003] to the specific requirements of HDR
camera systems [Krawczyk et al. 2005a]. We determine the absolute photometric cal-
ibration to obtain camera output in luminance units. We compare the measurements
obtained with the absolute photometric calibration to measurements performed with a
luminance meter and discuss the achieved accuracy in the light of possible applications.
A.1 Camera Response to Light
An image or a frame of a video is recorded by capturing the irradiance at the cam-
era sensor. At each pixel of the sensor, photons collected by a light sensitive area are
transformed to an analog signal (electric charge) which is in turn read and quantized by
a controller. Such a quantized signal is further processed to reduce noise, interpolate
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i – image index
j – pixel position index
ti – exposure time of image i
yi j – pixel value of input image i at position j
I(·) – camera response function
x j – estimated irradiance at pixel position j
w(·) – weighting function from certainty model
m – pixel value from a set of possible camera output values
Table A.1: Symbols and notation in formulas for response estimation.
color information from the Bayer pattern, or enhance image quality, and is finally out-
put from a camera. The camera response to irradiance, or light, describes the relation
between incoming light and produced output value. The details of the capture process
are often unknown thus the camera response is conveniently analyzed as a black box,
which jointly describes the sensor response and built-in signal processing. In principle,
the estimation of a camera response can be thought of as reading out the camera values
for each single light quantity, although this is practically not feasible.
The camera response to light can be inversed to retrieve original irradiance value. Di-
rectly, the inverse model produces values that are only proportional (linearly related)
to the true irradiance. The scale factor in this linear relation depends on the exposure
settings and has to be estimated by additional measurements.
The HDR cameras have a non-linear and sometimes non-continuous response to light
and their output range exceeds 8 bit. Our choice of the framework for response esti-
mation explained in the following section is motivated by its generality and the lack of
restricting assumptions on the form of the response.
A.2 Mathematical Framework for Response Estimation
The camera response is estimated from a set of input images based on the expectation
maximization approach [Robertson et al. 2003]. The input images capture exactly the
same scene, with correspondence at the pixel level, but the exposure parameters are
different for each image. The exposure parameters have to be known and the camera
response is observed as a change in the output pixel values with respect to a known
change in irradiance. For the sake of clarity, in this section we assume that the only
parameter is the exposure time, but in general case it is necessary to know how many
times more or less energy has been captured during each exposure. Since the exposure
time is proportional to the amount of light captured in an image sensor, it serves well
as the required factor. In the mathematical formulas below, we obey the notation given
in Table A.1 and consider only images with one channel.
There are two unknowns in the estimation process. The primary unknown, the camera
response function I, models the relation between the camera output values and the
irradiance at the camera sensor, or luminance in the scene. The camera output values
for a scene are provided as input images, but the irradiance x coming from the scene
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is the second unknown. The estimation process starts with an initial guess on the
camera response function, which for instance can be a linear response, and consists of
two steps that are iterated. First, the irradiance from the scene is computed from the
input images based on the currently estimated camera response. Second, the camera
response is refined to minimize the error in mapping pixel values from all input images
to the computed irradiance. The process is terminated when the iteration step does not
improve the camera response any more. We explain the details of the process below.
Estimation of Irradiance
Assuming that the camera response function I is correct, the pixel values in the input
images are mapped to the relative irradiance by using the inverse function I−1. Such
relative irradiance is proportional to the true irradiance from the scene by a factor in-
fluenced by the exposure parameters (e.g. exposure time), and the mapping is called
linearization of camera output. The relative irradiance is further normalized by the ex-
posure time ti to estimate the amount of energy captured per unit of time in the input
images i at pixel position j:
xi j =
I−1(yi j)
ti
. (A.1)
Each of the xi images contains a part of the full range of irradiance values coming
from the scene. This range is determined by the exposure settings and is limited by the
dynamic range of the camera sensor. The complete irradiance at the sensor is estimated
from the weighted average of this partial captures:
x j =
∑i wi j · xi j
∑i wi j
. (A.2)
The weights wi j are determined for camera output values by the certainty model dis-
cussed later in this section. Importantly, the weights for the maximum and minimum
camera output values are equal to 0, because the captured irradiance is bound to be
incorrect in the pixels for which the sensor has been saturated or captured no energy.
Refinement of Camera Response
Assuming that the irradiance at the sensor x j is correct, one can recapture the camera
output values y′i j in each of the input images i by using the camera response:
y′i j = I(ti · x j). (A.3)
In the ideal case when the camera response I is perfectly estimated, the y′i j is equal to
yi j. During the estimation process, however, the camera response function needs to be
optimized for each camera output value m by averaging the recaptured irradiance x j for
all pixels in the input images yi j that are equal to m:
Em = {(i, j) : yi j = m}, (A.4)
I−1(m) =
1
Card(Em) ∑i, j∈Em ti · x j. (A.5)
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Certainty model
The presence of noise in the capture process is conveniently neglected in the capture
model in equations (A.1, A.3). A complete capture model would require characteri-
zation of possible sources of noise and incorporation of appropriate noise terms to the
equation. This would require further measurements and analysis of particular capture
technology in the camera, thus is not practical. Instead, the noise term can be accounted
for by an intuitive measure of confidence in the accuracy of captured irradiance. In typ-
ical 8-bit cameras, for instance, one would expect high noise in the low camera output
values, quantization errors in the high values, and good accuracy in the middle range.
An appropriate certainty model can be defined by the following Gaussian function:
w(m) = exp
(
−4 · (m−127.5)
2
127.52
)
. (A.6)
The certainty model can be further extended with knowledge about the capture process.
Normally, longer exposure times, which allow to capture more energy, tend to exhibit
less random noise than short ones. Therefore an improved certainty model for input
images yi j can be formulated as follows:
wi j = w(yi j) · t2i . (A.7)
Such weighting function minimizes the influence of noise on the estimation of irradi-
ance in equation (A.2). This happens apart from noise reducing properties of the image
averaging process itself.
Minimization of Objective Function
After the initial assumption on the camera response I, which is usually linear, the re-
sponse is refined by interactively computing equations (A.2) and (A.5). At the end of
every iteration, the quality of estimated camera response is measured with the follow-
ing objective function:
O = ∑
i, j
w(yi j) · (I−1(yi j)− ti · x j)2. (A.8)
The objective function measures the error in the estimated irradiance for input images
yi j when compared to the simulated capture of the true irradiance x j. The certainty
model requires that the camera output values in the range of high confidence give more
accurate irradiance estimates. The estimation process is terminated as soon as the
objective function O falls below predetermined threshold.
The estimation process requires an additional constraint, because two dependent un-
knowns are calculated simultaneously. Precisely, the values of x j depend on the map-
ping of I and the equations are satisfied by infinitely many solutions to I which differ
by a scale factor. Convergence to one solution is enforced, in each iteration, through
normalization of the inverse camera response I−1 by the irradiance causing the medium
camera output value I−1(mmed).
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A.3 Procedure for Photometric Calibration
In the following sections we outline a step-by-step procedure for photometric calibra-
tion of HDR cameras.
Scene Setup for Calibration
The response estimation algorithm requires that each camera output value is observed
in more than one input image. Moreover, frequent observations of the value reduce
the impact of noise. Therefore, an ideal scene for calibration is static, contains a range
of luminance wider than the expected dynamic range of the camera, and smoothly
changing illumination which gives a uniform histogram of output values. Additionally,
neutral colors in the scene can minimize the possible impact of color processing in a
color camera.
When calibrating HDR cameras, a static scene with a sufficiently wide dynamic range
may not be feasible to create. In such a case, it is advisable to prepare several scenes,
each covering a separate but partially overlapping luminance range, and stitch them
together into a single image.
Capture of Images for Calibration
Input images for the calibration process capture exactly the same scene with varying
exposure parameters. A steady tripod and remote control of a camera are essential
requirements. A slight out-of-focus reduces edge aliasing due to sensor resolution and
limits potential sharpening in a camera, thus makes the estimation process more stable.
HDR cameras often do not offer any adjustment of exposure parameters or available
adjustments are not bound to have a linear influence on captured energy. The aperture
value cannot be changed to adjust the exposure, because it modifies the depth-of-field,
vignetting, and diffraction pattern, thus practically changes the scene between input
images. Instead, the optical filters, such as neutral density (ND) filters, can be mount
in front of the lens to limit the amount of irradiance at the sensor at a constant exposure
time. The ND filters are characterized by their optical density which defines the amount
of light attenuation in logarithmic scale. In the response estimation framework, such
optical density can be used to calculate a simulated exposure time of captured images:
ti = t0 ·10Di , (A.9)
where ti is simulated exposure time of image i captured through an optical filter of
density Di calculated with respect to the true exposure time t0. If t0 is not known from
the camera specifications, it can be assumed equal to 1. One should make sure that
the optical filters are spatially uniform and equally reduce the intensity of all captured
wavelengths.
Following the analysis in [Grossberg and Nayar 2003], it can be suggested to acquire
two images that are exposed similarly and one that is considerably different. Addi-
tionally, when calibrating a video camera one may capture a larger number of frames
for each of the exposures. Such a superfluous number of input images will reduce the
influence of image noise on the response estimation.
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Figure A.1: Cameras used in our experiment: HDRC VGAx (lower left), Silicon Vision
Lars III (center), Jenoptik C14 (lower right), and Minolta LS-100 luminance meter
(top).
Absolute Photometric Calibration
The images of the calibration scene are input to the estimation framework from Sec-
tion A.2 to obtain a camera response. For an RGB or multi-spectral camera, the cam-
era response has to be estimated for each color channel separately. Here, we assume
that a camera captures monochromatic images with spectral efficiency corresponding
to luminance. In case of an RGB camera, an approximation of luminance Y can be
calculated from color channels using RGB to XYZ color transform.
The relative luminance values obtained from the estimated response curve are linearly
proportional to the absolute luminance with a scale factor dependent on the exposure
parameters and the lens system. Absolute calibration is based on the acquisition of a
scene containing patches with known luminance Y . The scale factor f is determined
by minimizing relative error between known and captured luminance values:
Y = f · I−1(m). (A.10)
A.4 Example Calibration of HDR Video Cameras
We demonstrate photometric calibration of two HDR video cameras: the Silicon Vi-
sion Lars III camera and the HDRC VGAx camera. For comparison purposes we also
include the Jenoptik C14 – a high-end, CCD based LDR camera (see Figure A.1). The
Lars III sensor is an example of a locally auto-adaptive image sensor [Lule´ et al. 1999]:
the exposure is terminated for each individual pixel after one out of 12 possible ex-
posure times (usually powers of 2). For every pixel, the camera returns the amount
of charge collected until the exposure was terminated as a 12-bit value and a 4-bit
timestamp. The HDRC sensor is a logarithmic-type sensor [Seger et al. 1993] and the
camera outputs 10-bit values per pixel [Hoefflinger 2007].
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Figure A.2: Three scene setups for the estimation of response curves (tone mapped for
presentation). The histogram shows the luminance distribution in the stitched images
for acquisition without filter, and using ND filters with ×1.5 and ×10 optical density.
This setup covers 8 orders of luminance magnitude.
Estimation of Camera Response
To cover the expected dynamic range of calibrated cameras, we acquire three scene
setups with varied luminance characteristic (see Figure A.2): a scene with moderate
illumination, the same scene with a strong light source, and a light source with reflector
shining directly towards the cameras. Stitching these three images together yields an
input for the response estimation algorithm covering a dynamic range of more than
8 orders of magnitude. Each scene setup has been captured without any filter and with
a ×1.5 ND filter and a ×10 ND filter. The response of C14 camera was estimated using
a series of 13 differently exposed images of a GretagMacbeth ColorChecker.
The estimated responses of the three cameras are shown in Figure A.3. The certainty
functions have been modeled using equation (A.6) such that maximum confidence is
assigned to the middle of operational luminance range and limits to zero at the camera
output levels dominated by noise. A single response curve has been estimated for
the monochromatic Lars III camera and separate curves have been determined for the
three color channels of the other cameras. As we had access to the raw sensor values
of the HDRC camera before Bayer interpolation, we estimated the response curve for
each channel directly from corresponding pixels in order to avoid possible interpolation
artifacts.
Figure A.3 shows that the response curves of the two HDR cameras both cover a con-
siderably wider range of luminance than the high-end LDR camera that covers a range
of about 3.5 orders of magnitude. The different shapes of the HDR response curves are
caused by their respective sensor technology and the encoding. The logarithmic HDRC
VGAx camera has the highest dynamic range (more than 8 orders of magnitude), but
an offset in the A/D conversion makes the lower third of the 10-bit range unusable.
The multiple exposure values of the locally auto-adaptive Lars III camera are well vis-
ible as discontinuities in the response curve. Note that the luminance range is covered
continuously and gaps are only caused by the encoding. The camera covers a dynamic
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Figure A.3: The estimated response curves and corresponding weighting functions
from the certainty model (value 1.0 represents the full confidence in capture accuracy,
0.0 represents no confidence). The peaks of the weighting functions are centered at the
middle of the operational range of each camera.
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Figure A.4: The results of absolute calibration. The estimated response curves were
fitted to the measurements of 6 gray patches of GretagMacbeth ColorChecker chart
under 6 different illumination conditions.
range of about 5 orders of magnitude. Noise at the switching points between exposure
times is well visible.
Results of Photometric Calibration
The inverse of the estimated responses convert the camera output values into relative
luminance values. To perform an absolute calibration, we acquired a GretagMacbeth
ColorChecker chart under 6 different illumination conditions. The luminance of the
gray patches was measured using a Minolta LS-100 luminance meter yielding a total
of 36 samples and an optimal scale factor was determined for each camera. The ac-
curacy of the absolute calibration for the 36 patches can be seen in Figure A.4. The
calibrated camera luminance values are well aligned to the measured values proving
that the response curve recovery was accurate. To quantify the quality of the abso-
lute calibration, we calculated the average relative error for these data points. For the
HDRC camera, relative error in the luminance range of 1–10,000 [cd/m2] is 13% while
the relative error for the Lars III camera in the luminance range of 10–1,000 [cd/m2]
amounts to 9.5%. Note that these results can be obtained with a single acquisition.
Using multiple exposures, the C14 camera is capable of an average relative error of
below 7% in the range 0.1–25,000 [cd/m2], thus giving the most accurate results.
A.5 Quality of Luminance Measurement
The described procedure for photometric calibration of HDR cameras proved to be
successful, however the accuracy obtained for example HDR cameras is not very high.
Although one should not expect to match the measurement quality of a luminance
meter, still the relative error of the LDR camera is lower than of HDR cameras. Besides,
both HDR cameras keep the error below 10% only in the range of luminance that is
much narrower than their operational range. The low accuracy in low illumination is
mostly caused by noise in the camera and can be hardly improved in the calibration
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process. On the other hand, the low accuracy in high luminance range can be affected
by the calibration process: a very bright scene was required to observe high camera
output values. The only possibility to get a bright enough scene was to directly capture
a light source, but the intensity of the light source might not have been stable during
the capture and an additional noise have been introduced to the estimation process.
To improve the results, we fit the estimated response to an a priori function appropri-
ate for the given HDR sensor. Thus, for the HDRC camera we fit the parameters of
a logarithmic function y j = a∗ log(x j)+ b and for the decoded values1 of the Lars III
camera we fit a linear function y j = a∗x j +b. We compare the relative errors achieved
by the pure response estimation including absolute calibration and the function fit in
Figure A.5. The average relative error is equal to about 6% for the HDRC camera
and luminance values above 1 [cd/m2]. For the Lars III camera it is also about 6%
for luminance values above 10 [cd/m2]. Especially for high luminance values above
10,000 [cd/m2], the calibration via function fitting provides more accurate results. In
addition, the fitting approach allows to extrapolate the camera response for values be-
yond the range of the calibration scene. To verify this, we acquired an extremely bright
patch (194,600 [cd/m2]) and compared the measurement of the light meter to the cal-
ibrated response of the HDR cameras. Only the readout from the HDRC camera de-
rived via function fitting is reliable while the HDRC response curve seems to be bogus
in that luminance range. The Lars III camera reached the saturation level and yielded
arbitrary results. Likewise, this patch could not be recorded with the available settings
of the LDR camera.
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Figure A.5: Comparison of the relative errors in luminance measurement achieved by
the pure response estimation including absolute calibration and by the function fit.
1according to the data sheet, the 16-bit output value of Lars III camera is in fact a composite of a 12-bit
mantissa m and a 4-bit exponent value e; i.e. y j = m ·2e.
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A.6 Alternative Response Estimation Methods
In principle, three different approaches can be used to estimate the response of 8-bit
cameras ([Reinhard et al. 2005] provides a good survey). The method of Robertson et
al. [Robertson et al. 2003] has been selected, because of its unconstrained applicability
to varied types of sensors in cameras. For completeness, we briefly discuss here the
remaining two methods in view of possible application to photometric calibration of
HDR cameras.
The algorithm developed by Debevec and Malik [Debevec and Malik 1997] is based
on the concept that a particular pixel exposure is defined as a product of the irradi-
ance at the film and the exposure time, transferred by the camera response function.
This concept is embedded in an objective function which is minimized to determine
the camera response curve. The objective function is additionally constrained by the
assumption that the response curve is smooth, which is essential for the minimization
process. Whereas this assumption is generally true for LDR cameras based on CCD
technology, the response curve is normally not smooth in locally autoadaptive HDR
sensors. Furthermore, the process of recovering the response curve is based on solving
a set of linear equations. While the size of the matrix representing these linear equa-
tions is reasonable for 8-bit data, memory problems may occur for arbitrary precision
data typical to HDR acquisition so that extensive sub-sampling is required.
The method proposed by Mitsunaga and Nayar [Mitsunaga and Nayar 1999] computes
a radiometric response function approximated using a high-order polynomial without
precise knowledge of the exposures used. The refinement of the exposure times dur-
ing the estimation process is major advantage, however the process itself is limited to
computation of the order of the polynomial and its coefficients. The authors state that
it is possible to represent virtually any response curve using a polynomial. This fact
is true for LDR cameras based on a CCD sensor, however it is not possible to approx-
imate the logarithmic response of some CMOS sensors in this manner. Polynomial
approximation also assumes that the response curve is continuous, which depends on
the encoding.
A.7 Discussion
The ability to capture HDR data has a strong impact on various applications, because
the acquisition of dynamic sequences that can contain both very bright and dark lu-
minance (such as sun and deep shadows) at the same moment is unprecedented. Pho-
tometrically calibrated HDR contents offer further benefits. Perceptually enabled al-
gorithms employed in compression or tone mapping can appropriately simulate the
behavior of human visual system. Dynamic environment maps can be captured in real
time to faithfully convey the illumination conditions of the real world to rendering al-
gorithms. The results of global illumination solutions can than be directly compared to
the real world measurements.
We presented estimation approach for photometric calibration of HDR cameras ex-
tended with a function fit. Although the relative error achieved by the function fitting
approach is lower, the response estimation algorithm is useful to obtain the exact shape
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of the camera response and to give confidence that the chosen a priori function is cor-
rect. It can also help to understand the behavior of the sensor, especially if the encod-
ing is unknown. The low precision of the measurements in the luminance range below
10 [cd/m2] is a clear limitation which can be explained by the high noise level in the
sensors. The quality of a high-end CCD camera such as the Jenoptik C14 combined
with traditional HDR recovery algorithms still cannot be achieved consistently over the
whole dynamic range of the HDR cameras.
The function fitting approach has strong advantages in the quality of the results and
the ability to extrapolate from the calibration data. The confidence in extrapolated
measurements is however limited and the error cannot be predicted because the ex-
act shape of the response function in this range is unknown. Finally, the accuracy of
the photometric calibration is not the only important quality measure. Depending on
the application, other issues such as the quantization of the luminance values might
have an important influence on the quality of the measurements and need to be further
investigated.
Appendix B
Software
To facilitate the work with HDR we have developed a set of software tools that provide
a wide range of image and video processing functionality. The tools share a common
design pattern based on system pipes which permits to combine them in form of filters
in a processing pipeline, similar to the netpbm toolkit. Such a pipeline starts with an
input program that reads a list of images and forwards the data in a uniform manner to
the next tool. The subsequent tools can perform certain image processing operations
including cropping, rotating, and tone mapping. The last tool in the pipeline usually
stores the processed content.
The communication in the pipeline is facilitated by a generic protocol pfs whose imple-
mentation is offered as a C++ library. The protocol is also straightforward to implement
in other languages. The tools exchange data using the pipes commonly supported by
many operating systems. Such a design eases the implementation of new tools and
permits to transparently combine programs written in various programing languages
including MATLAB R©and GNU Octave scripts, Perl, Python and many others. This
is very advantageous in rapid prototyping often required in research. The design prin-
ciples, including the choice of data representation in the pipeline, are published in
[Mantiuk et al. 2007a].
The main package of the software is pfstools and it is currently extended with pfstmo
and pfscalibration. The whole software is Open Source and can be compiled on several
operating systems. It is supported by an active news-group that gathers users and de-
velopers. The HDR software code has been adopted to several new 3rd party projects.
More details and download options can be found on the project page:
http://www.mpi-inf.mpg.de/resources/pfstools/
B.1 pfstools
pfstools is the main package of the software. It implements the generic communication
protocol in the stand-alone library libpfs, and contains numerous basic image process-
ing tools including an HDR capable viewer. pfstools supports many HDR and standard
file formats including: Radiance RGBE, OpenEXR, Tiff, LogLuv, PFM, PPM, RAW
formats of digital cameras, and practically all 8-bit formats through ImageMagick R©.
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Project page:
http://www.mpi-inf.mpg.de/resources/pfstools/
B.2 pfscalibration
pfscalibration package provides an implementation of the [Robertson et al. 2003] method
for the recovery of the response curve of arbitrary cameras. Tools provided in this pack-
age can be used for photometric calibration of both off-the-shelf digital cameras and
HDR cameras as described in Appendix A, and for the recovery of high dynamic range
images from the set of low dynamic range exposures as explained in Section 2.4.1.
Project page:
http://www.mpi-inf.mpg.de/resources/hdr/calibration/pfs.html
B.3 pfstmo
pfstmo package contains implementations of the state-of-the-art tone mapping opera-
tors, including those described in Section 2.5. The implementations are suitable for
convenient processing of both static images and animations, and in the most part have
been used throughout this dissertation.
Project page:
http://www.mpi-inf.mpg.de/resources/tmo/
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