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Abstract: In this paper, an adaptive and robust unsupervised texture segmentation algorithm is proposed. One of the novelties of this proposed algorithm is to determine 
optimal sub-image size by pattern analysis and another one is optimizing segmentation process by providing the most successful representation of pattern on images. The 
realization of the algorithm consists of various stages. Firstly, the parameters of regional minima and maxima for images are obtained to extract real pattern information 
about images. In the next stage, these outputs are combined to each other to calculate the centroid of distribution of patterns. The input image and several texture analysis 
features are analyzed in the light of this pattern information. Then, the dimension reduction process is performed by the PCA with Horn's parallel analysis method before the 
data clustering is applied to the dataset. This method allows optimal representation of data after dimension reduction process. The output image is improved by subjecting 
it to various morphological operations which are called an adaptive morphological mask and the performance of the proposed algorithm is compared with other texture 
segmentation algorithms. 
 





Image segmentation is one of the most popular topics 
in the area of image processing. The general purpose of 
image segmentation provides much more understandable 
and clear outputs according to raw input images [1].  The 
image segmentation can be defined as two main headings 
such as color [2] and contour-based [3] image 
segmentation. There are some advantages and 
disadvantages of each approach according to the area of 
usage. The color-based image segmentation algorithms are 
easy to realize and they are more robust to change the 
parameter of the algorithm in contrast to contour based 
algorithms. Generally, they do not provide successful 
results at high rates when compared to contour-based 
algorithms [4]. On the other hand, contour-based 
segmentation algorithms are more complex for 
implementation, and the computation of these approaches 
takes time. In this paper, an unsupervised segmentation 
algorithm is performed and this method has been specially 
developed for texture segmentation. The texture 
information of the image is very important and it is one of 
the areas that are frequently worked in the image 
processing field [5, 6]. The definition of texture can be 
defined as a region that differs locally within an image and 
this difference should be meaningful and contain a unique 
pattern. The image texture segmentation methods should 
provide several criteria together, such as reliable, robust to 
noises and adaptable to different types of the pattern on 
images and these methods require at least preliminary 
information from users and therefore the unsupervised 
segmentation methods are preferred [7]. The proposed 
method was created in the light of that information. One of 
the sample outputs of the proposed method is shown in Fig. 
1. This hyperspectral image is received from the satellite 
and the image contains road and field information [8]. 
There are two different textures on the related image and 
signal-to-noise ratio (SNR) is 15 dB for the hyperspectral 
image. Although the textures in the hyperspectral image 
are difficult to separate even from the eye, the proposed 
method successfully separates different textures. As shown 
in Fig. 1, the proposed method gives much more successful 
and robust results and the boundaries of the roads and the 
fields are easily observable and the fuzzy c-means method, 
which is very popular among color-based segmentation 




Figure 1 (a) Input image (b) Fuzzy c-mean (c) Proposed Method (d) Boundaries 
of the proposed method 
 
This means that the sole usage of color-based 
segmentation methods for segmentation in hyperspectral 
images is inadequate; such is used in the first example. The 
application area of texture segmentation is quite varied, 
such as medical, hyperspectral and tissue images. In 
particular, the success of the texture segmentation method 
in the medical field is very important for accurate diagnosis 
or disease analysis and this is usually accomplished by 
determining the boundaries of different tissues. But, the 
success of this kind of texture segmentation algorithm is 
Mehmet Cem CATALBAS: Unsupervised Multi-Label Image and Texture Segmentation based on Optimal Feature Representation 
1276                                                                                                                                                                                                    Technical Gazette 26, 5(2019), 1275-1283 
highly related to the correct selection of initial parameters 
by users. Some of these important parameters are the 
observation screen size, which of the features to be 
extracted is important for segmentation, and the optimal 
representation of the observation space. An algorithm is 
proposed that automatically determines all the parameters 
that need to be defined by the user and does not lag behind 
other segmentation algorithms used in the literature. 
Additionally, it has been observed that the proposed 
algorithm gives successful results even for different types 
of images.  
Factorization-Based algorithm is one of the important 
texture segmentation algorithms in the literature and 
comparison of Factorization-Based Texture Segmentation 
(FTSEG) and the proposed method is shown in Fig. 2 [9].  
The estimated boundary of input image is nearly equal for 
each algorithm. Texture segmentation is performed fully 
automatically with proposed algorithm. Unlike the FTSEG 
algorithm, the user does not have to define an integration 
scale or predefined size of observation windows for this 
proposed algorithm. Thanks to these abilities, an adaptive 
and fully automatic texture segmentation algorithm is 
implemented according to the pattern in the input image. 
Proposed algorithm has the advantages of color-based 
image segmentation algorithms. Additionally, it has ability 
to solve high/mid-level segmentation problem thanks to 
adaptive combination of extracted features.  
 
 
Figure 2 (a) Input image, (b) FTSEG (c) Proposed Method 
 
 
As shown earlier, the direct usage of the clustering 
algorithm, such as k-means, k-medoids, fuzzy c-means etc. 
is not suitable for texture segmentation because the 
segmentation is performed only on the brightness values of 
the pixels. The users need more meaningful and divergent 
attributes before segmentation process.  There is a need for 
a number of pre-operations that will allow you to analyze 
the patterns on the images. There are various features and 
transformations that provide suitable information for 
texture segmentation. Some of these features and 
transformations are the following: difference of Gaussian 
(DoG), local standard deviation of the image, the entropy 
of image, range filter result of the image, Gabor transform, 
2D Fourier transform, Wavelet transform, etc. The 
remaining sections of the paper are organised as follows. 
In section 2, the extracted features from images are briefly 
explained. In section 3, clustering algorithms which are 
commonly used in the area of image segmentation are 
given. In section 4, a brief information about proposed 
algorithm is given. The results about algorithm are given 
in section 5. 
 
2 FEATURE EXTRACTION AND TEXTURE ANALYSIS 
 
In this section, the methods which are used for feature 
extraction for texture segmentation in this study are briefly 
explained. Various parameters have been calculated to 
determine the pattern in this study, such as local standard 
deviation, entropy, range in images and DoG. 
 
2.1 Local Range Filter 
 
The parameters of a local range of the image are 
calculated according to Eq. (1). The Sxy is representing the 
set of coordinates in a sub-screen size n and the center 
coordinates are i, j. The output of local range filter [10] is 
defined as R(i, j) and g(s, t) is filtered sub-image. The 
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Figure 3(a) Input image (b) The output of local range filter 
 
2.2 Local Standard Deviation Filter 
 
The parameter of local standard deviation (LSD) 
which is another texture analysis parameter is calculated as 
follows: I(i, j) is the value of the center pixel. i and j are 
represented by the coordinates of images. Local area or 
sub-images are defined by (2n + 1)(2n + 1) for LSD, (2n + 
1) = s is an integer of selected screen size. The local mean 
of the images and local variances are calculated in Eq. (2) 









k i nl j n
m i j I k l
n
++
= − = −
=
+
∑ ∑                               (2) 
( )
( )





k i nl j n




= − = −
 = − 
+
∑ ∑                (3) 
 
The term of LSD which is σx(i, j) equal to square root 
of local variances. This term gives information of 
distribution about the selected screen and is used for 
increasing the success of segmentation in this study. The 
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computation of LSD is quite easy compared to other edge 
based feature extraction algorithms.  These parameters are 
used for obtaining edge information from observation 
screen of neighborhoods. The result of LSD matrix on the 
input image is illustrated in Fig. 4. 
 
 
Figure 4 (a) Input image, (b) LSD result of input image 
 
As shown in Fig. 4, edge information or fast pixel 
value changes at the image are representing red colour on 
the heat map. This feature gives information about the 
intensity of edge on input images. 
 
2.3 Entropy Filter 
 
In addition to these,   another important feature for 
texture analysis is entropy information about the image. 
The calculation of image entropy is shown in Eq. (4) [12]. 
 
( ) ( ) ( ) ( )2( )logi i i i
i i
H x P x I x P x P x= = −∑ ∑                  (4) 
 
2.4 Adaptive Difference of Gaussian 
 
The Difference of Gaussians (DoG) is a feature 
extraction algorithm which is obtained via two blurred 
images obtained with different ratios [13]. These two 
images are subtracted with each other and info about 
intensity change is obtained as a result of this subtraction. 
This blurring process is performed with a Gaussian filter. 
The users have to define two different standard deviations 
(σ1, σ2) for filters. In literature, the ratio between these two 
standard deviations is selected as follows: σ1/σ2 = 1.6 for 
determination of optimal intensity change. However, there 
are some drawbacks to the constant selection of this 
parameter [13]. Because of this constant selection, some 
important features in the image may not be extracted. This 
parameter has to calculate adaptively according to the input 
image. The first, second   Gaussian filters and filtered 
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The DoG is obtained as shown in Eq. (9) and Eq. (10). 
 
( ) ( ) ( ) ( ) ( )1 2 1 2, , , , ,g i j g i j G i j G i j I i jσ σ − = − ∗        (9) 
( ) ( ) ( ) ( )1 2, , , ,DoG I i j G i j G i j I i jσ σ ∗ = − ∗            (10) 
 
The selection of the ratio between σ1 and σ2 as a 
constant is not suitable for all types of images. This ratio 
needs to be defined as an adaptive parameter and it needs 
to change according to input images. This kind of adaptive 
approach has been shown to increase success. The 
implementation of the adaptive difference of Gaussian 
(ADoG) is performed as shown in Eq. (9) and (10). The 
Gaussian low-pass filter and the input image are defined in 
the frequency domain as G(u, v, σ1) and I(u, v), 
respectively. The parameters of u, v are defined as 
frequency indices and the adaptive standard deviation 
parameters for the Gaussian filter are calculated as shown 
in Eq. (11) and (12). The term of En is defined as total 
energy of input image. 
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The comparative results about DoG and ADoG are 
shown in Fig. 5. As shown in the figure, the intensity 
change becomes more obvious at the result of ADoG. 
 
 
Figure 5 (a) Input Image, (b) DoG output (c) ADoG output 
 
2.5 Regional Descriptors 
 
The input image has to be divided into parts to increase 
success of texture segmentation algorithm. The users have 
to determine a sub-image or local window screen size for 
this split operation. This parameter is very important for 
most of the texture analyzing methods. This new sub-
images should represent a pattern in the real image without 
any distortion and the size of screens has to be selected 
according to this information. The adaptive selection of 
sub-image screen size is performed with two parameters 
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and these are regional minima and maxima of the input 
image. The terms of regional min and max are not similar 
to local min and max [14]. The sub-images of the input 
image are obtained by sliding windows technique and the 
screen sizes of these sub-images are changed according to 
these input patterns for each input image. The term of 
regional is related to a connected component of pixels and 
they have examined the neighborhood relations. For 
instance, the regional minima are defined as local 
minimum parts on specific region at images with usage of 
neighborhood connectivity and the opposite of this term is 
defined as regional maxima and the sample outputs are 
shown in Fig. 6. As shown in the figure below, strong 
brightness transitions on the images can be modeled as 
local information with the pattern which is contained. 
 
 
Figure 6(a) Input Image (b) Regional Minima (c) Regional Maxima 
 
The optimal sub-image screen size is selected by these 
regional maxima and minima. The regional map about 
input image is obtained as Eq. (13). 
 
( ) ( ) ( )ma max min, , ,pR i j R i j R i j= ⊕                              (13) 
 
All the points on the regional map can be defined as 
centroid and the adaptive screen size is calculated by the 
distance of centroid points. The centroid points on texture 
image are shown in Fig. 7. 
 
 
Figure 7 The map of regional pattern analysis  
 
The Euclidean distance between all centroid points is 
calculated and the median value of these distances gives 
information about optimal screen size for sub-images. In 
addition to that, these distances are changing significantly 
for different texture patterns. Even with these distances, 
texture segmentation process can be achieved with 
acceptable success. The Euclidean distance between 
centroid points and calculation of optimal screen size are 
shown in Eq. (14) and (15), respectively. The coordinates 
of centroids are defined as (cx, cy). This approach has been 
achieved in the light of information obtained by several 
experimental approaches on different types of images. 
2 2
1 1( )  ( )   i x x y yi i i id c c c c+ += − + −                             (14) 
( ) ( )iioptimal  screen size s median d=                           (15) 
 
After several operations, the adaptive screen size 
which is representing optimal pattern on images is obtained 
for texture segmentation. At the end of these processes, an 
unsupervised dimension reduction method is needed. The 
Principal Component Analysis (PCA) is suitable for this 
dimension reduction due to easy implementation and 
analysis of results. 
 
2.6 PCA and Dimension Reduction 
 
PCA was invented in 1901 by Karl Pearson. Today, it 
is mostly used as a tool for analyzing data and for making 
predictive models [15]. PCA is also generally utilized in 
image processing and computer vision area for face 
recognition, image classification, and image segmentation. 
The main advantage of PCA is representing very low 
dimensional data without loss or acceptable amount of loss.  
The process of the algorithm is as follows: 
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The covariance matrix of the observation image is 
calculated by Eq. (18).  The eigenvalues and eigenvectors 
are computed using this covariance matrix, and these 
eigenvectors and eigenvalues perform the process of 
dimension reduction and feature extraction. The main 
problem of dimension reduction algorithms is to select a 
new component size or better component representation. 
Therefore in this paper, this problem is eliminated by 
Horn’s PA method, and the optimal number of components 
is obtained via PA method. The eigenvectors of the 
covariance matrix are represented by V and the new 
component set or the result of dimension reduction is 




1 2      j jw V w w wθ Ω  = = …                          (19) 
 
This section of the paper is about the application of 
Horn's PA on image segmentation. PCA gives information 
about better and smaller representation of images. LSD 
proposes sub-feature images and provides much successful 
segmentation on images.  Despite these advantages, there 
is a major problem about some component selection 
process for optimal representation in compressed image 
space. There is a need to provide a component selection 
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that can be adaptively selected according to the distribution 
of the input image or dataset. 
 
2.7 Horn’s Parallel Analysis 
 
In this paper, Horn’s parallel analysis (PA) is 
suggested for optimal and adaptive component selection on 
the texture segmentation. Horn's PA[16] is one of the 
methods used for deciding the number of components or 
factors for reconstruction of the dataset. Researchers have 
proposed various methods for components of elements 
selection process. In general, the 95% of generic 
summation about eigenvalue is defined as a threshold. The 
number of eigenvalues and eigenvectors corresponding to 
this threshold is obtained and this number is used at the 
dimension reduction process on PCA. 
PA provides the pre-information about optimal 
number for an explanation of dataset via eigenvalues. 
Realization of this method is similar to Monte-Carlo 
simulation model.  
PA is realized as follows: 
• The random observation matrix (Eq. (20)) which has 
the same size as real input covariance matrix is created. 
• The eigenvalues and eigenvectors are calculated from 
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• This procedure is repeated k (iteration) times. 








= ∑                                                                     (22) 
• At the end of the process, eigenvalues of PA are 
compared with the real eigenvalues. 
• The eigenvalues which are bigger than those of PA are 
selected. 
 
The result of PA gives information about the optimal 
number of components. As shown in Fig. 8, only one 




Figure 8 The comparison of PA and PCA Eigenvalues 
As a result of these processes, the input image is 
represented in the best way. The clustering algorithms are 
applied to these outputs and texture segmentation is 
performed as a result of this process.  
 
3 CLUSTERING ALGORITHMS AND IMAGE 
SEGMENTATION 
 
There are several data clustering algorithms in the 
literature, such as k-means, k-medoids, hierarchical 
clustering, fuzzy c-means, etc. However, each method has 
its own advantages and disadvantages. In this work, the k-
medoids algorithm has been selected for clustering process 
due to robust and satisfactory results for different types of 
images. In this section, we explain some of the data 
clustering methods commonly used in literature. In this 
study, the algorithms used frequently in the literature are 
explained, such as k-means, k-medoids, and fuzzy c-
means. These algorithms are used in the basic applications 
of image segmentation problems. 
 
3.1 k-Means Algorithm 
 
The k-means algorithm is a well-known technique to 
perform data clustering [17]. Each cluster center is called 
the centroid. The centroid's coordinates are the mean point 
on the distribution of clusters.  
The k-means algorithms measure the distance between 
all data points and centroid points and minimize error by 
changing centroid points. These procedures are repeated 
for all groups. While the selection of group number is not 
a significant problem for clusters which are coherent 
internally and are clearly different from each other, it is a 
major issue for high-dimensional datasets such as 
hyperspectral images. The computation time of 
segmentation will become a real problem and slows down 
clustering process. 
 
3.2 k-medoids algorithm 
 
The k-medoids algorithm which is similar to k-means 
is one of the data clustering techniques. It is more robust to 
noise compared to the k-means algorithm. In contrast to the 
k-means algorithm, k-medoids select one of the 
observation points for cluster centers called as medoids 
[18]. The user can increase number of clusters by using 
these medoids. This selection occurs randomly as k-means. 
The medoids are determined by finding object i within the 
cluster that minimizes Eq. (23). Cluster i is represented by 
Ci and the distance between Ci and Cj observations are 
represented by d(i, j). There are many different types of 
methods for calculating the distance between these 





Distance d i j= ∑

                                                  (23) 
 
3.3 Fuzzy c-Means Algorithm 
 
Another data clustering algorithm which is called c-
means has been performed for texture segmentation 
problem. The fuzzy c-means has an additional parameter at 
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clustering process which is called the degree of 
membership and the application of fuzzy c-means is based 
on fuzzy logic [19]. The assignment of data to clusters is 
not like the other data clustering algorithms.  
The ratio of fuzzy membership varies according to the 
distance. Hence the membership function (m) on fuzzy c-
means approach has the smooth characteristic. The sample 
illustration of single space dataset is shown in Fig. 9. The 
difference between soft and hard clustering is shown 
clearly in the figure below. 
 
 
Figure 9 (a) Hard clustering, (b) Soft Clustering 
 
Generally, the implementation of fuzzy c-means is 
performed via minimization of Eq. (24). In other words, 








m ij i j
i j
J u x c
= =
= −∑∑                                               (24) 
 
where: uij is fuzzy membership of xi in the cluster j, xi and 
cj represent d-dimensional observation data and cluster of 
center in space, respectively. The fuzzy membership and 
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Besides, the users have to define an error criterion (ε), 
such as other clustering algorithm and the algorithm is 




ij iju u ε
+ − <                                                           (27) 
 
All the algorithms have their own cons and pros, such 
as computation time, better convergence, robustness etc. 
 
4 PROPOSED ALGORITHM 
 
In this section, we explain the implementation of a 
proposed algorithm for unsupervised image texture 
segmentation. There are several criteria for the success of 
a texture segmentation method. First of all, the algorithm 
needs to give reliable results for different types of texture 
images and it must be robust against noise. Secondly, 
boundaries of different textures must be determined 
successfully. Moreover, the proposed algorithm should 
require minimum or no prior information from the user and 
this prior information can be defined as seed points on 
images.  The proposed algorithm consists of several steps 
as follows: 
• Investigation of patterns on input image and selection 
of optimal screen size for sub-images. 
• The feature extraction process on the image, such as 
entropy, local range, ADoG, etc. 
• The extracted features are converted to sub-images in 
the light of adaptive screen size selection algorithm. 
• Dimension reduction with PCA and determination of 
the optimal number of components via Parallel 
analysis at the same time. 
• The application of adaptive mask for minimizing 
merges of patch error. 
• Clustering of the optimal representation of input image 
and obtaining the result of the proposed algorithm. 
 




Figure 10 Flowchart of Proposed method 
 
 
Figure 11 (a) Input Image, (b) Raw Output, (c) Local Segmentation Errors, (d) 
Adaptive Morphological Mask, (e) Result of Algorithm, (f) Boundaries 
 
In the process of merging patches after clustering, 
some local errors occur on output, especially in edge 
regions. Therefore, an adaptive morphological mask is 
defined to minimize these errors. This mask includes 
several morphological operations, such as erosion, dilation, 
filling holes [20]. The basic procedure of adaptive 
morphological mask is shown in Fig. (11). 
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These processes are as follows: filling small holes on 
raw output on initial clustering result. After that, the 
information of edges is obtained via Sobel edge detection 
algorithm and this information is applied to input images, 
image dilation and erosion are applied respectively. As a 
result of this process, the local error is removed and the 
boundaries become more apparent on output image. 
 
5 ALGORITHM RESULTS 
 
In this section, the results of the proposed algorithm 
are compared to the other image texture segmentation 
algorithm and human-based segmentation. The results of 
comparison are shown in Fig. 12. As shown in the figure 
below, the proposed method has much better performance 
compared to other methods. In addition to that, the most 
successful result was found adaptively with the help of 
parallel analysis as shown in Tab. 1. 
 
 
Figure 12 (a) Input Image, (b) k-means, (c) k-medoids, (d) fuzzy c-means,  
(e) Ground Truth, (f) Object Boundaries of Proposed Algorithm 
 
Firstly optimal screen size is determined, and 
thereafter the result of PCA and it is compared with the 
previously computed parallel analyses as shown in Fig. 13. 
 
 
Figure 13 PA result for the input image in Fig. 12 
 
As shown in Tab. 1, the highest percentage of success 
is obtained via first component and this result has been 
already pointed by PA before segmentation process in Fig. 
12. For instance, the value of optimal screen size and 
component number for input image in Fig. 12 are 
determined as si = 9×9 and 1, respectively. The result of 
single object segmentation is shown in Fig. 14. As shown 
in the figure below, the result of our proposed algorithm is 
quite similar to Human segmentation result and boundaries 
of the algorithm are fairly successful for this kind of mid-
level segmentation problem [21]. 
As shown in the figure above, the first component is 
suitable for optimal representation of the image in Fig. 12.  
The error percentage of image segmentation process is 
calculated via the ratio between the total area of 
segmentation error and area of input image. Percentage of 
error according to selected component is shown in Tab.1. 
 
Table 1 Comparison of success for different number of components 






Figure 14 (a) Input Image, (b) Human Segmentation, (c) Proposed Algorithm  
 
The performance of the proposed algorithm has been 
tested on a different type of images, such as medical tissue, 
hyperspectral and the results of proposed texture 
segmentation algorithm performance were compared with 
the other important texture segmentation methods in the 
literature [22]. These methods are defined in Tab. 2. 
 
Table 2 Abbreviations of Methods 
Abbreviation Explanations 
Method 1 Method based on contour [23] 
Method 2 Method by based on fuzzy logic [24] 
Method 3 Method by based on binary tree [25] 
Method 4 Method by based on mutual information [22] 




Figure 15 (a) Input Image, (b) Result of Method 4, (c) Result of Method 5, (d) 
Proposed Algorithm 
 
The success of the method is compared with the 
methods which are important in the literature via an image 
containing 5 different textures in Fig. 15. 
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Experimental results for medical tissue are shown in 
Fig. 16. As shown in the figure below, the proposed 
algorithm is providing textures as a whole part. In this way, 
it avoids the local segmentation error. 
 
 
Figure 16 (a) Input Image, (b) k-means, (c) k-medoids, (d) fuzzy c-means,             




In this work, an adaptive and robust texture 
segmentation algorithm is proposed. The algorithm 
combines several features of texture segmentation 
adaptively. This algorithm performs segmentation process 
unsupervised. The users do not have to define an initial 
seed point for different regions; the proposed algorithm 
divides them into regions according to their own texture 
features. Firstly, the proposed algorithm performs pattern 
analysis with regional minimum and maximum 
information. This information assures real distribution of 
pattern at input images. Using this information, the sub-
image sizes are determined without loss of the actual 
distribution of the texture pattern.  In addition to that, an 
adaptive difference of Gaussian filter is applied to the input 
image to improve the performance of the proposed 
algorithms. The dimensions of these obtained features are 
reduced with the combination of PCA and Horn’s parallel 
analysis. This combination is providing an optimal 
representation of dataset before the clustering process. 
Furthermore, a particular adaptive morphological mask has 
been developed for this work. Thanks to this adaptive 
mask, local errors on raw output are minimized and the 
region boundaries of the textures have been made more 
evident. The results of the proposed method were 
compared with several studies in the literature. Moreover, 
the results of the proposed method were compared with 
human segmentation. The proposed method has achieved 
more successful results and it is much more robust against 
noise. As a result of this work, a novel algorithm which is 
unsupervised and robust against noise has been proposed 
successfully. 
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