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計を立てている者）及びその 65 歳以上の割合は，1995 年では 256 万人（40%），















ロボットや人工知能（Artificial Intelligence: AI），情報通信技術（Information and 





開発途上国を中心とした人口の増大により，世界人口は 2019 年の 77 憶人から，




























































業機関（Food and Agriculture Organization of the United Nations: FAO）による調査



























温度が 40 度を越える場合があり，トマトにとっては 適な環境であるが，作業
を行う人間にとっては，熱中症対策など細心の注意を払う必要があり，過酷な環
境となっている．ここで，農業経営統計調査に基づく露地栽培における主要野菜











































供給するまでの一連の農作業を自動化する Robot Framing System を提案した[28]．
さらに，ロボットを使用する際の安全性や管理システムの重要性について言及
した．Arad らは，収穫作業の自動化を目的に，パプリカ収穫ロボットを開発し
た[29]．彼らは，4 週間の試験期間にわたって，合計 262 個のピーマンの収穫実
験を実施した．その収穫実験の結果に関して，収穫時間はピーマン 1 個あたり
24 秒，収穫成功率は 適な作物条件で 61％，現状の作物条件で 18％と報告し，
ロボットによる収穫の自動化を実現するためには， 適な作物条件と品種に着
目することが重要であると述べた． 













[31]．農薬散布用ドローンを目的に DJI 社が開発した Agras MG-1 や，圃場情報














赤色領域と近赤外領域の 2 つの波長帯を用いる正規化植生指標（Normalized 




























































カ合衆国農務省（United States Department of Agriculture: USDA）が定義したトマ
ト果実の表面の色に基づいた成熟段階の分類基準に従い，画像処理によって成
熟段階を定量化する手法を提案した[40, 41]．RGB（Red, Green, and Blue）色空間
の画像を HIS（Hue, Saturation, and Intensity）色空間に変換し，トマト果実領域の
画素からトマト果実の成熟段階を定量化した Tomato Maturity Index を算出し，成
熟段階を推定した．提案手法と手作業による成熟段階の等級付けの結果を比較

























































































































































































図 1.1 主要野菜における 10a あたり労働時間に関する比較[23] 
 
 





























培領域がある（図 2.1 参照）．栽培領域の画像に関して，図 2.2 に示すように，圃
場内を移動する観察ロボットが取得する．ロボットは圃場内の作業領域を移動
しながら，トマトが栽培される栽培領域の画像を一定間隔で取得する．ロボット





























な生成手法について説明する．図 2.7 に示すように 2 枚の画像から一枚のモザ
イク画像を生成する場合を考える．隣り合う位置で撮影した画像を 2 枚用意す
る．ただし，その 2 枚の画像は，図 2.7(a)の破線部のように重複領域を持つこと
が前提条件である．それら 2 枚の画像において，特徴点を抽出し（図 2.7(b)），
特徴点の対応付けを行う（図 2.7(c)）．図 2.7 中の青色の点は抽出された特徴点を












ータは 2 つの並進モデルとなる．剛体運動モデルでは 3 つのパラメータ，相似




フィ行列の変換モデルを決定する．詳細は 2.3.3 項 で述べる． 




図 2.8 を用いて条件 1 及び条件 2 について説明する．図 2.8 内の破線部分は隣
り合う位置で画像を取得した際の重複領域であり，青色の点は抽出された特徴





1 上の特徴点と画像 2 上の特徴点が正しく対応付けられる（図 2.8(a)）．特徴点
の再現性がない場合（図 2.8(b)）は，画像 1 上で検出された特徴点が，画像 2 上
のその対応する部分（図 2.8(b)の画像 2 における破線で囲まれた領域）に特徴点







探索領域を制限する手法を採用する．詳細は 2.3.2 項で述べる． 
次に，条件 3 について説明する．イメージモザイキングでは，撮影対象の幾何
学的性質を制限する必要があり，対象とするシーンが遠景や，近くても建物や壁
のような平面的な場合では，単一平面と仮定できる．図 2.9 のように 3 次元空
間中の点 Q を，ある視点𝑃 と𝑃  から撮影した時，すべての観測した点が 3 次
元空間上で，ある平面上にあるならば，各画像面での座標 q1，q2 の間の関係は，
線形であることが知られている[72]．すなわち，画像座標を同次座標で表した点
𝑞 𝑥 , 𝑦 , 1 は，対応する点𝑞 𝑥 , 𝑦 , 1 を持ち，それらの関係は式(2.1) で
定義される．式(2.1)におけるℎ ，ℎ ，ℎ ，ℎ ，ℎ ，ℎ ，ℎ ，ℎ  は，前述したホ


















問題 1 に関して，栽培領域の画像では，図 2.10 のように果実や葉，茎が密集し
ており，それぞれが似た特徴を持つので，誤対応が生じやすい．問題 2 に関し
て，図 2.11 のように，撮影位置によって，物体が隠れる場合があり，画像 1 上


















ある．RGB 画像では R，G，B のそれぞれが 8bit の情報を持つので 1pixel あた
り 24bit であるのに対して，本研究で使用する赤外線画像は 1pixel あたり 16 bit
である．すなわち，赤外線画像は RGB 画像の 3 分の 2 の情報量となる．本研







































ル t をそれぞれ式(2.2)，式(2.3) に示す．ただし，𝑅 ，𝑅 ，𝑅 ，𝑅 ，𝑅 ，𝑅 ，
𝑅 ，𝑅 ，𝑅 は回転行列の要素である．𝑡 ，𝑡 ，𝑡 は並進移動量で，単位は mm 
である．本研究では，レール上のロボットが 300mm ずつ並進移動して画像を取
得し，カメラから 前列のトマト果実の距離は 650mm と仮定する．カメラの校
正には，MATLAB の Camera Calibrator[74]を用いた．キャリブレーションボード
の角度を変えながら 15 枚の画像を撮影し，それらを入力とした．Camera 
























 特徴点のマッチング処理（図 2.16(iii)）について説明する．2.2 項で述べたよ
うに，モザイク画像生成において，対応する特徴点を探索する対応点問題があり，
本研究では，カメラの幾何学を利用して探索領域を制限して，特徴点の誤対応を
減少させる．特徴点のマッチング処理を図 2.18 に示す．部分的に重なり合う 2
枚の赤外線画像 1 と赤外線画像 2 に対して，特徴点の抽出（図 2.16(ii)）が施さ
れているとする．先ず，赤外線画像 1 上のある特徴点（𝑃 ）に対して，予測点
を算出する（図 2.18(i)）．予測点とは，赤外線画像 1 上の特徴点と対応付けられ
る赤外線画像 2 上の画素位置である．その予測点は，前述した画像取得条件（カ
メラがロボットに固定されており，画像は 30cm 毎に取得される）から算出する．
予測点を中心に探索領域（Search area）を定義し（図 2.18(ii)），赤外線画像 1 上
の特徴点（𝑃 ）は，その探索領域内の特徴点（𝑃 ）と対応付けられる（図 2.18(iii)）．
赤外線画像 1 上の全ての特徴点に対して，図 2.18 の処理(i)から図 2.18 の処理
(iii)を施し，対応付けされた特徴点の画素位置が出力される（図 2.18(iv)）． 
ここで，探索領域の範囲を決定するために行った予備実験について説明する．
図 2.19 (a) に示すチェッカーボードを図 2.19(b) のように一定間隔𝑑  で撮影す
る．チェッカーボードは，一定間隔 lで赤色領域が存在する．撮影した画像の例
として，地点 A で撮影した画像を図 2.19(c)，地点 B で撮影した画像を図 2.19(d)
に示す．それらの RGB 画像を HSV 色空間に変換し，赤色検出を行う．各赤色
領域の重心点を図 2.20 のように算出し，その座標と地点 A から地点 B の移動












隔𝑡 と，カメラと 前列にあるトマト果実の距離𝑡 とそれぞれ同じ値である．5
つの画像をもとに重心点に対する予測点のずれを求めた．x 軸方向では，予測点




y 軸方向では， 大でプラス 5pixel， 小でマイナス 5pixel のずれが生じた．ま
た，x 軸方向の標準偏差は 4.3pixel，y 軸方向の標準偏差は 2.0pixel であった．こ
の結果をもとに，特徴点の探索領域を制限する際の範囲を，予測点を中心にして





① 一定間隔𝑡 で画像を取得すること 









特徴点 j 番目の x 座標，𝑃
,
は，赤外線画像 i 上の対応付けられた特徴点 j 番
































を𝑃1 (𝑝1 ,𝑝1  )，その特徴点𝑃1に対応する赤外線画像 i+1 上の特徴点の座標を
𝑃2(𝑝2 ,𝑝2 )とする．ロボットの移動距離から，正対応の範囲を決定する．本研
究での，正対応の評価基準を以下に示す． 
140pixel |𝑝1 𝑝2 | 160pixel 2.8  





小な段差（約 1～3mm） があるので，2.3.2 項にて述べた予備実験で得られた範
囲（x 軸方向では， 大でプラス 10pixel， 小でマイナス 10pixel ，y 軸方向で
は， 大でプラス 5pixel， 小でマイナス 5pixel）を許容誤差として設定した．
この評価基準に基づいたとき，図 2.22 において，Ex.1 の場合は正対応，Ex.2 の
場合は誤対応となる． 
10 組（画像 2 枚を 1 組）を対象に特徴点の対応結果の評価を行った．赤外線
画像に対して，探索領域を制限して対応付けを行った場合（Result 1）と探索領
域を制限していない場合（Result 2），RGB 画像に対して探索領域を制限してい
ない場合の対応結果（Result 3）の 3 つのケースを評価した．その結果を表 2.1
に，各ケースの結果の一例を図 2.23 に示す．表 2.1 において，各組において，分
子が正対応数，分母が対応数，括弧内は正対応率を表す．図 2.23 において，青
色の点が抽出された特徴点，黄色い線が特徴点の対応組である． 
表 2.1 より，探索領域を限定しない場合の赤外線画像（Result 2）と RGB 画像
（Result 3）を比較すると，RGB 画像は，赤外線画像より対応組数が多いが，ほ
























はそれぞれ 70 枚である．なお，隣り合う位置で取得した画像は，3 分の 2 の重
複領域がある．70 枚の赤外線画像を入力とした場合に得られたホモグラフィ行
列を用いて生成した赤外線画像及びRGB画像のモザイク画像の一部を，図2.24，
図 2.25 にそれぞれ示す．図 2.24，図 2.25 は，約 20m 分の栽培領域を表し，便
宜上，分割して表示している．図 2.25 に示すモザイク画像に対して，手動でト
































図 2.1 植物工場の概略図 
 
 







図 2.3 ロボットが取得した栽培領域の RGB 画像 
 
 









図 2.5 トマト苗の高さを調整する作業の様子 
 
 





































図 2.10 似た特徴を持つ物体が密集している栽培領域の画像 
 
 
図 2.11 撮影位置によるオクルージョンの発生 
 
 





図 2.13RGB 画像と赤外線画像の比較 
 
 
図 2.14 深度画像と背景物体を除去した RGB 画像 
 
 



























図 2.20 予備実験の取得画像における重心点と予測点 
 
 
図 2.21 ホモグラフィ行列の算出に用いる座標 
 
 



















表 2.1 特徴点の対応結果の比較 
No. Result 1 Result 2 Result 3 
1  (100%)   (13%)  (0.0%) 
2  (100%)   (20%)  (0.0%) 
3  (100%)   (11%)  (0.0%) 
4  (100%)    (4%)  (0.0%) 
5  (100%)   (14%)  (0.2%) 
6  (100%)   (11%)  (0.1%) 
7  (100%)   (13%)  (0.1%) 
8  (100%)   (11%)  (0.1%) 
9  (100%)    (6%)  (0.1%) 
















る関連研究を表 3.1 に示す [75-84]．「Detection (Rate [%])」は，トマト果実の検
出が可能かどうか，及び各関連研究における評価方法に基づく検出率である．
「Maturity stage」は，検出した果実を何段階に分類しているかを表す．ただし，




























Teimourlou らは，実環境下で取得した 200 枚の RGB 画像をもとに，RGB 色空間
に加え，HIS 色空間及び YIQ 色空間の 3 つの色空間を用いて，成熟果実を検出









手法は 3 つの手法で構成される． 初に，自然環境下で撮影された圃場画像か
ら植物領域を分割する手法である Decision Tree based Segmentation Model[85]を用
いて，画素毎に，大まかに果実，葉，茎，背景へ分類する．次に， 初のステッ
プで大まかに分類された結果から誤分類を除去するために，RGB 画像からトマ
ト果実の特徴（Color，Shape，Texture，Size）を入力として Random Forest 
Classifier[86]を用いて，単体果実と複数果実の 2 つに分類する． 後に，X-
means[87]を用いて，複数果実に分類された結果から単体果実を抽出する．その
提案手法の検証結果では，テストデータに対する果実の検出率において，Recall
は 0.80，Precision は 0.88 と報告し（この場合，F1-score は式(3.7)に基づき，0.84
である），彼らは，幼果の検出において，その特徴が茎と非常に似ているため困
難であると考察した．Wang らは，トマト収穫ロボットを開発し，成熟果実を検












マト果実検出手法の YOLO-Tomato における検出性能において，Recall が 0.93，








ューラルネットワーク（backpropagation neural network: BPNN）[91]分類手法を組
み合わせて，成熟段階を 3 つ（緑色，オレンジ色，赤色）に分類する手法を提案
した[81]．開発されたビジョンシステムによって RGB 画像が取得され，それを






に分類するにあたり，人工ニューラルネットワーク（Artificial Neural Network : 
ANN），K 近傍法（K-Nearest Neighbors: KNN）及びサポートベクターマシン
（Support Vector Machine: SVM）の 3 種類の手法を比較した[82]．各機械学習の
データセットを生成するために，450 個のトマト果実（その内訳は，緑色，オレ
ンジ色，赤色がそれぞれ 150 個ずつである）が用いられた．全てのトマト果実に
対して RGB 画像を取得し，その RGB 画像からトマト果実領域の HSV 色空間を
抽出し，その HSV の平均値をデータセットとして用いた．各手法による分類結




























































び評価方法を図 3.1 に示す．本立証実験は，図 3.1(a)に示すように，トマト果実
を 1 個，机の上に置いて，そのトマト果実の成熟段階を変更しながら行った．響
灘菜園内のレール上をロボットが移動する際に，対象とする栽培領域のトマト
果実とロボットに搭載した Kinect 間の距離は 60cm から 80cm である．したがっ
て，図 3.1(b)におけるトマト果実と Kinect（Camera）間の距離𝑑に関して，60cm，
70cm，80cm の 3 つの場合を考えた．各距離に対して，6 つの異なる成熟段階 
（Green, Breakers, Turning, Pink, Light red, and Red）のトマト果実をそれぞれ 5個，
計 30 個のトマト果実を用いて実験を行った．成熟段階を 6 つに分類した理由に
関しては，3.3.1 項で述べるが，響灘菜園の生産管理者と議論して決定した分類




素）を中心とした 21×21pixel の領域を抽出する（図 3.1(i)及び図 3.1 (ii)）．ここ
で，21×21pixel は，距離 dが 60cm から 80cm の時に取得する赤外線画像上のト
マト果実の大きさに合わせた解像度である．その抽出した画像の中心点を通る
水平線と，その水平線に対して，45 度，90 度，135 度，傾けた直線を加えて，
計 4 つの直線に対応する画素列を抽出する（図 3.1 (iii)）．その画素列を用いて，
トマト果実の光学特性を評価する（図 3.1 (iv)）．ここで，Kinect で取得する赤外
線画像のデータ型は uint16 であるが，便宜上，0 から 1 に正規化して，その値を
画素列の各位置における応答とする．本立証実験は，環境光の違いによる応答の
変化も確認するために，暗室及び響灘菜園内の 2 か所で実施した．暗室におけ
る照度は 0lx であり，響灘菜園における照度は 8.2klx であった．ただし，響灘菜
園における照度に関しては，画像取得回数 90 回（6（成熟段階）× 5（トマト果
実の個数）× 3（距離 d））における平均であり，その標準偏差は 0.7klx であっ
た．距離 dが 60cm，70cm，80cm に対する 6 つの異なる成熟段階に対する各画
素列の応答結果をそれぞれ図 3.3，図 3.4，図 3.5 に示す．図 3.3，図 3.4，図 3.5
における各画素列の応答結果は，トマト果実 5 個の画素位置毎の平均値である．
図 3.3(a)，図 3.4(a)，図 3.5(a)が暗室で，図 3.3(b)，図 3.4(b)，図 3.5(b)が響灘菜園
で，実験を行った場合の結果である．次に，暗室におけるトマト果実 5 個の各距
離に対する各成熟段階の応答結果を図 3.6，響灘菜園における応答結果を図 3.7





















手法を検討する．1つ目は，入力画像からHistograms of Oriented Gradients （HOG）
[96]特徴量を抽出し，その特徴量をパターン認識モデルの 1 つである Support 
Vector Machine（SVM）[97]によって分類する分類器（以下，分類器 1）である．
2 つ目は，畳み込みニューラルネットワーク（Convolutional Neural Network : CNN）
の基礎となったLeNet[98]のネットワーク構造を参考にして構築した 5層のCNN
を学習させて得られた分類器（以下，分類器 2）である．3 つ目は，ImageNet デ




















ガティブデータは，それぞれ 684 枚，2194 枚である．その内，訓練データとし
てポジティブデータは 479 枚，ネガティブデータは 1536 枚，テストデータとし
てポジティブデータは 205 枚，ネガティブデータ 658 枚である．  
 分類器 1 に関して，分類器 1 は，HOG 特徴量を入力とする線形 SVM を使用




HOG 特徴量の次元𝐷 は，式(3.1)で計算される． 
𝐷 𝑁 𝑁 𝑁 3.1  
𝑁 （BPI: Block Per Image）は画像あたりのブロック数，𝑁 はブロック幅内




𝑁 𝑁 1 3.2  








𝑁 は整数であり，𝑁 が 1 の場合は負の無限大に，𝑁 が 1 つ以上の場合
は正の無限大に丸められる．HOG 特徴量の抽出では，入力画像，ブロック，セ
ルのサイズにおける幅と高さの比率は基本的に任意であるが，本研究では，その
幅と高さを同じとする．𝑁 と𝑁 をそれぞれ 21 と 9 に固定し，𝑁 と𝑁
に焦点をあて，それらのパラメータを 適化するために，それらパラメータを変
更した時の認識率を評価した．𝑁 及び𝑁 をそれぞれ変更した場合の














Negative）は真値が負であるのに対して結果も負の場合である．表 3.3 は Accuracy
の値を，表 3.4 は式(3.1)によって算出された HOG 特徴量の次元を示し，図 3.10
及び図 3.11 はそれらの値を図示したものである．表 3.3 及び表 3.4 中の「－」
は，HOG 特徴量が抽出できない場合（式(3.1)より無効な値が算出された場合）
である．表 3.3 及び図 3.10 より，𝑁 が 3，𝑁 が 4 の場合，𝑁 が 5，𝑁
が 2 の場合において，Accuracy が 大（0.965）となっている．ここで，これら
の場合の HOG 特徴量の次元（𝐷 ）に注目すると，表 3.4 及び図 3.11 より，
𝑁 が 3，𝑁 が 4 の場合は 729 であり，𝑁 が 5，𝑁 が 2 の場合は 2025
である．また，𝑁 に関係なく，𝑁 が 1 の場合，Accuracy の値が比較的安定
している．𝑁 が 1pixel であるため，ヒストグラムは 1 pixel 毎に算出され，𝑁
毎に正規化される．そのため，赤外線画像上のトマト果実の特徴をより捉えるこ
とができ，Accuracy の結果が安定していると考えられる．ただし，1 pixel 毎に
ヒストグラムが算出するため，表 3.4 及び図 3.11 より， 𝑁 を大きくした場合
に比べると，HOG 特徴量の次元が大きいことがわかる．HOG 特徴量の次元が低
いほど処理が高速になるということを考慮して，本研究では，𝑁 が 3，𝑁
が 4 の場合に着目し，HOG 特徴量を抽出する． 
 分類器 2 に関して，図 3.12 に示す LeNet の CNN を参照したアーキテクチャ
を用いて，分類器を生成する．畳み込み層（Convolution layer: Conv.）とプーリン
















ークを学習させた[101]．エポックの 大回数は 30 に設定した． 
 分類器 3 に関して，1,400 万枚を超える画像を収録した ImageNet を用いて 22
層の畳み込みニューラルネットワークの GoogLeNet を学習させた一般物体認識
用のネットワークに対して，表 3.2 に示す訓練データを用いて再学習して生成
する．入力画像に関して，GoogLeNet と同じにするために，224×224×3 pixel に
リサイズした．作成したデータセットの入力画像は 2 次元であるため，それを
3 枚重ね合わせて 3 次元にした．出力は分類器 2 と同様に，0.0 から 1.0 の範囲
となる．分類器 3 における出力のしきい値を 0.99 に設定した．ネットワークの
学習方法に関しては，分類器 2 と同様である． 
































は異なる画像である．表 3.5 より， も Accuracy が高い分類器は分類器 1 であ
り，また，Precision と Recall がトレードオフの関係にある F1-score が も高い
分類器も分類器 1 である．本研究では，50 枚の赤外線画像を使用してデータセ
ットを作成したが，層の深いニューラルネットワークには，より多くのトレーニ
ングデータが必要な場合がある[88-90]．そのため，未学習のデータが入力された



















テップ数を 1pixel にする．また，小領域の解像度はデータセット同じ 21×21pixel
とする．ステップ数を小さくすると，図 3.13(A)に示すように，1 個のトマト果
実に対して 2 つ以上の検出点が現れる場合がある．そこで， 頻値探索問題に
対して，効率的で堅牢な解決策の 1 つであるミーンシフト[102]を用いて，2 つ以











決定した．成熟段階に関して，アメリカ合衆国農務省（United States Department 
of Agriculture）は，トマト果実の表面の色に基づいて，「Green（緑）」，「Breakers
（薄オレンジ）」，「Turning（オレンジ）」，「Pink（濃オレンジ）」，「Light Red（薄
赤）」，「Red（赤）」の 6 段階に分類した．Choi ら[40]は，トマト果実の成熟段階












週（3rd weeks）」，「再々来週（4th weeks）」の 4 期間に分類した． 
 調査方法について説明する．本調査は，響灘菜園の農業従事者 9 名を対象に
実施した．彼らに，図 3.14 に示すような，ロボットが取得した画像を提示し，
その画像内の果実に対して，回答者が適していると思う成熟段階及び収穫時期




彼らに，図 3.14 のような画像 50 枚を提示し，合計で 684 個の果実に対して，成
熟段階及び収穫時期を選択してもらった．例として，図 3.15(a)に示すトマト果










に示すようなトマト果実の各画像に対して，RGB 色空間を HSV 色空間に変換
し，Hue のみに着目し，その画像内の全画素において， 頻値となる Hue の値
をそのトマト果実の色情報とした．そのトマト果実の画像の解像度は，これまで




回答者数の頻度とする．ここで，横軸の Hue に関しては，便宜上，0.0 から 1.0
に正規化している．解析結果に関して，例えば，果実番号 1 の場合，すべての回
答者が「Red（赤）」を選択しているため，Hue が「0.00」において，「Red（赤）」
の頻度が 3 となっている．また，果実番号 2 の場合，回答者α及びβは「Light 
Red（薄赤）」を，回答者γは「Pink（濃オレンジ）」を選択しており，Hue が「0.025」
において，「Light Red（薄赤）」の頻度は 2，「Pink（濃オレンジ）」の頻度は 1 と
なる．図 3.16 に示すその他の果実番号も同様であり，本調査で用いた 684 個の
トマト果実の画像に対して同様の解析結果が得られる． 
 図 3.17(a)及び図 3.18(a)に，本調査における成熟段階及び収穫時期の解析結果
を示す．図 3.17(a)及び図 3.18(a)には，明らかな人為的な誤りがある．例えば，




3 分の 1 以上，すなわち 3 人以上と定義した．これに従う場合，収穫時期の分類
数に関して，「再々来週（4th week）」の頻度が低いため，「今週（1st week）」，「来
週（2nd weeks）」，「再来週（3rd weeks）」の 3 期間に再分割する． 
 農業従事者への調査結果を用いて成熟段階及び収穫時期を定量化するために，
統計的な処理を施す．各成熟段階及び各収穫時期における有効データの確率分



















る．この場合，Hue が 0.0 から 1.0 に正規化されているため，「Red（赤）」と「今









マト果実の検出点を中心座標とした 10×10 pixel と設定した．これは，検出され
たトマト果実が房内の他のトマト果実と重なる場合があることを考慮すると，































理者と議論し，成熟段階は 6 段階（Green, Breakers, Turning, Pink, Light red, and 

























図 3.1 立証実験の概要及び評価方法 
 
 









































図 3.10 ブロック数とセル数の変更に対する Accuracy の推移 
 
 





図 3.12  LeNet の CNN を参照したアーキテクチャ 
 
 














































































1 － － 
Wan 
[81] 
－ 3 － － 
Luna 
[82] 
－ 3 － － 
Machado 
[83] 
－ － ✓ － 
Yang 
[84] 
－ － ✓ － 
 
表 3.2 データセットの内訳 
 Positive Data Negative Data 
Training Data 479 1536 
Test Data 205 658 







表 3.3 ブロック数とセル数の変更に対する Accuracy 
 𝑁  
1 2 3 4 5 
𝑁  
1 0.965 0.961 0.962 0.962 0.963 
2 0.946 0.956 0.956 0.957 0.965 
3 0.942 0.950 0.958 0.959 0.959 
4 0.940 0.958 0.965 0.950 0.963 
5 0.950 0.959 0.954 0.944 － 
6 0.917 0.958 0.951 － － 
7 0.913 0.962 0.954 － － 
8 0.854 0.907 － － － 
9 0.860 0.884 － － － 











表 3.4 ブロック数とセル数の変更に対する HOG 特徴量の次元 
 𝑁  
1 2 3 4 5 
𝑁  
1 3969 14400 29241 11664 18225 
2 900 2916 5184 2304 2025 
3 441 1296 2025 576 900 
4 225 576 729 144 225 
5 144 324 324 144 － 
6 81 144 81 － － 
7 81 144 81 － － 
8 36 36 － － － 
9 36 36 － － － 















表 3.5 各分類器の評価結果 
Classifier No. 
(Dimension) 
Recognition rate Detection rate 
Accuracy Precision Recall F1-score 
1 (769) 0.965 0.934 0.775 0.847 
2 (1,024) 0.931 0.711 0.769 0.739 
3 (50,176) 0.957 0.651 0.610 0.630 
 
表 3.6 本調査に協力して頂いた農業従事者の勤務歴 
回答者番号 勤務歴 
A 14 年 
B 14 年 
C 5 年 
D 4 年 
E 10 年 
F 12 年 
G 1 年 
H 1 年 

















































駆動 4 輪式移動機構から構成される[105]．トマト菜園内で着果果実数が 1-4 個
の房を対象に収穫実験が行われ，収穫成功率に関して，房内果実数が 1 個の場
合は 90%（20 個中 18 個），2 個の場合は 66%（32 個中 21 個），3 個の場合は 48%
（31 個中 15 個），4 個場合は 44%（25 個中 1 個）であり，その平均は 60%（108
個中 65 個）となった．また，果実 1 個あたりの収穫速度は約 28 秒であった．収












































施され，100 回のうち，87 回の収穫に成功し，果実 1 個あたりの収穫時間は約
15 秒と報告した．彼らは，収穫に失敗した場合に関して，環境光，目標果実に
対する未成熟な果実，茎，葉などの障害物の重なり，ロボット制御における目標









定した．トマト菜園における収穫実験において，収穫成功率は 83％（30 房中 25















たことを報告した．7 房に対して収穫実験が実施され，それらの房に 20 個の果














らは，トマト果実単体の収穫を対象としているのに対して，Kondo らと Feng ら
は，トマト房を収穫対象としている．移動機構は栽培環境によって異なり，Wang 
らのように車輪を用いたものや，植物工場内のレール上を移動可能なものがあ

























































Robot Operating System （ROS）のようなミドルウェアが注目されている[113, 114]．
本研究では，MATLAB/Simulink と ROS を活用して，モジュール設計という概念
に基づき，トマト収穫ロボットのソフトウェアを実装した．本ロボットのソフト
ウェア構成を図 4.3 に示す．本ロボットの要素となる Mobile vehicle，Manipulator，
End-effector，Vision sensor，Decision making，Power control のそれぞれに対して
Simulink のモデルがあり，並列で処理する．ROS Network を介して，各モデルで
設定された情報を共有する．各モデルの処理内容の概要を下記に説明する． 
 Power control model 
各モジュールへの電源の ON または OFF を制御する． 
 Decision making model 
トマト収穫ロボットの行動を決定する．ロボットの行動は，状態遷移及びフ
ローチャートの機能を提供する”Stateflow”というツールボックスにより実
装されている．図 4.3 内の”Stateflow of Decision making”では，各 Model から
パブリッシュされる ROS topic をもとに，ロボットの行動が決定される． ま
た，動作確認やデバッグのために，ROS network 上の情報をロギングする． 
 Mobile vehicle model，Manipulator model，End-effector model 
各 Model は，Interface Layer でモジュールに組み込まれているマイコンと信
号の送受信を行う．Processing Layer で， ROS topic とその信号をもとに，
各ハードウェアを制御する．Mobile vehicle model では，移動機構の On また
は Off，移動方向の制御，移動距離の算出を行う．ROS Network 上に，移動
機構の状態 （移動中または停止中など）と移動距離をパブリッシュする．
Manipulator model では，マニピュレータの制御を行う．ROS Network 上に，
マニピュレータの状態（駆動中または停止中など）をパブリッシュする．
End-effector model では，エンドエフェクタの制御を行う．ROS Network 上
に，エンドエフェクタの状態（吸引中または切断中または把持中など）をパ
ブリッシュする． 









 上述した開発指針に基づき，本研究では，ハードウェア構成の異なる 3 種類
のトマト収穫ロボットを開発した．各トマト収穫ロボットの外観を図 4.4，図 4.5，
図 4.6 に示す．図 4.4 及び図 4.5 はレールが設置された植物工場内での稼働，図
4.6 はレールが設置されていない植物工場内での稼働を想定して開発した．図 4.4
と図 4.6 の 6 軸マニピュレータは，葉かき作業等が行われていない環境を考慮し
た場合で，トマト果実に対して多方向からアプローチすることが可能である．図
4.5 の 3 軸マニピュレータは，葉かき作業が行われている環境を考慮した場合に
活用でき，トマト果実に対して 1 方向のみのアプローチであるが，収穫速度の
向上が期待できる．視覚センサとして，2 章及び 3 章において，赤外線画像の取
得に用いた Kinect を使用している．エンドエフェクタに関しては，先行研究で
いくつかの機構を議論してきた[57]．それらの中で，本論文では吸引切断機構を
採用したトマト収穫ロボット（図 4.5）に焦点をあて，その詳細を 4.2.2 項及び















































150 mm，150mm であり，重さは 1.5kg である．切断部の直径は 70mm であり，
中玉トマト果実が 1 個入るように設計した．本研究では，トマト収穫ロボット
の構成要素の 1 つである 3 軸直交型マニピュレータの x 軸のアクチュエータに
吸引切断機構を取り付けている．吸引切断装置を x 軸のアクチュエータに取り




































しては，図 4.11 に記載していないが，12V が供給可能なモバイルバッテリーで






















果実がある場合（図 4.13(ix)），収穫優先順位が 2 番目に高い果実が次の目標果実
として選択され，収穫動作が再度実行される．ただし．ロボットが停止した位置
で収穫動作を 2 回失敗した場合（図 4.13(vii)），またはロボットの作業領域内に
成熟果実がない場合（図 4.13(ix)），ロボットはレール上を移動し，成熟果実を再
度探索する．（図 4.13(i)）．その停止位置にトマト果実が 1 個しかなく，収穫動作
も 1 回失敗した場合，収穫動作は図 4.13(i)に移行する． 
 トマト果実の検出手法について説明する．本研究では，成熟果実と未成熟果実
を検出でき，実時間で処理できることを考慮して，ロボットに検出手法を実装し
た．図 4.14 にトマト果実の検出手法を示す．Kinect で取得した RGB 画像と深度
画像を入力とする（図 4.14(i)）．成熟果実及び未成熟果実の識別に関して，教師
































 表 4.2 に収穫実験の結果を示す．響灘菜園内のトマト房をランダムに 50 房選
択し，そのうち，トマト果実は 203 個（83 個の未成熟果実と 120 個の成熟果実）
であった．120 個の成熟果実のうち，114 個のトマト果実がロボットの作業領域
にあった． 114 個のトマト果実のうち，105 個のトマト果実がトマト収穫ロボッ
トによって目標果実として検出された．その 105 個のトマト果実のうち，65 個
のトマト果実が収穫可能であると判断され，55 個のトマト果実の収穫に成功し，
10 個のトマト果実が収穫動作中に果実表面に傷が生じてしまった．本収穫実験
において．収穫成功率は 85%（65 個中 55 個のトマト果実）であった．次に，表




及しない．表 4.3 において，「Average」は収穫成功回数 55 回の平均の時間であ
る． 
 本実験結果では，収穫可能と評価された 65 個のうち 10 個の果実の表面に傷




















































たトマト果実は 95 個であった．その吸引動作に試みたトマト果実 95 個に対し
て，遮蔽率を算出した．遮蔽率の分布と吸引成功率（Ratio[%]）を図 4.20 に示す．

















































図 4.1 本研究におけるトマト収穫ロボットの構成要素 
 
 











図 4.4 レール移動型 6 軸マニピュレータ搭載のトマト収穫ロボット 
 
 































図 4.11 モジュール間の配線図の概略 
 
 























図 4.16 収穫した果実に対してその表面に傷が生じた例 
 
 





















表 4.1 トマト収穫ロボットの収穫性能の比較 
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表 4.2 収穫実験の結果 
Number of clusters 50 
Number of tomato fruits 203 
Number of immature fruits 83 / 203 
Number of mature fruits 120 / 203 
Number of fruits in robot workspace 114 / 120 
Number of fruits detected by the robot 105 / 114 
Number of fruits assessed as harvestable 65 / 105 
Number of successfully harvested fruits 55 / 65 
 
表 4.3 果実 1 個あたりの収穫時間 
 
Time [s] 
Average Standard Deviation 
Select a target tomato 1.0 0.2 
Approach and suction 8.2 2.6 
Cut 8.8 1.1 
Drop 4.9 1.6 











生育状態マップの有効性を評価するために，2020 年 7 月 6 日から 8 月 4 日に
かけて，響灘菜園にて，30 本のトマト苗が並んだ栽培領域（約 15m）を対象に
検証実験を実施した．本論文では，2020 年 7 月 6 日を基準として，収穫作業前
に生成した生育状態マップの結果について述べる．2020 年 7 月 6 日に生成され




0.9klx，標準偏差は 0.4klx であった．図 5.1 では，検出された果実の内，代表的







が検出された．誤認識の数は 11 であった．検出率の結果に関して，F1- score は 




て，1 個存在したため，表 5.2 に追加している．「Yield」に関して，実際に収穫
された果実の数と生産管理者が 2020 年 7 月 6 日に収穫すべき（出荷可能な）成
熟段階として指定した「Pink（濃オレンジ）」以上の成熟段階の推定個数を表す．
表 5.2 の「Estimation」における「Yield」の 52 個は，表 5.1 の「Pink」の 12 個，
「Light Red」の 25 個，「Red」の 15 個の合計数である．収穫時期については，
生育状態マップを生成した日付（2020 年 7 月 6 日）を基準として，検出された
果実の生育状況を手動で記録し，推定結果と実際の収穫時期を比較した． 
その出荷可能なトマト果実 52 個に対して，4 章で述べた収穫しやすさの評価
方法に基づき遮蔽率を算出した．遮蔽率の評価結果及び世界座標系における位













表 5.3 及び図 5.2 より，遮蔽率が 0.07 以下のトマト果実は 38 個である．式(5.1)
から，38 個のトマト果実の収穫に要する総収穫時間（𝑇 ）を算出する． 
𝑇 𝑁 𝑇 𝑙 𝑣 5.1  
𝑁 は出荷可能なトマト果実の個数，𝑇 は果実 1 個あたりの収穫時間，𝑙
はロボットの総移動距離，𝑣はロボットの移動速度である．本ロボットのトマト
1 個あたりの収穫時間は 23 秒，ロボットの総移動距離は 15m，ロボットの移動


























マト房に対して多視点の画像が取得されていることになる．図 5.4 は，位置𝑃 及
び𝑃 で画像を取得した場合のオクルージョンの有無を示す．図 5.4(a)と図 5.4(b)
は，それぞれ正面と上面から見た栽培領域の概略図を示す．図 5.4(c)に示す位置
𝑃 で取得した画像の場合，図 5.4(a)及び図 5.4(b)中の中央のトマト房の果実番号
１から 3 が確認できる．一方で，図 5.4(d)に示す位置𝑃 で取得した画像の場合で
は，中央のトマト房内の果実番号 1 から 5 の全てのトマト果実が確認できる． 












 表 5.2 より，生育状態マップ内において，生産管理者が指定した「Pink（濃オ
レンジ）」以上の成熟段階のトマト果実の総数は 52 個であったのに対して，実


















また，「再々来週（4th weeks）」に収穫された果実が 1 個あり，収穫作業者が収
穫しやすい高さに調整されてから収穫できる成熟段階に成熟するまでに 4 週間
かかっている．このように，同じ環境下で栽培していても，不規則に成長するト




















図 5.2 出荷可能な果実の遮蔽率の分布 
 
 











表 5.1 生育状態マップの結果 
Detection rates 
Precision 0.904 (104 115⁄ ) 







Light Red 25 
Red 15 
Harvest times 
1st week 66 
2nd weeks 20 








表 5.2 推定結果と実際の結果の比較 
 Estimation Actual 
Yield 52 48 
1st week 66 65 
2nd week 20 38 
3rd week 18 0 
4th week - 1 
 
表 5.3 出荷可能な果実の遮蔽率の評価結果及び位置 




World coordinate system 
x y z 
1 Red 0.000  0.90  1.08  0.58  
2 LightRed 0.005  1.02  1.06  0.61  
3 Pink 0.014  1.39  0.87  0.70  
4 Red 0.011  1.63  0.99  0.67  
5 Pink 0.002  2.09  1.07  0.63  
6 Red 0.000  2.10  1.12  0.63  
7 LightRed 0.000  2.57  0.94  0.70  




9 LightRed 0.035  2.43  1.03  0.70  
10 Red 0.020  2.48  1.07  0.71  
11 LightRed 0.032  2.36  0.93  0.60  
12 Pink 0.000  3.31  1.18  0.74  
13 LightRed 0.000  3.30  1.22  0.73  
14 LightRed 0.059  2.55  0.80  0.59  
15 Red 0.077  2.46  0.88  0.57  
16 LightRed 0.220  3.69  1.07  0.76  
17 LightRed 0.106  3.56  1.09  0.72  
18 Red 0.032  2.73  0.94  0.57  
19 Red 0.041  2.91  0.95  0.59  
20 Pink 0.014  3.74  1.30  0.71  
21 LightRed 0.152  4.12  0.92  0.77  
22 Red 0.016  4.08  0.94  0.76  
23 LightRed 0.006  4.34  1.19  0.76  
24 LightRed 0.095  4.30  1.22  0.76  
25 Red 0.034  4.01  0.80  0.69  




27 Pink 0.000  5.01  0.94  0.72  
28 LightRed 0.521  5.23  0.97  0.75  
29 LightRed 0.525  5.08  0.88  0.73  
30 LightRed 0.003  4.55  1.16  0.62  
31 LightRed 0.035  4.80  0.84  0.57  
32 Pink 0.093  6.51  1.17  0.74  
33 LightRed 0.343  5.30  0.92  0.58  
34 Red 0.031  4.68  0.97  0.51  
35 LightRed 0.043  9.11  0.98  0.78  
36 Pink 0.000  8.29  1.03  0.68  
37 LightRed 0.000  8.34  1.08  0.69  
38 Red 0.014  9.63  0.95  0.78  
39 LightRed 0.000  9.37  0.92  0.76  
40 Red 0.050  10.42  0.90  0.67  
41 LightRed 0.074  9.48  0.95  0.59  
42 LightRed 0.000  10.65  1.13  0.65  
43 Pink 0.068  11.96  0.84  0.70  




45 Red 0.000  10.54  1.23  0.60  
46 Pink 0.288  11.05  1.19  0.64  
47 Red 0.031  11.67  1.04  0.63  
48 Pink 0.224  12.62  0.96  0.67  
49 LightRed 0.000  12.35  0.98  0.66  
50 LightRed 0.165  12.80  0.93  0.68  
51 LightRed 0.000  11.80  0.97  0.60  


































調査の解析結果から Red と Green のような判断がつきやすい場合は，ばらつき
が少ないことがわかった． 
収穫しやすさの評価に関して，エンドエフェクタとして吸引切断機構，マニピ
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