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Abstract
The study of a rewriting system gives a very simple characterization of a canonical form of
positive braids on three strands which had previously been defined with a well-ordering structure.
c© 2003 Elsevier Science Ltd. All rights reserved.
MSC: 20F36; 20F10; 68R15
We consider Artin’s groups Bn of braids on n strands (see Artin, 1947; Garside, 1969;
Birman, 1975; Epstein et al., 1992) under their presentations involving the generators
σ1, σ2, . . . , σn−1 subject to the relations:{
σiσ j = σ jσi for |i − j | > 1
σiσ jσi = σ jσiσ j for |i − j | = 1.
A braid is said to be positive when it admits a positive representation that contains no
inverse generators σ−1i . A classical result (see Birman, 1975) is that the positive braid
monoid on n strands, denoted by B+n , embeds in the braid group: if two positive braids
are equivalent then their positive representations can be proved to be equivalent using no
relation of the form xx−1 = 1. Braid groups admit a linear ordering compatible with the
left product defined for instance with self-distributive algebra results (see Dehornoy, 2000).
The restriction of this order to positive braids monoids B+n is a well-ordering that admits a
combinatorial description using some representation of braids by trees (see Burckel, 1997).
In this paper, we investigate the special case of B+3 . In Burckel (2001) we proposed
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a linear time algorithm for the word problem of B+3 and a rewriting system S that
computes a normal form that is exactly the minimal positive representation of the braid
in a well-ordering on words of {σ1, σ2}∗. Here we give a new complete simple proof of the
termination and correctness of S that also leads to a surprisingly simple characterization
of the normal forms initially defined via the well-ordering: the normal form is the unique
positive representation with the maximum number of σ1 on its right. Hence, this canonical
form whose definition involved an order on lists of integers is also definable with a single
integer parameter: a kind of signature.
First, we recall some definitions of Burckel (2001).
Definition (Lists, order). A braid word is an element of the free monoid {σ1, σ2}∗. Two
braid words are equivalent if they represent the same positive braid. Any braid word A
admits a unique decomposition of the form σ ikh . . . σ
i3
1 σ
i2
2 σ
i1
1 with k ≥ 1, h = 1 if k is odd,
h = 2 if k is even, i1 ≥ 0 and i j > 0 for k ≥ j ≥ 2. The list L(A) is (ik, ik−1, . . . , i2, i1).
Let A and B be two braid words with L(A) = (ak, . . . , a1) and L(B) = (bh, . . . , b1). Say
A 
 B if k < h holds or k = h and ak = bk, . . . , ai+1 = bi+1, ai < bi for some i with
k ≥ i ≥ 1.
The list of the empty braid word is (0). The relation σ1σ2σ1 
 σ2σ1σ2 holds since
L(σ1σ2σ1) = (1, 1, 1) and L(σ2σ1σ2) = (1, 1, 1, 0).
Definition (Normal, reducible, maximal). A braid word A is normal if there is no
equivalent word A′ so that A′ 
 A. A braid word A of list (ak, . . . , a1) is reducible if ai =
1 for some i so that k > i > 2, otherwise A is irreducible. A braid word A is maximal if no
equivalent word A′ ends with more σ1’s than A. For any braid word A,N (A), I(A),M(A)
are respectively the sets of all normal, irreducible, maximal braid words equivalent to A.
In Burckel (1997), we prove that the relation 
 is a linear order and moreover a
well-ordering. Hence any braid word A admits a unique equivalent normal form, and
|N (A)| = 1. In this paper we just need that 
 is an order and hence |N (A)| ≥ 1.
Moreover, the restriction of 
 to normal words induces a well-ordering on B+3 that is
exactly the restriction of Dehornoy’s order on B3 to B+3 .
Kapur and Narendran showed in Kapur and Narendran (1985) that the braid relation
σ1σ2σ1 ≡ σ2σ1σ2 admits no finite canonical rewriting system without increasing the
alphabet. In Burckel (2001), we proposed a system with four rules and one supplementary
letter ⊕. This system does not affect the initial presentation of the monoid and the
contribution of the new symbol ⊕ is quite minimal.
Definition (System). A marked word is an element of the free monoid {σ1, σ2,⊕}∗. Let S
be the rewriting system on marked words with the four rules:
σ1⊕ 1 ⊕ σ1
σ2σ1σ2⊕ 2 σ1σ2σ1 ⊕
σ2σ1σ2σ2
3
σ1σ2σ1σ2
σ1σ2σ1σ1
4
σ2σ1σ2σ1.
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Let X,Y be two marked words. Write X Y if X
i
Y for some i ∈ {1, 2, 3, 4}.
Write X Y if X Y or Y X . Write X ↘ Y if there exists a sequence
(X0, X1, . . . , Xm) where X0 = X , Xm = Y and for any 0 ≤ i < m, Xi Xi+1 and no
rule can be applied on the word Y . Denote by Π (X) the braid word obtained by deleting
in X all the symbols⊕. For any braid word A, denote by S(A) the set of all possible braid
words Π (Y ) so that A⊕ ↘ Y .
Theorem 1 (Characterization). Any positive braid of B+3 admits a unique braid word
expression A so thatN (A) = I(A) =M(A) = S(A) = {A}.
It is not obvious that the word with a maximal number of σ1 on the right should
be unique in any equivalence class. The result implies for example that two different
equivalent words w1σ2σ 31 and w2σ2σ
3
1 cannot be normal and must be equivalent to another
word of the form w3σ2σ 41 .
Lemma 2 (Factor). Any braid word A that contains the factor σ2σ1σ2 is reducible.
Proof. Let A be a word with L(A) = (ak, . . . , a1). The letter σ1 of the factor σ2σ1σ2
contributes to an ai = 1 in L(A) where i is odd and k > i > 1, so k > i > 2 holds. 
Remark. The converse of Lemma 2 is false: for instance the word σ1σ2σ1σ1σ2 is
reducible and does not contain the factor σ2σ1σ2. Moreover, the analogue of Lemma 2
for the equivalent factor σ1σ2σ1 does not hold, since this factor itself is irreducible.
Lemma 3 (Inclusion). For any braid word A,N (A) ⊆ I(A) holds.
Proof. We prove that if a word A is reducible, then A is not normal since there exists
another word B equivalent to A so that B 
 A. Hence A is not minimal in its equivalence
class. If A with L(A) = (ak, . . . , a1) is reducible then ai = 1 for some k > i ≥ 3.
Then A = U xb yxcyd V with xy ∈ {σ1σ2, σ2σ1}, b = ai+1 ≥ 1, c = ai−1 ≥ 1,
d = ai−2 ≥ 0. As xyxc is equivalent to ycxy, the braid word A = U xb−1xyxcyd V is
equivalent to B = U xb−1ycxyyd V = U xb−1ycxy1+d V .
• If b = 1, the length of L(B) is strictly smaller than the length of L(A).
• If b > 1, then L(B) = (bk = ak, . . . , bi+2 = ai+2, ai+1 − 1, . . . , b1).
In all the cases, the relation B 
 A holds. 
Lemma 4 (Termination). The system S is noetherian.
Proof. We show that the system always terminates from any marked word, using the
following valuation with pairs of positive integers. Let X be a marked word. Let P(X)
be the sum of the positions of the symbols ⊕ from the right. Let Q(X) be the sum of the
positions of the patterns σ2σ1 from the left. Now, at each step of the rewriting, we prove
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that the pair (P, Q) strictly increases according to the lexicographical order that is to say
if X
i
Y then{
P(Y ) > P(X) or
P(Y ) = P(X) and Q(Y ) > Q(X).
As the length of reachable words is constant, their valuations are bounded and the rewriting
process terminates.
• Rule 1: X = Uσ1 ⊕ V 1 U ⊕ σ1V = Y . Then P(Y ) = P(X)+ 1.
• Rule 2: X = Uσ2σ1σ2 ⊕ V 2 Uσ1σ2σ1 ⊕ V = Y . Then P(Y ) = P(X) and
Q(Y ) =
{Q(X)+ 1 if U does not end with σ2
Q(X)+ 1+ |U | if U ends with σ2.
• Rule 3: X = Uσ2σ1σ2σ2V 3 Uσ1σ2σ1σ2V = Y . Then P(Y ) = P(X) and
Q(Y ) =
{Q(X)+ 1 if U does not end with σ2
Q(X)+ 1+ |U | if U ends with σ2.
• Rule 4: X = Uσ1σ2σ1σ1V 4 Uσ2σ1σ2σ1V = Y . Then P(Y ) = P(X) and
Q(Y ) =
{Q(X)+ 1+ |U | + 1 if U does not end with σ2
Q(X) + 2 if U ends with σ2. 
Lemma 5 (Confluence). The system S is confluent. Moreover, for any braid word A,
|S(A)| = 1.
Proof. As the system S is noetherian, it is sufficient to prove the local confluence of S.
The critical pairs are given by the four words uvw such that uv x and vw y,
namely σ1σ2σ1σ1⊕, σ2σ1σ2σ2σ1σ2⊕, σ2σ1σ2σ2σ1σ2σ2, σ1σ2σ1σ1σ2σ1σ1.
σ1σ2σ1(σ1⊕) 1 σ1σ2σ1 ⊕ σ1
(σ1σ2σ1σ1)⊕ 4 σ2σ1σ2(σ1⊕) 1 (σ2σ1σ2⊕)σ1 2 σ1σ2σ1 ⊕ σ1
σ2σ1σ2(σ2σ1σ2⊕) 2 σ2σ1σ2σ1σ2σ1 ⊕
(σ2σ1σ2σ2)σ1σ2⊕ 3 σ1σ2σ1(σ2σ1σ2⊕) 2 (σ1σ2σ1σ1)σ2σ1 ⊕
4
σ2σ1σ2σ1σ2σ1 ⊕
σ2σ1σ2(σ2σ1σ2σ2)
3
σ2σ1σ2σ1σ2σ1σ2
(σ2σ1σ2σ2)σ1σ2σ2
3
σ1σ2σ1(σ2σ1σ2σ2)
3
(σ1σ2σ1σ1)σ2σ1σ2
4
σ2σ1σ2σ1σ2σ1σ2
σ1σ2σ1(σ1σ2σ1σ1)
4
σ1σ2σ1σ2σ1σ2σ1
(σ1σ2σ1σ1)σ2σ1σ1
4
σ2σ1σ2(σ1σ2σ1σ1)
4
(σ2σ1σ2σ2)σ1σ2σ1
3
σ1σ2σ1σ2σ1σ2σ1.
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Now, as the system S is confluent and noetherian, for any marked word X , any rewriting
sequence of S from X ends on a unique marked word T (X) that satisfies X ↘ T (X).
Hence, for any braid word A, the set S(A) contains a unique braid word B that satisfies
Π (T (A⊕)) = B . 
Notation. For any braid word A, denote byW(A) the unique element of S(A).
Lemma 6 (Compatibility). Any braid word A is equivalent to W(A). Reciprocally, for
any equivalent braid words A and B,W(A) =W(B) holds.
Proof. The first point is obvious since for any rule X
i
Y of S, Π (X) and Π (Y ) are
equivalent braid words.
For the second point, if A is equivalent to B , then there exists a finite sequence
A0, A1, . . . , Am so that A0 = A, Am = B and for any 0 ≤ i < m Ai = Ui xyxVi
and Ai+1 = Ui yxyVi with xy ∈ {σ1σ2, σ2σ1}. Define the finite sequence of marked words
X0, X1, . . . , Xm so that Xi = Ai⊕. We prove that for any 0 ≤ i < m Xi Xi+1 holds.
• If Ai = Uiσ1σ2σ1Vi and Vi is empty then
Xi+1 = Uiσ2σ1σ2⊕ 2 Xi = Uiσ1σ2σ1⊕.
• If Ai = Uiσ1σ2σ1Vi and Vi = σ1V ′ then
Xi = Uiσ1σ2σ1σ1V ′⊕ 4 Xi+1 = Uiσ2σ1σ2σ1V ′⊕.
• If Ai = Uiσ1σ2σ1Vi and Vi = σ2V ′ then
Xi+1 = Uiσ2σ1σ2σ2V ′⊕ 3 Xi = Uiσ1σ2σ1σ2V ′⊕.
• If Ai = Uiσ2σ1σ2Vi and Vi is empty then
Xi = Uiσ2σ1σ2⊕ 2 Xi+1 = Uiσ1σ2σ1⊕.
• If Ai = Uiσ2σ1σ2Vi and Vi = σ1V ′ then
Xi+1 = Uiσ1σ2σ1σ1V ′⊕ 4 Xi = Uiσ2σ1σ2σ1V ′⊕.
• If Ai = Uiσ2σ1σ2Vi and Vi = σ2V ′ then
Xi = Uiσ2σ1σ2σ2V ′⊕ 3 Xi+1 = Uiσ1σ2σ1σ2V ′⊕.
We prove by induction on m that T (X0) = T (Xm). For m = 0 it is trivial. For
m > 0, assume that T (X0) = T (Xm−1). If Xm−1 Xm then Xm belongs to some
rewriting sequence of Xm−1 that ends with T (X0). Hence T (Xm) is also T (X0). If
Xm Xm−1, since Xm−1 ↘ T (X0), then Xm ↘ T (X0) too. Hence T (A⊕) = T (B⊕)
and Π (T (A⊕)) = Π (T (B⊕)) andW(A) =W(B). 
Remark. As the proof of local confluence shows, the rule
1
is not necessary for the
local confluence of the restricted rewriting system T with just three rules:
σ2σ1σ2⊕ 2 σ1σ2σ1 ⊕
σ2σ1σ2σ2
3
σ1σ2σ1σ2
σ1σ2σ1σ1
4
σ2σ1σ2σ1
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that is still noetherian and confluent. Observe that the contribution in T of the symbol ⊕
is minimal since it does not move at all. Moreover, as the rule
1
is not used in the
proof of compatibility, the system T defines another canonical form of positive braids of
three strands. For instance the canonical form of the braid word A = W(A) = σ1σ2σ1σ1
becomes σ2σ1σ2σ1 with T . Observe also that the time complexity of T is at most quadratic
in the length of the word.
Lemma 7 (Fixed). For any irreducible braid word A,W(A) = A holds.
Proof. Assume that A is Uσ k1 where U does not end with σ1. In any case, one can first
choose to apply k times the rule
1
on A⊕ = Uσ k1⊕ and obtain the word U ⊕σ k1 . Now,
the rule
1
cannot be applied any more. Moreover, since A is irreducible, no rule in
{ 2 , 3 , 4 } can be applied and we obtain T (A⊕) = U⊕σ k1 , henceW(A) = A. 
Lemma 8 (Unique). For any braid word A,N (A) = I(A) holds.
Proof. First, assume that there exists two equivalent irreducible braid words A, B . Since
W(A) = A and W(B) = B (fixed) and A is equivalent to B , then W(A) = W(B) holds
(compatibility), hence A = B . Hence for any braid word A the inequality |I(A)| ≤ 1
holds. Now, since |N (A)| ≥ 1 andN (A) ⊆ I(A) (inclusion), then N (A) = I(A). 
Lemma 9 (Process). For any braid word A,W(A) is irreducible and S(A) = I(A) holds.
Proof. Any braid word A is equivalent to some irreducible braid word I since |I(A)| = 1
(unique). As I = W(I ) (fixed) and W(I ) = W(A) (compatibility), then W(A) = I is
irreducible. Moreover S(A) = {W(A)} = {I } = I(A). 
Lemma 10 (Last rule). For any braid word A, any non-empty rewriting sequence of S on
A⊕ ends with the rule 1 .
Proof. No rewriting sequence can end with the rule
2
that produces a word with a
pattern σ1⊕ on which the rule 1 can be applied. It cannot also end with the rules 3
or
4
since both produce words that contain the pattern σ2σ1σ2 which are reducible
(factor) and the rewriting sequence is not finished (process). Since there is a last applied
rule (noetherian), it must necessarily be 1 . 
Lemma 11 (Maximal). For any braid word A,M(A) = S(A) holds.
Proof. Assume thatW(A) is Bσ p1 where B does not end with σ1. We prove now that there
is no other equivalent word ending with at least the same number p of σ1s. Assume there
exists a word Cσ q1 that is equivalent to A where q ≥ p. One has W(Cσ q1 ) = W(A) =
Bσ p1 (compatibility). Applying q times the rule
1
from Cσ q1 ⊕, the rewriting system
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produces the word C ⊕ σ q1 . If Cσ q1 is different from Bσ p1 , the rewriting process is not
finished and at least one more rule
1
will be performed (last rule) and will produce a
word D ⊕ σ q+11 . Since q + 1 > p and no rule of S moves the symbol ⊕ to the right, we
will never obtain the expected final word B ⊕ σ p1 and Cσ q1 = Bσ p1 holds. 
Now, the conjunction of Lemmas 5, 8, 9 and 11 implies Theorem 1.
In conclusion, any three strands positive braid admits a unique positive representation
that is normal, irreducible, computed by the system S and that ends with a maximal number
of σ1s. This number is a kind of signature that characterizes the normal form of this braid.
Unfortunately, that property does not extend to braids with more strands. For instance the
words σ1σ3σ2σ2σ3 and σ3σ1σ2σ2σ3 represent the same braid and both end with no σ1. The
first one is the normal form according to the well-ordering 
 of Burckel (1997). It is not
only because of the new kind of commutation σiσ j = σ jσi for |i − j | > 1 that appears
with four strands that the generalization fails: σ2σ1σ2σ3σ3σ2σ2σ3 is in normal form and
is obviously equivalent to σ1σ2σ1σ3σ3σ2σ2σ3 only using the relation σ1σ2σ1 = σ2σ1σ2.
Moreover both words end with the same empty braid word on three strands and a fortiori
with the same null number of σ1. The topological reason is that the strand number n + 1
can separate the blocks of braids formed with n consecutive strands. However, as the order
type of 
 on three strands is ωω and the normal forms admit this signature in ω, one may
expect that the normal form words on n strands, defined via the order 
 of type ωωn−2 ,
could also admit some signature in a smaller ordinal.
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