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Abstrat
In Chapter 1, the onept of equations over groups is introdued and the two main on-
jetures and several theorems on the subjet are disussed. The main theorem (Theorem
1.12) is stated, whih is that when ertain onstraints are put on r(t) ∈ G∗ < t| >, where
G is a group and t is distint from G, then r(t) = 1 always has a solution over G. The
orollary to the main theorem (Corollary 1.13) is proved, the method of proof is outlined
and the key lemma is stated. In Chapters 2 and 3, the key lemma for the main theorem
is proved and in Chapter 4, the proof of the main theorem is ompleted.
In Chapter 5, the onept of ylially presented groups is introdued. The previous ex-
periment whih involved searhing for trivial ylially presented groups is disussed and
the experiment undertaken here, whih involves searhing for nite ylially presented
groups, is briey desribed. Results are stated, inluding the main theorem (Theorem
5.2.4), and the motivation for looking at the number of generators needed for nite
groups is disussed.
In Chapter 6, the experiment for searhing for nite ylially presented groups is out-
lined in more detail. It is explained how a list of andidates for nite ylially presented
groups is found, and a table showing the numbers in the list is given. In Chapter 7, the
methods used to hek the list of andidates for nite groups is outlined.
In Chapter 8, a list is given of all nite groups found and their strutures. The outstand-
ing ases for whih it is unknown whether or not the group is nite are mentioned. For
those nite groups whih appear to be a family, proofs are given. The results found for
the number of generators for nite groups are disussed.
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Chapter 1
Introdution  Equations over
groups
1.1 Equations over groups
Denition 1.1. Let G be a non-trivial group and let t be an element distint from G.
Let r(t) = g1t
l1 . . . gkt
lk , k ≥ 1, gi ∈ G \ {1}, li ∈ Z \ {0} be an element in the free
produt G∗ < t >.
Then r(t) = 1 is said to be an equation over G whih has a solution over G if there is an
embedding φ from G into a group H and an element h ∈ H suh that φ(g1)h
l1 . . . φ(gk)h
lk =
1 in H.
The length of the equation is dened to be |l1| + . . . + |lk| and the exponent sum is
l1+ . . .+ lk. An equation is alled singular if its exponent sum is equal to zero, otherwise
it is alled non-singular.
There are two main onjetures in the study of equations over groups.
Conjeture 1.2. [21℄ Any equation over a torsion-free group G has a solution over G.
Conjeture 1.3. [22℄ Any non-singular equation over any group G has a solution over
G.
These onjetures remain unresolved, although some partial results have been proved for
both.
For example, the following two results support Conjeture 1.2.
1
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Theorem 1.4. [18℄ Any equation of length at most 6 over a torsion-free group has a
solution.
Theorem 1.5. [16℄ Any equation over a loally indiable group G has a solution over
G.
Loally indiable means eah of the non-trivial nitely generated subgroups of the group
admits an epimorphism onto the innite yli group. Any loally indiable group is
torsion-free.
The following theorem supports both Conjeture 1.2 and Conjeture 1.3.
Theorem 1.6. [20℄ Any equation of exponent sum 1 over a torsion-free group has a
solution.
There have been two main approahes to Conjeture 1.3. One is to restrit the lass of
groups to whih G belongs. The following theorem is an example of this approah.
Theorem 1.7. [13℄ Any non-singular equation over a residually nite group G has a
solution over G.
Residually nite means that, for any non-trivial element g, there is a homomorphism θ
to a nite group suh that θ(g) 6= 1. It is worth remarking that polyyli groups are
residually nite.
The other approah, whih is the one adopted here, is to put onstraints on r(t), for
example, on the length of r(t). An example is given by the following.
Theorem 1.8. [11℄ Any non-singular equation of length at most 5 has a solution.
More reently, however, there has been the following theorem in whih the free produt
length with respet to G∗ < t > is unbounded.
Theorem 1.9. [4, 79, 21, 22℄ Let r(t) = g1t
l1 . . . gkt
lk ∈ G∗ < t >, k ≥ 1, li ∈ Z \ {0}
where:
(i) |gi| > 2, (1 ≤ i ≤ k), where |gi| refers to the order of gi in G.
(ii) l1 + . . .+ lk 6= 0 (i.e. the equation r(t) = 1 is non-singular).
(iii) |li| 6= |lj | for i 6= j.
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Then r(t) = 1 has a solution over G.
Remark
The ase k = 1 is a onsequene of [21℄ in whih it is shown that Conjeture 1.3 is
true whenever the length of the equation equals its exponent sum. The ase k = 2
is a partiular result of the fat that if r(t) = g1t
l1g2t
l2
with {|g1|, |g2|} 6= {2, 3} and
l1 + l2 6= 0, r(t) = 1 always has a solution, whih was shown in [4℄. Case k = 3 was
proved in [7℄, ase k = 4 was proved in [8℄, ase k = 5 was proved in [9℄, and the result
for k ≥ 6 follows from a small anellation argument [22℄. In fat, if k ≥ 6 and only
ondition (iii) holds then the theorem is still true.
We will onsider k ≥ 5 of Theorem 1.9 in a more general setting whih we now desribe.
1.2 Statement of results
Let G be a group and let
r(t) = w1t
l1 . . . wkt
lk (k ≥ 5)
where wi = gi,1t
mi,1gi,2 . . . t
mi,ki−1gi,ki with gi,j ∈ G \ {1}, ki ≥ 1, mi,j 6= 0.
We introdue the following ondition:
(*) For 1 ≤ i ≤ k, |li| is distint from |lj | for j 6= i and is distint from |mu,v| for any
u, v.
The following an be proved using standard small anellation arguments and its proof
will be briey disussed towards the end of the hapter.
Theorem 1.10. If k ≥ 6 in the above and ondition (*) holds then r(t) = 1 has a
solution over G.
This statement generalises Theorem 1.9 for when k ≥ 6. From now on therefore, it an
be assumed that k = 5.
Lemma 1.11. If ∀i, ∃j 6= i suh that wi = w
±1
j , then it an be assumed that r(t) has
one of the following forms (modulo yli permutation and inversion):
3
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A1 wtl1wtl2wtl3wtl4wtl5
A2 wtl1wtl2wtl3wtl4w−1tl5
A3 wtl1wtl2wtl3w−1tl4w−1tl5
A4 wtl1wtl2w−1tl3wtl4w−1tl5
B1(a) wtl1wtl2wtl3vtl4vtl5
B1(b) wtl1wtl2wtl3vtl4v−1tl5
B2(a) wtl1wtl2w−1tl3vtl4vtl5
B2(b) wtl1wtl2w−1tl3vtl4v−1tl5
B3(a) wtl1w−1tl2wtl3vtl4vtl5
B3(b) wtl1w−1tl2wtl3vtl4v−1tl5
B4(a) wtl1wtl2vtl3wtl4vtl5
B4(b) wtl1wtl2vtl3wtl4v−1tl5
B5(a) wtl1wtl2vtl3w−1tl4vtl5
B5(b) wtl1wtl2vtl3w−1tl4v−1tl5
B6(a) wtl1w−1tl2vtl3wtl4vtl5
B6(b) wtl1w−1tl2vtl3wtl4v−1tl5
Proof. As we are assuming there is no single wi distint from all other wj and their
inverses, it must be the ase that either the wi are all equal to eah other (or eah
other's inverses) or the wi are split into a subset of three and a subset of two with
the wi in the same subset being equal to eah other (or eah other's inverses). With
this in mind, r(t) may always be rewritten to be in one of the above forms using yli
permutation and inversion. For example, let r(t) = vtl1wtl2w−1tl3w−1tl4v−1tl5 . In-
verting this gives us t−l5vt−l4wt−l3wt−l2w−1t−l1v−1. A yli permutation of this is
wt−l3wt−l2w−1t−l1v−1t−l5vt−l4 whih, after relabelling, is of the form B2(b). 
We dene a subword of the word w = g1t
m1g2 . . . gs−1t
ms−1gs where gi ∈ G \ {1}, mi ∈
Z \ {0}, s ≥ 1 to be a word of the form gkt
mkgk+1 . . . gk+r−1t
mk+r−1gk+r where k ∈
{1, . . . , s} and r ∈ {0, . . . , s − k}. A subword is an initial subword if k = 1, an end
subword if r = s− k and a proper subword if (k, r) 6= (1, s − k).
We are now ready to state our main theorem.
Theorem 1.12. Let G be a group and let
r(t) = w1t
l1w2t
l2w3t
l3w4t
l4w5t
l5
where wi = gi,1t
mi,1 . . . tmi,ki−1gi,ki with gi,j ∈ G \ {1}, ki ≥ 1, mi,j 6= 0.
Assume that ondition (*) holds and, in addition, that the following onditions hold.
(**) No wi is a onjugate of an element of G of order 2.
(***) No wi is a proper initial or end subword of any w
±1
j for j 6= i.
Then the following statements are true.
(I) Let r(t) be given by one of the 16 forms listed in Lemma 1.11. Then r(t) = 1 has
a solution over G if one of the following holds:
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(1) r(t) is of the form A1 or A4.
(2) r(t) is of the form A2 and none of the following sets of relations hold:
(i) l1 = l2 + l4, l2 = l3 + l5 and l3 = l1 + l5,
(ii) l1 = l3 + l4, l2 = l1 + l4 and l3 = l2 + l5,
(iii) l3 = l2 + l4 = l1 + l5,
(iv) l1 = l2 + l5 = l3 + l4.
(3) r(t) is of the form A3 and neither of the following sets of relations hold:
(i) l2 = l1 + l3 and l2 + l4 + l5 = 0,
(ii) l1 = l2 + l5 and l1 + l3 + l4 = 0.
(4) r(t) is of the form B1-B6.
(II) If r(t) is not one of the 16 forms listed in Lemma 1.11, i.e. ∃i suh that wi 6= w
±1
j
for all j 6= i, then r(t) = 1 has a solution over G.
Remark
It is worth pointing out that r(t) has a solution under the restritions of 2(i) if and only
if it has a solution under the restritions of 2(ii). The same holds true for the pair 2(iii)
and 2(iv) and the pair 3(i) and 3(ii). A full explanation for this is given in Chapter
2. The restritions are required beause our method of proof breaks down. We expet,
however, that r(t) = 1 will have a solution in these ases.
Note also that we do not require l1+ . . .+ lk 6= 0 and this allows us to prove the following
extension of Theorem 1.9 for when k = 5.
Corollary 1.13. Let r(t) = g1t
l1g2t
l2g3t
l3g4t
l4g5t
l5 ∈ G∗ < t >, li ∈ Z \ {0} where:
(i) |gi| > 2, (1 ≤ i ≤ 5).
(ii) |li| 6= |lj | for i 6= j.
Then r(t) = 1 has a solution over G.
Proof. The proof follows immediately from the theorem unless we have one of the ex-
eptions in Case (2) or (3). If r(t) is non-singular, r(t) has a solution over G in the A
ases by [13℄.
Let r(t) be singular. Consider Case (3), so r(t) = gtl1gtl2gtl3g−1tl4g−1tl5 . The exep-
tions are (i) l2 = l1 + l3 and l2 + l4 + l5 = 0, (ii) l1 = l2 + l5 and l1 + l3 + l4 = 0 and
5
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we also have l1 + l2 + l3 + l4 + l5 = 0. If (i) holds then the singularity ondition implies
l2 = 0 while if (ii) holds we get l1 = 0, either of whih leads to a ontradition and the
result holds in this ase.
Now onsider Case (2), so r(t) = gtl1gtl2gtl3gtl4g−1tl5 . Let ondition (iii) hold so
l3 = l2 + l4 = l1 + l5. Let h ∈ H be a solution in the overgroup H to the equation
gtl3 = 1. Then in H we have r(h) = ghl1ghl2ghl4g−1hl5 = ghl1ghl2ghl3h−l2g−1hl5 =
ghl1ghl2h−l2g−1hl5 = ghl1hl5 = ghl3 = 1 so r(t) has a solution over G. If (iv) holds,
then the same result ours by letting h ∈ H be a solution to gtl1 = 1. Cases (i) and
(ii) require a dierent approah. Let (i) hold so l1 = l2 + l4, l2 = l3 + l5 and l3 = l1 + l5
and we also have l1 + l2 + l3 + l4 + l5 = 0. Using these relations, we an rewrite r(t)
as gt−2l3gt4l3gtl3gt−6l3g−1t3l3 . This equation has a solution if and only if the equation
r(t) = gt−2gt4gtgt−6g−1t3 has a solution (see remark below) so let us onsider this
equation instead. Sine it an be assumed that G =< g|gn > (see remark below), we
require < g|gn > to embed in the overgroup H = <g|g
n>∗<t|>
<<r(t)>> . Let K =
<a|an>∗<s|s6>
<<(as4)3>> .
Dene the following mapping θ : {g, t} → K by g 7→ a, t 7→ s. Now substituting yields
as−2as4asas−6a−1s3 = as4as4asaa−1s3 = (as4)3 = 1 in K so θ extends to a group
epimorphism. But sine |s4| 6= 2 in < s|s6 >, it follows that < a|an > embeds in K by
[3℄, therefore g must have order n in H and so G =< g|gn > embeds in H and we are
done. The same argument an be used for ase (ii) by symmetry (See Subsetion 2.3.2).

Remarks
1. We an assume the greatest ommon divisor of the li's is equal to one. To see this,
assume that gcd(li : 1 ≤ i ≤ 5) = d > 1. Then li = dαi where gcd(αi : 1 ≤ i ≤
5) = 1. If we know the natural map from G to H1 =< G, s|w1s
α1 . . . w5s
α5 > is
injetive then G embeds in H1∗s=td < t|t
m >=< G, t|r(t) >, where m = 0 if s has
innite order and m = dq if s has order q <∞.
2. We assume, without loss of generality, that G is generated by the elements of G
whih appear in r(t). For if G0 =< gi,j > where gi,j are elements of G involved in
r(t) and r(t) has a solution over G0 in H, then r(t) = 1 has a solution over G with
the amalgamated free produt H ∗G0 G as the overgroup of G.
The only form of equation r(t) = 1 for whih it is known that there is no solution is when
r(t) = u(G, t)gu(G, t)−1 gˆ, where u(G, t) ∈ G∗ < t > and g, gˆ ∈ G have dierent orders.
Note that this annot happen under the onditions of Conjeture 1.2 and Conjeture
1.3. Observe that this situation is also ruled out by ondition (*), even when we allow
k ≥ 1. This enourages us to make the following onjeture.
6
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Conjeture 1.14. Let G be a group and let r(t) = g1t
q1 . . . glt
ql
where l ≥ 1, gi ∈
G \ {1}, qi ∈ Z \ {0} and ∃i suh that |qi| 6= |qj|, ∀j 6= i. Then r(t) = 1 has a solution
over G.
1.3 Method of proof for Theorem 1.12
To show that r(t) = 1 has a solution over G, it is enough to show that the map G→ H =
< G, t | r(t) > given by g 7→ g, ∀g ∈ G is injetive. Assume by way of ontradition that
this map is not injetive. Then there is a free produt diagram K [22℄ whose boundary
is a simple losed urve with an element g0 ∈ G \ {1} as its label.
We will now desribe how suh a diagram an be amended. The diagram will have two
dierent types of regions. The rst type is an r(t)-region whose boundary label is some
yli permutation of r(t)±1. The seond type is a G-region whose boundary label is a
word in G whih yields the identity.
The rst amendment we make to the diagram is to ontrat eah maximal t-segment to a
point and label its orresponding orners with the li or mu,v as appropriate. The seond
amendment is to the G-regions. We plae a new vertex in the interior of eah G-region,
inluding the innite region external to K, and then make the following transformation.
Create new edges between the newly added vertex and eah vertex of the region and
delete the old edges whih form the boundary of the region. Label the orners around
the new vertex with the element of G that orresponds to the label of the deleted edge.
This transformation is shown in Figure 1.1.
PSfrag replaements
g1
g1g1
g2g2g2
g3
g3g3
Figure 1.1: G-region amendment
What we have now obtained is a tessellation D of the 2-sphere, whose regions have
orners labelled with some yli permutation of r(t)±1, reading around the region from
any vertex.
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Verties whih are labelled with powers of t will be referred to as t-verties. Verties
labelled with elements of G are known as g-verties. By onvention we write i in plae
of li at the orners of the diagrams and we will use i¯ to denote −li.
Given a region ∆, we refer to the ve verties with orner labels l1, . . . , l5 within ∆ as
v1, . . . , v5 respetively.
∆
1
2
34
5
PSfrag replaements
m1,1
m2,1
m3,1
m4,1
m5,1
g1,1
g2,1
g3,1
g4,1
g5,1
m1,k1−1
m2,k2−1
m3,k3−1
m4,k4−1
m5,k5−1
g1,k1
g2,k2
g3,k3
g4,k4
g5,k5
v1
v2
v3v4
v5
Figure 1.2: A typial region of D
The sum of the orner labels at a t-vertex must equal 0 (sine < t| > is one of the free
fators) and the produt of the orner labels at a g-vertex must give the identity in G,
exept for the vertex whose label is g0.
Let v0 be the vertex obtained from the amendment of the original G-region labelled with
g0. A region that has v0 as one of its verties is alled a boundary region, otherwise it is
alled interior. The degree of a region is said to be the number of verties of that region
with degree exeeding 2. We denote the degree of a region ∆ by d(∆), the degree of
a vertex v by d(v) and the label of a vertex v by l(v).
We may assume that D is minimal with respet to the number of regions and, subjet
to this, the number of interior verties of D of degree 2 is maximal. These assumptions
play a role of great importane and lead to the following Lemma whih is analogous to
one proved in [9℄.
Lemma 1.15. (i) No vertex label of D an have as a sublabel i¯i or i¯i, (1 ≤ i ≤ 5);
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(ii) d(vi) > 2 for 1 ≤ i ≤ 5;
(iii) d(∆) ≥ 5 for any region ∆ of D.
Proof. (i) If we allowed suh a sublabel then the diagram would not be redued and it
would be possible to anel two regions and ontradit our assumption of the minimality
of D.
(ii) This omes from (i) and the fat that |li| 6= |lj | for i 6= j.
(iii) This fat follows of from (ii) and the fat that there are 5 of the vi. 
We dene the urvature of a region ∆ to be c(∆) = c(d1, . . . , dm) = (2−m)π+2πΣ
m
i=1
1
di
,
where m = d(∆) and the di are the degrees of the verties, 1 ≤ i ≤ m. The total
urvature of D, denoted by c(D), is the sum of the urvatures of eah region.
Lemma 1.16. c(D) = 4π.
Proof. Let V = number of verties, E = number of edges and F = number of regions.
Then:
c(D) = Σ∆∈Dc(∆) = Σ∆∈D[π(2 − d(∆)) + 2π
(
1
d1
+ . . . +
1
dk
)
] (k = d(∆))
= 2πΣ∆∈D
(
1
d1
+ . . .+
1
dk
)
+ 2πΣ∆∈D − πΣ∆∈Dd(∆)
= 2πV + 2πF − π2E = 2π(V − E + F ) = 4π. 
The ontradition required for our proof arises from being able to show that the total
urvature of 4π is not obtainable, and thus the mapping G → H, g 7→ g, ∀g ∈ G is
injetive, yielding Theorem 1.12.
From here, the next step is to loate interior regions ∆ of D that have positive urvature
and to show that for eah suh region, we an nd a neighbouring region ∆′ into whih
we an distribute this positive urvature. We do this by a numerial transfer of urva-
ture between the regions of the diagram. Curvature is subtrated from positive regions
and added to some negative regions that neighbour these positive regions. These move-
ments of urvature are purely numerial reassignments and the diagram itself remains
unhanged.
For the region ∆′, let c∗(∆′) equal c(∆′) plus all positive urvature ∆′ reeives.
Our key lemma is the following, the proof of whih will be given in later hapters.
Lemma 1.17. If ∆′ is an interior region of D suh that c∗(∆′) > c(∆′) then c∗(∆′) ≤ 0.
9
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We now state two more lemmas whih will be useful later on.
Lemma 1.18. For 1 ≤ i ≤ 5, w2i 6= 1.
Proof. Let w2i = 1 for some i. Let wi = g1t
m1 . . . tmk−1gk.
Then w2i = g1t
m1 . . . tmk−1gkg1t
m1 . . . tmk−1gk = 1.
So g1 = g
−1
k , g2 = g
−1
k−1, . . . and m1 = −mk−1, m2 = −mk−2, . . ..
If k even: m k
2
= −m k
2
=⇒ m k
2
= 0: ontradition.
If k odd: gk+1
2
= g−1k+1
2
=⇒ g2k+1
2
= 1: ontradition by ondition (**). 
Lemma 1.19. Let ∆ be an interior region of positive urvature in D. Then all g-verties
and t-verties other than the vi must have degree 2, four of the vi must have degree 3,
and the remaining vi must have degree 3, 4 or 5, 1 ≤ i ≤ 5.
Proof. Sine c(3, 3, 3, 3, 3, 3) = 0, a region with positive urvature must have degree at
most 5. By Lemma 1.15(iii), the region must have degree equal to 5. Therefore, as all
the vi have degree at least 3 by 1.15(ii), all g-verties and t-verties other than the vi
have degree 2. Sine c(3, 3, 3, 4, 4) = c(3, 3, 3, 3, 6) = 0 there is at most one vertex vi of
degree exeeding 3 and its degree must not exeed 5. 
Remark
c(3, 3, 3, 3, 3) = π3 ,
c(3, 3, 3, 3, 4) = π6 ,
c(3, 3, 3, 3, 5) = π15 .
These are the only possible values for positive urvature of a region of degree 5.
When onsidering the distribution of urvature, we may not have omplete information
about regions whih neighbour positive regions. We distribute urvature in steps i.e. we
send urvature from a positive region ∆1 into ∆
′
at step one, we send urvature from a
positive region ∆2 into ∆
′
at step two and so on.
We dene marking to be an assignment of natural numbers ≥ 2 to all verties of our
diagram. The value assigned to a vertex is the marked degree of the vertex. At step 0
all verties have marked degree 2. Then at eah step we inrease the marked degree of
ertain verties, ensuring this value never exeeds the atual degree of the vertex. Let
d(v, n) be the marked degree of vertex v at step n.
If a region ∆ has verties u1, . . . , um, we dene the marked urvature of ∆ at step n to
be c(∆, n) = c(d(u1, n), . . . , d(um, n)).
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We perform the gradual transfer of urvature in steps from the positive regions into
neighbouring negative regions, while simultaneously hanging the marking of the dia-
gram. At step n we hek the urvature transferred into a region is ompensated for by
the dierene c(∆′, n)− c(∆′, n− 1) arising from the remarking made at this step.
Remarks
1. We dene c∗(∆′, n) to equal c(∆′, n) plus any urvature sent into ∆′ at eah step
up to and inluding n.
2. The marked urvature of a region at any step is an upper bound on the atual
urvature. In partiular, if n is the nal step, c∗(∆′, n) ≤ 0 implies c∗(∆′) ≤ 0 and
so Lemma 1.17 holds for this region.
The following Lemma will be used later on in part of the proof of Lemma 1.17.
Lemma 1.20. Suppose that at some step n, c∗(∆′, n) ≤ 0. Suppose u1, . . . uk are verties
of ∆′ suh that d(ui, n) = 2, d(ui, n+ 1) > 2 and suppose at step n+ 1, xπ of urvature
is transferred into ∆′. Then c∗(∆′, n+ 1) ≤ 0 provided that x− k + 2Σki=1
1
d(ui,n+1)
≤ 0.
Proof. At step n, c∗(∆′, n) = c(d1, . . . , dm) + pπ = (2 − m)π + 2πΣ
m
i=1
1
di
+ pπ ≤ 0,
where pπ is the total urvature distributed to ∆′ at steps m ≤ n. Now at step n+1, let
ai := d(ui, n+ 1) > 2 and distribute a further xπ.
Then c∗(∆′, n+ 1) satises:
c∗(∆′, n+ 1) ≤ c(d1, . . . , dm, a1, . . . , ak) + pπ + xπ
= (2− (m+ k))π + 2πΣmi=1
1
di
+ 2πΣki=1
1
ai
+ pπ + xπ
= (2−m)π + 2πΣmi=1
1
di
+ pπ − kπ + 2πΣki=1
1
ai
+ xπ
= c(d1, . . . , dm) + pπ − kπ + 2πΣ
k
i=1
1
ai
+ xπ
= c∗(∆′, n)− kπ + 2πΣki=1
1
ai
+ xπ.
Therefore, x− k + 2Σki=1
1
ai
= x− k + 2Σki=1
1
d(ui,n+1)
≤ 0 =⇒ c∗(∆′, n+ 1) ≤ 0. 
Remark
Given our equation r(t), let D be the diagram whose onstrution is desribed above. Let
∆ be an interior region ofD with positive urvature. As all g-verties and t-verties other
than the vi in this region have degree 2, for reasons of presentation we may represent
any line segment whih gives us a wi with one vertex labelled with the orresponding wi.
We all suh a vertex a w-vertex. Note that a w-vertex is atually a subgraph ontaining
11
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a hain of verties and when alulating urvature we onvert the w-verties bak to
g-verties and t-verties. We refer to the line segment between two vi ontaining one of
the wi as an edge. The region ∆ of Figure 1.2 is then represented by the following gure.
∆
1
2
34
5
PSfrag repla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u4
u5
Figure 1.3: A typial region of D of positive urvature
d(vi) ≥ 3, 1 ≤ i ≤ 5 and d(ui) = 2, 1 ≤ i ≤ 5.
Denition 1.21. A vertex v is alled a split if d(v) > 2 and v is not a vi. Note that
suh a vertex must be either a g-vertex or a t-vertex. If suh a vertex is found within an
edge beginning with vi and ending with vi+1, we say the edge (i, i + 1) splits.
Note that a split may not be found within a positive region or the degree of the region
would exeed ve, a ontradition by Lemma 1.15(iii).
Denition 1.22. [4℄ Suppose some vertex v of D has label xy and we know that x = 1.
Then we an hange D by a bridge move as shown in Figure 1.4.
z
w
x y
z
w
x y
z
w
x y
Figure 1.4: Bridge moves
Lemma 1.23. If wi = wj , i 6= j, no vertex label of D an have as a proper sublabel
wiw
−1
j or w
−1
i wj . Also, if wi = w
−1
j , i 6= j, no vertex label of D an have as a proper
sublabel wiwj .
12
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Proof. If we were to allow suh a label then we ould perform bridge moves to inrease
the number of degree 2 verties without hanging the number of regions, whih is a
ontradition. See Figure 1.5 for an example of suh a move. 
ww yx
x y
yx
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Figure 1.5: Performing bridge moves on a w-vertex
If k ≥ 6, there are no regions of positive urvature and so Lemma 1.17 holds immediately.
The ompletion of the proof of Theorem 1.10 follows the same argument as the ompletion
of the proof of the main theorem, whih will be dealt with in Chapter 4.
Chapters 2 and 3 prove Lemma 1.17 for Theorem 1.12 and Chapter 4 ompletes the
proof of Theorem 1.12.
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Theorem 1.12 ases (I) 1-3
This hapter shall be onerned with the proof of Lemma 1.17 for the ases (I) (1)-(3)
in Theorem 1.12, that is, the ases for whih r(t) is of the form (A1)-(A4).
Setion 2.1 does preliminary work needed for the remainder of the hapter. Setions
2.2, 2.3 and 2.4 examine ases (I) (1), (2) and (3) respetively of Theorem 1.12, proving
Lemma 1.17 in eah ase.
2.1 Positive regions
In this hapter we are assuming eah wi is equal to wj or w
−1
j for i 6= j. Eah vertex
vi has degree at least 3 and there are four dierent possible labellings for eah orner
of these verties just outside of the region itself (eah w within r(t) mathes up in the
diagram with one of the other w's from r(t) in order to avoid the situation of Lemma
1.15(i)). There are therefore a large number of potential ombinations for labels, whih
have been worked out using a omputer. The labels whih give rise to a ontradition of
the assumptions an be disarded. For example, reading around, the label 444 (i.e. the
degree of the vertex is 3 and eah orner is labelled in the same diretion with 4 in plae
of l4) would yield a ontradition as this would imply l4 + l4 + l4 = 3l4 = 0 =⇒ l4 = 0.
Another example of a ontradition would be if we had the label 213 at vertex 1 and
135¯ at vertex 3, as this would mean l1 + l2 + l3 = 0 and l1 + l3 − l5 = 0, whih would
imply that l2 = −l5. An example of a region whose labels do not give a ontradition is
as follows.
14
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∆
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Figure 2.1: Example of a region of positive urvature
Using the notation introdued in Chapter 1, that l(vi) is the label of the vertex whose
orner within the region is labelled i, then l(v1) = 215¯, l(v2) = 1¯22, l(v3) = 135, l(v4) =
442, l(v5) = 153. This gives l1 + l2 − l5 = −l1 + 2l2 = l1 + l3 + l5 = 2l4 + l2 = 0, whih
does not yield any sort of ontradition.
Two dierent regions whose labels do not give a ontradition are known as ompatible
regions. Two regions whih are not ompatible may not both appear in the diagram.
Possible labels
Lemma 2.1. Let ∆ be an interior region of positive urvature in diagram D. Then there
is at most one vi whose label involves t-powers other than the li (so involves at least one
mu,v) and, in this ase, d(vi) = 4 or 5. The two possibilities are shown in Figure 2.2.
Proof. Let ∆ be an interior region of positive urvature and let v be the vertex of ∆
shown in Figure 2.2. Then, learly {lr, lt} ⊆ {l
±1
1 , . . . , l
±1
5 }, for otherwise an edge would
split and d(∆) > 5. 
If suh a vertex as mentioned in Lemma 2.1 exists, that is, a vi ontaining an mu,v as a
orner label, then we all this an l˜-vertex and let l˜ represent one of the mu,v whih is a
label of this vertex.
Let ∆ be an interior region suh that c(∆) > 0. Suppose that ∆ ontains an l˜-vertex v.
Sine 4 ≤ d(v) ≤ 5, ∆ is shown in Figure 2.2.
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∆
v
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Figure 2.2: l˜-vertex in ∆ (at least one of x, y is an l˜)
If the region ∆ is given by Figure 2.2 (a) then add c(∆) ≤ c(3, 3, 3, 3, 4) = π6 to the
region ∆′ whih ontains the label l˜. If ∆ is given by Figure 2.2 (b) then add c(∆) ≤
c(3, 3, 3, 3, 5) = π15 to the region ∆
′
whih ontains the label x if x = l˜ or y if y = l˜.
Lemma 2.2. Assume at step n all l˜-verties have marked degree 2 in ∆′ and at step
n+ 1 we mark all l˜-verties of ∆′ with their atual degree.
If c∗(∆′, n) ≤ 0 then c∗(∆′, n+ 1) ≤ 0.
Proof. Let us assume we have suh a region of positive urvature with a label involving
an l˜ as in Figure 2.2 (a). Then the region ∆′ whih ontains l˜ has degree at least 6 as
it must also ontain the ve vi, eah of whih have degree at least 3. If we send the
c(∆) ≤ c(3, 3, 3, 3, 4) = π6 from ∆, into this region, then the urvature is suessfully
ompensated for as c(∆′) ≤ c(3, 3, 3, 3, 3, 4) = −π6 , provided the region reeives this one
lot of urvature only. If the degree of the vertex is 5 as in 2.2 (b) then it is possible
to send up to two lots of urvature in aross the same l˜-vertex. For example, if x = l˜
and y 6= l˜ then in prinipal, ∆′x (the region ontaining the orner label x) may reeive
positive urvature through the l˜-vertex from both ∆ and ∆t (the region ontaining the
orner label lt). In this ase however, the urvature is equal to
π
15 eah time and
2π
15 <
π
6 ,
so we an assume from now on that
π
6 is being sent in and the degree of the vertex is 4.
Let us assume now that c∗(∆′, n) ≤ 0, and at step n+1 we mark k l˜-verties, eah with
their atual degree whih must be at least 4. So at most
kπ
6 is distributed to ∆
′
at step
n + 1. Then by Lemma 1.20, beause we have that (16 − 1 +
2
4)k < 0, we know that
c∗(∆′, n+ 1) ≤ 0. This ompletes the proof of the lemma. 
Lemma 2.2 tell us that if we are able to distribute urvature suessfully, i.e. in order for
Lemma 1.17 to be satised, for all regions while assuming no l˜-verties, then we are able
to distribute urvature suessfully for all positive regions. Therefore, from now we will
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assume that there are no positive regions involving suh an l˜-vertex. So for the rest of
this hapter we need only onsider positive regions whose verties are either w-verties
or vi whose labels involve only the li.
Computing regions
In order to ompute the dierent labels for eah region, it is neessary to hek every
possible ombination of mathing up the wi's. We then ompute every possible label
assuming eah of the following in turn (see Figure 2.3).
(i) d(vi) = 3, (1 ≤ i ≤ 5),
(ii) d(v1) ≥ 4, d(vi) = 3 for i 6= 1,
(iii) d(v2) ≥ 4, d(vi) = 3 for i 6= 2,
(iv) d(v3) ≥ 4, d(vi) = 3 for i 6= 3,
(v) d(v4) ≥ 4, d(vi) = 3 for i 6= 4,
(vi) d(v5) ≥ 4, d(vi) = 3 for i 6= 5,
∆
2
34
5
1
∆
2
34
5
1
∆
2
34
5
1
∆
2
34
5
1
∆
2
34
5
1
∆
2
34
5
1
(i) (ii) (iii)
(iv) (v) (vi)
Figure 2.3: Possible vertex degrees
In the alulation we do not speify every ombination of label for a vertex of degree
exeeding 3 as there would be far too many. So, for example, if d(v1) > 3 and we know
part of the label for v1 is 3¯12, we would write l(v1) = 3¯12ω where ω is in plae of
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either one or two numbers, depending of whether d(v1) = 4 or 5 respetively. Using the
methods mentioned above, we disard any labelling whih gives a ontradition and list
those whih do not. We also use omputational methods to list whih region labellings
are ompatible and also to nd out what so-alled type eah positive region is, whih we
dene next.
Types of regions
Let ∆ be a region of positive urvature. Then it must be one and only one of the following
types:
(Type 1) ∆ has a neighbour ∆′ with two edges that split as shown in Figure 2.4.
(Type 2) The above does not hold but one of ∆'s verties has degree greater than 3,
and one of the two neighbouring regions ontaining this vertex has a split as
shown in Figure 2.4.
(Type 3) ∆ is neither type 1 nor type 2.
∆
∆
∆
∆
Type 1 Type 2
PSfrag replaements
′
′
Figure 2.4: Type 1 and type 2 regions
For example, Figure 2.1 is of type 1 and has three neighbouring regions that t the
riteria of the denition.
From the denition, regions of type 3 are of one of the following forms, up to symmetry.
18
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∆∆
∆ ∆
∆
Figure 2.5: Type 3 regions
Reeiving urvature from types 1 and 2 only
If a region ∆ is of type 1, c(∆) ≤ π3 and this an be sent into ∆
′
as shown in Figure 2.4. If
this is the only urvature the region reeives, c∗(∆′) ≤ c(3, 3, 3, 3, 3, 3, 3)+ π3 = −
π
3 +
π
3 =
0. If∆ is of type 2, c(∆) ≤ π6 and, again, send urvature into ∆
′
as shown in Figure 2.4. If
this is the only urvature the region reeives, c∗(∆′) ≤ c(3, 3, 3, 3, 3, 4)+ π6 = −
π
6 +
π
6 = 0.
We need to see what happens now if a region ∆′ reeives urvature aross more than one
edge, from regions of type 1 and 2 only.
Assume a region ∆′ reeives urvature aross two edges (see Figure 2.6):
1. Let both regions be of type 1. Then the remaining three edges all split: c∗(∆′) ≤
c(3, 3, 3, 3, 3, 3, 3, 3) + 2(π3 ) = −
2π
3 + 2(
π
3 ) = 0.
2. Let one be of type 1 and the other of type 2, where the type 2 rossing shares one of
the splits of the type 1 rossing: c∗(∆′) ≤ c(3, 3, 3, 3, 3, 3, 4)+ π3 +
π
6 = −
π
2 +
π
2 = 0.
3. The same as 2, exept the type 2 uses a third split along the remaining edge:
c∗(∆′) ≤ c(3, 3, 3, 3, 3, 3, 3, 4) + π3 +
π
6 = −
5π
6 +
π
2 < 0.
4. Both of type 2, sharing neither the vertex of degree > 3 nor the split: c∗(∆′) ≤
c(3, 3, 3, 3, 3, 4, 4) + 2(π6 ) = −
2π
3 +
π
3 < 0.
5. Both of type 2, sharing the degree > 3 vertex: c∗(∆′) ≤ c(3, 3, 3, 3, 3, 3, 4)+2(π6 ) =
−π2 +
π
3 < 0.
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6. Both of type 2, sharing the split: c∗(∆′) ≤ c(3, 3, 3, 3, 4, 4) + 2(π6 ) = −
π
3 +
π
3 = 0.
∆ ∆
∆ ∆ ∆
∆
2.1. 3.
4. 5. 6.
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Figure 2.6: Reeiving urvature aross two edges
Assume a region ∆′ reeives urvature aross three edges (see Figure 2.7):
1. All of type 2, in whih ase two must share a degree > 3 vertex and two must share
a split: c∗(∆′) ≤ c(3, 3, 3, 3, 3, 4, 4) + 3(π6 ) = −
2π
3 +
π
2 < 0.
2. One of type 1, two of type 2, in whih ase eah of the type 2 must share one of
the type 1 splits and both must share the same degree > 3 vertex.
∆
1.
∆
2.
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Figure 2.7: Reeiving urvature aross three edges
This last ase is the only one whih may ause problems when a region ∆′ reeives
urvature from regions of types 1 and 2 only, as c(∆′) ≤ −π2 and as muh as
2π
3 ould be
sent in. This ase depends upon the existene of a region with all its verties of degree
3 being able to appear with regions that are of type 2, in whih all the relevant labels
math up. Note that the two regions of type 2 must be distint in order for the labels
to math up orretly. This is beause any spei region of type 2 sends urvature
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aross the same edge eah time but the ∆′ in question must reeive urvature from type
2 regions aross dierent edges. It is important to hek if this situation an our before
moving on to proving Lemma 1.17 for a region reeiving urvature from regions of type
3.
2.2 Case 1
2.2.1 r(t) = wtl1wtl2wtl3wtl4wtl5 (A1)
Let r(t) = wtl1wtl2wtl3wtl4wtl5 and let ∆ be an interior region of the diagram D of
positive urvature. As mentioned previously, the w-verties all have degree 2 and the vi
must either all have degree 3 or have four verties of degree 3 and one vertex of degree
greater than 3.
Let us rst assume that all verties are degree 3. It an be observed from the following
gure that every region sharing an edge with ∆ has at least two splits. This omes from
the fat that we annot have w2 = 1 by Lemma 1.18.
∆
w
w
w
w
w
w
w
w
w
w w
w
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1
w
w
w
ww
w
4
w
5
Figure 2.8: A region with all verties of degree 3 in ase A1
Now let us assume there are four verties of degree 3 and one of degree greater than 3.
If we observe the following gure, we see that the three neighbouring regions whih do
not ontain the vertex of degree greater than 3 have at least two splits.
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Figure 2.9: A region with one vertex of degree > 3 in ase A1
This means that all regions of positive urvature in this ase are of type 1 and so, by the
argument at the end of Setion 2.1, all urvature is suessfully ompensated for.
2.2.2 r(t) = wtl1wtl2w−1tl3wtl4w−1tl5 (A4)
Let r(t) = wtl1wtl2w−1tl3wtl4w−1tl5 . This ase does not have the same nie properties
as the previous, and so the rst thing to do is to work out all the dierent possible
labellings of a region of positive urvature using omputation methods as mentioned in
Setion 2.1, and deide whih of the three types eah of them is.
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Figure 2.10: All possible labellings  A4
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Figure 2.10 shows all possible ways in whih the w's an math up.
We read around eah vertex from left to right to obtain a possible label. For example,
if d(v1) = 3, l(v1) ∈ {2¯15¯, 2¯13, 2¯13¯, 2¯15, 215¯, 213, . . . , 415}. If our hoie for l(v1) ends
in a 3 say, l(v2) must begin with a 2, and so on. We allow a omputer to nd all suh
ombinations for eah vertex and hek if it is a valid labelling, that is, it does not give
a ontradition. Figure 2.1 gives us a valid labelling in this ase whih does not give any
ontradition.
The following results were obtained and we refer bak to Figure 2.3 to onsider eah
ase.
In ase (i) there are 8 possible labellings.
In ase (ii) there are 48 possible labellings.
In ase (iii) there are 87 possible labellings.
In ase (iv) there are 94 possible labellings.
In ase (v) there are 94 possible labellings.
In ase (vi) there are 87 possible labellings.
A full list of possible labellings may be viewed in [24℄ (a hard opy of whih is attahed
to this thesis for the onveniene of the reader), in whih the type of eah region is
indiated also.
We note that when we refer to 13, for example, we are referring to region number 1 in
[24℄ for whih all the vi are of degree 3. Region numbers without a subsript refer to the
regions whih have one vi of degree > 3.
A4 sendings
The way in whih we send urvature for the type 3 regions is as follows.
∆ Edge sent
aross in
∆
19 (3, 4)
34 (3, 4)
35 (3, 4)
44 (3, 4)
173 (5, 1)
174 (1, 2)
∆ Edge sent
aross in
∆
177 (5, 1)
178 (1, 2)
181 (1, 2)
185 (1, 2)
203 (1, 2)
206 (5, 1)
∆ Edge sent
aross in
∆
225 (5, 1)
229 (1, 2)
251 (5, 1)
254 (5, 1)
286 (5, 1)
287 (5, 1)
∆ Edge sent
aross in
∆
288 (5, 1)
290 (5, 1)
295 (5, 1)
298 (1, 2)
310 (1, 2)
314 (1, 2)
The way in whih we send urvature for ertain type 1 and 2 regions is as follows.
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∆ Edge sent
aross in
∆
52 (2, 3)
64 (1, 2)
68 (1, 2)
84 (1, 2)
88 (1, 2)
90 (1, 2)
104 (2, 3)
∆ Edge sent
aross in
∆
124 (1, 2)
125 (1, 2)
126 (1, 2)
155 (3, 4)
191 (3, 4)
213 (3, 4)
296 (3, 4)
∆ Edge sent
aross in
∆
297 (3, 4)
323 (3, 4)
327 (5, 1)
345 (5, 1)
357 (5, 1)
365 (5, 1)
∆ Edge sent
aross in
∆
367 (5, 1)
379 (5, 1)
381 (5, 1)
398 (5, 1)
400 (5, 1)
401 (5, 1)
For the remaining type 2 regions, onsider the vertex lokwise from the degree > 3
vertex. If this vertex gives a split, send positive urvature aross the edge between this
vertex and the degree > 3 vertex. Otherwise, the vertex antilokwise from the degree
> 3 vertex must give a split and so send positive urvature aross the edge between this
vertex and the degree > 3 vertex.
For the remaining type 1 regions, onsider eah pair of adjaent verties, starting from v1
and v2, moving lokwise and ignoring any pair where one of the verties has degree > 3.
When the rst pair of verties is found where both give splits, send positive urvature
between these two verties.
We laim that, under the desribed sendings, Lemma 1.17 holds.
Proof of Lemma 1.17 for A4
It an also be viewed in [24℄ whih regions of dierent labellings are ompatible. We an
therefore hek if the situation of Figure 2.7 (2) an our, whih may ause a problem
with regards to sending in three lots of positive urvature from regions of types 1 and
2 only. For this to happen we rst require a region of type 1 in whih all verties have
degree 3 suh that it an appear with two dierent regions of type 2. Looking at the
list shows us that there are only two region with all verties of degree 3 appearing with
a region of type 2, 83 whih goes with 27 and 33 whih goes with 42, but there are no
type 1 regions appearing with two dierent regions of type 2. Therefore this situation
annot happen. So any regions reeiving urvature from regions of types 1 and 2 only
satisfy Lemma 1.17.
We now need to study regions of type 3 and for eah suh a region ∆, determine a
neighbour whose urvature an ompensate for the urvature of ∆, and then hek this
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neighbour an ompensate for any further urvature being sent into it.
For this ase, there are 24 regions of type 3, whih an be viewed in [24℄, and the
urvature of eah is at most
π
6 .
Reall that we are working with equations of the given form up to inversion and yli
permutation so onsider r(t) = wtl1wtl2w−1tl3wtl4w−1tl5 .
Take the inverse of w to obtain the following: t−l5wt−l4w−1t−l3wt−l2w−1t−l1w−1.
Cylially permute this to obtain the following: w−1t−l1w−1t−l5wt−l4w−1t−l3wt−l2 .
But this is of the same form as r(t) and so we obtain a symmetry from (l1, l2, l3, l4, l5)
to (l1, l5, l4, l3, l2).
This means it is not neessary to nd ways of alloating urvature for all the 24 regions
of type 3 as the symmetry will ause some repetition. One we have paired the regions so
they are symmetrially equivalent, pik one of the symmetries, and we are only required
to alloate urvature to both symmetries in a pair if the two symmetries are regions that
may appear at the same time. This happens with 3 of our 12 pairings so we require
alloation of urvature for 15 dierent regions.
The following table shows all regions of type 3 and how they pair up in symmetries. The
15 regions for whih urvature needs to be alloated are highlighted.
l(v1) l(v2) l(v3) l(v4) l(v5)
34 213¯ω 4¯24¯ 5¯31¯ 2¯44 353
44 4¯15ω 424 335¯ 1¯42¯ 3¯53¯
19 4¯13ω 224 335¯ 1¯42¯ 3¯53¯
35 413¯ω 4¯24¯ 5¯31¯ 2¯44 355
177 413 224¯ 5¯31¯ω 2¯42¯ 3¯55
295 413 224¯ 5¯35¯ 1¯42¯ω 3¯55
178 413¯ 4¯22 131¯ω 2¯42¯ 3¯55
251 4¯13 224¯ 5¯35¯ 1¯41ω 553¯
181 213¯ 4¯24¯ 5¯31¯ω 2¯44 353
290 4¯15 424 335¯ 1¯42¯ω 3¯53¯
185 413¯ 4¯24¯ 5¯31¯ω 2¯44 355
286 4¯13 224 335¯ 1¯42¯ω 3¯53¯
203 215 424 333ω 244 353
314 215 424 335 444ω 353
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225 4¯13¯ 4¯24¯ 5¯35ω 442¯ 3¯53¯
288 4¯13¯ 4¯24¯ 5¯33 242¯ω 3¯53¯
229 413¯ 4¯24¯ 5¯35ω 442¯ 3¯55
287 4¯13 224¯ 5¯33 242¯ω 3¯53¯
174 4¯13¯ 4¯22 131¯ω 2¯42¯ 3¯53¯
254 4¯13¯ 4¯24¯ 5¯35¯ 1¯41ω 553¯
173 4¯13 224¯ 5¯31¯ω 2¯42¯ 3¯53¯
298 413¯ 4¯24¯ 5¯35¯ 1¯42¯ω 3¯55
206 415 424 333ω 244 355
310 213 224 335 444ω 353
For eah of these 15 regions, there is a split in one of the edges o it and we are able to
send urvature to one side of the split. For eah region ∆, the same proedure follows:
1. If the region ∆′ we are sending c(∆) ≤ π6 into ontains a further split or a vertex
of degree > 3, c(∆′) ≤ c(3, 3, 3, 3, 3, 4) = −π6 .
2. We therefore assume there are no further splits in ∆′ and all the verties are degree
3, and in eah of the 15 ases we obtain a ontradition.
3. Therefore, if ∆′ reeives urvature from one plae only, the negative urvature is
fully ompensated for.
Following are the gures showing the way positive urvature an be sent in eah of the
15 ases.
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Figure 2.11: no. 34
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Figure 2.12: no. 35
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Figure 2.13: no. 177
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Figure 2.14: no. 178
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Figure 2.15: no. 181
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Figure 2.16: no. 185
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Figure 2.17: no. 203
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Figure 2.18: no. 225
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Figure 2.19: no. 229
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Figure 2.20: no. 254
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Figure 2.21: no. 288
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Figure 2.22: no. 295
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Figure 2.23: no. 298
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Figure 2.24: no. 310
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Figure 2.25: no. 314
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We dene ui to be the vertex involving li in ∆
′
. In eah ase, we assume there are no
further splits or verties of degree > 3 in ∆′. Then the remaining labels of ∆′ for the
following ases must be:
34 l(u3) = 5¯31¯ l(u4) = 2¯44 l(u5) = 353
35 l(u3) = 5¯31¯ l(u4) = 2¯44 l(u5) = 355
178 l(u5) = 3¯55 l(u1) = 413¯ l(u2) = 4¯22
181 l(u5) = 353 l(u1) = 213¯ l(u2) = 2¯44
185 l(u5) = 355 l(u1) = 413¯ l(u2) = 4¯24¯
203 l(u3) = 335 l(u2) = 424 (1, 2)-split
254 l(u2) = 4¯24¯ l(u1) = 4¯13¯ l(u5) = 553¯
314 l(u3) = 335 l(u2) = 424 (1, 2)-split
But these all either give a new split or fore the existing split to have proper sublabel
ww−1 or w−1w, whih is a ontradition by Lemma 1.23.
For 177 and 295, l(u1) = 1¯45 or 1¯45¯, but then we annot omplete u2 with degree 3
without ausing a split. For 310, l(u1) = 152¯ or 154¯, but then we annot omplete u5
with degree 3 without ausing a split. For 229 and 298 we annot omplete u5 with
degree 3 without ausing a split and for 225 and 288 we annot omplete u2 with degree
3 without ausing a split. These all give a ontradition.
Therefore, there is suient negative urvature if ∆′ only reeives urvature aross one
edge. We now need to hek what happens if ∆′ reeives urvature aross more than one
edge.
It is worth noting that if a type 1 or type 2 region has more than one possible neighbouring
region to whih we ould send urvature, we may pik the one whih is most useful to
us. For example, if suh a region is ompatible with one of our type 3 regions and we
are able hoose it so that the two positive regions send urvature aross the same edge,
then we have made sure that no ∆′ an reeive urvature from both these two regions
at the same time. An example of this situation is shown in Figure 2.26.
12
Type 3
1
2 4
5
Type 2
Figure 2.26: For the type 2 region we hoose to send urvature to the left of the
degree > 3 vertex
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In 12 of the ases, the speied ∆′ an only reeive urvature from ∆ as either there
are no further regions ompatible with ∆ (See [24℄), ompatible regions send urvature
aross the same edge as ∆, ompatible regions send urvature aross the split edge in ∆′,
or the other region does not t beside ∆ due to having dierent labels. For example, the
ompatible region 126 for 35 distributes urvature aross the (2, 3)-edge and has label
5¯31¯ at vertex 3. However, Figure 2.12 shows that the region aross the (2, 3)-edge of ∆′
would need to have the label 535 at vertex 3 and so this region annot be 126.
Region no. Compatible regions Edges rossed by Problem
ompatible region
34 124 (5, 1) Crosses split edge
(see Figure 2.11)
35 125 (5, 1) Crosses split edge
126 (2, 3) Does not t
177 52 (5, 1) Does not t
104 (3, 4) Crosses split edge
295, 400, 401 (4, 5) Crosses same edge
178 296 (2, 3) Crosses split edge
297 (4, 5) Does not t
181 None
185 None
225 88, 288, 381 (3, 4) Crosses same edge
229 90, 298 (3, 4) Crosses same edge
254 None
288 88, 225, 381 (3, 4) Crosses same edge
295 52 (5, 1) Does not t
104 (3, 4) Crosses split edge
177, 400, 401 (4, 5) Crosses same edge
298 90, 229 (3, 4) Crosses same edge
Let us now look at the remaining 3 regions, 203, 310 and 314.
If we rst onsider the region 203, we an see it is ompatible with region 314 and also
with 64 and 367. However, 203, 314 and 64 all send urvature aross (4, 5) so ∆′ may not
reeive from more than one of these regions at a time. The only remaining possibility is
for ∆′ to reeive from 367 as well as 203. The region 367 sends urvature aross (2, 3)
and fores d(u3) > 3 and a (2, 1)-split.
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Next let us onsider the region 314. This region is ompatible with region 203 and also
with 64 and 367. As above, only region 367 may send urvature to ∆′ as well as 314, as
all others ross the same edge. Again we have d(u3) > 3 and a (2, 1)-split.
For both 203 and 314 at most
π
3 is sent in and 367 introdues a new split and a new
degree > 3 vertex so c(∆′) ≤ c(3, 3, 3, 3, 3, 3, 4) = −π2 . See Figure 2.27.
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Figure 2.27: Reeiving urvature from region ∆ = 203 or 314 along with region 367
Lastly, onsider 310, whih is ompatible with 155 and 357. Both 310 and 357 send ur-
vature aross (2, 3). So ∆′ may only reeive urvature from 155 as well as 310. However,
this would imply a (2, 1)-split with proper sublabel ww−1, whih is a ontradition by
Lemma 1.23. Therefore, 310 is the only region from whih ∆′ an reeive urvature.
We have heked for this ase that all positive urvature is ompensated for by negative
urvature and so Lemma 1.17 holds for this ase.
2.3 Case 2 (A2)
This setion is onerned with the proof of Lemma 1.17 for Case (2) in Theorem 1.12.
The method will be very similar to that of Subsetion 2.2.2 and so this subsetion may
be referred to for further detail. Unlike Case (1), the theorem only holds in this ase
under further onditions, whih ome about due to some regions of positive urvature
being unable to be suessfully ompensated for. We shall begin in the same way as
Subsetion 2.2.2 and take note of the regions whih lead to the onditions later on.
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Let r(t) = wtl1wtl2wtl3wtl4w−1tl5 . As in subsetion 2.2.2, the rst thing to do is to work
out all the dierent possible labellings of a region of positive urvature using omputation
methods.
The following Figure 2.28 shows all possible ways in whih the w's an math up.
∆
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Figure 2.28: All possible labellings  A2
We again use a omputer to nd all possible labellings and their types, a full list of whih
an be found in [24℄.
Observe the ases in Figure 2.3.
In ase (i) there are 6 possible labellings.
In ase (ii) there are 82 possible labellings.
In ase (iii) there are 66 possible labellings.
In ase (iv) there are 82 possible labellings.
In ase (v) there are 55 possible labellings.
In ase (vi) there are 55 possible labellings.
2.3.1 A2 sendings
The way in whih we send urvature for the type 3 regions is as follows.
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∆ Edge/vertex sent aross in ∆
13 N/A
33 N/A
43 (5, 1): Send
1
2
c(∆)
(4, 5): Send 1
2
c(∆)
53 (3, 4): Send
1
2
c(∆)
(4, 5): Send 1
2
c(∆)
12 (4, 5)
16 (3, 4)
19 (3, 4)
20 (1, 2) : When region aross (1, 2)
not positive.
(5, 1) : Otherwise.
43 (5, 1) : When region aross (5, 1)
not positive.
1-vertex: Otherwise. l(v1) = 5¯1¯32¯x,
x ∈ {4, 1¯, 5¯}. Send to re-
gion ontaining x.
44 N/A
72 N/A
89 (3, 4)
97 (5, 1)
99 (2, 3): When this region has a
split OR d(v2) = 5 OR
region aross (1, 2) has no
splits and d(u5) > 3 in this
region.
(1, 2): When region aross (2, 3)
positive OR d(v2) = 4, re-
gion aross (2, 3) has no
splits and this region has a
split.
2-vertex: Otherwise.
103 (2, 3)
106 (1, 2)
108 (5, 1)
125 (4, 5)
127 (3, 4)
128 (5, 1)
141 (3, 4)
146 (1, 2): When this region has a
split OR d(v2) = 5 OR
region aross (2, 3) has no
splits and d(u4) > 3 in this
region.
(2, 3): When region aross (1, 2)
positive OR d(v2) = 4, re-
gion aross (1, 2) has no
splits and this region has a
split.
2-vertex: Otherwise.
∆ Edge/vertex sent aross in ∆
147 (4, 5)
149 (3, 4) : When region aross (3, 4)
not positive.
3-vertex: Otherwise. l(v3) = 2¯13¯4¯x,
x ∈ {5, 3¯, 4¯}. Send to re-
gion ontaining x.
164 N/A
166 (4, 5)
167 (2, 3) : When region aross (2, 3)
not positive.
(3, 4) : Otherwise.
175 (5, 1)
212 N/A
214 (5, 1)
232 (4, 5) : When this region has a
split OR d(v4) = 5 OR
l(v4) = 4421¯ and d(u3) > 3
in this region.
(3, 4) : When region aross (4, 5)
does not split and l(v4) =
4425 or 4425¯.
4-vertex: Otherwise.
239 N/A
240 (3, 4)
255 (4, 5) : When region aross (3, 4) is
positive OR l(v4) = 3¯445¯.
(3, 4) : Otherwise.
256 (1, 2)
257 (1, 2)
258 N/A
292 (5, 1)
295 (2, 3)
299 (4, 5) : When region aross (5, 1) is
positive OR l(v5) = 51¯4¯5.
(5, 1) : Otherwise.
312 N/A
327 N/A
329 (2, 3)
331 (4, 5) : When this region has a
split OR d(v5) = 5 OR
l(v5) = 553¯2 and d(u1) > 3
in this region.
(5, 1) : When region aross (4, 5)
does not split and l(v5) =
5542 or 554¯2.
5-vertex: Otherwise.
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The way in whih we send urvature for ertain type 1 and 2 regions is as follows.
∆ Edge sent
aross in
∆
5 (4, 5)
11 (5, 1)
26 (3, 4)
37 (1, 2)
42 (5, 1)
45 (5, 1)
50 (1, 2)
51 (5, 1)
62 (1, 2)
74 (5, 1)
75 (5, 1)
∆ Edge sent
aross in
∆
82 (4, 5)
105 (1, 2)
122 (3, 4)
129 (5, 1)
130 (5, 1)
135 (3, 4)
138 (2, 3)
153 (3, 4)
154 (2, 3)
171 (3, 4)
189 (3, 4)
∆ Edge sent
aross in
∆
189 (3, 4)
197 (4, 5)
209 (2, 3)
213 (2, 3)
219 (3, 4)
220 (3, 4)
223 (4, 5)
266 (4, 5)
307 (5, 1)
316 (4, 5)
317 (4, 5)
∆ Edge sent
aross in
∆
324 (3, 4)
330 (4, 5)
334 (5, 1)
179 (5, 1)
235 (4, 5)
243 (3, 4)
245 (3, 4)
260 (4, 5)
273 (5, 1)
278 (4, 5)
298 (4, 5)
The remaining type 1 and 2 regions are dealt with in the same way as in Subsetion
2.2.2
We laim that, under the desribed sendings, Lemma 1.17 holds.
2.3.2 Proof of Lemma 1.17 for A2
We now have to hek is the situation of Figure 2.7 (2). There are two type 1 regions,
23 and 63, but it an be observed in [24℄ that these regions are not ompatible with any
other region. Therefore this situation does not our and any regions reeiving urvature
from regions of type 1 and 2 only satisfy Lemma 1.17.
We now move on to the regions of type 3. There are 44 regions of type 3, 40 with
urvature at most
π
6 (regions have one vertex of degree > 3) and 4 with urvature
π
3
(regions have all verties of degree 3).
As before, we an rewrite r(t) = wtl1wtl2wtl3wtl4w−1tl5 to obtain a symmetry, whih
in this ase is from (l1, l2, l3, l4, l5) to (l3, l2, l1, l5, l4). Following is the table showing all
type 3 regions and their pairings with this symmetry. As before, those we will alloate
urvature to are highlighted.
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l(v1) l(v2) l(v3) l(v4) l(v5)
13 4¯12¯ 3¯25¯ 1¯35¯ 1¯42 153¯
33 4¯13¯ 4¯21¯ 2¯35¯ 1¯43 253¯
43 413¯ 4¯23¯ 4¯31¯ 2¯43 255
53 3¯15¯ 1¯25¯ 1¯35 442 152¯
12 3¯12¯ω 3¯25¯ 1¯35¯ 1¯44 352¯
166 4¯13¯ 4¯21¯ 2¯31¯ω 2¯41 553¯
16 4¯13¯ω 4¯21¯ 2¯35 442 153¯
214 412¯ 3¯25¯ 1¯35¯ω 1¯43 255
19 2¯13¯ω 4¯21¯ 2¯35¯ 1¯44 351¯
175 4¯12¯ 3¯25¯ 1¯32¯ω 3¯41 553¯
43 3¯15ω 423¯ 4¯32¯ 3¯42 152¯
149 2¯15¯ 1¯25 431¯ω 2¯43 251¯
44 4¯15ω 423¯ 4¯32¯ 3¯42 153¯
212 2¯15¯ 1¯25 435¯ω 1¯43 251¯
103 2¯15¯ 1¯23¯ω 4¯31¯ 2¯43 251¯
106 3¯15¯ 1¯23¯ω 4¯32¯ 3¯42 152¯
89 2¯15¯ 1¯21¯ω 2¯35 443 251¯
108 412¯ 3¯23¯ω 4¯32¯ 3¯42 155
127 2¯15 425ω 432¯ 3¯44 351¯
128 2¯15 425ω 432¯ 3¯41 551¯
97 413¯ 4¯21¯ω 2¯35¯ 1¯42 155
141 4¯12¯ 3¯25¯ω 1¯35 443 253¯
99 4¯13¯ 4¯21¯ω 2¯35¯ 1¯43 253¯
146 4¯12¯ 3¯25¯ω 1¯35¯ 1¯42 153¯
125 4¯13¯ 4¯25ω 431¯ 2¯41 553¯
147 3¯15 425¯ω 1¯35¯ 1¯44 352¯
72 3¯15¯ω 1¯25 431¯ 2¯44 352¯
164 3¯15 423¯ 4¯31¯ω 2¯41 552¯
20 2¯13¯ω 4¯23¯ 4¯31¯ 2¯43 251¯
167 3¯15¯ 1¯25¯ 1¯32¯ω 3¯42 152¯
232 3¯15¯ 1¯25¯ 1¯35 442ω 152¯
331 413¯ 4¯23¯ 4¯31¯ 2¯43 255ω
299 2¯15¯ 1¯25 432¯ 3¯41 551¯ω
255 2¯15 423¯ 4¯32¯ 3¯44ω 351¯
256 2¯15 425 432¯ 3¯44ω 351¯
295 2¯15 425 432¯ 3¯41 551¯ω
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257 3¯13¯ 4¯21¯ 2¯35 444ω 352¯
329 412¯ 3¯25¯ 1¯31¯ 2¯41 555ω
258 3¯15 421¯ 2¯35 444ω 352¯
327 412¯ 3¯25 431¯ 2¯41 555ω
240 2¯15¯ 1¯25 432¯ 3¯43ω 251¯
292 2¯15 423¯ 4¯32¯ 3¯42 151¯ω
239 2¯15¯ 1¯25 431¯ 2¯43ω 251¯
312 3¯15 423¯ 4¯32¯ 3¯42 152¯ω
There are twenty-two pairs of symmetries and we are only required to distribute urva-
ture to one of eah of these pairs so there are twenty-two regions for whih we need to
know how to distribute symmetry. Nine of these regions an be dealt with in the same
way as those in Subsetion 2.2.2 so we shall deal with these rst. The gures showing
the way positive urvature an be sent in eah of these ases are as follows.
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Figure 2.29: no. 53
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Figure 2.30: no. 12
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Figure 2.31: no. 16
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Figure 2.32: no. 19
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Figure 2.33: no. 108
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Figure 2.34: no. 141
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Figure 2.35: no. 146
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Figure 2.36: no. 147
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Figure 2.37: no. 257
For eah region apart from 53 and 146, we assume by way of ontradition that there
are no further splits and no verties of degree > 3 in ∆′. We obtain the following:
12: l(u2) = 4¯21¯ l(u1) = 513¯ (5, 1)-split, ontradition
16: l(u1) = 3¯15 l(u2) = 424 (2, 3)-split, ontradition
19: Cannot omplete u4
108: l(u3) = 531¯ (2, 3)-split, ontradition
141: l(u1) = 2¯14¯ (1, 2)-split, ontradition
147: l(u2) = 4¯21¯ l(u1) = 513¯ (5, 1)-split, ontradition
257: Cannot omplete u5
Therefore, ∆′ has a further split or a further vertex of degree > 3, so c(∆′) ≤ c(3, 3, 3, 3, 3, 4) =
−π6 and c(∆) ≤
π
6 .
Eah speied ∆′ for these seven regions an reeive urvature from one region only as
the following table shows:
Region no. Compatible regions Edges rossed Problem with regions
12 147, 330 (3, 4) Crosses same edge
16 None
19 None
108 45 (4, 5) Crosses same edge
141 189, 334 (4, 5) Crosses same edge
147 12, 330 (3, 4) Crosses same edge
257 171, 307 (2, 3) Crosses split edge
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We now look at 53 and 146, whih are more ompliated than the previous regions.
53: Neither A nor B an be ompleted with no further splits or degree > 3 verties,
so c(A), c(B) ≤ c(3, 3, 3, 3, 3, 4) = −π6 and we an send
1
2c(∆) ≤
π
6 to eah of
A and B.
146: Case I: A is positive. Then A must be 197 and so lA(u3) = 52¯353¯, whih auses
a (4, 5)-split in B. So c(B) ≤ c(3, 3, 3, 3, 3, 5) = −4π15 and send c(∆) =
π
15 to B.
Case II: A is not positive. So A must have a split or another vertex of degree
> 3. If it has a split then c(A) ≤ c(3, 3, 3, 3, 3, 4) = −π6 so send c(∆) ≤
π
6 to
A. Assume A has no splits and has at least one other vertex of degree > 3. If
dA(u3) = 5 then send c(∆) =
π
15 to A and observe that c(A) ≤ c(3, 3, 3, 4, 5) =
− π10 . Let dA(u3) = 4. If there is a split in B, c(B) ≤ c(3, 3, 3, 3, 3, 4) = −
π
6
so send c(∆) ≤ π6 to B. Otherwise, if there is no split in B, lA(u3) = 52¯35.
If dA(u4) = 3, lA(u4) ∈ {442, 443}, both of whih split along (3, 4) in C so
send c(∆) ≤ π6 to C, c(C) ≤ c(3, 3, 3, 3, 3, 4) = −
π
6 . If dA(u4) > 3, either
dA(u1) > 3 or lA(u1) = 3¯15 and u5 annot be ompleted with degree 3, so
c(A) ≤ c(3, 3, 4, 4, 4) = −π6 and send c(∆) ≤
π
6 to A.
The region 53 is not ompatible with any other region and so the only possibility of
some ∆′ reeiving urvature from 53 and from somewhere else also is if it reeives from
a seond 53 region. This is possible in this ase as urvature an be sent in from 53
aross more than one edge. However, ∆′ then has a (2, 3)-split and a (3, 4)-split and an
therefore ompensate for the total
π
3 urvature being sent in,
π
6 from eah of the two 53
regions. As 53 sends urvature aross two dierent edges only, ∆
′
an reeive no more
than two lots of urvature.
We now look at 146, using the notation 146A to mean ∆ is 146 and urvature is sent
into A. The region 146 is ompatible with regions 37, 197 and 209 and we treat in ase
in Figure 2.35 in turn.
146A
Compatible regions whih do not send urvature aross the same edge are as follows: 37,
146B (a seond region 146 sending urvature aross the (5, 1)-edge this time), 146C, 197,
209. The regions 37, 197 and 209 do not t so we are left with 146B and 146C. Assume
two lots are sent in from region 146B or 146C as well as from region 146A. Then at
most
π
3 is sent in and we get a split and d(u5) > 3, so c(∆
′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
We annot have three lots sent in as 146A, 146B and 146C do not all t together.
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146B
The region ∆′ must ontain a split. Compatible regions whih do not ross the same
edge (apart from 146A whih has already been dealt with) are as follows: 37, 146C, 209.
Region 146C does not t. Assume two lots are sent in from region 37 or 209 as well as
from region 146B, so at most π3 is sent in. The region gives another vertex of degree
> 3, so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 . We annot have three lots sent in as 37 and 209
ross the same edge.
146C
Compatible regions whih do not ross the same edge (apart from 146A and 146B) are
as follows: 37, 197, 209. However, none of them t and this ompletes the ase for region
146.
Lemma 1.17 therefore holds for these nine ases. The remaining fteen ases are more
ompliated and need to be looked at in three groups, split depending on whih other
regions they are ompatible with. The rst of these groups ontains eight type 3 regions
and we are able to suessfully distribute positive urvature for eah of these regions.
Group I
This rst group ontains the regions 232, 43, 106, 127, 167, 255, 256 and 292. A table
displaying the regions whih may our with eah of the eight regions in this group is as
follows. The type 3 regions have been highlighted.
232 26, 43, 82, 106, 122, 127, 135, 153, 154, 167, 219, 220, 255, 256, 292, 316, 317
43 105, 106, 153, 167, 219, 232, 255, 266, 292, 316, 317, 324
106 43, 153, 167, 219, 232, 255, 292, 316, 317
127 232
167 43, 106, 153, 219, 232, 255, 292, 316, 317
255 43, 106, 153, 167, 219, 232, 292, 316, 317
256 232, 317
292 43, 105, 106, 153, 167, 219, 232, 255, 266, 316, 317, 324
The following gures show the way in whih urvature is distributed for eah of the 8
regions.
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Figure 2.38: no. 43
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Figure 2.39: no. 106
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Figure 2.40: no. 127
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Figure 2.41: no. 167
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Figure 2.42: no. 232
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Figure 2.44: no. 256
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Figure 2.45: no. 292
Next we outline the exat manner in whih urvature will be sent and give an explanation
of how this urvature is ompensated for, assuming only one lot is reeived.
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43: Case I: ∆′ is positive. Then it must be 167 as this is the only region that would
t. Then l(v1) = 5¯1¯32¯x where x ∈ {4, 1¯, 5¯}. If x = 4 then we get a (4, 5)-split
in C. If x = 1¯ then we get a (5, 1) and a (1, 2)-split in C. If x = 5¯ then
we get a (5, 1)-split in C. So send the π15 from both 43 and 167 into C, so
c(C) ≤ c(3, 3, 3, 3, 3, 5) = −4π15 and
2π
15 is sent in. Treat the urvature sending
from 43 and 167 to the region C in Figure 2.38 as one sending of 2π15 from now on,
as these sendings depend on one another. Refer to this sending as 43C. Case II:
∆′ is not positive. Assume d(v1) = 5, so c(∆) =
π
15 . As ∆
′
is not positive there
must be at least one split or further vertex of degree > 3 in ∆′, whih implies
c(∆′) ≤ c(3, 3, 3, 4, 5) = − π10 , so we are done. Assume d(v1) = 4, so l(v1) = 3¯154,
ausing a (3, 4)-split. Then c(∆) = π6 and c(∆
′) ≤ c(3, 3, 3, 3, 3, 4) = −π6 .
106: ∆′ is not positive so, as with region 43, if d(v2) = 5 we are done. If d(v2) = 4 then
l(v2) = 1¯23¯3¯ or 1¯23¯4¯, both of whih ause a split, so c(∆
′) ≤ c(3, 3, 3, 3, 3, 4) =
−π6 .
167: We assume ∆′ is not positive, as the ase when it is positive is dealt with in 43,
so if d(v3) = 5 we are done. If d(v3) = 4 then l(v3) = 1¯32¯4 or 1¯32¯2¯, both of
whih ause a split, so we are done as c(∆′) ≤ −π6 one again.
232: A is not positive, otherwise it would be one of the following regions: 122 =⇒
l(v4) = 4423¯ω, 127 =⇒ l(v4) = 4425ω, 135 =⇒ l(v4) = 4425ω, none of whih
omplete with degree 4 or 5. If there is a split in A, send to A as c(3, 3, 3, 3, 3, 4) =
−π6 . Now assume there are no splits in A. The remaining verties in A annot
omplete with degree 3 (or v4 would have degree > 5) so there is a further vertex
of degree > 3 in A. If d(v4) = 5, c(A) ≤ c(3, 3, 3, 4, 5) = −
π
10 so send to A. If
d(v4) = 4 then l(v4) = 4425, 4421¯ or 4425¯. If l(v4) = 4425 or 4425¯, B splits
along the (3, 4)-edge so send to B. Assume l(v4) = 4421¯. Either dA(u5) ≥ 4 or
lA(u5) = 351¯ and dA(u4) ≥ 4. If dA(u3) ≥ 4, c(A) ≤ c(3, 3, 4, 4, 4) = −
π
6 so send
to A. If dA(u3) = 3, lA(u3) = 2¯32¯, whih splits (2, 3) in C, so send to C.
127: Another split or a vertex of degree > 3 in ∆′ is enough as then c(∆′) ≤
c(3, 3, 3, 3, 3, 4) = −π6 , so now assume otherwise. But then u1 annot be om-
pleted with degree 3 - ontradition.
255: Case I: B is positive, in whih ase B must be 219 (annot be 153 or annot
omplete v4 with degree < 6) and l(v4) = 3¯4445. A annot be ompleted with
dA(u2) = dA(u1) = dA(u5) = 3 so c(A) ≤ c(3, 3, 3, 4, 5) = −
π
10 and c(∆) =
π
15 ,
so send into A. Case II: B is not positive. Then if d(v4) = 5, send to B. If
d(v4) = 4 then l(v4) = 3¯444, 3¯441¯ or 3¯445¯. The rst two ause a (3, 4)-split in
B whih means c(B) ≤ c(3, 3, 3, 3, 3, 4) = −π6 and so send to B. The last auses
a (4, 5)-split in A so send to A.
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256: Another split or a vertex of degree > 3 in ∆′ is enough so assume otherwise.
But then the existing split has proper sublabel w−1w whih is a ontradition.
292: ∆′ is not positive so, as before, if d(v5) = 5 we are done. If d(v5) = 4 then
l(v5) = 151¯5¯ whih auses a split in ∆
′
and we are done.
Let us now hek that urvature is still ompensated for when more than one lot is sent
in to the same region. We will look at a partiular ∆′ whih urvature is being sent into
and hek if any further an be sent in.
232A
Compatible regions whih do not ross the same edge are as follows: 26, 43, 43C, 82,
106, 122, 127, 135, 154, 167, 219, 220, 232B, 232C, 255A, 255B, 256, 316, 317.
Assume two lots are sent in:
Regions Outome
26, 43, 82, 106, 122, 127, 135,
154, 167, 219, 220, 232C,
255B, 316, 317
Does not t.
43C Cannot be sent aross the 1 vertex as d(u1) = 3 and
annot be sent aross the 5 vertex as l(u5) = 5¯1¯32¯5¯
would give a (5, 1)-split with proper sublabel ww−1,
a ontradition by Lemma 1.23. Can only be aross
the 4 vertex, whih has degree 5, giving a (4, 5)-split.
π
6 +
2π
15 =
9π
30 sent in. If d(u3) = 3, splits (2, 3) so
c(∆′) ≤ c(3, 3, 3, 3, 4, 5) = −13π30 .
154, 256 Fores a (5, 1)-split with proper sublabel ww−1 - on-
tradition.
232B At most π3 sent in. d(u4) ≥ 4, (3, 4)-split, so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
255A Case I in 255A: lA(u4) = 3¯4445 and annot omplete
lA(u2) = l(v4) with degree < 6 - ontradition. Case
II in 255A: At most π3 sent in. d(u4) ≥ 4, (4, 5)-split:
c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
We annot have three lots sent in as potential regions do not t together.
232B
Compatible regions whih do not ross the same edge are as follows: 26, 43, 43C, 82,
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106, 122, 127, 135, 153, 167, 219, 220, 232C, 255A, 255B, 292, 316, 317.
Assume two lots are sent in and note that d(u4) > 3 and (3, 4) splits:
Regions Outome
26, 43C, 82, 122, 135, 167,
219, 220, 255A, 317
Does not t.
43, 255B At most π3 sent in. Region gives d(u3) ≥ 4 so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
106 d(u1) ≥ 4. If d(u1) = 5, at most
7π
30 is sent in and
c(∆′) ≤ c(3, 3, 3, 3, 4, 5) = −13π30 . If d(u1) = 4, at most
π
3 sent in, (1, 2)-split, so c(∆
′) ≤ c(3, 3, 3, 3, 3, 4, 4) =
−2π3 .
127 At most π3 sent in. Either another split or d(u1) > 3
so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
153 At most π3 sent in. Regions split (2, 3) and d(u1) ≥ 4
so c(∆′) ≤ c(3, 3, 3, 3, 3, 4, 4) = −2π3 .
292, 232C At most π3 sent in. Regions give d(u1) ≥ 4 so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
316 At most
π
3 sent in. Regions give d(u2) ≥ 4 so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
Assume three lots are sent in:
Then it must be 232B with two from eight possible regions.
Crossing (2, 3): 43, 255B, 127 (ompatible with 232 only), 316.
Crossing (5, 1): 106.
Crossing (1, 2): 153 (gives a (2, 3)-split), 292.
Crossing vertex 1: 232C (gives a (2, 3)-split).
So there is no region sending aross (2, 3) ompatible with 153 or 232C, and so pos-
sible pairs are: {43, 106}, {43, 292}, {106, 255B}, {255B, 292}, {106, 316}, {292, 316},
{106, 153}, {106, 292}, {106, 232C}, {153, 232C}, {232C, 292}.
Regions Outome
{106, 255B}, {255B, 292},
{292, 316}, {106, 153}, {106, 292},
{106, 232C}, {153, 232C},
{232C, 292}
Does not t.
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{43, 292}, {43, 106} At most π2 sent in. Regions give d(u1) ≥ 4 and
d(u3) ≥ 4 so c(∆
′) ≤ c(3, 3, 3, 4, 4, 4) = −π2 .
{106, 316} At most π2 sent in. Regions give d(u1) ≥ 4 and
d(u2) ≥ 4 so c(∆
′) ≤ c(3, 3, 3, 4, 4, 4) = −π2 .
If four lots were sent in it would be from 232B and three from 43, 106, 292, 316. But 43
and 316 ross the same edge and 106 and 292 do not t together so four lots annot be
sent into ∆′.
232C
Compatible regions whih do not ross the same edge are as follows: 26, 43, 43C, 82,
106, 122, 127, 135, 153, 154, 167, 219, 220, 255A, 255B, 256, 292, 316, 317.
Assume two lots are sent in and note that d(u1) > 3 and (2, 3)-splits:
Regions Outome
26, 43, 82, 106, 122, 127, 135,
153, 154, 167, 219, 220,
255B, 256, 292, 316, 317
Does not t.
43C Can only ross the 4 vertex whih has degree 5. 232C
gives a (2, 3)-split and 43C gives a (4, 5)-split. So 9π30
is sent in and c(∆′) ≤ c(3, 3, 3, 3, 3, 4, 5) = −23π30 .
255A Fores a (2, 3)-split with proper sublabel ww−1, whih
is a ontradition.
Clearly we annot have three lots sent in as 43C is the only region that an send into
∆′ as well as 232C.
127
We have ompleted 127 already as it is only ompatible with 232. We do not have
to onsider 232 again in the remaining regions of this group or we will be repeating
ourselves.
256
The only ompatible region (apart from 232) is 317. This rosses the (5, 1)-edge in ∆′
and does not t, so ∆′ may not reeive urvature from 317 also.
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43
Compatible regions whih do not ross the same edge are as follows: 43C, 105, 106, 153,
167, 219, 255A, 266, 292, 317, 324.
Regions Outome
105, 153, 255A, 324 Does not t.
43C Cannot be aross vertex 1 and annot be aross ver-
tex 4 or annot omplete l(v1) with degree 5. Only
possibility is aross vertex 5, whih splits (5, 1). If
d(v1) = 4, l(v1) = 3¯154 whih splits (3, 4). So
π
6 +
2π
15 =
9π
30 is sent in and c(∆
′) ≤ c(3, 3, 3, 3, 3, 4, 5) =
−23π30 . If d(v1) = 5,
π
15 +
2π
15 =
3π
15 is sent in and
c(∆′) ≤ c(3, 3, 3, 3, 5, 5) = −8π15 .
106, 167, 292 If d(u1) = d(u3) = 5 then
2π
15 is sent in and c(∆
′) ≤
c(3, 3, 3, 5, 5) = −π5 . If at least one of these degrees is
4, at most
π
3 is sent in and there is a split so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
219, 317 Fores a (1, 2)-split with proper sublabel ww−1, whih
is a ontradition.
266 At most
π
3 sent in. Region gives d(u1) ≥ 4 and a
(4, 5)-split so c(3, 3, 3, 3, 4, 4) = −π3 .
Can only have three lots sent in if it is 292 and 43C as none of the others t together.
Eah ontribute a degree > 3 vertex and 43C gives a (5, 1)-split. So 7π15 is sent in and
c(3, 3, 3, 4, 4, 5) = −3π5 .
43C
Compatible regions (with 167 also - see desription of 43C sending above) whih do not
ross the same edge are as follows: 106, 153, 167, 219, 255A, 255B, 292, 316, 317.
Regions Outome
106, 167 Does not t.
153 Through 1 vertex does not t and through 5 vertex
auses labels to give a ontradition, so through 4
vertex. (4, 5)-split and (2, 3)-split so 9π30 sent in and
c(3, 3, 3, 3, 3, 4, 5) = −23π30 .
219 Only ts through 4 vertex but the labels give a on-
tradition.
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255A Through vertex 1 or 5. 9π30 sent in. At least one split
so c(∆′) ≤ c(3, 3, 3, 3, 4, 5) = −13π30 .
255B, 292 Through vertex 4 or 5. 9π30 sent in. At least one split
so c(∆′) ≤ c(3, 3, 3, 3, 4, 5) = −13π30 .
316, 317 All three rossings require a vertex whose label gives
a ontradition.
The only possibility for three lots being sent in is 43C (through vertex 5) with 255A and
292 as the others do not t. Eah of these regions ontribute a degree > 3 vertex and
43C gives a (5, 1)-split. So π6 +
π
6 +
2π
15 =
7π
15 is sent in and c(3, 3, 3, 4, 4, 5) = −
3π
5 .
106 and 167
Compatible regions whih do not ross the same edge are as follows: 153, 255A, 255B,
292, 316.
Regions Outome
153, 292 Does not t.
255A Case I in 255A: Either d(u1) = 4 so
7π
30 is sent in,
in whih ase there is a split and c(3, 3, 3, 3, 4, 5) =
−13π30 , or d(u1) = 5 so
2π
15 is sent in and c(3, 3, 3, 5, 5) =
−π5 . Case II in 255A: Fores a (4, 5)-split with proper
sublabel w−1w, whih is a ontradition.
255B If d(u1) = d(u3) = 5 then
2π
15 is sent in and c(∆
′) ≤
c(3, 3, 3, 5, 5) = −π5 . If at least one of these degrees is
4, at most
π
3 is sent in and there is a split, so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
316 At most
π
3 sent in. Region gives d(u2) ≥ 4 and a
(3, 4)-split so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
We annot have three lots sent in as it would have to be two of 316, 255A and 255B.
But 316 and 255B ross the same edge, 255A rosses the (3, 4)-edge and 316 splits the
(3, 4)-edge, and 255A and 255B do not t together.
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255A
Compatible regions whih do not ross the same edge are as follows: 153, 219, 255B,
292, 316, 317.
Regions Outome
255B, 316 Does not t.
153 Fores a (2, 3)-split with proper sublabel ww−1, whih
is a ontradition.
219, 317 At most
π
3 sent in. Region gives d(u5) ≥ 3 and a
(1, 2)-split so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
292 Region gives d(u1) > 3. Assume ase II in 255A:
At most
π
3 is sent in and a (4, 5)-split, so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 . Assume ase I in 255A: If
d(u1) = 4,
7π
30 is sent in and a (5, 1)-split so c(∆
′) ≤
c(3, 3, 3, 3, 4, 5) = −13π30 . Otherwise, d(u1) = 5,
2π
15 is
sent in and c(∆′) ≤ c(3, 3, 3, 5, 5) = −π5
We annot have three lots sent in as both 219 and 317 ross (5, 1) and split (1, 2), whih
is the edge rossed by 292.
255B
Compatible regions whih do not ross the same edge are as follows: 153, 219, 292, 317.
Regions Outome
153, 292 Does not t.
219, 317 Region gives a (1, 2)-split with proper sublabel ww−1
- ontradition.
292
Compatible regions whih do not ross the same edge are as follows: 105, 219, 266, 316,
317.
Regions Outome
219, 266, 316, 317 Does not t.
105 Region gives a (2, 3)-split with proper sublabel w−1w
- ontradition.
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Group II
44 38, 107, 164, 188, 198, 241, 275, 301, 312
164 44, 107, 275, 312
312 38, 44, 107, 164, 188, 198, 241, 275, 301
This group brings about exeption (iii) that the equalities l3 = l2 + l4 = l1 + l5 do
not hold, and by symmetry (iv), in Case (2) of Theorem 1.12. The exeption allows
us to disregard regions 44 and 312, whose labellings are l(v1) = 4¯15ω, l(v2) = 423¯,
l(v3) = 4¯32¯, l(v4) = 3¯42, l(v5) = 153¯ and l(v1) = 3¯15, l(v2) = 423¯, l(v3) = 4¯32¯,
l(v4) = 3¯42, l(v5) = 152¯ω respetively. The exeption also rules out region 164, although
this is not one of the regions whih auses the problem, whih we desribe next.
If we were to allow the equalities l3 = l2 + l4 = l1 + l5 and therefore the regions 44 and
312, it would be possible to end up with the following situation.
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Figure 2.46: 44 and 312 together
All regions in this gure other than 44 and 312 have degree −π6 and so far we have not
been able to nd a way to ompensate for the positive regions. Therefore the restrition
on the li's is required.
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Group III
13 156, 173, 258, 310, 311
258 13, 156, 173, 310, 311
This group brings about exeption (i) that the equalities l1 = l2 + l4, l2 = l3 + l5 and
l3 = l1 + l5 do not hold, and by symmetry (ii), in Case (2) of Theorem 1.12. The
exeption allows us to disregard region 13, whose labelling is l(v1) = 4¯12¯, l(v2) = 3¯25¯,
l(v3) = 1¯35¯, l(v4) = 1¯42, l(v5) = 153¯. The exeption also rules out region 258 and we
now desribe the problem that arises when allowing these two regions to our.
If we allowed the mentioned equalities and therefore the regions 13 and 258, whih are
ompatible, it is possible to end up with the following situation.
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Figure 2.47: 13 and 258 together
Again we have been unable to ompensative for the positive urvature so the exeption
on the li's is required.
This ompletes the proof of Lemma 1.17 in Case (2), with the mentioned exeptions.
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2.4 Case 3 (A3)
This setion is onerned with the proof of Lemma 1.17 for ase (3) in Theorem 1.12.
Let r(t) = wtl1wtl2wtl3w−1tl4w−1tl5 .
The following gure shows all possible ways in whih the w's an math up.
∆
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Figure 2.48: All possible labellings  A3
A full list of all possible labellings and their types an be found in [24℄.
Observe the ases in Figure 2.3.
In ase (i) there are 0 possible labellings.
In ase (ii) there are 64 possible labellings.
In ase (iii) there are 65 possible labellings.
In ase (iv) there are 51 possible labellings.
In ase (v) there are 48 possible labellings.
In ase (vi) there are 51 possible labellings.
2.4.1 A3 sendings
The way in whih we send urvature for the type 3 regions is as follows.
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∆ Edge/vertex sent aross in ∆
4 (3, 4)
6 (5, 1)
16 N/A
34 (4, 5)
35 (4, 5)
63 (5, 1) : When region aross (1, 2) is
positive.
(1, 2) : Otherwise.
66 (2, 3) : When region aross (1, 2) is
positive.
(1, 2) : Otherwise.
78 (3, 4)
79 N/A
91 (4, 5)
92 (3, 4)
123 (2, 3)
130 (4, 5)
132 (5, 1)
150 N/A
152 (2, 3)
162 (4, 5)
165 (1, 2)
169 (4, 5) : When region aross (3, 4) is
positive
(3, 4) : When this region is not
positive and either d(v3) =
5 or d(v3) = 4, l(v3) 6=
3343.
(2, 3) : Otherwise.
173 (4, 5)
175 (2, 3) : When this region has a
split OR region aross
(3, 4) does not split and ei-
ther d(v3) = 5 or d(v3) = 4
and d(u3) = 3 and one of
d(u4), d(u5) > 3 in this re-
gion.
(3, 4) : When region aross (2, 3)
does not split and this re-
gion has a split OR region
aross (2, 3) is positive.
3-vertex: When none of the above
hold and this region splits.
Send
1
2
c(∆) aross (2, 3)
and 3-vertex otherwise.
∆ Edge/vertex sent aross in ∆
200 (4, 5) : When region aross (3, 4) is
positive
(3, 4) : Otherwise.
205 N/A
206 (3, 4) : When region aross (4, 5) is
positive
(4, 5) : Otherwise.
209 (4, 5)
210 N/A
220 (3, 4)
231 (5, 1) : When this region has a
split OR region aross
(4, 5) does not split and ei-
ther d(v5) = 5 or d(v5) = 4
and d(u5) = 3 and one of
d(u4), d(u3) > 3 in this re-
gion.
(4, 5) : When region aross (5, 1)
does not split and this re-
gion has a split OR region
aross (5, 1) is positive.
5-vertex: When none of the above
hold and this region splits.
Send
1
2
c(∆) aross (5, 1)
and 5-vertex otherwise.
233 (3, 4)
241 (5, 1)
248 (2, 3)
258 (3, 4)
259 N/A
270 (3, 4)
271 (3, 4) : When region aross (4, 5) is
positive
(4, 5) : When this region is not
positive and either d(v5) =
5 or d(v5) = 4, l(v5) 6=
5545.
(5, 1) : Otherwise.
272 (1, 2)
The way in whih we send urvature for ertain type 1 and 2 regions is as follows.
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∆ Edge sent
aross in
∆
7 (1, 2)
18 (4, 5)
19 (5, 1)
23 (1, 2)
24 (5, 1)
26 (2, 3)
28 (1, 2)
30 (5, 1)
31 (5, 1)
42 (3, 4)
47 (5, 1)
∆ Edge sent
aross in
∆
50 (5, 1)
52 (3, 4)
58 (5, 1)
64 (5, 1)
71 (3, 4)
72 (2, 3)
74 (2, 3)
75 (2, 3)
80 (5, 1)
82 (1, 2)
90 (2, 3)
∆ Edge sent
aross in
∆
98 (2, 3)
99 (2, 3)
109 (2, 3)
114 (2, 3)
121 (4, 5)
122 (1, 2)
124 (4, 5)
128 (1, 2)
136 (4, 5)
142 (4, 5)
159 (3, 4)
∆ Edge sent
aross in
∆
176 (3, 4)
182 (2, 3)
185 (3, 4)
193 (3, 4)
198 (5, 1)
207 (4, 5)
212 (4, 5)
230 (4, 5)
249 (3, 4)
261 (4, 5)
279 (3, 4)
The remaining type 1 and 2 regions are dealt with in the same way as in Subsetion
2.2.2
We laim that, under the desribed sendings, Lemma 1.17 holds.
2.4.2 Proof of Lemma 1.17 for A3
Sine there are no positive regions whose verties are all of degree 3, the situation of
Figure 2.7 (2) does not our.
There are 36 regions of type 3, eah with urvature
π
6 .
We an rewrite r(t) = wtl1wtl2wtl3w−1tl4w−1tl5 to obtain a symmetry from (l1, l2, l3, l4, l5)
to (l2, l1, l5, l4, l3). Following is the table showing all type 3 regions and their pairings
with this symmetry. As before, those we will alloate urvature to are highlighted.
l(v1) l(v2) l(v3) l(v4) l(v5)
4 2¯15¯ω 1¯25¯ 1¯33 243¯ 4¯51¯
91 3¯12¯ 3¯21¯ω 2¯34¯ 5¯41 552¯
6 315¯ω 1¯25¯ 1¯34¯ 5¯43 254
123 3¯12¯ 3¯25ω 431 543¯ 4¯52¯
34 2¯12¯ω 3¯21¯ 2¯31 543¯ 4¯51¯
92 2¯15¯ 1¯21¯ω 2¯34¯ 5¯43 251¯
35 3¯12¯ω 3¯21¯ 2¯31 543¯ 4¯52¯
78 2¯15¯ 1¯25¯ω 1¯34¯ 5¯43 251¯
51
Chapter 2: Theorem 1.12 ases (I) 1-3
63 3¯15ω 425 431 542 152¯
66 314 325¯ω 1¯32 143 254
16 3¯15¯ω 1¯25 431 543¯ 4¯52¯
79 312¯ 3¯25¯ω 1¯34¯ 5¯43 254
130 3¯12¯ 3¯24 331ω 541 552¯
270 415¯ 1¯25¯ 1¯33 243 255ω
152 314 321¯ 2¯32ω 143 254
241 2¯15 425 431 542 151¯ω
165 2¯12¯ 3¯24 333ω 243¯ 4¯51¯
272 415¯ 1¯21¯ 2¯34¯ 5¯41 555ω
173 312¯ 3¯21¯ 2¯34¯ω 5¯41 554
233 2¯15¯ 1¯25 433 243¯ 4¯51¯ω
175 312¯ 3¯21¯ 2¯34¯ω 5¯42 154
231 2¯15¯ 1¯25 432 143¯ 4¯51¯ω
200 312¯ 3¯21¯ 2¯31 542ω 154
206 2¯15¯ 1¯25 432 143ω 251¯
209 315¯ 1¯25¯ 1¯34¯ 5¯43ω 254
220 3¯12¯ 3¯25 431 543¯ω 4¯52¯
205 2¯15¯ 1¯25 431 543ω 251¯
210 312¯ 3¯21¯ 2¯31 543ω 254
132 3¯15¯ 1¯25¯ 1¯31ω 542 152¯
248 3¯12¯ 3¯25¯ 1¯32 143 252¯ω
162 2¯15¯ 1¯25 433ω 243 251¯
258 312¯ 3¯21¯ 2¯31 541 554ω
150 2¯15¯ 1¯25 432ω 143 251¯
259 312¯ 3¯21¯ 2¯31 542 154ω
169 3¯12¯ 3¯24 334¯ω 5¯41 552¯
271 415¯ 1¯25¯ 1¯33 243¯ 4¯55ω
In this ase we do not get a pair for whih the two regions are ompatible with eah other.
Therefore, as there are eighteen pairs of symmetries and we only require to distribute
urvature from one of eah of these pairs, there are eighteen regions for whih we need to
know how to distribute urvature. Nine of these regions an be dealt with individually
so we shall deal with these rst. The gures showing the way positive urvature an be
sent in eah of these ases is as follows:
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Figure 2.49: no. 4
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Figure 2.50: no. 6
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Figure 2.51: no. 34
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Figure 2.52: no. 35
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Figure 2.54: no. 165
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Figure 2.55: no. 173
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Figure 2.56: no. 209
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Figure 2.57: no. 271
For the regions where we already know ∆′ has a split, we assume there are no further
splits and no verties of degree > 3 in ∆′ and obtain a ontradition for eah.
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4: Cannot omplete u1.
34: l(u5) = 552¯. Cannot omplete u1.
35: Cannot omplete u5.
130: Cannot omplete u2.
165: l(u4) = 5¯41, l(u5) = 554. Cannot omplete u1.
173: Cannot omplete u2.
271: Cannot omplete u1.
So c(∆) ≤ π6 and c(∆
′) ≤ c(3, 3, 3, 3, 3, 4) = −π6 .
Let us now look at the remaining two regions. In these ases, we an use the fat that
the degree > 3 vertex must, in fat, be degree 5.
6: d(v1) = 5 so c(∆) =
π
15 . Cannot have no splits and all remaining verties
of degree 3 in ∆′, or would have a ompatible positive region with vertex
3 of degree 5. This is not the ase or ∆′ would have to be 6, whih
is learly not true, or 99, whih has vertex 3 of degree 3. c(∆′) ≤
c(3, 3, 3, 4, 5) = − π10 .
209: d(v4) = 5 so c(∆) =
π
15 . Cannot have all remaining degrees 3 in ∆
′
or
would have a ompatible positive region with vertex 3 of degree 5, whih
is not the ase. c(∆′) ≤ c(3, 3, 3, 4, 5) = − π10 .
The ∆′ for the following regions annot reeive urvature from elsewhere:
Region no. Compatible regions Edges rossed Problem with regions
6 99 (3, 4) Crosses same edge
34 261 (3, 4) Crosses same edge
130 None
165 128 (2, 3) Crosses same edge
173 193 (5, 1) Crosses same edge
198 (4, 5) Crosses split edge
209 None
Eah of the remaining three ases, 4, 35, and 271, an only appear with one other region
that does not send urvature aross the same edge: 75, 82, and 75 respetively. However,
75 fores a (1, 2)-split and 82 fores a (4, 5)-split, both with proper sublabel ww−1 whih
is a ontradition by Lemma 1.23. Therefore, no more than one lot of urvature an be
sent into ∆′.
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The remaining ases are split into three groups as in the previous setion.
Group I
A table displaying the regions in this group along with their ompatible regions is as
follows. As before, the ompatible type 3 regions have been highlighted.
66 23, 64, 152, 248
152 23, 64, 66, 248
248 23, 24, 64, 66, 152
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Figure 2.58: no. 66
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Figure 2.59: no. 152
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Figure 2.60: no. 248
66: Case I: A is positive. A must be 152 and l(v2) = 52¯3¯23¯, whih auses a (4, 5)-
split in B. So send to B as c(B) ≤ c(3, 3, 3, 3, 3, 5) = −4π15 and
π
15 is sent in.
Case II: B is positive. B must be 248 and l(v2) = 325¯2¯3. If there is a split
or another degree > 3 vertex then c(A) ≤ c(3, 3, 3, 4, 5) = − π10 and
π
15 sent in,
so send to A. Now assume otherwise. But then lA(u2) = 245, whih splits the
(1, 2)-edge - ontradition. Case III: A and B are not positive. If d(v2) = 5 then
there must be at least one split or degree > 3 vertex in A, otherwise A would be
positive. So c(A) ≤ c(3, 3, 3, 4, 5) = − π10 and send the
π
15 to A. If d(v2) = 4 then
l(v2) ∈ {325¯5¯, 325¯2}, both of whih split A so c(A) ≤ c(3, 3, 3, 3, 3, 4) = −
π
6 and
send the
π
6 to A.
152: Any splits and we are done so assume no splits. If d(u5) = d(u4) = 3 then
l(u5) = 52¯5. But then u4 annot be ompleted with degree 3 and no splits. Let
d(u5) > 3 or d(u4) > 3. If d(v3) = 5 then we are done as c(∆
′) ≤ − π10 and
π
15 is
sent in. If d(v3) = 4, l(v3) = 2¯323¯, whih gives a split - ontradition.
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248: If a further split or degree > 3 vertex then we are done so assume otherwise. But
then the labels fore the split to have sublabel ww−1, whih is a ontradition.
We now hek that urvature is still ompensated for when more than one lot of urvature
is sent in.
248
Compatible regions whih do not ross the same edge are as follows: 23, 24, 64, 66A,
152.
Assume two lots are sent in:
Regions Outome
24, 64 Does not t.
23 At most
π
3 sent in. Region gives a (3, 4)-split and
d(u2) > 3 so c(∆
′) ≤ c(3, 3, 3, 3, 3, 3, 4) = −π2 .
66A Fores the split to have sublabel ww−1, whih is a
ontradition.
152 Region gives d(u2) > 3. If d(u2) = 4, at most
π
3 is
sent in and l(u2) = 2¯323¯, whih gives a (2, 3)-split, so
c(∆′) ≤ c(3, 3, 3, 3, 3, 3, 4) = −π2 . If d(u2) = 5, at most
7π
30 is sent in and c(∆
′) ≤ c(3, 3, 3, 3, 3, 5) = −8π30 .
If three lots are sent in it must be with 23 and 152. But 23 and 152 do not t together
unless d(u2) > 5, so three lots annot be sent in.
152
Compatible regions whih do not ross the same edge are as follows: 23, 64, 66A, 66B.
Assume two lots are sent in:
Regions Outome
23 Does not t.
64 Region gives a (5, 1)-split with proper sublabel ww−1
- ontradition.
66A We have d(u2) > 3 and the region gives d(u3) > 3 and
also d(u5) > 3 from the labels. If d(u2) = 4, at most
π
3 is sent in and l(u2) = 2¯323¯, whih auses a split, so
c(∆′) ≤ c(3, 3, 3, 4, 4, 4) = −π2 . If d(u2) = 5, at most
7π
30 is sent in and c(∆
′) ≤ c(3, 3, 4, 4, 5) = −8π30 .
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66B At most 7π30 sent in. Region gives a (4, 5)-split and
d(u5) = 5, l(u5) = 52¯3¯23¯, so c(3, 3, 3, 3, 4, 5) = −
13π
30 .
If three lots are sent in it must be with 66A and 66B, but the three do not t without
foring a (4, 5)-split with proper sublabel ww−1, a ontradition.
66A
Compatible regions whih do not ross the same edge are as follows: 23, 64, 66B.
Assume two lots are sent in:
Regions Outome
23, 64 Does not t.
66B Region fores a (4, 5)-split with proper sublabel ww−1
- ontradition.
66B
Compatible regions whih do not ross the same edge are as follows: 23, 64.
Assume two lots are sent in:
Regions Outome
64 Does not t.
23 At most
π
3 sent in. Region gives a (3, 4)-split and
d(u2) > 3 so c(∆
′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
Clearly we annot have more than two lots being sent in.
Group II
175 30, 114, 200, 258
200 30, 31, 42, 71, 74, 80, 114, 121, 159, 175, 258, 279
258 30, 31, 42, 71, 74, 80, 114, 121, 159, 175, 200, 279
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Figure 2.61: no. 175
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Figure 2.63: no. 258
175: If there are any splits in A or B then send there. Now assume there are no splits
in A or B. Case I: A is positive. Then A is 114 and d(v3) = 5, l(v3) = 43¯242.
If B has another vertex of degree > 3 then c(B) ≤ − π10 and send the
π
15 there,
so now assume otherwise. But then u1 annot be ompleted with degree 3
- ontradition. Case II: A is not positive. If d(v3) = 5, there must be a
split or another vertex of degree > 3 in A or A would be positive, so send to
A. Let d(v3) = 4, so l(v3) = 2¯34¯5¯. If C splits, send there and now assume
otherwise. Cannot omplete lA(u3) with degree 3 without splitting A or C so
dA(u3) > 3. If dA(u4) > 3 or dA(u5) > 3, c(A) ≤ c(3, 3, 4, 4, 4) = −
π
6 so send
to A. Now assume dA(u4) = dA(u5) = 3, so lA(u5) = 541 and lA(u4) = 425¯.
If dA(u3) = 4, lA(u3) = 434¯3¯, whih splits C - ontradition. So dA(u3) = 5,
c(A), c(C) ≤ c(3, 3, 3, 4, 5) = − π10 and so send
π
12 eah to A and C.
200: Case I: A is positive. Then A is 258 and d(v4) = 5. If we have a split or further
vertex of degree > 3 in B then send to B, so now assume otherwise. Now
l(v4) = 55425 or 55421¯, both of whih give a ontradition when ompleting the
labels of B with degree 3 with no splits. Case II: A is not positive and d(v4) = 4.
Then l(v4) = 5423¯ whih splits A so send to A. Case III: A is not positive and
d(v4) = 5. Must be a split or another vertex of degree > 3 or A would be positive
we are so done.
258: Case I: B is positive. Then B is 279. This splits the (3, 4)-edge of C so if there
is another split or a vertex of degree > 3 in C then send to C. Now assume
otherwise, whih gives a ontradition when trying to omplete the labels with
degree 3 with no splits. Case II: B is not positive and d(v5) = 5. Must be a split
or another vertex of degree > 3 in B or would be positive so send to B. Case
III: B is not positive and d(v5) = 4. If l(v5) = 5545, A splits along (4, 5) so send
to A. The other potential labels split B along (4, 5) so then send to B.
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175A
Compatible regions whih do not ross the same edge are as follows: 114, 175B, 175C,
200A, 258A, 258B, 258C.
Assume two lots are sent in:
Regions Outome
175B, 258B, 258C Does not t (reall that 258C requires 279, whih is
not ompatible with 175).
114, 258A At most π3 sent in. Region gives d(u4) > 3 and a split,
so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
175C d(u2) ≥ 4 and d(u5) ≥ 4 and if there is a split we
are done. If d(u2) = 5, c(∆
′) ≤ c(3, 3, 4, 4, 5) = −4π15
and
4π
15 send in so assume d(u2) = 4, d(u3) > 3. If
d(u3) = 4, region gives a split so we are done. Other-
wise, d(u3) = 5 and at most
π
6 +
π
12 =
π
4 is sent in, so
c(∆′) ≤ c(3, 3, 4, 4, 5) = −4π15 .
200A d(u2) ≥ 4 and d(u5) ≥ 4. Either d(u5) = 4 and region
auses a split so we are done or d(u5) = 5. If d(u2) = 5
also,
2π
15 is sent in and c(3, 3, 3, 5, 5) = −
π
5 . If d(u2) = 4
then either a split or d(u3) > 3, so
7π
30 sent in and
c(3, 3, 4, 4, 5) = −4π15 .
Assume three lots are sent in:
Regions Outome
{175C, 200A} Does not t.
{114, 175C}, {114, 200A},
{175C, 258A}, {200A, 258A}
At most
π
2 sent in. One region gives a split and
d(u4) > 3 and the other gives d(u5) > 3, so c(∆
′) ≤
c(3, 3, 3, 4, 4, 4) = −π2 .
We annot have four lots sent in as would need to be three of 114, 175C, 200A and 258A,
but 114 and 258A ross the same edge and 175C and 200A do not t together.
175B
Compatible regions whih do not ross the same edge are as follows: 30, 114, 175C,
200A, 200B, 258A, 258B, 258C.
Assume two lots are sent in:
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Regions Outome
114, 175C, 200A, 258A,
258B, 258C
Does not t.
30, 200B Region gives a (5, 1)-split with proper sublabel w−1w
- ontradition.
Clearly we annot have three lots sent in.
175C
Compatible regions whih do not ross the same edge are as follows: 30, 114, 200A,
200B, 258A, 258B, 258C.
Assume two lots are sent in:
Regions Outome
200A, 258B, 258C Does not t.
30, 200B Region gives a (5, 1)-split with proper sublabel w−1w
- ontradition.
114 At most
π
3 sent in. Region gives d(u4) > 3 and a
(2, 3)-split, so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
258A Region gives a (4, 5)-split with proper sublabel w−1w
- ontradition.
Clearly we annot have three lots sent in.
200B
Compatible regions whih do not ross the same edge are as follows: 31, 42, 71, 74, 80,
114, 121, 159, 200A, 258A, 258B, 258C, 279.
Assume two lots are sent in and note that d(u2) = 5:
Regions Outome
31, 42, 71, 74, 80, 121, 159,
200A, 258C
Does not t.
114, 258A At most 7π30 sent in. Region gives d(u4) > 3 and a split,
so c(∆′) ≤ c(3, 3, 3, 3, 4, 5) = −13π30 .
258B At most 7π30 sent in. Region gives d(u5) > 3. If d(u5) =
5 then c(3, 3, 3, 5, 5) = −π5 and
2π
15 is sent in. If d(u5) =
4, there is a (4, 5)-split and c(3, 3, 3, 3, 4, 5) = −13π30 .
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279 Region gives a (5, 1)-split with proper sublabel ww−1
- ontradition.
If three lots are sent in must be with 258B and either 114 or 258A as 114 and 258A
ross the same edge. Then d(u2) = 5, d(u5) ≥ 4, d(u4) ≥ 4 and there is a (2, 3)-split or
a (4, 5)-split from 114 or 258A respetively, so c(3, 3, 3, 4, 4, 5) = −3π5 and
2π
5 is sent in.
200A
Compatible regions whih do not ross the same edge are as follows: 30, 31, 42, 71, 80,
114, 121, 159, 258A, 279.
Assume two lots are sent in:
Regions Outome
30, 279 Does not t.
31, 42, 71, 80, 121, 159 Region gives a (1, 2)-split with proper sublabel w−1w
- ontradition.
114, 258A At most π3 sent in. Region gives d(u4) > 3 and a split,
so c(∆′) ≤ c(3, 3, 3, 3, 4, 4) = −π3 .
Three lots annot be sent in as 144 and 258A ross the same edge.
258A
Compatible regions whih do not ross the same edge are as follows: 30, 31, 42, 71, 74,
80, 121, 159, 258B, 258C, 279.
Assume two lots are sent in and note that d(u4) = 4 and (4, 5) splits:
Regions Outome
31, 42, 71, 80, 121, 159,
258C, 279
Does not t.
30 At most
π
3 sent in. Region gives a (5, 1)-split and
d(u2) > 3 so c(∆
′) ≤ c(3, 3, 3, 3, 3, 4, 4) = −2π3
74 At most
π
3 sent in. Region gives a (1, 2)-split and
d(u5) > 3 so c(∆
′) ≤ c(3, 3, 3, 3, 3, 4, 4) = −2π3 .
258B At most π3 sent in. Region gives d(u5) > 3 so c(∆
′) ≤
c(3, 3, 3, 3, 4, 4) = −π3 .
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Three lots annot be sent in as 74 and 258B ross (5, 1) and 30 splits (5, 1).
258B and 258C
Compatible regions whih do not ross the same edge are as follows: 30, 31, 42, 71, 80,
114, 121, 159, 279.
Assume two lots are sent in:
Regions Outome
30, 279 Does not t.
31, 42, 71, 80, 159 Region gives a (1, 2)-split with proper sublabel w−1w
- ontradition.
114 At most
π
3 sent in. Can only be 258B as 258C requires
279 and 114 and 279 are not ompatible. Region gives
d(u4) > 3 and a (2, 3)-split, so c(3, 3, 3, 3, 4, 4) = −
π
3 .
Clearly we annot have three lots sent in.
Group III
79 32, 177, 210, 259
210 32, 79, 112, 117, 148, 172, 177, 189, 259
259 32, 79, 112, 117, 148, 172, 177, 189, 210
This group brings about exeption (i) that the equalities l2 = l1+ l3 and l2+ l4+ l5 = 0
do not hold, and by symmetry (ii), in Case (3) of Theorem 1.12. The exeption given
allows us to disregard regions 210 and 259, whose labels are l(v1) = 312¯, l(v2) = 3¯21¯,
l(v3) = 2¯31, l(v4) = 543ω, l(v5) = 254 and l(v1) = 312¯, l(v2) = 3¯21¯, l(v3) = 2¯31,
l(v4) = 542, l(v5) = 154ω respetively. The exeption also rules out region 79, although
this is not one of the regions whih auses the problem, whih we desribe next.
If we were to allow the mentioned equalities and therefore the regions 210 and 259, it is
possible to end up with the following situation.
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Figure 2.64: 210 and 259 together
All regions in this gure other than 210 and 259 have degree −π6 and, again, we have
not been able to ompensate for the positive regions. Therefore the restrition on the
li's is required.
This ompletes the proof of Lemma 1.17 in this ase, with the mentioned exeptions.
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This hapter shall be onerned with the proof of Lemma 1.17 for the ases (I)(4) and
(II) in Theorem 1.12. We will onentrate on (I)(4) rst of all, that is, the ases for
whih r(t) is of the form (B1)-(B6).
As in the previous hapter, we need to loate regions of positive urvature and distribute
this urvature to one or more nearby regions whih are able to ompensate for this
urvature. We will see that this is done in a similar way to the previous hapter, apart
from the ases B4(b) and B5(b), whih require a slightly dierent approah.
We have the added ompliation for the B ases that we have the potential for v and w
to be subwords of eah other. We assume that they are not equal to eah other or to the
other's inverse or we are bak to the A ases. However, added ompliations arise when
v or w is a proper subword of the other, or a proper subword of the other's inverse. For
now, we assume this is not the ase and we will see in Setion 3.3 why this situation
auses further ompliation and in whih partiular situations we get a problem.
The same result as in Lemma 2.2 from the previous hapter, for regions of the type
shown in Figure 2.2, follows to this hapter. This, along with the assumption that no v
or w is a proper subword of the other, means that for now we need only onsider positive
regions whose verties are either w-verties (whih here an have label w or v) or vi.
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3.1 Case 4
For eah ase, we will display the possible labellings of ∆, an interior region of positive
urvature, and hek if there are any whih do not give a ontradition and therefore
give us a region of positive urvature. As before, we allow the degree of at most one of
the vi to exeed 3, and this degree must then be 4 or 5.
Unlike the A ases, there are muh fewer possible labellings and so the work may be
done by hand instead of using a omputer. Muh of the work in this setion is the same
as in the original ase of Theorem 1.9, whih an be viewed in [9℄.
3.1.1 r(t) = wtl1wtl2wtl3vtl4vtl5 (B1(a))
Let r(t) be of the form B1(a) and so r(t) = wtl1wtl2wtl3vtl4vtl5 .
∆
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Figure 3.1: All possible labellings for B1(a)
If d(v4) = 3, l(v4) = 5¯43¯.
If d(v3) = 3, l(v3) ∈ {1¯34¯, 2¯34¯}.
If d(v5) = 3, l(v5) ∈ {4¯51¯, 4¯52¯}.
So d(v4) = d(v3) = 3 gives a ontradition and d(v4) = d(v5) = 3 gives a ontradition
and so, as there an only be one vertex of degree > 3, d(v4) > 3 and d(vi) = 3, ∀i 6= 4.
Let l(v5) = 4¯51¯. Then l(v3) = 2¯34¯, l(v2) = 1¯21¯, whih leaves us with l(v1) = 2¯15¯ whih
gives a ontradition.
Let l(v5) = 4¯52¯. Then l(v3) = 1¯34¯ and l(v2) ∈ {1¯25¯, 3¯25¯}, both of whih give a ontra-
dition.
There are no regions of positive urvature in this ase.
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3.1.2 r(t) = wtl1wtl2wtl3vtl4v−1tl5 (B1(b))
Let r(t) be of the form B1(b) and so r(t) = wtl1wtl2wtl3vtl4v−1tl5 .
∆
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Figure 3.2: All possible labellings for B1(b)
In this ase d(v4) > 3, d(vi) = 3, ∀i 6= 4.
Let l(v5) = 351¯. Then l(v3) = 1¯35, l(v2) = 1¯25¯, leaving l(v1) = 2¯15¯ whih is a ontra-
dition.
Let l(v5) = 352¯. The l(v3) = 2¯35, l(v2) = 1¯21¯, leaving l(v1) = 3¯15¯ whih is a ontradi-
tion.
There are no regions of positive urvature in this ase.
3.1.3 r(t) = wtl1wtl2w−1tl3vtl4vtl5 (B2(a))
Let r(t) be of the form B2(a) and so r(t) = wtl1wtl2w−1tl3vtl4vtl5 .
∆
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Figure 3.3: All possible labellings for B2(a)
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Let d(vi) = 3, ∀i.
Then l(v3) = l(v4) = l(v5) = 534¯, l(v2) = 221, foring l(v1) = 213, ontradition.
Let d(v1) > 3, d(vi) = 3, ∀i 6= 1.
Then l(v3) = l(v4) = l(v5) = 534¯, l(v2) = 221. Send urvature as shown in (a) of
Diagram 3.4 below.
Let d(v2) > 3, d(vi) = 3, ∀i 6= 2.
Then l(v3) = l(v4) = l(v5) = 534¯, l(v1) ∈ {213, 215¯}.
If l(v1) = 213 then send urvature as shown in (b) of Diagram 3.4 below.
If l(v1) = 215¯ then send urvature as shown in () of Diagram 3.4 below.
Let d(v3) > 3, d(vi) = 3, ∀i 6= 3.
Then l(v4) = l(v5) = 534¯, l(v1) = 215¯, l(v2) = 1¯22. Send urvature as shown in (d) of
Diagram 3.4 below.
Let d(v4) > 3, d(vi) = 3, ∀i 6= 4.
Then l(v5) ∈ {4¯51¯, 4¯53}.
If l(v5) = 4¯51¯ then l(v1) = 2¯13, l(v2) = 221, foring l(v3) = 534¯, ontradition.
If l(v5) = 4¯53 then l(v3) = 534¯, l(v2) = 221, l(v1) = 213, ontradition.
Let d(v5) > 3, d(vi) = 3, ∀i 6= 5.
Then l(v3) = l(v4) = 534¯, l(v2) = 122, l(v1) = 132¯: send urvature as shown in (e) of
Diagram 3.4 below.
In the diagram we have the following:
(a) Curvature sent aross the (2, 3)-edge, d(u3) > 3, (1, 2)-split.
(b) Curvature sent aross the (2, 3)-edge, d(u2) > 3, (3, 4)-split.
() Curvature sent aross the (5, 1)-edge, d(u1) > 3, (4, 5)-split.
(d) Curvature sent aross the (1, 2)-edge, d(u1) > 3, (2, 3)-split.
(e) Curvature sent aross the (1, 2)-edge, d(u1) > 3, (2, 3)-split.
In eah ase, if there is only one sending of urvature to any of the ∆′, then π6 is sent in
and c(∆′) ≤ c(3, 3, 3, 3, 3, 4) = −π6 .
If two lots of urvature is sent in to any of the ∆′, it must be from ase () plus one of
the others as (d) and (e) both split (2, 3). In ase (), l(v1) = 215¯, whih ontradit the
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labels in (a), (b) and (e), so the only possibility is () with (d). At most
π
3 is being sent in
and we get a (2, 3)-split, a (4, 5)-split and d(u1) > 3 so c(∆
′) ≤ c(3, 3, 3, 3, 3, 3, 4) = −π2 ,
whih is more than enough to ompensate.
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(d) d(v3) > 3
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(e) d(v5) > 3
Figure 3.4: Curvature distribution in B2(a)
3.1.4 r(t) = wtl1wtl2w−1tl3vtl4v−1tl5 (B2(b))
Let r(t) be of the form B2(b) and so r(t) = wtl1wtl2w−1tl3vtl4v−1tl5 .
∆
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Figure 3.5: All possible labellings for B2(b)
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In this ase d(v4) > 3, d(vi) = 3, ∀i 6= 4.
l(v5) ∈ {351¯, 353}, l(v3) ∈ {535, 135}. Any hoie for l(v5) and l(v3) gives a ontradi-
tion.
There are no regions of positive urvature in this ase.
3.1.5 r(t) = wtl1w−1tl2wtl3vtl4vtl5 (B3(a))
Let r(t) be of the form B3(a) and so r(t) = wtl1w−1tl2wtl3vtl4vtl5 .
∆
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Figure 3.6: All possible labellings for B3(a)
If d(v4) = 3, l(v4) = 5¯43¯.
If d(v3) = 3, l(v3) ∈ {1¯34¯, 134¯}.
If d(v5) = 3, l(v5) ∈ {4¯52, 4¯52¯}.
So d(v4) = d(v3) = 3 gives a ontradition and d(v4) = d(v5) = 3 gives a ontradition
and so, as there an only be one vertex of degree > 3, we must have d(v4) > 3. Therefore,
d(vi) = 3, ∀i 6= 4.
Let l(v5) = 4¯52. Then l(v1) = 113, l(v2) = 225¯, l(v3) = 1¯34¯. l(v1) and l(v3) =⇒ −l4 =
3l1. l(v2) and l(v5) =⇒ l4 = 3l2 =⇒ l1 = −l2, whih is a ontradition.
Let l(v5) = 4¯52¯. Then l(v1) = 3¯11, l(v2) = 522, l(v3) = 134¯. l(v1) and l(v3) =⇒ l4 =
3l1. l(v2) and l(v5) =⇒ l4 = −3l2 =⇒ l1 = −l2, whih is a ontradition.
There are no regions of positive urvature in this ase.
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3.1.6 r(t) = wtl1w−1tl2wtl3vtl4v−1tl5 (B3(b))
Let r(t) be of the form B3(b) and so r(t) = wtl1w−1tl2wtl3vtl4v−1tl5 .
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Figure 3.7: All possible labellings for B3(b)
In this ase d(v4) > 3, d(vi) = 3, ∀i 6= 4.
l(v5) ∈ {352, 352¯}, l(v3) ∈ {1¯35, 135}. Any hoie for l(v5) and l(v3) gives a ontradi-
tion.
There are no regions of positive urvature in this ase.
3.1.7 r(t) = wtl1wtl2vtl3wtl4vtl5 (B4(a))
Let r(t) be of the form B4(a) and so r(t) = wtl1wtl2vtl3wtl4vtl5 .
∆
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Figure 3.8: All possible labellings for B4(a)
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If d(v3) = d(v5) = 3, l(v3) ∈ {3¯55, 3¯51}, l(v5) ∈ {3¯51¯, 3¯53¯}, whih gives a ontradition,
so one of the degrees must be > 3.
If d(v2) = d(v4) = 3, l(v2) ∈ {1¯24¯, 4¯24¯}, l(v4) ∈ {1¯42¯, 2¯42¯}, whih gives a ontradition,
so one of the degrees must be > 3.
But there an be at most one vertex of degree > 3 so this gives a ontradition.
There are no regions of positive urvature in this ase.
3.1.8 r(t) = wtl1wtl2vtl3w−1tl4vtl5 (B5(a))
Let r(t) be of the form B5(a) and so r(t) = wtl1wtl2vtl3w−1tl4vtl5 .
∆
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Figure 3.9: All possible labellings for B5(a)
Let d(v3) = d(v5) = 3. Then l(v3) = l(v5) = 3¯51¯. If d(v4) = 3, l(v4) = 542¯, if d(v1) = 3,
l(v1) ∈ {2¯15¯, 2¯14} and if d(v2) = 3, l(v2) ∈ {1¯24¯, 324¯}. So d(v4) = d(v1) = 3 and
d(v4) = d(v2) = 3 both give a ontradition so either d(v4) > 3, d(v3) > 3 or d(v5) > 3.
Let d(v4) > 3, d(vi) = 3, ∀i 6= 4.
Then l(v1) = 2¯14 or would ontradit l(v3) = l(v5) = 3¯51¯, so l(v2) = 324¯, ontradition.
Let d(v3) > 3, d(vi) = 3, ∀i 6= 3.
Then l(v2) = l(v4) = 24¯1¯, l(v1) ∈ {2¯15¯, 315¯} so it must be 315¯ or we get a ontradition.
But then l(v5) = 3¯54, ontradition.
Let d(v5) > 3, d(vi) = 3, ∀i 6= 5.
l(v2) = l(v4) = 24¯1¯, l(v3) = 5¯32 and l(v1) ∈ {2¯15¯, 315¯}, both of whih give a ontradi-
tion.
There are no regions of positive urvature in this ase.
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3.1.9 r(t) = wtl1w−1tl2vtl3wtl4vtl5 (B6(a))
Let r(t) be of the form B6(a) and so r(t) = wtl1w−1tl2vtl3wtl4vtl5 .
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Figure 3.10: All possible labellings for B6(a)
If d(v3) = d(v5) = 3, l(v3) ∈ {3¯55, 3¯52¯}, l(v5) ∈ {3¯52, 3¯53¯}, whih gives a ontradition,
so one of the degrees must be > 3.
If d(v2) = d(v4) = 3, l(v2) ∈ {524¯, 324¯}, l(v4) ∈ {1¯42¯, 142¯}, whih gives a ontradition,
so one of the degrees must be > 3.
But there an be at most one vertex of degree > 3 so this gives a ontradition.
There are no regions of positive urvature in this ase.
3.1.10 r(t) = wtl1w−1tl2vtl3wtl4v−1tl5 (B6(b))
Let r(t) be of the form B6(b) and so r(t) = wtl1w−1tl2vtl3wtl4v−1tl5 .
∆
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Figure 3.11: All possible labellings for B6(b)
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If d(v3) = d(v4) = 3, l(v3) ∈ {435¯, 432}, l(v4) ∈ {1¯43, 143}, whih gives a ontradition,
so one of the degrees must be > 3.
If d(v2) = d(v5) = 3, l(v2) ∈ {525, 325}, l(v5) ∈ {252, 253¯}, whih gives a ontradition,
so one of the degrees must be > 3.
But there an be at most one vertex of degree > 3 so this gives a ontradition.
There are no regions of positive urvature in this ase.
We now look at ases B4(b) and B5(b), whih were missed out previously due to them
being more diult ases.
3.1.11 r(t) = wtl1wtl2vtl3wtl4v−1tl5 (B4(b))
For this ase, r(t) is of the form B4(b) and so r(t) = wtl1wtl2vtl3wtl4v−1tl5 . We shall
examine the possible labellings of a region with positive urvature and see that the
situation beomes more diult when l1 = l2 + l5 = l3 + l4.
∆
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Figure 3.12: All possible labellings for B4(b)
If d(v3) = 3, l(v3) ∈ {435¯, 431¯}.
If d(v4) = 3, l(v4) ∈ {1¯43, 2¯43}.
We annot have l(v3) = l(v4) = 431¯ so we must have d(v3) > 3 or d(v4) > 3.
Then l(v5) ∈ {251¯, 253¯}, l(v2) ∈ {1¯25, 4¯25} so l(v2) = l(v5) = 251¯ = l(v1).
There are 4 possibilities for regions of positive urvature.
1: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 431¯ω, l(v4) = 2¯43, l(v5) = 251¯.
2: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 435¯, l(v4) = 1¯43ω, l(v5) = 251¯.
3: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 435¯ω, l(v4) = 1¯43, l(v5) = 251¯.
4: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 431¯, l(v4) = 2¯43ω, l(v5) = 251¯.
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The way in whih urvature an be distributed for 1 and 2 is as follows.
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Figure 3.13: no. 1
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Figure 3.14: no. 2
The labels for these two regions annot appear together and so ∆′ annot reeive ur-
vature from both 1 and 2 at the same time. Regions 1 and 2 an also not appear with
regions 3 and 4. Therefore Lemma 1.17 holds for these ases.
Now we onsider regions 3 and 4 and we may obtain the following diagram whih, like
in the previous setion, shows that the positive urvature annot be ompensated for in
the usual way.
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Figure 3.15: 3 and 4 together
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All regions in this diagram other than 3 and 4 have degree −π6 and so there are not
enough suiently negative regions to ompensate for the positive regions. Therefore,
restritions on the li seem to be required as in the previous setion. However, for this
partiular situation we are able to use a dierent method so that restritions on the li
are not required. We deal with this situation in Setion 3.2.
3.1.12 r(t) = wtl1wtl2vtl3w−1tl4v−1tl5 (B5(b))
For this ase, r(t) is of the form B5(b) and so r(t) = wtl1wtl2vtl3w−1tl4v−1tl5 . We shall
examine the possible labellings of a region with positive urvature and see that, similar
to ase B4(b), the situation beomes more diult when l1 = l2+ l5 and l1+ l3+ l4 = 0.
∆
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w
w
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2
34
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w
w
1
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v
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v
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w
w
3
4 3
4
5
1
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2
Figure 3.16: All possible labellings for B5(b)
If d(v3) = 3, l(v3) ∈ {431, 432}.
If d(v4) = 3, l(v4) ∈ {543, 143}.
We annot have l(v3) = l(v4) = 431 so we must have d(v3) > 3 or d(v4) > 3.
Then l(v5) ∈ {251¯, 254}, l(v2) ∈ {1¯25, 325} so l(v5) = l(v2) = 251¯ = l(v1).
There are 4 possibilities for regions of positive urvature.
1: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 431ω, l(v4) = 543, l(v5) = 251¯.
2: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 432, l(v4) = 143ω, l(v5) = 251¯.
3: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 432ω, l(v4) = 143, l(v5) = 251¯.
4: l(v1) = 2¯15¯, l(v2) = 1¯25, l(v3) = 431, l(v4) = 543ω, l(v5) = 251¯.
The way in whih urvature an be distributed for 1 and 2 is as follows.
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Figure 3.17: no. 1
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Figure 3.18: no. 2
The labels for these two regions annot appear together and so ∆′ annot reeive ur-
vature from both 1 and 2 at the same time. Regions 1 and 2 an also not appear with
regions 3 and 4. Therefore Lemma 1.17 holds for these ases.
Now we onsider regions 3 and 4 and we may obtain the following piture whih, like
in the previous setion, shows that the positive urvature annot be ompensated for in
the usual way.
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Figure 3.19: 3 and 4 together
Again, for this partiular situation we are able to use a dierent method to prevent the
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restritions being required and we deal with this in the next setion.
3.2 Diult ases for B4(b) and B5(b)
The two diagrams obtained in the previous setion have the same struture as those
that bring about the seond two restritions in Case (2) and the restritions in Case
(3). Therefore, it seems likely that we would require the same restritions for these
ases. However, using a new tehnique we are able to remove these restritions and
prove Lemma 1.17 for these situations also.
3.2.1 Case B4(b)
Let r(t) = wtl1wtl2vtl3wtl4v−1tl5 and assume that l1 = l2 + l5 = l3 + l4.
The problems are brought about by the situation ourring in Figure 3.15. If we return
to examine this diagram, we see that if we remove all edges in the diagram with orner
labels 43 at one end and 25 at the other, then we obtain strips.
1 1
5
3
4
2
1 1
Figure 3.20: Removing edges
Lemma 3.1. The boundaries of the strips obtained in the diagram are onneted, i.e.
the strips do not form an annulus.
Proof. Assume by way of ontradition that these strips form an annulus. If we then
deleted the two strips alternating regions 3 and 4, then we ould rejoin the diagram as
follows. Shift the bottom layer to the right so that it joins up with the top layer to reate
verties with labels 1¯(25). But this reates a diagram with fewer regions than before.
However, we assumed that our original diagram was minimal with respet to the number
of regions, and so we obtain a ontradition. 
Note that this lemma is required as the resulting diagram must be onneted for Lemma
1.16 to hold.
It is the important to know what labellings may our at eah end of the strips to see
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whether or not our Lemma 1.17 now holds. We explain more preisely the method we
are now using.
We begin with the amended diagram as desribed in Setion 1.3. We now remove any
vertex sublabel 43 or 25 and replae them with new labels (43) and (25). We also remove
the orresponding edge, so that the new labels (43) and (25) eah add one to the degree
of the vertex. So an old vertex 431¯ of degree 3 would now beome (43)1¯, whih is a
vertex of degree 2.
PSfrag replaements
11
4 3
43
Figure 3.21: Amending verties
We may assume from now on that we do not have the sublabels 43, 3¯4¯, 25 or 5¯2¯ anywhere
in the diagram. We look for potential positive regions under all these onditions.
Assume there are no splits in ∆ and observe Figure 3.12, whih shows the same possible
orner labels either side of the two vs, as the new labels begin and end with a w.
Therefore, beause only a v may math up with another v, v2 has sublabel 25, v3 has
sublabel 43, v4 has sublabel 43 and v5 has sublabel 25. However, none of these sublabels
are allowed and so we must have at least two splits, along the (2, 3)-edge and the (4, 5)-
edge of ∆. The only original vi whose degree ould potentially be 2 is v1 and so ∆
has degree at least 6. Therefore, ∆ is not positive and we have no regions of positive
urvature in this ase.
...
(43)
∆vv v v
4 3(43)
...
1 (25) 1(25) 1 25
Figure 3.22: Typial region for B4(b)
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3.2.2 Case B5(b)
Let r(t) = wtl1wtl2vtl3w−1tl4v−1tl5 and assume that l1 = l2 + l5 and l1 + l3 + l4 = 0. As
in Subsetion 3.2.1, we allow the new labels (43), (25), (43), (25) and we no longer allow
the sublabels 43, 25, 3¯4¯, 5¯2¯.
By the same argument as in Subsetion 3.2.1, there are no regions of positive urvature
in this ase.
3.3 Subword problems
The results obtained so far are with us assuming that v and w are not subwords of eah
other. Before we explain the problems that may arise when dealing with the ase when
they are subwords, we will reall exatly what is meant by a subword.
We dene a subword of the word w = g1t
m1g2 . . . gs−1t
ms−1gs where gi ∈ G \ {1}, mi ∈
Z \ {0}, s ≥ 1 to be a word of the form gkt
mkgk+1 . . . gk+r−1t
mk+r−1gk+r where k ∈
{1, . . . , s} and r ∈ {0, . . . , s − k}. A subword is an initial subword if k = 1, an end
subword if r = s− k and a proper subword if (k, r) 6= (1, s − k).
So for example, if in the above word we have g1 = g
′g′′, g′, g′′ ∈ G then g1 is a subword
but g′ and g′′ are not subwords. So a subword must begin either at the start of the
original word or right after one of the t's and must end either at the end of the word or
just before one of the t's.
Note that when we talk about v or w being a subword of the other, we are also talking
about the situation where v−1 is a subword of w or w−1 is a subword of v.
The reason why v and w being subwords of eah other auses diulties is as follows.
In the diagrams, we math up the v's and w's to look at all potential labellings. So
for example, if w runs along the (5, 1)-edge and the (1, 2)-edge then 51¯ is a potential
sublabel for v5 and 2¯1 is a potential sublabel for v1 and we have so far assumed that
this is the only type of label possible. However, if w is a sublabel of v then we may also
obtain the following situations.
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Figure 3.23: A possible example for when w is a subword of v
In this diagram we let v = g1t
m1g2 . . . gs−1t
ms−1gs and let w be a subword of the following
form.
(a) v = wtmlgl+1 . . . gs−1t
ms−1gs,
(b) v = g1t
m1g2 . . . glt
mlwtml+ngl+n+1 . . . gs−1t
ms−1gs,
() v = g1t
m1g2 . . . glt
mlw.
This demonstrates that when w is a subword of v, and similarly when v is a subword of
w, there are many more possible labellings.
Theorem 1.12 states that we will not allow v or w to be a proper initial or end subwords
of eah other, whih are the situations displayed in Diagram 3.23(a) and Diagram 3.23()
respetively. Before explaining why these two situations ause suh a problem, we will
rst show that allowing the situation in Diagram 3.23(b) does not ause us any further
problems and therefore that Lemma 3.2 holds.
Lemma 3.2. If we allow subwords of the form (b) above only, then Lemma 1.17 still
holds.
Proof. In this ase, the region on the other side of the positive region, all it ∆′ as usual
(i.e. the region ontaining the labels ml and ml+n) has degree at least 7 as we must also
have verties labelled with the l1 up to l5. These mi verties give us a new kind of split,
whih we refer to as a t-split.
Now, every time we have suh an edge, let us send urvature aross this edge. We now
have every way of sending urvature in all ases of the theorem and we need to hek
that urvature is still ompensated for.
Assume that at step n all t-splits have marked degree 2 and that c∗(∆′, n) ≤ 0. Then
one sending in the way just desribed allows us to mark two t-splits with marked degree
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3 and any further allows us to mark at least one more t-split with marked degree 3. This
is equivalent to eah sending allowing us to mark at least one vertex with marked degree
at least 3, and distributing at most
π
3 of urvature to ∆
′
. Therefore, as
k
3 − k +
2k
3 = 0,
after k sendings of urvature in this new way at step n+1, c∗(∆′, n+1) ≤ 0 by Lemma
1.20. Therefore, urvature is still able to be ompensated for when allowing v or w to
be a middle subword of the other. 
The same result as in Lemma 3.2 is not true for when v or w is an initial or end subword
of the other. In these ases, if we look bak at Diagram 3.23(a) and Diagram 3.23(), we
see that the degree of the region ontaining ml ould be 6 and therefore we ould get the
ase that
π
3 is being sent in and c(∆
′) ≤ c(3, 3, 3, 3, 3, 4) = −π6 or
π
6 is being sent in and
c(∆′) ≤ c(3, 3, 3, 3, 3, 3) = 0. In these ases, urvature is not obviously ompensated for
by ∆′ and it would need to be heked for every possible ase. There are so many more
ases if this ours that it is not done here and we therefore assume that we annot have
v or w as an initial or end subword of the other.
3.4 Case (II)
This ase states that if at least one of the wi's within r(t) = w1t
l1w2t
l2w3t
l3w4t
l4w5t
l5
is not equal to plus or minus any other wj and the mentioned onditions hold, then r(t)
has a solution over G.
Let wi be suh a word for a partiular i.
Let us rst assume that wi is not a subword of any other wj . Given the fat that the
w-verties must have degree 2 in order for a region to have positive urvature, suh a
region must have a w-vertex orresponding to wi with the same wi on the other side as
this is the only possible mathing. But this ontradits Lemma 1.15(i) so no suh region
of positive urvature exists.
Let wi be a middle subword of wj as desribed in Setion 3.3 for some j. Then the region
ontaining the wj is of degree at least 7 and so we an send any positive urvature into
this region by the same argument as that stated in Lemma 3.2.
If wi were an initial or end subword then the orresponding region ould be degree 6
and the same problems as mentioned in Subsetion 3.3 ould our. By (***), we do not
allow this situation to our. Therefore, we have proved Lemma 1.17 for this ase also.
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Let D be the tessellation of the 2-sphere as desribed in Chapter 1. Then c(D) = 4π by
Lemma 1.16. After making all the desribed urvature distributions from interior regions
∆ with c(∆) > 0, c(D) ≤ Σc∗(∆′) where the sum is taken over all interior regions of D
suh that c∗(∆′) > c(∆′), and over all boundary regions of D. Now, Lemma 1.17 implies
that c(D) ≤ Σc∗(∆′) where the sum is taken over all boundary regions ∆′ of D only.
It is now neessary to prove that the equality c(D) = 4π is not obtainable, whih yields
a ontradition.
For now we look at the ase k = 5 only, where k is the free-produt length of the equation
as mentioned in Theorem 1.12.
4.1 Maximum urvature sent to a boundary region
We need to onsider how muh urvature may be sent into a boundary region. If we
onsider the rossings mentioned in Setion 2.1 and in Setion 3.3 involving t-powers
other than the li, we see that the total amount is unbounded.
Let us reall what happens to the urvature of a region when suh rossings take plae.
Reall that c∗(∆′) = (2 −m)π + 2πΣmi=1
1
di
+ p, where p is any urvature being sent in.
The rst type of rossing, mentioned in 2.1, sends
π
6 and the seond type of rossing,
mentioned in 3.3, sends
π
3 so at most
π
3 is sent aross eah time and eah suh rossing
inreases the degree of the region by at least 1. As
1
3 −1+
2
3 = 0, these sorts of rossings
either have no eet or derease the total urvature of the region they are being sent to
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by Lemma 1.20. Therefore we may disregard these types of rossings.
Reall that v0 is the distinguished vertex and let d(v0) = k0. A boundary region must
ontain this vertex plus the ve t-verties v1, . . . v5.
Curvature an be sent aross eah of the four edges not adjaent to v0, as it must be
sent from an interior region, and urvature may be also sent aross at most two of the
ve vi.
Note that we may in fat assume that urvature is sent aross at most one of the vi.
This is beause, if there were two sending aross the vi, they would be the sendings for
A2 regions 43 and 232 as desribed in Setion 2.3, Group I. These two rossings send in
2π
15 +
π
6 but ause two splits and these splits eah prohibit rossings of
π
6 . Therefore the
urvature sendings would not be maximal if we assumed two sending aross the vi.
Whenever
π
3 is sent in we get two splits and so we may assume that
π
6 is sent in from
eah of the four edges in order to maximize potential urvature. Whenever
π
6 is sent
aross a vertex we get a split so, again to maximise urvature sent in, we assume at most
π
12 is sent in aross one of the verties, whih happens in Setion 2.4 without ausing a
split.
Therefore, without any loss we an assume that the most is being sent in to a boundary
region is
4π
6 +
π
12 =
3π
4 .
4.2 Cheking total urvature
Suppose k0 = 1: a single boundary region, denoted ∆ˆ.
Sine any region ontains at least ve t-verties of degree at least 3, it follows that
c(∆ˆ) ≤ c(k0, 3, 3, 3, 3, 3) = c(1, 3, 3, 3, 3, 3) =
4π
3 .
At most
3π
4 an be sent in to any one boundary region so c
∗(∆ˆ) ≤ 4π3 +
3π
4 =
25π
12 < 4π,
and so c(D) < 4π.
Suppose k0 = 2: at most two boundary regions.
c(∆ˆ) ≤ c(2, 3, 3, 3, 3, 3) = π3 .
c(D) ≤ 2(π3 +
3π
4 ) =
13π
6 < 4π.
Suppose k0 ≥ 3:
Let ∆ˆ be a boundary region of degree n ≥ 6. Suppose n1 of the verties oinide with
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v0.
c∗(∆′) ≤ c(k0, . . . , k0, 3, . . . , 3) +
3π
4
= π
[
(2− n) +
2n1
k0
+
2(n− n1)
3
+
3
4
]
= π
[
4
k0
+
2(n1 − 2)
k0
+
11
4
−
n+ 2n1
3
]
≤ π
[
4
k0
+
2(n1 − 2)
3
+
11
4
−
n+ 2n1
3
]
= π
[
4
k0
+
17
12
−
n
3
]
<
4π
k0
.
So c(D) < k0
(
4π
k0
)
= 4π.
Therefore c(D) < 4π for all values of k0, whih gives a ontradition and so ompletes
the proof of Theorem 1.12.
Remark
If k ≥ 6, there are no regions of positive urvature and so Lemma 1.17 is seen to hold
straight away. An argument similar to the above tells us that the total urvature of 4π
annot be obtained, whih proves Theorem 1.10.
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Introdution  Cylially presented
groups
5.1 Irreduible yli presentations
Let Fn =< x0, . . . , xn−1 > be the free group on n elements and let θ : Fn → Fn be the
automorphism for whih xiθ = xi+1, where subsripts are taken mod n.
Let ω ∈ Fn be a ylially redued word. DeneGn(ω) =< x0, . . . , xn−1|ω, ωθ, . . . , ωθ
n−1 >.
Denition 5.1.1. A group G is said to have a yli presentation (or to be ylially
presented) if G ∼= Gn(ω) for some n and some ω.
Note that the group G3m(x
−1
0 xmx0x
−2
m ) is a trivial ylially presented group for m ≥ 1.
This follows from the fat that eah group is isomorphi to a free produt of m opies
of the known trivial group G3(x
−1
0 x1x0x
−2
1 ). To avoid this situation where a ylially
presented group may be deomposed into a free produt of ylially presented groups
on fewer generators, we introdue the notion of irreduibility.
Denition 5.1.2. Gn(ω) is dened to be irreduible if n = 1 or n > 1 and the following
two onditions are satised:
(1) w involves at least two of the xi.
(2) If ω involves only xi1 . . . xik where ij < ij+1, 1 ≤ j ≤ k − 1, and where k ≥ 2, then
gcd(i2 − i1, . . . , ik − ik−1, n) = 1.
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From now on we assume that any yli presentation we refer to is irreduible.
The above automorphism θ indues an automorphism of Gn(ω) and we obtain the fol-
lowing split extension of Gn(ω) by the yli group of order n.
Hn(ω) =< x, t | t
n, w(x, t) >,
where w(x, t) is in the normal losure of x and tn in the free group on x and t [19℄. It
an also be veried that any group with suh a presentation is a split extension of some
ylially presented group Gn(ω).
Note that w(x, t) is obtained from ω by the rewrite xi 7→ t
−ixti. So, for example, if
ω = x0x3x
−1
4 x3 then w(x, t) = x(t
−3xt3)(t−4x−1t4)(t−3xt3) = xt−3xt−1x−1txt3.
We refer to Gn(ω) as the ylially presented group assoiated with w(x, t) where w(x, t)
is as above.
We denote by l(w(x, t)) the length of w(x, t) regarded as a word in the free group on x
and t.
5.2 Motivation and results
The following theorem was proved in [5℄.
Theorem 5.2.1. Let w(x, t) be a ylially redued element in the normal losure of x
and tn in the free group on x and t. If 6 ≤ n ≤ 10, l(w(x, t)) ≤ 15 and the ylially
presented group Gn(ω) assoiated with w(x, t) is irreduible then Gn(ω) is non-trivial.
This theorem was then extended in [2℄ up to n = 100.
The aim is to extend the experiment whih looks for examples of trivial ylially pre-
sented groups under ertain parameters by looking at when ylially presented groups
are nite.
The experiment looks at ylially presented groups assoiated with w(x, t) when l(w(x, t)) ≤
15 and n ≥ 4.
Denition 5.2.2. By a family, we mean Gn(ω) where ω is xed and n takes innitely
many values.
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Denition 5.2.3. The word w1(x, t) is equivalent to w2(x, t) if and only if w1(x, t) an
be obtained from w2(x, t) by a sequene of the following moves.
(1) Cyli permutation,
(2) Inversion,
(3) x → x−1,
(4) t → t−1.
For a partiular n, w1(x, t) is n-equivalent to w2(x, t) if and only if w1(x, t) an be
obtained from w2(x, t) by a sequene of any of the above or the following moves.
(5) Replae tk1 by tk2 where k1 ≡ k2 mod n,
(5) Multiply the powers of t by m where (m,n) = 1.
We obtain the following result, whih is motivated by Theorem 5.2.1.
Theorem 5.2.4. Let w(x, t) be a ylially redued element in the normal losure of
x and tn in the free group on x and t. Let 6 ≤ n ≤ 50, l(w(x, t)) ≤ 10 and assume
the ylially presented group Gn(ω) assoiated with eah w(x, t) is irreduible and that
ω involves at least three of the xis. Assume w(x, t) is not n-equivalent to one of the
following:
(i) x−1t−1x−1t−1xtx2t for n = 11, 13, 17, 19, 21, 23, 25, 29, 31, 33, 37, 41, 43, 47 or 49
(ii) x−1t−1x−1t−1x−2tx2t for n = 7,
(iii) x−1t−3xtx−1t2 for n = 9,
(iv) x−1t−3xtxt2 for n = 9.
Then Gn(ω) is nite if and only if, up to n-equivalene, the assoiated w(x, t) is one of
the following:
(i) x−1t−2x−1tx−1t for n 6≡ 0 mod 3,
(ii) x−1t−2x−1tx−2t for n odd,
(iii) x−1t−1x−1t−1x−1tx−1t for n odd,
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(iv) x−1t−3x−1tx−1tx−1t for n odd,
(v) x−1t−2xtxt−1xt2 for n odd,
(vi) x−1t−2xtx−1t for n = 7,
(vii) x−1t−2x−2tx−1t for n = 6,
(viii) x−1t−3x−1tx−1t2 for n = 6 and 9,
(ix) x−1t−3x−1txt2 for n = 6 and 8,
(x) x−1t−3xtx−1t2 for n = 6,
(xi) x−1t−3xtxt2 for n = 6,
(xii) x−1t−2x−2tx−2t for n = 6,
(xiii) x−1t−1x−1t−1xtx2t for n = 7,
(xiv) x−1t−3xtx−1tx−1t for n = 6.
Remarks
1. Although we are running the experiment for n ≥ 4, Theorem 5.2.4 is for n ≥
6. There are many words for whih we have not been able to determine if the
orresponding groups are nite or innite for n = 4 and n = 5. There are preisely
20 suh words when l ≤ 10.
2. We used the restrition that ω involves at least three of the xis as we already know
otherwise that, if the group is nite, it must be yli [25℄, and we are interested
in nding non-yli nite groups.
3. The words (iii) and (iv) in the rst list in Theorem 5.2.4 are mentioned in [27℄ as
groups for whih it is open to determine whether or not they are nite.
Proposition 5.2.5. For eah xed k ≥ 3, the groups Gn(x0 . . . xk−1) are families of nite
ylially presented groups. In fat, Gn(x0 . . . xk−1) is nite if and only if gcd(n, k) = 1.
The proof of this proposition will appear in Setion 8.4.
Corollary 5.2.6. There is no upper bound on the length of ω for whih a family of nite
ylially presented groups Gn(ω) exists.
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A further motivation for performing the desribed experiment is to look for groups whih
are referred to as interesting groups in [19℄. A nite group is interesting if it has a
balaned presentation. No examples have yet been found of an interesting group needing
more than three generators. So, while performing this experiment, we have searhed for
nite groups of the form < x1, x2, x3, x4 | r1, r2, r3, r4 >, where all four generators are
required. We have, however, been unable to nd any suh groups and so this supports
the belief that no suh groups exist.
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6.1 Experiment
We desribe the experiment in whih we loate all possible irreduible presentations
under ertain parameters, and attempt to identify whih of the groups are nite.
Note that Hn(ω) =< x, t | t
n, w(x, t) > is nite if and only if the assoiated ylially
presented group Gn(ω) is nite. In fat, in this ase |Gn(ω)| = |Hn(ω)|/n whih means
we may study the group Hn(ω) in order to nd out if Gn(ω) is nite or innite.
We make the assumptions that ω involves at least three of the xis and that l(w(x, t)) ≤ 15
and n ≥ 4. Initially, we also require n ≤ 15 in order for us to obtain a nite number of
potential groups.
Under these assumptions there are, in theory, 2(315 − 1) redued w(x, t) whih we are
required to onsider. We may make the following restritions however, in order to allow
our words to be ontenders for giving us a nite assoiated ylially presented group.
(1) The word w(x, t) must be ylially redued.
(2) The exponent sum of t in w(x, t) must be equal to 0 mod n.
(3) We work modulo equivalene.
(4) The exponent sum of x in w(x, t) must not equal 0.
(5) No yli permutation of w(x, t) may ontain the subwords t−k, tk+1 (when n = 2k)
or t−(k+1), tk+1 (when n = 2k + 1).
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(6) The resulting presentation must be irreduible.
(7) The determinant of the relation matrix of the resulting presentation must not equal
0.
(8) The rewritten word ω must involve at least 3 of the xi.
Reall that we use the restrition that ω involves at least three of the xis as we already
know otherwise that, if the group is nite, it must be yli [25℄. Restritions (1), (3) and
(5) are in plae as otherwise, equivalent words will appear more than one. Restritions
(4) and (7) are in plae as otherwise, if they do not hold, the group is known to be
innite. Restrition (2) must hold as this is true for any w(x, t) obtained from rewriting
ω as desribed in Setion 5.1.
A omputer program has been produed whih lists all possible words under the above
restritions. To optimise the speed of this program it was further assumed that eah
word begins with x−1. This assumption may be made as any word is equivalent to a
word beginning with x−1.
The following table gives the total number of words modulo (1)-(8) above for l =
l(w(x, t)) ≤ 15 and 4 ≤ n ≤ 15.
l\n 4 5 6 7 8 9 10 11 12 13 14 15
≤ 7 3 3 1 3 3 2 3 3 1 3 3 2
8 5 11 5 8 4 8 5 8 4 8 5 8
9 32 34 28 30 30 29 30 30 28 30 30 29
10 45 87 49 72 48 64 50 66 44 66 50 64
11 171 237 239 234 220 215 217 220 209 220 217 215
12 273 585 414 584 357 483 367 484 343 484 367 477
13 1148 1648 1710 1787 1712 1608 1575 1604 1520 1604 1578 1571
14 1870 4208 3074 4352 2918 3750 2804 3534 2628 3521 2789 3484
15 7191 11698 12807 13340 13106 12258 11973 11807 11266 11741 11652 11537
A full list of these words may be viewed in [24℄.
Denition 6.1.1. Let J(l, n) refer to the set of words w(x, t) in the (l, n)-entry of the
table above.
Note that |J(l, n)| = 0 for l < 7.
Lemma 6.1.2. For l ≤ 15, J(l, n) ⊆ J(l, 13) for n ≥ 13. Moreover, J(l, p) = J(l, 13)
when p ≥ 13 is prime.
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Proof. To prove the rst part, we need to show that there is no w(x, t) ∈ J(l(w(x, t)), n),
n > 13 suh that w 6∈ J(l(w(x, t)), 13). This is true if we annot nd a word that fails
the test for n = 13 but passes for some n > 13.
Let us look at the above restritions. Restritions (1), (3) and (4) do not depend on n
and so the test annot fail for n = 13 and pass for n > 13 from any of these. When
n ≥ 13 and l ≤ 15, the exponent sum of t must be equal to 0 for restrition (2) to hold
and so this restrition does not depend on n at these values. When n ≥ 13 and l ≤ 15,
t±7 annot our and so restrition (5) always holds for n ≥ 13.
Restrition (8) holding for n = 13 implies it holds for n > 13 also as the same three
or more xi involved when n > 13 will be involved when n = 13. This is beause, if ω
involves only two of the xi when n = 13, x0 and xk say, this is the rewrite of a word
w(t, x) involving t±k as the only powers of t. To appear in the list when n = 13, k must
be at most 6 and so this word w(t, x) rewrites to the same word ω involving only the
two generators x0 and xk when n > 13.
If l ≤ 15 and w involves xi1 , . . . , xik then 13 does not divide i2 − i1, . . . , ik − ik−1 so
restrition (6) always holds at n = 13 and therefore it annot our that this restrition
fails for n = 13 and passes for some n > 13.
The only restrition left to look at is restrition (7), whih states that the determinant of
the resulting presentation must be non-zero. If we rerun the test without this restrition
then we see J(l, 13) remains unhanged. This shows that the determinant test never
fails at n = 13 and so restrition (7) annot fail for a word at n = 13 and pass for some
n > 13. So there is no word that fails any test for some n = 13 but passes for n > 13
and so the rst part of the lemma holds.
To prove that J(l, p) = J(l, 13) when p ≥ 13 is prime, we need to show that any word
in J(l, 13) is also in J(l, p). The only way this ould potentially not be the ase is if a
word passes the determinant test for n = 13 and fails for n = p.
Any word ω fails the determinant test at p ⇐⇒ det(M) = 0, where M is the relation
matrix ⇐⇒ ∃a suh that f(a) = 0, f assoiated polynomial, and ap = 1 [2℄.
Assume a 6= 1. The minimal polynomial for the primitive pth root of unity (i.e. the
polynomial with the smallest degree suh that a pth root of unity is a root of the poly-
nomial) has degree p − 1 [26℄. Therefore, beause the maximum degree of f is 6, a pth
root of unity may not be the root of f when p > 7 and so, in partiular, when p ≥ 13.
Therefore the determinant test never fails when n = p ≥ 13 is prime. 
Remark
For eah individual l, there is a partiular smallest prime pl suh that J(l, n) ⊆ J(l, pl)
for n ≥ pl. For l = 15, we an see from the tables that this prime is 13 and so this prime
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is the value we use in the lemma.
Lemma 6.1.2 tells us that, with the exeption of sporadis, whih our at smaller values
of n and shall be disussed in a moment, the words ourring for when n is prime
(n ≥ 13) are all the possible words. Therefore, apart from sporadis, there is a nite set
of potential words for eah value l and out of these, the potentials for eah n is a subset
of this set.
We an therefore, for eah length l, examine eah of the words in this set individually
and see for whih values of n, if any, this word produes a nite group. Examining the
words in this way is useful for being systemati as, if we have proved the group assoiated
with this word is innite for some n, then the group assoiated with this word is innite
for kn where k is any positive integer.
Denition 6.1.3. A sporadi is a word that appears in only nitely many J(l, n). If
l ≤ 15, Lemma 6.1.2 implies w is sporadi i w 6∈ J(l, 13).
Remarks
1. A sporadi will appear for small n only.
2. Sporadis exist due to restrition number (2) requiring only that the exponent sum
of t is equal to 0 mod n and they are preisely the words for whih n divides the t
exponent sum but the exponent sum is non-zero.
3. Sporadis annot form families but may give us nite groups for spei n.
Sporadis will be disussed in Setion 8.5. For now we will put sporadis to one side and
onentrate on the list of words for eah length. We see from the above table that the
number of words for eah l is as follows.
Length 7 8 9 10 11 12 13 14 15
Total number of words 3 8 30 66 220 484 1604 3521 11741
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7.1 Speial ases
Before we begin the omputational methods for working out whih groups are nite,
whih we desribe in the next setion, we an redue our number of words in the lists
one again by using existing results on words that are of a ertain form.
We desribe the dierent forms we deal with in the remainder of this setion and then give
the totals left after these words have been dealt with. It is worth noting that, although
the removal of these speial ases before ontinuing with omputational methods is now
seen to be a good way, for lower values of l we found some of the results for suh words
using omputational methods instead.
We give an example for eah of the speial ases and explain how the relevant results
are used. However, there is usually more than one example in eah ase and details of
these an be found in [24℄.
7.1.1 Fibonai groups
Let Fn be dened as a group of the following form.
Fn =< x0, . . . , xn−1 | xixi+1 = xi+2 (0 ≤ i ≤ n− 1) >, subsripts taken mod n.
This family of groups is known as the Fibonai groups and it is known that the only
nite Fibonai groups are F1, F2, F3, F4, F5 and F7.
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The length 7 word x−1t−2xtx−1t is equivalent to a word that rewrites to x0x1x
−1
2 . But
the group Gn(x0x1x
−1
2 ) = Fn and so we know that this word is nite when n = 4, 5 and
7 and innite otherwise. See Setion 8.1 for a full list of all nite groups in whih this
group appears.
7.1.2 Generalized Fibonai groups
Let Gn(m,k) be dened by the following presentation.
Gn(m,k) =< x0, . . . , xn−1 | xixi+m = xi+k (0 ≤ i ≤ n− 1) >, subsripts taken mod n.
Assume that the presentation is irreduible, i.e. that 0 < m < k < n and (n,m, k) = 1.
The following results are taken from [27℄.
Lemma 7.1.1. 1. If (n, k) = 1 then Gn(m,k) ∼= H(n, z) where zk ≡ m mod n.
2. If (n, k −m) = 1 then Gn(m,k) ∼= H(n, z) where z(k −m) ≡ n−m mod n.
Here, H(n, z) refers to the Gilbert-Howie groups whih are studied in [14℄.
Theorem 7.1.2. Suppose (n, z) 6= (8, 3), (9, 3), (9, 4), (9, 6), (9, 7). Then H(n, z) is nite
if and only if one of the following holds:
1. z = 0, 1;
2. (n, z) = (2s, s + 1) where s ≥ 1;
3. (n, z) = (3, 2), (4, 2), (4, 3), (5, 2), (5, 3), (5, 4), (6, 3), (6, 4), (7, 4), (7, 6), (8, 5).
Remark
The groups H(9, 3) and H(9, 6) are known to be innite.
It remains unknown as to whether H(9, 4) and H(9, 7) are nite or innite.
The group H(8, 3) is nite of order 295,245.
If (n, k) > 1 and (n, k −m) > 1 then the presentation is alled strongly irreduible and
Lemma 7.1.1 and therefore Theorem 7.1.2 annot be used. Instead we have the following
orollary from [27℄.
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Corollary 7.1.3. Let G = Gn(m,k) be strongly irreduible and assume G 6= 1. Then G
is nite if and only if (m,k) = 1 and n = 2k or n = 2(k −m), in whih ase G ∼= Zs
where s = 2
n
2 − (−1)
m+n
2
.
Now let us look at an example of how the above results an be applied.
The length nine word x−1t−3x−1txt2 rewrites to x−10 x
−1
3 x1 whih is equivalent to x0xn−3x
−1
n−1.
Therefore, this word gives us the presentation Gn(n−3, n−1), i.e. m = n−3, k = n−1.
As (n, k) = (n, n − 1) = 1, we an use part (i) of Lemma 7.1.1 and we nd that z = 3.
This means Gn(m,k) ∼= H(n, 3) and the lemma tells us that the group is nite when
n = 4, 5, 6 and 8 and innite otherwise.
7.1.3 Positive words of length 3
Let Γn(k, l) be dened by the following presentation.
Γn(k, l) =< x1, . . . , xn | xixi+kxi+l = 1 (1 ≤ i ≤ n) > .
The following two onditions will be used in the results:
(A) k + l ≡ 0 mod n or 2l − k ≡ 0 mod n or 2k − l ≡ 0 mod n;
(B) n ≡ 0 mod 3 and k + l ≡ 0 mod 3.
The following theorem is dedued from [10℄.
Theorem 7.1.4. Let (n, k, l) = 1. Then Γn(k, l) is nite if and only if one of the
following holds:
(i) k ≡ l mod n, in whih ase Γn(k, l) ∼= Zs where s = 2
n − (−1)n,
(ii) (A) holds and (B) does not, in whih ase Γn(k, l) ∼= Z3,
(iii) (A) does not hold, n ≡ 0 mod 3, k + l 6≡ 0 mod 3 (so (B) does not hold) and n|3k
or n|3l or n|3(l − k), in whih ase Γn(k, l) ∼= Zs where s = 2
n − (−1)n.
There is one length nine word of this form whih is x−1t−3x−1tx−1t2. This word is
equivalent to a word that rewrites to x0x2x3 and so k = 2 and l = 3. Case (i) of the
theorem does not hold, ase (ii) gives us that the group is nite for n = 4 and n = 5,
and ase (iii) gives us that the group is nite for n = 6 and n = 9. The group is innite
for all other values of n.
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7.1.4 Positive words of length 4
Consider the following presentation.
Gn(j, k, l) =< x1, . . . , xn | xixi+jxi+kxi+l = 1 (1 ≤ i ≤ n) >.
Assume that Gn(j, k, l) is non-trivial.
The following theorem is dedued from [1℄.
Theorem 7.1.5. If −j, j − k, k − l and l are all distint mod n then Gn(j, k, l) is
innite. Therefore, Gn(j, k, l) is nite only if one of the following onditions holds:
(i) n|(2j − k);
(ii) n|(j + k − l);
(iii) n|(j + l);
(iv) n|(j − 2k + l);
(v) n|(j − k − l); or
(vi) n|(k − 2l).
The length ten word x−1t−2x−1tx−1t−1x−1t2 is of this form with j = 2, k = 1 and l = 2.
We know that Gn(2, 1, 2) is nite only if n divides 3, 1, 4, 2, -1, -3. Therefore, we know
Gn(2, 1, 2) is innite whenever n > 4.
7.1.5 Positive words of length 5
Consider the following presentation.
Gn(j, k, l,m) =< x1, . . . , xn | xixi+jxi+kxi+lxi+m = 1 (1 ≤ i ≤ n) >.
Assume that we do not have any of the following:
(i) n|(j + k − l) and n|(k + l),
(ii) n|(j − k − l +m) and n|(2j − l −m),
97
Chapter 7: Cheking for finiteness
(iii) n|(k − l −m) and n|(2k −m),
(iv) n|(j + l −m) and n|(j − 2l),
(v) n|(j − k −m) and n|(j + k − 2m).
The following theorem is dedued from [17℄.
Theorem 7.1.6. Gn(j, k, l,m) is nite only if two of the following hold:
(1) n|(2j − k)
(2) n|(j + k − l)
(3) n|(j + l −m)
(4) n|(j +m)
(5) n|(j − 2k + l)
(6) n|(j − k − l +m)
(7) n|(j − k −m)
(8) n|(k − 2l +m)
(9) n|(k − l −m)
(10) n|(l − 2m)
The length eleven word x−1t−2x−1tx−2t−1x−1t2 is of this form with j = 2, k = 1, l = 1
andm = 2. As we are looking at n ≥ 4, it is true that we do not have n dividing any of the
following pairs of numbers: {2, 2}, {2, 1}, {−2, 0}, {1, 0}, {−1,−1}. Then Gn(2, 1, 1, 2) is
nite only if n divides two of the following: 3, 2, 1, 4, 1, 2, -1, 1, -2, -3. This is never
true for n ≥ 4 and so Gn(2, 1, 1, 2) is innite for all n ≥ 4.
7.1.6 Exeptional intersetions
The following theorem was proved in [6℄.
Let us assume that the word ω(x0, . . . , xk) and any yli permutation of this word is
not able to be written in either of the following forms:
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(i) ωα11 ω
β1
2 ω
α2
1 ω
β2
2 . . . ω
αl
1 ω
βl
2 , ω1 ∈< x0, . . . , xk−1 >, ω2 ∈< x1, . . . , xk >;
(ii) ωα13 (ν1ν2)
β1ωα23 (ν1ν2)
β2 . . . ωαl3 (ν1ν2)
βl
, ω3 ∈< x1, . . . , xk−1 >, ν1 ∈< x0, . . . , xk−1 >,
ν2 ∈< x1, . . . , xk >;
where αi, βi ∈ Z.
Then Gn(ω) is innite for n ≥ 4k.
Furthermore, if ω(x0, . . . , xk) involves every xi, 0 ≤ i ≤ k then Gn(ω) is innite for
n ≥ 2(k + 1).
The length thirteen word x−1t−2x−1tx−1tx−1t−2xt2 rewrites to x−10 x
−1
2 x
−1
1 x
−1
0 x2. This
annot be written in the rst form as the existene of two separated x0s and x2s means
that we would have l = 2 in the formula, but x1 ould not appear in either ω1 or ω2 as
it only ours one. If it were in the seond form then we would have ωα13 = x1. But
then either (ν1ν2)
β1 = x−10 x2x
−1
0 x
−1
2 or x
−1
0 x
−1
2 , neither of whih are valid possibilities.
Therefore, this word is not in either of the above forms. Sine k = 2 in this ase and x0,
x1 and x2 are all involved in the word, we get that Gn(ω) is innite for n ≥ 6.
7.1.7 Speial ases results
Although initially several of the speial ases were dealt with by hand, a omputer
program was reated subsequently to hek whih words were speial ases, reord the
results, and remove the some of the speial ase words from the list. Note that only some
of the speial ase words were removed, depending upon how omplete a list of results
we are able to obtain using this omputational method. The results of the program for
l ≥ 13, whih are the l values for whih we onsider the list without the speial words,
an be viewed in [24℄. After this proess, the number of words remaining is shown in the
following table.
Length 7 8 9 10 11 12 13 14 15
Total number of words before 3 8 30 66 220 484 1604 3521 11741
Total after speial ase words removed 0 8 26 60 205 481 1572 3512 11671
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7.2 Method for testing niteness
After removing the words whih fall under the ategory of speial ases, the next step is
to look at eah word separately and try to determine for eah l ≤ 15 whih ones are nite
and whih are innite using omputational methods. There are two dierent omputer
pakages that are used for the majority of ases. The rst is alled KBMAG [15℄ and
works by trying to nd an automati struture for the group Hn(ω) and, if suessful, it
is able to tell us the size of the group. This method frequently fails for when n is small,
in whih ase we often obtain suess by using KBMAG with the group Gn(ω) instead.
If both these methods fail then we may try to determine the size of the group Hn(ω)
using the omputer pakage GAP [12℄. This pakage allows various ommands and, if
the group is nite, it is often more suessful than KBMAG in disovering this by means
of oset enumeration. Various tests an be put in plae for heking if a group is innite,
whih we state below.
1. Low index subgroups are found for the group and heked to see if there is a zero
in the abelian invariants for one of these subgroups.
2. Subgroups in the derived series are heked for a zero in the abelian invariants.
3. The derived subgroups of low index subgroups are heked for a zero in the abelian
invariants.
4. The ores of low index subgroups are heked for a zero in the abelian invariants.
5. A mapping onto PSL(m, q) is found, where q is a power of a prime and subgroups
of Hn(ω) ontaining the kernel of this mapping are heked for a zero in the abelian
invariants.
6. A mapping as mentioned above is found and the derived subgroups of the men-
tioned subgroups are heked for a zero in the abelian invariants.
7. A mapping as mentioned above but from a low index subgroup instead of Hn(ω)
itself, mentioned subgroups are heked for a zero in the abelian invariants.
8. A fator p-group is found and heked for a zero in the abelian invariants.
9. If a zero has failed to be found in the abelian invariants for any of the above tests,
then we many perform the Newman Innity Criterion (see below) to see if this an
prove the group to be innite.
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We note that we have not been able to use these methods, either with KBMAG or GAP,
in the same way for when l = 13, l = 14 and l = 15, due to the large number of words
involved for eah. The results we were able to obtain are disussed in Setion 8.3.
7.2.1 Newman Innity Criterion
Let G be a group. Let p be a prime and let G1 be the subgroup of G generated by all
ommutators and pth powers, so G1 = [G,G]G
p
. Let G2 = [G1, G]G
p
. Dene dp(G) to
be the rank of G/G1 and ep(G) to be the rank of G/G2.
The following result was given in [23℄.
Theorem 7.2.1. Let G be a group with a nite presentation on b generators and r
relations. For some prime p, let d = dp(G) and e = ep(G). If
r − b+ d < d
2
2 −
d
2 − e
or
r − b+ d ≤ d
2
2 −
d
2 − e+
d
2(e+
d
2 −
d2
4 ),
then G has arbitrarily large quotients of p-power order.
In partiular, if the riteria in the above theorem hold, then the group G is innite. This
result has been implemented into GAP as a method and returns true if the group is
found to be innite using this method, or fail if the method annot tell us whether or
not the group is innite. Candidates for the prime p are prime divisors of the order of
G/G′. If a prime p appears several times in the abelian invariants of a group then it is an
indiation that the Newman Innity Criterion using this value p may give us the return
value true, and it is this observation that has given us our suess with this method for
nding groups to be innite.
The length twelve word x−1t−1x−2t−1x2tx3t was found to be innite when n = 5 using
the Newman Innity Criterion in GAP. A subgroup of index 10 was found and the
Newman test on the derived subgroup of this subgroup returned true.
101
Chapter 8
Results for nitely presented groups
In this hapter we list all nite ylially presented groups whih have been found using
speial ases, KBMAG or GAP, starting with l ≤ 10. Where we do not know the exat
struture of the group, we instead give its derived series. All of the nite groups in this
hapter an be generated by three generators.
Note that, in order to avoid repetition, we work up to n-equivalene of eah word w(x, t)
and therefore eah word ω. Words whih are equivalent for all n are disarded by
restrition (3) in Setion 6.1. However, it is possible for repetition to our when n
is xed if two words are n-equivalene but not equivalent e.g. x−10 x3x
2
2 is equivalent to
x−10 x1x
2
2 when n = 4 (i→ n−i) but not when n = 5. Also, when n is odd, the subsripts
of x0x1x2x1 may be multiplied by 2 by Denition 5.2.3 (6) so this word is n-equivalent
to x0x2x4x2 in this instane.
When suh repetitions have been found in our results they have been omitted from the
lists in this hapter. Therefore, there may be nite groups appearing in the results pages
in [24℄ whih are equivalent to a word that is already in the list, and is therefore not
itself in the list.
8.1 Finite groups for l ≤ 12
In this setion we list all nite ylially presented groups we have found for l ≤ 12,
apart from the sporadis whih will be dealt with in Setion 8.5.
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8.1.1 l ≤ 10
The following are families of nite groups and therefore eah word produes an innite
number of nite groups. Note that the full proofs that these and all other families in
this hapter are indeed families are given in Setion 8.4, as well as an explanation as to
why the groups in the family are innite for all values of n other than those given in the
onditions.
Group G |G| Struture of G
l = 7
< x0, . . . , xn−1 | xixi+2xi+1 (0 ≤ i ≤ n− 1) >, n 6≡ 0 mod 3 3 Z3
l = 8
< x0, . . . , xn−1 | xixi+2x
2
i+1 (0 ≤ i ≤ n− 1) >, n odd 4 Z4
< x0, . . . , xn−1 | xixi+1xi+2xi+1 (0 ≤ i ≤ n− 1) >, n odd 4n Zn ⋊ Z4
l = 10
< x0, . . . , xn−1 | xixi+3xi+2xi+1 (0 ≤ i ≤ n− 1) >, n odd 4 Z4
< x0, . . . , xn−1 | xix
−1
i+2x
−1
i+1x
−1
i+2 (0 ≤ i ≤ n− 1) >, n odd
2
3
(4n − 1) 1E Z 1
3
(2n+1) EG
The following are the rest of the nite groups, whih our for spei and generally
small n.
Group G |G| Struture of G
l = 7
< x0, . . . , x3 | xixi+2x
−1
i+1 (0 ≤ i ≤ 3) > 24 SL(2, 3)
< x0, . . . , x4 | xixi+2x
−1
i+1 (0 ≤ i ≤ 4) > 120 SL(2, 5)
< x0, . . . , x3 | xix
−1
i+2xi+1 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x4 | xix
−1
i+2xi+1 (0 ≤ i ≤ 4) > 11 Z11
< x0, . . . , x6 | xix
−1
i+2xi+1 (0 ≤ i ≤ 6) > 29 Z29
l = 8
< x0, . . . , x3 | xix
2
i+2xi+1 (0 ≤ i ≤ 3) > 80 Z7 ⋊ Z16
< x0, . . . , x4 | xix
2
i+2xi+1 (0 ≤ i ≤ 4) > 220 Z11 × (Z5 ⋊ Z4)
< x0, . . . , x5 | xix
2
i+2xi+1 (0 ≤ i ≤ 5) > 4088448 G2 EG1 EG, G2 perfet
l = 9
< x0, . . . , x5 | xixi+3xi+2 (0 ≤ i ≤ 5) > 63 Z7 ⋊ Z9
< x0, . . . , x8 | xixi+3xi+2 (0 ≤ i ≤ 8) > 513 Z19 ⋊ Z27
< x0, . . . , x5 | xixi+3x
−1
i+2 (0 ≤ i ≤ 5) > 56 (Z2 × Z2 × Z2)⋊Z7
< x0, . . . , x7 | xixi+3x
−1
i+2 (0 ≤ i ≤ 7) > 295245 1EG2 EG1 EG
< x0, . . . , x5 | xix
−1
i+3xi+2 (0 ≤ i ≤ 5) > 9 Z9
< x0, . . . , x5 | xix
−1
i+3x
−1
i+2 (0 ≤ i ≤ 5) > 7 Z7
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Group G |G| Struture of G
< x0, . . . , x3 | xix
2
i+2x
2
i+1 (0 ≤ i ≤ 3) > 125 Z25 ⋊ Z5
< x0, . . . , x4 | xix
2
i+2x
2
i+1 (0 ≤ i ≤ 4) > 275 Z11 ⋊ Z25
< x0, . . . , x5 | xix
2
i+2x
2
i+1 (0 ≤ i ≤ 5) > 2015 1E Z31 EG
< x0, . . . , x3 | xix
−3
i+2xi+1 (0 ≤ i ≤ 3) > 51 Z51
< x0, . . . , x3 | xix
−2
i+2x
−2
i+1 (0 ≤ i ≤ 3) > 39 Z39
< x0, . . . , x3 | xix
2
i+1x
2
i+3 (0 ≤ i ≤ 3) > 120 Z5 × SL(2, 3)
< x0, . . . , x3 | xixi+1x
−1
i+2x
−2
i+1 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x4 | xixi+1x
−1
i+2x
−2
i+1 (0 ≤ i ≤ 4) > 11 Z11
< x0, . . . , x6 | xixi+1x
−1
i+2x
−2
i+1 (0 ≤ i ≤ 6) > 29 Z29
< x0, . . . , x3 | xix
2
i+3x
−2
i+1 (0 ≤ i ≤ 3) > 17 Z17
< x0, . . . , x3 | xix
−2
i+2x
2
i+1 (0 ≤ i ≤ 3) > 39000 1E Z5 E (Z
2
5)⋊ Z5E
G2 EG1 EG
l = 10
< x0, . . . , x3 | xixi+2xi+3xi+2 (0 ≤ i ≤ 3) > 80 Z5 ⋊ Z16
< x0, . . . , x3 | xixi+2x
−1
i+3xi+2 (0 ≤ i ≤ 3) > 80 Z5 ⋊ Z16
< x0, . . . , x5 | xix
−1
i+3xi+2xi+1 (0 ≤ i ≤ 5) > 1512 Z5 ⋊ Z16
8.1.2 l = 11, 12
The following are families of nite groups for l = 11, 12.
Group G |G| Struture of G
l = 12
< x0, . . . , xn−1 | xixi+4xi+3xi+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3 4 Z4
< x0, . . . , xn−1 | xixi+3x
2
i+2x
2
i+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3 6 Z6
< x0, . . . , xn−1 | xixi+3xi+1xi+2 (0 ≤ i ≤ n− 1) >, n odd 4 Z4
< x0, . . . , xn−1 | xixi+1x
−1
i+2xi+1xi+2x
−1
i+1 (0 ≤ i ≤ n− 1) >, n odd 2
n+1 − 2 D2n+1−2
The following are the rest of the nite groups for l = 11, 12.
Group G |G| Struture of G
l = 11
< x0, . . . , x11 | xixi+4xi+3 (0 ≤ i ≤ 11) > 4095 1E Z91 EG
< x0, . . . , x7 | xix
−1
i+4xi+3 (0 ≤ i ≤ 7) > 17 Z17
< x0, . . . , x3 | xixi+2x
2
i+3xi+1 (0 ≤ i ≤ 3) > 205 Z41 ⋊ Z5
< x0, . . . , x3 | xixi+2xi+3xi+2xi+1 (0 ≤ i ≤ 3) > 205 Z41 ⋊ Z5
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Group G |G| Struture of G
< x0, . . . , x4 | xixi+2xi+3xi+2xi+1 (0 ≤ i ≤ 4) > 1025 Z41 ⋊ Z25
< x0, . . . , x5 | xixi+2xi+3xi+2xi+1 (0 ≤ i ≤ 5) > 6335 Z181 ⋊ (Z5 × Z7)
< x0, . . . , x3 | xixi+2x
−2
i+3x
−1
i+1 (0 ≤ i ≤ 3) > 295245 1E Z
6
3 EG1 EG
< x0, . . . , x3 | xixi+2x
−1
i+3xi+2xi+1 (0 ≤ i ≤ 3) > 1755 1E Z39 EG
< x0, . . . , x3 | xixi+2x
−1
i+3xi+2x
−1
i+1 (0 ≤ i ≤ 3) > 295245 1E Z
6
3 EG1 EG
< x0, . . . , x5 | x
2
i x
−1
i+1x
−2
i+3 (0 ≤ i ≤ 5) > 65 Z65
< x0, . . . , x3 | xix
−1
i+2x
2
i+3x
−1
i+1 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3xi+2x
−1
i+1 (0 ≤ i ≤ 3) > 9375 1E Z
3
5 EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
−1
i+2xi+1 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 3) > 6561 1EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
2
i+1 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
−1
i+2xi+1xi+2xi+1 (0 ≤ i ≤ 3) > 195 Z13 ⋊ (Z3 × Z5)
< x0, . . . , x3 | xix
−1
i+2xi+1x
−1
i+2xi+1 (0 ≤ i ≤ 3) > 39000 1E Z5 E (Z
2
5)⋊ Z5E
G2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+1xi+2xi+1 (0 ≤ i ≤ 3) > 1 Trivial
< x0, . . . , x3 | xix
3
i+1x
−2
i+2x
−1
i+1 (0 ≤ i ≤ 3) > 39000 1E Z5 E (Z
2
5)⋊ Z5E
G2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2xi+3xi+2x
−1
i+1 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x5 | x
2
i xi+1x
−2
i+3 (0 ≤ i ≤ 5) > 63 Z63
< x0, . . . , x3 | xix
−1
i+2xi+1xixi+1 (0 ≤ i ≤ 3) > 39 Z39
< x0, . . . , x3 | xixi+2xi+3x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x4 | xixi+2xi+3x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 4) > 11 Z11
< x0, . . . , x5 | xixi+2xi+3x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 5) > 56 1E Z
3
2 EG
< x0, . . . , x3 | xixi+2xi+1xi+2xi+1 (0 ≤ i ≤ 3) > 125 Z25 ⋊ Z5
< x0, . . . , x4 | xixi+2xi+1xi+2xi+1 (0 ≤ i ≤ 4) > 275 Z11 ⋊ Z25
< x0, . . . , x3 | xix
−1
i+2xi+3xi+2xi+1 (0 ≤ i ≤ 3) > 39 Z13 ⋊ Z3
< x0, . . . , x3 | xix
−1
i+2xi+3x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3xi+2xi+1 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x4 | xix
−1
i+2x
−1
i+3xi+2xi+1 (0 ≤ i ≤ 4) > 1 Trivial
< x0, . . . , x4 | xix
−1
i+2x
−1
i+1x
−1
i+2xi+1 (0 ≤ i ≤ 4) > 31 Z31
< x0, . . . , x6 | xix
−1
i+2x
−1
i+1x
−1
i+2xi+1 (0 ≤ i ≤ 6) > 127 Z127
< x0, . . . , x8 | xix
−1
i+2x
−1
i+1x
−1
i+2xi+1 (0 ≤ i ≤ 8) > 511 Z511
< x0, . . . , x3 | xix
3
i+1x
−3
i+3 (0 ≤ i ≤ 3) > 37 Z37
< x0, . . . , x3 | xix
3
i+2x
3
i+1 (0 ≤ i ≤ 4) > 2639 Z29 ⋊ (Z7 × Z13)
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Group G |G| Struture of G
l = 12
< x0, . . . , x7 | xixi+3xi+4xi+2 (0 ≤ i ≤ 7) > 6560 1E Z205 EG
< x0, . . . , x5 | xixi+3x
−1
i+4xi+3 (0 ≤ i ≤ 5) > 728 1E Z14 EG
Group G |G| Struture of G
< x0, . . . , x5 | xix
−1
i+3xi+4xi+2 (0 ≤ i ≤ 5) > 1512 1E Z3 EG1 EG
< x0, . . . , x5 | xix
−1
i+3x
−1
i+4x
−1
i+3 (0 ≤ i ≤ 5) > 728 Z13 ⋊ Z56
< x0, . . . , x4 | xixi+1xi+2xi+1xi+2xi+1 (0 ≤ i ≤ 4) > 2046 1E Z31 EG
< x0, . . . , x6 | xixi+1xi+2xi+1xi+2xi+1 (0 ≤ i ≤ 6) > 32766 1E Z127 EG
8.1.3 Words left over
After using KBMAG and GAP to nd whether a group is nite or innite we are left
with the following number of words whih are undeided for at least one 4 ≤ n ≤ 50:
Length 7 8 9 10 11 12
Total number of words before 3 8 30 66 220 484
Total after speial ase words removed 0 8 26 60 205 481
Total after tests 0 0 10 8 77 46
8.2 Remaining groups
It is often diult to asertain whether a group is nite or innite for small n. Often it
has been neessary to put aside a word whih has results for when n ≥ 6. The following
table shows the number of words that remain:
Length 7 8 9 10 11 12
Total before 3 8 30 66 220 484
Total after tests 0 0 10 8 77 46
Total after tests n ≥ 6 0 0 3 1 27 28
The partial results for the words in the bottom two rows an be viewed in [24℄. They
leave us with the following groups for 6 ≤ n ≤ 50, l ≤ 10, for whih we do not know
whether the group is nite or innite.
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• G7(x
−1
0 x
−1
1 x
−2
2 x
2
1);
• G9(x
−1
0 x3x
−1
2 );
• G9(x
−1
0 x3x2);
• Gn(x
−1
0 x
−1
1 x2x
2
1), n ∈ {11, 13, 17, 19, 21, 23, 25, 29, 31, 33, 37, 41, 43, 47, 49}.
The words w(x, t) orresponding to the above groups Gn(ω) are those mentioned in
Theorem 5.2.4.
We list the remaining groups for 4 ≤ n ≤ 5, l ≤ 10.
l = 9
• G4(x
−1
0 x
−3
2 x
−1
1 );
• G5(x
−1
0 x
−2
2 x
2
1);
• G4(x
−1
0 x
3
2x1);
• G5(x
−1
0 x
2
2x
2
1);
• G5(x
−1
0 x
−1
1 x
−1
2 x
2
1);
• G4(x
−1
0 x
−1
1 x
2
2x1);
• G5(x
−1
0 x1x
−2
2 x1).
l = 10
• G5(x
−1
0 x
−1
2 x
−1
3 x1);
• G5(x
−1
0 x
−1
2 x3x
−1
1 );
• G4(x
−1
0 x
−4
2 x
−1
1 );
• G4(x
−1
0 x
4
2x
−1
1 );
• G5(x
−1
0 x
−1
1 x
−2
2 x
−2
1 );
• G4(x
−1
0 x
−1
1 x
3
2x1);
• G5(x
−1
0 x
−1
1 x2x
3
1);
• G4(x
−1
0 x
−1
1 x
−2
2 x
2
1);
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• G5(x
−1
0 x
−1
1 x
−2
2 x
2
1);
Note that the words x−10 x
−1
2 x
−1
3 x1 and x
−1
0 x
−1
2 x3x
−1
1 appearing in the above list are
n-equivalent to eah other.
8.3 13s, 14s and 15s
Due to the large number of words for when l = 13, l = 14 and l = 15, it has not been
possible in the time given to perform the tests on the individual words in the same way
as we did for the lower values of l. Instead, we ran all words in GAP and simply asked
if it ould tell us whih ones it knew to be nite. Doing things this way means that we
annot be ertain if any of the groups whih GAP did not nd to be nite are denitely
innite. However, it does give us a great number of groups whih it an be sure are
nite.
8.3.1 l = 13
Below is a table showing the nite family found and its struture.
Group G |G| Struture
< x0, . . . , xn−1 | xixi+4xi+3xi+2xi+1 (0 ≤ i ≤ n− 1) >, n 6≡ 0 mod 5 5 Z5
The following table shows the remaining groups we have found after removing those
whih are yli as the number of yli groups found is very large.
Group G |G| Struture of G
< x0, . . . , x14 | xixi+5xi+3 (0 ≤ i ≤ 14) > 32769 1E Z331 EG
< x0, . . . , x5 | xix
−1
i+3xi+4xi+2x
−1
i+1 (0 ≤ i ≤ 5) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x5 | xix
−1
i+3xi+4x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 5) > 19683 1E Z3 EG1 EG
< x0, . . . , x5 | xix
−1
i+3x
−1
i+4x
−1
i+2xi+1 (0 ≤ i ≤ 5) > 6552 G1 EG (G1 perfet)
< x0, . . . , x3 | xixi+2xixi+3xi+2 (0 ≤ i ≤ 3) > 120 Z5 × SL(2, 3)
< x0, . . . , x3 | xixi+2x
−1
i xi+3xi+1 (0 ≤ i ≤ 3) > 39 Z13 ⋊ Z3
< x0, . . . , x3 | xixi+2x
−1
i x
−1
i+3x
−1
i+1 (0 ≤ i ≤ 3) > 9375 1E Z
3
5 EG1 EG
< x0, . . . , x3 | xixi+2x
−1
i xi+2xi+1 (0 ≤ i ≤ 3) > 35520 1EG2 EG1 EG
108
Chapter 8: Results for finitely presented groups
Group G |G| Struture of G
< x0, . . . , x4 | xixi+2x
−1
i+4xi+2xi+1 (0 ≤ i ≤ 4) > 14043 Z151 ⋊ (Z3 × Z31)
< x0, . . . , x4 | xixi+2x
−1
i+4x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 4) > 120 SL(2, 5)
< x0, . . . , x5 | xixi+2x
−1
i+4x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 5) > 56 1E Z
3
2 EG
< x0, . . . , x3 | xixi+2xi+3x
2
i+2x
2
i+1 (0 ≤ i ≤ 3) > 1015 Z29 ⋊ (Z7 × Z5)
< x0, . . . , x4 | xixi+2xi+3xi+1xi+2 (0 ≤ i ≤ 4) > 275 Z11 ⋊ Z25
< x0, . . . , x3 | xix
−1
i+2xi+3x
2
i+2x
2
i+1 (0 ≤ i ≤ 3) > 975 Z13 ⋊ Z75
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
2
i+2x
2
i+1 (0 ≤ i ≤ 3) > 6561 1E Z
2
9 × Z3 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3xi+2x
3
i+1 (0 ≤ i ≤ 3) > 663 Z13 ⋊ (Z3 × Z17)
< x0, . . . , x3 | xixi+1xi+2x
2
i+3x
−2
i+1 (0 ≤ i ≤ 3) > 6561 1E Z
2
9 × Z3 EG
< x0, . . . , x3 | xixi+1xi+2x
−1
i+3x
−1
i+2x
−2
i+1 (0 ≤ i ≤ 3) > 24 SL(2, 3)
8.3.2 l = 14
Finite families:
Group G |G| Struture of G
< x0, . . . , xn−1 | xixi+5xi+4xi+1 (0 ≤ i ≤ n− 1) >, n odd 4 Z4
< x0, . . . , xn−1 | xixi+5xi+3xi+2 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3 4 Z4
< x0, . . . , xn−1 | xixi+4xi+3x
2
i+2xi+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3 6 Z6
< x0, . . . , xn−1 | xixi+3xi+2xi+1xi+2xi+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3 6 Z6
< x0, . . . , xn−1 | xixi+2xi+1xi+3xi+2xi+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3 6 Z6
< x0, . . . , xn−1 | xix
−1
i+2xi+3xi+2x
−1
i xi+1 (0 ≤ i ≤ n− 1) >, n odd 2
n+1 − 2 D2n+1−2
The following table shows the remaining groups we have found after removing those
whih are yli.
Group G |G| Struture of G
< x0, . . . , x7 | xixi+4xi+5xi+4 (0 ≤ i ≤ 7) > 6560 1E Z41 EG
< x0, . . . , x7 | xixi+4x
−1
i+3xi+4 (0 ≤ i ≤ 8) > 6560 1E Z41 EG
< x0, . . . , x5 | xixi+3xi+5xi+3 (0 ≤ i ≤ 5) > 728 Z13 ⋊ Z56
< x0, . . . , x6 | xix
−1
i+3x
−1
i+5x
−1
i+3 (0 ≤ i ≤ 6) > 10922 1E Z43 EG
< x0, . . . , x4 | xixi+2xi+3xi+2xixi+1 (0 ≤ i ≤ 4) > 2046 1E Z31 EG
< x0, . . . , x4 | xix
−1
i+2x
−1
i+1x
−1
i+2x
−1
i+1x
−1
i+2 (0 ≤ i ≤ 4) > 29524 1E Z61 EG
< x0, . . . , x3 | xix
2
i+1x
2
i+2x
3
i+3 (0 ≤ i ≤ 3) > 6560 1E Z205 EG
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8.3.3 l = 15
There are no nite families and the following table shows the nite groups we have found
after removing those whih are yli.
Group G |G| Struture of G
< x0, . . . , x5 | xix
−1
i+3xi+5x
−1
i+4x
−1
i+2 (0 ≤ i ≤ 5) > 6552 G1 EG (G1 perfet)
< x0, . . . , x5 | xix
−1
i+3xi+5x
−1
i+2xi+1 (0 ≤ i ≤ 5) > 6552 G1 EG (G1 perfet)
< x0, . . . , x5 | xix
−1
i+3x
−1
i+5xi+4xi+2 (0 ≤ i ≤ 5) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x5 | xix
−1
i+3xi+4x
−1
i+1xi+2 (0 ≤ i ≤ 5) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xixi+2x
2
i xi+3x
2
i+1 (0 ≤ i ≤ 3) > 1015 Z29 ⋊ Z35
< x0, . . . , x3 | xixi+2x
−1
i x
3
i+3x
−1
i+1 (0 ≤ i ≤ 3) > 663 Z13 ⋊ (Z3 × Z17)
< x0, . . . , x4 | xix
2
i+2x
2
i+4x
2
i+1 (0 ≤ i ≤ 4) > 5467 Z71 ⋊ (Z7 × Z11)
< x0, . . . , x3 | xix
2
i+2xix
2
i+3xi+1 (0 ≤ i ≤ 3) > 791 Z113 ⋊ Z7
< x0, . . . , x3 | xix
2
i+2x
−1
i x
2
i+3x
−1
i+1 (0 ≤ i ≤ 3) > 507 Z13 ⋊ (Z3 × Z13)
< x0, . . . , x3 | xix
2
i+2x
2
i+1x
2
ix
2
i+3 (0 ≤ i ≤ 3) > 4329 1E Z481 EG
< x0, . . . , x4 | xix
2
i+2x
2
i+3x
2
i+1 (0 ≤ i ≤ 4) > 5467 Z71 ⋊ (Z7 × Z11)
< x0, . . . , x3 | xix
−1
i+2xi+3x
−1
i+4xi+3xi+2x
−1
i+1 (0 ≤ i ≤ 3) > 243 1E Z
3
3 EG
< x0, . . . , x3 | xix
−1
i+2xi+3x
−1
i x
2
i+2x
−1
i+1 (0 ≤ i ≤ 3) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
2
i+3x
2
ix
−1
i+1 (0 ≤ i ≤ 3) > 975 Z13 ⋊ Z75
< x0, . . . , x3 | xix
−1
i+2xi+3x
2
i+2x
−1
i x
−1
i+1 (0 ≤ i ≤ 3) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2xi+3xi+2x
−1
i+1x
−1
i x
−1
i+1 (0 ≤ i ≤ 3) > 243 1E Z
3
3 EG
< x0, . . . , x3 | xix
−1
i+2xi+3xi+2x
−2
i x
−1
i+1 (0 ≤ i ≤ 3) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
−2
i xi+2xi+1 (0 ≤ i ≤ 3) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
−1
i x
−1
i+3xi+2xi+1 (0 ≤ i ≤ 3) > 243 1E Z
3
3 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
2
i+2x
−1
i xi+1 (0 ≤ i ≤ 3) > 320 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3xi+2xi+1xixi+1 (0 ≤ i ≤ 3) > 507 Z13 ⋊ (Z3 × Z13)
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3xi+2xi+1x
−1
i x
−1
i+1 (0 ≤ i ≤ 3) > 243 1E Z
3
3 EG
< x0, . . . , x3 | xix
−1
i+2x
−1
i+3x
−1
i+2x
−1
i+1x
−1
i+2xi+1 (0 ≤ i ≤ 3) > 663 Z13 ⋊ (Z3 × Z17)
< x0, . . . , x3 | xix
−2
i+2xi+1x
−1
i+3x
−1
i+2x
−1
i+1 (0 ≤ i ≤ 3) > 663 Z13 ⋊ (Z3 × Z17)
< x0, . . . , x3 | xix
2
i+2x
2
i+1x
2
ix
2
i+3 (0 ≤ i ≤ 3) > 791 Z113 ⋊ Z7
< x0, . . . , x4 | xix
−1
i+2x
−1
i+1x
−1
i+2x
−1
i+3xi+2xi+1 (0 ≤ i ≤ 4) > 120 SL(2, 5)
< x0, . . . , x4 | xixi+1xi+2x
2
i+3x
2
i+4 (0 ≤ i ≤ 4) > 840 SL(2, 5) EG
(SL(2, 5) perfet)
< x0, . . . , x3 | xix
2
i+1x
−2
i+3x
−2
i+2x
−2
i+1 (0 ≤ i ≤ 3) > 507 Z13 ⋊ (Z3 × Z13)
< x0, . . . , x3 | xix
2
i+1x
2
i+2x
−2
i x
−2
i+3 (0 ≤ i ≤ 3) > 1600 1E Z
2
2 EG1 EG
< x0, . . . , x3 | xix
2
i+1x
−2
i x
2
i+2x
−2
i+3 (0 ≤ i ≤ 3) > 1600 1E Z
2
2 EG1 EG
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8.4 Proofs for nite families
The sixteen nite families mentioned in this hapter have been disovered for ertain
n using omputation methods and onjetured to be families by observation. Here, we
prove that the groups are in fat families, i.e. that there is no bound on n for whih a
nite group exists with the given word.
We begin by proving Proposition 5.2.5, whih will over the proofs for several of the
listed nite families.
8.4.1 Proof of Proposition 5.2.5
To prove the groups Gn(x0 . . . xk−1) for k ≥ 3 are families of nite ylially presented
groups, we rst examine the families of this form whih we have already found.
The group G = Gn(x0x2x1) =< x0, . . . , xn−1 | xixi+2xi+1 (0 ≤ i ≤ n−1) > is equivalent
to the group Gn(x0x1x2) and this group is isomorphi to the group Z3 when n 6≡ 0 mod
3 and innite otherwise, by observing the results in Subsetion 8.1.1.
Let us now onsider how we might prove this.
Let n = 3 so G =< x0, x1, x2 | x0x1x2, x1x2x0, x2x0x1 >.
If we let x2 = x
−1
1 x
−1
0 from the last relator and remove the generator x2, then we get
G =< x0, x1 | >.
So G is innite, as expeted.
Let n = 4 so G =< x0, x1, x2, x3 | x0x1x2, x1x2x3, x2x3x0, x3x0x1 >.
Now let x3 = x
−1
1 x
−1
0 and use Tietze transformations to obtain the following:
G = < x0, x1, x2 | x0x1x2, x1x2x
−1
1 x
−1
0 , x2x
−1
1 >
= < x0, x1 | x0x
2
1, x1x
−1
0 > = < x0 | x
3
0 >
∼= Z3.
Let n = 5 so G =< x0, x1, x2, x3, x4 | x0x1x2, x1x2x3, x2x3x4, x3x4x0, x4x0x1 >.
Let x4 = x
−1
1 x
−1
0 :
G = < x0, x1, x2, x3 | x0x1x2, x1x2x3, x2x3x
−1
1 x
−1
0 , x3x
−1
1 >
= < x0, x1, x2 | x0x1x2, x1x2x1, x2x
−1
0 >
= < x0, x1 | x0x1x0, x1x0x1 > = < x0 | x
3
0 >
∼= Z3.
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Now assume n > 5.
So G =< x0, . . . , xn−1 | x0x1x2, . . . , xn−3xn−2xn−1, xn−2xn−1x0, xn−1x0x1 >
Let xn−1 = x
−1
1 x
−1
0 :
G =< x0, . . . , xn−2 | x0x1x2, . . . , xn−4xn−3xn−2, xn−3xn−2x
−1
1 x
−1
0 , xn−2x
−1
1 >
Let xn−2 = x1:
G =< x0, . . . , xn−3 | x0x1x2, . . . , xn−5xn−4xn−3, xn−4xn−3x1, xn−3x
−1
0 >
Let xn−3 = x0:
G =< x0, . . . , xn−4 | x0x1x2, . . . , xn−6xn−5xn−4, xn−5xn−4x0, xn−4x0x1 >.
But then Gn(ω) ∼= Gn−3(ω), where ω = x0x1x2, and so by indution, n ≡ m mod
3 =⇒ Gn(ω) ∼= Gm(ω).
So, as G4(ω) = G5(ω) = Z3 and G3(ω) is innite, n ≡ 0 mod 3 =⇒ Gn(ω) is innite,
and n 6≡ 0 mod 3 =⇒ Gn(ω) = Z3. So G3(ω) is innite ⇐⇒ n ≡ 0 mod 3 ⇐⇒
gcd(n, 3) = 1.
Also in our list of nite families is the group G = Gn(x0x3x2x1) = Gn(x0x1x2x3),
isomorphi to Z4 when n is odd and innite otherwise.
G =< x0, . . . , xn−1 | x0x1x2x3, . . . , xn−4xn−3xn−2xn−1, xn−3xn−2xn−1x0,
xn−2xn−1x0x1, xn−1x0x1x2 >.
Let xn−1 = x
−1
2 x
−1
1 x
−1
0 :
G =< x0, . . . , xn−2 | x0x1x2x3, . . . , xn−5xn−4xn−3xn−2, xn−4xn−3xn−2x
−1
2 x
−1
1 x
−1
0 ,
xn−3xn−2x
−1
2 x
−1
1 , xn−2x
−1
2 >.
G =< x0, . . . , xn−3 | x0x1x2x3, . . . , xn−6xn−5xn−4xn−3, xn−5xn−4xn−3x2,
xn−4xn−3x
−1
1 x
−1
0 , xn−3x
−1
1 >.
G =< x0, . . . , xn−4 | x0x1x2x3, . . . , xn−7xn−6xn−5xn−4, xn−6xn−5xn−4x1,
xn−5xn−4x1x2, xn−4x
−1
0 >.
G =< x0, . . . , xn−5 | x0x1x2x3, . . . , xn−8xn−7xn−6xn−5, xn−7xn−6xn−5x0,
xn−6xn−5x0x1, xn−5x0x1x2 >.
So this time Gn(ω) ∼= Gn−4(ω) and so n ≡ m mod 4 =⇒ Gn(ω) ∼= Gm(ω) where
ω = x0x1x2x3.
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More generally, if ω = x0x1 . . . xk−1 then n ≡ m mod k =⇒ Gn(ω) ∼= Gm(ω).
To show this, let Gn(ω) =< x0, . . . , xn−1 | r0, . . . , rn−k, s0, . . . , sk−2 >, where n > k,
and where the relators are dened as follows:
r0 = x0 . . . xk−1,
r1 = x1 . . . xk,
.
.
.
rn−k = xn−k . . . xn−1
s0 = xn−(k−1) . . . xn−1x0,
s1 = xn−(k−2) . . . xn−1x0x1,
.
.
.
sk−2 = xn−1x0 . . . xk−2.
There are n− k+1 relators of the type ri and k− 1 relators of the type si, whih makes
n relators in total, as expeted.
sk−2 = xn−1x0 . . . xk−2 =⇒ xn−1 = x
−1
k−2x
−1
k−3 . . . x
−1
1 x
−1
0
sk−3 = xn−2xn−1x0 . . . xk−3 =⇒ xn−2 = xk−2
sk−4 = xn−3xn−2xn−1x0 . . . xk−4 =⇒ xn−3 = xk−3
.
.
.
s0 = xn−(k−1) . . . xn−1x0 =⇒ xn−(k−1) = x1
So xi = xi+n−k, for 1 ≤ i ≤ k − 2. This allows us to remove all si and all xi for
n− (k − 1) ≤ i ≤ n− 1.
Then rn−k = xn−kxn−(k−1)xn−(k−2) . . . xn−3xn−2xn−1
= xn−kx1x2 . . . xk−3xk−2x
−1
k−2x
−1
k−3 . . . x
−1
2 x
−1
1 x
−1
0
= xn−kx
−1
0 .
So rn−k =⇒ xn−k = x0 and therefore remove rn−k and xn−k.
We are left with the relators r0, . . . , rn−k−1, whih are those that originally only involved
xi for i < n− 1.
As we used the fat that xi = xi+n−k for 0 ≤ i ≤ k−2 where neessary in these relators,
we are now working mod n− k with the indies and we have obtained Gn−k(ω).
Therefore, Gn(ω) = Gn−k(ω), as expeted and we have shown that n ≡ m mod k =⇒
Gn(ω) ∼= Gm(ω).
113
Chapter 8: Results for finitely presented groups
Now let us assume that n = k. In this ase, Gn(ω) =< x0, . . . , xn−1 | x0 . . . xn−1 >
as all the n relators will be yli permutations of eah other. The relator implies
that xn−1 = x
−1
n−2 . . . x
−1
0 and we so an remove xn−1 and the relator, leaving us with
< x0, . . . , xn−2 | > = Fn−1, whih is innite.
Finally, let us assume that 1 ≤ n < k.
ThenG = Gn(ω) =< x0, . . . , xn−1 | r0, . . . , rn−1 >, where ri = xi . . . xn−1x0 . . . xn−1x0 . . .,
where the pattern ontinues so that ri has length k for eah i. We laim that G is nite
yli of order k if and only if gcd(n, k) = 1.
r0 = (x0 . . . xn−1)
sx0 . . . xr−1,
r1 = (x1 . . . xn−1x0)
sx1 . . . xr,
.
.
.
ri = (xi . . . xn−1x0 . . . xi−1)
sxi . . . xr−1+i,
ri+1 = (xi+1 . . . xn−1x0 . . . xi)
sxi+1 . . . xr+i,
where r ≡ k mod n, s = k−r
n
, i.e. k = ns+ r.
Then r0 =⇒ (x1 . . . xn−1x0)
sx1 . . . xr−1x0 = 1 so r0, r1 =⇒ x0 = xr.
ri =⇒ (xi+1 . . . xn−1x0 . . . xi)
sxi+1 . . . xr−1+ixi = 1 so ri, ri+1 =⇒ xi = xi+r.
So i = j + ar mod n for some a ∈ Z =⇒ xi = xj (*).
Let gcd(n, k) = 1. Then gcd(n, r) = 1 =⇒ ar mod n generates Zn, a ∈ Z =⇒
∀j,∃aj ∈ Z suh that j ≡ ajr mod n =⇒ x0 = xj , ∀j by (*).
We end up with one generator for G, x0 say, and one relator, x
k
0 , so G ≡ Zk as predited.
Let gcd(n, k) = d > 1. Then gcd(n, r) = d =⇒ xi = xi+d. We are left with the genera-
tors x0, . . . , xd−1 and our relators are r0 = (x0 . . . xd−1)
m, . . . , ri = (xi . . . xd−1x0 . . . xi−1)
m
,
m = k
d
. These relators are all equal, so we are left withG =< x0, . . . , xd−1 | (x0 . . . xd−1)
m >,
whih is innite, as expeted.
So far we have proved:
(A) n ≡ m mod k =⇒ Gn(ω) ∼= Gm(ω).
(B) If 1 ≤ n ≤ k, Gn(ω) is nite ⇐⇒ gcd(n, k) = 1.
Assume gcd(n, k) = 1. Then gcd(m,k) = 1 for m = n mod k, 1 ≤ m ≤ k, whih implies
Gm(ω) is nite (from (B)), and Gn(ω) = Gm(ω) (from (A)). So Gn(ω) is nite.
Assume gcd(n, k) = d > 1. Then gcd(m,k) = 1 for m = n mod k, 1 ≤ m ≤ k, whih
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implies Gm(ω) is innite (from (B)), and Gn(ω) = Gm(ω) (from (A)). So Gn(ω) is
innite.
In onlusion, Gn(x0 . . . xk−1) is nite ⇐⇒ gcd(n, k) = 1. Also, for any k there is
always an n for whih gcd(n, k) = 1 and so Gn+ak(ω) is nite for all a ∈ Z. This proves
Proposition 5.2.5.
8.4.2 ω = x0x2x1
G =< x0, . . . , xn−1 | xixi+2xi+1 (0 ≤ i ≤ n− 1) >, n 6≡ 0 mod 3. G = Z3, l = 7.
See Subsetion 8.4.1.
8.4.3 ω = x0x2x
2
1
G =< x0, . . . , xn−1 | xixi+2x
2
i+1 (0 ≤ i ≤ n− 1) >, n odd. G = Z4, l = 8.
Assume n odd.
Relators are:
x0x2x1x1
x1x3x2x2
x2x4x3x3
. . .
xn−2x0xn−1xn−1
xn−1x1x0x0
Let yi = x
−1
i .
x0 = y1y1y2
x1 = y2y2y3
x2 = y3y3y4
. . .
xn−4 = yn−3yn−3yn−2
xn−3 = yn−2yn−2yn−1
So we an remove x0, x1, . . . , xn−3 and the rst n − 2 relators and write the last two
relators in terms of xn−2 and xn−1.
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Consider the relator xn−1xn−1xn−2x0:
x0 = y1y1y2
= (x3x2x2)(x3x2x2)y2 = x3x2x2x3x2 = (x3x2)x2(x3x2)
= y3y4y3y3y4y3y4 = (y3y4)y3(y3y4)
2
= x5x4x5x4x4x5x4x5x4 = (x5x4)
2x4(x5x4)
2
= y5y6y5y6y5y5y6y5y6y5 = (y5y6)
2y5(y5y6)
3
. . .
= [(xi+1xi)
i
2 ]xi[(xi+1xi)
i
2 ] when removing xi−1, i is even
= [(yiyi+1)
i−1
2 ]yi[(yiyi+1)
i+1
2 ] when removing xi−1, i is odd
. . .
= [(yn−2yn−1)
n−3
2 ]yn−2[(yn−2yn−1)
n−1
2 ]
xn−1xn−1xn−2x0 = 1 ⇔ xn−1xn−1xn−2[(yn−2yn−1)
n−3
2 ]yn−2[(yn−2yn−1)
n−1
2 ] = 1
⇔ xn−1xn−1xn−2[(yn−2yn−1)
n−3
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2yn−1 = 1
⇔ xn−1xn−2[(yn−2yn−1)
n−3
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2 = 1
⇔ xn−1xn−2yn−2yn−1[(yn−2yn−1)
n−5
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2 = 1
⇔ xn−1yn−1[(yn−2yn−1)
n−5
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2 = 1
⇔ [(yn−2yn−1)
n−5
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2 = 1
⇔ yn−2[(yn−2yn−1)
n−5
2 ]yn−2[(yn−2yn−1)
n−3
2 ] = 1.
Consider the relator xn−1x1x0x0:
x1x0x0 = x1(y1y1y2)(y1y1y2) = y1y2y1y1y2
= x3x2x3x2x2x3x2 = (x3x2)
2x2(x3x2)
= y3y4y3y4y3y3y4y3y4 = (y3y4)
2y3(y3y4)
2
= x5x4x5x4x5x4x4x5x4x5x4 = (x5x4)
3x4(x5x4)
2
= y5y6y5y6y5y6y5y5y6y5y6y5y6 = (y5y6)
3y5(y5y6)
3
. . .
= [(xi+1xi)
i
2
+1]xi[(xi+1xi)
i
2 ] when removing xi−1, i is even
= [(yiyi+1)
i+1
2 ]yi[(yiyi+1)
i+1
2 ] when removing xi−1, i is odd
. . .
= [(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−1
2 ]
xn−1x1x0x0 = 1 ⇔ xn−1[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−1
2 ] = 1
⇔ xn−1[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2yn−1 = 1
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⇔ [(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ]yn−2 = 1
⇔ yn−2[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ] = 1
Consider:
yn−2[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ]
yn−2[(yn−2yn−1)
n−5
2 ]yn−2[(yn−2yn−1)
n−3
2 ]
So (yn−2yn−1)
n−1
2 = (yn−2yn−1)
n−5
2
[(yn−2yn−1)
n−5
2 ](yn−2yn−1)(yn−2yn−1) = (yn−2yn−1)
n−5
2
So (yn−2yn−1)(yn−2yn−1) = 1.
Into yn−2[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ]:
Let
n−1
2 even, so
n−3
2 odd:
yn−2[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ] = yn−2yn−2yn−2yn−1:
yn−1 = x
3
n−2
Let
n−1
2 odd, so
n−3
2 even:
yn−2[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ] = yn−2yn−2yn−1yn−2:
yn−1 = x
3
n−2.
So we an remove xn−1.
yn−2[(yn−2yn−1)
n−1
2 ]yn−2[(yn−2yn−1)
n−3
2 ] = yn−2[(yn−2x
3
n−2)
n−1
2 ]yn−2[(yn−2x
3
n−2)
n−3
2 ]
= yn−2[(x
2
n−2)
n−1
2 ]yn−2[(x
2
n−2)
n−3
2 ]
= yn−2[(xn−2)
n−1]yn−2[(xn−2)
n−3]
= yn−2xn−2[(xn−2)
n−2]yn−2xn−2[(xn−2)
n−4]
= [(xn−2)
n−2][(xn−2)
n−4] = x2n−6n−2
So x2n−6n−2 = 1
yn−2[(yn−2yn−1)
n−5
2 ]yn−2[(yn−2yn−1)
n−3
2 ] = yn−2[(yn−2x
3
n−2)
n−5
2 ]yn−2[(yn−2x
3
n−2)
n−3
2 ]
= yn−2[(x
2
n−2)
n−5
2 ]yn−2[(x
2
n−2)
n−3
2 ]
= yn−2[(xn−2)
n−5]yn−2[(xn−2)
n−3]
= yn−2xn−2[(xn−2)
n−6]yn−2xn−2[(xn−2)
n−4]
= [(xn−2)
n−6][(xn−2)
n−4] = x2n−10n−2
So x2n−10n−2 = 1
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x2n−6n−2 = x
2n−10
n−2 x
4
n−2 = x
2n−10
n−2 so x
4
n−2 = 1
So G =< xn−2 | x
4
n−2 >
8.4.4 ω = x0x1x2x1
G =< x0, . . . , xn−1 | xixi+1xi+2xi+1 (0 ≤ i ≤ n− 1) >, n odd. G = Zn ⋊ Z4, l = 8.
Relators:
x0x1x2x1
x1x2x3x2
x2x3x4x3
. . .
xn−3xn−2xn−1xn−2
xn−2xn−1x0xn−1
xn−1x0x1x0
Let yi = x
−1
i
x0 = y1y2y1
x1 = y2y3y2
x2 = y2y3y2
. . .
xn−3 = yn−2yn−1yn−2
Get the generators x0, . . . , xn−3 in terms of xn−2 and xn−1 in order to remove them.
xn−3 = yn−2yn−1yn−2
xn−4 = yn−3yn−2yn−3
= xn−2xn−1xn−2yn−2xn−2xn−1xn−2
= xn−2xn−1xn−2xn−1xn−2
xn−5 = yn−4yn−3yn−4
= xn−3xn−2xn−3xn−2xn−3
= yn−2yn−1yn−2yn−1yn−2yn−1yn−2
. . .
xi = yn−2(yn−1yn−2)
n−i−2 i even
xi = xn−2(xn−1xn−2)
n−i−2 i odd
. . .
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x1 = xn−2(xn−1xn−2)
n−3
x0 = yn−2(yn−1yn−2)
n−2
Relators left:
xn−1xn−2xn−1x0
xn−1x0x1x0
xn−1xn−2xn−1x0 = xn−1xn−2xn−1yn−2(yn−1yn−2)
n−2
xn−1x0x1x0 = xn−1yn−2(yn−1yn−2)
n−2xn−2(xn−1xn−2)
n−3yn−2(yn−1yn−2)
(n−2)
= xn−1yn−2(yn−1yn−2)
n−2xn−2(xn−1xn−2)
n−3(yn−2yn−1)
n−2yn−2
= xn−1yn−2(yn−1yn−2)
n−2xn−2(xn−1xn−2)
n−3(yn−2yn−1)
n−3yn−2yn−1yn−2
= xn−1yn−2(yn−1yn−2)
n−2yn−1yn−2
= xn−1yn−2(yn−1yn−2)
n−1
Compare:
xn−1xn−2xn−1yn−2(yn−1yn−2)
n−2
xn−1yn−2yn−1yn−2(yn−1yn−2)
n−2
Then xn−2xn−1 = yn−2yn−1
The relator xn−1xn−2xn−1yn−2(yn−1yn−2)
n−2
an now be removed so relators are:
xn−2xn−2xn−1xn−1, (xn−1xn−2)
n−1xn−1yn−2.
Let x = xn−1, y = xn−2
G =< x, y | x2y2, (xy)n−1xy−1 >
So yx2y = yx2y−1x−2 = 1
and xy2x = y−2x−1y2x = 1
So [x2, y] = [y2, x] = 1
y = (xy)n−1x so y2 = ((xy)n−1x)(x(yx)n−1) = x(yx(yx...(yx(yxxy)xy)...xy)xy)x = x2
So y2 = x2 and y4 = x4 = 1
Then (xy)n−1xy−1 = (xy−1y2)n−1xy−1 = [(xy−1)n][y2(n−1)] as y2 ommutes with x and y
= (xy−1)n as n odd so 4|2(n − 1)
So G = < x, y | y4, x2y2, (xy−1)n >
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= < x, y, z | zyx−1, y4, x2y2, zn >
= < y, z | y4, zn, zyzy3 >
= < y, z | y4, zn, y−1zy = zn−1 >
8.4.5 ω = x0x3x2x1
G =< x0, . . . , xn−1 | xixi+3xi+2xi+1 (0 ≤ i ≤ n− 1) >, n odd. G = Z4, l = 10.
See Subsetion 8.4.1.
8.4.6 ω = x0x
−1
2 x
−1
1 x
−1
2
G =< x0, . . . , xn−1 | xix
−1
i+2x
−1
i+1x
−1
i+2 (0 ≤ i ≤ n − 1) >, n odd. 1 E Z 1
3
(2n+1) E G,
|G| = 23(4
n − 1), l = 10.
This partiular family of groups is innite when n is even (sine H2(ω) is the innite
dihedral group) and nite of order
2
3(4
n − 1) when n is odd, the latter of whih we now
prove.
Let us assume n > 4 is odd.
The group < x0, . . . , xn−1 | xix
−1
i+2x
−1
i+1x
−1
i+2 (0 ≤ i ≤ n− 1) > is the assoiated ylially
presented group of H = Hn(w) =< x, t | t
n, xtxt−1xt2x−1t−2 >.
To show the group G is nite and has order 23(4
n − 1), we rst nd the order of H. Let
us note that Hab = < x, t | t
n, x2, [x, t] > = Z2×Zn and therefore |H : H
′| = 2n, where
H ′ denotes the derived subgroup of H. Next, we use the use the Shreier method to nd
a presentation for H ′.
We an see that U = {e, t, t2, . . . , tn−1, x, xt, xt2, . . . , xtn−1} is a Shreier Transversal for
H ′ in H. We note that we should nd (g − 1)i + 1 = 2n + 1 generators for H ′, where
g = no. generators of H and i = |H : H ′|.
The next step is to nd the generators for H ′ in terms of x and t by nding all words of
the form uy(uy)−1, where u ∈ U and y ∈ {x, t}:
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u ∈ U y ∈ {x, t} uy uy(uy)−1
e x x e
t x xt txt−1x−1
t2 x xt2 t2xt−2x−1
.
.
.
.
.
.
.
.
.
.
.
.
tn−2 x xtn−2 tn−2xt−(n−2)x−1
tn−1 x xtn−1 tn−1xt−(n−1)x−1
x x e x2
xt x t xtxt−1
xt2 x t2 xt2xt−2
.
.
.
.
.
.
.
.
.
.
.
.
xtn−2 x tn−2 xtn−2xt−(n−2)
xtn−1 x tn−1 xtn−1xt−(n−1)
u ∈ U y ∈ {x, t} uy uy(uy)−1
e t t e
t t t2 e
t2 t t3 e
.
.
.
.
.
.
.
.
.
.
.
.
tn−2 t tn−1 e
tn−1 t e tn
x t xt e
xt t xt2 e
xt2 t xt3 e
.
.
.
.
.
.
.
.
.
.
.
.
xtn−2 t xtn−1 e
xtn−1 t x xtnx−1
So generators for H ′ are:
ai = t
ixt−ix−1
bi = xt
ixt−i
(1 ≤ i ≤ n− 1)
c1 = x
2
c2 = t
n
c3 = xt
nx−1
As predited, there are 2n + 1 generators for H ′. We now need to nd the dening
relators of H ′ in terms of the ai, bi and ci. These relators are all words of the form
uru−1 where u ∈ U and r is a relator for H. To aid us we rst alulate all onjugates
of the generators of H ′ by the generators of H.
g a1 a2 . . . an−2 an−1 b1 b2 . . . bn−2 bn−1 c1 c2 c3
tgt−1 a2a
−1
1
a3a
−1
1
. . . an−1a
−1
1
c2c
−1
3
a−1
1
a1b2 a1b3 . . . a1bn−1 a1c3c1c
−1
2
a1b1 c2 a1c3a
−1
1
g a1 a2 . . . an−2 an−1 b1 b2 . . . bn−2 bn−1 c1 c2 c3
xgx−1 b1c
−1
1
b2c
−1
1
. . . bn−2c
−1
1
bn−1c
−1
1
c1a1 c1a2 . . . c1an−2 c1an−1 c1 c3 c1c2c
−1
1
Our relators for H ′ in term of x and t are the following:
uru−1:
u\r tn xtxt−1xt2x−1t−2
ti tn tixtxt−1xt2x−1t−2−i, (0 ≤ i ≤ n− 1)
xti xtnx−1 xtixtxt−1xt2x−1t−2−ix−1, (0 ≤ i ≤ n− 1)
121
Chapter 8: Results for finitely presented groups
The nal step in nding a presentation for H ′ is to rewrite all relators in terms of the ai,
bi and ci. For this we an use our onjugay tables as the relators orresponding to t
i
and
xti, 0 < i ≤ n−1, are simply the relators orresponding to ti−1 onjugated by t and ti on-
jugated by x respetively. We use the fat that a−1bbb...ba = (a−1ba)(a−1ba)...(a−1ba).
So, for example, if r = xtxt−1xt2x−1t−2 then the relator t0rt−0 = r = b1a
−1
2 by in-
spetion. The relator t1rt−1 is simply r onjugated by t, so t1rt−1 = tb1a
−1
2 t
−1 =
(tb1t
−1)(ta−12 t
−1) = (a1b2)(a1a
−1
3 ) = a1b2a1a
−1
3 , from the onjugay tables. Continuing
in this way, we obtain all of the relators for H ′:
p1 = c2
p2 = c3
q1 = b1a
−1
2
q2 = a1b2a1a
−1
3
q3 = a2b3a2a
−1
4
.
.
.
qi = ai−1biai−1a
−1
i+1
.
.
.
qn−2 = an−3bn−2an−3a
−1
n−1
qn−1 = an−2bn−1an−2c3c
−1
2
qn = an−1c3c1c
−1
2 an−1c3a
−1
1 c
−1
2
r1 = c1a1c1b
−1
2
r2 = b1a2b1b
−1
3
r3 = b2a3b2b
−1
4
.
.
.
ri = bi−1aibi−1b
−1
i+1
.
.
.
rn−2 = bn−3an−2bn−3b
−1
n−1
rn−1 = bn−2an−1bn−2c2c
−1
1 c
−1
3
rn = bn−1c2c
−1
3 bn−1c2b
−1
1 c
−1
3
The relator ri is obtained from qi using the seond onjugay table.
We have now found a presentation for H ′ whih is as follows:
H ′ = < a1, . . . , an−1, b1, . . . , bn−1, c1, c2, c3 | p1, p2, q1, . . . , qn, r1, . . . , rn >
We an simplify the presentation in the following way:
c2 = c3 = 1.
b1 = a2. Remove b1: (removes q1)
H ′ = < a1, . . . , an−1, b2, . . . , bn−1, c1, | ai−1biai−1a
−1
i+1 (2 ≤ i ≤ n− 2), an−2bn−1an−2,
an−1c1an−1a
−1
1 , c1a1c1b
−1
2 , a
3
2b
−1
3 ,
bi−1aibi−1b
−1
i+1 (3 ≤ i ≤ n− 2), bn−2an−1bn−2c
−1
1 ,
b2n−1a
−1
2 >
a2 = b
2
n−1. Remove a2: (removes rn)
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H ′ =< a1, a3, a4, . . . , an−1, b2, . . . , bn−1, c1 | a1b2a1a
−1
3 , b
2
n−1b3b
2
n−1a
−1
4 ,
ai−1biai−1a
−1
i+1 (4 ≤ i ≤ n− 2), an−2bn−1an−2,
an−1c1an−1a
−1
1 , c1a1c1b
−1
2 , b
6
n−1b
−1
3 ,
bi−1aibi−1b
−1
i+1 (3 ≤ i ≤ n− 2), bn−2an−1bn−2c
−1
1 >
b3 = b
6
n−1. Remove b3: (removes r2)
H ′ =< a1, a3, a4, . . . , an−1, b2, b4, b5 . . . , bn−1, c1, | a1b2a1a
−1
3 , b
10
n−1a
−1
4 ,
ai−1biai−1a
−1
i+1 (4 ≤ i ≤ n− 2),
an−2bn−1an−2, an−1c1an−1a
−1
1 ,
c1a1c1b
−1
2 , b2a3b2b
−1
4 , b
6
n−1a4b
6
n−1b
−1
5 ,
bi−1aibi−1b
−1
i+1 (5 ≤ i ≤ n− 2),
bn−2an−1bn−2c
−1
1 >
a4 = b
10
n−1. Remove a4: (removes q3)
H ′ =< a1, a3, a5, a6, . . . , an−1, b2, b4, b5 . . . , bn−1, c1, | a1b2a1a
−1
3 , a3b4a3a
−1
5 ,
b10n−1b5b
10
n−1a
−1
6 , ai−1biai−1a
−1
i+1 (6 ≤ i ≤ n− 2), an−2bn−1an−2, an−1c1an−1a
−1
1 ,
c1a1c1b
−1
2 , b2a3b2b
−1
4 , b
22
n−1b
−1
5 , bi−1aibi−1b
−1
i+1 (5 ≤ i ≤ n− 2), bn−2an−1bn−2c
−1
1 >
Continue in this way, removing the generators b5, a6, b7, a8 . . . and so the relators r4, q5, r6, q7, . . .
respetively.
Removing bk, k odd where bk = b
d
n−1 for some d yields the following presentation:
H ′ =< a1, a3, . . . , ak, ak+1, . . . an−1, b2, b4, . . . , bk+1, bk+2, . . . , bn−1, c1, |
ai−1biai−1a
−1
i+1 (2 ≤ i ≤ k− 1, i even, and k+1 ≤ i ≤ n− 2), b
d′
n−1a
−1
k+1, an−2bn−1an−2,
an−1c1an−1a
−1
1 , c1a1c1b
−1
2 , bi−1aibi−1b
−1
i+1 (3 ≤ i ≤ k, i odd, and k + 2 ≤ i ≤ n− 2),
bdn−1ak+1b
d
n−1b
−1
k+2, bn−2an−1bn−2c
−1
1 >
Removing ak, k even where ak = b
d
n−1 for some d yields the following presentation:
H ′ =< a1, a3, . . . , ak+1, ak+2, . . . an−1, b2, b4, . . . , bk, bk+1, . . . , bn−1, c1, |
ai−1biai−1a
−1
i+1 (2 ≤ i ≤ k, i even, and k + 2 ≤ i ≤ n− 2), b
d
n−1bk+1b
d
n−1a
−1
k+2,
an−2bn−1an−2, an−1c1an−1a
−1
1 , c1a1c1b
−1
2 , bi−1aibi−1b
−1
i+1
(3 ≤ i ≤ k − 1, i odd, and k + 1 ≤ i ≤ n− 2), bd
′
n−1b
−1
k+1, bn−2an−1bn−2c
−1
1 >
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One we have removed an−1 = b
d
n−1 (and so qn−2) we have the following presentation:
H ′ =< a1, a3, . . . , an−4, an−2, b2, b4, . . . , bn−3, bn−1, c1 | ai−1biai−1a
−1
i+1
(2 ≤ i ≤ n− 3, i even), an−2bn−1an−2, b
d
n−1c1b
d
n−1a
−1
1 , c1a1c1b
−1
2 ,
bi−1aibi−1b
−1
i+1 (3 ≤ i ≤ n− 2, i odd), b
d′
n−1c
−1
1 >
We remove generators that equal powers of bn−1 and these powers are the following:
2, 6, 10, 22, . . .. These ome from the relator of the form bd
′′
n−1bmb
d′′
n−1a
−1
m+1: 10 = 2(2) +
6, 22 = 2(6) + 10 et.
Let xi denote the relevant power and let x0 = 2, x1 = 6. Then xi = 2xi−2 + xi−1.
Let xi = λ
i
so λi = 2λi−2 + λi−1 =⇒ λ2 = 2 + λ =⇒ λ = 2 or λ = −1.
xi = A(2)
i +B(−1)i. i = 0 : 2 = A+B, i = 1 : 6 = 2A−B =⇒ A = 83 , B =
−2
3 .
So xi =
1
3(8(2)
i − 2(−1)i).
One we have removed an−1 and obtained the above presentation, d = xn−3, d
′ = xn−2
and as n is odd: d = 13 (8(2)
n−3 − 2), d′ = 13(8(2)
n−2 + 2).
Next we remove c1: c1 = b
d′
n−1 (removes rn−1).
H ′ =< a1, a3, . . . , an−4, an−2, b2, b4, . . . , bn−3, bn−1 | ai−1biai−1a
−1
i+1
(2 ≤ i ≤ n− 3, i even), an−2bn−1an−2, b
d′′
n−1a
−1
1 , b
d′
n−1a1b
d′
n−1b
−1
2 ,
bi−1aibi−1b
−1
i+1 (3 ≤ i ≤ n− 2, i odd) >
Now we have a1 = b
d′′
n−1 where d
′′ = xn−1 =
1
3(8(2)
n−1 − 2).
So we remove a1, b2, a3, b4, . . . as before and eah time remove qn, r1, q2, r3, . . ..
One we have removed bn−3 we are left only with an−2 and bn−1 as generators and we have
removed the relators q1, q2, . . . , qn−2, qn, r1, r2, . . . , rn−4, rn so we have qn−1, rn−3, rn−2
left as relators.
H ′ =< an−2, bn−1 | b
m′
n−1a
−1
n−2, an−2bn−1an−2, b
m
n−1an−2b
m
n−1b
−1
n−1 >
an−2 = b
m′
n−1. Remove an−2:
H ′ =< bn−1 | b
m′
n−1bn−1b
m′
n−1, b
m
n−1b
m′
n−1b
m
n−1b
−1
n−1 >
124
Chapter 8: Results for finitely presented groups
As we had d′ = xn−2, we have m
′ = x2(n−2) = x2n−4 and m = x2n−5.
m = 13(8(2)
2n−5 + 2) and m′ = 13(8(2)
2n−4 − 2).
First relator: m′+m′+1 = 213 (8(2)
2n−4−2)+1 = 13 (8(2
2n−3)−1) = 13(2
2n−1) = 13(4
n−1).
Seond relator: m+m′+m−1 = 213(8(2)
2n−5+2)+ 13(8(2)
2n−4−2)−1 = 23(8(2)
2n−4)− 13 =
1
3(2
2n − 1) = 13 (4
n − 1). Therefore:
H ′ =< bn−1 | b
s
n−1 >= Zs,
where s = 13(4
n − 1).
So |H ′| = 13(4
n − 1) and |H : H ′| = 2n. As |G| = |H|/n and |H| = |H : H ′||H ′| then
|G| = 2|H ′| = 23(4
n − 1), whih is what we were trying to prove.
8.4.7 ω = x0x4x3x1
G =< x0, . . . , xn−1 | xixi+4xi+3xi+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3. G = Z4,
l = 12.
Relators:
xixi+4xi+3xi+1, 0 ≤ i ≤ n− 1
For all i, xixi+4xi+3xi+1 and xi+3xi+7xi+6xi+4 are relators and an be rearranged to
give the following:
xi+4xi+3xi+1xi
xi+4xi+3xi+7xi+6
So xi+1xi = xi+7xi+6 for all i, subsripts taken mod n.
So x1x0 = x7kx6k for all k.
As n is odd and n 6≡ 0 mod 3, gcd(n, 6) = 1.
Therefore, x1x0 = xi+1xi for all i.
Let z = xi+1xi
Eah relator is of the form xi+1xixi+4xi+3 = z
2
G =< x0, x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, ..., z
−1x2x1, z
−1x1x0, z
−1x0xn−1, z
2 >
Remove x0 = x
−1
1 z:
G =< x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, ..., z
−1x2x1, z
−1x−11 zxn−1, z
2 >
125
Chapter 8: Results for finitely presented groups
Remove x1 = x
−1
2 z:
G =< x2, ..., xn−2, xn−1, z | z
−1xn−1xn−2, ..., z
−1x3x2, z
−2x2zxn−1, z
2 >
Remove x2 = x
−1
3 z:
G =< x3, ..., xn−2, xn−1, z | z
−1xn−1xn−2, ..., z
−1x4x3, z
−2x−13 z
2xn−1, z
2 >
. . .
Remove xn−3 = x
−1
n−2z:
G =< xn−2, xn−1, z | z
−1xn−1xn−2, z
−n−1
2 x−1n−2z
n−1
2 xn−1, z
2 >
Remove xn−2 = x
−1
n−1z:
G =< xn−1, z | z
−n+1
2 xn−1z
n−1
2 xn−1, z
2 >
z2 = 1 so redues to:
G =< xn−1, z | zx
2
n−1, z
2 > When n+12 even.
G =< xn−1, z | z
−1x2n−1, z
2 > When n+12 odd.
Remove z = x±2n−1:
G =< xn−1 | x
4
n−1 >
8.4.8 ω = x0x3x
2
2x
2
1
G =< x0, . . . , xn−1 | xixi+3x
2
i+2x
2
i+1 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3. G = Z6,
l = 12.
Relators:
xixi+3xi+2xi+2xi+1xi+1, 0 ≤ i ≤ n− 1
For all i, xixi+3xi+2xi+2xi+1xi+1 and xi+1xi+4xi+3xi+3xi+2xi+2 are relators and an be
rearranged to give the following:
xi+3xi+2xi+2xi+1xi+1xi
xi+3xi+2xi+2xi+1xi+4xi+3
So xi+1xi = xi+4xi+3 for all i, subsripts taken mod n
So x1x0 = x4kx3k for all k.
As n is odd and n 6≡ 0 mod 3, gcd(n, 3) = 1.
Therefore, x1x0 = xi+1xi for all i.
Let z = xi+1xi
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Eah relator is of the form xi+1xixi+3xi+2xi+2xi+1 = z
3
G =< x0, x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, . . . , z
−1x2x1, z
−1x1x0, z
−1x0xn−1, z
3 >
Remove x0 = x
−1
1 z:
G =< x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, . . . , z
−1x2x1, z
−1x−11 zxn−1, z
3 >
Remove x1 = x
−1
2 z:
G =< x2, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, . . . , z
−1x3x2, z
−2x2zxn−1, z
3 >
Remove x2 = x
−1
3 z:
G =< x3, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, . . . , z
−1x4x3, z
−2x−13 z
2xn−1, z
3 >
. . .
Remove xn−3 = x
−1
n−2z:
G =< xn−2, xn−1, z | z
−1xn−1xn−2, z
−n−1
2 x−1n−2z
n−1
2 xn−1, z
3 >
Remove xn−2 = x
−1
n−1z:
G =< xn−1, z | z
−n+1
2 xn−1z
n−1
2 xn−1, z
3 >
z3 = 1 so we get one of the following:
(a)
n+1
2 ≡ 0 mod 3,
n−1
2 ≡ 2 mod 3
G =< xn−1, z | zx
2
n−1, z
3 >
(b)
n+1
2 ≡ 1 mod 3,
n−1
2 ≡ 0 mod 3
G =< xn−1, z | zx
2
n−1, z
3 >
()
n+1
2 ≡ 2 mod 3,
n−1
2 ≡ 1 mod 3 - not possible as n 6≡ 0 mod 3
Remove z = x−2n−1:
G =< xn−1 | x
6
n−1 >
8.4.9 ω = x0x3x1x2
Relators:
xixi+3xi+1xi+2, 0 ≤ i ≤ n− 1
For all i, xixi+3xi+1xi+2 and xi+1xi+4xi+2xi+3 are relators and an be rearranged to
give the following:
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xi+3xi+1xi+2xi
xi+3xi+1xi+4xi+2
So xi+2xi = xi+4xi+2 for all i, subsripts taken mod n
So x2x0 = x4kx2k for all k.
As n is odd, gcd(n, 2) = 1.
Therefore, x2x0 = xi+2xi for all i.
Let z = xi+2xi
Eah relator is of the form xi+3xi+1xi+2xi = z
2
.
G =< x0, x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−3, . . . , z
−1x3x1, z
−1x2x0, z
−1x1xn−1,
z−1x0xn−2, z
2 >
Remove x0 = x
−1
2 z:
G =< x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−3, . . . , z
−1x3x1, z
−1x1xn−1, z
−1x−12 zxn−2, z
2 >
Remove x1 = x
−1
3 z:
G =< x2, . . . , xn−2, xn−1, z | z
−1xn−1xn−3, . . . , z
−1x4x2, z
−1x−13 zxn−1, z
−1x−12 zxn−2, z
2 >
Remove x2 = x
−1
4 z:
G =< x3, . . . , xn−2, xn−1, z | z
−1xn−1xn−3, . . . , z
−1x5x3, z
−1x−13 zxn−1, z
−2x4zxn−2, z
2 >
Remove x3 = x
−1
5 z:
G =< x4, . . . , xn−2, xn−1, z | z
−1xn−1xn−3, . . . , z
−1x6x4, z
−2x5zxn−1, z
−2x4zxn−2, z
2 >
. . .
Removing relator xi = x
−1
i+2z leaves us with relators z
−1xj+2xj, z
2
and
z−A1xaA2z
A3xn−1, z
−B1xbB2z
B3xn−2 where:
A1 =
1
4(i+ 1− (i+ 1) mod 4) + 1
A2 =
{
i+ 1, if i even
i+ 2, if i odd
A3 =
1
4(i− 1− (i− 1) mod 4) + 1
a =
{
1, if i ≡ 0, 3 mod 4
−1, if i ≡ 1, 2 mod 4
B1 =
1
4 (i+ 2− (i+ 2) mod 4) + 1
B2 =
{
i+ 2, if i even
i+ 1, if i odd
B3 =
1
4 (i− i mod 4) + 1
b =
{
1, if i ≡ 2, 3 mod 4
−1, if i ≡ 0, 1 mod 4
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As n is odd, n− 4 is odd.
Remove xn−4 = x
−1
n−2z:
Assume n− 4 ≡ 1 mod 4:
G =< xn−3, xn−2, xn−1, z | z
−1xn−1xn−3, z
−n−1
4 x−1n−2z
n−1
4 xn−1, z
−n−1
4 x−1n−3z
n−1
4 xn−2, z
2 >
Remove xn−3 = x
−1
n−1z:
G =< xn−2, xn−1, z | z
−n−1
4 x−1n−2z
n−1
4 xn−1, z
−n+3
4 xn−1z
n−1
4 xn−2, z
2 >
If
n−1
4 even:
G =< xn−2, xn−1, z | x
−1
n−2xn−1, zxn−1xn−2, z
2 > = < xn−1, z | zx
2
n−1, z
2 >
If
n−1
4 odd:
G =< xn−2, xn−1, z | zx
−1
n−2zxn−1, xn−1zxn−2, z
2 > = < xn−1, z | zx
2
n−1, z
2 >
Assume n− 4 ≡ 3 mod 4:
G =< xn−3, xn−2, xn−1, z | z
−1xn−1xn−3, z
−n+1
4 xn−2z
n−3
4 xn−1, z
−n+1
4 xn−3z
n−3
4 xn−2, z
2 >
Remove xn−3 = x
−1
n−1z:
G =< xn−2, xn−1, z | z
−n+1
4 xn−2z
n−3
4 xn−1, z
−n+1
4 x−1n−1z
n+1
4 xn−2, z
2 >
If
n+1
4 even:
G =< xn−2, xn−1, z | xn−2zxn−1, x
−1
n−1xn−2, z
2 > = < xn−1, z | zx
2
n−1, z
2 >
If
n+1
4 odd:
G =< xn−2, xn−1, z | zxn−2xn−1, zx
−1
n−1zxn−2, z
2 > = < xn−1, z | zx
2
n−1, z
2 >
So G = < xn−1, z | zx
2
n−1, z
2 > = < xn−1 | x
4
n−1 >, as required.
8.4.10 ω = x0x4x3x2x1
G =< x0, . . . , xn−1 | xixi+4xi+3xi+2xi+1 (0 ≤ i ≤ n − 1) >, n 6≡ 0 mod 5. G = Z5,
l = 13.
See Subsetion 8.4.1.
8.4.11 ω = x0x5x4x1
G =< x0, . . . , xn−1 | xixi+5xi+4xi+1 (0 ≤ i ≤ n− 1) >, n odd. G = Z4, l = 14.
Relators:
xixi+5xi+4xi+1, 0 ≤ i ≤ n− 1
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For all i, xixi+5xi+4xi+1 and xi+4xi+9xi+8xi+5 are relators and an be rearranged to
give the following:
xi+5xi+4xi+1xi
xi+5xi+4xi+9xi+8
So xi+1xi = xi+9xi+8 for all i, subsripts taken mod n.
So x1x0 = x9kx8k for all k.
As n is odd, gcd(n, 8) = 1.
Therefore, x1x0 = xi+1xi for all i.
Let z = xi+1xi
Eah relator is of the form xi+1xixi+5xi+4 = z
2
G =< x0, x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2, ..., z
−1x2x1, z
−1x1x0, z
−1x0xn−1, z
2 >
The remainder of the proof is the same as in Subsetion 8.4.7.
8.4.12 ω = x0x5x3x2
G =< x0, . . . , xn−1 | xixi+5xi+3xi+2 (0 ≤ i ≤ n− 1) >, n odd, n 6≡ 0 mod 3. G = Z4,
l = 14.
Relators:
xixi+5xi+3xi+2, 0 ≤ i ≤ n− 1
For all i, xixi+5xi+3xi+2 and xi+3xi+8xi+6xi+5 are relators and an be rearranged to
give the following:
xi+5xi+3xi+2xi
xi+5xi+3xi+8xi+6
So xi+2xi = xi+8xi+6 for all i, subsripts taken mod n
So x2x0 = x8kx6k for all k.
As n is odd and n 6≡ 0 mod 3, gcd(n, 6) = 1.
Therefore, x2x0 = xi+2xi for all i.
Let z = xi+2xi
Eah relator is of the form xi+2xixi+5xi+3 = z
2
.
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G =< x0, x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−3, . . . , z
−1x3x1, z
−1x2x0, z
−1x1xn−1,
z−1x0xn−2, z
2 >
The remainder of the proof is the same as in Subsetion 8.4.9.
8.4.13 ω = x0x4x3x
2
2x1
G =< x0, . . . , xn−1 | xixi+4xi+3x
2
i+2xi+1 (0 ≤ i ≤ n − 1) >, n odd, n 6≡ 0 mod 3.
G = Z6, l = 14.
Relators:
xixi+4xi+3xi+2xi+2xi+1, 0 ≤ i ≤ n− 1
For all i, xixi+4xi+3xi+2xi+2xi+1 and xi+2xi+6xi+5xi+4xi+4xi+3 are relators and an be
rearranged to give the following:
xi+4xi+3xi+2xi+2xi+1xi
xi+4xi+3xi+2xi+6xi+5xi+4
So xi+2xi+1xi = xi+6xi+5xi+4 for all i, subsripts taken mod n
So x2x1x0 = x6kx5kx4k for all k.
As n is odd, gcd(n, 4) = 1.
Therefore, x2x1x0 = xi+2xi+1xi for all i.
Let z = xi+2xi+1xi
Eah relator is of the form xi+2xi+1xixi+4xi+3xi+2 = z
2
G = < x0, x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2xn−3, . . . , z
−1x3x2x1, z
−1x2x1x0,
z−1x1x0xn−1, z
−1x0xn−1xn−2, z
2 >
Remove x0 = x
−1
1 x
−1
2 z:
G = < x1, . . . , xn−2, xn−1, z | z
−1xn−1xn−2xn−3, . . . , z
−1x3x2x1, z
−1x−12 zxn−1,
z−1x−11 x
−1
2 zxn−1xn−2, z
2 >
Remove x1 = x
−1
2 x
−1
3 z:
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G = < x2, . . . , xn−2, xn−1, z | z
−1xn−1xn−2xn−3, . . . , z
−1x4x3x2, z
−1x−12 zxn−1,
z−2x3zxn−1xn−2, z
2 >
Remove x2 = x
−1
3 x
−1
4 z:
G = < x3, . . . , xn−2, xn−1, z | z
−1xn−1xn−2xn−3, . . . , z
−1x5x4x3, z
−2x4x3zxn−1,
z−2x3zxn−1xn−2, z
2 >
Remove x3 = x
−1
4 x
−1
5 z:
G = < x4, . . . , xn−2, xn−1, z | z
−1xn−1xn−2xn−3, . . . , z
−1x6x5x4, z
−2x−15 z
2xn−1,
z−2x−14 x
−1
5 z
2xn−1xn−2, z
2 >
Remove x4 = x
−1
5 x
−1
6 z:
G = < x5, . . . , xn−2, xn−1, z | z
−1xn−1xn−2xn−3, . . . , z
−1x7x6x5, z
−2x−15 z
2xn−1,
z−3x6z
2xn−1xn−2, z
2 >
. . .
Remove xn−4 = x
−1
n−3x
−1
n−2z
G =< xn−3, xn−2, xn−1, z | z
−1xn−1xn−2xn−3, z
−a1A1z
bxn−1, z
−a2A2z
bxn−1xn−2, z
2 >
We have the following ases:
(a) n− 4 = 0 mod 3
A1 = x
−1
n−2
A2 = x
−1
n−3x
−1
n−2
a1 =
n−4
3 + 1
a2 =
n−4
3 + 1
b = n−43 + 1
(b) n− 4 = 1 mod 3
A1 = x
−1
n−3
A2 = xn−2
a1 =
n−5
3 + 1
a2 =
n−5
3 + 2
b = n−53 + 1
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() n− 4 = 2 mod 3 - annot happen as n 6≡ 0 mod 3
(a) n− 4 = 0 mod 3
If
n−4
3 + 1 odd =⇒
n−4
3 even =⇒ n − 4 even =⇒ n even - ontradition so
n−4
3 + 1 even,
n−4
3 + 1 = 0 mod 2.
A1 = x
−1
n−2, A2 = x
−1
n−3x
−1
n−2, a1 = a2 = b = 0.
G =< xn−3, xn−2, xn−1, z | z
−1xn−1xn−2xn−3, x
−1
n−2xn−1, x
−1
n−3x
−1
n−2xn−1xn−2, z
2 >
Remove xn−1 = xn−2:
G =< xn−3, xn−2, z | z
−1x2n−2xn−3, x
−1
n−3xn−2, z
2 >
Remove xn−3 = xn−2:
G =< xn−2, z | z
−1x3n−2, z
2 >
Remove z = x3n−2:
G =< xn−2 | x
6
n−2 >
(b) n− 4 = 1 mod 3
If
n−5
3 +1 even =⇒
n−5
3 odd =⇒ n−5 odd =⇒ n even - ontradition so
n−5
3 +1
odd,
n−5
3 + 1 = 1 mod 2.
A1 = x
−1
n−3, A2 = xn−2, a1 = 1, a2 = 0, b = 1.
G =< xn−3, xn−2, xn−1, z | z
−1xn−1xn−2xn−3, zx
−1
n−3zxn−1, xn−2zxn−1xn−2, z
2 >
Remove xn−3 = x
−1
n−2x
−1
n−1z
G =< xn−2, xn−1, z | x
2
n−1xn−2z, zxn−1x
2
n−2, z
2 >
Remove xn−2 = x
−2
n−1z
−1
G =< xn−1, z | x
−3
n−1z
−1, z2 >
Remove z = x−3n−1
G =< xn−1 | x
−6
n−1 >
8.4.14 ω = x0x3x2x1x2x1
G =< x0, . . . , xn−1 | xixi+3xi+2xi+1xi+2xi+1 (0 ≤ i ≤ n − 1) >, n odd, n 6≡ 0 mod 3.
G = Z6, l = 14.
Relators are:
x0x3x2x1x2x1
x1x4x3x2x3x2
x2x5x4x3x4x3
x3x6x5x4x5x4
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. . .
xn−4xn−1xn−2xn−3xn−2xn−3
xn−3x0xn−1xn−2xn−1xn−2
xn−2x1x0xn−1x0xn−1
xn−1x2x1x0x1x0
Let yi = x
−1
i
x0 = y1y2y1y2y3
= x4x3x2x3x2y2x4x3x2x3x2y2y3
= x4x3x2x3x4x3x2
= x4x3y3y4y3y4y5x3x4x3y3y4y3y4y5
= y3y4y5y4y5
= x6x5x4x5x4y4y5y4y5
= x6
So x0 = x6
By the symmetry of the relators we get x0 = x6 = x12..., so x0 = x6i where subsripts
are taken mod n.
As n is odd and n 6≡ 0 mod 3, gcd(n, 6) = 1 and so x6i will run though x0, ..., xn−1.
So x0 = x1 = ... = xn−1 and, by the relators, x
6
0 = 1.
8.4.15 ω = x0x2x1x3x2x1
G =< x0, . . . , xn−1 | xixi+2xi+1xi+3xi+2xi+1 (0 ≤ i ≤ n − 1) >, n odd, n 6≡ 0 mod 3
G = Z6, l = 14.
Relators are:
x0x2x1x3x2x1
x1x3x2x4x3x2
x2x4x3x5x4x3
x3x5x4x6x5x4
. . .
xn−4xn−2xn−3xn−1xn−2xn−3
xn−3xn−1xn−2x0xn−1xn−2
xn−2x0xn−1x1x0xn−1
xn−1x1x0x2x1x0
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Let yi = x
−1
i
x0 = y1y2y3y1y2
= x3x2x4x3x2y2y3x3x2x4x3x2y2
= x3x2x4x3x2x4x3
= x3y3y4y5y3y4x4x3y3y4y5y3y4x4x3
= y4y5y3y4y5
= y4y5x5x4x6x5x4y4y5
= x6
So x0 = x6
By the symmetry of the relators we get x0 = x6 = x12..., so x0 = x6i where subsripts
are taken mod n.
As n is odd and n 6≡ 0 mod 3, gcd(n, 6i) = 1 and so x6i will run though x0, ..., xn−1.
So x0 = x1 = ... = xn−1 and, by the relators, x
6
0 = 1.
8.4.16 ω = x0x1x
−1
2 x1x2x
−1
1
< x0, . . . , xn−1 | xixi+1x
−1
i+2xi+1xi+2x
−1
i+1 (0 ≤ i ≤ n− 1) >, n odd. G = D2n+1−2
Relators are:
xixi+1x
−1
i+2xi+1xi+2x
−1
i+1, 0 ≤ i ≤ n− 1
For all i, xixi+1x
−1
i+2xi+1xi+2x
−1
i+1 and xi+1xi+2x
−1
i+3xi+2xi+3x
−1
i+2 are relators and an be
rearranged to give the following:
x−1i+2xi+1xi+2x
−1
i+1xixi+1
x−1i+2xi+1xi+2x
−1
i+3xi+2xi+3
So x−1i+1xixi+1 = x
−1
i+3xi+2xi+3 for all i, subsripts taken mod n
So x−11 x0x1 = x
−1
3k x2kx3k for all k.
As n is odd, gcd(n, 2) = 1
Therefore, x−11 x0x1 = x
−1
i+1xixi+1 for all i.
Let z = x−1i+1xixi+1
Eah relator is of the form x−1i+2xi+1xi+2x
−1
i+1xixi+1 = z
2
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G =< x0, x1, . . . , xn−2, xn−1, z | zx
−1
n−1xn−2xn−1, . . . , zx
−1
2 x1x2, zx
−1
1 x0x1, xn−1x0zx
−1
0 , z
2 >
Remove x0 = x1zx
−1
1 :
G =< x1, . . . , xn−2, xn−1, z | zx
−1
n−1xn−2xn−1, . . . , zx
−1
2 x1x2, xn−1x1zx
−1
1 (zx1zx
−1
1 ), z
2 >
Remove x1 = x2zx
−1
2 :
G =< x2, . . . , xn−2, xn−1, z | zx
−1
n−1xn−2xn−1, . . . , zx
−1
3 x2x3, xn−1x2zx
−1
2 (zx2zx
−1
2 )
3, z2 >
Remove x2 = x3zx
−1
3 :
G =< x3, . . . , xn−2, xn−1, z | zx
−1
n−1xn−2xn−1, . . . , zx
−1
4 x3x4, xn−1x3zx
−1
3 (zx3zx
−1
3 )
7, z2 >
. . .
Remove xn−3 = xn−2zx
−1
n−2:
G =< xn−2, xn−1, z | zx
−1
n−1xn−2xn−1, xn−1xn−2zx
−1
n−2(zxn−2zx
−1
n−2)
2n−2−1, z2 >
Remove xn−2 = xn−1zx
−1
n−1
G =< xn−1, z | xn−1xn−1zx
−1
n−1(zxn−1zx
−1
n−1)
2n−1−1, z2 >
G =< xn−1, z | xn−1xn−1z(x
−1
n−1zxn−1z)
2n−1−1x−1n−1, z
2 >
G =< xn−1, z | xn−1z(x
−1
n−1zxn−1z)
2n−1−1, z2 >
So x−1n−1 = z(x
−1
n−1zxn−1z)
2n−1−1
= z(x−1n−1zxn−1z)(x
−1
n−1zxn−1z)
2n−2−1(x−1n−1zxn−1z)
2n−2−1
= zx−1n−1(zxn−1zx
−1
n−1)
2n−2−1zxn−1z(x
−1
n−1zxn−1z)
2n−2−1
= zx−1n−1(zxn−1zx
−1
n−1)
2n−2−1z(xn−1zx
−1
n−1z)
2n−2−1xn−1z
= wzw−1,
where w = zx−1n−1(zxn−1zx
−1
n−1)
2n−2−1
So x−1n−1 is a onjugate of z and so x
2
n−1 = 1
G =< xn−1, z | x
2
n−1, xn−1z(xn−1zxn−1z)
2n−1−1, z2 >
G =< xn−1, z | x
2
n−1, (xn−1z)
2n−1, z2 >= D2n+1−2
8.4.17 ω = x0x
−1
2 x3x2x
−1
0 x1
< x0, . . . , xn−1 | xix
−1
i+2xi+3xi+2x
−1
i xi+1 (0 ≤ i ≤ n− 1) >, n odd. G = D2n+1−2
Relators are:
xix
−1
i+2xi+3xi+2x
−1
i xi+1, 0 ≤ i ≤ n− 1
136
Chapter 8: Results for finitely presented groups
For all i, xix
−1
i+2xi+3xi+2x
−1
i xi+1 and xi+2x
−1
i+4xi+5xi+4x
−1
i+2xi+3 are relators and an be
rearranged to give the following:
x−1i+2xi+3xi+2x
−1
i xi+1xi
x−1i+2xi+3xi+2x
−1
i+4xi+5xi+4
So x−1i xi+1xi = x
−1
i+4xi+5xi+4 for all i, subsripts taken mod n
So x−10 x1x0 = x
−1
4k x5kx4k for all k.
As n is odd, gcd(n, 4) = 1
Therefore, x−10 x1x0 = x
−1
i xi+1xi for all i.
Let z = x−1i xi+1xi
Eah relator is of the form x−1i+2xi+3xi+2x
−1
i xi+1xi = z
2
G =< x0, x1, . . . , xn−2, xn−1, z | zx
−1
n−2xn−1xn−2, . . . , zx
−1
1 x2x1, zx
−1
0 x1x0, x0xn−1zx
−1
n−1, z
2 >
Remove xn−1 = xn−2zx
−1
n−2:
G =< x0, x1, . . . , xn−2, z | zx
−1
n−3xn−2xn−3, . . . , zx
−1
0 x1x0, x0xn−2zx
−1
n−2(zxn−2zx
−1
n−2), z
2 >
Remove xn−2 = xn−3zx
−1
n−3:
G =< x0, x1, . . . , xn−3, z | zx
−1
n−4xn−3xn−4, . . . , zx
−1
0 x1x0, x0xn−3zx
−1
n−3(zxn−3zx
−1
n−3)
3, z2 >
Remove xn−3 = xn−4zx
−1
n−4:
G =< x0, x1, . . . , xn−4, z | zx
−1
n−5xn−4xn−5, . . . , zx
−1
0 x1x0, x0xn−4zx
−1
n−4(zxn−4zx
−1
n−4)
7, z2 >
. . .
Remove x2 = x1zx
−1
1 :
G =< x0, x1, z | zx
−1
0 x1x0, x0x1zx
−1
1 (zx1zx
−1
1 )
2n−2−1, z2 >
Remove x1 = x0zx
−1
0 :
G =< x0, z | x0x0zx
−1
0 (zx0zx
−1
0 )
2n−1−1, z2 >
G =< x0, z | x0x0z(zx0zx
−1
0 )
2n−1−1x−10 , z
2 >
G =< x0, z | x0z(zx0zx
−1
0 )
2n−1−1, z2 >
The remainder of the proof is the same as in Subsetion 8.4.16.
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8.4.18 The remaining groups in eah family
In this setion we have proved eah group in the family is nite for the speied n. What
we have not yet proved, apart from the ase where ω = x0 . . . xk−1 whih is dealt with
in Subsetion 8.4.1, is that the groups in the family are innite for all other values of n.
Apart from those of the form ω = x0 . . . xk−1, the other families are either nite when
n is odd or when n is odd and n 6≡ 0 mod 3. For eah of these families we look at the
ase when n = 2 and for those whih also require n 6≡ 0 mod 3, we also look at the ase
when n = 3.
Finite when n is odd:
G2(x0x2x
2
1) = < x0, x1 | x
2
0x
2
1 >
G2(x0x1x2x1) = < x0, x1 | (x0x1)
2 >
G2(x0x
−1
2 x
−1
1 x
−1
2 ) = < x0, x1 | x0x1 >
G2(x0x3x1x2) = < x0, x1 | x
2
0x
2
1 >
G2(x0x5x4x1) = < x0, x1 | (x0x1)
2 >
G2(x0x1x
−1
2 x1x2x
−1
1 ) = < x0, x1 | x0x1x
−1
0 x1x0x
−1
1 >
G2(x0x
−1
2 x3x2x
−1
0 x1) = < x0, x1 | x
2
1 >
Finite when n is odd and n 6≡ 0 mod 3:
G2(x0x4x3x1) = < x0, x1 | x
2
0x
2
1 >
G3(x0x4x3x1) = < x0, x1, x2 | (x0x1)
2, (x1x2)
2, (x2x0)
2 >
G2(x0x3x
2
2x
2
1) = < x0, x1 | x0x1x
2
0x
2
1 >
G3(x0x3x
2
2x
2
1) = < x0, x1, x2 | x
2
0x
2
2x
2
1 >
G2(x0x5x3x2) = < x0, x1 | x
2
0x
2
1 >
G3(x0x5x3x2) = < x0, x1, x2 | (x0x1)
2, (x1x2)
2, (x2x0)
2 >
G2(x0x4x3x
2
2x1) = < x0, x1 | (x
2
0x1)
2, (x21x0)
2 >
G3(x0x4x3x
2
2x1) = < x0, x1, x2 | x0x1x0x
2
2x1, x1x2x1x
2
0x2, x2x0x2x
2
1x0 >
G2(x0x3x2x1x2x1) = < x0, x1 | (x0x1)
3 >
G3(x0x3x2x1x2x1) = < x0, x1, x2 | x0x1x0x
2
2x1, x1x2x1x
2
0x2, x2x0x2x
2
1x0 >
G2(x0x2x1x3x2x1) = < x0, x1 | x0x1x
2
0x
2
1 >
G3(x0x2x1x3x2x1) = < x0, x1, x2 | (x0x2x1)
2 >
The groups < x0, x1 | x
2
0x
2
1 >, < x0, x1 | (x0x1)
2 >, < x0, x1 | x0x1 >,
< x0, x1 | x0x1x
−1
0 x1x0x
−1
1 >, < x0, x1 | x
2
1 >, < x0, x1 | x0x1x
2
0x
2
1 >,
< x0, x1, x2 | x
2
0x
2
2x
2
1 >, < x0, x1 | (x0x1)
3 > and < x0, x1, x2 | (x0x2x1)
2 > all have
more generators than relators so they are innite.
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The remaining three groups, < x0, x1, x2 | (x0x1)
2, (x1x2)
2, (x2x0)
2 >,
< x0, x1 | (x
2
0x1)
2, (x21x0)
2 > and < x0, x1, x2 | x0x1x0x
2
2x1, x1x2x1x
2
0x2, x2x0x2x
2
1x0 >,
an all be found to be innite by KBMAG.
Therefore, eah group in the family is nite if and only if n meets the stated onditions.
8.5 Sporadis
In Chapter 6 we dened a sporadi to mean a word whih appears for small n but does
not our in the set of words for eah l whih we have used throughout. They are
preisely the words for whih n divides the t exponent sum but the exponent sum is
non-zero. For example, when l = 8, the word x−1t−1x−1t−1x−1t−1xt−1 has t-exponent
4 and is a valid word for an irreduible presentation only when n = 4. There are 3 words
valid for when n = 5 and for no other n when l = 8, and these 4 words are the only
sporadis for l = 8. A full list of sporadis an be view in [24℄. It is worth noting that
there are no sporadis when l = 7.
As with the previous words for whih the t-exponent is zero, our list of sporadi words
inreases as l inreases. We therefore handle the words in the same way as before, looking
at eah one for 8 ≤ l ≤ 12 and simply trying to ompute the nite groups for 13 ≤ l ≤ 15.
Note that, whereas before we looked at eah word for 4 ≤ n ≤ 50, we now require only
to look at the one relevant n. It is possible a partiular sporadi word may be valid for
more than one n, for example, if the t-exponent is 8 then it is valid for n = 8 and n = 4.
However, we treat suh a sporadi word separately for the dierent values of n so that
we work using a list of words for eah dierent l and eah dierent n.
The following table shows how many sporadis there are for eah l and n.
l\n 4 5 6 7 8 9 10 11 12 Total
8 1 3 0 0 0 0 0 0 0 4
9 6 8 0 0 0 0 0 0 0 14
10 11 33 3 6 0 0 0 0 0 53
11 56 64 34 21 3 0 0 0 0 178
12 85 210 71 122 9 6 0 0 0 503
13 363 489 328 287 142 41 3 0 0 1653
14 636 1766 606 1074 285 300 19 13 0 4699
15 2788 3960 2886 2589 1693 894 346 77 5 15238
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8.5.1 l ≤ 12
As sporadis only exist for small n, there are no families of groups. Following are the
nite groups found for the sporadis when l ≤ 12.
Group G |G| Struture of G
l = 9
< x0, . . . , x3 | xixi+1xi+2x
2
i+3 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x4 | xix
−1
i+2xi+3xi+4 (0 ≤ i ≤ 4) > 22 Z22
l = 10
< x0, . . . , x4 | xixi+2xi+3x
2
i+4 (0 ≤ i ≤ 4) > 275 Z11 ⋊ Z25
< x0, . . . , x4 | xix
2
i+2xi+3xi+4 (0 ≤ i ≤ 4) > 1025 Z41 ⋊ Z25
< x0, . . . , x5 | xixi+2xi+4xi+5 (0 ≤ i ≤ 5) > 24 Z3 ⋊ Z8
l = 11
< x0, . . . , x3 | xix
2
i+1xi+2x
3
i+3 (0 ≤ i ≤ 3) > 168 Z7 × SL(2, 3)
< x0, . . . , x3 | xix
2
i+1x
2
i+2x
2
i+3 (0 ≤ i ≤ 3) > 7 Z7
< x0, . . . , x3 | xix
−2
i+1xix
−1
i+2 (0 ≤ i ≤ 3) > 13 Z13
l = 12
< x0, . . . , x3 | xixi+1xi+2xi+3xix
−1
i+1 (0 ≤ i ≤ 3) > 624 Z39 ⋊ Z16
< x0, . . . , x3 | xix
2
i+1x
2
i+2x
3
i+3 (0 ≤ i ≤ 3) > 6260 1E Z205 EG
< x0, . . . , x4 | xixi+2xi+4x
2
i+1 (0 ≤ i ≤ 4) > 1025 Z41 ⋊ Z25
< x0, . . . , x4 | xixi+2x
2
i+4xi+1 (0 ≤ i ≤ 4) > 275 Z11 ⋊ Z25
< x0, . . . , x4 | xixi+2x
−1
i+4x
−1
i xi+4 (0 ≤ i ≤ 4) > 120 SL(2, 5)
< x0, . . . , x4 | xix
−1
i+2xi+3x
−1
i xi+1 (0 ≤ i ≤ 4) > 1 Z1
< x0, . . . , x4 | xixi+1x
2
i+2xi+3x
2
i+4 (0 ≤ i ≤ 4) > 7 Z7
< x0, . . . , x5 | xix
2
i+2xi+3xi+4xi+5 (0 ≤ i ≤ 5) > 15624 1E Z434 EG
< x0, . . . , x6 | xixi+2xi+3xi+5xi+6 (0 ≤ i ≤ 6) > 5 Z5
The following table lists the number of unknown ases for l ≤ 12. There are no unknowns
for l ≤ 10, n ≥ 6 and so these unknowns do not aet Theorem 5.2.4.
Length 8 9 10 11 12
Total remaining 0 0 4 20 30
Total remaining n ≥ 6 0 0 0 6 10
For l ≤ 10 the remaining groups are as follows.
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• G5(x
−1
0 x2x
−1
3 x
−2
4 );
• G5(x
−1
0 x2x
−1
3 x
2
4);
• G5(x
−1
0 x
2
2x
−2
4 );
• G5(x
−1
0 x
2
2x
2
4).
Note that the words x−10 x
2
2x
−2
4 and x
−1
0 x
2
2x
2
4 appearing in the above list are n-equivalent
to x−10 x
−2
2 x
2
1 and x
−1
0 x
2
2x
2
1 respetively, whih appear in the list of remaining groups in
Setion 8.2.
8.5.2 13 ≤ l ≤ 15
Following are the list of nite sporadis found for l = 13, 14 and 15 by asking GAP to
tell us whih of the sporadi words bring about nite groups.
l = 13
Group G |G| Struture of G
< x0, . . . , x3 | xixi+1xi+2xi+3xix
2
i+1 (0 ≤ i ≤ 3) > 1015 Z29 ⋊ (Z7 × Z5)
< x0, . . . , x3 | xixi+1xi+2xi+3x
2
ixi+1 (0 ≤ i ≤ 3) > 1015 Z29 ⋊ (Z7 × Z5)
< x0, . . . , x3 | xixi+1xi+2xi+3x
2
ix
−1
i+1 (0 ≤ i ≤ 3) > 169125 1E Z2255 EG
< x0, . . . , x3 | xixi+1xi+2x
2
i+3xixi+1 (0 ≤ i ≤ 3) > 791 Z113 ⋊ Z7
< x0, . . . , x3 | xixi+1x
−1
i+2xix
−1
i+2 (0 ≤ i ≤ 3) > 17 Z17
< x0, . . . , x3 | xixi+1x
−1
i+2x
−1
i xi+2 (0 ≤ i ≤ 3) > 1 Trivial
< x0, . . . , x3 | xix
3
i+1x
−2
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 29 Z29
< x0, . . . , x3 | xix
2
i+1x
−2
i+3x
−2
i+2 (0 ≤ i ≤ 3) > 25 Z25
< x0, . . . , x3 | xixi+1xi+3xixi+2 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x3 | xixi+1x
−1
i+3xix
−1
i+2 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
−3
i+1x
2
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 29 Z29
< x0, . . . , x3 | xix
−2
i+1x
2
i+3x
−2
i+2 (0 ≤ i ≤ 3) > 25 Z25
< x0, . . . , x3 | xix
−1
i+1xi+3x
−1
i xi+2 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x3 | x
2
i x
2
i+1x
2
i+2x
3
i+3 (0 ≤ i ≤ 3) > 9 Z9
< x0, . . . , x4 | xixi+1x
2
i+2x
2
i+3x
2
i+4 (0 ≤ i ≤ 4) > 8 Z8
< x0, . . . , x4 | xix
2
i+1xi+2x
2
i+3x
2
i+4 (0 ≤ i ≤ 4) > 8 Z8
< x0, . . . , x5 | xixi+2xi+4x0x
−1
i+1 (0 ≤ i ≤ 5) > 4095 1E Z91 EG
< x0, . . . , x5 | xixi+1xi+2xi+3xi+4x
2
i+5 (0 ≤ i ≤ 5) > 7 Z7
< x0, . . . , x5 | xix
2
i+1x
−1
i+4x
−1
i+3 (0 ≤ i ≤ 5) > 19 Z19
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Group G |G| Struture of G
< x0, . . . , x5 | xix
−2
i+1xi+4x
−1
i+3 (0 ≤ i ≤ 5) > 35 Z35
< x0, . . . , x6 | xixi+2xi+3xi+5x
2
i+6 (0 ≤ i ≤ 6) > 6 Z6
< x0, . . . , x6 | xixi+2xi+3xi+4xi+5xi+6 (0 ≤ i ≤ 6) > 6 Z6
< x0, . . . , x7 | xixi+2xi+4xi+5xi+7 (0 ≤ i ≤ 7) > 5 Z5
l = 14
Group G |G| Struture of G
< x0, . . . , x3 | xixi+1x
2
i+2xi+3x
2
ix
−1
i+1 (0 ≤ i ≤ 3) > 122640 1E Z2255 EG
< x0, . . . , x4 | xixi+1xi+2xi+3xi+4xixi+1 (0 ≤ i ≤ 4) > 7 Z7
< x0, . . . , x4 | xixi+1xi+2xi+3xi+4xix
−1
i+1 (0 ≤ i ≤ 4) > 7775 1E Z311 EG
< x0, . . . , x4 | xix
2
i+1x
2
i+2xi+3x
3
i+4 (0 ≤ i ≤ 4) > 9 Z9
< x0, . . . , x4 | xix
2
i+1x
2
i+2x
2
i+3x
2
i+4 (0 ≤ i ≤ 4) > 9 Z9
< x0, . . . , x5 | xixi+2xix
−1
i+3 (0 ≤ i ≤ 4) > 728 Z13 ⋊ Z56
< x0, . . . , x5 | xixi+1xi+2x
2
i+3xi+4x
2
i+5 (0 ≤ i ≤ 4) > 728 Z13 ⋊ Z56
< x0, . . . , x8 | xixi+3xi+4xi+7xi+8 (0 ≤ i ≤ 8) > 5 Z5
< x0, . . . , x9 | xixi+4xi+8xi+9 (0 ≤ i ≤ 9) > 40 Z5 ⋊ Z8
l = 15
Group G |G| Struture of G
< x0, . . . , x3 | xixi+1xi+2xi+3xixi+1xi+2 (0 ≤ i ≤ 3) > 7 Z7
< x0, . . . , x3 | xixi+1xi+2xi+3xixi+1x
−1
i+2 (0 ≤ i ≤ 3) > 125 Z25 ⋊ Z5
< x0, . . . , x3 | xixi+1x
−2
i+2xix
−1
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 29 Z29
< x0, . . . , x3 | xixi+1x
−1
i+2x
2
ix
−2
i+2 (0 ≤ i ≤ 3) > 37 Z37
< x0, . . . , x3 | xixi+1x
−1
i+2xix
−1
i+3x
−2
i+2 (0 ≤ i ≤ 3) > 29 Z29
< x0, . . . , x3 | xixi+1x
−1
i+2x
−2
i x
2
i+2 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x3 | xixi+1x
−1
i+2x
−1
i x
−2
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 39 Z39
< x0, . . . , x3 | xix
2
i+1x
−1
i+2x
−1
i+1x
−1
i+3xi+2 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x3 | xix
2
i+1x
−1
i+2x
−1
i+1x
−1
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
4
i+1x
−3
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 53 Z53
< x0, . . . , x3 | xix
2
i+1xi+3xix
2
i+2 (0 ≤ i ≤ 3) > 791 Z113 ⋊ Z7
< x0, . . . , x3 | xix
2
i+1xi+3x
−1
i+1x
−2
i+3 (0 ≤ i ≤ 3) > 5 Z5
< x0, . . . , x3 | xix
2
i+1x
−2
i+3x
−2
i+2x
−2
i+1 (0 ≤ i ≤ 3) > 507 Z13 ⋊ (Z3 × Z13)
< x0, . . . , x3 | xix
2
i+1x
−1
i+3x
−1
i+2x
−1
i+3xi+1 (0 ≤ i ≤ 3) > 29 Z29
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Group G |G| Struture of G
< x0, . . . , x3 | xix
2
i+1x
−1
i+3xi+1x
−2
i+3 (0 ≤ i ≤ 3) > 37 Z37
< x0, . . . , x3 | xix
−1
i+1xi+2x
−1
i+1x
2
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 17 Z17
< x0, . . . , x3 | xix
−4
i+1x
3
i+3x
−1
i+2 (0 ≤ i ≤ 3) > 53 Z53
< x0, . . . , x3 | xix
−2
i+1x
−2
i x
−2
i+3x
−2
i+2 (0 ≤ i ≤ 3) > 791 Z113 ⋊ Z7
< x0, . . . , x3 | xix
−2
i+1xi+3x
−2
i xi+2 (0 ≤ i ≤ 3) > 13 Z13
< x0, . . . , x3 | xix
−2
i+1xi+3x
−1
i x
−2
i+2 (0 ≤ i ≤ 3) > 507 Z13 ⋊ (Z3 × Z13)
< x0, . . . , x3 | xix
−2
i+1xi+3x
−1
i+2xi+3x
−1
i+1 (0 ≤ i ≤ 3) > 29 Z29
< x0, . . . , x3 | x
2
ix
3
i+1x
2
i+2x
4
i+3 (0 ≤ i ≤ 3) > 264 1E Z2 EQ8 EG
< x0, . . . , x3 | x
2
ix
3
i+1x
3
i+2x
3
i+3 (0 ≤ i ≤ 3) > 11 Z11
< x0, . . . , x3 | x
2
ix
3
i+1x
−2
i+3x
−2
i+2 (0 ≤ i ≤ 3) > 41 Z41
< x0, . . . , x3 | x
2
ix
−3
i+1x
2
i+3x
−2
i+2 (0 ≤ i ≤ 3) > 41 Z41
< x0, . . . , x4 | xixi+2xi+3xixi+1xi+4 (0 ≤ i ≤ 4) > 6 Z6
< x0, . . . , x4 | xixi+2x
2
i+3xi+4xi+3x
2
i+4 (0 ≤ i ≤ 4) > 8 Z8
< x0, . . . , x4 | xixi+1xi+2x
2
i+3xi+4xixi+1 (0 ≤ i ≤ 4) > 8 Z8
< x0, . . . , x5 | xix
2
i+2x
−1
i+5x
−1
i+3 (0 ≤ i ≤ 5) > 35 Z35
< x0, . . . , x5 | xix
−2
i+2xi+5x
−1
i+3 (0 ≤ i ≤ 5) > 19 Z19
< x0, . . . , x5 | xixi+1x
2
i+2xi+3x
2
i+4x
2
i+5 (0 ≤ i ≤ 5) > 262143 1E Z9709 EG
< x0, . . . , x5 | xix
3
i+3x
−2
i+4x
−1
i+3 (0 ≤ i ≤ 5) > 117 Z117
< x0, . . . , x5 | xix
2
i+1x
−2
i+4x
−2
i+3 (0 ≤ i ≤ 5) > 37 Z37
< x0, . . . , x5 | xix
−3
i+1x
2
i+4x
−1
i+3 (0 ≤ i ≤ 5) > 133 Z133
< x0, . . . , x5 | xix
−2
i+1x
2
i+4x
−2
i+3 (0 ≤ i ≤ 5) > 91 Z91
< x0, . . . , x6 | xixi+3xi+6xi+2 (0 ≤ i ≤ 6) > 7 Z7
< x0, . . . , x6 | xixi+3x
2
i+4x
2
i+5x
2
i+6 (0 ≤ i ≤ 6) > 8 Z8
< x0, . . . , x6 | xixi+2xi+3xi+5xi+6xi+1 (0 ≤ i ≤ 6) > 6 Z6
< x0, . . . , x6 | xixi+2x
2
i+3xi+4xi+5x
2
i+6 (0 ≤ i ≤ 6) > 8 Z8
< x0, . . . , x6 | xixi+1xi+2xi+3xi+4xi+5x
2
i+6 (0 ≤ i ≤ 6) > 8 Z8
< x0, . . . , x7 | xix
2
i+1x
−1
i+5x
−1
i+4 (0 ≤ i ≤ 7) > 97 Z97
< x0, . . . , x7 | xix
−2
i+1xi+5x
−1
i+4 (0 ≤ i ≤ 7) > 97 Z97
8.6 Number of generators required for nite groups
All of the nite groups in this hapter an be generated by up to three generators.
We know a group an be generated by up to two generators if the group is yli or
metayli. Otherwise GAP has been used to simplify the presentations.
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While we have not found any interesting groups needing four generators, we have found
groups whih may require three. We list those groups for whih GAP has not found a
presentation using fewer than three generators, eah of whih an be presented on three
generators.
• G =< x0, . . . , x3 | xixi+2xi+3x
2
i+2x
2
i+1 (0 ≤ i ≤ 3) >, l = 13, |G| = 1015,
• G =< x0, . . . , x5 | xix
−1
i+3xi+5x
−1
i+2xi+1 (0 ≤ i ≤ 5) >, l = 15, |G| = 6552.
All the remaining groups mentioned in this hapter require at most two generators.
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