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Abstract
By introducing multipe-site correlation functions, we propose a hierarchical Green function ap-
proach, and apply it to study the characteristic properties of a 2D square lattice Hubbard model by
solving the equation of motions of a one-particle Green function and related multipe-site correla-
tion functions. Under a cut-off approximation and taking the Fourier representation of multipe-site
correlation functions, we obtain an analytical expression of one-particle Green function with static
correlation functions. Then we calculate the spectral density function of electrons, and obtain
that besides two main peaks corresponding to the lower and upper Hubbard bands in the spectral
density function, there emerge some novel states between these two main peaks, and the total
spectral weight of these emerged states is proportional to the hole doping concentration δ. Mean-
while, there also emerge some collective modes related to possible charge/spin density wave and/or
electronic pairing density wave ordering states. This calculation is completely consistent with the
spectroscopy observations of the cuprate superconductors in normal states. On the other hand,
the appearence of the static correlation functions in the one-particle Green function can be used
to describe the intertwined orders observed in the normal state of the cuprate superconductors.
74.72.-h, 03.65.Db, 71.27.+a.
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I. INTRODUCTION
Since the discovery of the high Tc cuprate superconducting materials[1], it is gradually
realized that the strong correlation effect of electrons play a key role in understanding of
the normal and superconducting states of these materials[2–5]. Up to now there are a lot of
experimental data and numerical simulations showing that the novel behavior of the normal
states in the underdoped and optimal doped regimes of these materials[6–8] originates from
the strong correlation of electrons produced by the strong repulsive Coulomb interaction of
electrons, and these unprecedented properties cannot be unambiguously explained by usual
perturbation theory of quantum many particle systems based on the ”independent particle”
(quasi-particle) assumption of the Landau Fermi liquid theory[10].
According to the present variety of experimental observations, the following aspacts have
been confirmed that: (1) the ”parent” of the high Tc cuprate superconductors is an an-
tiferromagnetic Mott insulator (with a 1.5eV charge-transfer energy gap) where the Cu-O
plane(s) of the cuprate materials is undoped, and there is one electron on each Cu site; Hole
doping rapidly suppresses the antiferromagnetic Ne´el order, but the optical gap does not
collapse. The infrared reflectivity studies demonstrate the coexistence of the charge-transfer
gap with finite optical conductivity that is transferred into the gap. Integrating the conduc-
tivity within the gap, the effective carrier density grows in proportion to the hole doping
concentration[11–13] δ, rather than 1− δ as predicted by conventional band theory. (2) As
the hole doping concentration δ reaching around δmin ≃ 5%, superconductivity sets in, with
a transition temperature Tc that grows to a maximum at about δopt ≃ 16%, optimal doping,
then declines for higher dopings and vanishes for δmax ≃ 27%. The superconducting state has
a dome in the phase diagram of temperature versus hole doping level for cuprates. Materials
with δmin < δ < δopt and δopt < δ < δmax are referred to, respectively, as ”underdoped” and
”overdoped”. For the enough large hole doping δmax ≤ δ, the superconductivity disappears,
and the system can be represented by usual Landau Fermi liquid theory where the quasipar-
ticle concept is established. Moreover, the superfluid density scales approximately with the
hole doping concentration δ in the underdoped regime[14]. Obviously, the parameter of the
hole doping concentration δ play a key role in understanding of low temperature physical
behavior of the cuprates, and it really sets up a bridge between an antiferromagnetic Mott
insulator and the Landau Fermi liquid. (3) In the underdoped regime, at temperature just
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above Tc, the normal state has a ”pseudogap” which is characterized by a substantial sup-
pression of the electronic density of states at low energies that cannot be simply related to
the occurence of any form of broken symmetry, within which there are strong and ubiquitous
tendencies toward several sorts of order with similar energy scales, including various forms
of charge density wave (CDW), spin density wave (SDW), and possibly pairing density wave
(PDW). These ”intertwined orders” make the normal state of the cuprates show ineluctable
complexity[15], and remain to be understood.
The Hubbard model and the related t-J model are widely thought to capture the essential
physics of a class of highly correlated systems, such as the high Tc cuprate superconductors.
The two-dimensional (2D) Hubbard model[9] in a square lattice, used to describe the basic
characters of high Tc cuprate supercunductivity[6–8, 16, 17], has been extensively studied in
both analytical and numerical calculations, where there is inherent frustration between the
tendency to maintain local antiferromagnetic correlations originated from the on-site strong
repulsive Coulomb interaction and the doped hole itineracy.
The effective treatment of the influence of the on-site repulsive Coulomb interaction on
the states of electrons is a central issue of any theoretical approach, where at the large
repulsive U , a double occupied state on each site is strongly suppressed, and the Hilbert
space of the electrons is split into two subspaces: one is composed of the unoccupied and
single occupied states, and another one composed of the double occupied states that are
lifted up high energy levels. In fact, there emerges a single-occupied constraint condition for
electrons on each site produced by the on-site strong repulsive Coulomb interaction, which
is a major difficulty faced by the present approaches. On the other hand, it is well known
that in the both cases of weak U/t0 ≪ 1 and strong U/t0 →∞ coupling limits, where t0 is
the hopping amplitude of electrons, the basic property of the ground state of the 2D square
lattice Hubbard model is clear: in the former it is a Fermi liquid[18] as apart from the half
filling; and in the latter it is a fully polarized ferromagnetic metallic phase[19] away from
the half filling, in which there does not appear any order state.
The rich physical phenomena shown by the 2D square lattice Hubbard model really ap-
pear in the intermediate coupling, where U is of order the bandwidth W (= 8t0), U ∼ W ,
where there is the keen competition between the kinetic energy and the on-site repulsive
Coulomb interaction of electrons. The former takes the delocalization of electrons, while
the latter makes electrons localize. In this coupling range, there is still not a ubiquitous
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acceptable calculations from microscopic theories. The 2D square lattice Hubbard model
with intermediate coupling, likely cannot be treated using any fundamentally perturbative
approach which starts with a non-interacting particle description. Beyond the present per-
turbation theoretical methods, the on-site Coulomb interaction of electrons had to be treated
effectively before taking any approximation in analytical and numerical calculations.
In this paper, by introducing multipe-site correlation functions, we originally conceive
a hierarchic Green function approach (HGFA) to study the equation of motion (EOM) of
a one-particle Green function, in which the contribution of the electron correlation effect
produced by the Coulomb interaction is completely represented by high order multipe-site
correlation functions. In this way, by including the multipe-site correlation functions, the
influence of the on-site repulsive Coulomb interaction on the states of electrons can be
effectively incorporated into the one-particle Green function.
The idea of the HGFA is that, in contrast with the EOM of Green function approach that
is usually written out in the phase space[20–24], we write out the EOMs of the one-particle
Green function and related high order multipe-site correlation functions in the lattice space
for the 2D square lattice Hubbard model, then we take the possible cut-off approximations
for the highest order multipe-site correlation functions emerging in these EOMs. The two
salient features of the HGFA are that: one is that the contribution coming from the on-site
repulsive Coulomb interaction term can be rigorously incorporated into the EOMs, which is
really represented by related hierarchical multipe-site correlation functions, and another one
is that these hierarchical multipe-site correlation functions appearing in these EOMs can be
classified into different levels denoted by a parameter L which labels the number of electrons
residing in a length (sites) scale that take part in a time evolution of an electron from initial
state to final state. The multipe-site correlation functions in the same level L constitute a
set of linear EOMs, and in these EOMs only a few related multipe-site correlation functions
belonging to the level L+1 are appearing. In the lattice representation, the physical picture
of a multipe-site correlation function in the level L is very clear, that it represents the
time evolution of an electron from the site xi at time t1 to the site xj at time t2 with
considering the influence by the number L of other electrons around this site xi at time t1.
It is expectant that for the higher L, the role of the multipe-site correlation functions in
the level L is weaker. This character of the multipe-site correlation functions is very helpful
in taking the cut-off approximations for the highest order correlation functions appearing
in the EOMs. After the cut-off approximation, this set of EOMs of the one-particle Green
function and the related multipe-site correlation functions is completely closed, and it can
be solved after taking the Fourier representation of these multipe-site correlation functions.
Applying the HGFA for the 2D square lattice Hubbard model with an intermediate
coupling U , we reveal that the one-particle Green function of electrons has the following
salient characters: (1) The excitation energy spectrum of electrons is split into two subbands
for a large U , called the lower and upper Hubbard bands, and the gap between these two
bands is linear proportion to U ; At half filling the system is a Mott insulator; As the
hole doping, there emerge new states within this gap, and their total spectral weight is
proportional to the hole doping concentration δ; However, as taking enough large hole
doping, δmax ≤ δ, the emerged states can fill in this gap. (2) The series of hierarchical static
correlation functions are emergent in the one-particle Green function, which originate from
the Coulomb interaction of electrons, and can be used to represent the contributions from
possible intertwined orders appearing in the underdoped regime.
For the 2D square lattice Hubbard model, the HGFA in fact describes the intrinsic com-
petition between the kinetic and potential energies of electrons which induces the inherent
frustration between the tendency to maintain local antiferromagnetic correlations and the
doped hole itineracy. As for both cases of U = 0 and W = 0, the HGFA is rigorous. In
other case, the on-site Coulomb interaction can produce new multipe-site correlation func-
tions belonging to the level L + 1 in the EOM of a multipe-site correlation function in the
level L by increasing a local factor Un̂iσ in a corresponding site xi, where n̂iσ is the num-
ber operator of electrons, while the kinetic energy part of electrons is responsible to make
each correlation function have a ”hopping term”, and to connect each EOM of a related
multipe-site correlation function with others in the same level L to construct a set of linear
EOMs. The physics picture of the HGFA is very clear that the on-site Coulomb interaction
plays the role to establish the relation between the multipe-site correlation functions in the
level L and those related ones belonging to the level L + 1, while the kinetic energy part
only connects the multipe-site correlation functions in the same level L. Consequently there
naturally appears a series of the hierarchical linear EOMs of related multipe-site correlation
functions. Moreover, in this series of the hierarchical linear EOMs there emerge a series of
hierarchical static correlation functions that are related to the corresponding multipe-site
correlation functions. These static correlation functions can be used to describe the inho-
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mogeneous states appearing in the system, and they can drastically influence the spectral
density function of electrons.
The organization of the paper is as follows: we give the detail description of the HGFA
in section II by using the EOM of an one-particle Green function for the Hubbard model
by writing out a few EOMs of the related multipe-site correlation functions with L = 2.
In section III, after taking the Fourier representation of the related multipe-site correlation
functions, we solve this set of EOMs under the cutt-off approximations for the multipe-site
correlation functions belonging to the level L = 3, and give an analytical expression of a one-
particle Green function. In section IV, we calculate the electronic spectral density function
by the one-particle Green function, and demonstrate that the total spectral weight of the
emerged states within the gap between the lower and upper Hubbard bands is proportional
to a hole doping concentration δ. The conclusion will be given in Section V.
II. THE EOMS OF THE ONE-PARTICLE GREEN FUNCTION AND MULTIPE-
SITE CORRELATION FUNCTIONS
The Hamiltonian of the 2D square lattice Hubbard model is that,
Ĥ = −t0
∑
ijσ
γ̂ij
(
ĉ†iσ ĉjσ + ĉ
†
jσĉiσ
)
+ U
∑
i
n̂i↑n̂i↓ − µ
∑
iσ
n̂iσ (1)
where ĉ†iσ (ĉiσ) creates (annihilates) an electron with spin σ =↑, ↓ on site xi, n̂iσ = ĉ†iσ ĉiσ is
the number operator, µ is the chemical potential, t0 is the hopping amplitude, and U is the
on-site repulsive Coulomb interaction strength. The hopping factor γ̂ij is defined as that,
γ̂ij =
 1, j = i+ 10, j 6= i+ 1
which denotes the summation over the sites xi,xj only in the nearest neighbor. In order
to write the EOMs of a one-particle Green function and related multipe-site correlation
functions, we need the following commutation relations,
[ĉiσ, Ĥ] =
∑
j
(
ĥij − µδij
)
ĉjσ + Un̂iσ ĉiσ
[n̂iσ, Ĥ] =
∑
j
ĥijX̂
(−)
ijσ (2)
[X̂
(±)
ijσ , Ĥ] = U (n̂jσ − n̂iσ) X̂(∓)ijσ −
∑
l
ĥilX̂
(∓)
ljσ +
∑
l
ĥjlX̂
(∓)
ilσ
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where ĥil = −t0 (γ̂il + γ̂li), and the bonding operators X̂(±)ijσ are defined as that, X̂(±)ijσ =
ĉ†iσ ĉjσ ± ĉ†jσĉiσ. These commutation relations are the basic ingredients of writing the EOMs
of related multipe-site correlation functions that directly or indirectly enter the EOM of the
one-particle Green function.
The one-particle Green function is defined as that,
Gijσ(t1, t2) = −i < T ĉiσ(t1)ĉ†jσ(t2) >
= −iθ(t1 − t2) < ĉiσ(t1)ĉ†jσ(t2) > (3)
+iθ(t2 − t1) < ĉ†jσ(t2)ĉiσ(t1) >
In the Heisenberg picture, the time dependent of the annihilation (creation) operator
ĉiσ(t)(ĉ
†
iσ(t)) of an electron is represented by the Hamiltonian Ĥ of the system as that,
ĉiσ(t) = e
iĤtĉiσe
−iĤt
ĉ†iσ(t) = e
iĤtĉ†iσe
−iĤt
As applied for the Hubbard model, the EOM of the one-particle Green function reads that,[
(i∂t1 + µ) δil − ĥil
]
Gljσ(t1, t2)− UF (nσ)iijσ (t1, t2) = δ(t1 − t2)δij (4)
where, F
(nσ)
iijσ (t1, t2) = −i < T n̂iσ(t1)ĉiσ(t1)ĉ†jσ(t2) >, is produced by the on-site Coulomb
interaction, and it is a multipe-site correlation function due to the appearence of the number
operator n̂iσ(t1) in the corresponding site xi. Obviously, all correlation effects of electrons
in one-particle Green function is completely coming from the contribution of the related
correlation function F
(nσ)
iijσ (t1, t2). Physically, the correlation function F
(nσ)
iijσ (t1, t2) in fact
describes an evolution process of an electron from a double occupied state on site xi at time
t1 to a state on site xj at time t2.
In order to defining multipe-site correlation functions, we introduce new composite
multipe-site operators F̂
(A1···AL)
{α1...αL}
that are composed of the density operators n̂iσ and the
bonding operators X̂
(±)
ilσ ,
F̂
(A1···AL)
{α1...αL}
= Π
k=1
LÂαk (5)
where Âα =
{
n̂iσ, n̂iσ, X̂
(−)
ilσ , X̂
(+)
ilσ , X̂
(−)
ilσ , X̂
(+)
ilσ
}
, and L = Nnσ +Nnσ +NX−σ +NX+σ +NX−σ
+
NX+σ , where NA is the number of the operator Âα appearing in the composite operators
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F̂
(A1···AL)
{α1...αL}
. With the help of these composite operators F̂
(A1···AL)
{α1...αL}
, we define the corresponding
multipe-site correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2),
F
(A1···AL)
{α1...αL}mpσ
(t1, t2) = −i < T F̂ (A1···AL){α1...αL} (t1)ĉmσ(t1)ĉ†pσ(t2) > (6)
Some of these multipe-site correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) will enter into the series
of hierarchical EOMs originated from Eq.(4), and they will construct a set of linear EOMs
with the one-particle Green function Gipσ(t1, t2). The physics meaning of the operator
F̂
(Â1···ÂL)
{α1...αL}
ĉmσ in the correlation function F
(A1···AL)
{α1...αL}mpσ
(t1, t2) is that an electron ĉmσ with
spin σ at site xm attached other electron distribution represented by the operator F̂
(Â1···ÂL)
{α1...αL}
around the site xm, where the parameter L denotes the number of electrons residing in a
length (sites) scale around this site xm that the electrons in this scale all are involved in the
time evolution process of the electron ĉmσ. thus the correlation function F
(A1···AL)
{α1...αL}mpσ
(t1, t2)
in fact represents the evolution process of an electron from the initial state incorporated
the influence of a definite distribution of other electrons around this electron to final state.
As taking L = 1 (i.e. Nnσ = 1), we have the correlation function F
(nσ)
iljσ (t1, t2) = −i <
T n̂iσ(t1)ĉlσ(t1)ĉ
†
jσ(t2) >, that enters into the EOM of the one-particle Green function as
taking i = l.
In contrast with usual correlation functions defined in the momentum space, the present
multipe-site correlation functions can more effectively describe the correlation effect of elec-
trons derived from the Coulomb interaction, and the parameter L appearing in the composite
operators F̂
(Â1···ÂL)
{α1...αL}
can be used to classify the correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) into
different levels, where the correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) in the same level L can
constitute one or more subset of EOMs, in which only a few correlation functions belonging
to the level L + 1 are emerging. For a large L (i.e. a lot of electrons in a large length
scale take part in the time evolution of the electron ĉmσ), the contribution of the correlation
functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) to the one-particle Green function is expectantly small, therefor
we can take the cut-off approximations for those belonging to the level L + 1 that appear
in the EOMs of the correlation functions in the level L, and we have a closed set of the
EOMs of the one-particle Green function and the related multipe-site correlation functions
F
(A1···AL)
{α1...αL}mpσ
(t1, t2).
On the other hand, for a system with a few electron number Ne, the number of the
correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) is finite, because the parameter L in the multipe-
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site correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) must satisfy the following condition,
L ≤ Ne (7)
Therefore, the set of EOMs of the one-particle Green function Gljσ(t1, t2) and the related
multipe-site correlation functions F
(A1···AL)
{α1...αL}mpσ
(t1, t2) are automatically closed, and it can be
analytically/numerically solved.
According to the above definition of the multipe-site correlation functions in Eq.(6)
and with the help of Eq.(2), twe can write out he EOMs of the correlation functions
F
(A1···AL)
{α1...αL}mpσ
(t1, t2) with L = 1 that they enter the series of the EOM of the one-particle
Green function,
i∂t1F
(nσ)
ijqσ (t1, t2) = δ(t1 − t2) < n̂iσ > δjq + UF (nσnσ)ijjqσ (t1, t2)
+
∑
m
(
ĥjm − µδjm
)
F
(nσ)
imqσ(t1, t2) +
∑
m
ĥimF
(X−
σ
)
imjqσ(t1, t2) (8)
i∂t1F
(X±σ )
iljqσ (t1, t2) = δ(t1 − t2) < X̂(±)ilσ > δjq + UF (X
∓
σ nσ)
iljjqσ (t1, t2)
+
∑
m
(
ĥjm − µδjm
)
F
(X±
σ
)
ilmqσ(t1, t2)
−
∑
m
[
ĥimF
(X∓
σ
)
mljqσ(t1, t2)− ĥlmF (X
∓
σ
)
imjqσ(t1, t2)
]
(9)
+U
(
F
(nσX
∓
σ )
liljqσ (t1, t2)− F (nσX
∓
σ )
iiljqσ (t1, t2)
)
where there emerge the new multipe-site correlation functions with L = 2, F
(nσX
∓
σ )
niljqσ (t1, t2),
F
(nσnσ)
ijjqσ (t1, t2) and F
(X±
σ
nσ)
niljqσ (t1, t2). In the L = 1 level, the correlation functions F
(nσ)
ijqσ (t1, t2)
and F
(X±
σ
)
iljqσ (t1, t2) constitute a subset of EOMs, and they connect with the one-particle Green
function Giqσ(t1, t2) by the correlation function F
(nσ)
iiqσ (t1, t2). On the other hand, other
correlation functions belonging to the L = 1 level can be discarded because they do not
enter this series of the hierarchical EOMs of the one-particle Green function and related
multipe-site correlation functions.
To the next level L = 2, we need to include all correlation functions that enter this series
of the hierarchical EOMs, such as, F
(nσX
∓
σ )
niljqσ (t1, t2), F
(nσnσ)
ijjqσ (t1, t2) and F
(X±σ nσ)
niljqσ (t1, t2), as well
as that ones emerging in their EOMs. For example, the EOM of the multipe-site correlation
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functions F
(nσX
∓
σ )
liljqσ (t1, t2) can be written as that,
i∂t1F
(nσX
±
σ )
niljqσ (t1, t2) = δ(t1 − t2) < {n̂nσ ĉjσ, ĉ†qσ}X̂±ilσ > +UF (nσX
±
σ nσ)
niljjqσ (t1, t2)
+
∑
m
(
ĥjm − µδjm
)
F
(nσX
±
σ
)
nilmqσ (t1, t2)
−
∑
m
[
ĥimF
(nσX
∓
σ
)
nmljqσ (t1, t2)− ĥlmF (nσX
∓
σ
)
nimjqσ (t1, t2)
]
(10)
+
∑
m
ĥnmF
(X−σ X
±
σ )
nmiljqσ (t1, t2)
+U
[
F
(nσnσX
∓
σ )
nliljqσ (t1, t2)− F (nσnσX
∓
σ )
niiljqσ (t1, t2)
]
where, the indexes n, j of the correlation functions F
(nσX
±
σ
)
niljqσ (t1, t2) are not equal to each
other, n 6= j. In the above EOM there also emerge new correlation functions with L = 2,
F
(X−σ X
±
σ )
nmiljqσ (t1, t2), as well as some ones with L = 3, F
(nσnσX
∓
σ )
nilkjqσ (t1, t2). Of course, following this
same routine, we can write out the EOMs of correlation functions with L = 3 that appear
in the above equations, and so on. Meanwhile, there emerge a series of static correlation
functions in these hierarchical EOMs, that are corresponding to the equal time parts of these
EOMs, respectively, such as, < n̂iσ >, < X̂
(±)
ilσ >, < {n̂nσ ĉjσ, ĉ†qσ}X̂±ilσ >, etc.. These static
correlation functions can be used to describe a variety of possible inhomogeneous states of
the system in low temperature regime, and they will strongly influence the spectral density
function of electrons.
More importantly, in the above calculations, it is clearly shown that in the EOM of a
multipe-site correlation function with L there never emerges any multipe-site correlation
function belonging to the level L − 1. It is an important guideline as taking any cut-off
approximation for a multipe-site correlation function belonging to the high level L+ 1.
This set of the EOMs has an obvious hierarchical structure denoted by the parameter
L. In the EOM of the one-particle Green function Gljσ(ω), there only emerges the cor-
relation function F
(nσ)
iijσ (ω) which is produced by the on-site Coulomb interaction. In the
EOM of the correlation function F
(nσ)
iljσ (ω), there appear the correlation functions F
(nσnσ)
illjσ (ω)
and F
(X−
σ
)
ikljσ (ω). The correlation function F
(nσnσ)
illjσ (ω) originates from the on-site Coulomb
interaction, which can be written as, F
(nσnσ)
illjσ (ω) = δilF
(nσ)
iljσ (ω) + (1− δil)F (nσnσ)illjσ (ω), and
the correlation function (1− δil)F (nσnσ)illjσ (ω) is expectantly small as assuming the function
F
(nσ)
iljσ (ω) varying smoothly in the lattice space; Thus in this way, the on-site Coulomb in-
teraction of electrons is rigorously treated. While the correlation function F
(X−σ )
ikljσ (ω) comes
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from the kinetic energy part of the Hamiltonian. Thus the correlation function F
(nσ)
iljσ (ω) in
fact represents the correlation effect of electrons from the mixture of both the kinetic energy
and interaction potential parts of the system.
In the thermodynamic limit, this set of the hierarchical EOMs cannot be automatically
closed. To solving this set of equations, for simplicity, we would cut off the EOMs at the level
L = 2, thus we must take cut-off approximations for those multipe-site correlation functions
belonging to the level L = 3 in these EOMs. According to the hierarchical character of the
EOM of a multipe-site correlation function, we take the following cut-off approximations for
the correlation functions belonging to the level L = 3 in the Eq.(10),
F
(nσX
±
σ nσ)
niljjqσ (t1, t2) ≃< n̂jσ(t1) > F (nσX
±
σ )
niljqσ (t1, t2), j 6= i, l
F
(nσnσX
∓
σ
)
nliljqσ (t1, t2) ≃< n̂nσ(t1) > F (nσX
∓
σ
)
liljqσ (t1, t2) (11)
+ < n̂lσ(t1) > F
(nσX
∓
σ
)
niljqσ (t1, t2), n 6= l; j 6= n, l
Under these cut-off approximations, the subset of the EOMs of the correlation functions
F
(nσX
±
σ )
niljqσ (t1, t2) is closed after taking, F
(X−σ X
±
σ )
nmiljqσ (t1, t2)→ 0, where it is assumed that they have
small contribution to the correlation functions F
(nσX
±
σ
)
niljqσ (t1, t2). These cut-off approximations
are consistent with the hierarchical character of the EOM of a multipe-site correlation func-
tion where any multipe-site correlation function with L− 1 does not appear in the subset of
the EOMs of the multipe-site correlation functions with L. On the other hand, these cut-off
approximations are qualitatively distinct from usual ones taken in perturbation theories,
such as usual Hartree-Fock approximation and/or random-phase approximation (RPA), be-
cause before taking the above cut-off approximations, the on-site Coulomb interaction of
electrons has been rigorously treated in the subset of the EOMs of the correlation functions
with L = 1. That is, before taking any approximation, the Coulomb interaction of elec-
trons has been effectively treated rather than taking the Coulomb interaction potential as a
perturbative term like that doing in usual perturbation theories.
After taking the above approximations, the EOMs of the correlation functions
F
(X±
σ
)
iljqσ (t1, t2) and F
(nσX
±
σ
)
niljqσ (t1, t2) can be further simplified by defining the following new
functions,
F
(±Xσ)
iljqσ (t1, t2) =
1
2
[
F
(X+
σ
)
iljqσ (t1, t2)± F (X
−
σ
)
iljqσ (t1, t2)
]
F
(±nσXσ)
niljqσ (t1, t2) =
1
2
[
F
(nσX
+
σ
)
niljqσ (t1, t2)± F (nσX
−
σ
)
niljqσ (t1, t2)
]
(12)
11
which can be used to decouple the EOMs of the correlation functions F
(X±σ )
iljqσ (t1, t2) and
F
(nσX
±
σ
)
niljqσ (t1, t2), respectively. With these new functions, the Eq.(10) can be rewritten as
that,
[
i∂t1 − U+nilj
]
F
(+nσXσ)
niljqσ (t1, t2) = δ(t1 − t2) < ĉ†iσ ĉlσ
[
n̂nσδjq − ĉ†qσĉjσδnq
]
>
+
∑
m
(
ĥjm − µδjm
)
F
(+nσXσ)
nilmqσ (t1, t2) (13)
−
∑
m
[
ĥimF
(+nσXσ)
nmljqσ (t1, t2)− ĥlmF (+nσXσ)nimjqσ (t1, t2)
]
[
i∂t1 − U−nilj
]
F
(−nσXσ)
niljqσ (t1, t2) = δ(t1 − t2) < ĉ†lσĉiσ
[
n̂nσδjq − ĉ†qσ ĉjσδnq
]
>
+
∑
m
(
ĥjm − µδjm
)
F
(−nσXσ)
nilmqσ (t1, t2) (14)
+
∑
m
[
ĥimF
(−nσXσ)
nmljqσ (t1, t2)− ĥlmF (−nσXσ)nimjqσ (t1, t2)
]
where U±nilj = ∆
±
nilj+U (δlj ± δnl ∓ δni), and ∆±nilj = U [(1− δij) (1− δlj)nσ ± (δni − δnl)nσ]
which is contributed by the correlation functions belonging to the level L = 3 under the
cut-off approximations in Eq.(11). The Eq.(9) can be rewritten as that,
[i∂t1 − Uδlj]F (+Xσ)iljqσ (t1, t2) = δ(t1 − t2) < ĉ†iσ ĉlσ > δjq
+U (δnl − δni)F (+nσXσ)niljqσ (t1, t2)
+
∑
m
(
ĥjm − µδjm
)
F
(+Xσ)
ilmqσ (t1, t2) (15)
−
∑
m
[
ĥimF
(+Xσ)
mljqσ (t1, t2)− ĥlmF (+Xσ)imjqσ (t1, t2)
]
[i∂t1 − Uδij]F (−Xσ)iljqσ (t1, t2) = δ(t1 − t2) < ĉ†lσĉiσ > δjq
+U (δni − δnl)F (−nσXσ)niljqσ (t1, t2)
+
∑
m
(
ĥjm − µδjm
)
F
(−Xσ)
ilmqσ (t1, t2) (16)
+
∑
m
[
ĥimF
(−Xσ)
mljqσ (t1, t2)− ĥlmF (−Xσ)imjqσ (t1, t2)
]
where the contribution from the correlation functions (1− δij) (1− δlj)F (X
∓
σ
nσ)
iljjqσ (t1, t2) has
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been neglected, which is assumed to be small. While the Eq.(8) can be rewritten as that,
[i∂t1 − Uδij]F (nσ)ijqσ (t1, t2) = δ(t1 − t2) < n̂iσ > δjq
+
∑
m
(
ĥjm − µδjm
)
F
(nσ)
imqσ(t1, t2) (17)
+
∑
m
ĥim
[
F
(+Xσ)
imjqσ (t1, t2)− F (−Xσ)imjqσ (t1, t2)
]
where we have neglected the contribution coming from the function (1− δij)F (nσnσ)ijjqσ (t1, t2).
As the correlation function F
(nσnσ)
ijjqσ (t1, t2) is a smoothly varying function in the lattice space,
the contribution coming from the function (1− δij)F (nσnσ)ijjqσ (t1, t2) can be neglected as a
simple approximation.
III. SOLUTION OF THE EOM
The linear EOMs in Eqs.(13-17) can be solved after taking the Fourier representation
of the multipe-site correlation functions, in which one needs more carefully as taking the
Fourier transformation because these functions depend upon more than two lattice sites, i.e.,
they are the correlation functions defined by more than two operators residing at different
sites. Moreover, the multipe-site functions F
(nσ)
ijqσ (t1, t2), F
(±Xσ)
imjqσ (t1, t2) and F
(±nσXσ)
niljqσ (t1, t2)
can be seen as ”tensors” with different ranks, respectively, and the above linear EOMs in
fact are the equations of the tensors.
With the help of the Fourier transformations of the electron operators,
ĉiσ (t) =
1√
N
∑
k
ĉkσ (ω) e
iωt−ik·xi
ĉ†iσ (t) =
1√
N
∑
k
ĉ†kσ (ω) e
ik·xi−iωt (18)
where the site i is denoted by xi, we take the following Fourier representations of the
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multipe-site correlation functions according to their definition in Eq.(6), respectively,
Giqσ(t1, t2) =
1
N
∑
k
Gkσ(ω; iq)e
iω(t1−t2)−ik·xiq
F
(nσ)
ijqσ (t1, t2) =
1
N2
∑
kk′
F
(nσ)
k′kσσ(ω; ijq)e
ik′·xijeiω(t1−t2)−ik·xjq
F
(+Xσ)
iljqσ (t1, t2) =
1
N2
∑
kk′k1
F
(+Xσ)
k1k′kσσ
(ω; iljq)eik1·xij−ik
′·xljeiω(t1−t2)−ik·xjq
F
(−Xσ)
iljqσ (t1, t2) =
1
N2
∑
kk′k1
F
(−Xσ)
k1k′kσσ
(ω; iljq)eik1·xlj−ik
′·xijeiω(t1−t2)−ik·xjq (19)
F
(+nσXσ)
niljqσ (t1, t2) =
1
N3
∑
kp′k′k1
F
(+nσXσ)
p′k1k′kσσ
(ω;niljq)eip
′·xnjeik1·xij−ik
′·xljeiω(t1−t2)−ik·xjq
F
(−nσXσ)
niljqσ (t1, t2) =
1
N3
∑
kp′k′k1
F
(−nσXσ)
p′k1k′kσσ
(ω;niljq)eip
′·xnjeik1·xlj−ik
′·xijeiω(t1−t2)−ik·xjq
where the ”Fourier functions” Gkσ(ω; iq), F
(nσ)
k′kσσ(ω; ijq), F
(±Xσ)
k1k′kσσ
(ω; iljq) and
F
(±nσXσ)
p′k1k′kσσ
(ω;niljq) generally depend upon the lattice sites, because the corresponding
correlation functions depend upon more than two lattice sites. However, the function
Gkσ(ω; iq) depends upon the lattice site due to in its EOM there appears the function
F
(nσ)
k′kσσ(ω; iiq).
Using the Fourier representations in Eq.(19), the EOMs in Eqs.(13-17) become a set of
linear algebraic equations of the Fourier functions, in which the terms with the operator
ĥim in the right hand side of these EOMs make this set of algebraic equations be hardly
solved because they depend upon the values of these functions on the nearest neighbour
sites. If we assume that the Fourier functions Gkσ(ω; iq), F
(nσ)
k′kσσ(ω; ijq), F
(±Xσ)
k1k′kσσ
(ω; iljq) and
F
(±nσXσ)
p′k1k′kσσ
(ω;niljq) are smoothly and slowly varying functions on the lattice sites, the differ-
ence of a Fourier function between two nearest neighbour sites would be a small quantity,
and it can be safely neglected. Therefore, we can further take the following approximation
as in solving these EOMs,∑
m
ĥjmX{pk}σσ(ω; {imq}) ≃
∑
m
ĥjmX{pk}σσ(ω; {ijq}) (20)
where X{pk}σσ(ω; {ijq}) = Gkσ(ω; iq), F (nσ)k′kσσ(ω; ijq), F (±Xσ)k1k′kσσ(ω; iljq), F
(±nσXσ)
p′k1k′kσσ
(ω;niljq).
Under the approximation in Eq.(20), the EOMs in Eqs.(13-17) can be analytically solved.
For simplicity, the one-particle Green functionGkσ(ω) can be written as following three parts,
Gkσ(ω) = G
S
kσ(ω) +G
LC
kσ (ω) +G
NLC
kσ (ω) (21)
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where the Green function GSkσ(ω) is contributed by the functions F
(nσ)
k′kσσ(ω; ijq) and
F
(±Xσ)
k1k′kσσ
(ω; iljq) without considering the functions F
(±nσXσ)
p′k1k′kσσ
(ω;niljq), and the Green func-
tion GLCkσ (ω) and G
NLC
kσ (ω) are contributed by the functions F
(±nσXσ)
p′k1k′kσσ
(ω;niljq), in which
there naturally emerge the static correlation functions Nk1k′ =< n̂k1σ ĉ
†
k′+k1σ
ĉk′σ > and
Cpk1k′k =< ĉ
†
k+pσĉk+p+k1−k′σ ĉ
†
k1σ
ĉk′σ >. The appearance of the static correlation functions
Nk1k′ and Cpk1k′k in the one-particle Green function means that the possible intertwined or-
ders in low temperature regime derived by the strong Coulomb interaction would drastically
influence the spectral density function of electeons. On the other hand, it is also shown that
the HGFA can uncover the intrinsic relation between the one-particle Green function and a
variety of inhomogeneous states in highly correlated systems.
The Green function GSkσ(ω) can be written as that,
GSkσ(ω) =
[
1− nσ + 1
N
∑
k1
(
ξk1nk1σ
ǫk1
− ξk1nk1σ
ǫk1 + U
)]
1
ω − εk
+
[
nσ +
1
N
∑
k1
(
ξk1nk1σ
U − ǫk1
+
ξk1nk1σ
ǫk1
)]
1
ω − εk − U
− 1
N
∑
k1
(
ξk1nk1σ
ǫk1
+
ξk1nk1σ
U − ǫk1
)
1
ω − εk − ǫk1
(22)
− 1
N
∑
k1
(
ξk1nk1σ
ǫk1
− ξk1nk1σ
ǫk1 + U
)
1
ω − εk − ǫk1 − U
where nσ =< n̂iσ >, nkσ =< ĉ
†
kσ ĉkσ >, εk = ξk − µ, ǫk = 4t0 + ξk, and ξk =
−2t0 [cos (akx) + cos (aky)], here a is the lattice constant. Notice that the Green function
GSkσ(ω) has a similar expression like that for an one site Hubbard model, in which as taking,
t0 = 0, it is reduced to a two level structure form of the one-particle Green function for one
site Hubbard model. There is a gap between the lower and upper Hubbard bands, which is
proportional to U in the large U limit. However, the appearence of the third term in the
right hand side reveals that there emerge new states within this gap because the function
ǫk is positive, ǫk ≥ 0.
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The Green function GLCkσ (ω) reads that,
GLCkσ (ω) = −
1
N2
∑
k′k1
ALk1k′Nk1k′
1− nσ
1
ω − εk +
1
N2
∑
k′k1
BLk1k′Nk1k′
1− nσ
1
ω − εk − U
− 1
N2
∑
k′k1
(
ξk1+k′
ηk1k′
− ξk1+k′
ηk1k′ + U
)
Nk1k′ (1− nσ)−1
ω − Ek (k1, k′)
+
1
N2
∑
k′k1
(
ξk1+k′
ηk1k′ − (1− nσ)U
− ξk1+k′
ηk1k′ + nσU
)
Nk1k′ (1− nσ)−1
ω −Ek (k1, k′)− (1− nσ)U
+
1
N2
∑
k′k1
(
ξk′
ηk1k′ − U
− ξk′
ηk1k′
)
Nk1k′ (1− nσ)−1
ω −Ek (k1, k′)− U (23)
− 1
N2
∑
k′k1
(
ξk′
ηk1k′ − nσU
− ξk′
ηk1k′ + (1− nσ)U
)
Nk1k′ (1− nσ)−1
ω − Ek (k1, k′)− nσU
where n̂qσ =
∑
k ĉ
†
kσĉk+qσ, Ek (k1, k
′) = εk − ηk1k′, ηk1k′ = εk1 − εk′, ALk1k′ = −
ξk1+k′
ηk1k′
+
ξk1+k′
ηk1k′
−(1−nσ)U
+
ξk′
ηk1k′
−U
− ξk′
ηk1k′
−nσU
and BLk1k′ = −
ξk1+k′
ηk1k′
+U
+
ξk1+k′
ηk1k′
+nσU
+
ξk′
ηk1k′
− ξk′
ηk1k′
+(1−nσ)U
.
The Green function GLCkσ (ω) is contributed by the static correlation function Nk1k′ =<
n̂k1σĉ
†
k′+k1σ
ĉk′σ >, which is mainly related to the density-density correlation effect of elec-
trons. In contrast with the Green function GSkσ(ω), there emerge new terms with poles
residing around in the middle of the gap between the lower and upper Hubbard bands in the
large U limit, and it clearly reveals that there emerge new states in this regime. As taking a
simple Hartree-Fock approximation to the function Nk1k′, Nk1k′ ⇒ Nnσnk′σδ0k1 , the Green
function GLCkσ (ω) can be incorporated into the Green function G
S
kσ(ω) to more clearly show
the emerged states in this gap.
The Green function GNLCkσ (ω) can be written as that,
GNLCkσ (ω) =
1
N2
∑
pk′k1
ANLk1k′ (p)Cpk1k′k
1− nσ
1
ω − εk+p −
1
N2
∑
pk′k1
BNLk1k′ (p)Cpk1k′k
1− nσ
1
ω − εk+p − U
+
1
N2
∑
pk′k1
(
ξp−k′
ηk1k′
− ξp−k′
ηk1k′ + U
)
Cpk1k′k (1− nσ)−1
ω −Ek+p (k1, k′)
− 1
N2
∑
pk′k1
Uξp−k′(
ηk1k′ − (1− nσ)U
) (
ηk1k′ + nσU
) Cpk1k′k (1− nσ)−1
ω −Ek+p (k1, k′)− (1− nσ)U
− 1
N2
∑
pk′k1
(
ξp+k1
ηk1k′ − U
− ξp+k1
ηk1k′
)
Cpk1k′k (1− nσ)−1
ω −Ek+p (k1, k′)− U (24)
+
1
N2
∑
pk′k1
Uξp+k1(
ηk1k′ − nσU
) (
ηk1k′ + (1− nσ)U
) Cpk1k′k (1− nσ)−1
ω − Ek+p (k1, k′)− nσU
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where ANLk1k′ (p) = −
ξp−k′
ηk1k′
+
ξp−k′
ηk1k′
−(1−nσ)U
+
ξp+k1
ηk1k′
−U
− ξp+k1
ηk1k′
−nσU
, and BNLk1k′ (p) = −
ξp−k′
ηk1k′
+U
+
ξp−k′
ηk1k′
+nσU
+
ξp+k1
ηk1k′
− ξp+k1
ηk1k′
+(1−nσ)U
. The Green function GNLCkσ (ω) is contributed by the static
correlation function Cpk1k′k =< ĉ
†
k+pσĉk+p+k1−k′σ ĉ
†
k1σ
ĉk′σ >, and it is mainly related to the
spin-spin correlation effect of electrons and possible electronic pairing density correlation.
On the other hand, the function Cpk1k′k makes the Fourier function Gkσ(ω; iq) depend upon
the lattice coordinate xi − xq, meanwhile it also produces new terms with poles residing
around in the middle of the gap between the lower and upper Hubbard bands in the large
U limit, which shows that there emerge new states in this regime.
It becomes more clear that the emerged states in the gap between the lower and upper
Hubbard bands in the large U limit are coming from two aspects: one is contributed by the
static quantities < X̂
(±)
ilσ >, and another one is contributed by the static correlation functions
< {n̂nσ ĉjσ, ĉ†qσ}X̂±ilσ >, that are represented by the functions Nk1k′ and Cpk1k′k in the phase
space. However, the more high order static correlation functions emerged in the series of the
hierarchical EOMs have expectantly small contribution, and they cannot drastically alter
the present calculations.
According to the expression of the one-particle Green function Gkσ(ω) in Eq.(21), we can
demonstrate that the spectral density function, Aσ (ω, k) = −2 ImGσ(ω + 0+, k), satisfies
the following sum rule,
1
2π
∫ ∞
−∞
dωAσ (ω, k) = 1 (25)
which is independent of the approximations taken in solving the EOMs of the multipe-
site correlation functions. It is resulting in that the EOMs of the multipe-site correlation
functions are linear.
In order to show a more clear analytical expression of the spectral density function
Aσ (ω, k), we need to take some approximations for the static correlation functions Nk1k′
and Cpk1k′k that emerge in the expressions of the Green functions G
LC
kσ (ω) and G
NLC
kσ (ω) in
the Eqs.(23) and (24), respectively. For example, we can rewrite out them as the following
forms,
Nk1k′ =< n̂k1σĉ
†
k′+k1σ
ĉk′σ >o +Nnσnk′σδ0k1
Cpk1k′k =< ĉ
†
k+pσĉk+p+k1−k′σĉ
†
k1σ
ĉk′σ >o (26)
+∆∗k1∆k′δ−k1k+p − S+k′S−k1δk+pk′
where ∆k′ =< ĉk′σĉ−k′σ > is an uniform electronic pairing order parameter, S
+
k′ =< ĉ
†
k′σ ĉk′σ >
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and S−k1 =< ĉ
†
k1σ
ĉk1σ > are spin order parameters. The fluctuation parts < n̂k1σ ĉ
†
k′+k1σ
ĉk′σ >o
and < ĉ†k+pσĉk+p+k1−k′σ ĉ
†
k1σ
ĉk′σ >o can be corresponded to the static correlation functions of
the charge/spin density wave and the electronic pairing density wave orders, respectively.
For simplicity, hereafter we do not consider these fluctuation parts. It would be pointed
out that the present approach only shows the influence of possible order paramters, such
as ∆k′ and S
±
k′, etc., on the one-particle Green function, and it cannot answer how to fix
these order parameters. For example, the uniform electronic pairing parameter ∆k′ and the
spin order parameters S±k′ can be self-consistently determined by taking the minimun of the
ground state energy which can be calculated by the spectral density function Aσ (ω, k) and
the correlation function F
(nσ)
iiiσ (t1, t1 + 0
+).
IV. THE SPECTRAL DENSITY FUNCTION
With the help of the expressions of the Green functions GSkσ(ω), G
LC
kσ (ω) and G
NLC
kσ (ω)
in Eqs.(22-24), under the approximations taken in Eqs.(26), we can write out the analyt-
ical expression of the spectral density function of electrons Aσ (ω, k), in which there exist
two characteristic main peaks with the corresponding factors δ (ω − εk) and δ (ω − εk − U),
respectively, that come from the lower and upper Hubbard bands. The gap between these
two main peaks is proportional to U in the large U limit. On the other hand, as the hole
doping, there emerge new states within this gap, and for enough large of the hole doping,
these emerged states would fill in this gap. It may be the origins of a variety of novel low
temperature behavior shown by the 2D square lattice Hubbard model at the intermediate
coupling U .
Under the approximations of the Eqs.(26), and after discarding the contributions from
the fluctuation parts of the static correlation functions Nk1k′ and Cpk1k′k, we can write out
the spectral density function Aσ (ω, k) as the following three parts,
Aσ (ω, k) = A
L−U
σ (ω, k) + A
Em
σ (ω, k) + A
Con
σ (ω, k) (27)
where the spectral density functionAL−Uσ (ω, k) is the contribution coming from the lower and
upper Hubbard bands, the spectral density functionAEmσ (ω, k) is contributed by the emerged
states of electrons due to the doped holes, and the spectral density function AConσ (ω, k) is
related to the pairing order parameter ∆k and spin order parameters S
±
k , which is contributed
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by the emerged collective modes.
According to the one-particle Green function in Eq.(21), the spectral density function
AL−Uσ (ω, k) can be written as that,
AL−Uσ (ω, k) = 2π
[
1− nσ − ZL
]
δ (ω − εk) + 2π
[
nσ − ZU
]
δ (ω − εk − U) (28)
where the constants ZL and ZU are that,
ZL = − 1
N
1− 2nσ
1− nσ
∑
k1
(
ξk1nk1σ
ǫk1
− ξk1nk1σ
ǫk1 + U
)
+
1
N
nσ
1− nσ
∑
k1
(
ξk1nk1σ
nσU + ǫk1
− ξk1nk1σ
ǫk1 + (1− nσ)U
)
(29)
ZU = − 1
N
1− 2nσ
1− nσ
∑
k1
(
ξk1nk1σ
U − ǫk1
+
ξk1nk1σ
ǫk1
)
− 1
N
nσ
1− nσ
∑
k1
(
ξk1nk1σ
nσU − ǫk1
− ξk1nk1σ
(1− nσ)U − ǫk1
)
(30)
This expression of the spectral density function AL−Uσ (ω, k) is obviously similar to that
for one site case, and the two peaks denoted respectively by the functions δ (ω − εk) and
δ (ω − εk − U), corresponding to the lower and upper Hubbard bands, is separated by U .
At half filling, nσ =
1
2
, σ =↑, ↓, the constants ZL and ZU both are equal to zero, and the
spectral weight constants of electrons in both the lower and upper Hubbard bands are the
same, and equal 1
2
. Thus the system is a Mott insulator with the gap proportional to U in
the large U limit, in which there exist some collective excitation modes (i.e., AEmσ (ω, k) = 0,
AConσ (ω, k) 6= 0, see below). While, as the hole doping, nσ = 12 − δ, the constants ZL and
ZU are positive, and proportional to the hole doping concentration δ in the large U limit.
This means that as the hole doping, the spectral weight of electrons in both the lower and
upper Hubbard bands is reduced, and the part of them is transfered into the gap where
there emerge new states.
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The spectral density function AEmσ (ω, k) can be written as that,
AEmσ (ω, k) = −
2π
N
1− 2nσ
1− nσ
∑
k1
Uξk1nk1σ
ǫk1 (U − ǫk1)
δ (ω − εk − ǫk1)
−2π
N
Unσ
1− nσ
∑
k1
ξk1nk1σδ (ω − εk − ǫk1 − (1− nσ)U)
(nσU − ǫk1) [ǫk1 + (1− nσ)U ]
+
2π
N
Unσ
1− nσ
∑
k′
ξk1nk1σδ (ω − εk − ǫk1 − nσU)
(ǫk1 + nσU) [(1− nσ)U − ǫk1]
(31)
−2π
N
1− 2nσ
1− nσ
∑
k1
Uξk1nk1σ
ǫk1 (ǫk1 + U)
δ (ω − εk − ǫk1 − U)
It is noticeable that at the half filling nσ =
1
2
, the spectral density function AEmσ (ω, k) is
zero, AEmσ (ω, k) = 0. After the hole doping, nσ =
1
2
− δ, there emerge new states that
reside in the gap and at the top of the upper Hubbard bands, respectively. In the above
expression of the spectral density function AEmσ (ω, k), the first three terms in the right hand
side are contributed by the emerged states in the gap, where the first term resides at the
top of the lower Hubbard band, which is proportional to the hole doping concentration δ.
The second and third terms residing around in the middle of the gap take converse values,
and they are proportional to 1
U
for large U . In the underdoped regime, after considering
AConσ (ω, k), the total spectral density function of electrons Aσ (ω, k) may show a dip around
in the middle of the gap. The last term in the right hand side is contributed by the emerged
states residing at the top of the upper Hubbard band, which is also proportional to the hole
doping concentration δ. In the low temperature limit, the first term of the spectral density
function AEmσ (ω, k) is mainly responsible for the infrared reflectivity spectrum in the gap,
where the effective carrier density grows in proportion to the hole doping concentration δ,
consistent with the experimental observations.
The spectral density function AConσ (ω, k) can be directly obtained by the Green function
GNLCkσ (ω) which originates from the static correlation function < ĉ
†
k+pσĉk+p+k1−k′σ ĉ
†
k1σ
ĉk′σ >.
Under the approximations in Eqs.(26), it can be written as two parts,
AConσ (ω, k) = A
spin
σ (ω, k) + A
pair
σ (ω, k) (32)
where the spectral density function Aspinσ (ω, k) is related to the spin parameters S
±
k′,
Aspinσ (ω, k) = −
2π
(1− nσ)N2
∑
k′k1
Γk1k′ (ω)S
+
k′S
−
k1
(33)
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Γk1k′ (ω) = A
NL
k1k′
(k′ − k) δ (ω − εk′)−BNLk1k′ (k′ − k) δ (ω − εk′ − U)
+
Uξ−kδ
(
ω + ηk1k′ − εk′
)
ηk1k′
(
ηk1k′ + U
) − Uξk′−k+k1δ (ω + ηk1k′ − εk′ − U)
ηk1k′
(
ηk1k′ − U
)
−Uξ−kδ
(
ω + ηk1k′ − εk′ − (1− nσ)U
)(
ηk1k′ − (1− nσ)U
) (
ηk1k′ + nσU
) (34)
+
Uξk′−k+k1δ
(
ω + ηk1k′ − εk′ − nσU
)(
ηk1k′ − nσU
) (
ηk1k′ + (1− nσ)U
)
And the spectral density function Apairσ (ω, k) is contributed by the electronic pairing pa-
rameters ∆k1,
Apairσ (ω, k) =
2π
(1− nσ)N2
∑
k′k1
Λk1k′ (ω)∆
∗
k1
∆k′ (35)
Λk1k′ (ω) = A
NL
k1k′
(−k − k1) δ (ω − ε−k1)− BNLk1k′ (−k − k1) δ (ω − ε−k1 − U)
+
Uξ−k−k1−k′δ (ω − εk′)
ηk1k′
(
ηk1k′ + U
) + Uξ−kδ (ω − εk′ − U)
ηk1k′
(
ηk1k′ − U
)
−Uξ−k−k1−k′δ (ω − εk′ − (1− nσ)U)(
ηk1k′ + nσU
) (
ηk1k′ − (1− nσ)U
) (36)
+
Uξ−kδ (ω − εk′ − nσU)(
ηk1k′ − nσU
) (
ηk1k′ + (1− nσ)U
)
At the half filling, the spectral density function AConσ (ω, k) does not be zero, while the
spectral density function AEmσ (ω, k) is zero. This means that at the half filling there only
emerge the collective modes corresponding to the electronic spin density wave, and the
uniform electronic pairing parameter ∆k′ is expectedly zero in the large U limit.
At the half filling, the last two terms residing around in the middle of the gap in the
expressions of the functions Γk1k′ (ω) and Λk1k′ (ω) are small quantities because they are
inverse proportion to U in the large U limit, and the contribution of the collective modes
to the spectral density function is not zero mainly around the lower and upper Hubbard
bands. Of course, for any electron density, the total spectral density function Aσ (ω, k) must
be positive, meanwhile it also satisfy the sum rule in Eq.(25).
The above properties of the spectral density function Aσ (ω, k) is based on the cut-off
approximations in Eq.(11). However, to high order approximations, if we solve the EOMs of
the correlation functions F
(nσnσX
∓
σ )
nliljqσ (t1, t2), under taking the cut-off approximations similar to
that in the Eq.(11) for the correlation functions belonging to the level L = 4 that emerge in
the EOMs of the correlation functions F
(nσnσX
∓
σ )
nliljqσ (t1, t2), we will find that the basic behavior of
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the spectral density function Aσ (ω, k) is unchanged, in which the total spectral weight of the
emerged states of electrons in the gap is also proportional to the hole doping concentration
δ in the large U limit, that is independent of the cut-off approximations in Eq.(11).
V. CONCLUSIONS
By introducing multipe-site correlation functions, we have proposed a hierarchical Green
function approach, and applied it to study a 2D square lattice Hubbard model by solving the
EOMs of one-particle Green function and related multipe-site correlation functions. Under
a cut-off approximation for the correlation functions belonging to the level L = 3 that
emerge in the EOMs of the multipe-site correlation functions F
(nσX
∓
σ
)
niljqσ (t1, t2). Then by using
the Fourier representation of these correlation functions, we have solved this set of closed
EOMs, and obtained an analytical expression of one-particle Green function with possible
order parameters emerging in the ground state. With this one-particle Green function, we
have calculated the spectral density function of electrons, and found that besides usual two
main peaks corresponding to the lower and upper Hubbard bands in the spectral density
function, there emerge some novel states between these two main peaks, and the total
spectral weight of these emerged states is proportional to the hole doping concentration
δ for large U , that is distinct from that one in a metal. Meanwhile, there also emerge
some collective modes related to possible charge/spin density wave and/or electronic pairing
density wave ordering states. However, at the half filling, it is a Mott insulator with a gap
that is in proportion to U in the large U limit. The present results are completely consistent
with the spectroscopy observations of the cuprate superconductors in normal states[11–13].
On the other hand, the appearence of the static correlation functions in the one-particle
Green function can be used to describe the intertwined orders observed in the normal state
of the cuprate superconductors. Moreover, the present approach can also be used to study
other quantum many particle systems, such as Anderson impurity model and Heisenberg
model.
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