over all choices of yl; . .,y,,,,. Zador ([53] ; see also [6] , [7] , [24] , [52] ) showed under quite general assumptions about p(x) that (n+Wn $Fn M2/"E( n, M, p) = G,, Lnp( x)n'(n+2) dx , (2) where G,, depends only on n. Zador also showed that l I'(;+ 1)2'n (n + 2) 77 ,G+(;+ 1)2'nr(l +f).
Asymptotically the upper and lower bounds in (3) agree, giving G,, -+ & = 0.0585498 . . . asn-too.
Since the probability density function p(x) only appears in the last term of (2), we may choose any convenient p( x) when attempting to find G,,. From now on we assume that the input x is uniformly distributed over a large region in n-dimensional space, and we can usually avoid edge effects by passing to a limiting situation with infinitely many yi. With this assumption the mean-squared error is minimized if each codepoint yi lies at the centroid of the corresponding Voronoi region V( y,) (see [24] ). It is known that, for an optimal one-dimensional quantizer with a uniform input distribution, the points y, should be uniformly spaced along the real line; correspondingly G, = $ = 0.08333 ' . . .
Similarly for the optimal two-dimensional quantizer it is known that the points yi should form the hexagonal lattice 001%9448/82/0300-0211$00.75 01982 IEEE Similarly in four dimensions he conjectures that the optimal quantizer is based on the lattice D4, and that G4 = 0.076602 (8) (obtained by Monte Carlo integration). Furthermore, he conjectures that, in all dimensions, any optimal quantizer is such that for large M the Voronoi regions V( y,) are all congruent, to some polytope P say. For such a quantizer we obtain, from (1) and (2),
where f is the centroid of P. The expression on the right makes sense for any polytope and will be denoted by G(P): we refer to it as the dimensionless second moment of P. It is also convenient to have symbols for the volume, unnormalized second moment, and normalized second moment of P: these are vol(P) =Jfx, u(P) =Lllx-fl12dx, and w> I(P) = ___ vol(P) '
respectively. Then G(P) = L w> = 1 I(P) n vol(P)'+2'n n vol(P)2'n' If Gersho's conjecture is correct then G,, may be determined from G, = *G(P),
taken over all n-dimensional space-filling polytopes. Whether or not the conjecture is true, any value of G(P) for a space-filling polytope is an upper bound to G,,. Furthermore (I), (2) and (9) allow us to interpret G,, and G(P) as mean-squared quahtization errors per symbol, assuming a uniform input distribution to the quantizer. In the second application, the same Euclidean code Yl?. . * ,y, is used as a code for the Gaussian channel. Now the Voronoi regions are the decoding regions: all points x in the interior of V( y,) are decoded as y,. If the codewords are equally likely and all the Voronoi regions V( yi) are congruent to a polytope P, the probability of correct decoding is proportional to I eKx'x dx.
P
The description of the Voronoi regions given in Section III thus makes it possible to calculate this probability exactly for many Euclidean codes. These results will be described elsewhere.
B. Summary of Results
In Sections II and III we compute G(P) for a number of important polytopes (not just space-filling ones), including all regular polytopes (see Theorem 4). The three-and four-dimensional polytopes are compared in Tables I and  II . The chief tools are Dirichlet's integral (Theorem l), an explicit formula for the second moment of an n-simplex (Theorem 2), and a recursion formula giving the second moment of a polytope in terms of its cells (Theorem 3).
In Section III we study lattices, in particular the root lattices A,, D,, E6, E,, E,, and their duals (defined in Section III-A). We determine the Voronoi regions for these lattices, and their second moments. The second moment gives the average squared distance of a point from the lattice. The maximum distance of any point of the underlying space from the lattice is its covering radius. The covering radii of these lattices were mostly already known (see for example [2] , [4] , [31] ), but for completeness we rederive them. The final section (Section IV) compares the quantization errors of the different lattices-see Table V and Fig. 20. E, is the clear winner.
It is worth mentioning that for most of these lattices there are very fast algorithms for finding the closest lattice point to an arbitrary point; these are described in a companion paper [12] . The sizes of the spherical codes obtained from these lattices have been tabulated in [47] .
Although we have tried to keep this paper as self-contained as possible, some familiarity with Coxeter's book [ 161 will be helpful to the reader. Z denotes the integers, Q the rationals and R the reals.
II. SECOND MOMENTS OF POLYTOPES
In this section we compute the second moments of a number of fairly simple polytopes; many others will be analyzed in Section III. The methods used are described in Theorems 1-3. A polytope in this paper means a convex region of R" enclosed by a finite number of hyperplanes (cf. [ 16, p. 1261 where the integral on the left is taken over the region bounded by x, I 0; * .,x,, 2 0 and x1 + . . * x, I 1.
B. Generalized Octahedron or Crosspolytope
Consider for example the n-dimensional generalized octahedron or crosspolytope /I, [16, p. 1211 of edge-length 21. Taking!= 1, QI, = 1 (to get the volume) or (Y, = 3 (to get the second moment) and (Y~ = 1 for i L 2 in Theorem find
(n !)*" GtPn) = 2(n + l)(n + 2) --$ = 0.0676676 . . . asn+co.
1 we
C, The n-Sphere
As a second application, for the n-dimensional (solid) sphere S, of radius p we find It is clear from the definition that the sphere has the smallest value of G(P) of any figure [53] . Thus G, 2 G(S,) for all n, which is the sphere lower bound of (3) (see Fig. 20) . Unfortunately quantizers cannot be built with either generalized octahedra (for n 2 3) or spheres (for n L 2) as Voronoi regions, since these objects do not fill space. In other words I, is equal to the second moment of a system of n + 1 particles each of mass l/(n + l)(n + 2) placed at the vertices and one particle of mass (n + l)/(n + 2) placed at the barycenter. For n = 1,2, and 3 the values of G(P) are l/12, l/60 = 0.0962250 . * . , and 3*13/20 = 0.104004 * * . , and G(P) increases monotonically with n.
F. Volume and Second Moment of a Polytope in Terms of its Cells
Instead of decomposing a figure into simplexes one may proceed by induction, expressing the volume and second moment of a' polytope in terms of the volume and second moment of its cells, then in terms of its (n -2)-dimensional faces, and so on. Theorem 3 is the basis for this procedure.
Suppose P is an n-dimensional polytope with N, congruent cells F, , F;, F;', . . . , N2 congruent cells F2, F;, F;', . . . , and so on. Suppose also that P contains a point 0 such that all of the generalized pyramids OF,;, OF;, . . . are congruent, all of OF,, OF;, . . . are congruent,. 1. . Let ui E I;; be the foot of the perpendicular from 0 to E;:, let hi = ((Oaill, and let V,-,(i) be of volume of I;, and U,-,(i) the unnormalized second moment of 4. about ai.
Theorem 3: The volume and unnormalized second moment about 0 of P are given by
Proof: Follows from elementary calculus by dividing each generalized pyramid O& into slabs parallel to the cell 4.
G. Truncated Octahedron
For example let P be the truncated octahedron with vertices consisting of all permutations of $ZZ(O, 2 1, '2). P has N, = 6 square cells and N2 = 8 cells which are regular hexagons, all with edge-length 21. The second moments of these cells can be calculated directly, or else found in Section II-I below. Then from the theorem we find that 6 .
8 . The values of g, vol( P) and R, are tabulated for all regular polytopes in [16, table I, pp. 292-2951 . We have already dealt with the simplex and generalized octahedron. For an n-dimensional cube G(P) = l/12 for all n (since the cube is a direct product of line segments). We now treat the remaining regular polytopes. The next theorem gives an explicit formula for the second moment of any regular polytope. Suppose P is an n-dimensional regular polytope [ 161. For 0 Ij I n choose a j-dimensional face I;; of P so that Fb & F, . . . C F, = P, and let 0, be the center of q., Rj = llOnOJ-ll, and forj 2 1 let 5 = I]Oj-,OjII. Thus y/ is the inradius of Fj measured from O,, and q2 = R,'-, -Rf. Let Nj, j-, be the number of (( j -1)-dimensional) cells of E;;. Then it is known that the symmetry group of P has order If P is a regular p-gon of edge-length 21 then from Theorem 4 we find vol(P) =p[Zcot;,
Forp = 3,4, and 6, G(P) = l/60, l/12, and 5/36fi.
(see [16, p. 130]) , and that the volume of P is vol(P) = N&, .++N2,, N,,0. 'lr2;;*l" (18) (see [16, p. 1371 ).
Theorem 4: The second moment of any n-dimensional regular polytope P about its center 0, is given by I(P) = 2 (n + l)(n + 2) 4 R2, -i-2R: + 3R; + . . . +nR2,-,)
or equivalently
Proofi The proof is by induction, the one-dimensional case being immediate. From Theorem 3 we have u(p) = N;* ;-;G [r,"K-,w + u,-ml, where (from (18) and the induction hypothesis) The three-and four-dimensional polytopes that have been considered are compared in Tables I and II. 
III. VORONOI REGIONS OF LATTICES AND THE

MEAN-SQUARE ERROR OF LATTICE QUANTIZERS
In this section we determine the Voronoi regions of various n-dimensional lattices, and their volumes and second moments. Since these lattices can be used to construct n-dimensional quantizers for uniformly distributed inputs, the dimensionless second moments give upper bounds to G, (see (10) and Section IV). The lattices considered are the root lattices' and their duals, namely A,,, AZ, D,,, D,*, Es, E,, and E, (we shall not consider Et or ET here, while E; = E,). ' A root lattice is a lattice spanned by the root system of a Lie algebra-see For general information about lattices see for example 141, [51, PI, WI, [141-1171, WI, [32l, [381, [391, and [451-[471. In particular if A is a lattice in R" the dual (or reciprocal or polar) lattice A* consists of all points x in the span QR such that x * y E Z for ally E A. Since all the points in a lattice are equivalent, it is enough to find the Voronoi region around the origin, i.e., the closed set
The volume of the Voronoi region can be written down immediately from the other standard parameters of the lattice:
where V, is the volume of a unit sphere in R", 2p is the minimum distance between the points of A, and A, 6 and d are respectively the density, center density, and determinant of A. The covering radius will be denoted by R,.
A. Definition of the Root Lattices
For n z 1, A,, is the n-dimensional2 lattice consisting of the points (x,,, x,; * .,xn) in Z*+' with XX; = 0. The dual At consists of the union of n + 1 cosets of A,:
and i + j = n + 1. For n = 1 and 2, AZ = A, (i.e., they differ only by a rotation and change of scale). For n 2 2, D,, consists of the points (x,, x2,*.*,x,,) in Z" with Xx, even. In other words, if we color the integer lattice points alternately red and blue in a checkerboard coloring, D,, consists of the red points. The dual D,* is the union of four cosets of D,,: There are many possible definitions of the lattices E6, E,, and E, (see the references given at the beginning of this section). We shall use the following: Es is the union of D, and the coset In other words E, consists of the points (x,, . . . ,xs) with xi E Z' and Xx, even, together with the points (y,; . .,ys) with y, E Z + i and Zyi even. E, is a subspace of dimension 7 in E,, consisting of the points (u,, * * a, us) E E, with u, = -us. E6 is a subspace of dimension 6 in Es, consisting of the points (u,; * *,us) E E, with ug = u7 = --us.
B. Voronoi Region of a Root Lattice
In this section we give a uniform method for finding the Voronoi region of any root lattice A (the dual lattices must be handled differently). The method is based on finding a fundamental simplex for the affine Weyl group of the lattice (cf. The (ordinary) Weyl group W(A) of an n-dimensional root lattice A is a certain finite group of orthogonal transformations of R" which sends A to itself (for the precise definition see [5, p. 1431 or [30, p. 43] (A) , defining the group in terms of generators and relations; however we shall not make use of this interpretation here. Second, it can be used to specify a fundamental simplex S for W, (A) . This is an n-dimensional closed simplex whose images under the action of W,(A) are distinct and tile R". In other words we can write
gE W, (A) where (except for the boundaries of g(S), a set of measure zero)' each point x E R " belongs to a unique g(S). In this interpretation the nodes of the diagram represent the hyperplanes which are the walls of the fundamental simplex [ 16, p. 1911 . The angle between two walls or hyperplanes is indicated by the branch of the diagram joining the corresponding nodes. If the hyperplanes are at an angle of m/3 the nodes are joined by a single branch, if the angle is m/4 they are joined by a double branch (see Fig. 4 ), if the angle is r/p with p > 4 they are joined by a branch labeled p, and finally if the hyperplanes are perpendicular the nodes x, + X8' x2 + + x, x2=x3 x3 = xq X,' x2 x4= x5
+cx,+ '-+ x5-x6-x,txg)=l (4 are not joined by a branch. The nodes in Figs. 1-3 have been labeled with the equations to the corresponding hyperplanes.
In the third interpretation the nodes in the extended Coxeter-Dynkin diagram are taken to represent the vertices of a fundamental simplex, rather than the bounding hyperplanes. Each node represents the vertex opposite to the corresponding hyperplane (some examples are shown in Figs. 6, 8, and 9)-see [16, p. 1961. One of the nodes in the diagram is indicated by a solid circle. This is the extending node; removing it leaves a Coxeter-Dynkin diagram for the Weyl group W(A). Of the n + 1 hyperplanes represented by the extended diagram, all except that corresponding to the extending node pass through the origin. It is helpful to think of the latter hyperplane as forming the roof of the fundamental simplex. The vertex of the fundamental simplex opposite the roof is the origin.
For later use we remark that the finite Weyl group W(A) also has a fundamental domain, consisting of an infinite cone centered at the origin. A fundamental simplex for W,(A) is obtained by taking the finite part of the cone beneath the roof. The intersection of this cone with the roof, or more precisely with a unit sphere centered at the origin, is a spherical simplex. The Coxeter-Dynkin diagram for W(A)-i.e., with the extending node deleted-describes this spherical simplex in the same way as the extended diagram describes the fundamental simplex for W,(A).
These spherical simplexes and (unextended) Coxeter-Dynkin diagrams can be used to define the Weyl groups of all the root systems (and not just the root lattices A,,, D,,, and E,,) . In Sections F and G we shall require the spherical simplexes corresponding to W ( A,) and W( C,), shown in Fig. 4 . The Weyl group W (A,) is usually written as [3"-'1 and is isomorphic to the symmetric group on n + 1 letters. W(C,) is written [3n-2, 41 and has order 2"n!.
(See [31, [51, V61, [181, and [301.) Lemma: The origin is the closest lattice point to any interior point of the fundamental simplex.
Proof: Let u be the closest lattice point to x E S. Suppose u # 0. Then u @ S, and u and x are on opposite sides of a reflecting hyperplane of W, (A) . Let U' E A be the image of u in this hyperplane, and let y be the foot of the perpendicular from x to the line uu' (see Fig. 5 ). Then II xu'l12 = llxyll 2 + II yu'll 2 < llxyll 2 + II yull 2 = IIXUII *, and x is closer to u' than to u, a contradiction. Therefore u = 0.
The connection between the fundamental simplex and the Voronoi region is given by the following basic theorem.
Theorem 5: For any root lattice A, the Voronoi region around the origin is the union of the images of the fundamental simplex under the Weyl group W(A).
Proof: Let x be any point of the Voronoi region around the origin. From (29) x E g(S) for some g E W, (A) . Suppose x is an interior point of g(S). By the lemma, the closest lattice point to x is g (0) . Therefore g(0) = 0, g E W(A), and
We omit the discussion of the case when x is a boundary point of g(S). The converse statement, that x E Ug(S) implies x is in the Voronoi region, follows by reversing the steps.
It follows from Theorem 5 that the Voronoi region is the union of 1 W(A) 1 copies of the fundamental simplex S. Furthermore the cells of the Voronoi region are the images of the roof of the fundamental simplex under W (A) . Thus the Voronoi region is bounded by hyperplanes which are the perpendicular bisectors of the lines joining 0 to its nearest neighbors in the lattice.
Corollary: The number of (n -1)-dimensional cells of the Voronoi region of a root lattice is equal to the contact number of the lattice (the number of nearest neighbors of any lattice point).
This is not true for all lattices, as we shall see in Section III-H.
The second moment of the Voronoi region can now be obtained from that of the fundamental simplex. The results are given in the following sections. 
Once the Voronoi region has been found we can also determine the points in R" at maximum distance from the lattice, since these are necessarily vertices of the Voronoi regions. From (30) it follows that the covering radius of A, (the maximum distance of any point in IR" from A,) is where p is the packing radius (see (27) ) and a = [(n + 1)/2], b = n + 1 -a. Typical points at this distance from A, are the vertex V~ of V (0) 
and its images under W(A,).
The lattice A, consists of equally spaced points on the real line, and G(A,) = l/12. The lattice A, is the hexagonal lattice, the fundamental simplex is an equilateral triangle, the Voronoi region is a hexagon, and G(A,) = 5/36fi (compare Section II-I). The lattice A, is the face-centered cubic lattice, the densest known sphere packing in R3, the Voronoi region is a rhombic dodecahedron ( Fig. 7 ; see also [33, p. 1301 and [22, p. 294 and anaglyph XI]), and G(A,) = 2-"/3 = 0.0787451 . . . .
For n = 1 and 2 it is known that A, is the optimal quantizer (see (5) and (6)) but for n = 3 the dual lattice A: is better. The values of G( A,) for n I 9 are plotted in Fig.  20 . G ( A,) decreases to its minimum value of 0.0773907 . . . at n = 8 and then slowly increases to l/l2 as n + 00. Fig. 20. G(D,,) takes its minimum value of 0.0755905 ' ' ' at n = 6 and then slowly increases to l/ 12 asn-t 00.
E. Voronoi Regions for E6, E,, E8
The vertices of fundamental simplexes for E6, E,, and Es are shown in Fig. 9 . For E, ,5,8,12,18,30,-42,42 ),
The covering radius of E, is R, = fl = pfi, as illustrated by the vertex (OS, -1,3, -t) . (34) 51t is not difficult to give a direct proof of this statement; it also follows from Theorem 8 below.
For Es, I W (E,) I= 27 . 34. 5 = 51840, d = 3, a= &0,3,5,8,14,-14,-14,14) ,
The Voronoi regions for E, and E, are the r&pro-cals of the Gosset polytopes 2,, and l,, described in [ 16, pp. 202-2031 . The covering radius of E6 is R, = 2/ J"; = p,/8/3 , as illustrated by the vertices (OS,-2/3,-2/3,2/3) and(04,1,-l/3,-1/3,1/3).
F. voronoi Region for D,*
In order to determine the Voronoi regions for the dual lattices A*, and D,* we shall use Wythoff 's construction, as described in [ 131 and [ 16, 0 11.61 . The idea is to construct new polytopes out of the spherical simplexes described in Section B, the vertices of the new polytope being indicated by drawing rings around certain nodes in the CoxeterDynkin diagram. More precisely, let u,, . . . , v* be the vertices of a spherical simplex for a Weyl group w (A) . If a single node of the diagram is ringed, say that corresponding to u,, the vertices of the new polytope are the images of vi under the Weyl group. If two or more nodes are ringed, say those corresponding to ui,qoj, . . . , the symbol represents a polytope whose vertices are the images under l%'(A) of some interior point of the spherical subsimplex with vertices vi, vj, . . * . We can adjust the metrical properties of the polytope (for example, equalize its edge lengths) by choosing this interior point suitably. Some one-, two-, and three-dimensional examples are shown in Fig. 10 ; others may be found in [13] and [16] .
We now use this construction to find the Voronoi region for D,*, n 2 3. In Section III-A we saw (using the second definition) that D,* is the union of the sets (2Z)n and (1") + (2Z)". The closest points to the origin from the first set consist of 2n points of the form (t-2, On-'), and the closest from the second set consist of 2" points of the form (2 1"). The Voronoi region P'(O) is the intersection of the Voronoi regions determined by these two sets. The first of these, P say, is a cube centered at zero with vertices (2 1"). The second, Q say, is a generalized octahedron with vertices (*n/2,0"-').
F ur th ermore Q can be obtained by reciprocating P in a sphere of radius p = @ centered at the origin.
Thus the Voronoi region v(O) is the intersection of P and a reciprocal polytope Q = P*. In other words v(O) is obtained by truncating P in the manner described in [ 16, p. 1471, and is therefore specified by ringing one or two nodes of the Coxeter-Dynkin diagram (Fig. 4(b) ) for the spherical simplex of P ([13] , [16, 0 8 .1 aad 0 11.71).
The radii Rj (defined in Section II-H) for the cube P are given by Rj D"e--. . . p of the sphere of reciprocation is equal to R,,,, and we must ring the node labeled n/2 in Fig. 4(b) . If n is odd p lies between R,,-,j,2 and Rl,+,j,2 and both nodes (n -1)/2 and (n + 1)/2 must be ringed. We have therefore established the following theorem.
Theorem 6: The Voronoi region around the origin of the lattice D,* is the polytope defined by the diagrams in Fig.  11 .
The coordinates for p( n, k) and 6( n, k) given below show that the edge-lengths of the Voronoi regions are all equal. In Coxeter's notation [ 16, p. 1461 the Voronoi region for D,: is { 3 3 *'* 3 3 3 -*-3 4 I, with t -1 threes in each row, and for D&+, it is ( 3 3 3 3 3 ... .-* 3 3 4 1 with t -1 threes in the top and bottom rows. We shall determine the second moments of these Voronoi regions recursively, using Theorem 3. In order to do this it will be necessary to find the second moments of all the polytopes a( n, k), /3( n, k), y( n, k), and 6( n, k) defined in Fig. 12 . In this notation the Voronoi region of D,* is (up to a scale factor) equal to P(n, n/2) if n is even and to &n,(n -1)/2) f i n is odd. Let R,(n, k), V,(n, k), and U,( n, k) denote respectively the circumradius, volume, and unnormalized second moment about the center of a(n, k), with a similar notation for p( n, k), y( n, k), and S( n, k).
For the vertices of the polytope a( n, k) it is convenient to take the points in tin+' whose coordinates are all Fig. 13 . The polytope CY( n, k) has n + 1 cells of type a( n -1, k -1) and n + I of type (~(n -1, k). Fig, 12 . Polytopes a(n, k), /3(n, k), y(n, k), and 6(n, k). In general (Y( n, k) has n nodes with the k th node from the right ringed, and y( n, k) has n nodes with the k th and (k + l)st ringed (except that y(n,O) = n(n, 1) and y(n, n) = a(n, n)). &n, k) and 6(n, k) are the same as (u( n, k) and y( n, k), respectively, except that the left branch is a double bond. By convention 01(0,0) and y(O,O) represent a point.
permutations of (OnMk+', lk) [16, pp. 157-1581 . The centroid of a(n, k) is the point
and so the circumradius is
Similarly p( n , k) has vertices (0 n-k+',*lk), Rg(n, k) = fi, y(n, k) has vertices (Onek, 1,2k), R,(n,k) = {v 8(n, k) has vertices (OnPk,fl, *2k), R,(n, k) = d4k + 1 .
(These polytopes appear with different names in [17] .) Each of these polytopes has two kinds of cells obtained by deleting either the left or the right node of its diagram [ 16, 0 !j 7.6, 11.6, 11.71 . For example deleting the left node of the a( n, k) diagram produces an a(n -1, k -l), while deleting the right node produces an a(n -1, k). Thus in general a( n, k) has cells of type a( n -1, k -1) and a( n -1, k). (If k = 0 the first type is absent, while if k = n the second type is absent.) The number of cells of each type is given by the ratio of the orders of the underlying Weyl groups (obtained by ignoring the rings on the diagram). Thus the number of a(n -1, k -1)-type cells of.an a(n, k) is I 13"~'I I = (n + W = n + 1
This is also the number of a(n -1, k)-type cells. We represent this process of finding the cells by the graph shown in Fig. 13 . We can now apply Theorem 3 to a(n, k), obtaining
the subscripts on h standing for left and right. If we write
\in + 1 K(n, k) = u,(n, k) (n + 2)r , (38) then va and U, are integers satisfying the recurrences o,(n, k) = (n -k + l)u,(n -1, k -1) + ku,(n -1, k), (39) for n L 2 and 1 5 k I n, with u,(n,O) = u,(n, n + 1) = 0 for n 1 1, and u,(l,l) = 1, and u,(n, k) = (n -k + 1)3v,(n -1, k -1) +k3va(n -1, k)
for n 2 2 and 1 I k 5n, with u,(n,O) = u,(n, n + 1) = 0 for n L 1, and u,( 1,1) = 1. The first few values of V, and U, are shown in Table III 
j=O There is a more complicated formula for u,( n, k) which we omit.
Similarly for the polytope /3(n, k) we have the graph shown in Fig. 14 , and writing -?I Up(n, k) = +(n, k) (n y2), , THE FIRST FEW VALLJESQF v,(n, k),u,(n,k) ,q(n,k), AND u,J", k ).THE DIAGONALS CORRESPOND TO k = 1.2,.
,/' I for n 2 1 and 0 5 k 5 n, with uy(n,--1) = u&n, n + 1) = we obtain the recurrences 0 for n 10, and u,(O, 0) = 0;
for n L 2 and 1 I k 5 n, with Qn,O) = 0 for n 2 1, and for n 2 1 and 0 I k I n, with u,(n,-1) = 0 for n IO, vP(l,l) = 1, and and ~(0, 0) = 1;
for n22 and lIk_(n, with u,(n,O)=O for nrl, +2nu,(n -1, k -l), (51) uP( 1,1) = 2 (see Table III ). Furthermore one can show by for n 2 1 and 0 5 k 4 n, with uJn,-1) = 0 for n 2 0, induction that and u,(O, 0) = 0 (see Table IV ). Also qj(n, k) = i: q& i),
i=l I+, k) = i (-l)'(' ; ')(2k + 1 -2j)", j=O which implies I+( n, n) = n !. Since the v,( n, k) satisfy u,( n, k) = u,( n, n -k + 1) it follows that vp(2t, t) = ;(zt)! The j-dimensional faces of (~(n, k); . .,6(n, k) for any j can be found from Figs. 15 and 16. The special cases we are most interested in are P(2t, t) and 6(2t + 1, t), the Voronoi regions for D2*t and D,*,+, respectively. For Dzt we have 
G. Voronoi Region for AZ Theorem 7: The Voronoi region for the lattice A: is the polytope P,, defined in Fig. 17 . If we rescale AZ by multiplying it by n + 1, the vertices of the Voronoi region may be taken to be the images of the point
under the action of the Weyl group W(A,).
Since u is sometimes referred to as the Weyl vector for A, (see [lo] ), it is appropriate to call P,, the Weylpolytope of A,. The case n = 4 of this theorem may be found in [ 15, pp. 72-731. Sketch of Proof: It is easy to check that e is equidistant from the walls of the fundamental simplex S for A,; i.e. that u is the incenter of S. Let P be the convex hull of the images of u under W (A,) . Since the walls of S are reflecting hyperplanes for W&4,), P and its images under W, (A,) tile R". Thus P is the Voronoi region for some lattice A c A:. But A must contain all the points (28), since these are the images of 0 in the walls of P. Since these points span A:, A = A*
The second moment of P,, may be found as follows. First, the covering radius of At, R,(n) say, is the circumradius of P,,, which is R,(n)=fi= (;(n;2))"2 (57) since now p = \in( n + 1)/4, and the volume of P,, is V, = (n + l)n-"2 from (27). (58) Let &, = I( P,,) be the normalized second moment. A typical cell of P, is obtained by deleting say the r th node from the left in Fig. 17 , and is a prism P, X P, with r + s = n -1 (see Fig. 18 ). The number of such faces is I w(4) I 
Furthermore I( P, X P,) = Z, + Z,. Let h,, be the height of the perpendicular from the center of P, to a typical face P, X P,. Then (see We have seen in the Corollary to Theorem 5 that for a root lattice the walls of the Voronoi region are determined solely by the minimum vectors of the lattice. To give a precise statement of this property for an arbitrary lattice A, let us write A = A0 U A, U A, U . . . , where Ai, the i th layer from the origin, is chosen so that u . u is a constant Xi (say) for all u E Ai, and 0 g X, < h, < h, < . . . . We say that the Voronoi region is determined by the first layer of the lattice if the walls of the Voronoi region around the origin, V(O) (0) is determined by the first layer of the lattice, then V(0) is the reciprocal of the vertex figure of A at the origin. Equivalently, V (0) The final two theorems give sufficient conditions for this property to hold. ,082
Theorem 9: Suppose that (i) A, c A, + A, + * . . + A, (r times) and (ii) r-X, 5 X,, for all r = 1,2, * . . . Then the Voronoi region is determined by the first layer.
Condition (i) states that A, spans A, and moreover does it economically in the sense that any vector in A, is the sum of not more than r vectors of A,. In practice this condition is very easily checked by induction. An important class of lattices satisfying (i) are those obtained by applying Construction A of [32] or [45] to a linear binary code with minimum distance 5 4, which is spanned by the codewords of minimum weight, and which if d < 4 has the additional property that no coordinate of the code is always 0. Theorem 9 can be used to give an alternative proof that any root lattice has the property. On the other hand the dual lattices A: for n > 3 and D,* for n 2 5 do not, as the previous section demonstrated, nor does the Leech lattice in 24 dimensions [9] , [32] . In fact one can show that the Voronoi region of the Leech lattice is determined just by the first two layers: in other words the Voronoi region has 196560 + 16773120 = 16969680 cells.
The best lattice quantizer in DB "-that with the lowest G(A)-is the dual of the densest lattice packing.
Certainly Es*, Eq, and the Leech lattice should be investigated.
It is worth drawing attention to the remarkably low value of the mean-squared error for Es (see Fig. 20 ). Furthermore there is a fast algorithm [12] available for performing the quantization with this lattice (and in fact for any of the lattices described here). A second test is the following. 
IV. COMPARISONOFQUANTIZERS
Comparing the different lattices analyzed in this section we see that the best quantizers found so far in dimensions I-10 are the following: The values of the dimensionless second moment G(A), which is our measure of the mean-squared quantization error per symbol, are shown in Table V and Fig. 20 , together with Zador's bounds (3). It is known that A, and A, are optimal, and it is tempting to make the following conjecture. quantizer in three dimensions," SIAM J. Discrete and Algebraic Methods, to appear.
