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Abstract 
In this publication an approach for increasing the absolute positioning accuracy of an industrial milling robot with help of a 
stereo camera system is presented. To measure the position and orientation of the robot tool center point, a specific adapter with 
retro reflective markers is mounted on the spindle. The calculation of the transformation of this target holder to the robot tool is 
part of this paper along with the calibration from the robot to the camera system. These datasets serve as the basis of a static pose 
control, where the robot absolute accuracy errors will be greatly reduced. 
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1. Introduction and scope of the work 
The high demand of efficient large scale machining operations by concurrently decreasing operating time and 
costs has led to a new strategy to use simultaneously machining industrial robots in contrast to specially designed 
large scaled portal machining centers since they are less expensive and more flexible (see Figure 1). The main 
disadvantage of calibrated industrial robots used for machining processes is their poor absolute accuracy, caused by 
the serial construction, low structural stiffness and gear backlash [1]. One option for an external feedback to increase 
the robot absolute accuracy can be found in the recent advancements in the field of photogrammetry combined with 
faster, low cost cameras and high computation power, delivering fast, highly accurate position measurements in a 
relatively large volume.  
This paper introduces the concept of a stereo camera system using the principles of stereo photogrammetry to 
determine the position and orientation (pose) of the robot tool center point (TCP) externally. In the experimental 
setup an industrial robot with a milling spindle is used. The camera system measures the position of retro-reflective 
targets which have been applied to a target holder specially designed for highly accurate pose measurements and 
high orientational accuracy. This target holder is mounted on the milling spindle next to the robot TCP and hence is 
observable during machining processes by the camera (see Figure 5). 
Additionally, a lasertracker system is used to calibrate pose relationships between the workpiece, the robot and 
the camera system as well as the pose relationship between the TCP and the milling tool. The calibrations and 
algorithms developed in this work demonstrate a precise way to calculate the absolute pose of the robot TCP with 
respect to the workpiece with help of the stereo camera system. A “Look Then Action” type iterative control 
strategy will be presented using repeated measurements of the robot end-effector in steady state. The camera system 
provides the actual position along with the intended target position from the robot control system, a target-actual 
comparison directly shows the positioning error. The iterative control strategy implemented in this work is helpful to 
analyse the behaviour of the realized controller.  
Advanced validation algorithms allow the monitoring of the accuracy during the process, with both the stereo 
camera system and the lasertracker to detect absolute positioning errors of the robot. The goal is to show that the 
robot position accuracy can be brought down to the magnitude of the total camera measurement inaccuracy.  
2. State of the art and motivation 
2.1. Machining of large CFRP components  
The transportation industry is opting more and more for lightweight materials such as composite materials which 
provide significant weight reduction without reducing the strength and stiffness [2]. In many industries like 
aerospace, construction works, railway transportation, automotive and military large scaled components made of 
CFRP are often preferred over conventional sheet metal due to their superior properties. Currently, machining 
processes are executed mostly by large gantry machining centers that show some specific inadequacies [3]. The 
construction of typical special machinery needs heavy duty foundation to absorb the high loads of the steel-made 
portals. Additionally the productivity of these machines is low, owing to the impracticalities involved in setting up a 
parallel machining process as only one machine can work on one part at a time.  
Flexible robotic systems would be able to overcome disadvantages of gantry machines as stated above. There are 
first attempts to develop mobile platforms, which can move entirely free in the production plant like in the project 
ProsihP II†. These mobile platforms are equipped with robotic systems which will perform the machining process 
once brought into position.  
 
 
†  ProsihP II: “Prozesssichere hochproduktive Präzisionsbearbeitung von CFK Großstrukturen”, 
Niedersachsenförderung: ZW 3-80140004 
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Figure 1: Gantry Machining center (left) and future concept of robotic platforms (right) © Fraunhofer IFAM  
The biggest advantage of mobile robotic machining centers is the parallel machining capability which reduces 
process cycle times significantly, offers flexible plant configurations and provides lower investment costs because of 
the utilization of cost effective automation components. However, the state of the art industrial robots do not provide 
the absolute positioning accuracy needed for machining of large components in their designated workspace. 
Moreover, the dynamic inaccuracy of the robot, which is the ability of the robot to follow the defined path 
accurately, is worse due to the internal vibrations and the acceleration of different joints [4]. Furthermore, the forces 
acting on the robot end-effector due to milling operation will cause further reduction in the robot positioning 
accuracy. In addition to this, the dimensional tolerances on the workpiece also play an important role. For example, 
tolerances for machining on certain large aircraft components can be in range of ± 0.2 mm. Thus, external sensor 
guidance is necessary for achieving higher absolute and dynamic accuracy from the robotic arm. 
2.2. Optical Measurement Systems  
Basically, two different systems are useful for position and pose measurement in large volumes. On one hand 
lasertracker systems deliver high accuracy [5] but always need spherical mirror reflectors or “tracker balls” in their 
line of sight [6]. On the other hand, camera systems with two or more cameras are able to measure multiple points in 
a certain volume with high accuracy at once, for which they require retroreflective markers that can be applied 
nearly on every surface. 
 
 
Figure 2: a) Leica lasertracker AT401 and b) Multi Camera System MoveInspect 
The following table describes advantages and disadvantages of a Leica AT401 lasertracker compared with the 
AICON stereo camera system. 
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 Table 1: comparison between lasertracker and stereo camera system 
 Lasertracker Leica AT401 [7] Stereo camera system MoveInspect HR [8] 
Absolute Accuracy ±15 μm + 6 μm/m over distance Up to 50 μm per m³ measuring volume 
Workspace Up to 100 m 1-2 m³, range is marker dependent 
Additional tools Retroreflective sphere mirrors Retroreflective markers 
Measurements Static Dynamic  
Total system costs ~80.000€ ~50.000€ 
 
Though the lasertracker has higher range and higher absolute accuracy, it comes with high costs and especially 
the disadvantage of visibility constraints and lack of dynamic measurement capabilities. Hence, in the project 
ProsihP II, a stereo camera system is chosen for measuring the robot TCP, while the lasertracker is used for 
calibrating purposes and to obtain the pose relationships between workpiece, camera and robot.  
3. Stereo camera vision 
This chapter describes the basics of stereo camera vision used in this work. The working principle of stereo-
photogrammetric measurements and the two different measurement systems which are necessary to identify the pose 
relationships between different system components will be explained in the following subsections. 
3.1. Photogrammetry working principle 
Photogrammetry can be described as the “science of measuring in photos” [9] and generally belongs to the field 
of Geodesy, Geoinformatics and Computer Vision. If a single image of an unknown object is considered only two-
dimensional coordinates can be obtained, however with a second perspective of the same object – known from the 
human vision – we are able to calculate 3D-positions of the objects in the images. This principle, known as 
stereoscopic viewing, needs at least two cameras, however more cameras can increase the accuracy. A typical image 
processing and the dataflow in the automatic image data processing for a stereoscopic system are explained in [10]. 
To obtain the correct 3D-position of points in 3D either the exact geometrical relationship between the cameras 
or some kind of known scale in the images is needed. This is exactly what distinguishes the next two presented 
systems. 
3.2. Stereo camera system MoveInspect HR 
The AICON MoveInspect stereo camera system consists of two cameras as shown in Figure 2b). The measuring 
principle uses the known relationship between the two cameras for identifying 3D-positions of retroreflective 
markers where the field-of-view of both cameras intersects. Therefore a calibration process must be performed after 
installing the system. With known geometrical information from i.e. scalebars multiple measurements lead to 
information that is used for calculating the complete transformation between the cameras. This is done by 
photogrammetric bundle adjustment algorithms [10] which is beyond the scope of this paper. 
The camera system is capable of measuring multiple markers simultaneously and dynamically at frequencies of 
up to 10 Hz in a large workspace. However with further distance the accuracy decreases. Tests and results therefrom 
are discussed in chapter 4. 
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Figure 3: a) AICON DPA System [5] and b) measurement setup for the target holder at Fraunhofer IFAM 
3.3. AICON DPA 
The AICON DPA is a digital photogrammetric station, which is able to retrieve object data like 3D-coordinates 
from digital imagery. Therefore a handheld digital single-lens reflex camera with high resolution and sensor size is 
used to capture several photos from different angles around the object to be measured [12]. To create a local 
reference coordinate system, scalebars are used (Figure 3a)). Additionally multiple coded markers are placed around 
the object. Here the target holder with its uncoded targets is the object that should be measured with respect to the 
helper frame on top of the milling spindle which is possible by mounting HUBBS photogrammetric markers on the 
helper frame. 
Figure 3 b) shows the prepared setup for the calibration using the AICON DPA system. Several images of the 
setup are taken to produce high quality images from different directions and orientations. These images are uploaded 
to the AICON software to calculate accurate position vectors of each retro reflective marker with respect to the 
helper frame and computing a respective 6D-posevector which is described in chapter 4.2. 
4. System configuration 
4.1. Target holder layout 
The absolute accuracy of the system depends considerably on the target holder design. Hence, special attention is 
paid to its design which needs to provide large levers between the individual markers, high visibility from different 
angles and structural stiffness by avoiding interfering contours which would greatly reduce the operational area. The 
target holder prototype displayed in Figure 4 is built via 3D-printing and made of acrylonitrile butadiene styrene 
(ABS), which provides high strength, rigidity and resistance against oscillation. The holder is clamped around the 
milling spindle and secured against any slipping or shifting to prevent the loss of the identified transformation 
between target holder and helper frame measured by the DPA system. 
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Figure 4: CAD-Model of Target Holder Design and marker point cloud after AICON DPA measurement 
4.2. Target holder calibration 
The target holder calibration can also be obtained with the help of the stereo camera system by executing 
multiple pose measurements and obtaining a best fit for the calibration by minimizing errors as suggested in [13]. 
However, compared to the stereo camera system, the calibration generated with the DPA system is more accurate 
and hence is utilized in this work. 
As explained in section 3.3, the measurement setup is prepared and multiple images are taken in order to 
calculate position vectors of each reflective target with respect to the helper frame. The software can configure the 
entire target holder as a calibrated measurement body or as an “adapter” since the 3D position of each retro-
reflective target is known with respect to each other and also with respect to a common coordinate system. AICON’s 
software measures the positions of the retro-reflective targets and then compares it with the adapter data to find 
positions of all invisible targets. This information is then utilized to accurately determine the three points on the 
helper frame to generate the pose of the helper frame with respect to the camera coordinate system. 
4.3.  Stereo camera to lasertracker transformation 
The overall goal of the implemented process is precise positioning of the milling tool with respect to the 
workpiece. The pose of the workpiece is measured with the lasertracker. Therefore, to determine the pose of the 
camera system with respect to the workpiece, the pose between camera system and lasertracker is calibrated in this 
work. Another important advantage of this transformation is that it provides an alternative to the traditionally used 
transformation between the robot base and the camera coordinate system. The robot base to camera transformation 
is inaccurate as it includes highly erroneous robot poses thus, if used, increases the overall inaccuracy of the system. 
To calibrate this transformation, a common coordinate system which is known to both stereo camera system and 
the lasertracker has to be measured. Since the stereo camera can indirectly measure the position of the helper frame 
ୌ and the lasertracker can directly measure the 3D position of the helper frame with help of the reflector tooling 
ball, the origin point of the helper frame is utilized for the measurement. To successfully measure a coordinate 
system, the robot is moved to three different poses and the positions of the helper frame with respect to lasertracker 
ܚ୑௜ୖ୐ , where ݅ א ሼͳǡʹǡ͵ሽ and with respect to stereo camera ܚ୑௜ୖେ  are measured [14]. These three measurement 
positions are selected so that they are not co-linear and the distance between the positions are as high as possible 
since the angular accuracy of the mathematically defined frame depends on the distance between the measured 
points. 
After the measurement of three positions, the measurement frame୑ shown in Figure 5 is constructed and thus, 
the transformation between measurement frame and stereo camera ܂ୖେ୑  and the transformation between the 
measurement frame and lasertracker܂ୖ୐୑  are calculated. Having these transformations, the geometrical relationship 
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between stereo camera and lasertracker can be calculated with the following equation 
܂ୖ୐ୖେ ൌ ܂ୖ୐୑ ൫܂ୖେ୑ ൯
ିଵ
Ǥ (1) 
Here܂ means a homogeneous Թ૝ൈ૝ transformation matrix. The calibration process of the stereo camera to the 
lasertracker frame includes measurement errors of both stereo camera and lasertracker. Additionally, the 
inaccuracies of the target holder calibration are included. The impact on the accuracy depends on the lever length 
between the target holder and the helper frame. However, highly accurate measurement devices and suitable layout 
of the target holder ensure minimum inaccuracy of the calibration. Note has to be taken that the high robot 
positioning errors are completely bypassed. 
4.4. Analysis of stereo camera to lasertracker calibration 
Since the lasertracker is used to determine the workpiece coordinate system, it can be utilized to check the 
accuracy of the (indirect) camera measurements of the helper frame position with respect to the workpiece. With 
respect to the static closed loop control, it is only possible to check the effective camera accuracy which is 
influenced by the calibration errors of the transformation܂ୖ୐ୖେ. It is assumed here that the lasertracker measurement 
errors can be neglected because they are insignificant compared to the camera measurement errors. The effective 
accuracy of the measurement of helper frame with respect to workpiece can be calculated by first measuring the 
position of the helper frame with lasertracker and then transferring this measurement to the camera coordinate 
system using stereo camera to lasertracker transformation ܂ୖ୐ୖେ  and afterwards comparing it with the position 
measured by the camera system. In the following the symbol ܚ א Թ૜ describes the measured positions where the 
subscript “L” means that the position is measured with the lasertracker, while the subscript “C” indicates the 
position measured with the camera system. The norm ୖେ characterizes the effective accuracy of one measured 
position: 
൬ ܚୌ୐
ୖେ
ͳ
൰ ൌ ൫܂ୖ୐ୖେ൯
ିଵ
൬ ܚୌ୐
ୖ୐
ͳ
൰ǡ (2) 
ୖେ ൌ ԡ ܚୌେୖେ െ ܚୌ ୐ୖେ ԡଶǤ (3) 
 
Figure 5: used transformations and frames (left); results of camera accuracy in field of view (right) 
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For better representation of the errors, a virtual frame  as shown in Figure 5 is created with the same orientation 
like the camera system and is positioned between the two cameras on same height and approximately 1.4 m apart. In 
this setup multiple measurements along the three principal axes of  are made. As shown in Figure 5, the effective 
measurement errors of the camera increase with increasing distance ݖ
  from the camera which is mainly due to 
propagation of measurement errors of ݔ
 -and ݕ
 -coordinates and decreasing number of pixels representing a marker 
in the image plane as well as defocusing of the markers. The behaviour along ݔ
  and ݕ
  direction is because of the 
steep viewing angle of the markers which increases measurement inaccuracy owing to the elliptical fitting algorithm 
and its propagation into the calculation of the ݖ -coordinate. Furthermore, increasing position measurement 
inaccuracy also increases the lever effect between targets and helper frame, thus further reducing the measurement 
accuracy of the camera system. Analysing the results of this test, an idea regarding the optimal operation volume can 
be approximated. As the measurement inaccuracies are minimal near the master camera, the best operation position 
for the robot would be in the central region of the camera field of view and as near to the camera focal plane as 
possible.  
5. Static robot pose control 
After identifying all necessary calibrations, a “Look Then Action” type of pose control is implemented using 
stereo camera measurements. In this work, the absolute pose inaccuracy of the robot is compensated through an 
iterative static control using stereo camera measurements as feedback and is validated using lasertracker 
measurements. 
5.1. Control strategy 
For establishing the pose control loop, it is necessary to identify the error pose between the measured robot pose 
from the stereo camera and the current robot pose according to the robot controller. For calculating a goal reference 
pose, a workpiece frame ୆ is introduced into the system, which is referenced with respect to the lasertracker frame 
ୖ୐ while the pose between helper frame and body frame is user defined. Moreover, the actual robot pose can be 
measured with help of camera measurements and the already calibrated transformations between the lasertracker and 
stereo camera ܂ୖ୐ୖେas well as lasertracker to robot base܂୅ୖ୐. Notifying the goal poses with superscript “G” and 
actual poses with superscript “a”, formulas below calculate the goal and actual robot poses respectively  
܂୅୘େ୔ୋ ൌ ܂୅ୖ୐ ܂ୖ୐୆ ܂୆୛ୋ൫܂୘େ୔୛ ൯
ିଵ
 and  ܂୅୘େ୔ ୟ ൌ ܂୅ୖ୐ ܂ୖ୐ୖେ ܂ୖେୌ ୟ൫܂୘େ୔ୌ ൯
ିଵ
Ǥ (4) 
The index “A” marks the robot base frame, “TCP” means a reference frame at the robot end-effector which can 
i.e. be located at the robot flange, while “W” describes the milling tool frame. The goal pose of the milling tool with 
respect to the workpiece ܂୆୛ୋ is defined by the user. 
Now, the pose error ܂୘େ୔ୟ୘େ୔ୋ between the goal robot pose and the measured robot pose can be obtained with 
equation (5). Note that the highly erroneous transformation between the lasertracker and robot base ܂୅ୖ୐ vanishes 
from the error term as the equation pair (4) is substituted in equation (5) 
܂୘େ୔ୟ୘େ୔ୋ ൌ ൫܂୅୘େ୔ ୟ൯
ିଵ
܂୅୘େ୔ୋǤ (5) 
For an iterative static pose controller, let ݅ be the current iteration number, ܂୅୘େ୔୰௜ stands for the current pose of 
the robot according to the robot controller. The implemented controller calculates the corrective action܂୅୘େ୔୰௜ାଵ of 
the robot based on the TCP error pose and the current robot pose܂୅୘େ୔୰௜as shown in equation (6) 
܂୅୘େ୔୰௜ାଵ ൌ ܂୅୘େ୔ ୰ ௜ ܂୘େ୔ୟ௜୘େ୔ୋ Ǥ (6) 
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5.2. Validation of robot absolute pose accuracy 
To check the absolute accuracy achieved by the robot with respect to the goal pose, the position measurement of 
the helper frame is done between the iterations and compared to the ideal goal position values. 
The performance of the static control loop over the iterations can be examined with help of lasertracker 
measurements (Figure 6 left) and observing the variation in the robot pose error detected with the camera over the 
successive iterations (Figure 6 right). Small robot pose error magnitudes in the following iterations suggest a stable 
control action. However, the steady state errors involved in the implemented control algorithm and measurement 
errors of the camera are not visible in this analysis. The position error measured by the lasertracker decreases after 
the first iteration and maintains smaller magnitude for the subsequent iterations. This error can be said as a study 
state error of the overall system and is influenced by inaccuracies of the camera measurement, target holder 
calibration and calibration between the lasertracker and the camera. On the other hand, the position inaccuracy seen 
by the camera converges to zero. This is expected because the calibration errors mentioned above cannot be 
identified by the camera system. 
  
Figure 6: error magnitude of absolute positioning errors of the robot measured with lasertracker (left) and error magnitudes 
with respect to the camera system (right) 
As shown in the graph above, the initial position error of the robot arm is exceeding the requirements for many 
applications. However, using position feedback from a stereo camera system, the absolute positioning error of the 
robotic arm can be brought down to acceptable levels. The results indicate that the absolute positioning error of the 
robot can be reduced to approximately 0.1 mm by implementing the described control strategy with respect to both, 
stereo camera and lasertracker coordinate systems. The achieved absolute accuracy of the robot with position 
feedback is significantly below the typical robot absolute positioning inaccuracy. Additionally, results in Figure 6 
show that high positional accuracy is achieved after the first iteration of the control action which proves the 
feasibility of a non-iterative pose controller, which can be realized based on the discussed strategy. This fast 
correction algorithm can then be extended to a real-time position control for the industrial robot. 
6. Conclusion 
In this work a solution for sensor guided machining with an industrial robot was presented. It can be concluded 
from the results that the integration of a stereo camera system in an adaptive milling robotic work-cell offers a 
promising alternative for automated machining of large-scaled components for manufacturing in the future. The 
integration of the robot on a mobile platform and a stereo camera system forms an “integrated intelligent system” 
module which enhances the capabilities of the industrial robots, while overcoming the accuracy limitations of the 
robots at the same time. The high precision of the stereo camera compared to the absolute positioning accuracy of 
the robot enables the possibility to use a camera guided robot for machining operations in large workspaces. 
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However for completely automated processes the presented static control loop needs to be implemented in real time. 
The next steps to achieve that goal are already planned at Fraunhofer IFAM. A real-time system will be set up which 
continuously feeds camera measurements at high speed of up to 200 Hz to a real time interface that computes the 
actual deviation of the robot from the designated path and hands over correction values to the robot control system. 
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