Introduction
In this paper we will discuss computational and structural properties of subalgebras of polynomial rings when the base ring is a principal ideal domain (PID). The objects we study are the so-called SAGBI (subalgebra analogues of Gr obner bases for ideals) bases for the subalgebras themselves and SAGBI-Gr obner bases for the ideals in the subalgebras (SG bases). We will discuss how to compute these objects, and our goal is to avoid computations over the PID as much as possible. Further we will show the existence of strong SAGBI bases for these subalgebras and give an algorithm to compute them. For the general theory of SAGBI and SAGBI-Gr obner bases over any commutative Noetherian ring we refer the reader to Miller 6] .
In 6] algorithms are given for the computation of SAGBI and SG bases over an arbitrary Noetherian commutative ring R. In addition to the usual Buchberger-style algorithms the algorithms presented there relied on elimination order computations of Gr obner bases over R. When R is a eld, these extra Gr obner basis computations were replaced by computing the minimal Hilbert basis for the set of solutions of certain linear diophantine equations. These in turn can be constructed by Gr obner basis techniques, but over a eld. In this paper rst we show that in the construction of SAGBI bases over R, a PID, we can avoid these extra Gr obner basis computations over R. Next we go on to consider the same question for SG bases. Here we show that the elimination order computations over R can be replaced by a degree reverse lexicographic (degrevlex) computation over the same ring R. In the last section we will show that strong SAGBI bases, the analogue of strong Gr obner bases for ideals in polynomial rings, always exist, and we will give an algorithm for their construction. This last problem leads to some interesting results in integer programming and its connection to Gr obner bases. Again, given a nite SAGBI basis, all the relevant computations are carried out over a eld.
We consider the polynomial ring R x 1 ; : : :; x n ] where R is a PID. For a xed term order on R x 1 ; : : :; x n ] and for f 2 R x 1 ; : : :; x n ] we denote as usual lp(f) = the leading power product of f, lc(f) = the leading coe cient of f, and lt(f) = lc(f)lp(f) = the leading term of f. Moreover for a subset F of R x 1 ; : : :; x n ] we denote LtF = flt(f) : f 2 Fg.
We will now recall the de nitions of the basic notions. Let F be a subset of R x 1 ; : : :; x n ] and consider the R-subalgebra of R x 1 ; : : :; x n ] generated by F which we denote by A = R F]. By a SAGBI basis for A with respect to a given term order we mean a subset S of A such that R LtS] = R LtA]. Also if I A is an ideal of the algebra A we call a subset G of I a SAGBIGr obner basis (SG-basis) of I provided that LtG generates the ideal hLtIi in the algebra R LtA]. For a nite subset G = fg 1 ; : : : ; g t g A and a vector = ( 1 ; : : : ; t ) in N t (where N denotes the natural numbers) set G = g 1 1 g t t :
We say that G is a strong SAGBI basis provided that each f 2 A, there is an r 2 R and a 2 N t such that lt(f) = rlt(G ). It is not clear whether such an object should exist, but we prove in the last section that they always do exist, and we give Date: March 19, 1998 . 1 an algorithm for computing them from a SAGBI basis. The necessary tools for the algorithm are prime factorization in R and Gr obner bases computations over a eld.
Construction of a Toric Ideal over a PID
Let R be a PID and consider the polynomial ring R x 1 ; : : :; x n ]. Let c 1 x a1 , c 2 x a2 ; : : :; c t x at be terms with c i 2 R and a i 2 N n , where here we adopt the notation that for a vector a = (a 1 ; : : : ; a n ) 2 N n , x a = and let L be the submonoid of N 2t de ned by L = ( ; )j ; 2 N t and ( ) = ( ) : (2) It is well known that this monoid is nitely generated and has a unique minimal generating set Theorem 2.1. The polynomials g 1 ; : : :; g s in equation (3) generate ker(') for the ' given in equation (1). Proof. We rst note that ker(') is generated by binomials. This is well known in the eld case and we can prove it over a PID as follows. Let f 2 ker('), say f = P m =1 r y ; with r 2 R and 2 N t . Then 0 = f(c 1 x a 1 , c 2 x a 2 ; : : :; c t x a t ) = P m =1 r c x ( ) , so we may assume that all the terms in f have corresponding x power products equal, say x a . Hence we have that and we have that the r 's are syzygies of the c 's. Since R is a PID, the syzygy module of (c 1 ; : : :; c m ) is generated by vectors with only two non-zero coordinates (see, for example, 1, Proposition 4.5.3]). Therefore f can be written as the sum of polynomials in ker(') of the form ay ? by ; where a; b 2 R, ac ? bc = 0, and ( ) = ( ). That is, ker(') is generated by binomials. In order to complete the proof, we need the following identity. paragraph, we automatically get a generating set for ker('). In particular, the algorithm given in 8] provides an algorithm for computing this generating set and uses no computations over the PID except for computing greatest common divisors. It is interesting to note that the polynomials in (3) do not necessarily form a universal Gr obner basis for ker('). We do note, however, that in most of the examples we computed, the set of polynomials in (3) is a Gr obner basis.
Example 2.3. Generators for a toric ideal.
We consider the monomials 2x 2 1 ; 6x 2 2 ; 2x 1 x 3 2 ; 3x 4 Gr obner basis with respect to this order. This latter computation was carried out on Mathematica 3.0, using the Coe cientDomain option of Integers.
Construction of SAGBI Bases
As in Section 1 we let R be a PID and F be a nite subset of R x 1 ; : : : ; x n ] with A = R F].
We note that there is an obvious generalization of the notion of reduction with respect to a subset 
So the SAGBI analogue of Buchberger's algorithm is as follows: given the set F we nd a basis of L in equation (2) (for example, using Algorithm 7.2 in 8]), and then we check that all of the polynomials in equation (6) reduce to zero. If they do, then the algorithm ends, and if not, we add all of the nal reducta to F and repeat the process. The procedure will eventually stop provided that there is a nite SAGBI basis with respect to the given order. Unfortunately this need not be so; see 6].
Construction of SAGBI-Gr obner Bases
We now turn to the construction of SAGBI-Gr obner bases (SG-bases). We assume throughout that A has a xed nite SAGBI basis S. In particular it follows that each ideal in A has a nite SG-basis. There is a straight forward notion of reduction with respect to nite subsets, say, G in A which we again denote by G ?! (note that this is not the same reduction as used in the last section for SAGBI bases). The actual reduction algorithm is more complicated, however, because of the necessity of staying inside the algebra A. In 6] this was done using an elimination order in a polynomial ring over R. Our purpose here is to eliminate this step in that we compute over R only using a degrevlex order and we solve diophantine equations as in Section 2. 
This is done in Theorem 2. 
where the a j 2 R, the y j and z j are power products in the y and z variables respectively, and for each j such that a j 6 = 0 we have y j z j lp(g j ) = lp(f). Also f 2 J and so there is an i with 1 i k such that z i divides lp(f). Fix a j such that a j 6 = 0. Then z i divides y j z j lp(g j ). If z i divides lp(g j ) then by the basic property of the order we are using we have g j 2 G \ J and so a j y j z j lt(g j ) 2 Lt(IJ + hG \ Ji):
On the other hand if z i does not divide lp(g j ) then z i divides z j and so a j y j z j g j 2 IJ and again (9) holds. Combining these two gives the result.
To apply this Proposition to K we rst observe that K is indeed homogeneous with respect to certain weights. For example, the analogous ideal, ker('), described in Theorem 2.1 is homogeneous as described in Section 3. Then applying this to K, we see that K is also homogeneous with respect to the positive weights w j = a j1 + + a jn for the y-variables, where a j = (a j1 We note that this computation can probably be shortened by using the generating set described in Theorem 2.1.
We may now write down a generating set for Syz B (d i x b1 ; : : : ; d k x b k ) as follows. We lift d 1 x b 1 ; : : : ; d k x b k to h 1 ; : : : ; h k in R y 1 ; : : : ; y t ]. As in the last section and as explained in 6], the main point is to compute ker(') \ hh 1 ; : : : ; h k i. This should be much easier if we can take the h 1 ; : : : ; h k to be monomials. This is clearly equivalent to the statement that each of the monomials d i x b i can be expressed as a monomial in the c 1 x a 1 ; : : : ; c t x at . This property in general means that the c 1 x a 1 ; : : : ; c t x at form a strong SAGBI basis. Although we have not been able to get a good formula for the intersection in this case, we do show in the next section that strong SAGBI bases exist and we show how to compute them.
Strong SAGBI bases
In this section we rst show the existence of strong SAGBI bases of subalgebras in a polynomial ring over a PID and then give an algorithm to compute them. For a simple family of subalgebras we will also give a bound on the number of elements in a strong SAGBI basis. We will also mention a few implications in the theory of integer programming. First of all we see that it su ces to show the existence of strong SAGBI bases for monomial subalgebras only. Proof. If f is a subalgebra element in R S 0 ], then lt(f) = rP for some r 2 R and 2 N t . By our construction P = (LtS) .
Now let F = fc 1 x a 1 ; : : : ; c t x at g and let A = R F] be the monomial subalgebra in R x 1 ; : : : ; x n ]. We let A = a 1 ; : : : ; a t ] 2 N n t be the matrix whose columns are the exponent vectors of the elements in F. As in Section 2 we consider the map (u) = Au for u 2 N t . Since each c i is an element of R, it will be a product of primes. In particular, we let c i = Example 5.14. Atomic bers of the twisted cubic. Suppose A is the set of vectors in Example 5.9, i.e., I A is the ideal of the twisted cubic in P 3 .
There are 20 atomic bers in this case and we list them together with the feasible points in each ber.
Proof. Since we can write any b-ber as a Minkowski sum of atomic bers, and by the proof of Theorem 5.7 we obtain that F is a strong SAGBI basis. 
