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Abstract: Over the past three decades, the field of neuromorphic engineering has produced sensors and
processors that show great promise as efficient, brain-inspired systems. In parallel to this development,
tremendous advances in Deep Learning ( DL ) have supplied highly accurate algorithms for computer
vision. Unfortunately, these algorithms are not directly compatible with neuromorphic hardware. The
present work bridges this gap by developing algorithms that leverage the power of Deep Learning while
being suited for operation on neuro-inspired hardware. The Dynamic Vision Sensor ( DVS ), a neuro-
morphic sensor used in this thesis, differs radically from conventional cameras by producing a stream
of asynchronous pixel-events rather than regularly spaced light-intensity frames. These events signal
changes in local brightness at high temporal resolution and wide dynamic range, which makes the sensor
well suited for applications with spatio-temporal redundancy, difficult lighting conditions, or fast reaction
time. However, the event-based nature of the sensor output impedes the application of standard com-
puter vision techniques like Deep Neural Networks ( DNNs ). In this thesis we demonstrate that DNNs
can be adapted to operate in an event-based fashion, similar to how neural networks in the brain use
discrete spikes for signal transmission. By converting Artificial Neural Networks ( ANNs ) trained with
DL into Spiking Neural Networks ( SNNs ), we achieve some of the largest and most accurate spiking
models for object classification to date. While information in SNNs for computer vision tasks is often
encoded in the form of firing rates, the nervous system is known to employ other spike codes optimized
for the requirements of a particular sensory pathway. Motivated by evidence of visual processing in hu-
mans occurring within milliseconds, we explore encoding schemes that make use of the precise timing of
individual spikes to represent information. We show that high classification accuracy can be achieved in
artificial systems based on few spikes per neuron. Part of the widespread success of DL can be attributed
to the ease with which algorithms and hardware are made accessible today. A beginner can readily find
an online notebook that enables them to build, train, and run a full-scale DNN on a remote GPU within
minutes, without any overhead setting up software and hardware. To achieve the same on a neuromor-
phic platform requires intricate understanding of the underlying hardware constraints, and a great deal of
manual, low-level programming. One theme in this thesis is the reduction of these obstacles by providing
automated tools to convert DNNs to the spike-domain, and to deploy them on neuromorphic hardware.
Here, we mainly consider the Intel research processor Loihi, for which we developed a DNN compilation
framework. Much of the previous work on SNNs is confined to simulations on general-purpose hardware,
which allow no reliable characterization of the actual latency and power consumption of SNNs on dedi-
cated hardware. By means of the toolchain developed here, we are able to perform such benchmarking
on standard tasks from computer vision. viiThough SNNs operate on spike events internally, they may
receive conventional image frames as input. A more consistent approach is to use event-based input,
e. g. from a DVS . In this work we discuss some of the benefits and challenges one can expect when
thus combining event-based sensing and processing. In applications ranging from data compression to
optical flow and Spiking Neural Networks, we demonstrate computational savings when operating on
sparse, informative events rather than dense, redundant frames. Finally, we turn to a biological vision
system, the retina, and show that a Dynamic Vision Sensor can be used to drive mouse Retinal Ganglion
Cells in vitro - thereby opening a door for applications in retinal prostheses. One recurrent theme in
this thesis is the reduction of computational cost of neural networks. In a final study we ask whether
the principle of sparse, event-driven updating can be transferred to standard ANNs without the use of
spiking neurons. Inspired by how the DVS removes spatio-temporal redundancy from video, we apply a
dynamic masking scheme to the layers of a DNN to reduce the number of operations during inference.
The algorithm is shown to produce equivalent accuracy results at reduced computational cost on a range
of vision tasks including human pose estimation and object detection in static and dynamic scenes. This
thesis contributes overall to a fruitful exchange between conventional computer vision on one hand and
neuromorphic sensors and processors on the other. Both fields, to various degrees, share the motive
for ever increasing efficiency, and many of the seeming restrictions of dedicated hardware, like reduced
numeric precision, turn out to be desirable from an algorithmic perspective. Ultimately, we cherish the
hope that in building massively constrained neuromorphic systems, we will one day understand more
clearly how our brain accomplishes its tasks within a minimal space and energy budget.
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A B S T R A C T
Over the past three decades, the field of neuromorphic engineering has produced
sensors and processors that show great promise as efficient, brain-inspired systems.
In parallel to this development, tremendous advances in Deep Learning (DL) have
supplied highly accurate algorithms for computer vision. Unfortunately, these
algorithms are not directly compatible with neuromorphic hardware. The present
work bridges this gap by developing algorithms that leverage the power of Deep
Learning while being suited for operation on neuro-inspired hardware.
The Dynamic Vision Sensor (DVS), a neuromorphic sensor used in this thesis,
differs radically from conventional cameras by producing a stream of asynchronous
pixel-events rather than regularly spaced light-intensity frames. These events signal
changes in local brightness at high temporal resolution and wide dynamic range,
which makes the sensor well suited for applications with spatio-temporal redun-
dancy, difficult lighting conditions, or fast reaction time. However, the event-based
nature of the sensor output impedes the application of standard computer vision
techniques like Deep Neural Networks (DNNs).
In this thesis we demonstrate that DNNs can be adapted to operate in an event-
based fashion, similar to how neural networks in the brain use discrete spikes for
signal transmission. By converting Artificial Neural Networks (ANNs) trained with
DL into Spiking Neural Networks (SNNs), we achieve some of the largest and most
accurate spiking models for object classification to date. While information in SNNs
for computer vision tasks is often encoded in the form of firing rates, the nervous
system is known to employ other spike codes optimized for the requirements of a
particular sensory pathway. Motivated by evidence of visual processing in humans
occurring within milliseconds, we explore encoding schemes that make use of the
precise timing of individual spikes to represent information. We show that high
classification accuracy can be achieved in artificial systems based on few spikes per
neuron.
Part of the widespread success of DL can be attributed to the ease with which
algorithms and hardware are made accessible today. A beginner can readily find
an online notebook that enables them to build, train, and run a full-scale DNN
on a remote GPU within minutes, without any overhead setting up software and
hardware. To achieve the same on a neuromorphic platform requires intricate un-
derstanding of the underlying hardware constraints, and a great deal of manual,
low-level programming. One theme in this thesis is the reduction of these obstacles
by providing automated tools to convert DNNs to the spike-domain, and to deploy
them on neuromorphic hardware. Here, we mainly consider the Intel research
processor Loihi, for which we developed a DNN compilation framework. Much of
the previous work on SNNs is confined to simulations on general-purpose hardware,
which allow no reliable characterization of the actual latency and power consump-
tion of SNNs on dedicated hardware. By means of the toolchain developed here, we
are able to perform such benchmarking on standard tasks from computer vision.
vii
Though SNNs operate on spike events internally, they may receive conventional
image frames as input. A more consistent approach is to use event-based input,
e. g. from a DVS. In this work we discuss some of the benefits and challenges one can
expect when thus combining event-based sensing and processing. In applications
ranging from data compression to optical flow and Spiking Neural Networks, we
demonstrate computational savings when operating on sparse, informative events
rather than dense, redundant frames. Finally, we turn to a biological vision system,
the retina, and show that a Dynamic Vision Sensor can be used to drive mouse
Retinal Ganglion Cells in vitro - thereby opening a door for applications in retinal
prostheses.
One recurrent theme in this thesis is the reduction of computational cost of neural
networks. In a final study we ask whether the principle of sparse, event-driven
updating can be transferred to standard ANNs without the use of spiking neurons.
Inspired by how the DVS removes spatio-temporal redundancy from video, we
apply a dynamic masking scheme to the layers of a DNN to reduce the number of
operations during inference. The algorithm is shown to produce equivalent accuracy
results at reduced computational cost on a range of vision tasks including human
pose estimation and object detection in static and dynamic scenes.
This thesis contributes overall to a fruitful exchange between conventional com-
puter vision on one hand and neuromorphic sensors and processors on the other.
Both fields, to various degrees, share the motive for ever increasing efficiency, and
many of the seeming restrictions of dedicated hardware, like reduced numeric
precision, turn out to be desirable from an algorithmic perspective. Ultimately, we
cherish the hope that in building massively constrained neuromorphic systems, we
will one day understand more clearly how our brain accomplishes its tasks within
a minimal space and energy budget.
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Human subtlety will never devise an invention
more beautiful, more simple or more direct
than does nature because in her inventions
nothing is lacking, and nothing is superfluous.
— Leonardo da Vinci
1 I N T R O D U C T I O N
Engineers at all times have looked to nature for inspiration - when searching
for the most efficient wind turbine, the most streamlined train design, the ship
coating with the least drag. Some - Leonardo da Vinci’s flying machine no less -
were never successful. With the brain being regarded by some as the most complex
system in the universe (Kaku, 2014), the task taken on by neuromorphic engineering is
daunting: to understand neural computation by building it in silicon. The present
work contributes to this effort by investigating the mechanisms of visual processing
with retina-like vision sensors and Artificial Neural Networks (ANNs).
Visual processing in artificial and biological systems can be approached from
three directions (Chance et al., 2020): Function (what does it do?), algorithm (how
does it work?), and hardware (how is it built?). This thesis touches on all three
aspects, the main focus lying on algorithms. The visual functions considered here
range from object detection and classification in images to pose estimation in videos.
The algorithms in this thesis revolve mostly around SNNs, with an excursion to a
network compression method for video processing. Most of our algorithms were
initially run in simulation on general-purpose hardware, but some of the SNNs
were later ported to Intel’s neuromorphic chip Loihi (Davies et al., 2018). Also in
terms of hardware, this work makes repeated use of the DVS (Lichtsteiner et al.,
2008), a camera that mimics the early stages of visual processing in the retina. To
better understand the contribution of this work (Sec. 1.2) along these three research
vectors, we will briefly summarize the recent developments of the field (Sec. 1.1),
and introduce some basic terminology. The chapter closes with a detailed review of
SNNs (Sec. 1.3), which form the core of this work.
1.1 context
1.1.1 Deep Learning and Neural Networks
To solve the vision tasks considered in this thesis, we employ Deep Learning (DL)
(LeCun et al., 2015), the main driver of advances in computer vision over the
past decade. One particular type of DL models is represented by DNNs, a layered
collection of inter-connected processing elements, neurons. These neurons and
their connections (synapses) are inspired by the nervous system (Fukushima, 1980;
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Fukushima et al., 1988; Riesenhuber et al., 1999; Rosenblatt, 1962) but discard most
of its biological detail, in particular with respect to neuronal dynamics, plasticity,
and recurrent connectivity. The degree to which artificial systems can benefit from
increased biological detail is subject to ongoing debate (Chance et al., 2020; Cox et
al., 2014). Simplistic neuron models are easier to scale up and run efficiently on
standard hardware, which led to state-of-the-art results in many machine learning
benchmarks (e. g. Krizhevsky et al., 2012; Szegedy et al., 2017), sometimes surpassing
human performance (Esteva et al., 2017; He et al., 2015). However, this "brute force"
approach seems to reach its limits in some tasks that come natural to animals, like
few-shot learning (being able to distinguish new objects after seeing only one or a
hand-full of examples) (Riesenhuber et al., 1999), incremental learning (acquiring
new skills without losing previous knowledge) (Kirkpatrick et al., 2017), or learning
in the absence of teacher signals (self-, or semi-supervised learning). It is in these
tasks where adding biological features (like cortical structure and circuitry, attention
mechanisms, and memory consolidation during sleep) has led to promising results
(Kemker et al., 2018; Kubilius et al., 2019; Masse et al., 2018; Rikhye et al., 2018).
This thesis takes a step towards increased biological realism in ANNs by equipping
the cells with attributes of spiking neurons (Maass, 1997b), e. g. a state variable
(the membrane potential) and digital signal transmission (the action potential)
triggered by a voltage threshold crossing. These attributes are at the same time
the blessing and the curse of SNNs: 1) Statefulness enables temporal integration
similar to Recurrent Neural Networks (RNNs) (Kim et al., 2019a; Kugele et al., 2020;
Pozzi et al., 2018), but implies a substantial increase in memory footprint. 2) Spike-
based operation is beneficial because it replaces costly Multiply-ACcumulate (MAC)
operations with simple additions. On the other hand, encoding an analog value (as
present in the ANN) by one or more digital spikes is likely to result in discretization
errors and may add up to a higher total operation count (c. f. Sec. 2.1). 3) A threshold
on the membrane potential leads to spatio-temporal sparsification, but is one of
the main obstacles in training SNNs (c. f. Sec. 1.1.2). 4) As computation in the SNN
occurs asynchronously due to spike events, the latency to get a first rough output
may be quite short - a phenomenon termed pseudo-simultaneity (Perez-Carrasco et
al., 2013). However, asynchronously reading and writing states from and to external
memory weighs heavy on the power consumption.
Overall, SNNs can be beneficial because of cheaper elementary operations, the
exploitation of sparsity, and the algorithmic advantage of having a state variable.
But to exploit these benefits one has to address the difficulty of training the SNN
and running it efficiently in view of the increased and unpredictable memory traffic.
Current approaches to these challenges will be introduced below.
1.1.2 Training and Conversion of Spiking Neural Networks
One reason why added biological realism in DL may be considered an obstacle
rather than a feature is the prevalent mode of training using a form of error back-
propagation (Rumelhart et al., 1986). In backpropagation, one defines a loss function
that computes the deviation of the network output from a target output. The net-
work parameters (the connection strength between neurons) can be adjusted to
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minimize the overall loss on a set of training samples, following a gradient descent
along the loss surface towards a local minimum. The contribution of each parameter
to the total loss (credit assignment) is determined using the chain-rule when mini-
mizing the loss function with respect to the network parameters. This optimization
requires all computations within the network to be differentiable, which is the
case in standard ANNs. In SNNs1 however, the spike generation mechanism SNNs
typically involves a threshold operation, which has no derivative. Thus, training
SNNs with backpropagation is not possible without modifications to the way we
compute the weight update.
Solutions to the problem of training SNNs can again be found by looking towards
nature, where synapses display plasticity based on local error signals, involving
only the activity of neighboring cells (Gerstner et al., 1996; Gerstner et al., 1993; Hebb,
1949). Such Hebbian or Spike-Timing Dependent Plasticity (STDP)-based learning
rules have been successfully applied to DNNs (Brader et al., 2007; Diehl et al., 2015a;
Gerstner et al., 2018; Gütig et al., 2006; Kheradpisheh et al., 2018; Masquelier et
al., 2007; Pehlevan, 2019), but the lack of a supervised teaching signal has limited
results to comparably simple tasks. A remedy has been developed by smoothing
out the non-differentiable threshold operation in SNNs (Hunsberger et al., 2016; Lee
et al., 2016) or by providing surrogate gradients (Neftci et al., 2019; Shrestha et al.,
2018). These spike-based backprop methods achieve higher accuracy than SNNs
trained locally, and reach better accuracy on event-based datasets than converted
SNNs. However, they are typically more time- and resource-consuming, and are not
readily applicable to some of the challenging computer vision benchmarks like
ImageNet (Russakovsky et al., 2015).
In this thesis we develop ANN to SNN conversion methods (Cao et al., 2015; Diehl
et al., 2015b; Rueckauer et al., 2017; Sengupta et al., 2019; Zambrano et al., 2019),
which circumvent the problem of direct SNN training by transferring a backprop-
trained ANN into the spike domain. This approach allows leveraging the power of
DL tools to start off with a state-of-the-art model of arbitrary size. However, the
transformation to an SNN usually involves approximation errors. The first chapter
of this work is devoted to reducing this accuracy loss during conversion.
1.1.3 Neuromorphic Hardware
The algorithmic foundation for the success of DL (multilayer neural networks,
convolutional layers, backpropagation, large datasets) had been in place many
years before the explosion of DL around 2012 (choosing the success of AlexNet
(Krizhevsky et al., 2012) at the large-scale ImageNet competition (Russakovsky et al.,
2015) as milestone). Thus, one can argue that this extraordinary development was to
a large extent enabled by advances in GPU hardware, which allowed training deeper
models on more data in a shorter period of time2. We may be on a similar verge
in the domain of neuromorphic computing. SNNs have been around for decades,
1 We use the term DNN to cover both the spiking sub-class of SNNs and the analog-valued sub-class of
ANNs, as both types can be "deep".
2 When Yann LeCun achieved a breakthrough by training his LeNet model on MNIST handwritten
digits in 1989, the training took 3 days to complete (LeCun et al., 1989). Today, an off-the-shelf laptop
does the same job in a few seconds.
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and have recently been scaled up to millions of neurons in software simulations
(Rueckauer et al., 2017; Sengupta et al., 2019). However, the execution of these deep
networks on general-purpose hardware is many times slower than using ANNs.
Research efforts in both industry and academia are supplying increasingly large
hardware platforms (Basu et al., 2018; Davies et al., 2018; Furber et al., 2014; Merolla
et al., 2014; Qiao et al., 2015) that optimize the execution of spike-based algorithms
in terms of speed and power consumption. Realizing that a major bottleneck in
running stateful SNNs is the transfer of weights and neuron states from chip to
external memory and vice versa, these architectures allocate memory on-chip in
close proximity to the processing units, which contrasts the centralized memory
layout in von-Neumann architectures. But since on-chip memory (typically Static
Random Access Memory (SRAM)) is expensive in terms of area, these neuromor-
phic platforms impose restrictions on the numeric precision of neuron states and
synaptic weights, as well as the number of supported cells and connections. Conse-
quently, programming these chips involves a great deal more effort and low-level
understanding of the underlying implementation, as compared to applying a DL
tool on general-purpose hardware. In this thesis we present a compiler for deep
SNNs on Intel’s neuromorphic processor "Loihi", which facilitates rapid deployment
and evaluation with an interface as easy to use as the DL framework Keras (Chollet,
2015).
1.1.4 Event-Based Sensors
Signal processing with brain-inspired hardware and algorithms may be considered
incomplete unless combined with brain-inspired sensing. Standard cameras generate
still images with analog pixel values, which require some form of encoding step
to make them compatible with spike-based processing, e. g. by generating Poisson
spike trains at rates proportional to the pixel values. In contrast, bio-inspired
cameras (Liu et al., 2015) like the DVS (Lichtsteiner et al., 2008) or Asynchronous
Time-based Image Sensor (ATIS) (Posch et al., 2011) sample the scene dynamically at
high temporal resolution, and report pixel-wise changes in log light intensity. The
result is a stream of events with a pixel address, time stamp, and polarity (indicating
the sign of brightness change), which formally resembles the spike response of
ON and OFF Retinal Ganglion Cells (RGCs) in animal retinas. This distinct form of
signal acquisition is not easily applicable to conventional frame-based computer
vision algorithms (for a review of successful examples see Gallego et al., 2019), but
appears well suited for subsequent processing in Spiking Neural Networks (Amir et
al., 2017; Farabet et al., 2012; Kugele et al., 2020; Stromatias et al., 2017; Yousefzadeh
et al., 2019). In this thesis we evaluate the use of event streams from the DVS in
applications ranging from optical flow and neural networks to stimulation of mouse
RGCs in vitro.
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1.2 contr ibution and structure of thesis
1.2.1 Converting and Encoding Spiking Neural Networks
→ Chapter 2
When we began this work early 2016, the only standard benchmark in computer
vision where deep SNNs were applied was the task of recognizing handwritten digits
(MNIST, LeCun et al., 1998). While this task is an important proof of concept, its value
beyond a first baseline check is doubtful: Already in 2016 this task was considered
solved (i. e. further improvements in accuracy were unlikely) and accuracies below
98% hardly acceptable. In addition, a high accuracy on MNIST is by no means a
confident indication that the method will scale up to more challenging tasks based
on natural images, due to the stereotypical properties of MNIST digits (grey-scale,
high contrast and texture-free structure, uniform background). To remedy this
situation, we set out to test whether the ANN-to-SNN conversion method developed
in our group (Diehl et al., 2015b) would be able to achieve satisfying performance
on some of the more difficult benchmarks of computer vision, in particular CIFAR-
10 (Krizhevsky, 2009) and ImageNet (Russakovsky et al., 2015). This research led
to a series of improvements, including a more robust method to map neuronal
activity into the right dynamic range, the inclusion of biases in the neuron model, a
noise-free input encoding, a spike-based implementation of common ANN features
such as MaxPooling and Softmax, and a theoretical derivation of the spikerate
dynamics in higher layers, which motivated the use of a loss-less reset mechanism
of the membrane potential after spike generation (Rueckauer et al., 2016b). One
of the objectives in this endeavor was the ability to take an arbitrary pre-trained
ANN as-is, without the need to apply any kind of restrictions to the architecture,
neuron model or training procedure, and run it as an SNN. In this way we ultimately
succeeded in converting the state-of-the-art Inception-V3 architecture with little loss
in accuracy on the ImageNet dataset (c. f. Sec. 2.1 and Rueckauer et al., 2017). In
an effort to facilitate the process of transferring models to the spiking domain and
to evaluate them efficiently, we developed a toolbox for SNNs3 that automates the
conversion and simulation workflow. At that time, the DL ecosystem was evolving
rapidly with no framework clearly dominating. To support this diverse range of
models, we equipped the SNN toolbox with an extensible frontend for the most
common ANN training libraries. Likewise, the toolbox provided a backend for many
common SNN simulation libraries. Since the initial release of the software, front-
and backend have been kept up-to-date with recent developments in both the DL
and the neuromorphic community, enabling for instance deployment of converted
SNNs on the SpiNNaker and Loihi platforms by Patiño-Saucedo et al., 2020 and
Massa et al., 2020, respectively.4
Despite the high accuracy that could be achieved on full-scale DNNs using the
conversion approach described above, the run-time cost of the resulting SNNs was
often prohibitive. Approximation errors in higher layers due to the discrete nature
of spike processing could only reduced at long simulation times. Since the neuron
model employed a rate-code to represent signals, the large amount of spikes that
3 https://snntoolbox.readthedocs.io/, accessed Aug 2020.
4 At the time of writing, the toolbox has been forked 64 times, received 140 stars on github, and has
been downloaded over 17000 times.
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needed to be processed led to an increased operational cost compared to the ANN
(c. f. Sec. 2.1 and Rueckauer et al., 2017). While other groups improved the efficiency
of rate-based models e. g. by endowing their neuron model with an adaptation
mechanism (Zambrano et al., 2016), we explored temporal codes where information
is contained within the exact timing of individual spikes. In a first attempt, we went
to the extreme of allowing only a single spike per neuron, with the inverse latency
of that spike representing the instantaneous firing rate. This method passed the
MNIST test with a minimal amount of spikes (c. f. Sec. 2.2 and Rueckauer et al., 2018),
but showed unacceptable accuracy loss on CIFAR-10 because of this encoding’s
sensitivity to possibly missing long-latency spikes. In our search for a more robust
but still efficient spike code we found a compromise in an encoding scheme based
on temporal spike patterns. This encoding guarantees correct approximation of
the ANN within a simulation duration generally shorter than the rate-coded SNN,
and using fewer operations due to the reduced number of spikes. The method was
applied successfully to MobileNet (Howard et al., 2017) on ImageNet (c. f. Sec. 2.3).
The exploration of these spike encodings - rate, latency, and pattern - sheds light
on the question in what circumstances it may be advantageous to employ spikes
for processing a DNN, and which spike code to use then.
1.2.2 Processing SNNs on Neuromorphic Hardware
→ Chapter 3
The SNN conversion results above, as well as most related studies in the literature,
suffer from one significant deficiency: The underlying methods are evaluated in
software, and the reported performance metrics typically consider only the number
of spikes or required operations to achieve a certain accuracy. Unfortunately, these
computation-based metrics do not translate well to actual run-time and power
consumption in hardware, where the cost of memory traffic exceeds computation.
Rigorous benchmarking results of deep SNNs on neuromorphic hardware are still
rare (Amir et al., 2017; Esser et al., 2016; Orchard et al., 2015b; Serrano-Gotarredona
et al., 2015; Stromatias et al., 2013) but are essential for gauging the performance
of SNNs under realistic conditions. One factor impeding such studies is the large
overhead required to deploy a DNNs on special-purpose hardware. To facilitate this
process, we developed a compiler for DNNs on Loihi, which shields the user from
all the low-level details and architectural constraints of the underlying hardware,
and provides a familiar and easy-to-use interface based on Tensorflow / Keras. This
compiler solves an optimization problem of distributing the neurons within a neural
network across the neurocores of Loihi while making optimal use of the limited
resources available. This compiler is integrated with the SNN toolbox described
above, thus enabling end-to-end deployment of pre-trained ANNs on neuromorphic
hardware. We applied this workflow to the MobileNet architecture on CIFAR-10 and
achieved the highest accuracy reported on this dataset on neuromorphic hardware.
1.2.3 Event-Based Sensing
→ Chapter 4
The majority of the spike-based processing methods described above and in the
literature are evaluated on common frame-based datasets from computer vision,
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which is in part due to the (slowly diminishing) lack of suitable event-based datasets,
and in part due to the aim to position the work within the wider context of DL. It is
doubtful that this stretch between still images and spike-based processing should be
ideal (Deng et al., 2020). We begin Chapter 4 by providing some motivating examples
of using event-based sensing in conjunction with event-based processing, e. g. in the
computation of optical flow (Sec. 4.1.2, c. f. Liu et al., 2019). We then show that this
argument can be extended to SNNs, by injecting DVS events directly into a converted
SNN for hand gesture recognition and robot tracking (Sec. 4.2, c. f. Rueckauer et
al., 2019a). The chapter concludes with a feasibility study of using event-sensors
to drive RGCs in the context of retinal prostheses. We develop an interface between
the DVS and the STimulus Generator (STG) of a MicroElectrode Array (MEA) to
inject current pulses into mouse retina tissue in vitro, and characterize the stimulus
properties to elicit cell responses at highest temporal resolution (Sec. 4.3). This study
is a step towards utilizing bio-inspired technology in bio-medical applications.
1.2.4 Network Contraction for Efficient Video Processing
→ Chapter 5
The event stream coming from DVS cameras is spatially highly informative as
only changes in brightness are perceived. In contrast, a frame-based video is often
characterized by high spatio-temporal redundancy, and a naive processing therefore
wasteful. Over the backdrop of event-based sensing and processing, we developed
a method that dynamically masks feature maps in neural networks. The basic
idea is to replace the Rectifying Linear Unit (ReLU) activation function with a
binary mask tensor, which transforms the network graph into a series of matrix-
vector products. This chain of products can be contracted into a single matrix. The
resulting linearized graph will be an accurate compressed version of the original
network until changes in the input scene require an update of the feature masks.
We demonstrated applicability of this compression scheme on object detection, digit
denoising, car tracking and human pose estimation.
Note on Published Material Included in this Thesis
Several of the chapters in this thesis contain material that has been published or is
currently under review, as indicated by a footnote at the beginning of each chapter.
All content is included with the authorization of the respective publisher, and the
consent of the co-authors. For all included papers I am the first author and main
contributor.
1.3 rev iew of spiking neural networks
Since a large part of this thesis is based on SNNs, we attempt to give an overview
over developments in the field over the past six years. As there have been roughly
100 publications on the subject within this time frame, we focus on questions
most closely related to the present work: What methods have been developed to
improve conversion of ANNs into SNNs? Which spike encodings show the most
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promise? How has the operational cost been reduced? How have SNNs been applied
in conjunction with neuromorphic hardware and event cameras? We do not cover
recurrent architectures here, nor spike-based training (some references are given in
Sec. 1.1 above). For a recent review see also Pfeiffer et al., 2018.
1.3.1 Reducing Operations
Our work was among the first to explicitly demonstrate that SNNs are able to solve
tasks as difficult as ImageNet with satisfying accuracy, albeit at a high number of
computations due to the underlying rate-code. Since then, much research effort
has been directed towards making SNNs more efficient. These approaches can be
roughly categorized into methods applied during ANN training, and methods that
modify the SNN neuron model or processing mode.
Falling into the first category, Neil et al., 2016 demonstrate up to 70% reduction
in operations using simple techniques such as Dropout (to teach network to deal
with missing spikes), activation regularization with L2 norm (to reduce overall
spike rates, i. e. induce temporal sparsity) and L1 norm (for spatial sparsity). Such
methods are certainly appropriate whenever training a model from scratch, but the
reduction for larger models than MNIST has not yet been investigated rigorously.
Sorbaro et al., 2020 applied a similar technique by including a loss term for synap-
tic operations during training to reduce overall network activity. The accuracy drop
due to the forced silencing of certain neurons is taken into account by quantization-
aware training. The reported training effort seems to be quite high with a schedule
of 30 rounds of training the model for 350 epochs each, with increasingly strong
synOp loss term. But as the training phase is typically a one-time effort, it may be
worth the investment.
Patiño-Saucedo et al., 2020, who use the SNN toolbox to deploy a model on
SpiNNaker for MNIST and N-MNIST, likewise apply regularization on the network
activities during ANN training and report a 34× spike reduction at less than 1%
drop in accuracy.
Rathi et al., 2020 present a hybrid approach between conversion and SNN training:
They first take a converted SNN and use its weights and thresholds as an initial-
ization step for spike-based backpropagation. In a second phase, they perform
incremental spike-timing dependent backpropagation (STDB) on this carefully ini-
tialized network to obtain an SNN that requires fewer time steps during inference
compared to purely converted SNNs.
As an example of the second group of efficient conversion methods (based on
enhanced SNNs processing), Zambrano et al., 2016 equip their neuron model with
an adaptation mechanism. When presented with a sequence of images, neurons
are highly active at the beginning of a new sample presentation and then quickly
adapt to spike only rarely until a new sample is shown. This method trades off
spikes against more expensive neuron updates, but a more detailed cost comparison
will be required to determine the net savings in hardware. An extension of this
promising approach was presented recently (Zambrano et al., 2019).
Another method that modifies the neuron model to achieve computational savings
was proposed by Yousefzadeh et al., 2019. Rather than using Integrate-and-Fire (IF)
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neurons, they apply a form of sigma-delta modulation together with quantization
and a threshold on the deltas to reduce events. The quantization function displays
hysteresis, which effectively filters out high-frequency fluctuations in the signal to
be quantized. The results for MNIST fall in between our rate-coded and Time-To-
First-Spike (TTFS)-coded models (a factor of 2× less operations between each). By
applying their method to the event-based DVS-Gestures dataset (Amir et al., 2017),
they exploit sparsity on three levels - spatial, temporal, structural (synaptic).
Yu et al., 2020 likewise employs a sigma-delta encoding, using signed spikes. In
addition, if the membrane potential V exceeds the threshold θ by a multiple of the
threshold, spikes have a magnitude of ⌊V/θ⌋, which speeds up convergence by a
factor 3 − 4× at iso-accuracy.
Several groups have evaluated temporal codes that use only a single spike
(Mostafa, 2018; Rueckauer et al., 2018; Stöckl et al., 2019; Zhang et al., 2018) or a
limited number of spikes per neuron (Stöckl et al., 2020; Zhang et al., 2019, Sec. 2.3
in this thesis) rather than a rate to represent their activity. In the special case of
a latency code, Kim et al., 2018 assign different weights to spikes depending on
the time delay within an interval to encode more information using fewer spikes.
The single-spike approaches allow a maximal reduction in operations but have
not yet been shown to scale up to real-world tasks. The few-spike approaches find
a promising compromise in terms of operations and achieve high accuracy even
on ImageNet, but take a step away from the asynchronous processing mode and
biological realism of SNNs. These methods are discussed in more detail in Sections
2.2 and 2.3.
We believe that both the methods focusing on ANN training and the methods
modifying the SNN model have their merit: The former are easy to implement on
general-purpose hardware and result in a one-time cost; the latter are likely to bring
higher savings but their more complex model induces an overhead when being
implemented on dedicated hardware.
1.3.2 Improving Conversion
Compared to the challenges of direct spike-based training of SNNs, ANN conversion
approaches may appear like a lazy shortcut. "There ain’t no such thing as a free
lunch", however, and conversion methods need to invest much of the work carried
out by spike-based learning methods to prevent or mend the approximation errors
that follow conversion.
As an example of trying to prevent conversion errors already during ANN training,
Hunsberger et al., 2015 apply Gaussian noise to the ANN to teach it robustness
against spike variability, achieving state-of-the-art on CIFAR-10 at the time. They
also use a leak parameter in their neuron model, which requires smoothing out the
kink of the ReLU activation function during training. While the benefit of noise is
evident from the results, it is less so for the leak.
An instance of post-conversion optimization was realized by Diehl et al., 2015b,
who observed spike rate saturation in their models. Such saturation (and, like-wise,
under-representation) of rates is expected in a simulation setting with finite runtime
and discrete time steps. To map the firing rates into the supported dynamic range,
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they applied a weight normalization scheme to the converted model, which led to a
new state-of-the-art on MNIST. This method was later extended by Rueckauer et al.,
2016b.
Chen et al., 2018 address the problem of weight normalization (Diehl et al., 2015b;
Rueckauer et al., 2017) at train-time, by clipping the ANN activations to [0, 1]. Further,
they propose a mechanism to prevent erroneous spikes, by randomly sampling
spikes at each neuron at run time. Their method results in fewer time steps until
convergence, but these timesteps are more costly (which lacks a discussion).
Hu et al., 2018 achieved a significant result by converting residual architectures
(He et al., 2016) with little loss in accuracy on CIFAR-10. A comparable network
without skip connections dropped significantly in accuracy, though it was not made
clear in which way skip connections are in fact beneficial in a spiking network. We
hypothesize that skip connections may help stimulate neurons across all layers of the
hierarchy at approximately the same time; we will see in Sec. 2.1.3.3 (resp. Rueckauer
et al., 2017) that the lack of synaptic input in higher layers may otherwise lead to
bias-driven transients in the spike rates of these neurons.
Sengupta et al., 2019 extended the conversion of ResNets to ImageNet. However,
they still apply a large number of restrictions during ANN training (no MaxPooling,
no biases, no batch normalization), and report a drop in accuracy of 4-5% at a 2×
increased number of operations compared to the ANN. Still, theirs was the first SNN
work to test all 50000 samples of ImageNet.
The study by Kim et al., 2019b stands out for being the first to perform large-scale
object detection in the spike domain, using a "tinyYou Only Look Once (YOLO)"
architecture (Redmon et al., 2016). The conversion method itself differs little from
the earlier ones (Rueckauer et al., 2017).
The work by Stöckl et al., 2019 can be seen as a form of population code rather
than rate code: Each ANN neuron is replaced by K spiking neurons5, which all
have fixed synaptic delays, and trained lateral connections, thresholds, and extra
weight coefficients, for a total of 52-940 additional parameters per ANN neuron.
This population code allows modelling arbitrary activation functions, not just ReLU -
though spatial sparsity is lost if not using a rectifier. This approach is noteworthy for
achieving the exceptionally high top-5 accuracy of 95.82% on ImageNet. However,
it is doubtful that all this additional memory can be stored and fetched efficiently,
considering the massive number of 3.11 Billion multi-parameter neurons in their
ImageNet model.
Another approach to prevent conversion errors during training was presented by
Wu et al., 2020, who train the ANN in parallel with the SNN, using the spike count of
the SNN as activation values in the ANN. This tandem learning framework offers the
additional possibility of building in hardware constraints, such as limited weight
precision and fan-in connections, to be progressively imposed during training.
1.3.3 Operating on Event-Based Vision Data
After initial studies on small event-based datasets (Farabet et al., 2012; Perez-
Carrasco et al., 2013; Zhao et al., 2015), notable efforts were made to provide
5 Typical values for K range between 8 and 40.
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benchmark datasets comparable to those used in computer vision. One approach
was to synthesize event-datasets from still images (Hu et al., 2016; Orchard et
al., 2015a). A caveat in using such "converted" datasets lies in the fact that a DVS
recording events from frames has no way of capturing the real dynamics of the
scene and bring in the temporal resolution of event-sensors. Thus, conclusions
drawn from using these datasets cannot necessarily be extrapolated to real-world
scenarios. More recently, datasets from natural scenes were recorded for gesture
and object recognition (Amir et al., 2017; Sironi et al., 2018). An exhaustive list of
event-based datasets covering a wide range of applications can be found online6.
One of the challenges in using event-based vision datasets is the seeming in-
compatibility with conventional computer vision algorithms and ANNs. A common
solution is to apply some form of post-processing stage on the event-stream to
extract features that can be used as input to frame-based algorithms. One of the
simplest but nevertheless successful approaches is to generate histograms from a
constant number of events or from events collected over a constant time window.
Extracting frames or features from events often requires heuristics to adapt to the
given task or input statistics. In reviewing the related literature below, we look for
studies that provide principled insights into this process. In addition, we are inter-
ested in methods that are able to operate on events directly, without a processing
stage that possibly hides informative temporal characteristics of the event stream.
HOTS (Lagorce et al., 2017) is a hierarchical architecture for pattern recogni-
tion similar to a Convolutional Neural Network (CNN) but with spatiotemporal
filters that are learned in an unsupervised manner. Event streams coming from DVS
cameras can be interpreted as time surfaces over the pixel address space, with char-
acteristic features generated by object motion. HOTS matches a bank of templates to
the spatio-temporal context of incoming events. Well-matching templates produce
events themselves, which are processed in a similar way by subsequent stages in
the hierarchy. The templates are learned by an initial clustering algorithm on the
data. The HOTS approach is attractive because of the use of temporal information
in the time surfaces rather than "flat" event frames. Drawbacks include the latency
to generate the time surface, as well as the high computational cost of the clustering
algorithm.
Sironi et al., 2018 later extended the concept of time surfaces by introducing a
memory of past events in a method called HATS. This memory allows a better
treatment of noise events: Instead of simply taking the most recent events to produce
a time surface as in Lagorce et al., 2017, one can then average over a spatio-temporal
neighborhood. Thanks to the increased robustness, using such a regularized time
surface allows reducing the number of levels in the hierarchy, thus reducing the
overall computational load.
As an example of a method that operates directly on the DVS events, Lee et al., 2016
achieve the then best result on N-MNIST by training a single-layer fully-connected
network on DVS events.
Rather than training a full model, Stromatias et al., 2017 train a feature extrac-
tor SNN in an unsupervised fashion on the event stream. This SNN preprocessor
transforms the DVS training data into a new frame-based training set in feature
6 https://github.com/uzh-rpg/event-based_vision_resources, accessed Aug. 2020
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space, which captures the (non-Poisson) firing dynamics of DVS input neurons.
This frame-based data is then used to train an ANN classifier, for instance a single
fully-connected layer. After training, the resulting classifier weights can be deployed
in a fully spiking network for inference. The method was successfully applied to a
range of neuromorphic vision data sets, including Poker cards and MNIST variants.
It represents an appealing way of dealing with irregularities in the DVS spike trains,
which may otherwise become problematic in SNNs trained on binned event-frames
(c. f. Sec. 4.2.3.2). A potential limitation of this method is given by the unsupervised
feature extractor training.
The work of Amir et al., 2017 contributes a new gesture recognition dataset
captured with the DVS, and demonstrates high accuracy running on the TrueNorth
chip. It may be argued that this task may be too easy as it already achieves 96.5%
accuracy in their initial submission with a CNN constrained to ternary weights. The
processing of the event stream is particular in that events are binned into frames
using a temporal filter cascade, and then fed to the network in stacks of 6 frames,
to provide temporal context. Such a frame stack is commonly seen in conventional
video-recognition networks, e. g. when applying 3D convolutions on a large number
of temporal input channels (Feichtenhofer et al., 2016; Ji et al., 2013; Karpathy et al.,
2014; Ng et al., 2015).
Massa et al., 2020 arrive at a similar conclusion when deploying their DVS-Gestures
model on Loihi, using the SNN toolbox and compiler described in Chapter 3. The
authors explore various ways of binning the events into frames for training. Their
best solution uses 3 overlapping frames stacked together, with event polarity
rectified.
With many of the methods discussed above still relying on heuristics and experi-
mentation to suitably transform event streams, Afshar et al., 2019 aim to provide
a more thorough picture. They investigate event-based feature extraction using a
range of spatio-temporal kernels with different surface decaying methods, decay
functions, receptive field sizes, feature numbers, and back-end classifiers. The result
are insights into performance vs complexity trade-offs, with a focus on hardware
implementation. While this endeavor is highly relevant, one may question the extent
to which we can expect generalization from the studied (toy) problem of falling
airplanes with a single-layer-network.
A refreshingly new perspective for event-processing in SNNs is provided by
Kugele et al., 2020, who demonstrate the benefit of using delays in SNNs, together
with skip connections, to achieve temporal integration across an event-stream.
The processing mode is not fully asynchronous but somewhere between ANN and
SNN. The experiments cover a wide range of neuromorphic datasets (N-MNIST,
DVS-CIFAR-10, DVS-Gestures, N-Cars), where the method achieve accuracies on par
with state of the art. Drawbacks include an increased number of hyperparameters,
restrictions on the architecture to achieve a desired latency, and training with
backpropagation-through-time.
An interesting view is provided by He et al., 2020, who contrast SNNs with RNNs
on neuromorphic data (N-MNIST, DVS-Gestures). Such a comparison is interesting
because SNNs are stateful just as RNNs, and should do well on similar tasks that
require temporal integration. Yet there has been little work in this area so far
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(Bellec et al., 2018; Kim et al., 2019a; Nusselder, 2017; Pozzi et al., 2018). The authors
find that vanilla-RNNs perform as well as Long Short Term Memory (LSTM) and
SNNs on N-MNIST, but have low accuracy on DVS-Gestures, which requires more
temporal integration. At equal neuron count, LSTM does not achieve higher accuracy
than SNNs on either task, which makes it doubtful that the additional number of
parameters and operational cost is justified. Also, as input sparsity is increased,
SNNs are able to maintain higher accuracy than RNNs or LSTM.7
To evaluate in which situations SNNs are beneficial, Deng et al., 2020 compare
ANNs, trained SNNs and converted SNNs on ANN-oriented workloads (MNIST, CIFAR),
and SNN-oriented workloads (N-MNIST, CIFAR-DVS). The authors measure accuracy,
number of operations, and the memory footprint. They find that on ANN-oriented
workloads, SNNs can be advantageous over ANNs if the task is simple (MNIST,
not CIFAR). On SNN-oriented workloads, the SNNs trained on spikes perform best
in terms of accuracy and computations. While such a study is highly relevant,
it unfortunately suffers from the same limitation as most related work, namely
disregarding the different cost of memory traffic in ANNs vs SNNs. Further, the
simple methods for training and conversion used in the study are likely suboptimal,
i. e. one of the specialized algorithms discussed here might change the picture. We
agree with the authors in their call for broader SNN benchmark datasets, different
spike encoding schemes, and more meaningful performance statistics. The latter
two aspects are taken up in Chapters 2 and 3, respectively.
1.3.4 Summary: State-of-the-Art of Deep SNNs
In an effort to gain an overview of the progress of vision processing in SNNs over
the past, we collected more than 100 results published during the last seven years
on the most common benchmarks. It became immediately clear that a detailed
comparison is hindered by the lack of standardized performance metrics. For each
reported result we tried to establish the number of neurons, parameters, ANN MAC
operations, SNN synaptic operations and neuron updates, spike counts, number
of simulation time steps, inference sample rate, and energy per sample. The only
ubiquitous quantity was classification accuracy. Model size could in most cases also
be inferred from the papers. We normalized the available performance metrics per
dataset and computed a Figure of Merit (FoM) as the product of these normalized
quantities, which was then used as marker size in Fig. 1.1. Given the sparseness of
available performance data, this FoM has very little explanatory power. Nevertheless,
some trends may be observed from plotting the accuracy over time for each dataset
and algorithm type8 (Fig. 1.1). Clearly, the field is active, with an acceleration in
the number of publications, and increasingly more results on difficult tasks (in
particular ImageNet), as well as event-based data. Simple datasets (MNIST variants)
seem to have saturated early on. Results on neuromorphic hardware are still few
7 Input sparsity can be increased by reducing the time window over which events are accumulated into
frames.
8 By categorizing the methods as Local learning, Supervised spike-based training, Constrained training, and
Conversion, we loosely follow Pfeiffer et al., 2018.
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(diamond markers in Fig. 1.1). Conversion methods9 dominate in numbers, and as
of yet appear to give best results in terms of accuracy and cost. Local learning results
were initially restricted to MNIST and showed inferior accuracy, but have recently
been applied to N-MNIST and DVS-Gestures with state-of-the-art accuracy (Kaiser
et al., 2020). Spike-based backprop methods were also mostly applied to MNIST but
recently also to some event-based datasets, which seem a more natural fit. While
the overall development in terms of accuracy looks encouraging, it is difficult to
judge whether any of the proposed methods constitute a breakthrough without
getting a clearer picture of the associated cost.
9 Constrained training methods are a form of conversion where approximation errors are alleviated by
training the original ANN with certain restrictions.

















































































































































































































































































2 S P I K E E N C O D I N G F O R C O N V E R S I O N
O F D E E P N E U R A L N E T W O R K S
In this chapter we explore methods to convert ANNs to SNNs using three different
spike codes. Sec. 2.1 starts with the simplest and most common code based on firing
rates. While effective at encoding SNNs of unprecedented depth, the redundancy
inherent in a rate code leads to the development of temporal codes: A minimalistic
latency code based on the timing of a single spike per neuron (Sec. 2.2), and a pattern
code utilizing a short sequences of spikes with information encoded in individual
spike times (Sec. 2.3).
2.1 f iring-rate code
SNNs can potentially offer an efficient way of doing inference because the neurons
in the networks are sparsely activated and computations are event-driven. Previous
work showed that simple continuous-valued deep CNNs can be converted into
accurate spiking equivalents. These networks did not include certain common oper-
ations such as max-pooling, softmax, batch-normalization and Inception-modules.
This work presents spiking equivalents of these operations therefore allowing con-
version of nearly arbitrary CNN architectures. We show conversion of popular CNN
architectures, including VGG-16 and Inception-v3, into SNNs that produce the best
results reported to date on MNIST, CIFAR-10 and the challenging ImageNet dataset.
SNNs can trade off classification error rate against the number of available opera-
tions whereas deep continuous-valued neural networks require a fixed number of
operations to achieve their classification error rate. From the examples of LeNet for
MNIST and BinaryNet for CIFAR-10, we show that with an increase in error rate of a
few percentage points, the SNNs can achieve more than 2x reductions in operations
compared to the original CNNs. This highlights the potential of SNNs in particular
when deployed on power-efficient neuromorphic spiking neuron chips, for use in
embedded applications.1
2.1.1 Introduction
Deep ANN architectures such as GoogLe-Net (Szegedy et al., 2015) and VGG-16
(Simonyan et al., 2014c) have successfully pushed the state-of-the-art classification
error rates to new levels on challenging computer vision benchmarks like ImageNet
(Russakovsky et al., 2015). Inference in such very large networks, i. e. classification
of an ImageNet frame, requires substantial computational and energy costs, thus
limiting their use in mobile and embedded applications.
1 This section is an extended version of Rueckauer et al., 2017.
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Recent work has shown that the event-based mode of operation in SNNs is
particularly attractive for reducing the latency and computational load of deep
neural networks (Farabet et al., 2012; Neil et al., 2016; O’Connor et al., 2013; Zambrano
et al., 2016). Deep SNNs can be queried for results already after the first output spike
is produced, unlike ANNs where the result is available only after all layers have
been completely processed (Diehl et al., 2015b). SNNs are also naturally suited to
process input from event-based sensors (Liu et al., 2015; Posch et al., 2014), but even
in classical frame-based machine vision applications such as object recognition or
detection, they have been shown to be accurate, fast, and efficient, in particular
when implemented on neuromorphic hardware platforms (Esser et al., 2016; Neil
et al., 2014; Stromatias et al., 2015). SNNs could thus play an important role in
supporting, or in some cases replacing deep ANNs in tasks where fast and efficient
classification in real-time is crucial, such as detection of objects in larger and moving
scenes, tracking tasks, or activity recognition (Hu et al., 2016).
Multi-layered spiking networks have been implemented on digital commod-
ity platforms such as FPGAs (Gokhale et al., 2014; Neil et al., 2014), but spiking
networks with more than tens of thousands of neurons can be implemented on
large-scale neuromorphic spiking platforms such as TrueNorth (Benjamin et al., 2014;
Merolla et al., 2014) and SpiNNaker (Furber et al., 2014). Recent demonstrations
with TrueNorth (Esser et al., 2016) show that CNNs of over a million neurons can
be implemented on a set of chips with a power dissipation of only a few hundred
mW. Given the recent successes of deep networks, it would be advantageous if
spiking forms of deep ANN architectures such as VGG-16 can be implemented
on these power-efficient platforms while still producing good error rates. This
would allow the deployment of deep spiking networks in combination with an
event-based sensor for real-world applications (Kiselev et al., 2016; Orchard et al.,
2015b; Serrano-Gotarredona et al., 2015).
In order to bridge the gap between Deep Learning continuous-valued networks
and neuromorphic spiking networks, it is necessary to develop methods that yield
deep SNNs with equivalent error rates as their continuous-valued counterparts.
Successful approaches include direct training of SNNs using backpropagation (Lee
et al., 2016), the SNN classifier layers using stochastic gradient descent (Stromatias et
al., 2017), or modifying the transfer function of the ANNs during training so that the
network parameters can be mapped better to the SNN (Esser et al., 2015; Hunsberger
et al., 2016; O’Connor et al., 2013). The largest architecture trained by (Hunsberger
et al., 2016) in this way is based on AlexNet (Krizhevsky et al., 2012). While the
results are promising, these novel methods have yet to mature to the state where
training spiking architectures of the size of VGG-16 becomes possible, and the same
state-of-the-art error rate as the equivalent ANN is achieved.
A more straightforward approach is to take the parameters of a pre-trained
ANN and to map them to an equivalent-accurate SNN. Early studies on ANN-to-SNN
conversion began with the work of (Perez-Carrasco et al., 2013), where CNN units
were translated into biologically inspired spiking units with leaks and refractory
periods, aiming for processing inputs from event-based sensors. (Cao et al., 2015)
suggested a close link between the transfer function of a spiking neuron, i. e. the
relation between input current and output firing frequency to the activation of
2.1 f iring-rate code 19
a ReLU, which is nowadays the standard model for the neurons in ANNs. They
report good performance error rates on conventional computer vision benchmarks,
converting a class of CNNs that was restricted to having zero bias and only average-
pooling layers. Their method was improved by (Diehl et al., 2015b), who achieved
nearly loss-less conversion of ANNs for the MNIST (LeCun et al., 1998) classification
task by using a weight normalization scheme. This technique rescales the weights
to avoid approximation errors in SNNs due to either excessive or too little firing of
the neurons. (Hunsberger et al., 2016) introduced a conversion method where noise
injection during training improves the robustness to approximation errors of the
SNN with more realistic biological neuron models. (Esser et al., 2016) demonstrated
an approach that optimized CNNs for the TrueNorth platform which has binary
weights and restricted connectivity. (Zambrano et al., 2016) have developed a con-
version method using spiking neurons that adapt their firing threshold to reduce
the number of spikes needed to encode information.
These approaches achieve very good results on MNIST, but the SNN results are
below state-of-the-art ANN results when scaling up to networks that can solve CIFAR-
10 (Krizhevsky, 2009). One reason is that in 2016, SNN implementations of many
operators that are crucial for improved ANN error rate, such as max-pooling layers,
softmax activation functions, and batch-normalization, were non-existent, and thus
SNNs can only approximately match the inference of an ANN. As a consequence,
none of the previously proposed conversion approaches are general enough for full
automatic conversion of arbitrary pre-trained ANNs taken from a Deep-Learning
model zoo available, for example, in Caffe2.
In this work, we address some important shortcomings of existing ANN-to-SNN
conversion methods. Through mathematical analysis of the approximation of the
output firing rate of a spiking neuron to the equivalent analog activation value, we
were able to derive a theoretical measure of the error introduced in the previous
conversion process. On the basis of this novel theory, we propose modifications to
the spiking neuron model that significantly improve the performance of deep SNNs.
By developing spiking implementations of max-pooling layers, softmax activation,
neuron biases, and batch normalization (Ioffe et al., 2015), we extend the suite
of CNNs that can be converted. In particular, we demonstrate for the first time
that GoogLeNet Inception-V3 can be converted to an equivalent-accurate SNN.
Further, we show that the conversion to spiking networks is synergistic with ANN
network compression techniques such as parameter quantization and the use of
low-precision activations.
To automate the process of transforming a pre-trained ANN into an SNN, we
developed an SNN-conversion toolbox that is able to transform models written in
Keras (Chollet, 2015), Lasagne and Caffe, and offers built-in simulation tools for
evaluation of the spiking model. Alternatively, the converted SNN can be exported
for use in spiking simulators like pyNN or Brian2. The documentation and source
code is publicly available online3.
The remainder of the paper is organized as follows: Section 2.1.2.1 outlines the
conversion theory and Section 2.1.2.4 presents the methods for implementing the
2 https://github.com/BVLC/caffe/wiki/Model-Zoo
3 http://snntoolbox.readthedocs.io/
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different features of a CNN. The work in these two sections is extended from earlier
work in (Rueckauer et al., 2016b). Section 2.1.3 presents the conversion results of
networks tested on the MNIST, CIFAR-10, and ImageNet datasets.
2.1.2 Methods
2.1.2.1 Theory for Conversion of ANNs into SNNs
The basic principle of converting ANNs into SNNs is that firing rates of spiking neu-
rons should match the graded activations of analog neurons. (Cao et al., 2015) first
suggested a mechanism for converting ReLU activations, but a theoretical ground-
work for this principle was lacking. Here we present an analytical explanation for
the approximation, and on its basis we are able to derive a simple modification
of the reset mechanism following a spike, which turns each SNN neuron into an
unbiased approximator of the target function (Rueckauer et al., 2016b).
We assume here a one-to-one correspondence between an ANN unit and a SNN
neuron, even though it is also possible to represent each ANN unit by a population
of spiking neurons. For a network with L layers let Wl , l ∈ {1, . . . , L} denote the
weight matrix connecting units in layer l − 1 to layer l, with biases bl . The number
of units in each layer is Ml . The ReLU activation of the continuous-valued neuron i














starting with a0 = x, where x is the input, normalized so that each xi ∈ [0, 1].
4 Each














where Vthr is the threshold and Θ
l
t,i is a step function indicating the occurrence of a
spike at time t:
Θlt,i := Θ(V
l
i (t − 1) + z
l




1 if x ≥ 0
0 else.
(2.3)
Every input pattern is presented for T time steps, with time step size ∆t ∈ R+.
The highest firing rate supported by a time stepped simulator is given by the inverse
time resolution rmax := 1/∆t. Input rates to the first layer are proportional to the
constant pixel intensities or RGB image values. We can compute the firing rate of
4 This analysis focuses on applications with image data sets, which are generally transformed in this
way. The argument could be extended to the case of zero-centered data by interpreting negative input
to the first hidden layer of the SNN as coming from a class of inhibitory neurons, and inverting the
sign of the charge deposited in the post-synaptic neuron.
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each SNN neuron i as rli(t) := N
l
i (t)/t, where N
l




t′,i is the number of
spikes generated.
The principle of the ANN-to-SNN conversion method as introduced in (Cao et al.,
2015; Diehl et al., 2015b), postulates that the firing rate of a neuron rli correlates with
its original ANN activation ali in (2.1). In the following, we introduce a membrane
equation for the spiking neurons to formalize a concrete relationship rli(t) ∝ a
l
i .
membrane equation The spiking neuron integrates inputs zli(t) until the mem-
brane potential V li (t) exceeds a threshold Vthr ∈ R
+ and a spike is generated. Once
the spike is generated, the membrane potential is reset. We discuss next two types
of reset: reset to zero, used e. g. in (Diehl et al., 2015b), always sets the membrane
potential back to a baseline, typically zero. Reset by subtraction, or "linear reset mode"
in (Cassidy et al., 2013; Diehl et al., 2016a), subtracts the threshold Vthr from the
membrane potential at the time when it exceeds the threshold:











reset to zero (2.4a)




t,i reset by subtr. (2.4b)
From these membrane equations, we can derive slightly different approximation
properties for the two reset mechanisms. In this section we analyze the first hidden
layer and expand the argument in Section 2.1.2.1 to higher layers. We assume that
the input currents z1i > 0 remain constant over time, and justify this assumption
in Section 2.1.2.4. The input to first-layer neurons (2.2) is then related to the ANN
activations (2.1) via z1i = Vthra
1
i . In order to relate these ANN activations to the SNN
spike rates, we merely have to average the membrane equations (2.4a) and (2.4b)
over the simulation time. The detailed calculations are given in the Supplementary































reset by subtr. (2.5b)
As expected, the spike rates are proportional to the ANN activations a1i , but
reduced by an additive approximation error term, and in case of reset to zero an
additional multiplicative error term. In the reset to zero case, with constant input,
there is always a constant number of time steps n1i between spikes of the same









i − Vthr ≥ 0. This residual charge ǫ
1
i is discarded at reset,
which results in a reduced firing rate and thereby loss of information. For shallow
networks and small datasets such as MNIST, this error seems to be a minor problem
but we have found that an accumulation of approximation errors in deeper layers
degrades the classification error rate. We also see from Eq. (2.5a) that a larger Vthr
and smaller inputs improve the approximation at the expense of longer integration
times. Using the definition (n1i − 1)z
1












i − Vthr for
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ǫ1i , we find that the approximation error is limited from above by the magnitude of
the input z1i . This insight further explains why the weight normalization scheme of
(Diehl et al., 2015b) improves performance in the reset-to-zero case: By guaranteeing
that the ANN activations a1i are too low to drive a neuron in the SNN above Vthr
within a single time step, we can keep z1i = Vthra
1
i and thereby ǫ
l
i low. Another
obvious way of improving the approximation is to reduce the simulation time step,
but this comes at the cost of increased computational effort.
A simple switch to the reset by subtraction mechanism improves the approximation,
and makes the conversion scheme suitable also for deeper networks. The excess
charge ǫ is not discarded at reset and can be used for the next spike generation.
Accordingly, the error term due to ǫ does not appear in Eq. (2.5b). Instead, the firing
rate estimate in the first hidden layer converges to its target value a1i · rmax; the only
approximation error due to the discrete sampling vanishes over time. We validate
by simulations in Section 2.1.3.1 that this mechanism indeed leads to more accurate
approximations of the underlying ANN than the methods proposed in (Cao et al.,
2015; Diehl et al., 2015b), in particular for larger networks.
firing rates in higher layers The previous results were based on the as-
sumption that the neuron receives a constant input z over the simulation time.
When neurons in the hidden layers are spiking, this condition only holds for the
first hidden layer and for inputs in the form of analog currents instead of irregular
spike trains. In the reset-by-subtraction case, we can derive analytically how the
approximation error propagates through the deeper layers of the network. For this,
we insert the expression for SNN input zli from Eq. 2.2 into the membrane equation
Eq. (2.4b) for l > 1, average V li (t) over the simulation time, and solve for the firing
















This equation states that the firing rate of a neuron in layer l is given by the weighted
sum of the firing rates of the previous layer, minus the time-decaying approximation
error described in Eq. (2.5b). This relationship implies that each layer computes
a weighted sum of the approximation errors of earlier layers, and adds its own
approximation error. The recursive expression Eq. (2.6) can be solved iteratively by
inserting the expression for the previous layer rates, starting with the known rates
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with ∆V li := V
l
i (t)/(Vthr · t). Thus, a neuron i in layer l receives an input spike train
with a slightly lower spike rate, reduced according to the quantization error ∆V of
previous layer neurons. These errors accumulate for higher layers, which explains
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why it takes longer to achieve high correlations of ANN activations, and why SNN
firing rates deteriorate in higher layers.
2.1.2.2 Parameter Normalization
One source of approximation errors is that in time-stepped simulations of SNNs,
the neurons are restricted to a firing rate range of [0, rmax], whereas ANNs typically
do not have such constraints. Weight normalization is introduced by (Diehl et al.,
2015b) as a means to avoid approximation errors due to too low or too high firing.
This work showed significant improvement of the performance of converted SNNs
by using a data-based weight normalization mechanism. We extend this method to
the case of neurons with biases and suggest a method that makes the normalization
process more robust to outliers.
normalization with biases. The data-based weight normalization mechanism
is based on the linearity of the ReLU used for ANNs. It can simply be extended to
biases by linearly rescaling all weights and biases such that the ANN activation a
(as computed in Eq. (2.1)) is smaller than 1 for all training examples. In order to
preserve the information encoded within a layer, the parameters of a layer need to
be scaled jointly. Denoting the maximum ReLU activation in layer l as λl = max[al ],
then weights Wl and biases bl are normalized to Wl → Wl λ
l−1
λl
and bl → bl/λl .
robust normalization. Although weight normalization avoids firing rate satu-
ration in SNNs, it might result in very low firing rates, thereby increasing the latency
until information reaches the higher layers. We refer to the algorithm described in
the previous paragraph as "max-norm", because the normalization factor λl was set
to the maximum ANN activation within a layer, where the activations are computed
using a large subset of the training data. This is a very conservative approach,
which ensures that the SNN firing rates will most likely not exceed the maximum
firing rate. The drawback is that this procedure is prone to be influenced by singular
outlier samples that lead to very high activations, while for the majority of the
remaining samples, the firing rates will remain considerably below the maximum
rate.
Such outliers are not uncommon, as shown in Fig. 2.1, which plots the log-scale
distribution of all non-zero activations in the first convolution layer for 16,666
CIFAR-10 samples. The maximum observed activation is more than three times
higher than the 99.9th percentile. Figure 2.2 shows the distribution of the highest
activations across the 16,666 samples for all ANN units in the same layer, revealing
a large variance across the dataset, and a peak that is far away from the absolute
maximum. This distribution explains why normalizing by the maximum can result
in a potentially poor classification performance of the SNN. For the vast majority
of input samples, even the maximum activation of units within a layer will lie far
below the chosen normalization scale leading to insufficient firing within the layer
to drive higher layers and subsequently worse classification results.
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Figure 2.1: Distribution of all non-zero activations in the first convolution layer of a CNN,
for 16666 CIFAR-10 samples, and plotted in log-scale. The dashed line in both
plots indicates the 99.9th percentile of all ReLU activations across the dataset,
corresponding to a normalization scale λ = 6.83. This is more than three times
less than the overall maximum of λmax = 23.16.
We propose a more robust alternative where we set λl to the p-th percentile of
the total activity distribution of layer l.5 This choice discards extreme outliers, and
increases SNN firing rates for a larger fraction of samples. The potential drawback
is that a small percentage of neurons will saturate, so choosing the normalization
scale involves a trade-off between saturation and insufficient firing. In the following,
we refer to the percentile p as the "normalization scale", and note that the "max-
norm" method is recovered as the special case p = 100. Typical values for p that
perform well are in the range [99.0, 99.999]. In general, saturation of a small fraction
of neurons leads to a lower degradation of the network classification error rate
compared to the case of having spike rates that are too low. This method can be
combined with Batch-Normalization (BN) used during ANN training (Ioffe et al.,
2015), which normalizes the activations in each layer and therefore produces fewer
extreme outliers.
2.1.2.3 Spikes With Payload
Unlike in biology, an n-bit spike in silicon may carry additional information beyond
the binary event, for instance an estimate of the firing rate, or the presynaptic
membrane potential. In section 2.1.2.1 we found that the sampling of a continuous
spike-rate with discrete events introduces an approximation error that is propagated
through the network and corrupts the performance of the SNN. In the following
5 This distribution is obtained by computing the ANN activations on a large fraction of the training set.
From this, the scaling factor can be determined and applied to the layer parameters. This has to be
done only once for a given network; during inference the parameters do not change.
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Figure 2.2: Distribution of maximum ReLU activations for the same 16666 CIFAR-10 samples.
For most samples their maximum activation is far from λmax.
we determine an expression for the payload that could be sent with the spike in
order to alleviate this degradation.6
ansatz As ansatz we add a term to the membrane equation (2.4b) that describes
the payload mechanism: Each time a presynaptic neuron j of layer l − 1 fires a spike,
a payload αl−1ij is added
7 to the membrane potential of the postsynaptic neuron i of
layer l.
























payload in first layer We first consider the payload terms from layer 1 to
layer 2, and generalize the result to layer l later. The first hidden layer makes an error
(V1i (t)− V
1
i (0))/(Vthr · t) when estimating the target firing rate a
1
i /dt = z
1
i /(Vthrdt)
at time t (see Eq. (2.5b)). As before, we can average the membrane equation over



































6 This work about spikes with payload was done after completing the publication (Rueckauer et al.,
2017) on which the rest of this chapter is based.
7 To simplify notation later on, we choose to weight this payload by the synaptic strength W lij, but
this factor could have been absorbed in the definition of α and does not lessen the generality of this
ansatz. Also, the dependence of the payload term αij on the post-synaptic neuron i is unrealistic from
a practical perspective but keeps the ansatz general. It will fall away later.
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The first term equals precisely the target rate a2i . The second term corresponds to the
error that neuron i in layer 2 makes when estimating this target rate using discrete
spikes. The third term is the error of the previous layer neurons, weighted by the
connection strength. With the payload α in the last term we try to eliminate these
approximation errors. We need to realize however that, by causality, the payload α1ij
from the first hidden layer cannot possibly make up for the error introduced by the
succeeding hidden layer (second term). Thus we focus on the last two terms when
deriving the expression for the payload.
payload of a single spike We approach the solution iteratively, defining
t = t1 as the first time where at least one of the M
1 neurons in layer 1 spikes.
The step function Θ1t,j is zero for all t < t1, and equals one only for the set of
neurons J1(t1) = {j | j fires at time t1} ⊆ {1, . . . , M
1}. The set of payload terms to
























The minimization of q1 requires that the combined payload of the subset of spiking
neurons cancel out the combined membrane potentials of all presynaptic neurons.
The two sums in q can be redistributed by introducing the complementary set J̄1(t1)




















By construction, a payload is attributed only to spiking neurons, and is oblivious
to the state of the other neurons in the same layer, in particular their membrane
potential, whether or not they spike, or what payload they might be sending
simultaneously. Thus, the payload α1 has no means to account for the approximation
error contained in non-spiking neurons of the same layer, represented by the second
sum above. Thus, the best correction we can possibly achieve with a payload is to
minimize the first sum. Each individual summand becomes zero simply by setting
the payload of neuron j to the current state of the membrane potential:





This result is reasonable because the payload then corresponds to the residual of the
membrane potential after spike, i. e. the sampling error of estimating the continuous
firing rate. Also, there is no dependence on the target neuron i, as expected.
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Note that α1j (t1) ≥ 0 ∀j ∈ J
1(t1) because they belong to neurons whose membrane
potential was just above threshold. Thus the payload of presynaptic neuron j added
to the membrane potential of postsynaptic neuron i compensates for the reduced
firing rate of j. However, as explained above, this correction is not perfect as it can
not account for the error in non-spiking neurons. Payload correction will be better
the more active a layer is.
payload of later spikes So far we have determined the payload of the first
spike. How does the payload change for a spike at a later time tN? For this we again













































By separating the payload term of current spike time tN , we can make use of the

































Now the expression to be minimized by the payload contains the term for a single
time of spike that we encountered before, plus the accumulated payload from all
previous spikes. In order to minimize this expression, the current payload α1j (tN)
should be reduced by the previous corrections:









This corrective term does not cancel out the entire first term in Eq. (2.17), but only
the summands related to neuron j. This makes sense from a practical perspective:
A payload can easily be implemented to remember and use the sum of its own
previous values, but taking into account the history of its neighboring neurons
would require additional structure, like lateral connections. Thus, the payload of
neuron j ∈ J1(tN) at time tN can only account for the previous corrections of this
same neuron j, i. e. the first term in equation (2.17) will only be reduced if j is also
an element of some set of previously spiking neurons J1(t < tN). This observation
is in line with our event-based construction of the payload mechanism: Corrections
are updated only when there is a spike.
The recursive formula (2.18) for the payload at an arbitrary time of spike can




j (tN−1) using the initial
condition (2.14).
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payload in higher layers The expressions for the payload in the first hidden
layer need not change for higher layers, because the approximation error of layer
1 has been canceled out as much as possible, so that the payload of succeeding
layers only has to deal with the errors introduced by their respective layer. Thus,
the general expression for the payload using a reset-by-subtraction is simply given






This result makes sense intuitively: From the perspective of the postsynaptic
neuron i, a tiny voltage increase in presynaptic neuron j will look no different
than a large voltage increase - both result in a single spike at tN . If the voltage
step was large, any excess charge above threshold will be preserved thanks to
the subtractive reset, but it may take several time steps before the excess voltage
contributes to another spike. With a payload proportional to the final voltage step,
the postsynaptic neuron is informed immediately about a stronger signal.
We expect this mechanism to reduce the discretization error that accompanies
rate coding with binary spikes. With reduced errors, the simulation duration is
likely to be reduced as well. Unfortunately, our experimental results are limited
to MNIST, where the margin of improvement is too small to provide a definitive
answer of the usefulness of a spike payload in practice. A more rigorous evaluation
is left for future work.
2.1.2.4 Spiking Implementations of ANN Operators
In this section we introduce new methods that improve the classification error rate
of deep SNNs (Rueckauer et al., 2016b). These methods either allow the conversion
of a wider ranger of ANNs, or reduce the approximation errors in the SNN.
converting biases Biases are standard in ANNs, but were explicitly excluded
by previous conversion methods for SNNs. In a spiking network, a bias can simply be
implemented with a constant input current of equal sign as the bias. Alternatively,
one could present the bias with an external spike input of constant rate proportional
to the ANN bias, as proposed in (Neftci et al., 2014). The theory in Section 2.1.2.1
can be applied to the case of neurons with biases, and the following Section 2.1.2.2
shows how parameter normalization can be applied to biases as well.
conversion of batch-normalization layers BN reduces internal covariate
shift in ANNs and thereby speeds up the training process. BN introduces additional
layers where affine transformations of inputs are performed in order to achieve
zero-mean and unit variance. An input x is transformed into BN[x] = γσ (x − µ) + β,
where mean µ, variance σ, and the two learned parameters β and γ are all obtained
during training as described in (Ioffe et al., 2015). After training, these transfor-
mations can be integrated into the weight vectors, thereby preserving the effect
of BN, but eliminating the need to compute the normalization repeatedly for each
sample during inference. Specifically, we set W̃ lij =
γli
σli











This makes it simple to convert BN layers into SNNs, because after transforming the
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weights of the preceding layer, no additional conversion for BN layers is necessary.
Empirically we found loss-less conversion when the BN parameters are integrated
into other weights. The advantage lies purely in obtaining better performing ANNs
if BN is used during training.
analog input to first layer Because event-based benchmark datasets are
rare (Hu et al., 2016; Rueckauer et al., 2016a), conventional frame-based image
datasets such as MNIST (LeCun et al., 1998) and CIFAR (Krizhevsky, 2009) have been
used to evaluate the classification error rate of the converted SNN. Previous methods
(Cao et al., 2015; Diehl et al., 2015b) usually transform the analog input activations,
e. g. gray levels or RGB values, into Poisson firing rates. But this transformation
introduces variability into the firing of the network and impairs its performance.
Here, we interpret the analog input activations as constant currents. Following Eq.
(2.2), the input to the neurons in the first hidden layer is obtained by multiplying











This results in one constant charge value zli per neuron i, which is added to the
membrane potential at every time step. The spiking output then begins with the
first hidden layer. Empirically we found this to be particularly effective in the low-
activation regime of ANN units, where usually undersampling in spiking neurons
poses a challenge for successful conversion.
spiking softmax Softmax is commonly used on the outputs of a deep ANN,
because it results in normalized and strictly positive class likelihoods. Previous
approaches for ANN-to-SNN conversion did not convert softmax layers, but simply
predicted the output class corresponding to the neuron that spiked most during
the presentation of the stimulus. However, this approach fails when all neurons in
the final layer receive negative inputs, and thus never spike.
Here we implement two versions of a spiking softmax layer. The first is based on
the mechanism proposed in (Nessler et al., 2009), where output spikes are triggered
by an external Poisson generator with fixed firing rate. The spiking neurons do not
fire on their own but simply accumulate their inputs. When the external generator
determines that a spike should be produced, a softmax competition according to
the accumulated membrane potentials is performed. The second variant of our
spiking softmax function is similar, but does not rely on an external clock. To
determine if a neuron should spike, we compute the softmax on the membrane
potentials, and use the resulting values in range of [0, 1] as rate parameters in a
Poisson process for each neuron. In both variants, the final classification result over
the course of stimulus presentation is then given by the index of the neuron with
the highest firing rate, as before. We prefer the second variant because it does not
depend on an additional hyperparameter and is not stochastic. A third variant
has been suggested by one of the reviewers: Since the softmax is applied at the
last layer of the network, one could simply infer the classification output from the
softmax computed on the membrane potentials, without another spike generation
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mechanism. This simplification could speed up inference time and possibly improve
the accuracy by reducing stochasticity. This method is appealing where one does
not insist upon a purely spiking network.
spiking max-pooling layers Most successful ANNs use max-pooling to spa-
tially down-sample feature maps. However, this has not been used in SNNs because
computing maxima with spiking neurons is non-trivial. Instead, simple average
pooling used in (Cao et al., 2015; Diehl et al., 2015b), results in weaker ANNs being
trained before conversion. Lateral inhibition, as suggested in (Cao et al., 2015), does
not fulfill the job properly, because it only selects the winner, but not the actual
maximum firing rate. Another suggestion is to use a temporal Winner-Take-All
based on time-to-first-spike encoding, in which the first neuron to fire is consid-
ered the maximally firing one (Masquelier et al., 2007; Orchard et al., 2015c). Here
we propose a simple mechanism for spiking max-pooling, in which output units
contain gating functions that only let spikes from the maximally firing neuron pass,
while discarding spikes from other neurons. The gating function is controlled by
computing estimates of the pre-synaptic firing rates, e. g. by computing an online or
exponentially weighted average of these rates. In practice we found several methods
to work well, but demonstrate only results using a finite impulse response filter to
control the gating function.
2.1.2.5 Counting Operations
To obtain the number of operations in the networks during classification, we define
as fan-in fin the number of incoming connections to a neuron, and similarly fan-out
fout as the number of outgoing projections to neurons in the subsequent layer. To
give some examples: In a convolutional layer, the fan-in is given by the size of
the 2-dimensional convolution kernel multiplied by the number of channels in the
previous layer. In a fully-connected layer, the fan-in simply equals the number of
neurons in the preceding layer. The fan-out of a neuron in a convolutional layer
l that is followed by another convolution layer l + 1 generally depends on the
stride of layer l + 1. If the stride is 1, the fan-out is simply given by the size of
the 2-dimensional convolution kernel of layer l + 1, multiplied by the number of
channels in layer l + 1. Note that the fan-out may be reduced in corners and along
edges of the feature map depending on how much padding is applied.
In case of the ANN, the total number of floating-point operations for classification




(2 fin,l + 1)nl Ops/frame, (2.21)
with nl the number of neurons in layer l. The factor 2 comes from the fact that each
fan-in operation consist of a multiplication and addition. With +1, we count the
operations needed to add the bias. The pooling operation is not considered here.
In the case of an SNN, only additions are needed when the neuron states are
updated. We adopt the notation from (Merolla et al., 2014) and report the Synaptic
Operations, i. e. the updates in the neurons of a layer caused by a spike in the
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previous layer.8 The total number of synaptic operations in the SNN across the











where sl(t) denotes the number of spikes fired in layer l at time t.
In the ANN, the number of operations needed to classify one image, consisting of
the cost of a full forward-pass, is a constant. In the SNN, the image is presented to the
network for a certain simulation duration, and the network outputs a classification
guess at every time step. By measuring both the classification error rate and the
operation count at each step during simulation, we are able to display how the
classification error rate of the SNN gradually decreases with increasing number of
operations (cf Fig. 2.7).
The two different modes of operation - single forward pass in the ANN vs.
continuous simulation in the SNN - have significant implications when aiming
for an efficient hardware implementation. One well known fact is that additions
required in SNNs are cheaper than multiply accumulates needed in ANNs. For
instance, our simulations in a Global Foundry 28 nm process show that the cost
of performing a 32-bit floating-point addition is about 14X lower than that of a
MAC operation and the corresponding chip area is reduced by 21X. It has also been
shown that memory transfer outweighs the energy cost of computations by two
orders of magnitude (Horowitz, 2014). In the ANN, reading weight kernels and
neuron states from memory, and writing states back to memory is only done once
during the forward pass of one sample. In contrast, memory access in the SNN is
less predictable and has to be repeated for individual neurons in proportion to their
spike rates. If the number of operations needed by the SNN to achieve a similar
classification error as that of the ANN is lower, then equivalently the SNN would also
have a reduction in the number of memory accesses. The direct implementation
of SNNs on dedicated spiking hardware platforms like SpiNNaker or TrueNorth
is left to future work, and will be necessary for estimating the real energy cost in
comparison to the cost of implementing the original ANNs on custom ANN hardware
accelerators like Eyeriss (Chen et al., 2016).
2.1.3 Results
There are two ways of improving the classification error rate of an SNN obtained
via conversion: 1) training a better ANN before conversion, and 2) improving the
conversion by eliminating approximation errors of the SNN. We proposed several
techniques for these two approaches in Sec. 2.1.2; in Sections 2.1.3.1 and 2.1.3.2
we evaluate their effect using the CIFAR-10 data set. Sec. 2.1.3.3 extends the SNN
conversion methods to the ImageNet data set. In Sec. 2.1.3.4 we show that SNNs
feature an accuracy-vs-operations trade-off that allow tuning the performance of a
network to a given computational budget.
8 This synaptic operation count does not include updates of the state variables due to a bias or dynamics
of the post-synaptic potential (which is instantaneous in our case). We validated in our simulations
that the operations caused by the bias are about two orders of magnitude fewer in number than
synaptic operations, in addition to being less costly in terms of memory fetches).
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The networks were implemented in Keras (Chollet, 2015). Some of the CIFAR-10
results were previously reported in (Rueckauer et al., 2016b).
2.1.3.1 Contribution of Improved ANN Architectures
The methods introduced in Section 2.1.2 allow conversion of CNNs that use bi-
ases, softmax, batch-normalization, and max-pooling layers, which all improve
the classification error rate of the ANN. The performance of a converted network
was quantified on the CIFAR-10 benchmark (Krizhevsky, 2009), using a CNN with
4 convolution layers (32 3x3 - 32 3x3 - 64 3x3 - 64 3x3), ReLU activations, batch-
normalization, 2x2 max-pooling layers after the 2nd and 4th convolutions, followed
by 2 fully connected layers (512 and 10 neurons respectively) and a softmax out-
put. This ANN achieved 12.14% error rate (Table 2.1). Constraining the biases to
zero increased the error rate to 12.27%. Replacing max-pooling by average-pooling
further decreased the performance to 12.31%. Eliminating the softmax and using
only ReLUs in the output led to a big drop to 30.56%. With our new methods we can
therefore start the conversion already with much better ANNs than was previously
possible.
2.1.3.2 Contribution of Improved SNN Conversion Methods
Figure 2.3: Influence of novel mechanisms for ANN-to-SNN conversion on the SNN error rate
for CIFAR-10.
Figure 2.3 shows that in the case of CIFAR-10, the conversion of the best ANN
into an SNN using the default approach (i. e. no normalization, Poisson spike train
input, reset-to-zero) fails, yielding an error rate of 83.50%, barely above chance
level. Adding the data-based weight normalization (Diehl et al., 2015b) (green bar)
lowers the error rate to 40.18%, but this is still a big drop from the ANN result of
12.14% (dashed black line). Changing to the reset-by-subtraction mechanism from
Section 2.1.2.1 leads to another 20% improvement (brown bar), and switching to
analog inputs to the first hidden layer instead of Poisson spike trains results in an
error rate of 16.40% (orange bar). Finally, using the 99.9th percentile of activations
2.1 f iring-rate code 33
Figure 2.4: Accuracy-latency trade-off. Robust parameter normalization (red) enables our
spiking network to correctly classify CIFAR-10 samples much faster than using
our previous max-normalization (green). Not normalizing leads to classification
at chance level (blue).
for robust weight normalization yields 12.18% error rate, which is on par with the
ANN performance and gives our best result for CIFAR-10. We therefore conclude that
our proposed mechanisms for ANN training and ANN-to-SNN conversion contribute
positively to the success of the method. The conversion into a SNN is nearly loss-
less, and the results are very competitive for classification benchmarks using SNNs
(Table 2.1). These results were confirmed also on MNIST, where a 7-layer network
with max-pooling achieved an error rate of 0.56%, thereby improving previous
state-of-the-art results for SNNs reported by (Diehl et al., 2015b) and (Zambrano et
al., 2016).
SNNs are known to exhibit a so-called accuracy-latency trade-off (Diehl et al.,
2015b; Neil et al., 2016), which means that the error rate drops the longer the
network is simulated, i. e. the more operations we invest. The latency in which the
final error rate is achieved, is dependent on the type of parameter normalization as
illustrated by the three curves in Figure 2.4. Parameter normalization is necessary
to improve upon chance-level classification (blue, no normalization). However, our
previous max-norm method (green) converges very slowly to the ANN error rate
because the weight scale is overly reduced and spike-activity is low. With a robust
normalization using the 99.9th percentile of the activity distribution, the weights are
larger and convergence is much faster. Empirically, the best results were obtained
with normalization factors in the range between the 99th and 99.9th percentile of
activations, which allows the network to converge quickly to error rates similar to
those of the underlying ANN.
This accuracy-latency trade-off is very prominent in case of the classic LeNet
architecture on MNIST (Fig. 2.5). While the ANN achieves an error rate of 1.04 %
using a fixed amount of 2.35 MOps per frame, the spiking model reaches within
1 percentage point of the ANN using 2x less operations (2.07 % error rate at 1.07
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Figure 2.5: Classification error rate vs number of operations for the LeNet ANN and SNN
implementation on the MNIST dataset.
MOps/frame). At 1.47 MOps, the SNN error rate is 1.13 %. The SNN then continues
to improve until it reaches 1.07 % error rate at the end of the simulation.
2.1.3.3 ImageNet
VGG (Simonyan et al., 2014c) and GoogLeNet (Szegedy et al., 2015) are two deep
network architectures that won first places in the localization and classification
competitions of the ImageNet ILSVRC-2014 respectively. By introducing inception
modules and bottlenecks, GoogLeNet requires 12X fewer parameters and significantly
less computes than VGG-16, even though the total layer count is much higher. Since
their initial introduction in 2014, both architectures have been improved. The third
version of GoogLeNet which was released in 2015 as Inception-V3 (Szegedy et al.,
2016), improved on the ImageNet results to state-of-the art 5.6% top-5 error rate,
and uses 2.5X more computes than the original GoogLeNet. This was in part done
by further reducing the kernel size and dimensions inside the network, applying
regularization via batch-normalized auxiliary classifiers, and label smoothing.
transient dynamics and voltage clamp While the conversion pipeline out-
lined in Section 2.1.2 can deliver converted SNNs that produced equivalent error
rates as the original ANNs on the MNIST and CIFAR-10 data sets, the error rate of the
converted Inception-V3 was initially far from the error rate of the ANN. One main
reason is that neurons undergo a transient phase at the beginning of the simulation
because a few neurons have large biases or large input weights. During the first
few time steps, the membrane potential of each neuron needs to accumulate input
spikes before it can produce any output. The firing rates of neurons in the first layer
need several time steps to converge to a steady rate, and this convergence time is
increased in higher layers that receive transiently varying input. The convergence
time is decreased in neurons that integrate high-frequency input, but increased in
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neurons integrating spikes at low frequency.9 Another factor contributing to a large
transient response are 1x1 convolution layers. In these layers, the synaptic input to
a single neuron consists only of a single column through the channel-dimension of
the previous layer, so that the neuron’s bias or a single strongly deviating synaptic
input may determine the output dynamics. With larger kernels, more spikes are
gathered that can outweigh the influence of e. g. a large bias.10
In order to overcome the negative effects of transients in neuron dynamics, we
tried a number of possible solutions, including the initializations of the neuron
states, different reset mechanisms, and bias relaxation schemes. The most successful
approach we found was to clamp the membrane potential to zero for the first N
time-steps, where N increases linearly with the layer depth l: N(l) = d · l. The slope
d represents the temporal delay between lifting the clamp from consecutive layers.
The longer the delay d, the more time is given to a previous layer to converge to
steady-state before the next layer starts integrating its output.
This simple modification of the SNN state variables removes the transient response
completely (Fig. S1), because by the time the clamp is lifted from postsynaptic
neurons, the presynaptic neurons have settled at their steady-state firing-rate. We
found a clamping delay of d = 10 in Inception-V3 to be sufficient. Clamping the
membrane potential in VGG-16 did not have a notable impact on the error rate.
Each input image was presented to the converted VGG-16 spiking network for
400 time steps, and to the converted Inception-V3 for 550 time steps. The average
firing rate of neurons is 0.01611 in VGG-16, and 0.053 Hz in Inception-V3. Note
that the clamping delay does not necessarily result in an increased execution time
of the SNN: The reduced approximation errors in Inception-V3 allow the accuracy
to converge within a shorter simulation duration. There is likely a sweet spot for
choosing the clamping delay such as to minimize the runtime while maximizing
accuracy. A more systematic evaluation of this trade-off is left for future work.
We expect that the transient of the network could be reduced by training the
network with constraints on the biases or the β parameter of the batch-normalization
layers. Table 2.1 summarizes the error rates achieved by our SNNs using the methods
presented above, and compares them to previous work by other groups.
2.1.3.4 Combination with Low-Precision Models
The neurons in our spiking network emit events at a rate proportional to the ac-
tivation of the corresponding unit in the ANN. Target activations with reduced
precision can be approximated more quickly and accurately with a small num-
9 An ANN neuron responds precisely the same whether (A) receiving input from a neuron with
activation 0.1 and connecting weight 0.8, or (B) activation 0.8 and weight 0.1. In contrast, the rate of an
SNN neuron will take longer to converge in case (A) than in (B). This phenomenon forms the basis of
the accuracy-latency trade-off mentioned above: One would like to keep firing rates as low as possible
to reduce the operational cost of the network, but has to sacrifice approximation accuracy for it.
10 Even though the parameters in each layer were normalized such that the input to each neuron is below
threshold, this does not guarantee that all biases are sub-threshold: their effect could be reduced
by inhibitory input spikes. While such inhibitory synaptic input is still missing at the onset of the
simulation, the output dynamics of a neuron will be dominated by a large bias.
11 As our neuron model does not contain any time constant, this unit should be read as "spikes per
simulation time step" and is not related to spikes per wall-clock time.




Figure 2.6: (a) Inception-V3 activations in layer 14, consisting of 32 1x1 convolutions. This
heat map represents the target rates which the SNN approximates. (b) The input
image. (c) SNN spike-rates of the same layer, when the membrane potential of
the SNN is not clamped at the start. Clearly, some feature maps are more active
than their corresponding ANN feature maps, other maps are less active. The
consistent offset across a feature map points to the bias as the plausible cause
for this offset. (d) Correlation between ANN activations from (a) and SNN spike
rates from (c) reveal the offsets of entire feature maps. (e) SNN spike rates of
the same layer, with membrane potentials clamped for 10 time steps between
consecutive layers. The resulting spike rates are much closer to the ANN target
activations. (f) ANN-SNN correlation is close to perfect.
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ber of spike events. For instance, if the activations are quantized into values of
{0, 0.1, 0.2, ..., 0.9, 1.0}, the spiking neuron can perfectly represent each value within
at most 10 time steps. On the other hand, to approximate a floating-point precision
number using 16 bit precision, the neuron in the worst case would have to be active
for 216 = 65536 time steps.
To demonstrate the potential benefit of using low-precision activations when
transforming a given model into a spiking network, we apply the methods from
Sec. 2.1.2.4 to BinaryNet (Courbariaux et al., 2016), a CNN where both weights and
activations are constrained to either {0,+1}, or {−1,+1}. To obtain the binarized
ANNs with these two sets of activations, we train BinaryNet using the publicly
available source code (Courbariaux et al., 2016) on two different activation functions:
First with a Heaviside activation function, and second, with a signed activation
function. The two binarized models are then converted into spiking networks.
Instead of interpreting the negative activations of BinaryNet "sign" as negative
firing rates, we invert the sign of the spikes emitted by neurons with a negative
activation. To achieve this, we add a second threshold at −1, where neurons can
emit spikes of size −1 if the threshold is reached from above.
Figure 2.7: Classification error rate vs number of operations for the BinaryNet ANN and
SNN implementation on the complete CIFAR-10 dataset.
By virtue of the quantized activations, these two SNNs are able to approximate
the ANN activations with very few operations (see Fig. 2.7). The BinaryNet SNNs
already show an error rate which is close to the ANN target error rates early in
the simulation, in fact as soon as the first output spikes are produced. In contrast,
in full-precision models (cf. Figs. 2.4 and 2.5), the classification error rate starts at
chance level and drops over the course of the simulation, as more operations are
invested.
The lowest error rate for our converted spiking CIFAR-10 models is achieved using
BinaryConnect (Courbariaux et al., 2015). This network is trained using full-precision
weights in combination with binarized weights. Either set of weights can be used
during inference. We test the resulting model with both the binarized weights and
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the full-precision copy kept during training (c. f. Table 2.1). These results illustrate
how spiking networks benefit from and at the same time complement the strengths
of low-precision models.
2.1.4 Discussion
This work presents two new developments. The first is a novel theory that describes
the approximation of an SNN firing rates to its equivalent ANN activations. The
second is the techniques to convert almost arbitrary continuous-valued CNNs into
spiking equivalents. By implementing SNN-compatible versions of common ANN
features such as max pooling, softmax, batch normalization, biases and Inception
modules, we allow a larger class of CNNs including VGG-16 and GoogLeNet
Inception-V3 to be converted into SNNs. Table 2.1 shows that our SNN results
compare favorably to previous SNN results on all tested data sets: (Cao et al., 2015)
achieved 22.57% error rate on CIFAR-10, albeit with a smaller network and after
cropping images to 24x24. With a similarly small network and cropped images,
(Hunsberger et al., 2016) achieve 16.46% error rate. Better SNN error rates to date
have only been reported by (Esser et al., 2016), where an error rate of 12.50% was
reported for a very large network optimized for 8 TrueNorth chips, and making use
of ternary weights and multiple 1x1 network-in-network layers. A smaller network
fitting on a single chip is reported to achieve 17.50%. In our own experiments with
similar low-precision training schemes for SNNs, we converted the BinaryConnect
model by (Courbariaux et al., 2016) to 8.65% error rate on CIFAR-10, which is by far
the best SNN result reported to date.
In addition to the improved SNN results on MNIST and CIFAR-10, this work presents
for the first time, a spiking network implementation of VGG-16 and Inception-V3
models, utilizing simple non-leaky integrate-and-fire neurons. The top-5 error rates
of the SNNs during inference lie close to the original ANNs. Future investigations
will be carried out to identify additional conversion methods that will allow the
VGG-16 SNN to reach the error rate of the ANN. For instance, we expect a reduction
in the observed initial transients of higher up layers within large networks, by
training the networks with constraints on the biases.
With BinaryNet (an 8-layer CNN with binary weights and activations tested on
CIFAR-10) (Courbariaux et al., 2016), we demonstrated that low-precision models are
well suited for conversion to spiking networks. While the original network requires
a fixed amount of 1.23 GOps to classify a single frame with average error rate
of 11.57%, the SNN can be queried for a classification result at a variable number
of operations. For instance, the average error rate of the SNN is 15.13% at 0.46
GOps (2.7x reduction), and improves further when investing more operations. This
reduction in operation count is due to the fact that, first, activation values at lower
precision can more easily be approximated by discrete spikes, and second, zero
activations are natively skipped in the activity-driven operation of spiking networks.
In light of this, our work builds upon and complements the recent advances in
low-precision models and network compression.
The converted networks highlight a remarkable feature of spiking networks:
While ANNs require a fixed amount of computations to achieve a classification
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result, the final error rate in a spiking network drops off rapidly during inference
when an increasing number of operations is used to classify a sample. The net-
work classification error rate can be tailored to the number of operations that are
available during inference, allowing for accurate classification at low latency and
on hardware systems with limited computational resources. In some cases, the
number of operations needed for correct classification can be reduced significantly
compared to the original ANN. We found a savings in computes of 2x for smaller
full-precision networks (e. g. LeNet has 8 k neurons and 1.2 M connections), and
larger low-precision models (e. g. BinaryNet has 0.5 M neurons and 164 M connec-
tions). These savings did not scale up to the very large networks such as VGG-16
and Inception-V3 with more than 11 M neurons and over 500 M connections. One
reason is that each additional layer in the SNN introduces another stage where
high-precision activations need to be approximated by discrete spikes. We show
in Eq. 2.5b that this error vanishes over time. But since higher layers are driven by
inputs that contain approximation errors from lower layers (cf. Eq. 2.6), networks of
increasing depth need to be simulated longer for an accurate approximation. We
are currently investigating spike encoding schemes that make more efficient use
of temporal structure than the present rate-based encoding. (Mostafa et al., 2017)
present such an approach where the precise spike time is used to train a network to
classify MNIST digits with a single spike per neuron. Such a sparse temporal code
clearly reduces the cost of repeated weight fetches which dominates in rate-encoded
SNNs.
Finally, this conversion framework allows the deployment of state-of-the-art pre-
trained high-performing ANN models onto energy-efficient real-time neuromorphic
spiking hardware such as TrueNorth (Benjamin et al., 2014; Merolla et al., 2014;
Pedroni et al., 2016).
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2.2 latency code
The activations of an ANN are usually treated as representing an analog firing rate.
When mapping the ANN onto an equivalent SNN, this rate-based conversion can lead
to undesired increases in computation cost and memory access, if firing rates are
high. This work presents an efficient temporal encoding scheme, where the analog
activation of a neuron in the ANN is treated as the instantaneous firing rate given
by the TTFS in the converted SNN. By making use of temporal information carried
by a single spike, we show a new spiking network model that uses 7 − 10× fewer
operations than the original rate-based analog model on the MNIST handwritten
dataset, with an accuracy loss of < 1%.12
2.2.1 Introduction
DNNs achieve state-of-the-art in numerous machine learning applications, for in-
stance object detection and classification, scene parsing, and video captioning
(LeCun et al., 2015; Schmidhuber, 2014). Highly accurate classification during in-
ference comes at a cost: Typical ANNs require floating-point MAC operations to
compute the activation values of all the neurons in the network. Graphics Process-
ing Units (GPUs) process these operations efficiently in parallel, but their power
consumption can prohibit their use in embedded applications. Considerable effort
is being devoted to the development of hardware accelerators as well as algorithmic
improvements which enable the efficient execution of deep neural networks on
these hardware platforms. Notable directions include reducing the precision of
weights and / or activations (Hubara et al., 2016), skipping computations when
activation values are zero (Aimar et al., 2019), and minimizing data movement
(Chen et al., 2016).
Unmatched in power efficiency, the biological brain employs all-or-none pulses
(spikes) to transmit information. Motivated by this paradigm, artificial SNNs are
being developed to solve similar tasks as ANNs, but making use of cheaper "addi-
tion" operations instead of MACs, and leveraging sparsity in neuron activations, as
neurons will only be active if driven by a strictly positive input. In tasks with a con-
tinuous stream of input data, SNNs combined with event-based sensors (Lichtsteiner
et al., 2008) allow for data-driven computation, making SNNs ideal for always-on,
low-power applications. Neuromorphic hardware (Furber et al., 2014; Merolla et al.,
2014) optimizes routing of spikes across the network and implements power-efficient
computation.
Training deep SNNs directly can be difficult. Recent spike-based learning al-
gorithms demonstrated promising results on the MNIST dataset (Lee et al., 2016;
Mostafa, 2018), and even natural image datasets (Kheradpisheh et al., 2018), but the
scalability of the learning algorithm to larger architectures and more challenging
data sets has yet to be shown. Mapping a pre-trained ANN to an SNN of similar
architecture has been applied successfully to natural image datasets like CIFAR-10
(Rueckauer et al., 2016b), and ImageNet (Hunsberger et al., 2016; Rueckauer et al.,
2017). The encoding scheme underlying this SNN conversion approach is rate-based:
12 This section is based on Rueckauer et al., 2018.
42 spike encoding for convers ion of deep neural networks
The SNN neurons generate a sequence of discrete spikes, which, when averaged over
the simulation duration, approximates the analog firing rate of the corresponding
ANN neuron. This rate-based encoding becomes more accurate as the simulation
duration of the SNNs is increased and more spikes are generated. The computational
cost of the SNN also scales with the average firing rate of its neurons: Each spike
entails fetching the weight values of the synaptic connections to neurons in the
following layer, and updating the state variables (e. g. , membrane potential) of
those post-synaptic neurons. In the ANN, all neurons are updated once, using MAC
operations; in the SNN, an active subset of neurons is updated repeatedly, using ADD
operations. Because the energy cost of memory transfer can exceed the energy cost
of computations by two orders of magnitude (Horowitz, 2014), the SNN may lose a
potential performance advantage over the ANN as the rates increase.
The energy cost disparity of memory and computation motivates the search for a
spike code that is more efficient than the rate-based code. Coupled with evidence
of temporal codes in the brain (VanRullen et al., 2001), we propose in this paper
an ANN-to-SNN conversion mechanism, where the analog activation values of the
ANN neurons are represented by the inverse Time-To-First-Spike (TTFS) in the SNN
neurons (Thorpe et al., 2001). Thus, neurons in the SNN spike at most once during
inference of one sample, combining the spatial (feature map) sparsity of SNNs with
the temporal sparsity of ANNs.
Earlier work in this direction includes the HFirst (Orchard et al., 2015c) network
which uses spike timing in object recognition: The max-pool operation is imple-
mented by performing a temporal winner-take-all among neurons in a pooling
region. The authors in Zambrano et al., 2016 developed a method to convert ANNs to
SNNs based on rate-coding, but with adapting thresholds that reduce the firing rates
significantly compared to other rate-based methods. Several groups have trained
SNNs directly, either in an unsupervised (Diehl et al., 2015a; Kheradpisheh et al.,
2018) or supervised manner (Mostafa, 2018; Zhao et al., 2015). Closely related to our
coding scheme, Mostafa et al., 2017 proposed an algorithm to train an SNN using
an analytic expression for the Time-To-First-Spike (TTFS), which can be optimized
via back-propagation. Where applicable, we compare their results with ours in Sec.
2.2.3.
The three variants of our proposed TTFS encoding are described in Sec. 2.2.2. The
evaluation of these methods on the MNIST dataset is presented in Sec. 2.2.3, and the
results discussed in Sec. 2.2.4.
2.2.2 Methods
2.2.2.1 TTFS Baseline Model ("TTFS base")
In general, the dynamics of the membrane potential ui(t) of a neuron i can be
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Figure 2.8: Spike generation mechanism with Time-To-First-Spike (TTFS) coding.
where ηi models the shape of an action potential (including a possible refractory
period), the scalar values wij are the synaptic weights, the kernel ǫij describes the
Post-Synaptic Potential (PSP) caused by an input spike from neuron j, and the
external input current Iext(t) represents the bias. The set Fi = {t
( f )
i | 1 ≤ f ≤
n} = {t | ui(t) = θ} contains the output spike times, and Γi denotes the set of
pre-synaptic neurons.
In this work, we require only the first spike of each neuron and can prevent
additional spikes e. g. , by making the refractory period very long. Equation (2.23)
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j ), where H(x) is the Heaviside step function.
13 The




i } as the
set of "causal neurons", i. e. , pre-synaptic neurons whose spikes arrive at neuron i










13 For more biological realism, an alpha function could be used as PSP kernel. We decided against it
to avoid the additional hyperparameters required (two time constants plus a factor for the kernel
amplitude). Also, the linear kernel allows for an analytic treatment, and does not require a look-up
table when implemented on hardware.
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In a simulation with time step dt, this explicit equation translates to a rate of
increase




wij + bi =: µi. (2.26)
This mechanism is illustrated in Figure 2.8. In order to determine the first instance
in time when neuron i spikes, we set the membrane potential equal to the threshold,
ui(t
(0)
















The corresponding instantaneous firing rate ri equals 1/t
(0)
i . Successful ANN-to-
SNN conversion implies that the SNN spike rate ri is approximately equal to the
corresponding activation ai of the original ANN.
14 Then the output spike time in
the SNN is inversely proportional to the ANN activation: t
(0)
i = 1/ai.
The update mechanism (2.25) constitutes the base model of the present work,
labeled "TTFS base" in the remainder of the paper. A potential problem with the
TTFS expression (2.27) derived from the base model can be seen by considering two
neurons A, B which drive neuron C with connection strengths wA = 1 and wB = −2.
If the two input neurons are activated with aA = 2 and aB = 1 respectively, the net
effect on neuron C in the ANN would cancel out. In the SNN however, neuron A will
fire twice as fast as B, potentially driving C above threshold before the inhibitory
input arrives. Raising the threshold to delay generation of output spikes in the
post-synaptic neuron is not a viable solution because it will equally delay the arrival
of input spikes.
2.2.2.2 TTFS with Dynamic Threshold ("TTFS dyn thresh")
In order to remedy the situation where neurons fire their first spike prematurely,
i. e. , before having received all input spikes, we replaced the constant threshold
by a threshold that dynamically adapts to the observed input. In particular, the
threshold of each neuron is increased by an amount equal to the input that is still
missing. When an input spike arrives, the threshold is reduced by the amount equal
to the corresponding synaptic strength. Thus, the likelihood of producing an output
spike is inversely proportional to the information that would be lost if the spike
were generated prematurely.
To determine the missing input, the pre-synaptic neuron j signals to its target
neuron i whether the sign of its present PSP xj(t) is positive. If the net PSP of a
neuron is excitatory (it expects to fire a spike in the future), then the post-synaptic
neuron i updates its threshold according to the following rule:
θi(t) = θi(∞) + ∑
j∈Γi
|wij|H(xj(t)). (2.28)
14 We assume the ANN uses the common rectifying linear unit activation function ReLU(x) = max(0, x).
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SNN TTFS dyn thresh
SNN TTFS clamped
Figure 2.9: Classification error versus operation count of the original LeNet-5 ANN and the
converted SNNs tested on MNIST. Error bars are removed from inset for clarity.
In essence, each neuron fires two types of spikes: The first type signals whether
to expect a spike in the future, and the second type is the actual output spike. We
label this method "TTFS dyn thresh" in the remainder of the paper.
2.2.2.3 TTFS with Clamped ReLU ("TTFS clamped")
Because the spike count in "TTFS dyn thresh" is at least twice as high as in "TTFS
base", we propose a second approach to mitigate the effect of long-latency spikes.
The original ANN is refined with a modified ReLU activation function, where the





0 if x ≤ β
x else.
(2.29)
This way, the network learns to perform well without relying on low activations,
and neurons in the converted SNN do not have to wait for long-latency spikes.
A neat side effect is that sparsity in feature maps is increased, further reducing
the spike count in the SNN. An obvious limitation of this method is the need to
retrain with a constraint in the form of the clamped ReLU (2.29). This refinement is
trivial in case of small problems like MNIST, and may even show additional benefits
accompanying regularizations, but can become cumbersome for larger networks
and datasets. This method is labeled "TTFS clamped" in the remainder of the paper.
2.2.3 Results
We tested the three versions of the Time-To-First-Spike (TTFS) approach ("TTFS base",
"TTFS dyn thresh", "TTFS clamped") on the MNIST handwritten digit recognition data
set and using the classic Lenet-5 (LeCun et al., 1998) model. The dataset consists of
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Table 2.2: Comparison with other SNNs on MNIST.
err [%]
Method ANN SNN # spikes # neurons
Rate-based conversion 1.40 1.52 104 3194
(Diehl et al., 2015b) 0.90 0.88 105 5194
Rate-based conversion 1.16 1.16 200 3194
(Zambrano et al., 2016) 0.86 0.86 100 5194
STDP, TTFS
(Kheradpisheh et al., 2018)
NA 1.60 600 9144
STDP (Diehl et al., 2015a) NA 5.0 17 6400
Supervised TTFS learning
(Mostafa et al., 2017)
NA 3.02 135 1384
TTFS fully-conn. [this work] 1.50 1.65 100 1394
TTFS convol. [this work] 1.04 1.43 1000 7614
70000 28x28 gray-scale images, of which 10000 were used for testing, the rest for
training. The Lenet-5 model contains three convolution layers, two max-pooling
layers and two fully-connected layers, amounting to a total of 7614 neurons and 1.2
million synapses. The network conversion and simulations were performed using
the "SNN toolbox"15. The top-1 error of our LeNet-5 ANN is 1.04%; the classification
of a single sample in one forward pass requires 2.35 million operations16. Inference
in the SNN is not done in a single forward pass where all kernel operations and
neuron updates are performed once, but instead consists of simulating the SNN
until one of the 10 output neurons has spiked. Then the simulation is stopped.
At each time step, we measure both the classification error and the cumulative
number of spikes in the network. From the spike count we infer the total number
of operations in the SNN: Each spike causes a number of synaptic operations equal
to the number of post-synaptic neurons connected to it.
The curves of the mean classification error versus the number of operations for
all 3 methods are shown in Fig. 2.9. We also display the curve obtained when
converting the LeNet-5 ANN using a rate-code as in Rueckauer et al., 2017. In all
four SNNs, classification error is high initially while spikes propagate through the
network and the membrane potential of output neurons is still below threshold.
Once an output spike is produced, the classification error drops. This drop is
remarkably steep in the TTFS encoded networks, indicating that such a network
needs approximately the same number of operations to classify each sample. The
error-curve of the rate-coded SNN drops more slowly over time because neurons
get to fire multiple times, gradually improving the network output.
All three versions of the TTFS encoding scheme produce very similar results: Their
error rates are all within 1% of that from the original ANN, while the number of
operations is reduced by 7-10X. The "TTFS base" baseline version reduces operational
15 http://snntoolbox.readthedocs.io
16 MACs are counted twice, for multiplication and addition.
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Table 2.3: LeNet-5 performance on MNIST.
Model MOps Err [%]
ANN 2.35 1.04
SNN rate code (44 sim. steps) 3.03 1.07
SNN rate code (18 sim. steps) 1.07 2.07
SNN TTFS base 0.31 2.00
SNN TTFS dyn thresh 0.34 1.80
SNN TTFS clamped 0.23 1.47
cost by a factor of 7, but the classification error rate is almost double due to missing
long-latency spikes as described in Sec. 2.2.2. The advantage of this method is that
we do not have to retrain the network just as for the "TTFS clamped" version, and we
do not have to compute the threshold updates as in "TTFS dyn thresh". As explained
in Sec. 2.2.2.2, threshold updates require transmission of a flag, indicating whether
the post-synaptic neuron should expect a spike from the pre-synaptic neuron. The
spike count of "TTFS dyn thresh" shown in Fig. 2.9 (not counting threshold updates)
is higher than "TTFS base" because output spike generation is delayed to take into
account long-latency spikes. When including threshold updates, the operation
count of "TTFS dyn thresh" is 3X larger than the base-line, but still 2X lower than
the ANN. The "TTFS clamped" approach achieves the lowest error rate at the lowest
operational cost during inference, because the clamped ReLU increases sparsity in
activations. This favorable number of operations does not take into account the
one-time computational overhead when refining the ANN.
In order to compare our temporal coding method with the one presented in
Mostafa et al., 2017, we trained an ANN using the same architecture as in Mostafa
et al., 2017, namely a fully connected network with 784 input neurons, 600 hidden
neurons, and 10 output neurons. The error rate of this ANN on MNIST is 1.50% and
the operational cost is 953 kOps. Using the "TTFS base" method, the converted SNN
achieves 1.65% error rate at 0.59 kOps. This computational cost is roughly equivalent
to a network average of 100 spikes per sample. The method proposed in Mostafa et
al., 2017 does not convert an existing ANN, but trains the SNN directly with back-
propagation, using an expression for the Time-To-First-Spike (TTFS) similar to Eq.
(2.27). The gray-scale images were binarized and the bit-precisions of the network
parameters and activations were reduced so as to facilitate the implementation on
an FPGA. The cost function contains a penalty term that encourages neurons to fire
early. Their resulting SNN achieves a 3.02% error rate, at a reported average activity
of 135 spikes per sample.
2.2.4 Discussion
This work presents methods to convert analog neural networks into spiking neural
networks using a temporal coding scheme that significantly reduces the spike
redundancy present in previous rate-based conversion methods. In our proposed
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implementation, the activation value of neurons in the ANN is encoded as Time-
To-First-Spike (TTFS) in the converted SNN. Thus, every neuron fires at most once,
if receiving a positive net input, but does not spike if receiving zero or negative
input. This encoding is sparse in both time and feature space, making the model
suitable for low-power embedded applications. The baseline TTFS method does not
require modification of the network architecture or model parameters, and achieves
a reduction in operation cost of 7X using LeNet-5 on MNIST. The classification error
rate however increases by 1 percentage point. This increase can be mitigated by two
proposed variants of the baseline method. The first variant consists of the refinement
of the original ANN before conversion, by using a modified ReLU activation function.
The second variant employs dynamic thresholds in the SNN to take into account
the outputs of low-activated neurons. Both variants produce error rates close to the
ANN error rate. The cost associated with this improvement is the need for retraining
before inference, or for threshold updates during inference.
The SNNs obtained with the proposed TTFS code compare favorably against
previous SNN results on MNIST (Tab. 2.2), obtained either by conversion or direct
training of the SNN. The rate-based conversion of Diehl et al., 2015b is superior in
terms of error rate but requires significantly more spikes. The rate-based conversion
by Zambrano et al., 2016 is likewise more accurate, and features low spike rates
due to its threshold adaptation. However, the spike rate alone does not account
for the hidden computations due to threshold updates and processing of the real-
valued spikes. Methods for training SNNs directly score in terms of low spike rates,
but either require a higher number of neurons or converge to a higher error rate.
We wish to emphasize the limited value of comparing conversion and training
methods: Converting a pretrained ANN gives the SNN a "head-start" in classification
performance; training the SNN directly has the advantage that the model can be
taught to cope with artifacts that would occur during conversion, for instance the
long-latency spikes discussed in Sec. 2.2.2.
SNNs potentially run more efficiently than standard ANNs for two reasons: (1)
SNNs use additions instead of MACs, which consume about 14X less energy and
occupy 21X less area17. (2) Zeros in feature maps are automatically skipped in
the forward-pass of the SNN. On the other hand, SNN operation incurs additional
memory traffic due to repeated updating of neuron states. The cost of a memory
transfer can exceed the cost of a floating-point multiplication operation by two
orders of magnitude (Horowitz, 2014). TTFS-encoded SNNs fire at most one spike
per neuron, thereby minimizing the energy cost in memory access.
Future research will be directed towards hardware implementation of this Time-
To-First-Spike (TTFS) code, as well as the application on larger models and more
challenging datasets. The massive reduction of spike counts in TTFS-encoded SNNs
makes this model attractive for neuromorphic hardware platforms where energy
costs are dominated by spike-induced memory fetches and spike routing.
17 Simulated for 32-bit floating-point in a Global Foundry 28 nm process.
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2.3 temporal pattern code
Though inspired by the nervous system, deep ANNs employ a simplified neuron
model that mimics the transfer function of non-leaky integrate-and-fire neurons in
form of analog activation values. Even in the more biologically realistic class of SNNs,
the predominant information transmission method is based on rate codes, which
are potentially slow and inefficient due to redundant spikes. Temporal codes based
on single spikes have been proposed but are difficult to scale up to applications in
Deep Learning due to their sensitivity to noise in spike timing. Here we evaluate
an encoding scheme based on temporal spike patterns, which inherits the efficiency
of temporal codes but maintains the robustness of rate codes. This pattern code
is evaluated on the MNIST, CIFAR-10, and ImageNet object recognition tasks. We
compare against the performance of ANNs, rate-coded SNNs, and (where available)
latency-coded SNNs, using the classification error and operation count as preliminary
performance metrics. But since these models all use different elementary operations
in hardware, we estimate the power consumption associated with the computational
cost of each type of encoding, and take into account the effect of reduced-precision
weights and activations. Finally, we explore a set of entropy codes that allow further
compression due to the non-uniform distribution of neuronal activity observed in
real-world tasks. The temporal pattern code achieves up to 42× reduction in the cost
of operations at less than 1% increased error compared to the ANN. Compared to the
rate-coded SNN, the error improves by 2% while the estimated power consumption
decreases by 35×.18
2.3.1 Introduction
The question of neural coding - how signals are represented in the brain - has
engaged neuroscientists at least since the place theory of pitch perception by
Helmholtz in the 19th century. With the revival of ANNs in the late 1980’s, interest
in the principles of neural coding have spread to the machine learning community
and inspired pioneering work such as Maass, 1997a,b. The subsequent success of
DL (LeCun et al., 2015) was in part made possible by the increased availability of
computational power from hardware in the form of GPUs, but the limited resources
available from platforms used in real-time mobile applications continue to fuel
the search for more efficient ways to process DNNs. If not based on practical
considerations alone, this research effort may further be motivated by the realization
that our brain is able to accomplish complex cognitive tasks with the energy
consumption of a light bulb (Mink et al., 1981).
SNNs have emerged as viable candidates for more economical processing in DL
Esser et al., 2016. Taking inspiration from the biological nervous system, information
in SNNs is typically transmitted in form of discrete events (spikes), rather than real
values as in ANNs. This way, SNNs are able to use cheaper elementary operations than
their analog counterparts (additions vs. MACs), and to exploit spatial and temporal
sparsity, i. e. to skip redundant computations where neurons in the network are
inactive (Yousefzadeh et al., 2019). Whereas ANNs are operated in a synchronous,
18 The material in this section is currently under review for publication.
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frame-wise manner, the processing mode of SNNs is asynchronous and driven by
changes in the input. Such an event-based paradigm is attractive for low-latency, low-
cost applications, which has been demonstrated e. g. in gesture recognition (Amir et
al., 2017), robotic target tracking (Rueckauer et al., 2018), and object detection (Kim
et al., 2019b).
However, operating DNNs in the spiking regime has its challenges, starting with
the problem of obtaining suitable weights for the synaptic connections. Directly
training the SNN is difficult because of the non-differentiable nature of the spike
generation mechanism. Employing surrogate gradients or a smoothed version of
the activation function are promising ways to circumvent this problem (Lee et al.,
2016; Shrestha et al., 2018), but direct training has not yet been shown to scale well
to full-scale models like VGG-16 (Simonyan et al., 2014b), GoogleNet (Szegedy et
al., 2015), or ResNet (He et al., 2016). An alternate approach to spike-based training
is conversion of an ANN, where one has a wealth of DL tools available to obtain
high starting accuracy on arbitrarily large models. A drawback of this approach
is that there is often a drop in accuracy when porting the model into the spike
domain. Many of these conversion methods employ a form of rate-coding, where
the average firing rate of a neuron in the SNN emulates the analog activation value
in the corresponding neuron of the ANN. In a theoretical analysis, Rueckauer et al.,
2017 showed that such a rate code can approximate the ANN to arbitrary precision,
but only in the limit of a large simulation duration.
Since then, several conversion schemes have been proposed to maintain high
SNN accuracy at lower computational cost. Reduced spike-rates can be achieved
e. g. by training the original ANN with a regularization term on the firing rates
(Neil et al., 2016). Unfortunately, low rates are more susceptible to approximation
errors, which can be compensated by quantization-aware training (Sorbaro et al.,
2020), or by employing an adaptive neuron model (Zambrano et al., 2016, 2019). A
more rigorous approach is to forgo rate-codes altogether and encode ANN activation
values in single spikes or short firing patterns, where information is contained
in individual spike timing. Biologically inspired temporal coding in SNNs has a
long history (see e. g. Bohte, 2004; Hanuschkin et al., 2010; Maass, 1997c, 2015), but
only recently have these principles been applied to multi-layer neural networks
(Mostafa et al., 2017; Orchard et al., 2015c; Rueckauer et al., 2018; Stöckl et al., 2019,
2020). In Rueckauer et al., 2018 (Sec. 2.2 in this thesis) for instance, real-valued ANN
activations are encoded by the inverse TTFS (called latency-coded in the remainder
of the Section). Every neuron fires at most one spike, which makes inference very
efficient, but also very fragile towards noisy or delayed spikes.
In this Section we evaluate an encoding based on temporal firing patterns which
we open-sourced as part of the "SNN toolbox" (Rueckauer et al., 2017) mid 2017, and
which has recently been formulated independently again (Stöckl et al., 2020). This
pattern code aims to find a middle ground between the fast but brittle temporal
codes and the slow rate-codes. In our Temporal Pattern Code (TPC), individual
spikes carry information in their timing, but rather than relying on a single spike
per neuron we allow for subsequent spikes to supplement the message. To achieve
this, the analog value to be encoded is transformed into a string of bits, for instance
using the binary number format. This transformation introduces the notion of time:
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each nonzero bit in the string represents a spike in a firing pattern. The amount of
information carried by individual spikes in the pattern decreases from a spike at
the position of the Most-Significant Bit (MSB) to the position of the Least-Significant
Bit (LSB).
An immediate benefit of this encoding is the ability to trade off operations
and latency against accuracy: By dropping some number of LSBs, we can sacrifice
accuracy to save operations and speed up inference time. Exploiting low-precision
in deep neural networks for efficient inference has been a topic of great interest
(Choukroun et al., 2019; Hubara et al., 2016; Mishra et al., 2018; Moons et al., 2016;
Rastegari et al., 2016; Zhou et al., 2017; Zhou et al., 2016). In contrast to low-precision
ANNs, where dedicated processing elements are required to perform operations
at different levels of quantization, precision in our coding scheme can be varied
dynamically using the same processing elements, by reducing the number of time
steps per spike sequence. This tradeoff is investigated in Sec. 2.3.3.1, where we also
take into account the reduced power consumption of low-precision ANNs for fair
comparison.
With the motivation of improving energy efficiency by varying the precision
of activations in individual layers, Judd et al., 2017 developed an ANN hardware
accelerator that may be seen as a possible implementation of the TPC code presented
here. Their core idea is to replace the bit-parallel processing of the activation-weight
product by bit-serial processing, which is equivalent to the temporal integration of
spike patterns in TPC. While Judd et al., 2017 investigate this processing paradigm in
the context of accelerating ANNs, the present study adds to their work by providing
the perspective of spike-based processing, in particular the comparison against rate-
and latency-coded SNNs.
Aside from the binary number format (used in Judd et al., 2017; Stöckl et al.,
2020), many other representations are possible for encoding ANN activations in
form of spike patterns. In particular, a loss-less compression method like entropy
coding assigns fewer bits (i. e. spikes) to values that appear more frequently, thus
reducing the overall number of operations. We evaluate a set of compressed binary
representations in Sec. 2.3.3.4, using as quality metric the Kullback-Leibler Diver-
gence (KLD) between the original and the encoded activation value distribution. As
expected from information theory, naive binary representation shows higher KLD
than entropy-based encodings, with Huffman code minimizing the KLD, indicating
optimal compression.
We evaluate pattern-coded SNNs on MNIST, CIFAR-10, and ImageNet, and com-
pare against latency- and rate-encoded SNNs, as well as ANNs at varying numeric
precision. Qualitatively, the pattern-encoded models reach ANN-equivalent accuracy
with fewer operations than rate-coded models and more operations than latency-
coded models, confirming our initial hypothesis. Further, TPC models scale better
to more difficult tasks than both other spike encodings. Quantitatively, TPC requires
up to 20× fewer operations than the ANN at equivalent accuracy. For ImageNet,
we compare against low-precision ANNs and estimate a reduction of up to 42× in
power consumption based on operation-count, using an 8-bit MobileNet (Howard
et al., 2017). Compared to the rate-coded SNN, TPC achieves 2% lower classification
error with an estimated 35× reduction in power consumption.













Figure 2.10: Illustration of the four DNN operating modes studied in this paper. Adapted
from Liu et al., 2019.
The basic principle underlying the temporal pattern encoding is that n-bit ac-
tivation values in the ANN can be represented by a sequence of n spikes in the
SNN, e. g. using the binary number format. The time of spike in a pre-synaptic
neuron i determines the amount of charge deposited on the membrane potential of
a post-synaptic neuron j. For instance, assume neuron i has an activation value of 9,
whose binary representation is 00001001 in an n = 8 bit word. Thus, neuron i will
fire only two spikes, the first after 5 time steps, and the second at time step 8. The
post-synaptic neuron j adds an amount of charge to its membrane potential that is
proportional to the synaptic weight wij as usual. However, to take into account the
relative timing of spikes, this synaptic strength is modulated by a time-dependent
kernel ǫij(t).
This scheme can be formulated within the framework of the spike-response

















where the kernel ǫij represents the PSP caused by an input spike from one of the
pre-synaptic neurons in Γi, and the external input current Iext(t) = bi is given by
the bias bi. The term ηi models the shape of the action potential and the refractory
period, and is not used in this work. The time t ∈ [0, n] is limited to the number
of bits n, at the end of which the membrane potential is reset and a new sample
(e. g. image frame) is presented for the next n time steps. This time threshold n
replaces the voltage threshold that was used to trigger spikes in previous coding
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schemes. When reaching the time threshold, the post-synaptic neuron i fires a burst
of spikes, whose times Fi = {t
( f )
i } correspond to the binary representation of the
accumulated membrane potential. Such a time threshold could be implemented via
a periodically firing "clock" neuron (see Sec. 2.3.4 for a discussion).
By choosing the synaptic kernel ǫij(t− tj) = H(t− tj) · 2
−tj+n−1, with H the Heav-
iside step function, we arrive at our final expression for the membrane potential:






wij · H(t − t
( f )
j ) · 2
−t
( f )
j +n−1 + bi. (2.31)




pre-synaptic neuron j equals exactly that neuron’s membrane potential, uj(n). In
the input layer, this value corresponds to the pixel activation aj. Thus, membrane
potentials in the first hidden layer are a perfect reflection of the corresponding
activation values in the ANN19: ui(t = n) = ∑
Γi wij · aj + bi = ai. The same argument
extends iteratively to higher layers, which asserts that the encoding is loss-less
if all n timesteps are used during simulation. A lossy encoding is obtained by
running for k fewer timesteps, which is equivalent to truncating the last k bits of the
binary representation. The effect on accuracy and computational cost is evaluated
in Sec. 2.3.3.1.
The proposed temporal pattern code was implemented using Python and Tensor-
flow, and is open-sourced as part of the SNN toolbox (Rueckauer et al., 2017). This
software package also includes tools for rate-based conversion and for encoding
SNNs using the TTFS scheme. In Sec. 2.3.3.1 we apply all three of these encoding
methods to convert SNNs and compare their performance against their original
ANNs. A schematic illustration of the operation modes of analog and spiking neural
networks is shown in Fig. 2.10.
2.3.3 Results
To evaluate the performance and robustness of TPC, we measure the classification
error of models trained with 32 bit weights and activations, after conversion to TPC
at different values of the bitwidth n (representing the number of inference time
steps per sample). The resulting error-operations tradeoff curve allows comparison
against other spike-codes and the original ANN performance. We first present
tradeoff results for MNIST, CIFAR-10 and ImageNet (Sec. 2.3.3.1), and then studies
of the effect of training the ANN with low-precision weights and activations, and
estimate the power consumption of the low-precision add, MAC, and shift operations
needed for inference (Sec. 2.3.3.3, summary in Table 2.7). Finally, various loss-less
compression schemes are explored as alternatives to the naive binary representation
(Sec. 2.3.3.4).
19 The ReLU activation is assumed.
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Figure 2.11: Classification error versus operation count per frame of the LeNet-5 ANN and
the converted SNNs tested on MNIST. Three conversion methods are compared,
based on rate (yellow), latency (green), and pattern encoding (blue). For the
pattern code, each data point represents an experiment where the model was
run for n timesteps per test sample, which is equivalent to truncating the
network activations to n bit (as indicated by the label).
Table 2.4: Summary for MNIST.




TPC 8 bit 0.75 2.70
TPC 6 bit 0.76 1.78
TPC 5 bit 0.81 1.33
TPC 4 bit 1.26 0.87
TPC 3 bit 59.52 0.45
TPC 2 bit 90.26 0.07
2.3.3.1 Trading off Classification Error vs Operations
lenet-5 on mnist As a proof-of-concept, we first evaluate the pattern code
on the classic LeNet-5 architecture for MNIST (LeCun et al., 1998). We compared
three spike encoding methods. As shown in Fig. 2.11, both the rate and pattern
codes perform similarly, with the classification error of the TPC network converging
slightly faster to the error rate of the ANN. Specifically, TPC at n = 4 bit requires
about 1.8× fewer operations than the rate code and 2.7× fewer operations than
the ANN to achieve the same error rate. Compared to TPC at 4 bit, TTFS is another
4× more efficient in this experiment because only a single spike is fired per active
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neuron. However, this latency code suffers from unacceptable accuracy loss in the
more difficult tasks studied below. The results are given in Table 2.4.
Figure 2.12: Classification error versus operation count per frame of the original ANN and
the converted SNNs tested on CIFAR.
mobilenet on cifar-10 For CIFAR-10 (Krizhevsky, 2009) we choose the Mobile-
Net-V1 (Howard et al., 2017) architecture, which achieves 8.82% classification error
with comparably small parameter footprint due to the use of depthwise-separable
convolutions. As seen in Fig. 2.12, TPC needs about 14× less operations than rate
code and 20× less than the ANN at iso-accuracy. The quantitative results can be
found in Table 2.5.
Table 2.5: Summary for CIFAR-10.
Error [%] Operations [M]
ANN 8.82 789
rate-SNN 9.4 576
TPC 32 bit 8.82 232
TPC 16 bit 8.82 115
TPC 8 bit 8.82 39
TPC 6 bit 61.19 20
TPC 4 bit 89.73 5
mobilenet on imagenet For ImageNet (Russakovsky et al., 2015), we use the
same architecture as for CIFAR-10, except that the resolution of the input images is
higher (256 × 256 instead of 32 × 32). The ANN achieves a top-1 error of 30.41% at
9.66 GOp per frame (Fig. 2.13). The rate-encoded SNN fails to reach this error rate
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within the same computational budget. 20 The pattern-encoded network reaches
the same error as the ANN when run for n = 32 time steps per frame. Even though
each analog activation value is replaced by a pattern of up to 32 spikes, the TPC
model still requires 1.3× fewer operations than the ANN, because TPC natively skips
over zeros in the feature maps.21. When the network runs for n = 16 time steps, TPC
has to process fewer spikes, leading to 2.7× fewer operations. The error increases
by 0.72%, which is equivalent to the error obtained when naively rounding the
ANN activations to 16 bits. Reducing run time further to n = 8 timesteps incurs a
more substantial drop of 8.9%. This increased error can be avoided by training the
ANN with 8-bit activations, which is described in more detail in Sec. 2.3.3.3. The
ImageNet results are summarized in Table 2.6.
Figure 2.13: Classification error versus operation count per frame of the original ANN and
the converted SNNs tested on ImageNet.
Table 2.6: Summary for ImageNet.
Error [%] Operations [G]
ANN 30.41 9.66
rate-SNN 36.01 23.81
TPC 32 bit 30.41 7.37
TPC 16 bit 31.13 3.56
TPC 8 bit 39.30 1.29
TPC 4 bit 100 1.02
20 Inspection of the parameter distribution revealed weight and bias values several orders of magnitude
larger than the standard deviation. Rueckauer et al., 2017 showed that such outliers can cause
erroneous spikes at the onset of the simulation while spikerates are still ramping up, which delays
convergence to the desired accuracy. Removing these outliers by training the model with hard
constraints or regularization would likely improve the rate-based conversion but was not within the
scope of the present work.
21 This advantage would be evened out in a dedicated zero-skipping hardware (Aimar et al., 2019) or
algorithm (Messikommer et al., 2020)
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2.3.3.2 One-Hot Encoding
The efficiency of this pattern code can be further improved by quantizing activations
to powers of 2. The binary pattern representation then becomes maximally sparse.
We did not train the model ourselves to achieve equivalent accuracy at power-2
quantized activations, which has been shown in other work (Gudovskiy et al., 2017).
However, in a preliminary experiment, we found that MobileNet on ImageNet
would require 0.6 GOp in a power-2 encoding, a reduction of 16×.
Figure 2.14: Classification error versus relative power consumption of the original ANN and
the converted SNNs tested on ImageNet. Each of the three panels represents
the same conversion experiment but starting from an ANN trained with 32
(top), 16 (center), and 8 bit activations (bottom).
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Table 2.7: Summary of power estimates for ImageNet (power is measured relative to the
cost of one adder). The factor in parenthesis represents the reduction relative to
the ANN.
ANN 32 bit 16 bit 8 bit
Error [%] Power Error [%] Power Error [%] Power
ANN 30.41 5255 30.47 1391 31.58 386
rate-SNN 36.01 1526 (3×) 37.07 764 (2×) 34.88 381 (1×)
TPC 32 bit 30.41 259 (20×)
TPC 16 bit 31.13 125 (42×) 31.28 63 (22×)
TPC 8 bit 39.30 45 (117×) 37.84 23 (60×) 32.59 11 (35×)
2.3.3.3 Estimated Power Consumption
One inherent problem with the comparison in Sec. 2.3.3.1 is that we simply counted
the raw number of operations, irrespective of their type. Standard ANNs perform
MACs operations, TPC networks require addition and bit-shift operations, and rate-
and latency-coded SNNs perform only additions. To account for the different cost
associated with each type of basic operation, we repeated the tradeoff analysis for
ImageNet, this time weighting each operation with its respective power consump-
tion in hardware. Instead of raw operation count, we then report the power which
is consumed to perform the operations required to run inference on one frame.






where {Op types} is the set of operation types present in the considered models
(MAC, addition, bitshift), cop is the cost associated with a particular op, and Nop the
number of times it is performed during inference of one sample.
The numbers cop represent the power consumption relative to one adder. For two
operands of bitwidth b1 and b2, the cost of addition follows cadd = max(b1, b2) +
|b1−b2|
2 ; a MAC consumes cMAC = b1 · b2. To shift a b1 bit word by b2 possible bits
would consume 23 b1 relative to the adder. However, in our TPC models we only
need to shift by 0 or 1 bits as the bitstring is processed serially, which requires
cshift =
b1
5 . These power estimates for cop were validated on a Globalfoundries 28
nm SLP process, using the synthesis tool Synopsys Design Compiler 2018.9.
Since the cost of an operation depends on the bitwidth of the operands, we
consider three scenarios: The first ANN is trained with 32-bit activations, the second
with 16-bit, the third with 8-bit. The bitwidth of the weights is fixed to 8 bit in all
models to match the lowest bitwidth considered for the activations. Starting with
these three ANNs, we again perform the conversion to rate- and pattern-encoded
SNNs and measure the tradeoff curves (Fig. 2.14). When converted from the 16 bit
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ANN, the TPC model achieves a relative reduction of power consumption up to 42×
with less than 1% increased error (c. f. Table 2.7).
From the three panels in Fig. 2.14 we observe the following trend: As we move
from 32 bits (top plot) to 8 bits (bottom plot), all data points shift towards the
origin, i. e. to the desired regime of lower error rate at lower power consumption.
To dissect this result in more detail, consider first the error rate. In case of the
ANN, quantization-aware training is able to maintain the accuracy of the 32-bit
model even when going to 16 and 8 bit. In case of the rate-coded SNN, training with
reduced precision appears to make the model more robust to approximation errors
that are bound to occur in a network of this size. In case of the pattern-coded model,
training the ANN at low precision prepares the converted SNN to handle truncation
of LSBs when reducing the number of time steps during inference. In terms of power
consumption, we expect a shift to the left for two reasons: (1) The shorter bitwidth
of operands results in a lower cost per operation. (2) Reduced precision is often
accompanied by an increase in sparsity, which would reduce the total number of
operations. However, the latter did not play a role here; we found that the sparsity
did not change significantly. While this power analysis enables a comparison of
ANNs and SNNs purely based on the cost of their elementary operations, it does
not take into account some important aspects of a potential implementation, for
instance the cost associated with memory traffic. Reading a bit string of weights
from external Dynamic Random Access Memory (DRAM) costs as much as 21 pJ per
bit in an LPDDR3 memory model (Schaffner et al., 2015), seven times as much as
a 32 bit multiplication (3.1 pJ according to Horowitz, 2014). In rate-coded stateful
SNNs, such fetches are more frequent and less predictable than in ANNs. Because
TPC-coded networks are stateless and evaluated in a layerwise fashion, they share
the reduced memory traffic of ANNs. The related hardware implementation by
Judd et al., 2017 has demonstrated about 2× speedup and 57% improved energy
efficiency over the DaDianNao ANN accelerator (Chen et al., 2015) using models
of comparable size as the MobileNets considered here. Thus, when taking into
account memory traffic, we can expect the performance difference between rate-
and pattern-coded SNNs to widen further.
When implemented on dedicated neuromorphic hardware (Davies et al., 2018;
Merolla et al., 2014), the power consumption of rate-coded SNNs due to off-chip
memory traffic is partially alleviated by storing weights and states in area-expensive
SRAM, which lowers the energy consumption for reads by two orders of magnitude
compared to DRAM. Still, the large amount of spike events in rate-coded models may
cause spike congestion in chip-to-chip traffic (internal results), increasing latency
during inference. This potential bottleneck would be mitigated by a finite pattern
code as presented here.
2.3.3.4 Compression
In the experiments above, we rely on the binary number format to represent ANN
activations. While this simple block code is effective, variable-length symbol codes
can potentially be more efficient by assigning fewer bits to more frequent values.
For instance, Huffman code, a form of entropy encoding, generates codewords
with a length that is proportional to the negative log likelihood of the occurrence
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Figure 2.15: Kullback-Leibler Divergence from the intrinsic distribution of 12 different
codes to the empirical distribution of activations measured in MNIST, CIFAR-
10 and ImageNet tasks, using LeNet-5, ResNet, MobileNet, VGG-16 and
Inception-v3.
of that particular codeword. Thus, to construct the codebook, Huffman coding
requires knowledge of the underlying probability distribution, and is relatively
costly to compute. In contrast, universal codes can be used without knowing the
exact distribution of values to encode, which makes universal codes cheaper but
also less compressive. Among universal codes, Rice, Golomb, and Elias codes are
known to be highly suitable for geometric distributions (Gallager et al., 1975), where
the occurrence of small values in the input is significantly more likely than large
values.
To quantify which of these various codes are good candidates to replace the binary
block code in our TPC method, we determined the Kullback-Leibler Divergence (KLD)
of the activation distribution p found in practice from the optimal distribution q for
a particular encoding. This measure can be interpreted as the additional number of
bits needed to encode activation values in p using the code optimized for q. First,
we obtained the distribution p of hidden layer activations by running inference
on the entire test set of the MNIST, CIFAR-10 and ImageNet tasks, using LeNet-5,
ResNet, MobileNet, VGG-16 and Inception-v3 architectures. Next, we determined
the underlying distribution q of 12 different encoding schemes, including unary,
binary, ternary, Fibonacci, Huffman, as well as variants of Elias, Golomb and
Rice codes. As discussed before, the underlying distribution of some of these
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codes is independent of the distribution of values to be encoded. For instance, the
distribution for the binary number format is flat at 2−n (where n is the bitwidth),
indicating that the encoding is optimal if all values appear equally likely. The
distribution underlying unary code decays exponentially with 2−k (k covering the
domain of values to be encoded); the ternary distribution follows a power law
k−1.26. Huffman code on the other hand depends on the distribution of encoded
values, so we computed the Huffman code book for each of the measured activation
distributions. Given the word lengths L in the code book, the distribution for
Huffman is given by 2−L (for the compression to be optimal, a word should be less
frequent the longer it is.).
Having determined both the activation distribution p(k) as well as the inherent







As the KLD measures the dissimilarity between two distributions, we can use it
as a proxy for the suitability of a given code to represent the activity distribution in
a given task and network. Figure 2.15 shows that for the range of tasks tested here,
Huffman code indeed fits the activation distribution optimally as expected. The
binary code is found at the other end of the spectrum among the worst encoding
options. A block code apparently does not fit the requirements of ReLU activation
values, whose distribution tends to peak strongly at small values and then decay
with a long tail. Promising candidates are found among the family of Golomb-Rice
codes, which fall short of Huffman in terms of compression but are less expensive to
compute. An interesting question for future work will be to evaluate the feasibility
of these codes in custom hardware. Since we must expect an encoding / decoding
overhead when using variable-length symbol codes, a plain binary code may turn
out to be more favorable than what Fig. 2.15 suggests.
2.3.4 Discussion
From the perspective of SNN conversion methods, TPC offers a number of advantages
over the rate- and latency-based encodings. First, the magnitude of spike rates is
decoupled from the magnitude of activations. Whereas high activations in the ANN
result in high spike rates in the SNN under rate coding, a pattern code may use the
same number of spikes for a low as for a high activation value. This attribute is
beneficial because low activations are problematic in both rate and TTFS code due
to their susceptibility to noise.
Second, the time-encoding of activation values applies a log-compression. In
the TTFS code, reducing the activation by a factor 2k slowed down the spike by 2k.
Here, the delay would be k time steps. For instance, a common activation value of
0.016 ≈ 2−6 would require 64 timesteps to be represented in our TTFS code but only
6 steps in the pattern code.
Third, when using the full bitwidth (n = 32), TPC does not involve any approxi-
mation errors as in the rate and TTFS code. Each layer in the SNN is guaranteed to
reach a perfect representation of the ANN within a finite simulation time.
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Fourth, the upper limit for the required simulation duration is given by the bit
precision, i. e. at most 32 time steps, which may be up to 2 orders of magnitude
shorter than in a standard rate code.
Fifth, with a shorter simulation duration, we can expect the spike rates and
thereby the operations and memory traffic to be lower than in a rate code.
Sixth, with layers being processed sequentially, only the neuron state variables of
the current layer need to be kept in memory. In a rate code, neuron states for the
whole network need to be stored and are accessed repeatedly in an unpredictable
manner.
Seventh, given a model with bit-precision n, an accuracy-latency trade-off curve
can be obtained simply by reducing the simulation duration per layer to values
T < n. The resulting SNN accuracy will be equivalent to an ANN where the n − T
LSBs of the activation values are clipped.
There remain open questions about the proposed method, in particular with
regard to biological plausibility. First, Unlike the asynchronous processing paradigm
of SNNs, the pattern code treats one layer at a time for n time steps before moving
on to the next. Thus, the pattern code sacrifices pseudo-simultaneity, i. e. the ability
of the network to produce a preliminary guess at the beginning of a simulation and
then refine it as more data comes in. Input samples would of course be pipelined
for an efficient use of the whole network. However, there will be a delay of at most
n time steps to aggregate one sample.
Second, the encoding mechanism relies on a time threshold or clock neuron to
trigger spikes. However, most other coding schemes employ a similar mechanism to
cause a global time or membrane potential reset between samples in an uncorrelated
input sequence, one example being the rank-order models of communication in
the visual pathway (VanRullen et al., 2001). Neuroscientists have suggested visual
saccades or micro-saccades as possible implementation of this mechanism (Martinez-
Conde et al., 2000; Rodieck, 1998).
Third, it is not clear how real neurons would convert a given analog value into a
particular spike pattern. One possibility would be to combine a population code
with a rank-order or latency code: Neurons in a population may respond to a
stimulus with different delays; the first spikes could constitute the temporal spike
pattern (bit sequence in our TPC), with their respective order determining their
efficacy on the post-synaptic neuron (c. f. (VanRullen et al., 2001) for a candidate
for such a rank code.). Further evidence for information to be encoded in spike
patterns has been presented in Victor, 2000.
2.3.4.1 Related Work
A recent pre-print (Stöckl et al., 2020) proposes a very similar method to TPC22. The
main algorithmic difference is that they employ an exponentially decreasing firing
threshold instead of a time threshold to generate the spike pattern, which does not
lead to a different bit transmission than used here, but may be more biologically
realistic. Their reported SNN error rate of 7.58% for ResNet50 on CIFAR-10 is on
par with the ANN (7.01%) when using n = 10 time steps, likewise with ImageNet
22 It postdates our work, which has been made open-source as part of the SNN conversion toolbox
(Rueckauer et al., 2017) mid 2017.
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(24.9% in SNN vs. 24.78% in ANN, using n = 20 time steps). These SNN error rates
are better than the ones in our work, as we test the smaller MobileNet architecture
(28 layers, 5M neurons, and 4M parameters vs. 50 layers, 9.6M neurons, and 26M
parameters in ResNet50). A more detailed quantitative comparison between the
two works is not possible as the authors provide no performance metric besides the
accuracy and spike count; the effects of varying n or the bitwidth of the original
ANN is also not reported.
Zhang et al., 2018 likewise use the binary representation of activation values
to generate spike patterns in the SNN. In their encoding, the number of spikes in
the pattern grows logarithmically with the magnitude of the activation value. The
method induces an accuracy loss during conversion that needs to be compensated
for by training the ANN with a special objective function, non-linearity, and ad-
ditional hyperparameters. Their results are limited to the MNIST task, where they
achieve loss-less conversion (0.59% classification error) at 2.29 MOp.
The work by Judd et al., 2017 replaces the bit-parallel processing of the activation-
weight product by a bit-serial implementation, which is a way to integrate the spike
patterns in the encoding discussed here. To make up for the increased number
of clock cycles needed when going from bit-parallel to bit-serial, the parallelism
inherent in CNNs is exploited. The authors report roughly 2× improved performance
over a then state-of-the-art accelerator (Chen et al., 2015). The proposed accelerator
is 57% more energy efficient than the baseline at a cost of 32% additional area.
The work of Georgiadis, 2019 combines sparsification, quantization and entropy
encoding of feature maps to achieve an acceleration at inference of up to 6×
on Inception-v3 and MobileNet-v1 architectures. They further demonstrate that
training the network with activity regularization to increase sparsity is beneficial
for entropy encoding because the activity distribution will concentrate most of its
mass around zero to then decay with a long tail. Thus, their pipeline of training
the ANN with sparsity constraints and quantization of activations could be used
complementary to our spike pattern representation, using a variable-length Golomb-
Rice code as indicated in Sec. 2.3.3.4.
In the context of quantizing feature maps, Park et al., 2017 investigate the benefits
of choosing the bitwidth on a per-layer basis. The best results are obtained with
convex quantization, where top and bottom layers have higher bitwidth than layers
in the middle. Taking a step away from heuristic quantization rules, Wang et
al., 2019 automatically determines optimal layer-wise quantization policies using
reinforcement learning with feedback from the target hardware accelerator, with a
cost function that takes into account model size, latency, and energy, rather than
proxy metrics like Floating-point operations (Flops) and memory accesses.
While our approach focuses on efficient inference, Jain et al., 2018 make use of
feature map compression to accelerate training of DNNs. Realizing that activation
values obtained during forward pass have to be buffered for later use during
the backward pass, the authors propose storing a compressed version of these
feature maps and observe a 2× reduction of the memory footprint with a mere 4%
performance overhead.
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2.3.5 Conclusion
We evaluate an encoding scheme for spike signals in SNNs based on the binary
number format. The proposed method addresses several shortcomings of rate-
and latency-based encoding methods of SNNs, in particular poor scalability due
to approximation errors, as well as the high number of redundant spikes in rate
coding.
The presented method was evaluated on MNIST, CIFAR-10, and ImageNet, and
improves on the classification error of rate-coded SNNs by 2% while reducing the
estimated cost of operations by 35×. We evaluated further optimizations such as
training the original ANN with reduced precision, or with a power-2 encoding of ac-
tivations. Finally, we showed that variable-length coding schemes like Golomb-Rice
are promising replacements for naive binary representation, in order to compress
activation values optimally based on their empirical distribution.
3 E V E N T- B A S E D P R O C E S S I N G O N
N E U R O M O R P H I C H A R D W A R E
3.1 introduction
The widespread success of DL has been accompanied by the development of easy-
to-use tools like Keras (Chollet, 2015) and Pytorch (Paszke et al., 2019) to tackle
large-scale workloads with little overhead. Still, training and running DNNs on
conventional hardware is often costly in terms of time and power consumption. This
realization drives research efforts to develop more efficient algorithms (e. g. Blalock
et al., 2020) and dedicated hardware (e. g. Reuther et al., 2019). SNNs, a particular
class of such algorithms with the promise of efficient processing, draw inspiration
from the brain by transmitting information asynchronously in form of discrete
spikes. Neuromorphic platforms like SpiNNaker (Furber et al., 2013), TrueNorth
(Merolla et al., 2014), and Loihi (Davies et al., 2018) optimize for this kind of event-
based computation and have demonstrated the potential to run neural networks at
low latency and low energy consumption (Esser et al., 2016; Stromatias et al., 2015).
However, this special-purpose hardware is currently difficult to use compared to
Central Processing Units (CPUs) or GPUs, as it requires an intricate understanding of
the low-level implementation details and hardware constraints. The present work
aims to reduce this obstacle by introducing NxTF - an interface and compiler for
DNNs on the neuromorphic chip Loihi.
Most SNN hardware platforms come with some form of high-level programming
interface that allow users to specify neural networks, and a compiler that solves
the problem of mapping the network graph onto the hardware substrate. Some
examples include Spynnaker (Rhodes et al., 2018), SpiNNTools Rowley et al., 2019,
TrueNorth Corelets (Sawada et al., 2016), and the Loihi toolchain (Lin et al., 2018).
The present work differs from these tools by targeting specifically DNN models. By
trading off generality, we are able to exploit the characteristic structure of DNNs for
a more efficient use of hardware resources.
We begin this chapter by outlining in Sec. 3.2.1 the typical workflow of using
our NxTF framework to deploy a DNN on Loihi. After reviewing the necessary
backround about the Loihi architecture in Sec. 3.2.2, we explain the network compi-
lation procedure in Sec. 3.2.3. Finally, we present two common use cases of NxTF in
Sec. 3.3: Deploying on Loihi an SNN that A) has been trained directly on a spike-
based dataset using SLAYER (Shrestha et al., 2018), and B) that has been converted
from an ANN trained on frames. We describe tools to benchmark the performance of
these networks and compare their power consumption and execution time against
results on other neuromorphic hardware, using the Energy Delay Product (EDP) as
combined metric.
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3.2 methods
As our core contribution we present here a user interface and compiler for DNNs
on Loihi, called "NxTF" - the name denoting a bridge from Tensorflow to Loihi’s
NxSDK1. In the design of this compiler we followed two objectives: (1) To provide
an easy-to-use tool that "feels" like Keras. (2) To optimize the allocation of resources
on the neurocores and exploit Loihi’s connection sharing features for efficient
deployment of large-scale CNNs. Covering the first objective, we will first provide
a high-level overview of the tool chain in Sec. 3.2.1. We will then introduce basic
concepts of the Loihi hardware architecture to understand resource constraints and
opportunities for resource sharing taken into account by the compiler. With this
background we can then dive more deeply into the compilation method in Sec. 3.2.3
to show how we solve the second objective.
Figure 3.1: Overview of workflow. Starting from a trained or converted SNN, the user
defines a model in Python using the Keras-like NxTF interface. The network is
then partitioned and mapped onto Loihi by the DNN compiler.
3.2.1 Overview of Workflow
If a researcher wants to run a DNN on Loihi using our tools, the typical workflow
might roughly follow the stages outlined in Fig. 3.1. The first step, obtaining a
Spiking Neural Network (SNN), lies in the responsibility of the user; they may have
already trained a model directly on spikes or utilized some third-party tool like
Nengo (Bekolay et al., 2014), SLAYER (Shrestha et al., 2018), or the SNN toolbox
(SNN TB) (Rueckauer et al., 2017). The expected output at this stage (c. f. second box
in Fig. 3.1) is a set of learned weights for each layer, the layer specifications defining
e. g. the padding and stride of convolutions, and the desired neuron properties (like
voltage decay and threshold value).
Given this information, the user can then define a network in Python using the
NxTF interface. This interface is derived from Keras and follows the same syntax
for setting up a Keras model, except that additional Loihi arguments (for threshold,
time constants etc.) are supported. See Fig. 3.2 for a minimal code sample. The
1 "Nx" stands for the different generations of Loihi.
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Figure 3.2: Comparison of model construction using tf.keras (left) and NxTF (right). The
main difference is that class names get an Nx prefix and accept additional Loihi
arguments (e. g. for the voltage threshold in this example).
result at this stage is an instance of NxModel, which inherits all functionality of its
Keras base class.
To prepare the NxModel for deployment on Loihi, the user then calls the compile
method, which consists of two parts: A partitioner and a mapper. The partitioner’s
job is to find the optimal distribution of the network across neurocores, whereas
the mapper is responsible for bit-level configuration of Loihi registers.
Once the mapping is complete, the user can start up the board, inject input,
run the model, and retrieve the output for evaluation. A detailed tutorial covering
these steps is provided within the Intel Neuromorphic Research Community (INRC)
framework2. In Sec. 3.3 we apply this pipeline on models trained directly on spike-
based datasets as well as on models converted from frame-based ANNs. But before




Intel’s research chip Loihi is a neuromorphic processor optimized for the kind
of asynchronous computation occurring in Spiking Neural Networks. Fabricated
in Intel’s standard 14 nm CMOS process, Loihi consists of 128 neurocores, each
of which supports up to 1024 neurons. Three embedded x86 processors per chip
enable off-chip data encoding and interaction with the neurocores. With its inter-
chip communication interfaces, Loihi has been scaled up to various form factors,
ranging from 2-chip USB device Kapoho Bay to the 768-chip rack Pohoiki Springs
(Frady et al., 2020).
Neurons on Loihi support a wide range of features, including synaptic plasticity,
variable numeric precision of synaptic weights up to 9 bits, multi-compartment
models, threshold adaptation for homeostasis, and configurable synaptic, axon and
refractory time constants. To support hierarchical and repeated connectivity as in
CNNs, Loihi provides a connection-sharing mechanism (described in more detail in
Sec. 3.2.3).
2 https://github.com/intel-nrc-ecosystem/models, accessed Aug 2020
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Unlike conventional synchronous architectures with globally clocked time steps,
Loihi enables a flexible clock duration via a barrier synchronization mechanism.
Cores process spike messages asynchronously and send blocking barrier hand-
shakes to their neighbors to signal the completion of an algorithmic time step. The
execution duration of a time step thus decreases with smaller spike loads within
the core mesh. The resulting benefits for latency and power consumption should
become especially evident in temporally coded SNNs that display a high degree of
spatial and temporal sparsity (Mostafa et al., 2017; Rueckauer et al., 2018).
Figure 3.3: Fundamental components of a neurocore in Loihi. Left and center: A spike
generated by a source neuron leaves the core via one or more output axons
and enters another core through a corresponding input axon. The input axon
contains a reference to synapses, which weigh the spike before it is accumulated
on the membrane potential of its target neurons. Right: Axons and synapses
are limited in number but can be shared to save resources on core.
3.2.2.2 Information Flow in Loihi Cores
To understand the resource constraints on Loihi cores as well as opportunities for
resource sharing within the compiler, we will briefly review the logical entities
present on a neurocore (c. f. left column of Fig. 3.3). The central building blocks
are compartments, which may form single- or multi-compartment neurons. For
simplicity we will use the term "neuron" in this section to denote a single compart-
ment.3 The role of neurons is to accumulate spikes and generate a spike themselves
once a threshold is crossed. Spikes are routed from a neuron to their destination via
axons. In line with the hardware implementation we distinguish between output
and input axons. An output axon is responsible for core-to-core connectivity; it
routes spikes to a corresponding input axon on the same or another core. The
input axon references a list of synapses, which connect the axon to its destination
neurons. Spikes travelling through the axon are weighted by the respective synaptic
strength before accumulation on the neuron’s membrane potential. While this level
of abstraction is sufficient for the purpose of the present work, a more detailed
description can be found in Lin et al., 2018.
3 A two-compartment neuron will be introduced in Sec. 3.2.3.6.
3.2 methods 69
Table 3.1: Resource constraints on a Loihi chip. Additional limits (not listed) pertain to the
compressed way synapses are stored on chip.
Resource Availability
Neurons 1024 / core
Input axons 4096 / core
Output axons 4096 / core
Synapses 128k / core
Cores 128 / chip
The availability of these entities (neurons, axons, synapses) on a given neurocore
is limited (c. f. Table 3.1). Fortunately, Loihi provides a way to share axonal and
synaptic resources (Fig. 3.3 right). In particular, a population of source neurons
(dashed box in Fig.3.3) may use the same output axon (dark red square) to connect
to a shared input axon (dark yellow square). Synapse sharing is realized if an
axon points to the same physically stored synapse group than other axons (dashed
arrows) rather than pointing to a copy of those synapses. Exploiting this resource
sharing while adhering to core constraints is the aim of the NxTF compiler, which
we address next.
3.2.3 Compilation Method
Given a network with certain topology, the purpose of the compiler is to find
a distribution of neurons across multiple neurocores that makes optimal use of
the available resources on chip. Because of their connectivity, layers cannot be
partitioned independently of each other. On the other hand, partitioning all layers
simultaneously is unfeasible because the combinatorial space of possible partitions is
large. Instead, the compiler first proposes a given number of partition candidates per
layer and then traverses the layer hierarchy to select the optimal subset. To quantify
the notion of optimum, we define a cost function that takes into account hard
constraints (e. g. number of available neurons per core) as well as soft constraints
(e. g. the total number of cores used.). To understand the terms contributing to the
total cost, we need to compare opportunities for resource sharing in DNNs and on
Loihi.
3.2.3.1 Connection Sharing
Deep Neural Networks are characterized by a regular connectivity and repeated
architectural patterns. This fact can be exploited to develop a compiler optimized
specifically for DL applications. Commonly seen convolution layers are particularly
advantageous because of their efficient use of trainable parameters. For a given
layer, a single set of weight kernels is re-used at every spatial location of the feature
map. Fig. 3.4 illustrates this connectivity pattern within a CNN and defines basic
terminology used throughout this section.
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Figure 3.4: Connectivity pattern of a CNN. One set of kernels (green block) is shared among
neurons of a given layer, and applied by striding (yellow arrows) along the
height and width of the feature map (blue box). The layer may optionally be
padded with zeros to maintain the same dimensions after convolution.
Figure 3.5: Unrolled connectivity matrix of a convolution layer.
NxTF flattens all layers to a 1D topology on Loihi, so we introduce another way of
inspecting the CNN structure in Fig. 3.5. For clarity we consider only the spatial (x, y)
dimensions of a feature map, neglecting the channel (z) dimension. The graphic
illustrates the convolutional connectivity matrix from the input layer (yellow) to the
output layer (blue), when the layers are flattened to 1D. The resulting Toeplitz matrix
is well known in the context of unrolling convolutions as matrix-vector product
(Chetlur et al., 2014). Layers and kernels are color-coded by neuron and weight
index, respectively. The two green boxes (labeled A, B) show two applications of
the kernel at different locations of the feature map.
Figure 3.6: Nominal connection sharing in CNNs (left), and as implemented with NxTF
(right).
With this perspective of the connectivity matrix at hand, we can compare weight
sharing in a CNN on general-purpose hardware against weight sharing on Loihi
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(Fig. 3.6). The left panel shows that, in a CNN, we would ideally store the kernel only
once, and re-use it when iterating over the output neurons (rows). In Loihi however,
this row-wise perspective has to be transposed to a column-wise processing: We
have seen in Fig. 3.3 that a source neuron connects to its target neurons via a list of
synapses that are represented by the nonzero entries in a column of Fig. 3.6. Such
a column vector does not appear with the same regularity as a row vector. Thus,
the current version of Loihi does not support weight sharing to the extent used in
CNNs. However, the resource-sharing capabilities that are available allow for enough
reuse to deploy large-scale DNNs. The basic principle is illustrated by the right
panel of Fig. 3.6. A population of input neurons shares a group of synapses (solid
red rectangle), which is stored on chip. Whenever one of these synapse groups
appears at other spatial locations, the synapses can be reused by those other neuron
populations as well (dotted red rectangles).
The degree to which we can exploit this connection sharing depends on the
particular way that the layer is partitioned across neurocores. Connection sharing is
factored into the partitioner’s cost function and thus is subject to the optimization
procedure discussed below.
3.2.3.2 Axon Sharing
Aside from neuron count and synaptic memory, another limited resource per
neurocore is the number of core-to-core routing slots, the axons. Similar to sharing
synapses, Loihi enables sharing axons for more efficient use of core resources. In
Fig. 3.3 (right panel) we have shown how a population of source neurons (dashed
blue box) can share the same axon. Likewise, we can define a population of input
neurons in Fig. 3.6 (right panel), to contain all neurons of the input layer that utilize
a particular synapse group (red box). This neuron population may use a single
shared axon to send spikes to the output layer, where the spikes will be fanned out
according to the synapse group. Without the ability to share axons, the layer would
possibly have to be distributed across more cores to satisfy the axon constraint
(Table 3.1).
Figure 3.7: Unless targeting multiple cores, axons in NxTF may be shared. See text for
details.
However, such axon sharing is possible only when spikes are being routed from
one core to a single other core. If multiple cores are targeted, a discrete axon
for each core is required. Fig. 3.7 illustrates this case in a convolution layer. The
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subsequent application of a convolution kernel in two neighboring locations of the
input layer defines a region of kernel overlap (shaded box). Neurons within this
region send their spikes to two neighboring neurons (A, B) in the output layer. If
the layer happens to be partitioned such that neuron A lives in core 0 but neuron B
in core 1, the input neurons within the shaded region each need two discrete axons
to reach A and B on their separate cores. The input neurons outside the kernel
overlap may share their axons as indicated on the right side of Fig. 3.7. As with
connection sharing, the amount of shared axons is included in the cost function
and optimization algorithm.
3.2.3.3 Cost Function
As outlined at the beginning of Sec. 3.2.3, we search for a suitable partition by
first proposing a number of partition candidates and then comparing their cost.
The efficiency of a given layer partition is evaluated based on hard and soft con-
straints. Violation of a hard constraint (like exceeding the number of neurons per
core) immediately invalidates a partition candidate. These limits are defined by
available hardware resources on neurocores and are listed in Table 3.1. Soft con-
straints concern the flexible allocation of resources within the hard limits, and count
towards the total cost of a partition within the optimization algorithm. For instance,
distributing a network of 10 neurons across 10 cores ensures the hard constraints
but is suboptimal if the neurons could fit on a single core.
The total cost of layer L with respect to soft constraints can be written as
CLsoft = α0 · N
L






+ α3 · N
L
offchip, (3.1)
where the first term counts the number of cores, the second term the synaptic
resources, the third the number of axons, and the last accounts for the cost of
routing spikes from one chip to another (which costs twice the number of axons as
for core-to-core connection). The synapse and axon cost terms are normalized per
core for compatibility with the first term. The αi-coefficients allow custom weighting
of different cost terms but are uniformly set to 1 in our experiments.
Figure 3.8: The way layer L + 1 is partitioned (blue line denotes core border) effects a
duplication of axons in layer L for neurons connecting to multiple partitions /




We saw in Fig. 3.7 that a given partitioning of layer L influences the resource
allocation in the next lower ("pre-") layer L − 1, namely the axon count in the
depicted case. This circumstance implies that our optimization algorithm needs to
traverse the network graph from top to bottom: A given layer can only be partitioned
once we know the resource duplication imposed by its post-layer (Fig. 3.8).
Figure 3.9: Each layer selects M possible partitions (blue) among M2 candidates according
to cost function (3.1).
To optimize the distribution of a layer L, the partitioner proposes M different
partition candidates and computes their cost according to Eq. (3.1). But since layers
cannot be optimized in isolation, the partitioner moves on to layer L − 1 and
proposes another M partition candidates for each of the M candidates of layer
L. If we were to continue like this for a simultaneous optimization of the whole
network, the combinatorial space would quickly become intractable because of the
exponential growth in the number of partition candidates. Instead, we settle on
a greedy optimization approach where the number of candidates per layer never
exceeds M2. After proposing M2 candidates for layer L − 1 (M for each of the M
candidates of layer L), the partitioner selects the M best ones according to the
combined cost of layer L − 1 and all its parent layers (index ≥ L). Fig. 3.9 illustrates
this selection process.
3.2.3.5 Synapse Compression
To store synaptic memory on chip, Loihi supports several compression methods:
sparse, dense, and run-length. Currently, this option is set by the user (or left
at default). A future version of NxTF could determine the optimal compression
scheme at compile-time.
3.2.3.6 Soft Reset
A common way of resetting the membrane potential after a spike is to set it
to zero. Rueckauer et al., 2017 have shown that in a time-stepped simulation
there is some information loss associated with this hard reset, which leads to
an increased classification error. One alternative reset mechanism reduces the
membrane potential by the threshold magnitude, which retains any excess charge
and prevents information loss.
To support this soft reset mode in NxTF, we exploited Loihi’s capacity for multi-
compartment neurons. In hard reset mode, our cells are point neurons; in soft reset,
they consist of two compartments, where one fulfills the role of the soma and
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accumulates voltage to generate spikes. The second compartment is recurrently
connected to the first and becomes active only when the soma crosses threshold and
issues a spike. The second compartment then inhibits the soma via the recurrent
connection with an amount of charge equal to the threshold.
The optional use of this soft reset implementation improves error rate and reduces
runtime, at the cost of doubling the number of compartments allocated for the
network.
3.2.3.7 Parameter Normalization
When porting floating-point weights from an ANN to Loihi, two issues need to be
considered. First, Loihi expects integers within a given bitwidth for weight, bias
and threshold values. Second, previous work has shown that the limited dynamic
range of SNNs can lead to saturating or vanishing firing rates unless the network
parameters are properly rescaled (Diehl et al., 2015b; Rueckauer et al., 2017). To
address these two points, we briefly summarize a normalization algorithm that
ensures that parameters satisfy the hardware requirements, and that neuron activity
spans the full dynamic range.
integer conversion. For the weights W of each layer we apply the following
steps:
1. Determine the maximum or some high percentile of the weight distribution:
σ = max(W).
2. Normalize values in W by σ.
3. Scale by the highest value allowed for weights, i. e. max(−W−lim, W
+
lim).
4. Truncate values to the nearest integer.
5. Clip the resulting weight values to the allowed range [W−lim, W
+
lim]. Clipping is
only necessary if σ was computed based on a percentile rather than the max.
Biases can in principle be converted in the same way. A subtle difference arises
from the fact that the allowed bit precision differs for weights and biases. If one
wishes to fully exploit their individual bitwidth, determining the normalization
and scaling factors is more involved; details can be found in the implementation.
dynamic range. To obtain the scaling factor for the dynamic range, we iterate
over each layer in turn and estimate the expected distribution of net voltage change
du
dt = Wx + b to neurons in the layer, using a subset of the training data. To
estimate the expected input distribution without having to run the SNN, we build
an SNN emulation from a modified copy of the ANN. In this model we perform the
same changes to the weights as we would do to the SNN (i. e. integer quantization
as outlined above), and mimick the SNN activation function by dividing by the
threshold τ, which converts the membrane potential change into a spikerate.
If the maximum (or some high percentile) λ = max(dudt ) of the input distribution
lies near the voltage threshold τ, then this layer is utilizing the full dynamic range,
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and no change is required. Conversely, a supra-threshold value λ > τ indicates
saturation, because neurons cannot fire more than one spike per time step. Small
net inputs λ < τ predict that a large fraction of neurons will have low or possibly
vanishing firing rates.
To prevent vanishing or saturating spike rates, the measured scaling factor λ is
used to scale the weights and biases as described in Rueckauer et al., 2017. Then,
the layer parameters are transformed to integers as described above. Finally, these
values are decomposed into mantissa and exponent parts as expected by Loihi.
3.3 results
In this section we demonstrate the function of the NxTF compiler in two common
use cases. 1) Frame-based ANNs are trained on standard image datasets, converted
to SNNs and then evaluated on Loihi. 2) SNNs are trained on event-based datasets
using SLAYER (Shrestha et al., 2018), and are then deployed on Loihi. These two
use cases demonstrate that the partitioning scheme described above applies to
converted as well as SLAYER-trained models.
In addition to reporting the classification error for the tested models, we perform
a profiling of power consumption and execution time, and compare against results
published for other neuromorphic platforms.
3.3.1 SNN Performance Evaluation
Loihi supports measuring both execution time and energy consumption while
running the SNN. In particular, we are interested in the energy and wall-clock time
per inference sample. For a more fine-grained analysis, we can distinguish several
phases during each algorithmic time step performed by Loihi. The first phase,
spiking phase, takes care of transmitting spike messages among neurocores and
updating the neuron’s internal states. The next phases concern learning and are
not executed here. The final phase is an optional management phase where the user
can execute custom code such as needed for a global voltage reset at the end of a
sample presentation, or for reading out the result at the output layer. Following the
management phase, the embedded x86 processors either proceed to the next time
step or instead may hand over control to the host CPU (counted as host time), e. g. for
probing neuronal state variables. When comparing against results by other groups
we use the total execution time per inference, i. e. the sum of all mentioned phases.
Power measurements likewise can be broken up into static and dynamic compo-
nents, which cover leakage and switching of transistors, respectively. In addition,
we can distinguish power consumption of the embedded processors from the
neurocores. The dynamic power consumption of embedded processors is due to
sustaining the clock and executing any user code. Neurocore dynamic power is
proportional to the spike processing workload. Loihi’s power measurement auto-
matically excludes the static contribution of x86 processors that are not used by the
model, as well as unused neurocores.
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A useful metric to combine both execution time and power consumption is the
Energy Delay Product (EDP) (Davies, 2019; Gaudet, 2014). It is computed from
the product of energy and execution time (i. e. the "delay" to process a sample,
for instance to reach a classification result). In our experiments, the energy per
inference sample (or frame) is computed from the product of execution time per
sample and the total dynamic and static power of neurocores and x86 processors.
The motivation for using the EDP metric is that reporting power consumption alone
can be misleading: Unless execution time is constrained by a given input frame rate
in a real-time application, one could slow down the execution time (reduce clock
rate or supply voltage) to achieve a desired level of power consumption. The EDP is
a figure of merit that is minimized by the combination of power and execution time.
It is similar to the power-latency-product used in Liu et al., 2019, where "latency"
is the equivalent to our "delay". The difference is that EDP contains an additional
factor for the delay, thus weighing the execution time quadratically.
3.3.2 Models Trained with SLAYER on Event-Based Datasets
3.3.2.1 N-MNIST
Our first use case for NxTF consists of deploying a model trained directly on
spikes. We take as example a fully-connected network with a 1156-neuron input
layer, a 512-neuron hidden layer, and a 10-neuron output layer. The model is
trained on N-MNIST (Orchard et al., 2015a) using the SLAYER method (Shrestha et
al., 2018). This spike-based training method uses a form of backpropagation that
updates synaptic weights by taking into account the timing of spikes. The N-MNIST
dataset is an event-based version of the classic MNIST handwritten digit dataset. The
neuromorphic variant is obtained by recording the MNIST digits using a DVS, while
performing saccades to elicit motion-induced events.
After constructing the model using the NxTF interface (c. f. Fig. 3.2), we transfer
the publicly available weights from the original implementation4 into our model,
and invoke the NxTF compilation function. The network is mapped onto 30 neu-
rocores (about 25% of a Loihi chip). Even though the number of neurons in this
network is small, the all-to-all connectivity between layers leads to a large number
of synapses in the hidden layer. Hence, the partitioner distributes this layer across
18 cores that are only partially occupied by neurons but whose synaptic memory is
exploited to the limit. Similarly, the input layer is distributed across 11 cores, which
do not exhaust the neuron capacity but rather the limit of available output axons
(to accommodate the large fan-out to the hidden layer). The final layer (consisting
of 10 neurons) fits on a single core, where it consumes less than 15% of available
neuron-, synapse- and axon-resources.
As in the original SLAYER work, each of the 10000 N-MNIST test samples is run
for 350 algorithmic time steps, resulting in a total classification error of 1.49% on
Loihi. Table 3.2 compares the error rate against a model trained on spikes using
spatio-temporal backpropagation (Patiño-Saucedo et al., 2020) and deployed on the
SpiNNaker platform (unfortunately, power and execution time measurements were
4 https://github.com/bamsumit/slayerPytorch, accessed Aug 2020
3.3 results 77
Table 3.2: Summary and comparison of results for N-MNIST. SpiNNaker results refer to


















SpiNNaker 810 792010 2.08 - - -
Loihi 522 596992 1.49 7.07 12.76 90.23
Table 3.3: Breakdown of power consumption [mW] for N-MNIST
Hardware Static Dynamic Total
x86 0.37 26.03 26.39
Loihi neurocores 37.18 24.03 61.22
total 1753.68 50.06 1803.74
not available). Table 3.3 lists the power consumption of the embedded x86 CPU and
separates static and dynamic power. With this SLAYER-trained model, inference on
N-MNIST can be done at 141 samples per second and with an energy consumption
of 12.76 mJ per sample. A direct comparison against CPU and GPU performance is
not possible here due to the event-based nature of the dataset, however, we will
provide a comparison for the frame-based datasets in Sec. 3.3.3. Further results on
the DVS-Gestures dataset (Amir et al., 2017) are currently in preparation and will be
added in the final version of this manuscript.
3.3.3 Converted Models on Frame-Based Datasets
Our second use case for the NxTF framework covers the conversion of ANNs to SNNs.
For convenience we developed an interface between NxTF to a common conversion
software, the SNN toolbox (Rueckauer et al., 2017). This open-source framework
automates most stages in the conversion and deployment pipeline. A user provides
the pre-trained ANN in one of the supported DL libraries (Tensorflow / Keras,
Pytorch, Caffe, Lasagne). The toolbox parses the provided network and constructs
an equivalent model using the NxTF layer classes. If desired, the toolbox performs a
parameter normalization step as outlined in Sec. 3.2.3.7. Subsequently, the network
is compiled and run on Loihi. The toolbox includes methods for performance
benchmarking and visualization of network activity.
We used the toolbox to convert and run a CNN trained on MNIST. Further results
on CIFAR-10 using a MobileNet architecture (Howard et al., 2017) are in preparation
and will be included in the final version of this manuscript.
3.3.3.1 MNIST
For MNIST we trained a 4-layer CNN with Keras (Chollet, 2015) to achieve an error
rate of 0.74%. After conversion to an SNN using the rate-based encoding method by
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Rueckauer et al., 2017, the SNN was mapped to 14 neurocores on Loihi. Even though
the model contains about 8× more neurons than the N-MNIST model in Sec. 3.3.2.1,
the core count is halved because the convolutional architecture requires about 88×
fewer parameters than the fully-connected one. Thus, the utilization of resources
on neurocores is dominated by the neuron count in case of the CNN, rather than
synapse / axon count as in the fully-connected network. The reduced core count
also highlights the benefit of the basic connection sharing capabilities of Loihi as
described in Sec. 3.2.3. If no connections could be shared, the CNN would require
341472 discrete rather than 6746 shared weights, and the core count would likely
approach that of the fully-connected model.
Table 3.4: Summary and comparison of results for MNIST. Minitaur refers to FPGA results
from Kiselev et al., 2016. SpiNNaker refers to results from Stromatias et al., 2015.
TrueNorth refers to Esser et al., 2015. BrainScales refers to Schmitt et al., 2017, who
used 5 out of 10 classes and a subset of 1200 samples with resolution reduced to



















Minitaur 1010 648010 8 136 - -
SpiNNaker 1010 648010 4.99 11 3.3 36.26
TrueNorth 3840 - 0.60 1 0.11 0.11
BrainScales 55 2155 5 - - -
SpiNNaker* 7614 1236520 1.80 - - -
Loihi* 58402 60068 1.30 8 - -
Loihi (ours) 4314 6746 0.79 6.65 12.06 80.22
Table 3.5: Breakdown of power consumption [mW] for MNIST
Hardware Static Dynamic Total
x86 0.36 22.29 22.65
Loihi neurocores 16.96 59.24 76.20
total 1730.88 81.53 1812.41
After mapping the model onto Loihi, we ran it for 100 algorithmic time steps per
sample, reaching 0.79% error rate. Inference was possible at 150 frames per second
(fps), with an energy consumption of 12 mJ per sample. Table 3.4 compares this
result against related published work; Tab. 3.5 breaks down the power consumption
of embedded CPUs and neurocores.
A useful property of SNNs is their ability to trade off accuracy against computa-
tional cost. As the classification result is obtained by accumulating evidence (spikes)
at the output layer across a certain time period, one may shorten the run time of
the network to reduce the inference delay and energy cost at the potential risk of
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Figure 3.10: Trading off classification error against EDP.
misclassifying some samples. Fig. 3.10 displays the resulting trade-off curve for the
MNIST model tested here.
3.4 d iscussion
In this work we introduced NxTF, a software package to deploy DNNs on the
neuromorphic chip Loihi. In this task we were guided by two objectives: User-
friendly and straight-forward access to SNN hardware, and optimal usage of the
limited resources on chip. The first objective was achieved by building our user-
interface on top of Keras / Tensorflow. The second objective was approached using
a greedy layer-wise optimization algorithm that minimizes a cost function counting
the neuron-, axon-, and synapse-resources on Loihi cores. Further, we exploited
Loihi’s support for connection sharing to minimize duplication of synaptic weights
in convolutional architectures.
As a proof of concept, the NxTF framework was applied in two typical use-cases:
Running models obtained via direct spike-based training, and running converted
models on frame-based data. For the first use-case we considered the neuromorphic
dataset N-MNIST. A model trained with SLAYER directly on the input spikes was
mapped to Loihi and achieved 1.49% classification error at 141 samples per second
and 12.76 mJ per sample. In the second use case we trained a CNN on MNIST frames,
converted it to SNN, and ran it on Loihi using the rate-coded frames. The model
achieved an error rate of 0.79% at 150 fps and 12.06 mJ per sample.
For the MNIST dataset, results on two other neuromorphic platforms are available.
On one hand, an experiment on SpiNNaker (Patiño-Saucedo et al., 2020) demon-
strated an improved energy efficiency compared to our result at a slightly reduced
inference speed and significantly higher classification error (c. f. Table 3.4). Accord-
ing to the error-vs-performance trade-off in Fig. 3.10, our model reaches the same
error at a 18× smaller EDP. On the other hand, our model has an 714× increased
EDP compared to TrueNorth (Esser et al., 2015), which is mainly thanks to the high
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energy efficiency of TrueNorth (0.11 mJ per sample). This remarkable difference can
be attributed to the fact that models on TrueNorth are state-less and binarized, and
neuron activations are encoded by single spikes rather than firing rates.
Preliminary results on the CIFAR-10 dataset show an error rate of 8.77%, which
improves previous state-of-the-art (17.5% on TrueNorth (Esser et al., 2016)) of this
dataset on neuromorphic hardware by 2×. A performance analysis and comparison
against CPU and GPU is in progress and will be included in the final version of the
manuscript.
The present work highlights at least two areas of improvement in the research of
SNNs: First, the relatively high EDP obtained in our experiments underlines the need
for spike codes that are more efficient than the rate code employed here. This need
has long been recognized, and a variety of alternatives have been proposed (Mostafa,
2018; Rathi et al., 2020; Rueckauer et al., 2018; Sorbaro et al., 2020; Yousefzadeh et al.,
2019; Yu et al., 2020; Zambrano et al., 2019). However - and this is the second area of
improvement - performance results in the form of energy and execution time per
sample are scarce in the literature, even for well-explored datasets like MNIST. We
hope that the SNN compilation framework developed here will enable a more rapid
and straightforward evaluation of novel SNN models on neuromorphic hardware.
4 E V E N T- B A S E D S E N S I N G W I T H T H E
DY N A M I C V I S I O N S E N S O R
In this Chapter we highlight some of the benefits and challenges of combining
event-based processing (Chapters 2, 3) with event-based sensing. We begin with an
example of data compression (Sec. 4.1.1) and optical flow (Sec. 4.1.2) before moving
on to Spiking Neural Networks in Sec. 4.2. The chapter concludes with Sec. 4.3 by
evaluating the potential of using a DVS to drive mouse RGCs in vitro.1.
4.1 mot ivat ing examples
4.1.1 Data Compression
Fig. 4.1 shows an example of how using the DVS leads to reduced recording data
from an overhead view of a mouse in a cage. A researcher might be interested in
studying the whisker motions of the mouse. These whisking motions require a
high sample rate of 1 kHz which is easily supplied by the DVS pixel bandwidth. We
observe from the 3.5 day recording that there are long periods of near silence from
the sensor followed by brief bursts of high activity as the mouse explores the cage.
The event rate probability follows a distribution where the log probability decreases
approximately linearly and inversely with the event rate. It means that the output
event rate is dominated by mostly low rates, with a tail of high rates encoding the
rapid motions. A 1 kfps image sensor would produce about 300 M frames or 5 TB
of data from the equivalent resolution 128 × 128 pixel sensor. The DVS recorded
18.5 M events or 74 MB of 4-byte event data, which is a factor of 67, 000× less data.
Of course a standard camera output could be greatly compressed, but its output
would require at least initial processing at this high frame rate, and this processing
(and its latency) is avoided by using a DVS camera.
4.1.2 Tradeoff between Accuracy and Computational Cost in Optical Flow
To better understand the accuracy and computational cost tradeoff using event
sensors, we look at this tradeoff when computing optical flow directly from the
events; and from frames based on events. For this experiment, we use constant time
frames so we can choose arbitrary frame rates.
The experimental setup is as follows: A white disk with a black bar near its outer
edge is mounted on a motor with controllable speed. A DAVIS camera records the
disk while we ramp the rotational speed up and down. The rotational frequency
of the disk increases to a maximum of about 12 Hz within 3 s, holds that level for
1 The material in this Section is based on two sections of Liu et al., 2019, where I am second author and
main contributor to the material listed here.
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Figure 4.1: Event rate of a DVS recording of overhead view of mouse (right inset) over
14 hours. Peaks correspond to high levels of motion and therefore potential
regions of interest. The middle inset shows a histogram of the event rates for
the complete 3.5 day recording, using a log scale for the vertical axis. (Data
from unpublished collaboration with Irene Tobler, University of Zurich.)
another 5 s, and finally decreases continuously to 5 Hz over a period of 7 s (Fig. 4.2b).
The leading edge of the dot on the disk generates a stream of OFF events from the
DVS. We filter out the ON events from the trailing edge, which are not needed for
this task. Background events are also discarded using a spatio-temporal correlation
criterion (Delbruck, 2008). The median event rate is then 120 kHz. Fig. 4.2a illustrates
the experimental data.
For event-based flow computation we used the Savitzky-Golay variant of the “Lo-
calPlanes” algorithm described in Rueckauer et al., 2016a. The algorithm maintains
a "time surface" (Benosman et al., 2014) corresponding to the most recent event
timestamps for all pixels, and attempts to fit a 2D plane in the 3 × 3 neighborhood
around each incoming event pixel address. The normal flow of the edge causing
the event is then obtained from the slope of the fitted plane.
We estimate the rotational frequency from the flow vectors by projecting them
onto the tangents along the circular trajectory. The event data curve in Fig. 4.2b
shows the resulting rotation frequency over the duration of the recording. (Of
course, knowing that we are observing a rotating dot, it is clear that the rotation
frequency of the disk could have been obtained from methods other than flow, but
we use this metric as a proxy for the accuracy of the flow computation.)
For the frame-based flow computation, we use the standard opencv implemen-
tation, which consists of a key-point tracker combined with a Lucas-Kanade (LK)
sparse flow algorithm. Parameters of the LK algorithms are optimized to obtain
the highest accuracy. We generated frames for LK from the continuous DVS event
stream at frame-rates varying from 50 to 300 Hz. Each frame is a 2D histogram of
the DVS events collected during the frame interval (c. f. Sec. 4.2.2.2).
4.1 mot ivat ing examples 83
(a)






















events 120 kHz, 0.12 GFlop/s
frames 50 Hz, 19.10 GFlop/s
frames 100 Hz, 38.19 GFlop/s
(b)
Figure 4.2: (a) Illustration of the spinning disk data. (b) Rotational frequency measurements
from optical flow over the duration of a DVS recording of a spinning disk,
estimated using an event-based optical flow algorithm (blue), and a frame-
based Lucas-Kanade method (red). Ground truth (black diamonds) for the
motion of the disk is obtained by measuring the timestamps of events produced
when the dash passes a 1 × 30 pixel window, and then k-means clustering
the times of events obtained in this window. The timestamps of a single pixel
initialize the k-means algorithm.
Fig. 4.2b shows that since the event-stream is near-continuous (with a time
resolution of 1 µs), the event-based flow algorithm does not suffer from aliasing and
accurately estimates the motion at all speeds (blue squares). The frame-based flow
algorithm is able to accurately estimate the optical flow over the whole duration of
the recording, but only if the frame rate is 100 Hz or higher. At the lower frame
rate of 50 Hz, fast motion (greater than 10 cycles/s) results in large displacements
of the rotating bar across consecutive frames, and consequently high errors of the
LK algorithm.
This tradeoff between frame rate (a proxy for computational cost) and accuracy
is demonstrated in Fig. 4.3, which shows how the Mean Square Error (MSE) of the
estimated rotational frequency decreases with higher sampling rates. The frame-
based sparse LK algorithm requires 382 M Flop per frame, while the event-based
flow computation costs 980 Flop per event (Rueckauer et al., 2016a) and therefore
on average 0.12 GFlop/s for this recording. To achieve the same level of accuracy as
the event-based method, the frame-based algorithm requires a frame-rate of at least
100 Hz, costing about 38 GFlop/s, which is a factor of about 320× more.
This experiment illustrates the advantage of data-driven dynamic sampling which
in this case, enables the event-based flow algorithm to accurately solve the task
at high object velocities without special knowledge of the rotating dot model that
could accommodate large displacements for fast motion.
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Figure 4.3: MSE of the extracted rotational frequency against the computational cost with
different event frame rates (circular disks color-coded in red). The blue square
marks the accuracy and cost of the event-based flow algorithm.
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4.2 sp iking neural networks with asynchronous in-
put
Mobile and embedded applications require neural networks-based pattern recogni-
tion systems to perform well under a tight computational budget. In contrast to
commonly used synchronous, frame-based vision systems and CNNs, asynchronous,
spiking neural networks driven by event-based visual input respond with low
latency to sparse, salient features in the input, leading to high efficiency at run-time.
The discrete nature of the event-based data streams makes direct training of asyn-
chronous neural networks challenging. This work studies asynchronous spiking
neural networks, obtained by conversion from a conventional CNN trained on frame-
based data. As an example, we consider a CNN trained to steer a robot to follow
a moving target. We identify possible pitfalls of the conversion and demonstrate
how the proposed solutions bring the classification accuracy of the asynchronous
network to only 3% below the performance of the original synchronous CNN, while
requiring 12x fewer computations. While being applied to a simple task, this work
is an important step towards low-power, fast, and embedded vision solutions for
robotic applications.2
4.2.1 Introduction
Deep CNNs offer practical solutions for pattern recognition and have radically
changed the field of image recognition. In the field of robotics, however, where real-
time processing and low power budget are crucial, CNN-based image-processing
algorithms face a fundamental latency-power trade-off, where low latency can only
be achieved by dramatically increasing power consumption.
Evolution of embedded systems led to development of event-based vision,
which has enabled improved performance of vision systems for fast and agile
robots (Falanga et al., 2017; Mueggler et al., 2017). Event-driven, biologically in-
spired vision sensors such as DVS (Lichtsteiner et al., 2008), ATIS (Posch et al., 2011),
and Dynamic And Active Pixel Sensor (DAVIS) (Brandli et al., 2014) enable fast and
low-power processing of visual information. Instead of capturing static images of
the scene, these sensors record pixel brightness change events with high temporal
precision. Events are only triggered if a significant change occurs in the observed
scene, allowing lower latency and lower required bandwidth compared to frame-
based sensors. However, since the data produced by an event sensor is a sequence
of events, conventional frame-based computer-vision algorithms (Bradski, 2000) or
DNN-based pattern recognition can not be applied directly.
One obvious way to process event-based data with conventional DNNs is to create
frames by accumulating events over fixed time intervals, or accumulating a constant
number of events per frame. It has been shown in several robotic applications that
by following this approach, conventional CNNs can be applied for feature extraction
and object classification (Amir et al., 2017; Lungu et al., 2017; Moeys et al., 2016).
Although using constant event count frames addresses the latency-power tradeoff
2 The first part of Sec. 4.2 is based on Rueckauer et al., 2019a, the second part presents unpublished
work on the Roshambo hand gesture recognition task.
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by using data driven computation, it ignores key advantages of event based sensors,
in particular their sparse data and the high temporal precision.
This paper explores the use of asynchronous neural network architectures for
processing the event-based vision data. In contrast to the synchronous, frame-
based mode of operation of conventional CNNs, asynchronous SNN architectures
represent hidden layer activations in form of discrete events – spikes – that are
propagated through the network asynchronously, so that neurons are only activated
when they receive events (Martin et al., 2015). Theory has shown that SNNs are at
least as computationally powerful as conventional neuronal models being used
in deep-learning (Maass et al., 2004). It has also been shown that by the use of
dedicated event-based hardware, power consumption and latency can be reduced
by several orders of magnitude (Furber et al., 2013; Indiveri et al., 2015; Merolla et al.,
2014). IBM’s TrueNorth processor (Merolla et al., 2014) consumes about 1000 times
less energy than conventional synchronous architectures. Thus, just as hardware
acceleration through GPUs has played a fundamental role in the advancements of
deep-learning, there is increasing availability of neuromorphic SNN accelerators
that enable efficient computation of event-based SNN training and inference (Lee
et al., 2016), potentially running on a fraction of the energy budget compared to
conventional CNNs running on GPUs (Furber et al., 2013; Indiveri et al., 2009; Merolla
et al., 2014; Qiao et al., 2015).
There are two ways to obtain an SNN for solving a pattern recognition task. First,
recent work has explored direct training in the spiking domain using backprop-
agation inspired techniques for training multi-layer SNN architectures (Lee et al.,
2016; Neftci et al., 2017). Training SNNs is difficult as due to their non-differentiable
nature and gradient-descent based methods can not be applied directly. Further-
more, backpropagation rules typically used in deep learning rely on the availability
of network-wide information stored with high-precision memory, and on precise
operations that are difficult to realize in event-based hardware (Neftci et al., 2017).
Second, SNNs can be constructed by converting conventionally trained ANN (Diehl
et al., 2016b; Rueckauer et al., 2017). In terms of accuracy, Stromatias et al., 2017
reports that while these neural networks seem to work well using synthetic input
spike trains generated artificially from frame images (e. g. from the MNIST database),
where the gray level of an image pixel is transformed into a stream of spikes, doing
inference using this SNN with data from an event-based vision sensor may lead
to significant loss in accuracy. Increasing our understanding of SNN processing is
needed to close the accuracy gap between the frame-based and event-based pattern
recognition.
In this Section, we apply the second method and analyze object recognition
using analog and spiking convolutional neural networks in the context of a robotics
predator/prey navigation scenario. The dataset from Moeys et al., 2016 is used to
train and evaluate several neural network architectures, where the purpose of the
trained networks is to steer a predator robot in the direction of a prey robot. In
particular, we compare the conventional CNN architecture proposed in Moeys et al.,
2016 with its event-based SNN counterpart, where accuracy is evaluated using both
synthetic and sensor-driven input spike trains. We perform a thorough analysis
of accuracy losses that occur in the ANN to SNN conversion and offer solutions to
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reduce these losses. We show that a CNN trained on constant event count frames
can be run efficiently on the asynchronous sensor events at inference, using up to
12x fewer computations than when using frames. Finally, we identify the causes for
classification accuracy loss that occurs when switching from a synchronous training
mode to an asynchronous inference mode, and evaluate solutions that minimize
this loss.
These are crucial steps on the way to low-power, fast, embedded solutions, which
will enable the application of deep neural networks on robotic platforms in real
time and with a limited power budget.
4.2.2 Methods
This subsection describes the pipeline of the present work: Starting with an event-
based data set (Sec. 4.2.2.1), we first synthesized frames (Sec. 4.2.2.2) to train a con-
ventional ANN (Sec. 4.2.2.3). The resulting frame-based model was then converted
to an SNN (Sec. 4.2.2.4) and tested on the original event-based data (Sec. 4.2.2.5).
4.2.2.1 The Dataset
The dataset from Moeys et al., 2016 consists of twenty recordings with a total
duration of 1.25 hours from a DAVIS (Brandli et al., 2014). The DAVIS camera was
mounted on the predator robot and recorded different scenes in which the predator
robot, driven by a human or by the CNN, followed the prey robot. The recordings
contain both conventional image frames (Active Pixel Sensor (APS)) as well as
event-based data (DVS). The APS frames were not used in this work. The DVS sensor
data was output in Address Event DATa (AEDAT) 2.0 file format (INIlabs, 2010):
each sensor event contained a timestamp, the pixel address, and a polarity value
(ON/OFF), indicating an increase or decrease in pixel brightness.
The ground truth labels of the recordings encoded the position and bounding
box of the prey robot. From these labels, we produced a target ground truth of four
classes, marking in which third of the visual field the prey robot is located (classes
1-3) or if it is not visible (class 4), leading to a four-class-classification problem
(left, center, right, invisible). The DAVIS camera records with a resolution of 240x180
pixels. We subsampled the event-addresses to 36x36 arrays. Moeys et al., 2016 found
this to be the minimum size for which the robot can still be recognized by human
eye. The data set consisted of roughly 200k images generated by binning DVS events
to 5000-event frames, as described below.
4.2.2.2 Generating Frames from Event-Based Data for ANN Training
Training of the ANN was conducted on frames synthesized from DVS events, but
testing of the converted SNN was performed on the original DVS stream. Thus, any
transformation of the data during frame synthesis should either be applicable to the
underlying DVS event streams as well, or else distort them as little as possible. This
subsection describes each step of a frame generation method that best preserves the
classification performance when using asynchronous DVS data at test time.
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Figure 4.4: Synthesized DVS frames (see Sec. 4.2.2.2 for details). Top row: Original method
from Moeys et al., 2016. Bottom row: Our method. Left column: Full resolution
(240x180); right column: Subsampled to 36x36.
choosing the binning window Frames can be synthesized from DVS data
either by accumulating a variable number of events during a fixed time window,
or by accumulating a fixed number of events during a variable time window. We
follow Moeys et al., 2016 and use the latter approach, with a constant number of
5000 events per frame. This way, the frame rate is proportional to the rate of change
of the scene, and each frame is more likely to be informative. Frame synthesis
with a fixed time window can lead to overly sparse and noisy frames during time
intervals with few changes in the recorded scene, and blurred frames when the
robots are moving quickly.
handling polarity Another design choice concerns the polarity of the DVS
events. One can integrate ON and OFF events by representing them as +1 or -1,
respectively. In this case, events of opposite polarity cancel each other. The original
work Moeys et al., 2016 uses this method by initializing the frames with 0.5 pixel
intensity and in-/decrementing this value by ±0.005 per ON/OFF event. This
approach is not feasible in our setup, because it assigns a nonzero intensity to
pixels where the DVS records no events. Instead, we start with an all-zero frame
and apply a rectified event count that discards polarity while binning the events. In
preliminary experiments we found the polarity information not to be relevant for
learning this task.


















Figure 4.5: Architecture for predator-prey task. (Graphic adapted from LeCun et al., 1998)
input normalization Outliers in the distribution of event counts were removed
by clipping values greater than three times the standard deviation (3-sigma normal-
ization).
Though the network was trained on frames, we aimed to use the original DVS
events during inference. To maintain high classification accuracy when switching
from frame to event input, any transformation of the frame data, performed during
training, should be applied to the DVS data as well. 3-sigma normalization on DVS
event streams is possible by temporally binning 5000 events into a frame as during
training, and applying 3-sigma normalization on this frame of integer event-counts
to identify outlier events, which are then removed from the DVS event stream fed
into the SNN.
input scaling After accumulation and outlier removal, the frames are scaled to
[0, 1] real values, which is the last stage of synthesizing frames for training the ANN.
During testing of the SNN, discrete events are streamed into the network, making
scaling inapplicable.
A subtle difference in the training-frames arises from the order in which scaling
and 3-sigma normalization are applied. In Moeys et al., 2016, the frame of integer
event-counts is scaled to [0, 1] before 3-sigma normalization. The resulting frames
consist of real values. If instead 3-sigma normalization is applied first (by removing
discrete events from the frame of integer event-counts), the subsequent scaling will
result in frames that consist of rational numbers only. To avoid the discrepancy of
training on real values and testing on integers, we applied 3-sigma normalization
before scaling. This seemingly small difference turns out to be crucial: With the
opposite ordering, the classification accuracy of the converted SNN drops by 30%.
Fig. 4.4 shows an example of the frames synthesized as described above. In Table
4.1 we summarize how our approach differs from the original work (Moeys et al.,
2016).
4.2.2.3 Training the Frame-Based ANN
Fig. 4.5 shows the model architecture that Moeys et al., 2016 developed to solve the
predator-prey task. It consists of a small CNN with two convolution layers with 4
feature maps each and a kernel size of 5x5 pixels. Each convolution layer is followed
by a max pooling layer. A fully-connected layer of 40 neurons connects the last
pooling layer with the 4 classifier output units. The network contains a total of 5884
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Table 4.1: Comparison of methodology.
Moeys et al., 2016 This work
APS frames used Yes No
Biases Yes Yes, with L2-regularizer
Event polarity used Yes Yes, rectified
Frames initialized at 0.5 0, for comput. sparsity
Subsampling (cf. 4.2.3.2) sum max, to remove clusters
Scaling frames to [0, 1] Yes Yes (N/A in SNN)
3-sigma normalization Yes Yes, before scaling
neurons and 6472 parameters. Moeys et al., 2016 showed that this tiny CNN achieves
higher classification accuracy than humans observing the same images.
We implemented the network in the Keras framework (Chollet, 2015), and trained
for 30 epochs using mini-batches of size 32 and the ADAM optimizer.
4.2.2.4 Converting the ANN to an Event-Driven SNN
As described in detail in Sec. 2.1, the central idea of ANN-SNN conversion is that the
time-averaged firing-rates of the resulting spiking architecture correspond to the
analog activations in the original ANN. This mapping can be achieved by replacing
the neurons in the ANN with non-leaky integrate-and-fire neurons (Burkitt, 2006).
The trained parameters remain the same, up to a layer-wise rescaling that reduces
the problem of limited dynamic range of spiking neurons (Diehl et al., 2015b).
Rueckauer et al., 2017 proposed implementations in the spike domain of modules
commonly used in ANNs, like max-pooling and softmax layers. We apply their
open-source conversion framework (Rueckauer, 2017) to transfer the predator-prey
ANN to the event-based domain.
4.2.2.5 Data Used for Testing the Converted SNN
Due to the lack of truly event-based datasets acquired with neuromorphic vision
sensors, in recent work the spiketrains were often generated synthetically from
frame-based image datasets. The most common method is to use poisson spike gen-
erators driving their firing-rate with the intensity of the corresponding input pixels.
However, the stochastic nature of the generated Poisson spike trains introduces
noise into the network, without having any notable benefits. A simple alternative is
to use analog input values in the very first hidden layer, and to compute with spikes
from there on (Rueckauer et al., 2017; Zambrano et al., 2016). The image pixel values
are interpreted as currents flowing into the neurons of the first hidden layer, where
they are integrated into membrane potentials, thus deterministically producing
regular spikes at a rate proportional to the pixel value. Recent work (Stromatias et
al., 2017) has reported that while converted SNNs seem to work well on synthetic
input data, using real event-based data as input can lead to a significant drop in
classification accuracy.
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In this work, we perform simulations with poisson and analog inputs from syn-
thetically generated frames (Sec. 4.2.2.2), and we compare these to directly applying
the original DVS events from the predator/prey dataset as input spikes.
4.2.2.6 Simulation of the Converted SNN
We make use of the SNN toolbox (Rueckauer, 2017) to run the converted SNN on the
three input types described above. The SNN toolbox provides a simulator for spiking
networks that is built on the Keras framework. The spiking network consisting of
non-leaky integrate-and-fire neurons is processed in a time-stepped manner with a
step size equivalent to the time resolution of the DVS event stream (1 microsecond).
The DVS data set used for testing the converted SNN is stored as a collection
of .aedat files, where each file contains a DVS clip of several seconds. Previously,
the toolbox accepted frame-like input. To be able to use asynchronous data, we
extended the toolbox by a DataGenerator module that iteratively reads in an .aedat
file and processes the event sequence with subsampling and outlier removal as
described in Sec. 4.2.2.2. The network outputs a classification guess at each time step,
but we define the period of time needed to process 5000 events as “one sample”,
and take as final classification output of the network for one particular sample the
class corresponding to the neuron that fired the most spikes while processing the
sample. When all events in an .aedat file are processed, the DataGenerator loads
the next sequence of events from the aedat-directory; this procedure is repeated
until all events are processed.
4.2.3 Results
4.2.3.1 ANN Accuracy
First, we reproduced the results of Moeys et al., 2016 by training the frame-based
CNN architecture in Fig. 4.5 on frames generated from the DVS events as outlined
in Sec. 4.2.2.2. The original work used a combined dataset of APS frames and
synthesized DVS frames. We found that the same classification performance can be
achieved using DVS frames alone, which is preferable in the present setup, because
only DVS events will be used during inference.
4.2.3.2 SNN Accuracy
After transferring the ANN to an SNN as described in Sec. 4.2.2.4, the SNN was tested
on the three input types listed in Sec. 4.2.2.5, namely analog (frame-based), Poisson,
and DVS input. Both analog and Poisson input resulted in SNN accuracies close to
the original ANN accuracy (see Table 4.2). However, in our initial experiments, the
SNN accuracy dropped to chance level when using the original DVS input spike
trains. We discuss the reasons for this reduction of accuracy, and propose and
evaluate solutions to restore accuracy in the remainder of this subsection.
imbalance between network biases and dvs rates In Rueckauer, 2017,
the bias values of neurons in the ANN are converted into constant input currents
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Figure 4.6: Spike trains generated by simulating the SNN on a single test sample corre-
sponding to 5000 DVS events. X-axis: time (450 steps of simulation); y-axis:
neuron index. See Sec. 4.2.2.5 for a description of the input types, and Sec.
4.2.2.2 for details on the frame generation. The Figure is discussed at the end of
Sec. 4.2.3.2.
that flow into SNN neurons over the course of the simulation. If a bias value is large,
this bias current can outweigh the spike-driven input to a neuron and dominate that
neuron’s output firing dynamics. This effect is likely to occur in neurons receiving
DVS input spike trains, whose rates may vary considerably over the duration of a
single 5000-event sequence (see Sec. 4.2.3.2).
To prevent dominating biases, we trained the ANN with L2-regularization on the
network weights and biases. L2-regularization adds to the training cost function a
term which is proportional to the squared parameter values, thereby inducing the
network to keep parameter values small. Training the ANN without regularization
led to several bias values that were close to or above the threshold of the SNN
neurons, thereby dominating their firing dynamics. The classification accuracy of
the converted L2-regularized SNN increased by 43% as compared to the SNN without
regularization.
Training the ANN altogether without biases (as done in Diehl et al., 2016b) may
be another straight-forward solution. We trained an ANN without biases, which
achieved 0.6% lower accuracy than the L2-regularized ANN containing biases. The
converted SNN without biases scored better than the non-regularized SNN with
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biases, but 0.81% worse than the L2-regularized SNN with biases. Thus, we favor
the regularized model with biases.
subsampling induces temporal clusters Aside from dominating biases,
another reason for the drop in classification performance when using DVS input was
the subsampling mechanism. Pixel addresses in the original 240x180 image space
are subsampled to 36x36 by integer division. If a subsampled patch contains several
simultaneous events, they will all be mapped onto a single pixel address, thereby
transforming a spatial-temporal cluster into a temporal cluster. A neuron in the SNN
then receives the spikes contained in such a “burst” at immediately-subsequent time
steps during the simulation. These spike bursts are in strong contrast to the way
the network was trained, namely on analog frames, where such temporal structures
are not present.
To see why temporally structured spike trains may produce a different outcome
than homogeneously distributed spike trains, consider a neuron receiving a fixed
number of input spikes from two sources, one inhibitory and the other one excitatory.
If both sources fire at a regular rate, their contributions cancel each other and the
neuron will not be active. If instead the spikes of the excitatory source are clustered
into an early spike burst, the neuron will be strongly activated, even though the
total number of spikes from each source over a given time period has not changed.
To prevent formation of detrimental temporal clusters during subsampling, we
keep only one of the subsampled events in a patch. Here we term this method max
subsampling, and the method that accumulates all events in a patch sum subsampling.
The classification accuracy of the ANN trained on the max- and sum-subsampled
data is 88.25% and 88.04%, respectively. The accuracy of the converted SNN is 85.19%
and 78.24%, respectively, which shows the importance of removing spike bursts
due to subsampling.
non-uniform dvs spiketrains With regularized biases and max-subsampling,
the classification accuracy of the converted SNN using DVS input improves from
chance level to within 3% of the original ANN. We were not able to close this gap
completely, and believe the underlying cause to be inhomogeneities in the DVS spike
trains.
By viewing the DVS recordings as well as by studying the raster plots in Fig. 4.6,
one can observe phases of increased global activity within the time window that
corresponds to 5000 events. These bursts of global activity are likely the result of
electrical coupling between frame electronic shutter and DVS circuits within the
pixels (Brandli et al., 2014). These abrupt changes in firing frequency propagate
throughout the network. The variability of DVS event rates differs strongly from the
rather uniform spike distribution observed when using Poisson or analog input.
In the previous subsubsection, we argued that temporal spike patterns in the test
phase can have a detrimental effect because of the asymmetric spike generation
mechanism: neuron activity due to a burst of excitatory input cannot be reversed
by a later burst of inhibitory input. We can not expect the network to be able to
cope with temporal structure in the input which it has never experienced during
training.
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Figure 4.7: Average classification test accuracy of ANN (single cross) and SNNs (curves) for
DVS, analog and Poisson input, plotted against the number of operations.
This intuitive explanation of the remaining accuracy loss can be validated by using
Poisson or analog input, which features constant firing rates as during training.
With 88.12% accuracy, analog input nearly closes the accuracy gap. With 86.77%
accuracy, Poisson input falls between analog and DVS input, which is reasonable
given the variance inherent in a Poisson process.
Figure 4.6 compares the spike trains generated by the different input types.
Analog input (first row) results in the most regular firing dynamics and the highest
support for the correct class label (second neuron in output layer). Surprisingly, the
slight variations induced by Poisson variability (second row) reduce the network’s
confidence in the correct class label significantly. Asynchronous DVS input (third
row) exhibits temporal structure that is not present in analog or Poisson input.
The spike rates are generally lower, which accounts for the reduced operation
cost, but contributes also to the increased classification error. DVS input with sum-
subsampling (bottom row, cf. Sec. 4.2.3.2) contains spike bursts that are fed into
the network in close succession, causing the spike train to spread out over a longer
simulation time. These temporal patterns – unseen during training – cause the
network to confuse the correct output label (right column).
4.2.3.3 Operation Cost
Besides classification accuracy, a second important metric for SNN performance
is its operation cost. An “operation” for the SNN is defined as a synaptic update,
i.e., the update of a neuron’s state due to a spike in the preceding layer. This
operation corresponds to a simple “addition”, in contrast to more costly multiply-
accumulate operations needed in conventional ANNs. We compute this quantity
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from the network architecture and the number of spikes that each neuron fires
during the simulation (Rueckauer et al., 2017).
Figure 4.7 compares the accuracies and operation costs of the ANN trained with
L2-regularized biases on max-subsampled data, and of the converted SNN tested on
the original DVS events, synthesized analog frames, and Poisson spike trains. The
operation cost for the ANN is a single value, because inference consists of a single
forward pass. In the SNN, a continuum of classification accuracies is obtained as
simulation progresses and more operations are invested. Table 4.2 lists the final
accuracy and operation cost at the end of each of the SNN curves.
Summarizing the results, the SNN with analog input provides the highest accuracy
while reducing the number of operations by 7x compared to the original ANN. The
SNN with DVS input suffers from an accuracy loss of 3%, but compensates for it by
a 12x reduction in computational cost.
4.2.4 Conclusion
In this work, we explored SNNs as efficient replacements of conventional frame-
based ANN on the task of a robot pursuing a moving target. The underlying data
set stems from a DVS, which provides a continuous stream of asynchronous events.
These event streams are seldom used directly as input to deep neural networks;
instead, the events are commonly binned into frames, on which the network is
trained and tested. While this frame-based approach grants easy access to a wealth
of powerful deep learning frameworks, one sacrifices the advantage of very low
latency and potentially sparse computation inherent in asynchronous event streams
from a DVS. Converting a pre-trained frame-based ANN into an event-driven SNN
aims to combine the best of both worlds: Frame-based training provides us with a
high-accuracy model, while inference is done on sparse asynchronous events.
This study confirms earlier findings (Rueckauer et al., 2017; Zambrano et al.,
2016) showing that the converted SNN achieves equivalent classification accuracy
as the original ANN when using static frames or Poisson spike trains as input.
However, we take this analysis a step further by applying the original DVS events as
input to the SNN. Initial classification results were close to chance level, indicating
significant distortions when transitioning from a synchronously trained model to
an asynchronously tested model. As causes for this accuracy loss we identify (1)
the way that the training frames are generated from DVS data, (2) extreme weights
or biases, and (3) temporal structure present in the asynchronous test data but not
in the training frames.
To solve these issues, we propose (1) training frame generation steps that are
applicable to the DVS test data as well, thereby minimizing the discrepancy between
training and test set, and (2) L2-regularization during training to effectively prevent
dominating model parameters. The resulting SNN achieves classification accuracy
close to the original ANN. The third issue, temporal structure in the DVS event
stream, can only partly be removed, and likely accounts for the remaining 3%
accuracy gap between synchronous ANN and event-driven SNN.
By evaluating the computational cost of the SNN when run on DVS events, we
confirm the expected improvement in terms of low latency and sparse, change-
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Table 4.2: Classification accuracy of the original ANN and the converted SNN.
Accuracy Operations
Model (input type) [%] [MOperation (Op)]
ANN (analog) 88.25 7.85
SNN (analog) 88.12 1.15
SNN (Poisson) 86.77 3.06
SNN (DVS) 85.19 0.66
driven operation. Specifically, inference in the SNN can be done using 12x less
computations on this data set. Further, the computations consist of simple addi-
tions, which are energetically cheaper than the multiply-accumulate operations
used in conventional ANNs. Future work concerns the measurement of the energy
consumption (including the cost of memory transfer due to keeping neuron states).
To close the remaining accuracy gap, extensions of this work might consider
training on the DVS events directly. This would create a purely asynchronous setting
and potentially enable the model to accurately process streams with highly variable
event rates. Regardless of the training method, detrimental inhomogeneities in the
DVS input could potentially be removed by low-pass filtering or other preprocessing
with smoothing effect.
The present work is a step towards efficient inference in mobile and embedded
systems requiring low latency and computation cost, which will in particular profit
from development of asynchronous event-based computing hardware.
4.2.5 Appendix
The study above applied DVS input to the predator-prey task. After concluding the
corresponding paper, we extended the experiments to another event-based vision
task, Roshambo (Lungu et al., 2017). In this section we describe the dataset and
training procedure, and report the accuracy-operations tradeoff for the converted
SNN. We demonstrate the computational advantage of directly using DVS events
rather than constant input currents, and compare to a dedicated CNN-accelerator
called ’NullHop’ (Aimar et al., 2019). We find that the SNN reaches the same level of
accuracy with a quarter of the operation count needed by the original model, and
half the number of operations needed by the CNN accelerator.
4.2.5.1 Dataset
This application consists of a hand symbol recognition robot that plays the game of
rock-paper-scissors. A network is trained to detect four classes (rock, paper, scissors,
and background). With less than 10 ms latency and 99.9% accuracy, the DVS+CNN
creates the illusion that the machine always outguesses the human.
The dataset was collected using the DAVIS event-based camera (Lichtsteiner et al.,
2008) and jAER, a software package developed to process DAVIS data. Continuous,
labeled recordings were produced for each of the three symbols used in the game
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of Rock-paper-scissors, as well as for a fourth input category consisting of various
non-hand images, such as other body parts and furniture. The resulting recordings
were converted into AVI movies by accumulating asynchronous DVS address-events
into 64 × 64 pixel 2D histograms of a constant total number of events. The movies
were then cut into individual frames and compiled in an LMDB database along with
their labels (rock, paper, scissors or background). 15 participants were each recorded
for (3 symbols)× (2 hands)× (2 minutes), resulting in around 1.3 million images
for each of the four classification categories. Frames were generated following
the reasoning outlined in Sec. 4.2.2.2: All DVS events were rectified to be positive
irrespective of the sign of the luminance change and each resulting image pixel was
limited to a 200-event maximum grayscale bin value. Moreover, the resulting pixel
values were mapped to a 0-1 range by performing a 3σ normalization.
Figure 4.8: Examples of the four classes of the rock-paper-scissors game, using constant
count DVS frames.
4.2.5.2 ANN Training
A 5-layer rate-based convolutional neural network was trained to perform gesture
recognition on the collected data (Lungu et al., 2017). The CNN architecture consists
of 5 convolutional layers, each using the ReLU activation function and followed by
2x2 max pooling. Kernels are square with dimension 5, 3, 3, 3, 1 respectively. The
network has 114k parameters, needing 18 MOp to classify one image. 40 training
epochs were performed in Caffe, requiring about 5h on an Nvidia GTX980 GPU. Two
data augmentation methods were used while training: random image mirroring
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and variable event numbers used to create the histograms. These events ranged
from 500 to 4000 for one frame.
4.2.5.3 Results
For conversion we follow the same procedure as described in Sec. 4.2.2.4. The SNN
is then evaluated on the testset (10% of all available frames), using various input
modalities. As reference, we take the original ANN, which achieves an accuracy of
99.85% at 18 MOps.
Figure 4.9 shows the performance of the SNN using the DVS events (labeled ‘DVS’
in the Figure). The blue dashed-dotted line (‘Analog’) takes as input the image-
frames that are used for testing the ANN, and feeds the analog value at each pixel
to the first layer neurons in the form of a constant input current. Equivalently, one
can use these analog pixel values to elicit Poisson spike trains (light green triangles,
‘Poisson’). If the Poisson rates are high enough, they faithfully approximate the
original analog values. However, to allow a fair comparison to the DVS scenario,
we can restrict the number of Poisson spikes to the amount used by the DVS input,
namely 2000 events per sample. The result is labeled ‘Poisson 2000’ (dark green
triangles). As seen in the Figure, the reduced number of input events plays in
favor of the operation count without impeding classification accuracy. A similar
picture develops when using the DVS events in the manner described above, though
the convergence to the optimal error rate appears to be slightly slower than for
the Poisson input. The reason is that the DVS event sequences contain temporal
structure that was averaged out when constructing the binned frames on which the
ANN was trained, as shown in Sec. 4.2.3.2. Poisson input is able to better reproduce
this mean firing-rate representation of the ANN. However, using DVS events directly
does not cause as big a drop in accuracy as for the predator-prey task studied
above.
For comparison, we also show the original ANN model (‘ANN’, brown cross),
which achieves 99.85% accuracy with 18 Million operations. The low-precision
zero-skipping model ‘NHP’ (yellow cross) achieves the same accuracy with only 9
Million operations because redundant operations are skipped by the CNN accelerator
hardware. The SNN (converted from ‘ANN’) reaches the same accuracy at about
the same number of operations as ‘NHP’, when using the dense analog frames as
input, or Poisson spike-trains with high rates. In contrast, we can further reduce
the number of operation by a factor 2 when using the original DVS events or an
equivalent amount of Poisson spikes as input. Both ‘NHP’ and SNN exploit spatial
sparsity by skipping zeros in the feature maps, but the SNN is additionally able to
exploit temporal sparsity and obtain accurate classification results from a small
number of input events.
4.2.5.4 Conclusion
This experiment highlights the benefit of using data-driven updates from event-
sensors such as the DVS, which enables a continuous improvement of the classifica-
tion output as more events flow in. Potential use cases are computationally efficient
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Figure 4.9: The two crosses mark two ANN architectures: The original model ‘ANN’, and the
low-precision zero-skipping architecture ‘NHP’ on the NullHop CNN accelerator.
The four curves represent the SNN (converted from the original ‘ANN’), with
four different input types. See text for details. While the NullHop version halves
the number of operations needed to achieve the best classification accuracy, the
SNN with Poisson input gets to within 1% of the ANN accuracy using only a
quarter of the original operations.
SNN models with low latency that can run on dedicated neuromorphic hardware
platforms, e. g. for the face detection, pedestrian detection, or keyword spotting.
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4.3 ret ina stimulation
In the previous sections we demonstrated the usefulness of event-based sensors
like the DVS in image processing with SNNs, compression of video streams, and
computation of optical flow. In this section we turn to a real biological system,
the mouse retina, and study the potential use of a sensor like the DVS in retinal
prostheses.
4.3.1 Introduction
Retinal prosthetics require low-power, low-latency components. The DVS features
microsecond temporal resolution, high dynamic range, and sub-millisecond latency
at low energy consumption. In a collaborative study between Sensors Group in
Zurich and the Vision Science Lab at Chungbuk National University in South
Korea, we investigated the potential of applying the DVS to aid patients with retinal
degeneration. To evaluate whether the high temporal resolution of the DVS can be
leveraged with multi-electrode stimulation, we injected pairs of electric pulses of
varying delay into wildtype and rd1 mouse retinal ganglion cells in-vitro, using a 60
electrode MEA. We then determined the stimulus protocol that optimizes temporal
resolution and cell response. Finally, we established an interface between DVS and
MEA, and demonstrated for a single pixel that cells can be driven by DVS events
with millisecond precision.
4.3.2 Experiment 1: Time Resolution of MEA Stimulation
The DVS signals log-intensity changes with microsecond precision, which would
allow for unprecedented temporal resolution in a retinal prosthesis. However, pre-
cise electric stimulation using a MEA is challenging because of the spatio-temporal
overlap of stimulation pulses at different electrodes or points in time. In the setup
used here, electrodes are spaced with 200 µm, and a typical stimulus of 1 ms
duration and 10 µA amplitude applied in one corner of the MEA may elicit a weak
spike response even in cells at the opposite corner of the quadratic array.
To determine the temporal resolution of RGC activity in response to MEA stimu-
lation, we devised an experiment that for simplicity does not yet involve the DVS.
The MEA used here was manufactured by Multichannel Systems GmbH Reutlingen,
Germany, and consists of an 8 × 8 array of electrodes spaced with 200 µm. The four
corner slots are not used; electrode 15 constitutes the reference node. Out of the
59 remaining channels, we used number 57 and 71 for stimulation, the others for
recording the cell responses (c. f. Fig. 4.10 for a layout of the MEA.)3 Both stimulation
electrodes were programmed to send a bipolar cathodic-first current pulse of 1
ms duration and 10 µA peak-to-peak amplitude repeated with a frequency of 1
Hz. After every 40 repetitions, the pulse at ch57 is delayed relative to ch71 by an
additional 5 ms, for a total of 50 ms at the end of the experiment. Figures 4.10
3 The criteria for selecting channels 57 and 71 were that they should be well attached to the tissue in
order to elicit a strong response in neighboring cells, but also located far apart to minimize spacial
interference.
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illustrates the stimulation protocol and shows an example of a recorded voltage
trace.
The raw voltage trace recorded at each electrode typically combines spikes and
local field potentials from several cells simultaneously. A standard procedure in elec-
trophysiology, spike sorting, takes care of separating these individual cell activities,
using a pipeline of spike detection, filtering, feature extraction and clustering. We
extended an open-source spike sorting tool called “tridesclous”4 for our workflow
to automate many manual steps involving data loading, conversion, preprocessing
and visualization. This modified software is able to process all channels in parallel
within few minutes, enabling the experimenter to make adjustments to the setup at
the beginning of the in-vitro experiment. Our source code is available online5.
Figure 4.10: A) Layout of the MEA used here. The channel numbers indicate the coordinates
on the grid. Blue channels are used for recording; white channels (57 and
71) for stimulation. B) Illustration of the stimulation protocol. C) Example of
the raw voltage trace recorded at channel 78. The two periodic up-strokes
are stimulus artifacts; the first and smaller coming from the more distant
stimulation electrode 71, the second and larger from the nearby electrode 57.
The delay between the two artifacts corresponds to the delay between applied
stimulation (B)). Down-strokes in the voltage trace mark action potentials.
The purpose of this experiment was to determine down to which relative stimu-
lation delay we could clearly distinguish the spike response. Starting from the raw
voltage trace recorded at 57 channels, this analysis workflow included the following
steps:
1. We first identified the recording channels that contained useful data, i. e. where
the retina patch was attatched well and the signal-to-noise ratio was high. This
selection was based on inspecting the raw data in Multichannel Analyzer (a
tool provided by the MEA manufacturer), as well as the waveforms extracted
from a subset of the data using the spike sorter, and the PSTH plots.
4 https://tridesclous.readthedocs.io/, accessed Aug. 2020
5 https://github.com/rbodo/tridesclous
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Figure 4.11: Peri-Stimulus Time Histogram (PSTH) plots for one of the cells recorded at
channel 32. Each panel shows the spike response of the cell accumulated over
40 trials, for one particular delay value (indicated by the label). As the delay
between the stimulation pulses at channel 57 and 71 increases, the cell is seen
to respond with two distinct peaks.
2. For each of the useful electrodes, we then performed the spike sorting on the
full duration of the experiment, while taking special care of removing the
stimulus artifact (Automatic filtering of the stimulus artifact is still an open
research question). We obtained spikes from 150 cells over the course of two
trials (two different pairs of electrodes for stimulation on a patch of retinal
tissue).
3. Based on the extracted spike times, we generated the PSTH plots for each
cell and for each delay value. We performed a grid-search to determine the
optimal PSTH bin size (5 ms) and peak detection threshold (1 × σ), using the
MSE to the ground truth as metric. Figure 4.11 shows the PSTH plots of one of
the cells recorded at electrode 32, for each of the 11 delay values.
4. Using scipy’s peak detection algorithm, we measured the peak locations in
the PSTH plots, which represent the times of maximum cell response. These
peak response times are indicated by vertical lines in Fig. 4.11. One peak is
generated in response to stimulation at electrode 71, the other in response
to electrode 57. The two peaks overlap when the stimulus delay is small but
start to separate at around 15 ms in the example shown here.
5. Given the peak response times, we can plot the response times as a function
of the stimulus delay. We expect to see two clusters emerging: One cluster
constant over time for the response to ch71, the other cluster linearly increasing
with the stimulus delay of ch57. This behavior can indeed be seen in Fig. 4.12.
We applied k-means to separate these two clusters and associate them with
the two stimulus electrodes. A line is fit to both data groups (dashed lines in
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Fig. 4.12). By construction we know that one should have zero slope, the other
unit slope. This ground truth is indicated by the solid lines in Fig. 4.12 and
matches well the response time fit.
Figure 4.12: Response time plotted against stimulus time. As the stimulus delay increases,
two clusters start to emerge, one corresponding to the reference channel 71,
the other to channel 57.
The first result obtained from this experiment is that the response time measured
with the workflow above closely follows the stimulus time as we increase the delay
between the two electrodes. This result is little surprising but validates the analysis
pipeline. The main finding is how well we can distinguish the two clusters as
the delay decreases. In our experiment, such a separation is possible down to the
lowest delay tested here, namely 5 ms. A follow-up experiment should devote more
attention to even shorter delays. However, the distribution of peak times already
shows a significant overlap at this point, which will likely impede a clear distinction
at shorter delays. Further, the pulse width of the stimulus itself (1 ms here) sets
a limit on the temporal resolution that can be measured with the MEA as the cell
response is hidden by the stimulus artifact during the pulse itself (Ahn et al., 2017).
4.3.3 Experiment 2: Optimizing the Stimulus Protocol for Temporal Resolution
The previous experiment was performed with a fix stimulus of 10 µA amplitude and
1 ms width. This pulse shape was optimized to elicit a strong overall spike response
(Ahn et al., 2015; Goo et al., 2011; Ryu et al., 2017). However, a large amplitude
increases potential spatial interference with other stimulus electrodes, whereas
a long pulse width increases temporal interference between simulus artifact and
measured cell responses. Intuitively, a stimulation protocol which is sensitive to
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spatio-temporal resolution like the one in Sec. 4.3.2 would benefit from shorter
and smaller pulses. As a step towards quantifying this intuition, we investigated
whether we could optimize the stimulus parameters to minimize the time between
a pulse and the cell response that can be measured with the MEA.
In a meta-study based on experimental data from the past 10 years recorded by
the Vision Science Lab of Prof. Yong Sook Goo, we analyzed the spike response
time of retinal ganglion cells under various stimulus conditions, which span a
three-dimensional parameter space defined by triplets [pulse height, pulse width,
polarity]. The workflow follows the steps described in Sec. 4.3.2: After identifying
usable channels, we applied the spike sorting pipeline to extract individual cell
responses for a given simulus shape. These responses were aggregated into PSTH
plots, from which we measured the peak response time. These times define hyper-
planes over the three dimensional parameter space. For better visualization, we
collapse the pulse height dimension as well as the polarity parameter (which is
binary: cathodic- vs anodic-first). The result is shown in Fig. 4.13 for wildtype and
Fig. 4.14 for rd1 mice.
Figure 4.13: Spike response time as a function of the stimulus parameters pulse width,
height, and polarity. Action potentials were recorded from retinal tissue of
wildtype mice.
For RGCs of wildtype mice, we observe a clear increase of the response delay
with pulse width. On the other hand, the spike response appears to depend at best
weakly on pulse height and polarity. In the critical region of short pulses (< 0.1
ms), pulses with low amplitude seem to respond with only millisecond latency.
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Figure 4.14: Spike response time as a function of the stimulus parameters pulse width,
height, and polarity. Action potentials were recorded from retinal tissue of rd1
mice.
Further investigation is warranted to rule out attribution of this measurement to
the stimulus artifact.
In mice with degenerated retinal tissue, the response delay likewise increases
with pulse width. However, we now also observe an increase in response time
proportional to the pulse height. Polarity still shows no notable effect. Another
difference to wildtype mice can be seen in the regime of short pulses: Here the
response time is less well defined, which can likely be attributed to the decreased
ability of rd1-cells to respond to stimuli of such short duration.
These results suggest that the time resolution of an MEA stimulation as in Sec. 4.3.2
could be reduced by at least a factor 2 by shortening the stimulus pulse width,
possibly further by also decreasing the amplitude, both for wildtype and rd1 mice.
4.3.4 Experiment 3: MEA Stimulation from DVS Events
In our final experiment, we implemented two approaches to use DVS events for
stimulation of mouse RGCs in vitro, one based on software tools, the other on
hardware. The software approach, though considerably more flexible, turned out to
be infeasible with the tool versions available at the lab. The hardware pipeline was
validated in a simple proof-of-concept application.
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4.3.4.1 Software-Based Pipeline
Figure 4.15: Pipeline for MEA stimulation from DVS events based on software tools (top)
and hardware tools (bottom).
In the software approach, a DVS sensor is connected via Universal Serial Bus (USB)
to a host computer, such as the lab PC controlling the MEA. The host PC interfaces
to the STG device supplied by Multichannel Systems GmbH, which in turn connects
to the MEA itself. Thus, the physical setup only requires plugging in the DVS in the
familiar way.
In terms of software infrastructure, the DVS stream is processed by one of the ex-
isting address-event frameworks such as jAER, pyAER or the most recent Dynamic
Vision (DV) library. We chose DV in part because of its powerful but easy-to-use
python binding “DV-Python”, and the support and active development by iniVation.
After spatio-temporal filtering for noise and resolution reduction, the events are
streamed from the host PC to the STG using a python wrapper6 around the STG
driver7. At the STG, each event then triggers a predefined electrical stimulus in the
MEA. Figure 4.15 illustrates the pipeline.
The advantages of this software-based approach are that it provides an end-
to-end pipeline for real-time operation with no overhead for the physical setup
and little custom code. In addition, one has full flexibility of processing events
and programming the STG, either in python or using the DV and STG Graphical
User Interfaces (GUIs). Unfortunately, the STG driver is only available for hardware
version 4000 and newer, which made it incompatible with the one present at the
lab.
4.3.4.2 Hardware-Based Pipeline
Without the ability to program and trigger the STG via software, we developed an
alternative that makes use of the digital input ports on the STG to trigger predefined
stimuli. As this approach does not support live-streaming the events, a DVS signal
is pre-recorded and passed through a spatio-temporal filtering stage in jAER. Then
a USBAERmini2 monitor-sequencer board (Berner et al., 2007) is employed to send
Transistor-Transistor Logic (TTL) pulses to the STG. Each pulse triggers a predefined
electrical stimulus in the MEA, same as in Sec. 4.3.4.1.
One of the functions of the USBAERmini2 board is to sequence previously
recorded events from jAER, which could in principle be used to trigger stimuli
6 https://github.com/pyreiz/ctrl-stg4000
7 McsUsbNet.dll provided by MEA manufacturer (MCS GmbH)
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at the corresponding MEA electrodes. However, the output pins on the board are
incompatible with the four available digital input ports on the STG. As a first simple
implementation we shortened the request and acknowledge pins of the sequencer,
which results in a brief pulse of a few nanoseconds duration whenever an event is
sequenced. One clear limitation of this approach is that the address information
is lost, only the event timing is preserved, which is however sufficient for our
proof-of-concept.
Because the STG requires TTL pulses of at least 20 µs width, we built a pulse-
extender circuit to increase the pulse-width of events sent from the USB monitor-
sequencer board to the STG. The advantage of the hardware-based approach is that
with TTL pulses, the latency between receiving the trigger and starting the stimulus
is less than 0.1 ms, whereas the software-based approach (using USB connection)
has a latency of about 1-2 ms.
The downsides of this approach include the substantial overhead to set up the
software and hardware infrastructure (including two custom boards). Further, the
experimenter enjoys less flexibility in processing events and programming the STG.
For instance, only four digital input ports are available to trigger stimuli at the STG,
which limits the number of electrodes that can be controlled independently. (One
could set up a binary code to address up to 24 out of the 59 available channels).
The limitation on the end of the USB board is even more severe in our current
approach because we can only transmit timestamp information using the req/ack
pin on the USBAERmini2. A possible extension could instead access individual
address pins from the sequencer, at the cost of additional logic. Finally, unlike in the
software-based approach, jAER currently does not support online streaming from
DVS to STG via USBAERmini2. To achieve this, one would have to start by extending
the AEViewer.sequenceFile class in jAER to retrieve event packages from the filter
used for pre-processing. These improvements were beyond the scope of the 3-month
exchange program, considering also that the software approach already provides
an elegant solution.
4.3.4.3 Proof-of-Concept Application
To validate our interface between DVS and MEA, we recorded a visual stimulus of
two minutes consisting of full-field flashes at 1 Hz from a computer monitor with
the DVS. The DVS events were filtered for noise and spatiotemporally subsampled
in jAER. The resulting events were sequenced by the USBAERmini2 board, which
generates a TTL pulse for each event. The pulses are passed via the pulse extender
to the STG, where they trigger bipolar current pulses at channel 57 in the MEA. A
picture of the experimental setup can be seen in Fig. 4.16.
We measure the elicited spikes of the RGCs in response to the DVS stimulation at
1 Hz. The subsequent analysis follows the first steps listed in Sec. 4.3.2. We obtain
spikes from about 30 cells over the course of three trials (three different stimulus
electrodes on one patch of retinal tissue). From the PSTH plots we determine the
response time of cells after a stimulus pulse. We then plot the correlation between
trigger times and cell response times (Fig. 4.17 left) and find perfect correlation
(Pearson coefficient of 1) - the cells respond correctly to DVS stimulation.
108 event-based sens ing with the dynamic v ision sensor
Figure 4.16: Experimental setup for MEA stimulation from DVS events.
Figure 4.17: Response correlation and timing jitter.
As a last step, we plot the jitter of response times around the ground truth (the
diagonal in Fig. 4.17), to determine the temporal precision with which the cells
respond to DVS stimulation. From Fig. 4.17 B, we see that the response time follows
the stimulus time by about 10 ms on average, with few milliseconds spread.
4.3.5 Discussion
To gauge to potential of using the DVS in the context of retinal prosthetics, we
investigated the temporal resolution of cell responses that can be achieved with
MEA stimulation. We showed the minimum time resolution to be lower than 5 ms. In
a follow-up study, we found that the response latency could be further decreased by
reducing the stimulus pulse width (both in wildtype and rd1 mice) and amplitude
(in rd1). These conclusions are limited by relying on PSTH peak analysis, which is
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susceptible to interference with the stimulus artifact. Patch-clamp measurements
would be more precise. However, the purpose of the present study was not to show
how fast cells respond in principle (which has been done before (Hadjinicolaou et al.,
2015; Im et al., 2016; Jalligampala et al., 2017; Jepson et al., 2014; Lee et al., 2013)), but
to determine the response precision (latency and jitter) in case of micro-electrode
stimulation.
Finally, we showed a proof-of-concept of using the DVS to drive RGCs. The
hardware-based approach is currently very limited; a flexible software approach
can be used if a more recent MEA is available.
4.3.6 Conclusion
This 3-month research project in collaboration with Chungbuk National University
developed the tools to stimulate retinal ganglion cells using a DVS camera, and
analyze the cell response. We obtained first experimental results that demonstrate
millisecond precision of the elicited spike response, which is critical for better
subjectively perceived visual recognition (Greene 2007). The software is made freely
available to perpetuate the impact of this short project and to benefit future work in
this promising research direction.

5 DY N A M I C F E AT U R E M A S K I N G
Sequential data such as video are characterized by spatio-temporal redundancies.
As of yet, few deep learning algorithms exploit them to decrease the often massive
cost during inference. This work leverages correlations in video data to reduce the
size and run-time cost of deep neural networks. Drawing upon the simplicity of
the typically used ReLU activation function, we replace this function by dynamically
updating masks. The resulting network is a simple chain of matrix multiplications
and bias additions, which can be contracted into a single weight matrix and bias
vector. Inference then reduces to an affine transformation of the input sample with
these contracted parameters. We show that the method is akin to approximating the
neural network with a first-order Taylor expansion around a dynamically updat-
ing reference point. For triggering these updates, one static and three data-driven
mechanisms are analyzed. We evaluate the proposed algorithm on a range of
tasks, including pose estimation on surveillance data, object detection on Karlsruhe
Institute of Technology and Toyota Technological Institute at Chicago (KITTI) driv-
ing scenes and ImageNet videos, as well as denoising MNIST digits, and obtain
compression rates up to 12×.1
5.1 introduction
Natural video is often characterized by local spatio-temporal redundancies between
frames, e. g. in surveillance or freeway driving recordings. DNNs are powerful tools
to process image data, but can be prohibitively expensive for use in mobile devices
or always-on scenarios. The high degree of correlation between consecutive samples
in sequential data calls for exploitation in DNNs.
To capitalize on this correlation for a more efficient solution to video processing,
we previously presented a method to linearize part of a DNN or an entire DNN
around a dynamically updating reference point. This dynamic updating is similar
to the evaluation of a first-order Taylor expansion of a network function around
an operating point (Rueckauer et al., 2019b). By combining the linearized parts of
the DNN, we arrive at a compressed DNN which has fewer neurons and parameters,
and therefore also reduced operations during inference.
This network approximation method draws upon two common characteristics
of DNNs: 1) The composite structure of neural networks where the mathematical
function of a set of layers consists of a sequence of matrix multiplications. 2) The
piecewise linear nature of the frequently used ReLU activation function.
By replacing the element-wise activation function with a mask vector, a stack of
layers can be contracted into a single layer. This layer, represented by a single weight
1 This chapter is based on Rueckauer et al., 2019b and a journal submission currently under review.
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matrix, approximates the function of the original layer stack around a reference
point. The reference point, along with the contracted weight matrix, can be updated
when temporal changes in the input sequence become large. These updates are
expected to be sparse in slowly varying scenes. In between updates, inference is
done cheaply using the contracted weight matrix.
In Rueckauer et al., 2019b, we apply this compression method to a denoising
autoencoder and demonstrate little loss in accuracy but savings in computation.
This paper extends the previous work in three ways. First, we evaluate an improved
criterion for dynamically updating the activation masks. Second, we discuss in
detail the algorithm implementation and the computational cost. Finally, we validate
the findings in Rueckauer et al., 2019b by applying this method to a diverse set of
tasks, namely, a deep CNN for car tracking, pose estimation on surveillance data,
and the YOLO architecture (Redmon et al., 2016) for object detection in two datasets:
the KITTI driving benchmark (Geiger et al., 2012) and a subset of the ImageNet
object-detection-from-video challenge (Russakovsky et al., 2015).
Even though we demonstrate the applicability of the proposed method on a
wide range of tasks and architectures, there are limitations in using the network
contraction. For some networks, only a part of the model can be contracted, for
instance in the presence of skip-connections. The supported network features are
listed in Sec. 5.2.3. Also, when a stack of convolution layers are contracted, they
are unrolled (giving up weight sharing) and afterwards replaced by a combined
fully-connected layer. As a consequence, when the size of both the input and output
of the contracted network section is large, the size of the contracted weight matrix
may also be large. Sec. 5.2.4 quantifies this cost, and Sec. 5.3 discusses examples of
architectures that are either well suited or less suited for contraction.
5.1.1 Related Work
5.1.1.1 Network Compression
Various methods have been proposed for making DNNs more efficient in processing
sequential data by drawing upon redundancies in the input stream. For example,
the authors of the Skip RNN (Campos et al., 2018) employ a control variable for each
neuron that is used during training. This variable determines whether the state of
the neuron is updated or copied over from the previous time step. A regularization
term encourages the model to use a reduced number of state updates during
training. This update skipping can be seen as a zero-order approximation: The
state is kept constant (copied over). In contrast, our method replaces nonlinearities
with masks and because changes can still be propagated through these masks, our
method gives a first-order approximation.
Delta RNNs (Neil et al., 2017) reduce the computation in the network by capitaliz-
ing on the stability of RNN activation patterns and transmitting neuron activations
only when the change in activation across two sequential timesteps exceeds a de-
fined threshold. Change-based CNNs (Cavigelli et al., 2020) are based on a similar
principle by exploiting the spatio-temporal sparsity of pixel changes in video data.
The resulting accuracy drop from skipping computations is proportional to the
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targeted efficiency gain and the difficulty of the dataset. Unlike Cavigelli et al., 2020,
our method does not discard small activation changes via a local threshold, instead
all changes are propagated through the mask that replaces the nonlinearity.
Other compression methods include the use of low-precision models (Hubara et
al., 2016; Mishra et al., 2018; Miyashita et al., 2016), pruning of redundant weights,
feature maps or entire layers (Bengio et al., 2016; Han et al., 2015; Lin et al., 2017),
and training convolutional architectures with fewer connections (Howard et al.,
2017; Iandola et al., 2016). Others train networks to develop input-dependent paths
within the DNN (McGill et al., 2017). In our case, network parts are not skipped
or removed, but layer stacks are contracted to a single layer by replacing the ReLU
nonlinearities with a dynamic mask.
5.1.1.2 Interpolation Between Key Frames
Zhu et al., 2017 presented a video recognition framework that runs a DNN on certain
key frames and propagates the feature maps corresponding to a key frame to
subsequent frames via a flow field. The optical flow is computed with a CNN that
is trained end-to-end with the video recognition model. The method is similar to
ours in the use of key frames, but differs in how inference is done between key
frames (propagating hidden layer states along flow vectors versus linearizing the
network function and contracting a stack of layers). The key frames in Zhu et al.,
2017 are updated at regular intervals, while we propose various input-driven update
predictors. Lastly, their method makes explicit use of the temporal correlation in a
video via optical flow whereas we implicitly draw on this assumption to motivate a
linear approximation.
5.1.1.3 Taylor Expansion in DNNs
We show in Sec. 5.2 that our network contraction method can be seen as a first order
Taylor expansion, where the derivatives are taken with respect to the network input.
Taylor expansions are also applied to neural networks in other contexts, e. g. to
explain nonlinear classification decisions (Montavon et al., 2017), to generate a class
saliency map of a specific input (Simonyan et al., 2014a), and to analyze the learning
convergence under various optimizers (Balduzzi et al., 2016).
5.1.1.4 Activation Patterns and Linear Regions in DNNs
The piecewise linear nature of ReLU-DNNs gives rise to linear regions in the input
space, where the gradient of the loss with respect to the input can be shown to
be stable, leading to robustness against adversarial attacks (Lee et al., 2019). These
linear regions are defined by activation patterns (Raghu et al., 2017), i. e. binary masks
that encode the on/off state of the ReLU for each neuron in the network. These
linear activation patterns have been studied in the context of neuron visualization
(Fischetti et al., 2017), of estimating a network’s expressiveness by counting the
number of linear regions (Montúfar et al., 2014; Raghu et al., 2017; Serra et al., 2018),
and in adversarial attacks (Cheng et al., 2017; Fischetti et al., 2017; Weng et al., 2018).
To the best of our knowledge, this is the first work which pursues computational
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savings by making use of static activation patterns in linear regions of the input
space.
5.2 methods
In Sec. 5.2.1 we review the masking and contraction method as proposed in previous
work (Rueckauer et al., 2019b), and extend it with an improved dynamic indicator
for mask updates (Sec. 5.2.2). We describe the algorithm implementation in Sec. 5.2.3
and discuss the reduction in the computational cost in Sec. 5.2.4.
(a) (b)
Figure 5.1: Illustration of network masking and contraction. (a) Activation functions are
first replaced by dynamically updating masks (triangles, cf. Eq. 5.3). (b) Hidden
layer weight and mask matrices are then contracted (Eq. 5.5). Adapted from
Rueckauer et al., 2019b.
5.2.1 Activation Masking and Network Contraction
In this work, we consider feed-forward deep neural networks. Each neuron in
a network layer receives as input the linear combination of the outputs of the
preceding layer, and applies a nonlinear activation function on this weighted
sum of inputs. For instance, an n-layer fully-connected ANN has the following
computational structure:
F(x) = Wn f
(









where F is the network output, x is the network input, pairs (Wk, bk) represent the
weights and biases of layer k ∈ [1, n], and f is the nonlinear activation function of a
neuron. Typically, the network output is also passed through a final nonlinearity
fout, e. g. a softmax in a classification task. To simplify notation in the following
equations, we do not explicitly write this output nonlinearity, but imply that it is
applied as usual after a forward-pass through the network. A common nonlinearity
for hidden layers is the ReLU, which is a special case of the leaky ReLU:









The variable zki stands for the pre-activation of neuron i in layer k, i. e. the summed
output before applying the nonlinearity. The leak parameter, α, defines the slope
of the left branch and typically has a small value (e. g. α = 0.1). In the case of the
standard ReLU, α = 0.
From (5.2), it is apparent that the element-wise application of the (leaky) ReLU f
in (5.1) is equivalent to the element-wise multiplication with a mask mk:
F(x) = Wnmn−1 ⊙
(





· · ·+ bn−1
)
+ bn (5.3)
where ⊙ denotes the Hadamard product. In this work, the Hadamard product
takes precedence over the matrix-multiplications, i. e. the mask mk is applied to the
pre-activation of layer k before multiplication with the weights Wk+1 of layer k + 1.
The mask mk of layer k is a vector whose length is equal to the number of neurons





1 if zki > 0
α else.
(5.4)
Because matrix multiplications are associative, we can contract any number of
matrix-, mask-, and vector-products in (5.3) into a single weight matrix Q and bias





















Wn−1 . . . m1 ⊙ b1+
· · ·+ bn−1
)
+ bn. (5.6)
These expressions are derived by expanding the nested products in (5.3). The mask
vector is written in matrix-diagonal form so all multiplicands in Q are matrices.




. We omit this
subscript here for clarity and introduce it later.
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The key idea to reduce the run-time cost of a neural network on sequential data is




parameters once, and then to perform
inference on the next few samples in the sequence by using the much simplified
affine transformation (5.5).
This process is related to the linearization of a complicated function (in our case
the network F(x)) via Taylor expansion around a reference point x∗:













the Jacobian of F evaluated at x∗. We determine the conditions










resembles a Taylor approximation around the reference point x∗. By construc-
































x + . . . . (5.10)
Comparing coefficients of (5.8) and (5.10), we can see that the contracted network
is identical to a first-order Taylor expansion if Q is equal to the Jacobian:
CF(x) = T
(1)









In Sec. 5.3, we show that this relation holds through our experiments with a
denoising autoencoder.
Having established a relationship between the contracted network and the first-
order Taylor approximation of the original network, we now consider when to
update the Q matrix at a new reference point x∗. At x∗, the simplified affine
transformation (5.5) is exactly equivalent to a standard forward-pass through
the original multi-layer network. As the input samples begin to deviate from




parameters remain accurate only under the condition that the neurons do not
change the sign of their activity z (c. f. (5.4)). For instance, if a neuron i in layer
k changes from being positively activated at sample x∗ = xt to being negatively
activated at sample xt+1, then the corresponding entry in the mask vector m
k
i




parameters introduce an error. Note that





accurately encode the network function even under arbitrarily large changes of zki .
To keep the network operation accurate even when activation signs are changing
over the course of presenting an input sequence, it is necessary to recompute
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the (Q, q) parameters at appropriate intervals, using updated binary masks that
represent the state of network activations at the new reference point. Thus, we face
an accuracy-efficiency trade-off: The less often the update of the (Q, q) parameters,
the lower is the run-time cost of inference, but the higher is the risk of inaccurate
activation masks. This trade-off is discussed in Section 5.3. We now turn to the
question of how mask updates can be predicted.
5.2.2 Indicators for Mask Updates
The masks mk needed to compute (Q, q) depend on the current input x and the
resulting activity of intermediate layers. We describe in more detail the three update
indicators used in previous work (Rueckauer et al., 2019b), and propose a fourth
metric which directly measures the number of activation sign changes.
5.2.2.1 Regular Frame Update
The most straight-forward baseline criterion for mask updates is the use of a
regular update interval. The hyperparameter in this case is to perform the network
contraction after every n-th frame (Fig. 5.2a). The advantages of this criterion are
that it is easy to interpret and relate to expected savings in computations. Further, it
offers a safety guarantee by limiting the longest period without updates to n frames.
On the other hand, potential savings due to rather static scenes with more than n
frames are missed.
5.2.2.2 Input MSE
A more flexible criterion that accounts for direct changes in input is by computing
the pixel-wise square difference on input images, i. e. , the mean-square error (MSE)
between the current frame and the frame at the time of the last update (Fig. 5.2b). If
the MSE value surpasses a given threshold, a mask update is triggered. A potential
drawback of this method is that the MSE input criterion may be set off by global
changes in lighting etc., which are not necessarily related to changes in the object
of interest.
5.2.2.3 Output MSE
Similarly, we can compute the MSE between the network output for the current
frame and the output for the frame at the previous update time. If the MSE exceeds
a given threshold (which may vary from the MSE input threshold), the masks are
updated for the next frame (Fig. 5.2c). A drawback is that the MSE output criterion
triggers updates for the next sample, i. e. with one frame delay.
5.2.2.4 Number of Activation Sign Changes
Activation masks can be applied to all the layers in a network as shown in (5.3), or
to a subset of layers. For instance, one can choose to mask and contract only the
upper half of a network. In that case, we can apply a fourth criterion to predict
mask updates. Mask updates become necessary when individual neurons in a layer
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change the sign of their activation. If only the layers from layer j upwards are
masked, we can count the number of neurons in layer j that changed the sign of
their activations since the time of the last mask update. A mask update is triggered
when more than a certain fraction of the neurons changed their activation sign
(Fig. 5.2d). Among the update criteria discussed so far, this predictor correlates
most strongly with the actual validity of a mask for a given input sample.
In Section 5.3 we evaluate how well each of these four update criteria maintains
the accuracy of the network while sweeping the update threshold.
5.2.3 Implementation Details
A brief description of the workflow for compiling and using the contracted network
is presented here. Given a network architecture, the network (or network section)
is first tested for suitability of contraction. Each layer to be contracted must be
transformable into a combination of matrix multiplication, bias addition and mask
operations. In particular:
• Fully-connected layers require no modification because their weight matrix is
already of rank 2.
• Dropout layers can be removed after training.
• Batch-normalization layers can be integrated into the preceding convolution
layer after training.
• Activation layers (inserted after fully-connected or batch-normalization or
convolution layers) must be transformable into a mask. For instance, piece-
wise linear functions like the leaky ReLU work, but not the exponential linear
unit ELU.
• Convolution layers share weights among neurons, so (5.6) cannot be ap-
plied directly. However, the convolution operation can be written in terms
of a matrix-vector product by unrolling the convolution using a generalized
Toeplitz matrix. In fact, several deep learning libraries (including caffe) uti-
lize an image-to-column transformation to enable convolution via optimized
Generalized Matrix-Multiplication (GEMM) methods (Chetlur et al., 2014).
• Transposed convolution layers, as used in autoencoders, can be written as
convolution layers, where upsampling is achieved by inserting a mesh of zeros
in the layer input.
• Average-pooling layers can be written as convolution layers and then unrolled
as such.
• Max-pooling layers can likewise be written as convolution layers, but with a
mask prepended, which gates the maximum activation of each pooled patch.
This mask is then updated in the same way as the activation masks of ReLU
layers.
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• Networks with parallel branches, like skip-connections in ResNets or inception
modules in GoogLeNet, can be contracted by applying each branch separately
on a copy of the input to a multi-branch section.
After the initial checks and layer transformations, the network to be contracted
now consists of a set of triplets (W̃k, b̃k, mk), one triplet for each layer. The tilde
symbols denote that the weights and biases may have been modified through
unrolling, absorption of batch-normalization parameters, etc. The masks may be
initialized with a random vector or may be directly obtained from the first sample of
the sequence. These triplets will be used during inference to compute the contracted
(Q, q) parameters.
During inference, we iterate through the sequence sample by sample, and com-
pute the network output following (5.8). For each sample, we also check whether
the reference point x∗ should be reset using one of the criteria in Sec. 5.2.2. The
following pseudo-code summarizes the workflow:
Input: Feed-forward network F(x); sequential dataset X .
Output: Contracted network CF(x); network output Y .
Transform each layer into triplet (W̃k, b̃k, mk) (Sec. 5.2.1).
for all xt ∈ X do
Compute mask update criterion (Sec. 5.2.2).
if mask update criterion > threshold then
• Reset reference point x∗ = xt.
• Do regular forward pass to update masks mk and obtain network output.
• Contract model by computing (Q, q).
else




The inference cost of a contracted network is compared against that of a standard
multi-layer network. In a contracted network, the cost comes from the multiplication
of the (flattened) input samples with the Q matrix and addition of the bias q (and
possibly the application of a final activation function on the resulting output values).
Assuming a Q matrix of dimension (N0 × Nn) (where N0 is the number of neurons
in the first masked layer and Nn the number of neurons in the final masked
layer), and a bias vector q of Nn elements, the number of computations needed for
inference is
Ccontracted = 2N0Nn + Nn = (2N0 + 1)Nn. (5.12)
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In contrast, the number of computations for the original network is proportional










(2 fin,k + 1) Nk. (5.13)
The inference cost in the contracted model only depends on the sizes of the input
and output, whereas the inference cost in a multi-layer ANN scales with the number
of layers and its internal connectivity. This fact becomes increasingly important in
networks with hundreds of layers such as Inception and ResNet. On the other hand,
the proportionality factors N0 and Nn in (5.12) may become prohibitively large in
tasks like object detection or scene segmentation, where multi-channel heat maps
are produced as output instead of the output of a limited number of classification
neurons.
Having determined the inference cost of individual samples, we now factor in the
mask updates to derive the total inference cost of the contracted network. To obtain
the activation pattern needed for the masks, one can simply perform a standard
forward pass in the original network. Another forward pass with the contracted
network is not necessary for the current sample because the output of the original
network can be used directly. The newly obtained masks allow updating of the
(Q, q) parameters, which are used for inference with the subsequent samples. In a
dedicated hardware implementation, this computation of the contracted parameters
can occur in the background, using spare compute cycles, even on the host controller
on a separate idle thread. That way, the updates of the masks occur concurrently
with the low-latency forward passes for inference and do not impede latency. We
therefore consider the cost of inference in the contracted model at the time of an
update to be that of a forward pass in the original network, Cstandard.
The cost of computing a mask update indicator (like MSE input) in the worst case
consists of computing the MSE on two feature maps, which is negligible compared
to the inference cost.








the cost ratio of a forward pass without and with mask updates. The compression
rate is then given by
r = rC + rupdate(1 − rC). (5.15)
In the limit where the contracted network cost is much smaller than the cost of
the original network (rC ≪ 1), the compression rate is simply given by the update
rate: r ≈ rupdate. There are two limit cases in which the network contraction method
brings little to no gain, i. e. r ≈ 1. The first case occurs if the masks need to be
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updated for almost every sample, i. e. rupdate ≈ 1; the second case if the cost of the
contracted network is about the same as the original network, i. e. rC ≈ 1.
As a first example, consider LeNet-5 (LeCun et al., 1998), a 4-layer convolutional
neural network with 1.2 million parameters, which receives as input gray-scale
images of dimension 28 × 28 × 1. The labelled output of the network falls into one
of 10 classes. Then, Q is a (10 × 784) matrix, and q is a bias vector of size 10. In one
forward pass, Ccontracted = 15.6 kOp and Cstandard = 2340 kOp for each frame.
As second example, the Inception-V3 architecture has an input dimension of
299 × 299 × 3 and 1000 output classes, resulting in an inference cost of 0.53 G and
11.4 G operations for the contracted and original network, respectively.
Assuming that the masks must be recomputed every second frame (1/rupdate = 2),
the contracted LeNet-5 and Inception-V3 architectures would see a reduction in
computations by 1/r = 2× and 1.92×, respectively. With the Q matrix updated
every 10th frame, the computes are reduced by 1/r = 9.1× and 7.69×, respectively.
Table 5.1 lists these compute costs for the tasks discussed in Sec. 5.3.
5.3 results
We implemented the network contraction method in Python using Keras with the
TensorFlow backend. The complete code is available on GitHub3.
We chose a variety of natural video datasets to evaluate the usefulness of this
method in different settings, described in the next subsections. Most of the videos
contain rich temporal and spatial dynamics, which serves to demonstrate that the
mask update mechanism does not miss critical changes but makes optimal use
of static episodes. In some datasets, ground-truth is available so we can explicitly
measure how the model accuracy is affected by the masking and contraction. Where
no ground truth is present, we use the output of the original network as reference
for the masked model. Example videos from our results are available online to
illustrate the performance of the contracted networks, compare them to the original
networks and, where applicable, to the ground-truth. The summarized results in
Table 5.1 will be discussed with each subsection describing a particular dataset.
5.3.1 Car Detection
Dataset: We use a 50 s video recording of highway driving from a Udacity online
course on autonomous driving4.
Model: The task is to put bounding boxes around cars on the highway. We first
trained a 5-layer CNN to do binary classification (car / no car) on thumbnail images
of cars or background. These learned car detector features are then swept across
each frame of the highway driving clip, producing a heatmap of the class “car". This
heatmap is then thresholded and the remaining blobs are covered with bounding
boxes.
3 Link will be published on acceptance of the paper.
4 https://github.com/udacity/CarND-Vehicle-Detection
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Contraction: The 5-layer CNN is contracted into one (Q, q) layer, reducing the
number of operations by 80×.
Mask updates: To evaluate how well the contracted model performs the car tracking
task with fewer mask updates, we varied the threshold hyperparameter for three
of the update criteria5 and measured the MSE between the contracted and the
original model (Fig. 5.4). The error increases linearly in this range, with the static
update at every nth frame following the original model most accurately. After closer
inspection, we find that MSE input sometimes triggers updates due to changes in
the ambient scene rather than the relatively small shifts of other cars on the road.
An illustration is shown in Fig. 5.3, where the appearance of large trees, shadows,
or a changed paving triggers mask updates even though the small relative motion
of the cars would not require it.
Using MSE input with mask updates at every 14th frame on average results in
a compression of 12.3× in terms of computations. The associated output video6
compares the car tracking performance of the contracted (red bounding boxes) and
the original network (green boxes).
5.3.2 Pose Estimation on Surveillance Data
Dataset: The videos in the CAVIAR surveillance dataset7 were recorded with a wide
angle lens along the hallway of a shopping center in Lisbon. The video frames have
a resolution of 384 × 288 pixels and are recorded at 25 fps. We use the same seven
test videos as related work (Cavigelli et al., 2020).
Model: We use the OpenPose network for a pose estimation task (Cao et al., 2017).
The architecture consists of a VGG-like trunk of 12 convolution layers and 3 pooling
layers. The network then splits up into two branches, one for identifying body parts,
the other for connecting them appropriately. Both branches consist of 5 convolution
layers followed by 5 stages of 7 convolution layers each, for a total of 40 convolution
layers per branch.
Contraction: We apply feature masking on both branches, but not on the trunk, for
reasons that will become apparent in the next paragraph. The resulting architecture
consists of the trunk plus two fully-connected output layers replacing the two
40-layer branches. The two branches of the original network require 155 billion oper-
ations in total, which are reduced to 44 billion operations after contraction. Together
with the 61 billion operations for the trunk, the total reduction in computations is
2.06×.
Mask updates: To quantify which layers are likely to require few mask updates,
we count the number of neurons for each layer that switch activation sign between
consecutive frames, and average this number across all video sequences of the test
set. The result is shown in Fig. 5.5. We observe a trend as described in Balduzzi et
al., 2017, where contiguity (the sequence length of activations with the same sign)
increases with network depth. In other words, neurons in higher layers (past the
5 Since the whole network was contracted, the number of activation sign changes was not applicable here.
6 https://youtu.be/QYSa0r1DIO0
7 CAVIAR was funded by the EC project IST 2001 37540 and is available online (http://homepages.
inf.ed.ac.uk/rbf/CAVIAR/)
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12th layer) tend to maintain the same sign from frame to frame. This observation
is in line with the common observation that higher layers which encode more
high-level concepts are expected to be stable across longer time periods. Further
support was offered recently by Jastrzebski et al., 2018, who applied the first-order
Taylor expansion to each residual block of a ResNet architecture and showed that
while lower layers learn new representations, higher layers tend to iteratively refine
the hierarchical representations of lower layers. This, together with the 40% fewer
activation sign changes in the upper two branches of the present architecture,
motivates our choice to contract these layers but not the VGG trunk.
It is advantageous for the network contraction when the activation sign changes
are correlated between layers, because this allows the mask update step to be done
synchronously across all layers. For each video sequence in the test set, we compute
the correlation between activation sign changes in the first layer versus all other
layers and obtain a median correlation value of 0.95. This result indicates that a
mask update trigger is appropriate for updating all masks simultaneously.
To quantify the performance of the contracted network, we measured the MSE
between the output of the masked network and the original OpenPose network,
while gradually increasing the threshold for mask updates, thereby trading off
accuracy vs computational cost. Fig. 5.7 depicts this trade-off, and compares the
performance of each of the four proposed update indicators. Overall, the MSE
increases only moderately with decreasing update rates, with little dependence
on the update mechanism. In contrast to the car tracking task (Sec. 5.3.1), updates
based on dynamic indicators lead to slightly increased performance than updates at
regular intervals. The improved behavior of the MSE input metric is not surprising:
With static indoor surveillance videos, MSE input is less likely to be distracted by
task-unrelated changes in the scene (see Fig. 5.6 for an illustration).
For the two sequences that gave the best and the worst results, we provide
online videos that show the pose estimation results at different update rates8. The
reduction in computations and the relative increase in error are listed in Table 5.1
for the lowest performing sequence.
5.3.3 Video Object Detection
Datasets: The two datasets are the KITTI dataset and ImageNet object-detection-from-
video challenge. The object tracking test set of the KITTI Vision Benchmark Suite
(Geiger et al., 2012) consists of 29 videos of urban driving scenes; typical objects
to be tracked include cars, buses, pedestrians, bicycles, traffic lights and street
signs. The labels provided for the ImageNet dataset do not all match the classes of
the COCO dataset with which our model was trained, so we selected a subset of
ImageNet videos where the labels matched the known classes. Fig. 5.8 illustrates
the masking method applied on two randomly selected clips from the two datasets.
Model: We use the YOLO architecture (Redmon et al., 2016) pretrained on the
COCO dataset9. The network shown in Fig. 5.9, consists of a trunk of 12 convolution
layers (interleaved with batch normalization and pooling). The graph then splits
8 https://www.youtube.com/playlist?list=PLUK3dDFZv51JlzP_SH41h7Fws-aefyuCK
9 http://cocodataset.org
124 dynamic feature masking
into a branch with 7 convolution layers and a skip-connection branch with a single
convolution layer. The two branches merge to pass through two more convolution
layers, the second of which contains separate channels for the object bounding
boxes, the confidence scores, and the 80 different class predictions.
Contraction: The feature masking method is applied to the upper block of 7
convolution layers (red box in Fig. 5.9). A challenge in applying the network
contraction method to this architecture is that both the input and the output
dimensions of the masked section are large (c. f. Fig. 5.9), resulting in a large Q
matrix (6 billion entries). The size of the Q matrix is the reason why the contraction
method does not appear to bring a computational advantage over the original
model: The matrix-vector product of the input with the Q matrix during inference
costs just as much as the forward pass through the 7 uncontracted convolution
layers, namely 12 billion operations. Albeit the YOLO architecture may not be suited
for our network contraction approach, this experiment is nevertheless worthwhile
for showing that our dynamic feature masking can be applied successfully to the
task of multiple object tracking.
Mask updates: As before, we analyze the performance trade-off by measuring the
mAP while varying the update rate, using our proposed update indicators. For the
MSE input metric we take the input to the contracted block of the network. For the
number of activation sign changes, we use the activations of the first layer of this block
as indicated by a star in Fig. 5.9. The MSE output criterion was not applicable here
because of the multi-functional structure of the output layer.
The contracted model is more robust to low update rates in static scenes (recorded
from a stationary car, Fig. 5.10 bottom) than in dynamic scenes (taken from a moving
car, Fig. 5.10 top). In both situations, updates triggered by activation sign changes
achieve highest mAP, regular update rates achieve lowest.
Annotated videos of both the original and our masked model are provided for
visual comparison10.
For the ImageNet video dataset, the performance trade-off (Fig. 5.11) is qual-
itatively similar to the KITTI task, with the update metrics ranking in the same
order. The similar performance of the MSE input and activation sign changes metric
is supported by the observation that the Pearson correlation coefficients between
the two quantities lie above 0.9 for each of the masked layers. On average, the mAP
remains within 10% of the precision of the original model for update rates beyond
40 frames.
5.3.4 Denoising Autoencoder
Dataset: The temporal MNIST (t-MNIST) dataset is a similarity-ordered version of the
MNIST handwritten-digit dataset (LeCun et al., 1998).
Model: The task is to denoise images from this dataset with added Gaussian
noise (Fig. 5.12). The network is a DAE where the encoder consists of two convo-
lution layers followed by a fully-connected layer, mapping the 28 × 28 gray-scale
input images into a 16-dimensional latent space. The decoder section consists of
10 https://www.youtube.com/playlist?list=PLUK3dDFZv51KGIT5h1iJLp__JxtJ7BKn-
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a fully-connected layer and three transpose-convolution layers, which map the
16-dimensional encoded representation back into image space.
Contraction: Only the decoder is contracted to benefit from the low-dimensional
latent representation. As in the other experiments (see e. g. Fig. 5.5), the number of
activation sign changes tends to decrease from lower to higher layers, which further
motivates masking upper parts of the network. The resulting architecture consist of
two convolution layers and two fully-connected layers, the last being the contracted
decoder.
In general, autoencoders are advantageous for network contraction because
the latent representation of the DAE architecture is low-dimensional, resulting in
2.2× fewer parameters, 4.1× fewer neurons, and 22.7× fewer operations for this
architecture (c. f. Table 5.1), while maintaining good denoising performance11.
Mask updates: The update indicator based on number of activation sign changes
could not be used in this experiment because the latent representation (which
feeds into the contracted part) does not use a ReLU function. The MSE input metric
appears to be a good predictor of when to update the masks, as indicated by a high
correlation between the MSE input and the number of activation sign changes in the
two transposed convolution layers of the decoder. The dynamic criteria (MSE input
/ output in Fig. 5.13) perform consistently better than a fixed update at every n-th
frame, which is in line with previous observations (see e. g. Figures 5.7, 5.10, and
5.11).
Taylor approximation: The first-order Taylor expansion of the original network
behaves just as the contracted model (cf. Fig. 5.13), which supports the relation of
our method with Taylor approximations derived in Sec. 5.2.1.
5.3.5 Retraining with ReLU Variant
The method of contracting several layers of a network into a single Q matrix using
dynamically updating activation masks can be applied to a pre-trained feed-forward
network without retraining. However, one may consider retraining the network to
reduce the number of mask updates needed during inference.
We consider the use of leaky ReLU activation functions. An inaccurate mask intro-
duces errors during inference by blocking some positive activations or transmitting
some negative activations. These errors are most notable if the masks are used
to replace non-leaky ReLUs. For leaky ReLUs, the error due to an outdated mask
entry gets smaller, the higher the leak α. This fact can be used during training,
by gradually increasing the slope of the left branch of the ReLU. This process pro-
gressively linearizes the network and is thus strictly limited by a leak α < 1. As
α approaches 1, the network becomes insensitive to errors in the masks, but also
loses expressive power. On the other hand, linear networks do not suffer from the
"shattered gradients" problem, which is why Balduzzi et al., 2017 initialize their
networks to "look linear" at first, with the symmetry in the activation function
gradually breaking during training.
To explore the effect of leaky ReLUs on the masking, we train a DAE on the
t-MNIST dataset while increasing the leak parameter α at certain epochs, which
11 https://youtu.be/bBFTkyckQe8
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are evident by the kinks in the training curve (Fig. 5.14). The model classification
performance degrades only little when increasing the linearity of the rectifier. A
similar convergence behavior is observed when training a 6-layer CNN and a
32-layer ResNet on CIFAR-10 (not shown).
After training the decoder of the DAE with increasing linearity, we test our model
contraction method on the almost linear model (α = 0.89). The result shown in
Fig. 5.13 confirms our initial hypothesis: The contracted leaky ReLU model shows a
consistently lower error compared to the contracted ReLU model. The almost linear
rectifiers make the model robust to outdated masks.
5.4 d iscussion
The results from the experiments on the different datasets show that the contracted
networks maintain good accuracy which is corroborated in the case of the t-MNIST
and ImageNet videos where ground truth is available. This finding demonstrates
that deep neural networks can be approximated as a first-order Taylor expan-
sion with respect to the input around a dynamically updating reference point
(c. f. Sec. 5.2.1).
We found that the contracted networks lead to a compression factor of 1 − 12×
depending on their architecture. The best architectures for contraction have either
a low-dimensional input or output, or an intermediate bottleneck layer, as in the
autoencoder for denoising t-MNIST. Contractive autoencoders (Rifai et al., 2011) offer
additional benefits because their loss function contains a term proportional to the
Frobenius norm of the encoder’s Jacobian. This penalizer encourages the mapping
to the latent space to be contractive in the neighborhood of the training data, making
the encoded representation robust to small changes of the input. We hypothesize
that a contracted decoder that receives these stabilized latent representations as
input will have to update its masks less frequently.
Mask updates can be performed at regular intervals or triggered dynamically
based on a specific indicator metric. The indicator based on the number of activation
sign changes is most closely correlated with outdated masks, and cheaper to compute
than using the MSE input / output metrics. This indicator also requires the least mask
updates to maintain model accuracy on the pose-estimation and object detection
tasks on KITTI and the ImageNet video datasets. This indicator was not applicable in
the car tracking and denoising tasks, either because the indicator layer has no ReLU
or the entire network was contracted. An alternative is the data-driven predictor
MSE input, which achieved better model accuracy than regular updates at every
n-th frame with one exception: The car tracking example showed that the input
MSE may be biased by changes in the ambient scene, which makes updates at
regular intervals a safer choice whenever the activation sign changes indicator is not
applicable.
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5.5 conclus ion
We present a network approximation scheme that replaces the layer nonlinearities
by dynamically updated masks, and show its equivalence to a first-order Taylor
expansion through theory and experiments. Among the four mask indicators, our
results show that the optimal indicator is based on the count of activation sign
changes, is cheap to compute and requires fewer updates at iso-accuracy than
the other indicators. By compressing a network using this masking technique,
the computational cost of processing a stack of layers is reduced to the cost of
performing a single matrix-vector multiplication.





Figure 5.2: Illustration of mask update indicators. The stars denote when masks are up-
dated. The arrows mark how successive frames are compared against the frame
of the previous update. 5.2a: Regular update. 5.2b: Update when MSE on input
images exceeds threshold. 5.2c: Update when MSE on output activations exceeds
threshold. 5.2d: Update when the number of activation sign changes exceeds
threshold. See Sec. 5.2.2 for details.
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Figure 5.3: Illustration of the car tracking task with bounding boxes from the original and
contracted model.
Figure 5.4: Mean square error between the contracted and original network as a function
of the mask update rate, rupdate, for the car tracking task.
Figure 5.5: Percentage of neurons that change their activation sign value between consecu-
tive frames. Numbers are averaged over test sequences of the pose estimation
task. The shaded region denotes the 3 times the standard deviation. The first 12
convolution layers are not masked, the remaining 68 are masked. Dashed lines
represent the median number of activation sign changes for both the masked
and non-masked layers. The median value for masked layers is 40% lower than
that of the masked layers. The low peaks correspond to the 1 × 1 convolution
layers.
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Figure 5.6: Example comparison of the pose estimation of the original and the contracted
model. Colors indicate the different body limbs.
Figure 5.7: Mean square error between the contracted and original network as a function
of the mask update rate, rupdate, for the pose estimation task. The shaded region
denotes the 3-sigma confidence interval of the regression line for the 7 test
sequences.
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Figure 5.8: Illustrative comparison of the original and the contracted model output for the
object detection task using ImageNet (left) and KITTI (right).
Figure 5.9: YOLO architecture used for object detection in the KITTI and ImageNet video
experiments. The upper 7 convolution layers (red, dotted border) are masked.
Sign changes in activations of the first masked layer predict mask updates
(yellow star). The gray boxes denote the feature map size of the final layer of a
convolution block.
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Figure 5.10: mean Average Precision (mAP) plotted against the mask update rate for the
KITTI object detection task. Each line is obtained from a linear regression of the
mAP values across the test samples. The shaded region denotes the 3-sigma
confidence interval. We used the labels and bounding boxes predicted by the
original model as ground truth for the contracted model. The two panels
separately show videos taken from a moving car (20 clips, top) and stationary
car (9 clips, bottom).
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Figure 5.11: Least-squares fit of the mean Average Precision for the ImageNet video task.
The reported mAP values of the contracted model were normalized by the mAP
of the original model to facilitate the regression.
Figure 5.12: Illustration of the denoising autoencoder task, with the noisy model input
(top left), training target (top right), denoised output of the original model
(bottom right), and output of the contracted model (bottom left).
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Figure 5.13: Loss (reconstruction MSE) plotted against the mask update rate for the Denois-
ing AutoEncoder (DAE) task on t-MNIST.
Figure 5.14: Accuracy during refinement of the pre-trained DAE on the t-MNIST. During
training, the slope parameter α of the Leaky ReLU activation function is in-
creased from α = 0 at epoch 0 to α = 1 at epoch 520.

6 C O N C L U S I O N
In this thesis we studied bio-inspired sensors, processors and algorithms for com-
puter vision, with the aim to create artificial systems that inherit some of the
computational power and energy efficiency of the brain. As in any such endeavor,
more questions were raised than answered. Here we summarize some of the lessons
learnt, and outline future work.
6.1 summary of contr ibution
The main contribution of this thesis concerns the advancement of techniques to
convert ANNs into SNNs, with the aim to obtain efficient models that are compatible
with event-based sensor input and asynchronous processing on neuromorphic hard-
ware. We approached this objective from three directions, covering the algorithms,
the processor, and the sensor.
algorithms. We explored three spike encoding schemes for SNNs, based on the
mean firing rate, spike latency, and spike patterns. We showed mathematically that
a rate code approaches the original ANN asymptotically, and validated the result
in experiments on state-of-the-art models for ImageNet. To address the issue of
increased operational cost of rate codes, we derived a latency code with minimal
spike count, which was validated on MNIST. To overcome the lack of robustness to
noise inherent in the latency code, we developed an encoding scheme that utilizes a
sequence of spikes, each of which carries information in their timing. This last code
achieved the best results overall, scaling all the way up to ImageNet while reducing
the operational cost significantly compared to the rate-coded SNN.
Aside from these algorithmic advances, a more technical contribution to the
community concerned the development of a toolbox for SNNs that automates the
process of mapping a pre-trained ANN into the spike domain, and running it on
various SNN simulators or dedicated hardware platforms.
processing. While most of the algorithmic work had been carried out in sim-
ulation, we were able to deploy some of our rate-coded models on the Loihi
neuromorphic chip, and benchmarked them on several computer vision tasks. As
with the SNN toolbox, a practical result of this work with Loihi was the development
of a DNN compiler that greatly facilitates the process of deploying large networks
on Loihi. We hope that this tool will lead to a shift from simulation-based SNN




sensing. We demonstrated the benefits of using event-based sensors like the
DVS in conjunction with event-based algorithms, e. g. for optical flow and vision
processing in SNNs. In a short excursion to neurophysiology we showed that the DVS
can be used to drive RGCs of mice in vitro, and characterized the stimulus properties
that elicit optimal cell response. Again, the toolchain to drive an MEA from the DVS
is a practical contribution which lays the foundation for a more rigorous exploration
of this approach in the context of retinal prostheses.
6.2 l imitations and outlook
rate-based conversion. Building on an outstanding body of prior work, we
began this journey by scaling up the early methods of ANN-to-SNN conversion from
MNIST all the way to ImageNet (Sec. 2.1). Soon we had to admit that conclusions
drawn from MNIST offer no guarantees whatsoever that a method is able to solve
more difficult tasks based on natural images. Unfortunately, some studies continue
to place disproportionate weight on this dataset. Another realization when dealing
with SNNs was that, in contrast to ANNs, the accuracy cannot be simply increased
by adding layers and throwing more data at the model. Quite the opposite - the
deeper a spiking networks gets, the more chance it has to accumulate discretization
errors across the hierarchy. Regularizing or clamping higher layers as done in
Sec. 2.1.3.3 provides partial remedy. A more elegant solution might be found in
residual architectures (Hu et al., 2018; Kugele et al., 2020), though the exact effect of
skip-connections on spike rates in higher layers remains to be understood.
operational cost. Another painful realization from our work with SNNs was
that the regularly repeated claim of superior efficiency seemed unlikely to hold in
case of rate-coded deep models. Our converted GoogleNet architecture actually
required significantly more operations to reach the accuracy of the corresponding
ANN. True, these operations are additions and thus cheaper than the MACs in ANNs.
But - and this is another limitation of most algorithmic SNN studies - the pure
operation count neglects to factor in the cost of asynchronous memory accesses in
state-full, spike-based models. Reporting realistic estimates of power consumption
and run-time would greatly help gauge the actual value of the many new SNN
conversion and training methods. That of course would require detailed models of
the hardware substrate or tedious implementation on neuromorphic platforms.
temporal codes. Along with others, we took the redundancy in rate codes as an
incentive to study alternative spike codes. Our single-spike TTFS approach (Sec. 2.2)
maximally reduces spike count, but suffers from the same limitation addressed
earlier: In its current form it does not go beyond MNIST. We demonstrated many
partial improvements, but a complete solution within this coding scheme would
require a layer-wise processing as in the ANN. We showed in (Sec. 2.3) that, if one is
willing to adopt layer-wise processing, ANN-like accuracy can be achieved using a
pattern code with significantly fewer spikes than in a rate-coded SNN. These results
are promising, but the wide space of possible encodings is still largely unexplored.
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For instance, one could envision a hybrid temporal code that extends TTFS by
additional spikes that refine the initial signal. Though not strictly a temporal code,
a promising method in this direction based on adaptation is proposed by Zambrano
et al., 2019.
neuromorphic hardware. In a collaboration with Intel we had the opportunity
to develop a DNN compiler for their neuromorphic chip Loihi. Already during the
conversion work we aimed to make deep SNNs easily accessible, which resulted in
the now widely used SNN toolbox. This motivation also guided the design of the
Loihi compiler, which provides an interface derived from Tensorflow / Keras, thus
softening the culture shock a DL researcher might experience when switching to
neuromorphic hardware. Using this new tool we were able to perform a power-
and latency-analysis of the MobileNet architecture for CIFAR-10 as well as SLAYER-
trained models for neuromorphic datasets running on Loihi.
event-based sensing and processing. As part of our experiments with
event-based vision sensors, we investigated the possibility of injecting DVS events
directly into converted SNNs. Since direct spike-based training continues to be a
challenge, a typical scenario was to convert ANNs that had been trained on frames
synthesized from the event stream. However, when directly injecting DVS events
into these converted SNNs at inference time, we noticed a decrease in accuracy that
could be explained by the temporal dynamics of the event stream, to which the
frame-trained SNN was not accustomed. On the other hand, we were able to show a
decrease in operational cost due to the sparse nature of the event stream, which
demonstrates the potential benefit of combining event-based sensing and processing.
Since then, several solutions have been proposed to obtain SNNs that are able to
handle inhomogeneity in event-rates (c. f. Sec. 1.3). Not surprisingly, models that
learn directly from events are particularly successful, though the high training cost
leaves room for future developments. Research in this area will progress further as
more truly dynamic (rather than synthesized) event-datasets like DVS-Gestures are
made available. A highly interesting perspective might be gained then by combining
properties of SNNs with those of gated LSTM units, which provide more flexible
means of temporal integration.
the blessing of hardware constraints. In standard ANNs, activation val-
ues are represented by 32-bit floating point numbers, which makes their dynamic
range and numeric precision unlimited for all practical purposes. In contrast, both
range and precision of activity values (e. g. spike rates) in the SNN are severely
limited, either due to the hardware constraints, or the finite simulation duration
and discrete time stepping of the simulation. For instance, an SNN run for 256 time
steps may represent activation values up to 8 bit precision. In higher layers however,
the available number of time steps is effectively decreased by the time it takes lower
layers to ramp up their activity. In addition, the spike rates in these upper layers
will be corrupted by noise passed on from lower layers. Thus, to minimize approxi-
mation errors in the converted SNN, the ANN will ideally have been trained with a
limited band of quantized activation values, in anticipation of the SNN constraints.
140 conclusion
Incidentally, the topic of quantized models is of great interest to the DL community
e. g. for its implications on efficient inference in edge devices. In our view, the
concept of reduced numeric precision should appear ubiquitously in SNN training
and conversion, but is so far widely missing (for exceptions see e. g. Sorbaro et
al., 2020, also Sec. 2.3). As low-precision is enforced when deploying a model on
neuromorphic hardware, we are presented here with a beautiful example of how a
seeming restriction on the hardware side can evolve into a feature that is desirable
from the algorithmic perspective, namely to reduce discretization errors. To take
this argument one step further: With hardware constraints leading to improved
algorithms, together they might also shed light on how neural computation is
possible under the severe space and energy constraints present in the brain.
A A P P E N D I X
a.1 supplementary material to section 2.1
a.1.1 Relation Between SNN Rates and ANN Activations
a.1.1.1 Reset to Zero
Our goal is to derive a relation between the firing rate r1i (t) of a neuron i in layer 1
of the SNN and the activation of the corresponding neuron in the ANN. To simplify
the notation, we drop the layer and neuron indices. Starting from the membrane
equation (2.4a), the average firing rate can simply be computed by summing over









V(t′ − 1) + z
)
(1 − Θt′) (A.1)
Under the assumption of constant analog input z to the first hidden layer (cf. Sec.















The time resolution ∆t enters the equation when evaluating the time-sum over a
constant: ∑tt′ 1 = t/∆t. It will be replaced by the definition of the maximum firing
rate rmax = 1/∆t in the following.
By rearranging Equation (A.2) to yield the total number of spikes N, and dividing










(V(t′)− V(t′ − 1)(1 − Θt′)). (A.3)
By rearranging the indices in the sum on the right-hand side, equation (A.3)
simplifies to









V(t′ − 1)Θt′ . (A.4)
Since Θt equals 1 if there is a spike and 0 otherwise, the last term in equation (A.4)
sums up the membrane potentials of the neuron just before a spike. In the case
of reset-to-zero, constant input, constant threshold, and no leak, the value of the
membrane potential immediately before a spike is always the same, and is always
an integer multiple of the input z. Let therefore n ∈ N be the number of time-steps






V(t′ − 1)Θt′ =
1
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(n − 1)zN = (n − 1)r. (A.5)
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We now define the residual ǫ ∈ R as the surplus charge above threshold at the time
of spike:
ǫ := nz − Vthr. (A.7)










Lastly, we make use of the fact that in the first hidden layer at constant input,
z1 = Vthra
1. Setting V(0) = 0, reordering the terms, and reintroducing the dropped
indices yields Equation (2.5a):













a.1.1.2 Reset by Subtraction
The derivation of a relation between rates r and activations a simplifies greatly for
the case of reset by subtraction. Averaging the membrane equation (2.4b) over the
















Using z1 = Vthra
1 and solving for r = N/t leads to










Setting V(0) = 0 and reintroducing the indices yields Equation (2.5b).
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a.2 supplementary mater ial to section 2.2
a.2.1 Dynamical Systems Perspective
The dynamic range of biological neurons is limited. Similarly, it is beneficial in
temporally encoded networks of artificial neurons to allow only a certain band of
spike rates. An upper limit may be given by the refractory period or finite time
resolution of the simulator. A lower limit occurs in neurons of Class 2 (according
to the classification after Hodgkin and Huxley). The transfer function of such
neurons is zero for low inputs and shows a steep rise to nonzero frequencies at a
certain input. The model and behavior of such neurons is best described in terms
of dynamical systems theory.
Izhikevich identifies four generic bifurcation types. The first bifurcation, saddle-
node on invariant cycle, occurs in Class 1 neurons, i. e. monostable integrators. The
other three bifurcations may undergo Class 2 behavior. The subcritical as well as the
supercritical Andronov-Hopf bifurcation occur in resonator neurons, which are not
applicable to our current SNNs coding schemes. Thus we are left with the fourth, a
saddle-node bifurcation, which occurs in bistable integrators, i. e. where a spiking
limit cycle coexists with a saddle and a node.
This saddle-node bifurcation can be achieved with a one-dimensional system. A
simple leaky IF with V ′ = I − V is not sufficient because the temporal derivative
of the membrane potential is monotonic. On the other hand, a quadratic IF neuron
can show Class 2 behavior if the reset potential is higher than the bifurcation point.
When the input current ramps up and the system undergoes a bifurcation, the
neuron can leave the stable point and enter the spiking limit cycle. Unfortunately,
this behavior will not help in our temporal coding scheme because the time to first
spike will be delayed by the “ghost” of the saddle-node (where V ′ is close to zero).
The bifurcation analysis above relies on a rate-code, where we use only the first
spike to recover our TTFS code. If instead we apply a TTFS code from the start,
we can get Class 2 excitability with the Izhikevich Class 2 or Phasic Spiking model.
This model requires a ramping PSP as input (a step PSP results in Class 1 behavior).
The leaky IF with TTFS code has the same transfer function. Class 3 excitability
(Izhikevich 7.1.4) should also produce the same result, with the difference that
it needs a step inputs instead of ramps. The problem in all these cases is that
the assumption of a constant input step size or ramp slope is not satisfied in our
SNNs: Presynaptic neurons fire asynchronously and thereby change the input to a
postsynaptic neuron over time, which will disturb its output spike time.
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