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Abstract. Let β > 1 be a real number and x ∈ [0, 1) be an irra-
tional number. Denote by kn(x) the exact number of partial quotients
in the continued fraction expansion of x given by the first n digits in
the β-expansion of x (n ∈ N). In this paper, we show a central limit
theorem and a law of the iterated logarithm for the random variables
sequence {kn, n ≥ 1}, which generalize the results of Faivre [8] and Wu
[31] respectively from β = 10 to any β > 1.
Key words and phrases Beta-expansion, Continued fractions, Central limit theorem,
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1 Introduction
Let β > 1 be a real number and Tβ : [0, 1) −→ [0, 1) be the β-transformation defined
as
Tβ(x) = βx− ⌊βx⌋,
where ⌊x⌋ denotes the greatest integer not exceeding x. Then every x ∈ [0, 1) can be
uniquely expanded into a finite or infinite series, i.e.,
x =
ε1(x)
β
+
ε2(x)
β2
+ · · ·+ εn(x)
βn
+ · · · , (1.1)
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where ε1(x) = ⌊βx⌋ and εn+1(x) = ε1(T nβ x) for all n ≥ 1. We call the representation
(1.1) the β-expansion of x denoted by (ε1(x), ε2(x), · · · , εn(x), · · · ) and εn(x), n ≥ 1
the digits of x. Such an expansion was first introduced by Re´nyi [27], who proved
that there exists a unique Tβ-invariant measure equivalent to the Lebesgue measure P
when β is not an integer; while it is known that the Lebesgue measure is Tβ-invariant
when β is an integer. Furthermore, Gel’fond [12] and Parry [24] independently found
the density formula for this invariant measure with respect to (w.r.t.) the Lebesgue
measure. The arithmetic and metric properties of β-expansion were studied extensively
in the literature, such as [2, 6, 9, 11, 14, 18, 19, 28, 29] and the references therein.
Now we turn our attention to continued fraction expansions. Let T : [0, 1) −→ [0, 1)
be the Gauss transformation given by
Tx =


1
x
−
⌊
1
x
⌋
, if x ∈ (0, 1);
0, if x = 0.
Then any real number x ∈ [0, 1) can be written as
x =
1
a1(x) +
1
a2(x) +
. . . +
1
an(x) +
. . .
, (1.2)
where a1(x) = ⌊1/x⌋ and an+1(x) = a1(T nx) for all n ≥ 1. The form (1.2) is said to be
the continued fraction expansion of x and an(x), n ≥ 1 are called the partial quotients
of x. Sometimes we write the form (1.2) as [a1(x), a2(x), · · · , an(x), · · · ]. For any n ≥ 1,
we denote by pn(x)
qn(x)
:= [a1(x), a2(x), · · · , an(x)] the n-th convergent of x, where pn(x)
and qn(x) are relatively prime. Clearly these convergents are rational numbers and
pn(x)/qn(x)→ x as n→∞ for all x ∈ [0, 1). More precisely,
1
2q2n+1(x)
≤ 1
2qn(x)qn+1(x)
≤
∣∣∣∣x− pn(x)qn(x)
∣∣∣∣ ≤ 1qn(x)qn+1(x) ≤ 1q2n(x) . (1.3)
This is to say that the speed of pn(x)/qn(x) approximating to x is dominated by q
−2
n (x).
So the denominator of the n-th convergent qn(x) plays an important role in the problem
of Diophantine approximation. For more details about continued fractions, we refer
the reader to a monograph of Khintchine [16].
Ibragimov[15] proved that a central limit theorem holds for the sequence {qn, n ≥
1}. Furthermore, Morita [23] showed that the remainder in the central limit theorem
is as we would expect O(n−1/2) (see also Misevicˇius [22] and Philipp [26]), where
an = O(bn) denotes that there exists a constant C > 0 such that |an| ≤ C · bn for all
n ≥ 1.
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Theorem 1.1 ([15]). For every y ∈ R,
lim
n→∞
P
{
x ∈ [0, 1) :
log qn(x)− pi212 log 2n
σ1
√
n
≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt,
where σ1 > 0 is an absolute constant.
Remark 1. The constant σ1 can be obtained by the generalized tranfer operators Ls,
s > 1 of Mayer [21], where Ls, s > 1 are defined by
Lsf(z) =
∞∑
n=1
(
1
n+ z
)s
f
(
1
n+ z
)
in a suitable space of holomorphic functions. A particular property of these operators
is to have a simple dominant eigenvalue λ(s) > 0. Flajolet and Valle´e [10] pointed out
that there is a beautiful expression of σ1 using the dominant eigenvalue of L2,
σ21 = λ
′′(2)− (λ′(2))2,
where λ′(s) and λ′′(s) denote the derivative and second derivative of λ(s) respectively.
Later, Philipp and Stackelberg [25] provided the following law of the iterated loga-
rithm for the sequence {qn, n ≥ 1}.
Theorem 1.2 ([25]). For P-almost all x ∈ [0, 1),
lim sup
n→∞
log qn(x)− pi212 log 2n
σ1
√
2n log log n
= 1
and
lim inf
n→∞
log qn(x)− pi212 log 2n
σ1
√
2n log logn
= −1,
where σ1 > 0 is the same constant as in Theorem 1.1.
A natural question is if there exists some relationship between different expansions
of some real number x ∈ [0, 1), for instance, its β-expansion and continued fraction
expansion. For any irrational number x ∈ [0, 1) and n ≥ 1, we denote by kn(x) the
exact number of partial quotients in the continued fraction expansion of x given by the
first n digits in the β-expansion of x. That is,
kn(x) = sup {m ≥ 0 : J(ε1(x), · · · , εn(x)) ⊂ I(a1(x), · · · , am(x))} ,
where J(ε1(x), · · · , εn(x)) and I(a1(x), · · · , am(x)) are called the cylinders of β-expansion
and continued fraction expansion respectively (see Section 2). It is easy to check that
0 ≤ k1(x) ≤ k2(x) ≤ · · · and lim
n→∞
kn(x) =∞. (1.4)
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The quantity kn(x) was first introduced by Lochs [20] for β = 10 and has been exten-
sively investigated by many mathematicians, see [1, 5, 7, 8, 19, 30, 31]. Applying the
result of Dajani and Fieldsteel [5] (Theorem 5) to β-expansion and continued fraction
expansion, Li and Wu [19] obtained a metric result of {kn, n ≥ 1}, that is, for P-almost
all x ∈ [0, 1),
lim
n→∞
kn(x)
n
=
6 log 2 log β
π2
. (1.5)
The formula (1.5) has been stated for β = 10 by a pioneering result of Lochs [20].
Barreira and Iommi [1] proved that the irregular set of points x ∈ [0, 1) for which
the limit in (1.5) does not exist has Hausdorff dimension 1. Li and Wu [19] gave
some asymptotic results of kn(x)/n for any irrational x ∈ [0, 1) not just a kind of
almost all result (see also Wu [30]). For the special case β = 10, some limit theorems
of {kn, n ≥ 1} were studied in the earlier literature. For example, using Ruelle-Mayer
operator, Faivre [7] showed that the Lebesgue measure of the set of x for which kn(x)/n
deviates away from (6 log 2 log 10)/π2 decreases exponentially to 0. Later, he also
proved a central limit theorem for the sequence {kn, n ≥ 1} in [8]. The law of the
iterated logarithm for the sequence {kn, n ≥ 1} was established by Wu [31].
We wonder if the similar limit theorems of the sequence {kn, n ≥ 1} are still valid
for general β > 1. It is worth pointing out that the lengths of cylinders (see Section 2)
play an important role in the study of β-expansion (see [4, 9]). The methods of Faivre
(see [7, 8]) and Wu (see [30, 31]) rely heavily on the length of a cylinder for β = 10.
In fact, the cylinder of order n is a regular interval and its length equals always to
10−n for the special case β = 10. For the general case β > 1, it is well-known that
the cylinder of order n is a left-closed and right-open interval and its length has an
absolute upper bound β−n. Fan and Wang [9] obtained that the growth of the lengths
of cylinders is multifractal and that the multifractal spectrum depends on β. However,
for some β > 1, the cylinder of order n is irregular and there is no nontrivial universal
lower bound for its length, which can be much smaller than β−n. This is the main
difficulty we met. We establish a lower bound (not necessarily absolute) of the length
of a cylinder (i.e., Proposition 2.3) to extend the results of Faivre [8] and Wu [31] from
β = 10 to any β > 1.
Our first result is a central limit theorem for the sequence {kn, n ≥ 1}, which
generalizes the result of Faivre [8].
Theorem 1.3. Let β > 1. For every y ∈ R,
lim
n→∞
P
{
x ∈ [0, 1) : kn(x)−
6 log 2 log β
pi2
n
σ
√
n
≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt,
where σ > 0 is a constant only depending on β.
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We also prove a law of the iterated logarithm for the sequence {kn, n ≥ 1}, which
covers the result of Wu [31].
Theorem 1.4. Let β > 1. For P-almost all x ∈ [0, 1),
lim sup
n→∞
kn(x)− 6 log 2 log βpi2 n
σ
√
2n log log n
= 1
and
lim inf
n→∞
kn(x)− 6 log 2 log βpi2 n
σ
√
2n log logn
= −1,
where σ > 0 is the same constant as in Theorem 1.3.
2 Preliminary
This section is devoted to recalling some definitions and basic properties of the β-
expansion and continued fraction expansion. For more properties of β-expansion and
continued fraction expansion, see [2, 6, 11, 14, 16, 19, 24, 27, 28, 29] and the references
quoted therein.
2.1 β-expansion
Note that the number 1 is not in the domain of Tβ , but we can still speak of the
β-expansion of 1. Let us introduce the infinite β-expansion of 1, which is a crucial
quantity in the study of β-expansion. We define ε1(1) = ⌊β⌋ and εn+1(1) = ⌊βT nβ (1)⌋
with Tβ(1) = β−⌊β⌋ for all n ≥ 1. Then the number 1 can be uniquely developed into
a finite or infinite series denoted by
1 =
ε1(1)
β
+
ε2(1)
β2
+ · · ·+ εn(1)
βn
+ · · · .
Here we write the β-expansion of 1 as ε(1, β) = (ε1(1), ε2(1), · · · , εn(1), · · · ). If the
β-expansion of 1 is finite, i.e., ε(1, β) = (ε1(1), ε2(1), · · · , εn(1), 0∞) with εn(1) 6= 0,
where ω∞ denotes the sequence of infinite repetitions of ω, then β is called a simple
Parry number. We define by (ε∗1(1), ε
∗
2(1), · · · , ε∗n(1), · · · ) the infinite β-expansion of 1
as (ε∗1(1), ε
∗
2(1), · · · , ε∗n(1), · · · ) = ((ε1(1), ε2(1), · · · , εn(1)− 1)∞) if β is a simple Parry
number and as (ε∗1(1), ε
∗
2(1), · · · , ε∗n(1), · · · ) = (ε1(1), ε2(1), · · · , εn(1), · · · ) if β is not a
simple Parry number. We sometimes write the infinite β-expansion of the number 1
as ε∗(1, β) for simplicity.
Definition 2.1. An n-block (ε1, ε2, · · · , εn) is said to be admissible for β-expansion if
there exists x ∈ [0, 1) such that εi(x) = εi for all 1 ≤ i ≤ n. An infinite sequence
(ε1, ε2, · · · , εn, · · · ) is admissible if (ε1, ε2, · · · , εn) is admissible for all n ≥ 1.
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We denote by Σnβ the collection of all admissible sequences with length n and by
Σβ that of all infinite admissible sequences. The following result of Re´nyi [27] implies
that the dynamical system ([0,1), Tβ) admits log β as its topological entropy.
Proposition 2.1 ([27]). Let β > 1. For any n ≥ 1,
βn ≤ ♯Σnβ ≤ βn+1/(β − 1),
where ♯ denotes the number of elements of a finite set.
We denote by A = {0, 1, · · · , ⌈β⌉ − 1} the set of digits of the β-expansion, where
⌈x⌉ denotes the smallest integer no less than x. LetW = AN be the symbolic space with
the one-sided shift θ and the lexicographical ordering ≺, that is, (ε1, ε2, · · · , εn, · · · ) ≺
(ε′1, ε
′
2, · · · , ε′n, · · · ) means that there exists k ≥ 1 such that εi = ε′i for all 1 ≤ i < k
and εk < ε
′
k. It is well-known that not all sequences in W belong to Σβ when β is
not an integer (see [6, Section 3.3]). The following proposition, due to Parry [24],
gives a characterization of all admissible sequences which relies heavily on the infinite
β-expansion of the number 1.
Proposition 2.2 ([24]). Let ε∗(1, β) be the infinite β-expansion of 1 and ω ∈ W. Then
ω ∈ Σβ if and only if
θn(ω) ≺ ε∗(1, β) for all n ≥ 0.
Definition 2.2. Let (ε1, ε2, · · · , εn) ∈ Σnβ. We define
J(ε1, ε2, · · · , εn) = {x ∈ [0, 1) : εi(x) = εi for all 1 ≤ i ≤ n}
and call it the cylinder of order n of β-expansion, i.e., it is the set of points whose
β-expansion starts with (ε1, ε2, · · · , εn). For any x ∈ [0, 1), J(ε1(x), ε2(x), · · · , εn(x))
is said to be the cylinder of order n containing x.
Let (ε1, ε2, · · · , εn) ∈ Σnβ . As we know, J(ε1, ε2, · · · , εn) is a left-closed and right-
open interval with left endpoint
ε1
β
+
ε2
β2
+ · · ·+ εn
βn
.
Moreover, the length of J(ε1, ε2, · · · , εn) satisfies |J(ε1, ε2, · · · , εn)| ≤ 1/βn. For any
x ∈ [0, 1) and n ≥ 1, we assume that (ε1(x), ε2(x), · · · , εn(x), · · · ) is the β-expansion
of x and define
ln(x) = sup {k ≥ 0 : εn+j(x) = 0 for all 1 ≤ j ≤ k} . (2.6)
That is, the length of the longest string of zeros just after the n-th digit in the β-
expansion of x.
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Proposition 2.3. Let β > 1. Then for any x ∈ [0, 1) and n ≥ 1,
1
βn+ln(x)+1
≤ |J(ε1(x), ε2(x), · · · , εn(x))| ≤ 1
βn
,
where ln(x) is defined as (2.6).
Proof. For any x ∈ [0, 1) and n ≥ 1, we know that J(ε1(x), ε2(x), · · · , εn(x)) is a
left-closed and right-open interval with left endpoint
ωn(x) :=
ε1(x)
β
+
ε2(x)
β2
+ · · ·+ εn(x)
βn
and its length satisfies |J(ε1(x), ε2(x), · · · , εn(x))| ≤ 1/βn.
Since x ∈ J(ε1(x), ε2(x), · · · , εn(x)), we have that
1
βn+ln(x)+1
≤ x− ωn(x) ≤ |J(ε1(x), ε2(x), · · · , εn(x))|,
where the first inequality follows from εn+1(x) = · · · = εn+ln(x)(x) = 0 and εn+ln(x)+1(x) ≥
1 by the definition of ln(x) in (2.6). This completes the proof.
2.2 Continued fraction expansion
With the conventions p−1 = 1, q−1 = 0, p0 = 0, q0 = 1, the quantities pn and qn satisfy
the following recursive formula.
Proposition 2.4 ([16]). For any irrational number x ∈ [0, 1) and n ≥ 1,
pn(x) = an(x)pn−1(x) + pn−2(x) and qn(x) = an(x)qn−1(x) + qn−2(x).
Note that qn(x) = an(x)qn−1(x) + qn−2(x) ≥ 2qn−2(x) for any irrational number
x ∈ [0, 1) and n ≥ 1, we obtain immediately the following corollary as an application
of Proposition 2.4.
Corollary 1. For any irrational number x ∈ [0, 1) and n ≥ 1,
qn(x) ≥ 2n−k−12 qk(x) for all 0 ≤ k < n.
It is known that the Gauss transformation T does not preserve the Lebesgue mea-
sure P, but there exists a T -invariant measure ν equivalent to the Lebesgue measure
P, namely the Gauss measure ν defined by
ν(A) =
1
log 2
∫
A
1
1 + x
dx
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for any Borel set A ⊆ [0, 1). More precisely,
1
2 log 2
P(A) ≤ ν(A) ≤ 1
log 2
P(A) (2.7)
for any Borel set A ⊆ [0, 1). Thus if a certain property holds for ν-almost all x ∈ [0, 1),
then it also holds for P-almost all x ∈ [0, 1). Hence from this point of view, it makes
no difference which of them we use. Philipp [26] showed that the sequence of partial
quotients {an, n ≥ 1} is a ψ-mixing stationary process w.r.t. the Gauss measure ν.
Recall that the random variables sequence {an, n ≥ 1} is ψ-mixing w.r.t. ν if its ψ-
mixing cofficients
ψ(n) = sup
∣∣∣∣ ν(A ∩ B)ν(A)ν(B) − 1
∣∣∣∣
goes to zero as n tends to ∞, where the supremum is taken over all A ∈ Bk1 and B ∈
B∞k+n such that ν(A)ν(B) > 0 (k ∈ N) and the quantities Bk1 and B∞k+n denote the σ-
algebras generated by the random variables a1, · · · , ak and ak+n, ak+n+1, · · · respectively
(see the survey paper by Bradley [3]).
The following proposition establishes a relation between qn(x) and the orbit of x
under the Gauss transformation T .
Proposition 2.5. For any irrational number x ∈ [0, 1) and n ≥ 1,
| log qn(x) + (log x+ · · ·+ log T n−1x)| ≤ log 2.
Proof. For any irrational number x ∈ [0, 1) and n ≥ 1, the form (1.2) and Proposition
2.4 yield that
x =
pn(x) + T
nxpn−1(x)
qn(x) + T nxqn−1(x)
.
That is,
T nx = − xqn(x)− pn(x)
xqn−1(x)− pn−1(x) .
Hence that
x ·Tx · · · ··T n−1x = (−1)n−2x · xq1 − p1
xq0 − p0 · · · ··
xqn−1(x)− pn−1(x)
xqn−2(x)− pn−2(x) = |xqn−1(x)−pn−1(x)|.
Note that the inequalities (1.3) show that
1
2qn(x)qn−1(x)
≤
∣∣∣∣x− pn−1(x)qn−1(x)
∣∣∣∣ ≤ 1qn(x)qn−1(x) ,
thus
1
2qn(x)
≤ x · Tx · · · · · T n−1x ≤ 1
qn(x)
.
Taking the logarithm on both sides of the above inequalities, we obtain the desired
result.
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The well-known theorem of Le´vy [17] about the growth of qn(x) is deduced immedi-
ately by Proposition 2.5 and Birkhoff’s ergodic theorem (see [6, Theorem 3.1.7]). That
is, for P-almost all x ∈ [0, 1),
lim
n→∞
1
n
log qn(x) = − lim
n→∞
1
n
(log x+ · · ·+ log T n−1x) = −
∫ 1
0
log xdν(x) =
π2
12 log 2
.
Definition 2.3. For any n ≥ 1 and a1, a2, · · · , an ∈ N, we call
I(a1, · · · , an) := {x ∈ [0, 1) : a1(x) = a1, · · · , an(x) = an}
the cylinder of order n of continued fraction expansion. In other words, it is the set
of points beginning with (a1, · · · , an) in their continued fraction expansions. For any
irrational x ∈ [0, 1), I(a1(x), a2(x), · · · , an(x)) is said to be the cylinder of order n
containing x.
The following proposition is about the structure and length of a cylinder.
Proposition 2.6 ([6]). Let a1, a2, · · · , an ∈ N. Then I(a1, · · · , an) is a half-open and
half-closed interval with two endpoints
pn
qn
and
pn + pn−1
qn + qn−1
and the length of I(a1, · · · , an) satisfies
|I(a1, · · · , an)| = 1
qn(qn + qn−1)
,
where pn and qn satisfy the recursive formula in Proposition 2.4.
For any irrational x ∈ [0, 1) and n ≥ 1, recall that
kn(x) = sup {m ≥ 0 : J(ε1(x), · · · , εn(x)) ⊂ I(a1(x), · · · , am(x))} .
The following connection between qn(x) and kn(x) was established by Li and Wu [19],
which plays an important role in studying the relationship between β-expansion and
continued fraction expansion.
Proposition 2.7 ([19]). Let x ∈ [0, 1) be an irrational number. Then for any n ≥ 1,
1
6q2kn(x)+3(x)
≤ |J(ε1(x), ε2(x), · · · , εn(x))| ≤ 1
q2kn(x)(x)
.
3 Proof of Theorems
Denote the constants
a =
6 log 2 log β
π2
and b =
π2
12 log 2
.
We use the notation E(ξ) to denote the expectation of a random variable ξ w.r.t. P.
9
3.1 Proof of Theorem 1.3
The following theorem called Crame´r’s theorem or Slutsky’s theorem will be used in
our proofs (see [13, Theorem 5.11.4]).
Theorem 3.1 ([13]). Let {Xn, n ≥ 1}, {Yn, n ≥ 1}, {Zn, n ≥ 1} be the sequences of
real-valued random variables satisfying
Xn
d−→ X, Yn a.s.−→ 1 and Zn p−→ 0 as n→∞,
where
d−→, a.s.−→ and p−→ denote “convergence in distribution”, “convergence almost
surely” and “convergence in probability” respectively. Then
XnYn + Zn
d−→ X as n→∞.
The following lemma shows that in Theorem 1.1 we can replace the limit on {n}
by the subsequence {kn(x)} which depends on both x and β.
Lemma 3.1. Let β > 1. For every y ∈ R,
lim
n→∞
P
{
x ∈ [0, 1) : log qkn(x)(x)− bkn(x)
σ1
√
kn(x)
≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt.
Proof. For any irrational x ∈ [0, 1) and n ≥ 1, denote
An(x) = log qn(x)− bn and Sn(x) = Y1(x) + · · ·+ Yn(x),
where T 0x = x and Yk(x) = − log T k−1x− b for all 1 ≤ k ≤ n. By Proposition 2.5 and
Theorem 1.1, we deduce that
Sn
σ1
√
n
=⇒ N(0, 1), (3.8)
where Xn =⇒ N(µ, σ) denotes that Xn d−→ X and X is a normal distribution random
variable with mean µ and variance σ2.
Notice that
Akn
σ1
√
kn
=
Akn√
n
·
√
n
σ1
√
kn
and lim
n→∞
kn(x)/n = a for P-almost all x ∈ [0, 1), to prove Lemma 3.1, it suffices to
show that
Akn√
n
=⇒ N(0, aσ21).
By Proposition 2.5, it is equivalent to prove that
Skn√
n
=⇒ N(0, aσ21). (3.9)
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Let tn = ⌊an⌋+1. In view of (1.5), we have that lim
n→∞
kn(x)/tn = 1 for P-almost all
x ∈ [0, 1). By (3.8), the assertion (3.9) holds if we can show that
Skn − Stn√
n
p−→ 0. (3.10)
To do this, we need to use the equation (22) of Faivre [8], which states that for any
λ > 0,
lim sup
n→∞
P
(
max
1≤i≤n
|Si| ≥ λ
√
n
)
≤ 16K
λ2
, (3.11)
where K = supn≥1
E(S2n)
n
<∞ is an absolute constant.
Now we use (3.11) to prove the assertion (3.10). For any ε > 0 and any 0 < δ < 1,
P
(|Skn − Stn | ≥ ε√n) ≤ P(|Skn − Stn | ≥ ε√n,
∣∣∣∣kntn − 1
∣∣∣∣ ≤ δ
)
+ P
(∣∣∣∣kntn − 1
∣∣∣∣ > δ
)
≤ P
(
max
(1−δ)tn≤i≤(1+δ)tn
|Si − Stn | ≥ ε
√
n
)
+ P
(∣∣∣∣kntn − 1
∣∣∣∣ > δ
)
.
(3.12)
Note that lim
n→∞
kn(x)/tn = 1 for P-almost all x ∈ [0, 1), in particular, lim
n→∞
kn(x)/tn = 1
in probability. Then the probability P(|kn/tn − 1| > δ) → 0 as n → ∞. Since the
stochastic process {Yn, n ≥ 1} is stationary w.r.t. the Gauss measure ν, we obtain that
ν
(
max
(1−δ)tn≤i≤(1+δ)tn
|Si − Stn | ≥ ε
√
n
)
≤ 2ν
(
max
1≤i≤⌊δtn⌋
|Si| ≥ ε
√
n
)
.
Hence the inequalities (2.7) imply that
P
(
max
(1−δ)tn≤i≤(1+δ)tn
|Si − Stn | ≥ ε
√
n
)
≤ 4P
(
max
1≤i≤⌊δtn⌋
|Si| ≥ ε
√
n
)
. (3.13)
For sufficient large n such that
√
n ≥
√
⌊δtn⌋
2
√
aδ
, we have that
P
(
max
1≤i≤⌊δtn⌋
|Si| ≥ ε
√
n
)
≤ P
(
max
1≤i≤⌊δtn⌋
|Si| ≥ ε
2
√
aδ
√
⌊δtn⌋
)
. (3.14)
Since {⌊δtn⌋} is a subsequence of {n}, applying (3.11) with λ = ε2√aδ , we deduce
lim sup
n→∞
P
(
max
1≤i≤⌊δtn⌋
|Si| ≥ ε
2
√
aδ
√
⌊δtn⌋
)
≤ 64Kaδ
ε2
. (3.15)
Combining (3.12), (3.13), (3.14) and (3.15), we obtain that
lim sup
n→∞
P
(|Skn − Stn | ≥ ε√n) ≤ 256Kaδε2 ,
which implies
lim
n→∞
P
(|Skn − Stn | ≥ ε√n) = 0,
by the arbitrariness of 0 < δ < 1. Therefore, (3.10) holds.
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Lemma 3.2. Let m ∈ N. Then for P-almost all x ∈ [0, 1),
lim
n→∞
log akn(x)+m(x)√
n
= 0. (3.16)
Proof. Let B be the set of irrational numbers such that the limit in (3.16) does not
converge to 0. For any x ∈ B, we have that
lim sup
n→∞
log akn(x)+m(x)√
n
> 0.
Note that (1.5) holds for P-almost all x ∈ [0, 1). Thus we can assume that kn(x)/n→ a
as n→∞ since (3.16) is a kind of almost all result. Therefore, we obtain
lim sup
n→∞
log akn(x)+m(x)√
kn(x) +m
> 0.
In other words, there exists ε0 > 0 such that
akn(x)+m(x) ≥ eε0
√
kn(x)+m holds for infinite many n. (3.17)
Hence an(x) ≥ eε0
√
n are satisfied for infinite many n since kn(x) → ∞ as n → ∞.
However, from the series
∑
n≥1 e
−ε0
√
n < +∞ and the Borel-Bernstein 0-1 law (see [16,
Theorem 30]) for {an, n ≥ 1}, we know that for P-almost all y ∈ [0, 1), the inequalities
an(y) ≥ eε0
√
n are satisfied for only finitely many n. Thus, the set of points satisfying
(3.17) is zero of Lebesgue measure. Hence that P(B) = 0.
Lemma 3.3. Let β > 1. Then for P-almost all x ∈ [0, 1),
lim
n→∞
ln(x)√
n
= 0.
Proof. By the definition of ln(x) in (2.6), it is clear that lim inf
n→∞
ln(x)/
√
n ≥ 0. To prove
lim sup
n→∞
ln(x)/
√
n ≤ 0 for P-almost all x ∈ [0, 1), we only need to show for any ε > 0,
∞∑
n=1
P
{
x ∈ [0, 1) : ln(x) ≥ ε
√
n
}
< +∞, (3.18)
since by the Borel-Cantelli lemma (see [13, Theorem 2.18.1]), the formula (3.18) implies
that
P
{
x ∈ [0, 1) : lim sup
n→∞
ln(x)√
n
≤ ε
}
= 1. (3.19)
We denote by A =
∞⋂
k=1
{
x ∈ [0, 1) : lim sup
n→∞
ln(x)/
√
n ≤ 1/k
}
. Then for any k ≥ 1,
applying (3.19) with ε = 1/k, we have P
{
x ∈ [0, 1) : lim sup
n→∞
ln(x)/
√
n ≤ 1/k
}
= 1
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and therefore P(A) = 1. For any x ∈ A, we obtain that lim sup
n→∞
ln(x)/
√
n ≤ 1/k holds
for all k ≥ 1. Thus, lim sup
n→∞
ln(x)/
√
n ≤ 0 holds for P-almost all x ∈ [0, 1).
Now we prove (3.18). In fact, the set An(ε) := {x ∈ [0, 1) : ln(x) ≥ ε
√
n} is a
subset of the union of the cylinders of order (n + sn) like J(ε1, · · · , εn, 0, · · · , 0︸ ︷︷ ︸
sn
) with
sn = ⌊ε
√
n⌋, where (ε1, · · · , εn) ∈ Σnβ . That is,
An(ε) ⊆
⋃
(ε1,··· ,εn)∈Σnβ
J(ε1, · · · , εn, 0, · · · , 0︸ ︷︷ ︸
sn
).
Since |J(ε1, · · · , εn, 0, · · · , 0︸ ︷︷ ︸
sn
)| ≤ 1/βn+sn for any (ε1, · · · , εn) ∈ Σnβ , Proposition 2.1
implies that
P(An(ε)) ≤
∑
(ε1,··· ,εn)∈Σnβ
|J(ε1, · · · , εn, 0, · · · , 0︸ ︷︷ ︸
sn
)| ≤ β
n+1
β − 1 ·
1
βn+sn
≤ β
2
β − 1 ·
1
βε
√
n
.
Notice that
∑
n≥1 β
−ε√n < +∞, so we get the desired result.
Lemma 3.4. Let β > 1. Then for P-almost all x ∈ [0, 1),
lim
n→∞
log qkn(x)(x)− abn√
n
= 0.
Proof. For any irrational x ∈ [0, 1) and n ≥ 1, denote
Wn(x) =
log qkn(x)(x)− abn√
n
and W ′n(x) =
log qkn(x)+3(x)− abn√
n
.
We will show that for P-almost all x ∈ [0, 1),
lim sup
n→∞
Wn(x) ≤ 0 and lim inf
n→∞
W ′n(x) ≥ 0. (3.20)
Propositions 2.3 and 2.7 show respectively that
1
βn+ln(x)+1
≤ |J(ε1(x), · · · , εn(x))| ≤ 1
βn
(3.21)
and
1
6q2kn(x)+3(x)
≤ |J(ε1(x), · · · , εn(x))| ≤ 1
q2kn(x)(x)
. (3.22)
In view of the right inequality of (3.21) and the left inequality of (3.22), we deduce
that
log qkn(x)+3(x)−
log β
2
n ≥ − log 6
2
.
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Hence lim inf
n→∞
W ′n(x) ≥ 0. Next we are ready to prove lim sup
n→∞
Wn(x) ≤ 0 for P-almost
all x ∈ [0, 1). Combining the left inequality of (3.21) and the right inequality of (3.22),
we obtain that
log qkn(x)(x)−
log β
2
n ≤ (ln(x) + 1)log β
2
.
Therefore, Lemma 3.3 implies that lim sup
n→∞
Wn(x) ≤ 0 for P-almost all x ∈ [0, 1).
By Proposition 2.4, the recursive formula of qn shows that
qkn(x)+3 ≤ 8akn(x)+3akn(x)+2akn(x)+1qkn(x).
So, we have that
Wn(x) ≥W ′n(x)−
log 8√
n
−
3∑
m=1
log akn(x)+m(x)√
n
. (3.23)
Applying m = 1, 2, 3 to Lemma 3.2, we obtain that for P-almost all x ∈ [0, 1),
lim
n→∞
3∑
m=1
log akn(x)+m(x)√
n
= 0.
By (3.23), we deduce that
lim inf
n→∞
Wn(x) ≥ lim inf
n→∞
W ′n(x)− lim
n→∞
log 8√
n
− lim
n→∞
3∑
m=1
log akn(x)+m(x)√
n
≥ 0. (3.24)
Combing the first inequality of (3.20) and (3.24), we complete the proof.
Now we are going to prove Theorem 1.3.
Proof of Theorem 1.3. For any irrational x ∈ [0, 1) and n ≥ 1, let
Xn(x) = −
log qkn(x)(x)− bkn(x)
σ1
√
kn(x)
,
Yn(x) =
σ1
√
kn(x)
bσ
√
n
and Zn(x) =
log qkn(x)(x)− abn
bσ
√
n
.
Therefore,
kn(x)− an
σ
√
n
= Xn(x) · Yn(x) + Zn(x),
where σ and σ1 are related by the equation
σ2 =
a
b2
σ21 =
864 log3 2 log β
π6
σ21. (3.25)
14
By Lemma 3.1, the sequence {Xn, n ≥ 1} converges to the standard normal distribution
in distribution. The equalities (1.5) and (3.25) guarantee that Yn(x) → 1 as n → ∞
for P-almost all x ∈ [0, 1). From Lemma 3.4, we know that for P-almost all x ∈ [0, 1),
Zn(x) → 0 as n → ∞. In particular, lim
n→∞
Zn = 0 in probability. Therefore, Theorem
3.1 implies that the sequence {XnYn + Zn, n ≥ 1} converges to the standard normal
distribution in distribution. That is, for every y ∈ R,
lim
n→∞
P
{
x ∈ [0, 1) : kn(x)−
6 log 2 log β
pi2
n
σ
√
n
≤ y
}
=
1√
2π
∫ y
−∞
e−
t2
2 dt.
3.2 Proof of Theorem 1.4
By Lemmas 3.3 and 3.4, we immediately obtain the following result.
Lemma 3.5. Let β > 1. Then for P-almost all x ∈ [0, 1),
lim
n→∞
ln(x)√
n log log n
= 0 and lim
n→∞
log qkn(x)(x)− abn√
n log log n
= 0.
Lemma 3.6. Let β > 1. Then for P-almost all x ∈ [0, 1),
lim
n→∞
kn+1(x)− kn(x)√
n log log n
= 0.
Proof. By (1.4), we know that lim inf
n→∞
(kn+1(x)− kn(x)) ≥ 0 for all irrational x ∈ [0, 1).
So it suffices to prove that for P-almost all x ∈ [0, 1),
lim sup
n→∞
kn+1(x)− kn(x)√
n log log n
≤ 0.
For any irrational x ∈ [0, 1) and n ≥ 1, Propositions 2.3 and 2.7 show respectively
that
1
βn+ln(x)+1
≤ |J(ε1(x), · · · , εn(x))| ≤ 1
βn
and
1
6q2kn(x)+3(x)
≤ |J(ε1(x), · · · , εn(x))| ≤ 1
q2kn(x)(x)
.
Therefore, we have that
q2kn+1(x)(x)
6q2kn(x)+3(x)
≤ |J(ε1(x), · · · , εn(x))||J(ε1(x), · · · , εn+1(x))| ≤ β
ln+1(x)+2. (3.26)
On the other hand, Corollary 1 implies that
qkn+1(x)(x) ≥ 2
kn+1(x)−(kn(x)+3)−1
2 qkn(x)+3(x).
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Hence, by (3.26), we obtain
2kn+1(x)−kn(x)−4
6
≤ q
2
kn+1(x)
(x)
6q2kn(x)+3(x)
≤ βln+1(x)+2.
That is,
kn+1(x)− kn(x) ≤ 4 + log 6
log 2
+
2 log β
log 2
+ ln+1(x)
log β
log 2
.
In view of Lemma 3.5, we deduce that for P-almost all x ∈ [0, 1),
lim sup
n→∞
kn+1(x)− kn(x)√
n log log n
≤ 0.
Therefore, for P-almost all x ∈ [0, 1),
lim
n→∞
kn+1(x)− kn(x)√
n log log n
= 0.
The following lemma is a key tool in the proof of Theorem 1.4, which states that the
limit in Theorem 1.2 can also be replaced by the limit over the subsequence {kn(x)}.
Lemma 3.7. Let β > 1. Then for P-almost all x ∈ [0, 1),
lim sup
n→∞
log qkn(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
= 1 (3.27)
and
lim inf
n→∞
log qkn(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
= −1. (3.28)
Proof. Let B1 and B2 be the exceptional sets that the limit (1.5) and Lemma 3.6 do
not hold respectively. Let A = [0, 1)\(Q∪B1∪B2), where Q denotes the set of rational
numbers. Then P(A) = 1. Note that for any irrational x ∈ [0, 1),
0 ≤ k1(x) ≤ k2(x) ≤ · · · and lim
n→∞
kn(x) =∞.
So for any x ∈ A and any i ≥ 1, there exists n ≥ 1 such that kn(x) ≤ i ≤ kn+1(x).
Therefore,
log qi(x)− bi
σ1
√
2i log log i
≤ log qkn+1(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
. (3.29)
In view of (1.5) and Lemma 3.6, we deduce that
lim
n→∞
b(kn+1(x)− kn(x))
σ1
√
2kn+1(x) log log kn+1(x)
= 0. (3.30)
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Since kn(x)/n→ a as n→∞, we have that
lim
n→∞
√
kn+1(x) log log kn+1(x)√
kn(x) log log kn(x)
= 1 (3.31)
Note that
log qkn+1(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
=
log qkn+1(x)(x)− bkn+1(x)
σ1
√
2kn(x) log log kn(x)
+
b(kn+1(x)− kn(x))
σ1
√
2kn(x) log log kn(x)
and
log qkn+1(x)(x)− bkn+1(x)
σ1
√
2kn(x) log log kn(x)
=
log qkn+1(x)(x)− bkn+1(x)
σ1
√
2kn+1(x) log log kn+1(x)
·
√
kn+1(x) log log kn+1(x)√
kn(x) log log kn(x)
,
combining this with (3.29), (3.30) and (3.31), we obtain that
lim sup
n→∞
log qkn(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
≥ lim sup
i→∞
log qi(x)− bi
σ1
√
2i log log i
= 1,
where the last equality is from Theorem 1.2. Since the sequence {kn(x)} is a subse-
quence of {n}, we actually show that
lim sup
n→∞
log qkn(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
= 1.
Similarly, we have that
lim inf
n→∞
log qkn(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
= −1.
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. For any irrational x ∈ [0, 1) and n ≥ 1, let
Xn(x) = −
log qkn(x)(x)− bkn(x)
σ1
√
2kn(x) log log kn(x)
,
Yn(x) =
σ1
√
2kn(x) log log kn(x)
bσ
√
2n log log n
and Zn(x) =
log qkn(x)(x)− abn
bσ
√
2n log log n
.
Therefore,
kn(x)− an
σ
√
2n log logn
= Xn(x) · Yn(x) + Zn(x), (3.32)
where σ1 and σ are related by the equation (3.25).
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Let B1, B2 and B3 be the exceptional sets that the limit (1.5), Lemma 3.5 and
Lemma 3.7 do not hold respectively. Let A = [0, 1)\(B1 ∪ B2 ∪ B3), then P(A) = 1.
For any x ∈ A, the equalities (1.5) and (3.25) show that lim
n→∞
Yn(x) = 1. The second
equality of Lemma 3.5 implies that lim
n→∞
Zn(x) = 0. By Lemma 3.7, we have that
lim sup
n→∞
Xn(x) = 1 and lim inf
n→∞
Xn(x) = −1.
Combining this with (3.32), we obtain that
lim sup
n→∞
kn(x)− an
σ
√
2n log logn
= 1 and lim inf
n→∞
kn(x)− an
σ
√
2n log log n
= −1.
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