Results from time-dependent two-dimensional hydrodynamic simulations of the global heliosphere show that drag between the plasma ions and the interstellar neutrals, caused by charge-exchange collisions, causes the heliopause to be hydrodynamically unstable. Both ions and neutrals are treated as uids coupled by charge-exchange collisions. The neutral-ion drag proportional to the plasma density introduces an e ective gravity in the direction of the neutral ow, and because the interstellar plasma is much denser than the heliosheath plasma, a Rayleigh-Taylor like instability develops. The heliopause is unstable only near the stagnation point at the \nose" of the heliosphere. In the simulations, the heliopause is seen to oscillate nonlinearly about its equilibrium position with a time scale on the order of a hundred years and amplitudes of tens of AUs. Growth rates from the simulations are in reasonable agreement with theoretical estimates. Implications of this instability on the interpretation of the Voyager 2-3 kHz emissions are discussed. 
I. Introduction
Our heliosphere, the region of in uence of the solar wind, is immersed in a partially ionized plasma referred to as the very local interstellar medium (VLISM). The VLISM ows at about 25 km/s, has a temperature of about 10 4 K, a plasma density in the range 0.05-0.4 cm ?3 and a neutral density in the range 0.05-0.25 cm ?3 Frisch, 1994; Davidsen, 1993; Lallement et al., 1993] . The expanding supersonic solar wind plasma meets the VLISM at some as yet undetermined distance, beyond the planets and beyond the position of Voyager 1&2, presently at 61 and 47 AU respectively.
It is well known that the interaction between the interstellar neutrals and the plasma ions via resonant charge-exchange collisions greatly a ects the steady-state structure of the global heliosphere. Using a two-dimensional (2D) steady-state uid-plasma kinetic-neutral numerical model, Baranov et al. 1991] and Baranov and Malama 1993] showed that the size of the heliosphere was dramatically decreased by this interaction. Subsequently, this same reduction in the size of the heliosphere has been seen in 2D time-dependent hydrodynamic calculations by Pauls et al. 1995] and by Liewer et al. 1995] in which the interstellar neutrals are treated as a uid, not kinetically as in Baranov and Malama, making time-dependent calculations computationally feasible.
It has long been realized that the charge-exchange interaction between incoming interstellar neutral hydrogen atoms and the supersonic solar wind protons, which creates the interstellar pick-up ions, will lead to a deceleration of the solar wind velocity in the outer heliosphere. The reduction in the solar wind ram pressure reduces the distance to the termination shock (see reviews by Holzer, 1989] and Seuss, 1990] ). Recently Liewer et al. 1995] have shown that the primary cause of the reduction in the size of the heliosphere is the charge-exchange interaction between the interstellar neutrals and the interstellar hydrogen just beyond the heliopause. The nose of the heliosphere is a stagnation point of the plasma ow (Parker, 1963] and the reviews cited above). The ow of interstellar ions is diverted around the nose of the heliosphere, whereas the neutrals ow into the heliosphere unimpeded aside from the charge-exchange collisions. Thus there is a signi cant velocity di erence between the ions and neutrals near the nose and the charge-exchange interaction between them leads to a net acceleration, by the interstellar neutrals, of the diverted interstellar ions approaching the heliosphere. This leads to an increase in the VLISM ram pressure near the nose and thus a decrease in the distance to the termination shock and the size of the heliosphere Liewer et al., 1995] .
In this paper, we present simulation results showing that this same neutral-plasma charge-exchange interaction between diverted plasma protons and the much less diverted neutral hydrogen ions causes the stagnation point region at the nose of the heliopause to be hydrodynamically unstable. The di erence in the neutral and ion velocities at the stagnation point results in a large drag force acting on the plasmaF drag mn p cxṽN which points towards the Sun; here n p is the plasma density, cx is the collision frequency resulting from the charge-exchange collisions andṽ N is the neutral velocity. The plasma density gradient points outward at the heliopause from the lower density heliosheath plasma to the higher density VLISM plasma. Thus, the region is potentially unstable to a Rayleigh-Taylor (R-T) type instability with the neutral-ion drag acting as an e ective gravityg = cxṽN opposing the density gradient.
In the simulations, the heliopause is seen to oscillate nonlinearly about its equilibrium position with time scales on the order of several hundred years and amplitudes of tens of AUs. Estimates of the linear growth rates from the simulations are about 0:1 ? 0:2 years ?1 and are in reasonable agreement with theoretical prediction for this instability, p (d ln n p =dr) g (see, e.g., Lighthill, 1978] ). The amplitude of the instability is limited by the restoring force exerted by the solar wind ram pressure whose gradient increases away from the stagnation point. This force apparently pushes the heliopause back towards its equilibrium position. Wallis and Dryer 1976] rst suggested that the ow at the heliospheric stagnation point would not be stationary due to the drag between the plasma and the neutrals. This friction between ions and neutrals has also been invoked and analyzed as the cause of a \drag" instability at cometary ionopauses Ershkovich and Mendis, 1986; Ershkovich et al., 1989] . At comets, however, the geometry is \inside out" relative to the heliospheric case: the partially ionized cometary plasma ows outward into the low density solar wind plasma.
II. Numerical Model and Equilibrium

A. Hydrodynamic Model
The simulations were done using a time-dependent two-dimensional two-uid hydrodynamic model. This is the model used in Liewer et al., 1995] and has lower dissipation than the hydrodynamic model used previously by Karmesin et al. 1995] to study the motion of the termination shock in response to solar-cycle variations in the solar wind ram pressure. The neutral-plasma charge-exchange coupling terms are taken from Holzer 1972] with the resonant charge-exchange cross section used in Baranov and with T p and T N equal to the proton and neutral temperatures respectively Baranov et al., 1991] . These are the equations solved for the plasma and neutral species outside the heliopause. The charge-exchange interaction between protons and neutral hydrogen leaves the total number of each species unchanged and thus, in general, there would be no sources or sinks in the continuity equations (S j!i = S i!j ). However in our model, as in Pauls et al. 1995] , the very energetic neutrals which are created by charge exchange inside the heliopause are neglected, e.g., they are not incorporated into the neutral uid inside the heliopause. These \solar wind" energetic neutrals form a new non-thermal population of neutrals inside the heliopause with a much longer mean-free path. Therefore, neglecting these energetic neutrals, the S p!N ,R p!N and Q p!N terms are set to zero in the equations for the neutrals only inside the heliopause and the neutral uid loses particles, momentum and energy to the solar wind plasma. The heliopause is easily located during the simulations by monitoring the plasma speci c internal energy i = k B T=( ? 1) + mv 2 =2 which changes by more than a factor of 100 across the heliopause.
The above uid equations are solved as an initial value problem using an explicit conservative nite-volume technique on a non-uniform grid. In this technique, the advected quantities (density, momentum and total energy) are cell centered. Instantaneous uxes are found on the cell faces by interpolating the advected quantities with van Leer advection and the derived quantities (pressure and velocity) with fourth order interpolation clipped to eliminate oscillations. The source terms are cell centered. Together these give an instantaneous time derivative of the uid variables which is time discretized with a third order Runge-Kutta scheme.
For modeling the heliosphere, we solve the equations in the (r; ) plane with grid lines of constant r and , and in which the radial spacing of the grid lines increases with radius, r = r , to keep the grid spacing in the two directions equal. The coordinate system is centered on the Sun, with the inner grid boundary at xed r = R inner , which is problem dependent and well outside the solar wind critical point and well inside the termination shock. Typically R inner = 40 ? 80 AU. The grid boundaries ( = 0 and = 180) lie on the axis of symmetry. The external radius is chosen to be well outside of the domain of interest, typically > 1000 AU.
The supersonic solar wind plasma is injected radially at the inner grid radius and the interstellar plasma and neutrals are injected over all 0 90 at the outer boundary, parallel to the symmetry axis. Out ow boundary conditions are imposed for the plasma and neutral uids on the outer boundary for all 90 180 and for the neutrals on the inner boundary for all 0 < 90. Neutral uid is injected parallel to the symmetry axis at the inner grid boundary for 90 180; the values used here are based on Voyager observations P. Gangopadhyay, private communication, 1995] .
B. Equilibrium and Rayleigh-Taylor Analogy
Inside the termination shock, the pressure of the supersonic solar wind is dominated by the ram pressure P sw (r) = n E p mv 2 sw =r 2 where n E p is the solar wind density at Earth and v sw is the (approximately constant) solar wind speed. The location of the termination shock (in AU) on the upstream symmetry axis ( = 0) is given by R s q n E p mv 2 sw =P vlism . Here P vlism = n vlism ? k B T vlism + mv 2 vlism , and we have neglected any contributions from interstellar magnetic elds or cosmic rays, which are not included in the hydrodynamic model considered here. The location of the termination shock in 2D hydrodynamic simulations agrees well with the above value.
At the termination shock, the solar wind velocity drops (by about a factor of 4) and the solar wind density and temperature jump correspondingly as described by the Rankine-Hugoniot conditions. On the axis beyond the shock, the solar wind velocity falls o roughly as 1=r initially and goes to zero at the stagnation point. The solar wind density and temperature are approximately constant across the heliosheath in the absence of the neutral-ion drag (see, e.g., Steinolfson et al., 1994] , Fig. 2 ). In equilibrium, the pressure of the hot, low density heliosheath plasma equals the pressure of the cold VLISM plasma and there is no plasma pressure gradient across the heliopause,rP p = 0. Along the symmetry axis stream line, the total plasma pressure P p;tot = n p ? k B T p + mv 2 p;r is the constant value P p;vlism (1) in both the heliosheath and the VLISM.
In contrast, when the neutral-plasma charge-exchange interaction is included, the equilibrium force balance for the plasma component is, from Eqs. 1 and 2, r (n pṽpṽp ) + 1 mr P p = n p n N cx u (ṽ N ?ṽ p ) :
At the stagnation point on the symmetry axis,ṽ p 0 and we can write rP p = mn pg whereg is an e ective gravity,g = n N cx u ṽ N cxṽN (3) pointing in the direction of the VLISM ow (?r). Since the density gradient is directed in the positivê r direction from the low density heliosheath plasma to the high density VLISM plasma, the situation is analogous to an equilibrium with a heavier uid lying above a light one under the in uence of gravity, which is unstable to the R-T instability.
The hydrodynamic instability at the nose of the heliosphere di ers markedly from the classical R-T instability in a simple strati ed atmosphere under the in uence of a constant gravity with uniform pressure gradients and no equilibrium ow. Here, the e ective gravity depends directly on the neutral density and velocity and indirectly on plasma and neutral temperatures and velocities via the charge-exchange cross section used in the model, none of which are constant. In addition, the interface between the two uids is curved, the ow vanishes only at the stagnation point and the \gravity" is only perpendicular to the interface at the stagnation point. We therefore cannot expect the details of the growth rates to match quantitatively the ideal classical values, but, we do nd that the initial growth rates scale correctly and agree within a factor of 2. After the instability develops, the variations in the pressure with the heliosheath and the pressure \wall" at the termination shock provide a restoring force not found in the classical case. The \wall" acts to limit the amplitude of the instability and leads to nonlinear oscillations instead of turbulent mixing.
III. Simulation Results
A. Nonlinear Oscillations of the Heliopause
Solutions for the global structure of the heliosphere found using the model described above with no neutral-plasma interaction show a stable heliosphere which reaches a steady state con guration after about 700-1000 years (depending on the distance to the outer boundary); force-balance is reached much faster along the upstream symmetry axis (' 150 years).
No steady-state global heliosphere solutions are found when the interaction between the plasma and neutral uids is included for reasonable values of the neutral density. The heliopause uctuates with a time scale on the order of 100 years. Figure 1 presents results of one simulation at t 400 years. Shown is a contour plot of the plasma density where low density is dark and high density is light. The interstellar medium ows in from the right parallel to the symmetry axis creating the heliotail pulled out to the left. The interstellar medium is supersonic for this case, causing the bow shock which is seen as the smooth hyperbolic contour ahead of the nose. The termination shock is the outer most bullet-shaped contour; such non-spherical shocks have been observed in all hydrodynamic calculations of the structure of the heliosphere when the VLISM ow is supersonic Steinolfson, 1994] . The heliopause is the set of wavey contours separating VLISM (light) and solar wind (dark) plasmas. Results from the corresponding simulation with no neutrals shows a much smoother heliopause by this time. For this case, the solar wind plasma parameters at 1 AU are n p = 7 cm ?3 ; v sw = 450 km=s; and T p = 1:5 10 5 K; for the VLISM plasma, n p = 0:07 cm ?3 ;ṽ vlism = 25 km=s and T p = 10 4 K. The neutral component of the VLISM has n N = 0:07 cm ?3 and the same velocity and temperature as the VLISM plasma. Figure 2 shows the temporal evolution of the hydrodynamic instability at the stagnation point at the nose of the heliosphere for the same simulation as in Fig. 1 . Shown are plasma density contours at six times for a portion of the simulation domain. The rst panel is at the same time as Fig. 1 (t=380.5 years). In the third and fourth frames (t=475.6 and 523.2 years), a high density lament can be seen penetrating the lower density heliosheath plasma, as is seen in hydrodynamic simulations of an R-T instability. By t= 570.7 years, the penetration has stopped and the density perturbation begins to shorten and broaden. The perturbation is forced back towards the equilibrium heliopause location, as seen in the nal frame. Only the plasma participates in the strong instability at the nose; the neutral density contours show a much smaller excursion in the stagnation regions which is presumably due to the coupling to the plasma. Contour plots of the neutrals also show the heliopause as wavey lines as a result of the coupling to the plasma. Figure 3 shows the time history of the position of the heliopause at the nose from three simulations with di erent interstellar neutral densities, n N = 0:035; 0:07; and 0:14 cm ?3 and all other parameters the same. Also shown in Fig. 3 are the positions of the termination shocks (dotted lines). For a case with no interstellar neutrals, the nose of the heliopause has settled to a constant R hp = 240 AU after about t=100 years. The n N = 0:07 cm ?3 case (middle panel) is that shown in Figs. 1 and 2 . The high density case in the bottom panel, Fig. 3c , has gone through about seven nonlinear cycles; the lower neutral density cases have undergone fewer cycles. The size of the excursion is signi cantly smaller for the lowest neutral density case, but the di erence between the medium and high neutral density cases is less clear. It can be seen that the excursions of the heliopause are limited to at most the location of the termination shock; beyond this point, the solar wind ram pressure increases rapidly (as r ?2 ) and the increasing pressure gradient exerts a restoring force. Thus, the termination shock apparently acts like a \wall" in limiting the perturbations in strongly unstable cases. The excursion in the low density case does not reach the termination shock; convection away from the nose region by the plasma ow may be limiting the growth here. The nonlinear oscillation seen in the heliosphere simulations contrasts with the evolution of the R-T instability in a strati ed atmosphere under the in uence of a constant gravity. In that more familiar situation, there is no restoring force and the nonlinear result is a turbulent mixing of the layers.
Two numerical experiments were run to test that the presence of the hydrodynamic instability was not an artifact of the numerical model and the neutral-ion coupling used in the model. In the rst test, a run was made with the same numerical model as used above, but with the neutrals treated as a uniform background owing at the constant VLISM speed; the heating of the plasma by the neutrals was neglected and a constant charge-exchange cross section was used in place of the velocity dependent cross section. Thus, the only neutral e ect on the plasma was the neutral-ion drag in the momentum equation. The heliopause nose was more unstable in this case, presumably due to the higher neutral velocity. Second, the above test case was run using an entirely di erent hydrodynamic code, the FLIP-MHD code Brackbill, 1991] , and the instability was also seen in this case.
B. Growth Rates and Comparison with Theory
To verify that the instability seen in the simulation is an R-T instability, we have compared the linear growth rates from the simulations to theoretical values. To determine the growth rates of this highly nonlinear phenomenen from the simulations, we have plotted heliopause excursions as a function of time on a log-linear scale (Fig. 4) . The discontinuities are caused by the nite grid spacing and by locating the heliopause only to the nearest grid point. No well de ned linear phase is evident; the estimated slope of the initial motion was used to obtain a linear growth rate. In the three panels of Fig. 4 , the time history of two excursions for each of the three density cases shown in Fig. 3 are plotted, along with the lines used to obtain the linear growth rates. It can be seen that there is considerable uncertainty in estimating the initial slope of the motion, leading to quite a large uncertainly ( 50%) in the linear growth rates of the simulations. The times shown are relative to the initial time t 0 of the growth phase. For the low density case (Fig. 3a) , the excursions are those seen in Fig. 3 starting at times t 0 = 509 and 690 years; for the medium density case (Fig. 3b) , the excursions are those at 224 and 456 years; and for the high density case (Fig. 3c ) the excursions are those at 447 and 823 years.
In Table I , simulation growth rates, obtained as in Fig. 4 , are compared with two theoretical growth rates, both of which assume a one dimensional planar equilibrium. The textbook calculation of the R-T instability for a strati ed atmosphere with constant gravity is 1 = p (d ln n=dr) g with g = jg j (cf. Eq. 3), and where we have neglected buoyancy e ects Lighthill, 1978] . Ershkovich et al. 1989 ] extended this analysis to the case of a cometary ionopause where the e ective gravity is due to neutral-ion drag. Their result, in the limit of no magnetic eld, no photoionization and no dissociative recombination, becomes 2 = ? cx =2 + p (d ln n=dr) g + 2 cx =4 where cx is de ned in Eq. 3. The values for the density gradient, e ective gravity, and collision frequency used to compute the theoretical growth rates are taken from the simulations. These numbers vary considerably; we used the values at the heliopause when the heliopause was in its \equilibrium" position. It can be seen that the growth rates observed in the simulations are a third to a fourth of the textbook theoretical value for a constant gravity 1 and somewhat closer to the Ershkovich et al. growth rate. The scaling with density is in agreement with the theoretical predictions. Thus we conclude that this comparison between observed and theoretical growth rates supports the identi cation of an R-T instability of the heliopause nose. It is not surprising that the simulation growth rates are lower; the rapid variation in the plasma parameters makes the situation quite di erent from a one-dimensional strati ed atmosphere with a constant gravity. Moreover, convection away from the region by the plasma ow may decrease the growth rate. A more sophisticated linear analysis would start from a two dimensional equilibrium with a ow away from the stagnation point.
D. Results for Subsonic VLISM Flow
In the above three simulations, the interstellar ow was supersonic which leads to a bow shock and an increase in neutral density or \hydrogen wall" upstream of the nose Baranov and Malama, 1993] . This increase in the neutral and plasma densities at the nose will a ect the strength of neutral-plasma interaction and thus the instability. Thus we also investigated the instability for the case of subsonic VLISM ow in which case there is neither a bow shock nor a hydrogen wall and the plasma and neutral densities are nearly their values at in nity Liewer et al., 1995] . A simulation was run with the same parameters as the high neutral density case in Fig. 3c , but with the temperature of the VLISM increased by a factor of 5 to make the VLISM ow subsonic. The nonlinear oscillations of the heliopause for this case are plotted in Fig. 5a ; also shown is the location of the termination shock (dotted line). Figure 5b plots two of the excursions on a log-linear scale which were used to estimate the linear growth rates as discussed for Fig. 4 . The growth rate is compared with the theoretical predictions in Table I, labeled n N = 0:14 (subsonic). The growth rate was found to be comparable to the growth rate for the supersonic case; the lower neutral density at the nose was compensated for by a higher neutral velocity. Thus, the neutral velocity dependence in the e ective gravity has also been observed in the simulations. Note, however, that the amplitude of the excursions is signi cantly less in this case.
C. Simulations for Varying Grid Sizes
In the simulations, the density scale length is determined by the grid spacing, d ln n=dr 1= r (the discontinuity at the heliopause takes place over two grid points). Since the theoretical growth rate depends strongly on the density scale length, simulations were run with varying grid sizes to study this e ect. Figure 6 shows the time history of the heliopause (solid lines) and termination shock (dotted lines) for two cases with the same parameters as the supersonic high density case in Fig. 3c , but with a coarser and ner grid spacing. The simulation in Fig. 3c has a grid spacing of r = 4 AU at the heliopause locations; the top panel in Fig. 6 had a spacing of r = 9 AU and the lower panel has a spacing of r = 3 AU. The instability appears weaker in the top gure and a growth rate analysis con rms this. The growth rate for the smallest grid spacing was only marginally greater than the case in Fig. 3c . The growth rates are compared in Table I IV. Discussion and Implications Wallis and Dryer 1976] rst suggested that the neutral-ion drag would lead to a non-stationary ow at the stagnation point at nose of the heliosphere. In this paper, we have presented simulation results from a two-uid two-dimensional hydrodynamic model of the heliosphere which shows such a non-stationary ow. We nd that the nose is unstable to a Rayleigh-Taylor instability which leads to large non-linear oscillations of the heliopause at the nose. The neutral-ion drag at the nose acts like an e ective gravity opposing the density gradient from the heliosheath to the interstellar medium. In the simulations, the linear growth time of the instability is on the order of 5-10 years, the non-linear cyle time is on the order of 100-300 years and the excursions are about 20-50 AU at the nose. Linear growth rates were in reasonable agreement with analytic estimates.
The growth rate observed in the simulation depends in part on the grid spacing used because this determines the density gradient scale length. For this reason, alone, any actual growth rate could be quite di erent from that seen in the simulations. In addition, many e ects have been neglected in this hydrodynamic model such as the magnetic eld. The actual growth rate will depend on the physics determining the width of the heliopause. Moreover, since the neutrals have a mean free path on the order of 20-40 AU, the accuracy of the two-uid model may be questionable. Nevertheless, the driving force behind this instability is real and some form of the instability will most likely persist. Since the neutral distribution in the boundary region is a ected by the instability, it may be possible to nd signatures of the non-stationary ow in the Lyman-backscatter data. Moreover, it can be expected that the instability will lead to some mixing of the interstellar and heliosheath plasmas.
These simulation results have several implications for interpretation of the 2-3 kHz Voyager radio emissions. Gurnett et al. 1993] and Kurth et al. 1984] have suggested that this emission may be generated by a large interplanetary shock hitting the heliopause. The observed 2-3 kHz frequencies are in the range for the plasma frequency in the interstellar medium. If the nose region of the heliopause is unstable, then estimates of the distance to the heliopause based on interplanetary shock propagation time to the heliopause may give misleading results about the distance to the termination shock. At any one time, the nose could be located much closer to the termination shock than one would predict from a steady-state model. Thus such estimates Steinolfson et al., 1995 would be only a lower limit on the distance to the shock. However, an unstable nose region may have other e ects which could o er explanations for unexplained features of the observations, namely the slowly rising tones and the isolated occurrences of the emission. For example, if the rising tone is the result of a shock propagating into a density ramp, the instability may broaden the heliopause enough to account for this. The isolated occurrences may somehow be related to the large variability of the location of the heliopause at the nose. Figure 1 . Contour plot of plasma density from a simulation with with a supersonic VLISM ow (higher density is lighter). The VLISM plasma and neutrals ow in from the right. The bow shock is the smooth contour ahead of the nose; the heliopause is the set of wavey contours separating the VLISM (light) and solar wind (dark) plasmas. The termination shock is bullet-shaped. Figure 2 . Simulation results showing the temporal evolution of the hydrodynamic instability at the nose of the heliosphere for the same simulation as shown in Fig. 1 . The Raleigh-Taylor-like instability manifests itself as the high density VLISM lament penetrating the heliosheath plasma seen clearly at t= 475.6 and 523.2 years. By the last frame, the heliopause as return to its "equilibrium" position. Table I for the subsonic case. Figure 6 . Simultion results for the same physical parameters and the case in the bottom panel of Fig. 3 , but with a coarser (dr=9 AU) and ner (dr=3 AU) grid spacing at the heliopause nose. The grid spacing determines the density gradient scale length and thus the linear growth rates observed in the simulations.
