ABSTRACT Future human-computer interfaces will use more than just graphical output to display information. In this paper we suggest that sound and graphics together can be used to improve interaction. We describe an experiment to improve the usability of standard graphical menus by the addition of sound. One common difficulty is slipping off a menu item by mistake when trying to select it. We designed and experimentally evaluated sonically-enhanced menus to try and overcome this problem. The results from the experiment showed a significant reduction in the subjective effort required to use the new menus along with significantly reduced error recovery times. A significantly larger number of errors were also corrected with sound.
INTRODUCTION
Human-computer interfaces currently rely almost entirely on graphical feedback to present information to the user. However, research is now showing that sound combined with graphics can significantly improve usability by taking advantage our natural ability to share tasks across sensory modalities, for example Alty (1995) , Beaudouin-Lafon & Conversy (1996) and Brewster et al. (1995a) . Such multimodal interfaces allow a greater and more natural communication between the computer and the user. They also allow the user to employ appropriate sensory modalities to solve a problem, rather than just using one modality (usually vision) to solve all problems. We believe that for these reasons sound should become a standard, integrated component in human-computer interfaces of the future. One question that remains is how should sound be used to improve usability? This paper describes an experiment to investigate the integration of sound into standard graphical menus to overcome usability problems. Menus are a standard feature of most graphical interfaces because they are a convenient way of grouping commands to improve usability. Norman (1991) has a detailed discussion of all aspects of menus and their use. The design of menus has become almost standard across systems. However, they are not without problems. One of these is the misselection of menu items due to inadequate feedback. Norman has very little discussion of the feedback required to indicate a selection. He does say (p 157) "…the system should provide feedback to the users confirming selection and informing them of its progress". He does not suggest how this should be done. It is normally assumed that the visual highlighting of the menu item is sufficient. We believe that this is not the case.
The problem with menus
Pull-down menus are operated by pressing the mouse button down in the menu bar (or on hot-spot to bring up a pop-up menu). On some systems (e.g. the Macintosh) the mouse button must be held down so that the menu remains visible, on other systems (e.g. Windows95) the menu may stay pulled down until the user presses the mouse button again. This paper concentrates on the former. Moving the cursor along the menu bar highlights the menu title the cursor is in and displays the items in that menu. When the cursor is moved into the menu the items are highlighted as the mouse moves over them (unless the item is a divider or greyed-out). If the cursor is moved out of the menu the menu remains displayed but the highlight is removed. This provides a back-out facility in case the user decides that no menu item is to be chosen. If the cursor is over a valid item when the button is released that item is selected and the menu is removed. On some systems (e.g. the Macintosh) the user can set the item selected to flash between zero and three times to indicate that it has been selected. If the button is released when the cursor is not over a valid menu item, the menu is simply removed. For more details on menu interactions see Crease (1996) .
A study of menu interactions showed three possible outcomes of a selection: A correct selection, an incorrect selection and no selection.
An incorrect selection could occur for one of two reasons: 1) The wrong menu item was mistakenly selected -a mis-selection. In this case the user simply chose the wrong item; 2) The cursor slipped onto the wrong menu item accidentally as the button was being released -an item slip. Our study of menus showed that, sometimes, just as the mouse button was released users could slip into an adjacent menu item. This happened partly because the action of releasing the mouse button could move the mouse a little and also because users often started to move the mouse to the location of the next action before the mouse button was released.
Similarly, no selection could happen for one of three reasons: 1) The user decided not to select anything and moved the cursor out of the menu before releasing the button; 2) The cursor slipped off the edge of the menu as the button was being released -a menu slip ; 3) The user selected a disabled item or a divider.
Menu and item slips reduce the usability of menus and can sometimes cause more serious problems. For example, if the user slipped off when trying to save and did not notice, the data would not be saved with perhaps serious consequences. We decided to investigate these problems further to see if menus could be improved.
Action Slips and Closure
Why do item and menu slips occur? As mentioned, they can occur because the release of the mouse button can move the mouse itself.
However, the errors are also both examples of action slips (Reason, 1990) . These errors occur with expert users who perform many simple operations (such as button clicks and menu selections) automatically and do not explicitly monitor the feedback from each interaction. Lee (1992) describes such errors thus (p 73): "…as a skill develops, performance shifts from 'closed loop' control to 'open-loop' control, or from monitored mode to an automatic, unmonitored mode of processing." As users become familiar with a simple task they no longer monitor the feedback from it so closely. In this case the automatic task is the menu selection (which most users are very familiar with). The user will be concentrating more on the main task he/she is trying to perform than on the menu selection.
One problem that exacerbates the difficulties of actions slips is closure (Dix et al., 1993) . Closure occurs when a user perceives a task as being completed. In some cases the task may appear to be completed when it is not. The user may experience closure and carry on to do something else and cause an error. Brewster et al. (1995a) and Dix & Brewster (1994) investigated such a situation that could occur with graphical buttons. In this case, users could slip off a button by mistake and not press it. This happened because as the graphical button highlighted (when the mouse button was pressed), users experienced closure and carried on to their next task. In fact the graphical button was not actually pressed until the mouse button was released. After analysis, Brewster et al. suggested three criteria necessary to make action slips and closure a problem. In terms of menus these would be:
i) The user reaches closure after the cursor is moved into the desired menu item and the text is highlighted. ii) The visual focus of the next action is at some distance from the target menu item. iii) The cursor is required at the new focus.
In this case, when the desired menu item has been highlighted the user experiences closure. The task is, in reality, not completed until the mouse button is released over the desired menu item. However, because of closure the user may begin to move on to his/her next task before the menu selection has been completed. If this task requires the cursor and visual focus to be away from the menu, all the conditions for an action slip have been met.
An example of this error consider selecting 'Save' from the file menu in a word processor. The user will be more concerned with the document being saved than the mechanics of the menu, making action slips likely. He/she would be typing in the document and decide to save. The mouse (and visual attention) would be moved up to the menu to select save, the menu item would be highlighted, the user would see the highlight, reach closure and then begin to move back to the document to continue typing. If this return movement is done too soon, the mouse may slip on to another item or out of the menu before the interaction is complete. In many systems no feedback is given to indicate a save has been performed, so the user would have no indication of his/her error.
Overcoming the Problems
In order to solve the problems of action slips and accidental mouse movements users must perceive the feedback from the menu. Therefore the right feedback must be given to ensure users know what is going on (Reason, 1990) . The Macintosh-style multiple flash goes some way to dealing with this problem, but is not a complete solution because any feedback from the menu requires the user's visual attention to be on the menu and if the second criterion above is met, this will not be the case. In this paper we suggest using auditory feedback to solve the problems. Why use sound, why not just use extra graphical feedback? It is difficult to solve these problems with extra graphics. Graphics displayed on the menu will not be seen by users because their attention will have moved back to the main task they engaged in. The visual system has a narrow area of focus which means that users cannot look at the menu as well as their main task . Information could be displayed at the mouse location but we do not know if users are looking there either. In this case, non-speech sound has certain advantages. It can be heard from all around, it is good at getting our attention whilst we are looking at something else and it does not disrupt our visual attention. It is also language independent. If we give menu information in sound then we do not need to know where users are looking. If users must look at the menu then it forces them to stop what they are doing for their main task and causes the interface to intrude upon the task they are trying to perform, sound does not have such drawbacks.
Previous Work in the Area
As mentioned above, Brewster et al. (1995a) investigated the use of sound to improve interaction with graphical buttons. Buttons have a subset of the problems of menus because users can slip off a button in a similar way to a menu. To solve the problems sounds were added for when the mouse button was pressed down in a graphical button and when a correct selection was made. The results of adding sound to buttons significantly improved their usability. Error recovery was significantly faster and required fewer mouse clicks than standard buttons. Participants also significantly preferred them to standard graphical buttons. The knowledge gained from that experiment suggested that we might be able to overcome some of the problems of menus in the same way.
Other work on sonifying widgets, for example scrollbars [Beaudoin-Lafon, 1996 #320; Brewster, 1994 #207] , have proved successful in improving usability. We therefore believed that sound would allow use to improve the usability of menus.
Much work has been done on the optimal layout and design for menu structures (see Norman for a full review) but little has been done to investigate the selection of items from menus. A notable exception is the research by Walker et al. (1991) who proposed some design improvements for graphical menus to increase their usability by decreasing the time taken to move the cursor to the desired item. Their two main approaches were: The use of impermeable borders around menus and to increase the size of items further away from the start point in the menu to make them easier to hit. It was found that the use of impermeable borders (ones that the mouse could not move through) reduced the time taken to make a selection. The user could move the mouse to the top, bottom or right edge of the menu and not be able to move through. Therefore, the user could aim to overshoot the menu item at the edge where there was an impermeable border knowing that it was not possible to do so. This eliminated the time taken to make the secondary movement required to correct the initial overshoot. The user could leave the menu without making a selection by moving the mouse out the left edge of the menu. One problem was that it did make the menus less flexible because users had to leave them from the left side only.
Walker et al.'s other solution was to increase the point size of items as their distance from the top of the menu increased, i.e. increasing the size of the target area. This allowed the user to make a movement towards the target more quickly. It did however also make the distance to the target greater. If the menu became too long, two movements would have to be made to reach the target, thus eliminating any benefits gained.
There has been some previous work on adding sound to menus, although to solve different problems. Karshmer et al. (1994) added sounds to a menu system to aid navigation for blind users. He was not trying to overcome the slip off problems but to aid users in navigating around menus structures. The navigation was implemented by either changing the tones and timbres of the items in the menus, or by using synthetic speech to tell users their position in the hierarchy. Navigation was not the focus of our work here, our aim was to overcome slip off problems in graphical menus for sighted users.
EXPERIMENT
As there had been no other work to try and overcome menu selection errors with sound we decided to design an experiment to discover if auditory feedback could improve usability. For the experiment we needed to be able to differentiate three types of errors: An item slip, a menu slip and a slip onto a divider or disabled item. We could easily differentiate the latter two (because we knew where the participants were supposed to be clicking) but the former was more difficult. How could we tell if users slipped off a menu item or were really choosing the one on which they released the mouse?
We conducted an initial investigation into menu interactions to investigate ways in which we might be able to find out if an item slip had occurred. We noticed that when users selected an item correctly they stayed on the item longer than when an item slip occurred. We therefore decided to use timing information to help us identify correct selections and item slips. In a pre-test we added a timer to a simple menu system so that we could investigate how long it took users to select items (Crease, 1996) . From this we discovered that for a correct selection users held the mouse over the item for an average of 265 msec before releasing. When an item slip was made the cursor was over the item for just 17 msec. For correct selections users moved the mouse to the item and did some cognitive processing to ensure it was the correct menu item before releasing the mouse button. For an item slip there was no cognitive processing, just the mouse button release time. This gave us a method for identifying correct selections and item slips.
Experimental Hypotheses
The extra feedback heard by participants should make the task easier because they will be able to tell they have made errors and recover from them more readily. This should result in an overall reduction in subjective workload and in particular a reduction in the effort required for the task. There should be no increase in annoyance due to the sounds as they will be providing information that the participants need.
The time taken to recover from item and menu slips should be reduced because users will know that they have made errors more quickly. The number of errors corrected by the participants (i.e. corrected before the error dialogue comes up to say that an error has been made) should also be increased as the demanding auditory feedback will be noticed. Figure 1 shows the interface to the task the participants had to perform. It was based on a car parts ordering system. Participants had to send car parts to destinations using a menu system. In the figure the Parts and Destinations menus are shown. At the bottom of the screen the boxes with 'fan belt' and 'Auchterarder' in them show the participants the part and destination they must choose. Once a part and destination pair had been chosen, the participants had to select 'Accept' on the File menu. This terminated the interaction. If one or both of the chosen items was incorrect an error dialogue was displayed and corrections had to be made before participants could continue. If an item or menu slip occurred on any of the Parts, Destinations or File menus then the participant would not be able to carry on to the next pair until they had noticed and corrected the error.
Main Task
The task was designed to be simple so that the participants could easily learn it and reach a level of automaticity in the task where slip-off errors would occur.
Sounds
The sounds used were based around structured audio messages called Earcons (Blattner et al., 1989 , Brewster et al., 1993 . Earcons are abstract, musical tones that can be used in structured combinations to create sound messages to represent parts of an interface. The sounds were created using the earcon guidelines proposed by Brewster et al. (1995b) .
Three earcons were needed to deal with the problems described above:
1. An earcon was played when a menu was displayed. We used a family of organ sounds to indicate that the menus were related (part of the same application). The File menu had a percussive organ, the Parts menu a drawbar organ and the Destinations menu a rock organ. A low intensity, continuous note at pitch C 3 (523 Hz) was played for each of the menus. The sound continued as long as the cursor was in the menu. If the user moved the cursor out of the menu the sound stopped. The method proved effective in the design of sonicallyenhanced buttons (Brewster et al., 1995a) so was used again here.
2. To deal with item slips a combination of two earcons was used. A highlight sound was created that was similar to the standard graphical highlight. This was again a continuous, low intensity tone which used the timbre of the menu that the cursor was in. The sound alternated in pitch from B 2 (987 Hz) for odd numbered items and E 3 (329 Hz) for even numbered items. So the first item in the menu would be played at E 3 , the second at B 2 and the third at E 3 . This sound started when the mouse had been over an item for half a second. Only two sounds were needed to indicate the movement from one menu item to another. These pitches were chosen to make the two earcons sound distinct. This sound was stopped if the user moved the mouse out of the menu or moved over a divider or disabled item.
3. The final earcon indicated a selection. This could be either a correct selection or an item slip. For a correct selection (in a menu item for longer than 17 msec) the earcon was based around the timbre of the menu the cursor was in and the pitch of the sound was based on the highlight sound for the menu item. Using these as a base, two 40 msec duration tones were played at a higher intensity. To indicate an incorrect selection the timbre of the current menu was again used. However, this time a fixed rhythm of three notes of 40 msec each at pitch C 2 , B 2 then F 2 was played (these sounded discordant and therefore attention-grabbing). This was not dependent on the highlight sound for the current menu item. This sound was always the same, indicating the item slip error in each of the different menus. If the user released the mouse over a divider then no sound was played.
To avoid any potential annoyance due to the earcons we made sure they were all played at low volume. The menu earcon (1) indicated a menu slip by a lack of sound and the highlight earcon (2) didn't start playing until the participant had been over an item for half a second. In a normal, fast interaction this sound was not played, the user only heard the menu sound (1) and the selection sound (3).
Participants
Twelve participants were used. They were undergraduate and postgraduate students from the Department of Computing Science at the University of Glasgow. All were experts with more than three years experience of graphical interfaces and menus.
Experimental Design and Procedure
The experiment was a two-condition, repeatedmeasures within-subjects design. The order of presentation was counterbalanced to avoid any learning effects across conditions. One group of six participants performed the auditory menu condition first and the other used standard visual menus first. Ten minutes of training was given before each condition. During each condition the participants had to enter 150 parts to destinations pairs as quickly as possible. Instructions were read from a prepared script.
To get a full measurement of usability we used a range of quantitative and qualitative measures. These were error rates, error recovery times and workload (Hart & Staveland, 1988) . Hart & Staveland (1988) break workload into six different factors: Mental demand, physical demand, time pressure, effort expended, performance level achieved and frustration experienced. We used the NASA-Task Load Index (TLX) for estimating workload. To this we added a seventh factor: Annoyance. One of the main concerns of potential users of auditory interfaces is annoyance due to sound pollution. This is often given as a reason for not using sound at the human-computer interface. In the experiment described here the annoyance due to auditory feedback was measured to find out if it was indeed a problem. We also asked our participants to indicate overall preference, i.e. which of the two interfaces they felt made the task easiest. Participants had to fill in workload charts after both conditions of the experiment. Figure 2 shows the average workload score for each category. They were scored in the range 0-20. The average workload (based on the six standard workload factors: Mental, physical, time, effort, frustration and performance) was 10.02 for the auditory condition and 11.04 for the visual. This difference was significant (T 11 =4.42, p=0.007) indicating that the participants found the task easier with the sonically-enhanced menus. This confirmed the hypothesis.
RESULTS

Workload Results
Paired T-tests were carried out on the auditory versus visual conditions for each of the workload categories.
Average effort was reduced significantly from 13.9 in the visual condition to 12.5 in the auditory condition (T 11 =2.43, p=0.03) confirming the hypothesis.
There was no significant difference in terms of annoyance (T 11 =1.43, p=0.18) . Six of the participants rated the visual condition more annoying, five the auditory condition more annoying and one rated them the same. This indicated that the participants did not find the auditory feedback to be annoying confirming the hypothesis.
Time and Error Results
The overall number of errors corrected (i.e. before the error dialogue appeared) increased significantly from 55% to 92% in the auditory condition (T 11 =3.982, p=0.002), confirming the hypothesis. The percentage of item slips corrected increased significantly to 70% in the auditory condition from 17% in the visual (T 11 =4.21, p=0.001), again confirming the hypothesis. The percentage of menu slips corrected increased to 83% in the auditory condition from 63% in the visual. This was not a significant improvement (T 11 =1.11, p=0.289). Figure 2: Average workload scores for the two conditions. In the first six categories higher scores mean higher workload. The final two categories, performance and overall preference, are separated because higher scores mean less workload.
Two participants made no menu slips at all in the auditory condition. The average time taken to recover (detection and correction of the error) from all errors decreased significantly in the auditory condition (2.38 secs) compared to the visual (4.18 secs) (T 11 =4.04, p=0.0009). Figure 3 shows the average time each participant took to recover from an error in each condition (both item and menu slip errors are included). The average time taken to recover from an item slip decreased significantly from 4.1 secs in the visual condition to 2.53 secs in the auditory (T 11 =2.55, p=0.03). The recovery time from a menu slip decreased from an average of 3.07 secs in the visual condition to 1.57 secs in the auditory. A wide variance in the times in the visual condition meant that an F-Test was conducted. This showed a significant reduction in the variance in the auditory condition (F 11 =18.11, p=1.76x10 -5 ). The range of times decreased from a minimum of 1.87 secs and a maximum of 11.25 secs in the visual condition to between 1.73 secs and 2.08 secs.
Discussion
The workload analysis showed that the overall workload, and in particular effort expended, was reduced significantly when using the sonically-enhanced menus. It was reduced because the sonic enhancements meant that participants needed to expend less effort to notice and recover from menu and item slips. This was not at the expense of making the menus more annoying to use. This, along with previous results from sonifying graphical widgets indicates that sound can provide a significant qualitative improvement in a user's experience with a system.
The results also showed that the integration of sound allowed faster recovery from errors. Both menu and item slip error recovery rates showed a significant improvement in the auditory condition. Participants could tell they had made an error and correct it significantly faster than in the visual condition. The menu slip off results showed that the earcons reduced the variance in the time taken to recover from an error. The data indicated that the better performers stayed at a similar standard, whilst the poorer performers improved greatly.
The reason the sonic feedback improved error recovery rates was that the participants' visual focus moved to the next menu before the previous selection was completed. In the visual condition the avoidable menu-selection feedback was missed, whereas in the auditory condition the demanding feedback ensured the user was alerted.
Although the item slip recovery rate was significantly improved, the item slip sound was occasionally played incorrectly. This happened if a participant interacted with the system very slowly and their items slips took longer than 17 msec. These false positives occurred as some users moved the mouse around much more slowly than others. To solve this problem a future the system could include a control panel, similar to the one that allows a user to set their preferred double-click speed, which would allow a user to set their preferred menu selection speed.
FUTURE WORK
This work is part of an overall project to develop a sonically-enhanced interface toolkit (Brewster, 1995) . The toolkit will consist of all of the standard widgets but they will be enhanced with sound to improve their usability.
One interesting area of future work would be to investigate the use of automatic error correction. Our pre-test showed that we could identify item slips by the time they took. This means that we could add an auto correction feature to the menus so that if a selection took place that the system identified as an item slip then it could be rejected and the adjacent item where the mouse had been for a longer amount of time could be selected. This would avoid errors of this type occurring. We will investigate the use of sound together with automatic error correction in a future experiment.
CONCLUSIONS
This work has demonstrated the power of multimodal interactions. By combining the advantages of the visual and auditory senses, problems of interacting with menus can be overcome. The results have shown that integrating earcons into graphical menus can reduce the subjective workload required to use them. It can also increase the number of errors corrected and reduce the time taken to recover from errors. These advantages were gained without making the menus more annoying to use.
Using sound in this way means that users can concentrate on their main task without the interface intruding. The combination of graphics and sound provided a significant qualitative and quantitative improvement in the participants' experience with the menus. Future interface designers can use sound in this way and know that they will be improving the usability of their systems.
