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LOCAL WELL-POSEDNESS FOR THE MOTION OF A COMPRESSIBLE,
SELF-GRAVITATING LIQUID WITH FREE SURFACE BOUNDARY
DANIEL GINSBERG, HANS LINDBLAD, AND CHENYUN LUO
Abstract. We establish the local well-posedness for the free boundary problem for the compressible Euler
equations describing the motion of liquid under the influence of Newtonian self-gravity. We do this by solving
a tangentially-smoothed version of Euler’s equations in Lagrangian coordinates which satisfies uniform energy
estimates as the smoothing parameter goes to zero. The main technical tools are delicate energy estimates
and optimal elliptic estimates in terms of boundary regularity, for the Dirichlet problem and Green’s function.
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1. Introduction
The motion of a barotropic, self-gravitating fluid occupying a region D = ∪0≤t≤T {t} × Dt,Dt ⊂ R3, of
space time, is described by the velocity V = (V 1, V 2, V 3), a non-negative function ρ known as the density,
and an equation of state p = p(ρ) which specifies the pressure p as a function of ρ, and which is assumed to
be non-negative and strictly increasing. The equations of motion are then given by Euler’s equations:
ρ(∂t + V
k∂k)vi + ∂ip+ ρ∂iφ = 0, for i = 1, 2, 3 in D, (1.1)
and the continuity equation:
(∂t + V
k∂k)ρ+ ρ div V = 0 in D, (1.2)
where repeated upper and lower indices are summed over, ∂i= ∂/∂x
i, vi=δijV
jand divV= ∂iV
i. Here, with
χDt the characteristic function of Dt, the Newtonian gravity potential φ is defined to be the solution to:
∆φ = −ρχDt , in R3, with lim |x|→∞ φ(x) = 0, i.e. φ(t, x) =
1
4π
∫
Dt
ρ(t, x′) dx′
|x− x′| . (1.3)
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Particles on the boundary ∂Dt move with the velocity of the fluid, and if the body moves in vacuum then
the pressure vanishes outside of D, so we also require the boundary conditions:
(∂t + V
k∂k)
∣∣
∂D
∈ T (∂D), (1.4)
p = 0, on ∂Dt, (1.5)
where ∂D=∪0≤t≤T ∂Dt is the space time boundary. Since the equation of state p(ρ) is strictly increasing,
we can alternatively think of the density as a function of the pressure and then (1.5) implies that ρ|∂Dt=ρ
for some constant ρ, with p(ρ)=0. We consider the case ρ>0, in which case the fluid is said to be a liquid.
Given an open set D0 ⊂ R3 and a diffeomorphism x0 : Ω→ D0 from the unit ball Ω, a function ρ0 which
is strictly positive on D0 so that p(ρ0) = 0 on ∂D0, and a vector field V0 on D0, the free boundary problem
for the compressible Euler equations in a bounded domain is to find a domain D = ∪0≤t≤T {t}×Dt, a vector
field V and a function ρ satisfying (1.1)-(1.5) as well as the initial conditions:
{x : (0, x) ∈ D} = D0, and V (0, x) = V0(x), ρ(0, x) = ρ0(x), in D0. (1.6)
Since ρ is constant on the boundary it follows that (∂t+V
k∂k)ρ=0 on the boundary so by (1.2) at t=0
we must have that divV0=0 on the boundary. Similarly (∂t+V
k∂k)
2ρ=0 on the boundary, which by (1.2)
implies that (∂t+V
k∂k) divV=0 on the boundary, but taking the divergence of (1.1) gives an expression for
(∂t+V
k∂k) divV in terms of space derivatives of V and ρ, and this expression must vanish on the boundary.
We say that the initial data V0, ρ0 satisfy the compatibility condition of order m if there are formal power
series in t, ρˆ(t, x), Vˆ(t, x), φˆ(t, x) that satisfy (1.1)-(1.3) with Vˆ(0, x)=V0(x), ρˆ(0, x)=ρ0(x) and:
(∂t + Vˆ
k∂k)
j(ρˆ− ρ) ∈ H10 (D0), for j = 0, . . . ,m. (1.7)
In addition, this problem is ill-posed (see [6]) unless the physical (Taylor) sign condition holds:
−∇Np ≥ δ > 0, on ∂Dt, where ∇N = N i∇i. (1.8)
Our apriori bounds hold in general but for the existence of a solution satisfying the compatibility conditions
we need to assume that we are close to the incompressible case, i.e. ρ(p) is close to the constant function:
0 < ρ′(p) ≤ δ0, and |ρ(k)(p)| ≤ δ0/Ek−10 , k = 2, . . . , r, where E0 = ||V0||Hr+||ρ0||Hr . (1.9)
Our main result is:
Theorem 1.1. There is a constant δ0 > 0 such that if ρ(p) is a smooth function satisfying ρ(0) > 0 and
(1.9) for k=1 the following hold. Suppose that there is a diffeomorphism x0 : Ω→D0 in Hr+1(Ω) and that
V0, ρ0∈Hr(D0) satisfy the compatibility conditions to order r−1≥7, and that (1.8) holds at t=0 and that (1.9)
hold for k=2,...,r. Then there is T=T (||x0||Hr,||V0||Hr,||ρ0||Hr)>0 so that (1.1)-(1.5) has a solution (V,ρ,D)
with diffeomorphisms x(t, ·) :Ω→Dt in Hr(Ω) and V(t, ·) ∈H(r−1,1/2)(Dt), ρ(t, ·)∈Hr(Dt), for 0≤ t≤T.
The space H(r−1,1/2) defined in (3.4) controls r−1 full derivatives and half a tangential derivative. While ρ
is as regular at later times as initially, we need to assume more regularity of V and x initially than we get later.
However we prove energy estimates controlling x(t, ·)∈Hr(Ω) and V (t, ·)∈H(r−1,1/2)(Dt), ρ(t, ·)∈Hr(Dt)
for t≤T in terms of these quantities at t=0. In the incompressible case, where the compatibility conditions
are satisfied, one can regularize the initial data and use this to prove existence in the energy space, see [13].
Related problems without self gravity have previously been solved using different methods. In [16], Wu
proved local well-posedness for the incompressible (div V = 0) irrotational (curlV = 0) case, using complex
analysis and spinors. Lindblad [9, 10] used a Nash-Moser iteration scheme to solve the case with curlV 6=0
without self-gravity in the incompressible case and the case of a compressible liquid. Later, Coutand-Shkoller
[4] and Coutand-Hole-Shkoller [5], were able to use tangential smoothing together with surface tension and
artificial viscosity, and elliptic estimates of the type proven in [2] to avoid the use of a Nash-Moser iteration.
Lindblad-Nordgren [12] proved apriori bounds for an incompressible liquid with self gravity in the two
dimensional case. Nordgren [13] proved local existence for an incompressible liquid with self gravity in three
dimensions. His proof built on the approach of [4] but he was able to avoid the need for artificial viscosity and
surface tension using elliptic estimates from [12]. Here we give a complete proof of the local well-posedness
for a compressible liquid with self gravity, building on ideas from [9, 10, 4, 12, 13, 5, 11]. In particular
we use tangential smoothing but we avoid any extra smoothing by surface tension or artificial viscosity, by
using improved elliptic estimates and estimates for a wave equation on a bounded domain. We also include
existence proofs for the smoothed Euler and wave equations that are not written in detail elsewhere.
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1.1. The setup for the proof. We fix Ω to be the unit ball in R3 and a diffeomorphism x0 : Ω→ D0. We
introduce Lagrangian coordinates, see Section 2, so the boundary is fixed:
dx
dt
= V (t, x), x(0, y) = x0(y), y ∈ Ω.
We express Euler’s equations in these coordinates, using the enthalpy, h′(ρ)=p′(ρ)/ρ, h(ρ)=0,
DtV
i = −δij(∂jh+ ∂jφ), in [0, T ]× Ω, where Dt = ∂t
∣∣
y=const
, ∂i =
∂ya
∂xi
∂
∂ya
. (1.10)
If we take the material derivative Dt of the continuity equation Dtρ = −ρ divV and the divergence of Euler’s
equations (1.10), using (1.3), we obtain, with e(h) = log ρ(h),
D2t e(h)−∆h = (∂iV j)(∂jV i)− ρ(h), in [0, T ]×Ω, with h|[0,T ]×∂Ω = 0, where ∆= δij∂i∂j . (1.11)
Here φ is given by
φ(t, y) =
1
4π
∫
Ω
ρ(t, y′)κ(t, y′) dy′
|x(t, y) − x(t, y′)| , where κ = | det (∂x/∂y)|.
It is possible to obtain apriori energy bounds for the system (1.10)-(1.11) but it is difficult to come up
with an iteration scheme that doesn’t lose regularity. We will first smooth out the equations. Let Sε=T
∗
ε Tε
be a regularization in directions tangential to the boundary that is self adjoint, see Section 3.1. Given a
velocity vector field V, we define the tangentially regularized velocity and the regularized coordinates by
V˜ = SεV,
dx˜
dt
= V˜ (t, y), x˜(0, y) = x0(y), y ∈ Ω. (1.12)
Using these regularized coordinates we defined the smoothed out equations by
DtV
i = −δij(∂˜jh+ ∂˜jφ), in [0, T ]× Ω, where Dt = ∂t
∣∣
y=const
, ∂˜i =
∂ya
∂x˜i
∂
∂ya
, (1.13)
where h is given by
D2t e(h)− ∆˜h = (∂˜iV˜ j)(∂˜jV i)− ρ(h) in [0, T ]×Ω, with h
∣∣
[0,T ]×∂Ω
= 0, where ∆˜= δij ∂˜i∂˜j , (1.14)
and φ is given by
φ(t, y) =
1
4π
∫
Ω
ρ(t, y′)κ˜(t, y′) dy′
|x˜(t, y)− x˜(t, y′)| , where κ˜ = | det (∂x˜/∂y)|.
Taking the divergence of (1.13) and subtracting it from (1.14) shows that Dtρ=−ρ divV if this holds at t=0.
One can prove uniform apriori energy bounds for the system (1.12)-(1.14) up to a time T >0, independent
of ε. Moreover, one can prove ε dependent bounds for the iteration scheme: given V , define V˜ and x˜ by
(1.12), and then h and the new V by solving the system (1.13)-(1.14). We will show in Theorem 9.1 that
this system has a unique solution on a time interval of size ε. In Theorem 12.1, we show the solutions satisfy
energy estimates which are uniform in ε. This allows us to extend the solution to a time independent of ε,
and by taking the limit as ε→0 obtain a solution to the original system (1.10)-(1.11); see Section 4.
1.2. Energy estimates. Let E be the energy for Euler’s equations:
E(t) =
∫
Dt
(|V |2+Q(ρ) + φ) ρ dx = ∫
Ω
(|V |2+Q(ρ) + φ) ρκdy, where Q(ρ)=2∫ p(ρ)ρ−2dρ, Dt(κρ)=0.
If we take the time derivative of the integral expressed in the fixed Lagrangian coordinates we get Dt applied
to the integrand. We then use Euler’s equation DtV = −ρ−1∂p− ∂φ and integrate by parts:
dE
dt
=
∫
Dt
2V i(−∂ip−ρ∂iφ)−Q′(ρ)ρDtρ+ρDtφdx =
∫
Dt
2 divV p−Q′(ρ)ρDtρ+(Dtφ−2V i∂iφ
)
ρ dx+
∫
∂Dt
2vipN
idS.
Using the continuity equation Dtρ=−ρ divV and the boundary condition p=0 only terms with φ remain.
Let us for simplicity assume that ρκ=1, and let Φ(z)=(4π|z|)−1. With Φi(z)=∂iΦ(z)=−Φi(−z) we have∫
Dt
Dtφρ dx =
∫∫
Ω×Ω
DtΦ
(
x(t,y)−x(t,y′))dydy′=∫∫
Ω×Ω
(
V (t,y)−V (t,y′))Φi(x(t,y)−x(t,y′))dydy′=
∫
Dt
2V i∂iφρ dx.
It follows that E′(t) = 0. This energy for the smoothed problem with Dt, dx replaced by D˜t, dx˜ is almost
conserved apart from that Dt(ρκ˜)=ρκ˜(divV˜−divV). We will obtain energies for derivatives of the smoothed
problem which will contain a boundary term where the symmetry of the smoothing matters, see section 10.
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2. Lagrangian Coordinates and the wave equation for the enthalphy
Let Ω be the unit ball in R3 and x0 :Ω→D0 be a diffeomorphism. Suppose that V (t,x), p(t,x), ρ(t,x) satisfy
(1.1)-(1.5). The Lagrangian coordinates x(t,y) are given by:
d
dt
x(t, y) = V (t, x(t, y)), x(0, y) = x0(y), y ∈ Ω. (2.1)
We define the material derivative:
Dtf(t, y) =
∂
∂t
∣∣∣
y=constant
f(t, y).
We will use the letters i, j, k . . . to refer to quantities expressed in terms of the usual Eulerian coordinates
and a, b, c, . . . to refer to quantities expressed in Lagrangian coordinates, e.g.
∂i =
∂ya
∂xi
∂
∂ya
=
∂ya
∂xi
∂a. (2.2)
In these coordinates we can now write Euler’s equations (1.1) and the continuity equation (1.2) as
ρDtV
i = −δij(∂ip+ ρ∂iφ), on [0, T ]× Ω, (2.3)
Dtρ = −ρ divV, on [0, T ]× Ω, (2.4)
where div V = ∂iV
i and ∂i acts on functions defined on Ω by (2.2), where x is obtained from V by (2.1).
Writing κ=det(∂x/∂y), by (2.4) and the formula for the derivative of the determinant, we have Dtκ=κ divV.
The gravitational potential is then given in terms of the fundamental solution of the Laplacian by:
φ(t, y) =
1
4π
∫
Dt
ρ(t, y(t, x′)) dx′
|x(t, y)− x′| =
1
4π
∫
Ω
ρ(t, y′)κ(t, y′) dy′
|x(t, y)− x(t, y′)| =
1
4π
∫
Ω
ρ0(y
′)κ0(y
′) dy′
|x(t, y)− x(t, y′)| . (2.5)
2.1. The enthalpy formulation. The pressure is determined from the mass density, p = p(ρ) for a smooth,
increasing function p and we can alternatively think of ρ=ρ(p). With ρ¯=ρ−1(0), we define the enthalpy by:
h(ρ) =
∫ ρ
ρ¯
p′(λ)
λ
dλ. (2.6)
We then have ∂ip = ρ ∂ih, so (2.3) becomes:
DtV
i = −δij(∂jh+ ∂jφ). (2.7)
Since we assume that p′(λ)>0, the function ρ→h(ρ) is invertible. We can then write ρ=ρ(h) and think of
h as the fundamental thermodynamic quantity. Defining e(h)=log ρ(h), we can re-write (2.4) in terms of h:
Dte(h) + div V = 0. (2.8)
Taking the divergence of (2.7) and the time derivative of (2.8) using that [Dt, ∂j ] = −(∂jV k)∂k, we get:
D2t e(h)−∆h = (∂iV j)(∂jV i)− ρ(h), in [0, T ]×Ω, with h = 0, on [0, T ]×∂Ω, (2.9)
Here, ∂i is given by (2.2), ∆ is the Laplacian on Ω induced by the coordinates x and the flat metric on R
3:
∆h = δij∂i∂jh = κ
−1∂a
(
κgab∂bh
)
, where gab = δij
∂ya
∂xi
∂yb
∂xj
, and κ = det(∂x/∂y).
On the other hand, starting with (2.9) and taking the divergence of (2.7), (2.8) is automatically satisfied if
it is satisfied at t = 0. By (2.6) respectively (2.8), we have that:
h
∣∣
t=0
= e−1(log ρ0) ≡ h0, and Dth
∣∣
t=0
= − divV0/e′(h0) ≡ h1, in Ω. (2.10)
Assuming that the initial-boundary value problem (2.9)-(2.10) has a unique solution h for given V , the
initial-free boundary problem for Euler’s equations (1.1)-(1.6) is equivalent to the fixed boundary problem:
DtV
i = −δij∂jh− δij∂jφ, and Dtxi = V i, in [0,T ]×Ω,
D2t e(h)−∆h = (∂iV j)(∂jV i)− ρ(h), in [0, T ]× Ω, with h = 0, on [0, T ]×∂Ω,
x(0, y) = x0(y), Dtx(0, y) = V0(y), and h(0, y) = h0, Dth(0, y) = h1.
2.1.1. Assumptions on the equation of state. With δ0>0 as in Appendix E let c1>0 be a constant such that
0 < c1 ≤ e′(h) ≤ δ0, and |e(k)(h)| ≤ δ0/Ek−10 , k = 2, . . . , r, where E0 = ||V0||Hr+||ρ0||Hr . (2.11)
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2.2. Higher order commutators. Repeatedly using that [Dt, ∂j ] = −(∂jV ℓ)∂ℓ it follows that
Dkt ∂i =
∑
ℓ≤k
Sjkiℓ ∂jD
ℓ
t , (2.12)
where Sjkik = δ
j
i , and for ℓ < k, we have for some constants c
kn
ℓℓ1...ℓn
Sjkiℓ = S
jk
iℓ (∂V, . . . , ∂D
k−ℓ−1
t V ) = c
kn
ℓℓ1...ℓn(∂iD
ℓ1
t V
i2) · · · (∂inDℓnt V j), (2.13)
where the sum is over ℓ1 + · · · + ℓn = k − ℓ − n and n = 1, . . . k. Here the terms with n = 1 should be
interpreted as ck1ℓℓ′(∂iD
ℓ′
t V
j) and the terms with n = 2 should be interpreted as ck2ℓℓ′ℓ′′(∂iD
ℓ′
t V
i′′)(∂i′′D
ℓ′′
t V
j).
The potential φ = Φ[ρκ] can be expressed in terms an integral operator
Φ[f ](t, y) =
∫
Ω
K(t, y, y′)f(t, y′) dy′, with kernel K(t, y, y′) =
1
4π
1
|x(t, y)− x(t, y′)| .
DktΦ[f ] is a sum of integral operators Φℓ[D
k−ℓ
t f ], ℓ≤k, with kernels that are sums over ℓ1+· · ·+ℓn=ℓ of
Kℓ(δx,δV, . . . , δD
ℓ−1
t V )=d
ℓ
ℓ1...ℓn
(δDℓ1t x ·δDℓ2t x) · · · (δDℓn−1t x ·δDℓnt x)
|x(t, y) − x(t, y′)| , where δW(t,y,y
′)=
W(t,y)−W(t,y′)
|x(t,y)−x(t,y′)|. (2.14)
2.3. The compatibility conditions. The compatibility condition of orderm (1.7) can now be expressed in
the Lagrangian coordinates as that the formal power series solution in t: Vˆ (t, y)=
∑
Vk(y)t
k/k! and hˆ(t, y)=∑
hk(y)t
k/k! and φˆ(t, y) =
∑
φk(y)t
k/k! to the system (2.7)-(2.8),(2.5) satisfy hk
∣∣
∂Ω
= 0, for k = 0, . . . ,m.
However, since we are looking for solutions in Sobolev spaces this has to be expressed in a weak form:
hk(y) ∈ H10 (Ω), k = 0, ...,m. (2.15)
We would like to think of (2.9)-(2.10) as determining h uniquely as a functional of V. In order for the initial
value problem for the wave equation (2.9)-(2.10) to have a regular enough solution, the initial data needs to
satisfy the compatibility conditions (2.15). These compatibility conditions for h will however depend on the
formal power series for V. We now calculate the formal power series for the coupled system and hence the
compatibility conditions. These power series are uniquely determined by x0, V0, h0. By (2.7), using (2.12):
Vk+1 =
∑
ℓ≤k
Sjkiℓ (∂V0, . . . , ∂Vk−ℓ−1)∂jHℓ, Hk = hk + φk.
Similarly by (2.8) we have for some function Gk:
e′(h0)hk+1 =
∑
ℓ≤k
Sjkiℓ (∂V0, . . . , ∂Vk−ℓ−1)∂jVℓ +Gk(h0, . . . , hk).
The relation for φk is not as direct but it is clear from (2.14) that for some non local functional Φk:
φk = Φk[x0, V0, . . . , Vk−1, h0, . . . , hk].
3. Tangential smoothing, tangential operators and tangential vector fields
There is a family of open sets Vµ, µ=1, . . . , N that cover ∂Ω and onto diffeomorphisms Φµ : (−1, 1)2→ Vµ.
We fix a collection of cutoff functions χµ :∂Ω → R so that χ2µ form a partition of unity subordinate to the
cover {Vµ}Nµ=1, as well as another family of “fattened” cutoff functions χ˜µ so that the support of χ˜µ is
contained in Vµ and so that χ˜µ ≡ 1 on the support of χµ. Recalling that Ω is the unit ball, we set
Wµ= {rω, r ∈ (1/2, 1], ω ∈ Vµ} for µ = 1, . . . , N and let W0 be the ball of radius 3/4 so that the collection
{Wµ}Nµ=0 covers Ω. Writing Ψµ(z, z3) = z3Φµ(z), Ψµ is a diffeomorphism from (−1, 1)2 × (1/2, 1] to Wµ.
Let η : [0, 1] → R be a bump function so that η(r) = 1 when 1/2 ≤ r ≤ 1 and η(r) = 0 when r < 1/4. We
define cutoff functions on Ω by setting χµ = χµη.
For a linear operator T ′ defined in coordinate charts we define a global operator T by
Tf =
∑
Tµf, where Tµf = χµ
(
m−1µ T
′
[
mµ(χµf) ◦Ψµ
]) ◦Ψ−1µ , mµ = | detΦ′µ|1/2r. (3.1)
Then T is symmetric with the measure dy if T ′ is with the measure dz is since dS(ω) = m2µdz.
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3.1. Tangential smoothing. Let ϕ :R2→R be even, supported in R = (−1, 1)2 with ∫
R2
ϕ =1 and let
Tεf(z) =
∫
R2
ϕε(z − z′)f(z′)dz′, where ϕε(z)=ε−2ϕ
(
z/ε
)
.
be a smoothing operator. Because ϕ is even, Tε is symmetric; for any functions f, g : R
2 → R we have:∫
Tεf(z)g(z) dz =
∫
f(z)Tεg(z) dz.
Furthermore, by Appendix A have:
|Tε(fg)(z)− fTε(g)(z)| ≤ Cε||f ||C1(R)||g||L2(R).
With notation as in (3.1), the smoothing operators we consider on Ω or ∂Ω are then defined by:
Jεf =
∑N
µ=0
Tε,µf, Sεf = JεJεf =
∑N
µ,ν=0
Tε,νTε,µf. (3.2)
Since Tε is symmetric Jε is as well. The following estimates are proved in Section A.2:
Lemma 3.1. With Jε defined by (3.2), if k ≥ m then:
||Jεf ||Hk(∂Ω) . εm−k||f ||Hm(∂Ω), ||Jεf − f ||Hk(∂Ω) . ε||f ||Hk+1(∂Ω),
and, with Σ = ∂Ω or Ω:
||Jε(fg)− fJεg||L2(Σ) . ε||f ||C1(Σ)||g||L2(Σ).
3.2. The tangential fractional derivatives. We will need to use fractional tangential derivatives to
control our solution and we will define these operators in coordinates. If F : R2 → R, we define:
〈∂θ〉sF (z) =
∫
R2
eiz·ξ〈ξ〉sFˆ (ξ) dξ, where Fˆ (ξ) =
∫
R2
e−iz·ξF (z) dz,
and we define fractional tangential derivatives on Ω by:
〈∂θ〉sµf = χ˜µ(〈∂θ〉sfµ) ◦Ψ−1µ , fµ = (χµf) ◦ Φ, µ = 1, ..., N. (3.3)
We also set 〈∂θ〉s0f=χ0(〈∂〉sf0)◦Ψ−10 , where 〈∂〉s is defined by taking the Fourier transform in all directions.
For s ∈ R, k ∈ N, we define:
||f ||H(k,s)(Ω) =
∑N
µ=0
||〈∂θ〉sµf ||Hk(Ω), and ||f ||Hs(∂Ω) =
∑N
µ=1
||〈∂θ〉sµf ||L2(∂Ω). (3.4)
In Appendix A we prove:
Lemma 3.2. If T ∈ T , then:∣∣∣ ∫
∂Ω
fTg dS(y)
∣∣∣ ≤ C||f ||H1/2(∂Ω)||g||H1/2(∂Ω), ∣∣∣
∫
Ω
fTg dy
∣∣∣ ≤ C||f ||H(0,1/2)(Ω)||g||H(0,1/2)(Ω).
In addition, with Σ = ∂Ω or Ω,
||〈∂θ〉1/2µ (fg)− f〈∂θ〉1/2µ g||L2(Σ) ≤ C||f ||H2(Σ)||g||L2(Σ).
3.3. The tangential derivatives and tangential norms. Since Ω is the unit ball, the vector fields
Ωab = y
a∂yb − yb∂ya , a, b = 1, 2, 3,
are tangent to ∂Ω and span the tangent space there. With η the cutoff function defined above, we let:
T = ∪a,b=1,2,3{ηΩab, (1− η)∂ya}.
In analogy with the two dimensional case, when T is just the derivative with respect to the angle in polar
coordinates, we will now introduce some simplified notation for the norms. Suppose that T ={T1, . . . , TN ′}.
If V :Ω→R3 is a vector field we will let T V stand for the map T V :Ω →R3N ′, whose components are TjV i,
for i=1, 2, 3, j=1, ...,N ′. Moreover let T r=T×· · ·×T (r times) and let T I∈T r stand for a product of r vector
fields in T , where I=(i1, ...,ir)∈ [1, N ′]×· · ·×[1, N ′] is a multiindex of length |I|=r. Let T rV stand for the
map T rV :Ω→R3N ′r, whose components are T IV i, for i=1, 2, 3, 1≤ ij≤N ′, j=1, ..., r. The norm of T rV is
|T rV |2 = δijT rV i · T rV j , where T rV i · T rV j =
∑
|I|=r, T I∈T r
T IV i T IV j . (3.5)
We will use similar notation for space time vector fields tangential to the boundary. Let D= T ∪Dt, and
D
r=D×· · ·×D(r times), Dr,k=T r×Dkt . ForK=(I,k) a multiindex with |I|=r, we write DK=T IDkt , T I∈T r.
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4. The smoothed Euler’s equations
In this section, we introduce the smoothed problem we will use to construct solutions to (1.1)-(1.5). This in
the incompressible case goes back to Coutand-Shkoller[4], with important improvements due to Nordgren[13].
4.1. Tangential smoothing of the coordinates. With the tangential smoothing operator Sε defined as
in (3.2), given a vector field V , we define the smoothed coordinate x˜(t, y) by:
x˜i(t, y) = x0(y) +
∫ t
0
SεV
i(s, y)ds. (4.1)
We then define:
Aia =
∂x˜i
∂ya
, Aai =
(
A−1
)a
i
=
∂ya
∂x˜i
. (4.2)
We define D˜t = x˜(t,Ω) and we use the letters i, j, k, ... to denote coordinate derivatives ∂˜i = ∂/∂x˜i on D˜t:
However all our functions will be functions of y so we will think of ∂˜ as a differential operator on Ω
∂˜if(t, y) = A
a
i(t, y)∂af(t, y), where ∂a = ∂/∂y
a. (4.3)
The coordinate x˜(t, y) and Euclidean metric on D˜t induces a time-dependent metric on Ω: g˜ab = δijAiaAjb.
We let κ˜dy = det (∂x˜/∂y)dy be the volume element on Ω induced by the volume element dx˜ on D˜t. Let
∆˜f = δij ∂˜i∂˜jf = κ˜
−1∂a
(
κ˜g˜ab∂bf
)
, where g˜ab = δijAaiA
b
j , κ˜ = det (∂x˜/∂y), (4.4)
denote the Laplacian. Given a one-form α = αidx˜
i on D˜t, we also write:
divα = ∂˜i(δ
ijαj), curlαij = ∂˜iαj − ∂˜jαi. (4.5)
Here, a, b, c, ... correspond to quantities in the y variables and i, j, k... to quantities in the x˜ variables.
4.2. The smoothed problem. Given initial data (V0, h0) which are compatible with (1.1)-(1.4) in the sense
of (1.7), we now introduce the smoothed problem we will consider. Given a vector field V : [0, T ]×Ω→ R3, we
define the tangentially smoothed Lagrangian coordinate x˜ = x˜[V ] by (4.1) and A, ∂˜ and ∆˜ as in (4.2)-(4.4).
We would like to define h = h[V ] to be the unique solution to:
D2t e(h)− ∆˜h+ ρ(h) = (∂˜iSεV j)(∂˜jV i), in [0, T ]× Ω, with h = 0, on [0, T ]× ∂Ω, (4.6)
h(0, y) = hε0(y), Dth(0, y) = h
ε
1(y), in Ω, (4.7)
for some choice of initial data hε0, h
ε
1. However, there are compatibility conditions that must be satisfied in
order for this to have a sufficiently regular solution. We will define these conditions momentarily but for
now suppose that V and hε0, h
ε
1 are such that this problem has a unique solution h. We then abuse notation
slightly and write ρ(t, y) instead of ρ(h(t, y)). We also define D˜t = x˜(t,Ω) and write y˜(t, x˜) for the inverse
of the map y 7→ x˜(t, y). Next, we define the gravitational potential φ = φ[V ] by:
φ(t, y) =
1
4π
∫
D˜t
ρ(t, y˜(t, x′)) dx′
|x˜(t, y)− x′| =
1
4π
∫
Ω
ρ(t, y′)κ˜(t, y′) dy′
|x˜(t, y)− x˜(t, y′)| , so that △˜φ = −ρ(h). (4.8)
Note that φ depends on V both because ρ = ρ[V ] and also through the domain D˜t.
With the above definitions of ∂˜[V ], h[V ], φ[V ] in mind:
Definition 1. Given a vector field V, suppose that hε0, h
ε
1 are given such that the the system (4.6)-(4.7) has
a unique sufficiently regular solution h = h[V ]. We say that V is a solution to the smoothed problem if:
DtV
i = −δij ∂˜jh[V ]− δij ∂˜jφ[V ], in [0, T ]×Ω, and V i(0, y) = V i0 (y). (4.9)
Note that subtracting the divergence of (4.9) from (4.6) using (4.8) gives that Dt
(
Dte(h) + div V
)
=0 so:
Dte(h) + div V = 0, in [0, T ]× Ω, (4.10)
provided that this holds at t = 0.
In Section 12, we prove the following a priori estimate for the problem (4.9)-(4.10). Let δ0 denote the
largest number so that (1.8) holds with δ = δ0 at t = 0. Also set:
Er0 = ||V0||2H(r−1,1/2)(Ω) + ||x0||2Hr(Ω) + ||∂˜h0||2Hr−1(Ω) + ε2(||V0||2Hr(Ω) + ||∂˜h0||2Hr(Ω)).
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Writing Hk = Hk(Ω), H(k,1/2) = H(k,1/2)(Ω), in Corollary 12.2, we prove:
Theorem 4.1. Let r ≥ 8 and fix ε sufficiently small. There are strictly positive, continuous functions
Tr,Cr with Tr independent of ε, and so that if V ∈ C([0, T ];Hr(Ω)) solves the smoothed Euler equations
(4.9)-(4.10) for 0≤ t ≤ T with T ≤ Tr(Er0 , 1/δ0), then, with ||∂˜h||r=
∑
k+ℓ≤r ||Dkt ∂˜h||Hℓ :
||V (t)||2H(r−1,1/2)+ ||x˜(t)||2Hr+ ||∂˜h(t)||2r−1+ ||Drth(t)||2L2+ε2
(||V (t)||2Hr+ ||∂˜h(t)||2r) ≤ Cr(E r−10 , δ−10 )E r0 . (4.11)
Before proving existence for the smoothed Euler equations (4.9) -(4.10), we need to ensure that given
sufficiently regular V , the wave equation (4.6)-(4.7) has a unique sufficiently regular solution.
4.3. Compatibility conditions for the smoothed problem. We now define hε0, h
ε
1 and give a condition
that guarantees that the initial-boundary value problem (4.6)-(4.7) is well-posed.
We say that the initial data V ε0 , h
ε
0 satisfy the compatibility conditions of order m if there is a formal
power series solution Vˆ (t, y) =
∑
V εk (y)t
k/k!, along with hˆ(t, y) =
∑
hεk(y)t
k/k! and φˆ(t, y) =
∑
φεk(y)t
k/k!
which satisfy (4.9) and (4.10) at t = 0, and moreover so that:
hεk ∈ H10 (Ω), k = 0, ...,m. (4.12)
As in Section 2.2, repeatedly using that [Dt, ∂˜j ] = −(∂˜jSεV ℓ)∂˜ℓ, we have:
Dkt ∂˜i = S˜
jk
iℓ ∂˜jD
ℓ
t , (4.13)
where the sum is over ℓ ≤ k, S˜jkik = δji and for ℓ ≤ k, with the same constants cknℓℓ1...ℓn as in (2.13), we have:
S˜jkiℓ = S˜
jk
iℓ (∂˜V˜ , ..., D
k−ℓ−1
t V˜ ) = c
kn
ℓℓ1···ℓn(∂˜iD
ℓ1
t V˜
i1) · · · (∂˜inDℓnt V˜ j), (4.14)
where the sum is over ℓ1 + · · ·+ ℓn = k − ℓ − n and n = 1, ..., k, and where we are writing V˜ = SεV .
Using that Vˆ solves the smoothed-out Euler equations (4.9) at t = 0, the coefficients V εℓ must satisfy:
V εk+1 =
∑
ℓ≤k
S˜jkiℓ (∂˜V˜
ε
0 , ..., ∂˜V˜
ε
k−ℓ−1)∂˜jH
ε
ℓ , (4.15)
with Hεℓ = h
ε
ℓ + φ
ε
ℓ . Similarly, the condition that hˆ solves the continuity equation (4.10) at t = 0 becomes:
e′(hε0)h
ε
k+1 =
∑
ℓ≤k
Sjkiℓ (∂˜SεV
ε
0 , ..., ∂˜SεV
ε
k ) +Gk(h
ε
0, ...., h
ε
k), (4.16)
for a function Mk. We note the explicit formula for k = 0:
e′(hε0)h
ε
1 = − divV ε0 , (4.17)
and we take this to be the definition of hε1. In addition we have that there is a non-local function Φk so that:
φεk = Φk[x0, V˜
ε
0 , ..., V˜
ε
k−1, h
ε
0, ..., h
ε
k]. (4.18)
To construct a solution to the smoothed Euler’s equations (4.9), we will need to consider only vector fields
V whose Taylor expansions in t at t = 0 agree with (4.15) and we make the following definition:
Definition 2. A vector field V is called admissible to order m if, for k = 0, ...,m:
Dkt V |t=0 =
∑
ℓ≤k
Sjkiℓ (∂˜SεV
ε
0 , ...∂˜SεV
ε
k−1)∂˜jH
ε
ℓ , (4.19)
where the S˜jkiℓ are defined by (4.14) and where H
ε
ℓ = h
ε
ℓ + φ
ε
ℓ , with V
ε
ℓ , h
ε
ℓ , φ
ε
ℓ defined by (4.15)- (4.18).
In other words, V is admissible to order m if it solves the smoothed Euler equations (4.9) to order m at t=0.
In Theorem F.7 we prove that if (V ε0 , h
ε
0) are compatible to orderm in the sense of (4.12) and V=V (t, y) is
a fixed vector field satisfying (4.19) to order m, then the system (4.6)-(4.7) has a unique solution h = h[V ] on
a time interval [0, T ] so that h(t)∈H10 (Ω) for t ∈ [0, T ] and so that Dkt h∈C([0, T ];Hm−k(Ω)) for k = 0, ...,m.
By Theorem E.1, given (V0, h0) which are compatible to order m, see (2.15), there is a function h
ε
0 so that if
V is admissible to order r, then (V0, h
ε
0) are compatible to order r, see (4.12), and so that h
ε
0→h0 as ε→0.
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4.4. Solving the smoothed problem. Suppose that (V0, h0) are given and are compatible in the sense
of (1.7) (i.e. for the full nonlinear problem) to order r. In Appendix E, we construct a sequence hε0 with
hε0 → h0 as ε → 0 and so that if V is any vector field satisfying (4.19) for k = 1, ..., r, then (V0, hε0) are
compatible to order r in the sense of (4.12). Given initial data (V0, h
ε
0) which are compatible to order r in
the sense of (4.12) and an admissible vector field V , we define a functional:
Λi[V ](t, y) = V i0 (y)−
∫ t
0
δij ∂˜jh(s, y) ds−
∫ t
0
δij ∂˜jφ(s, y) ds. (4.20)
with (∂˜, h, φ) = (∂˜[V ], h[V ], φ[V ]) as in the previous section. It is clear that if V is a fixed point of Λ then
V is a solution of the smoothed problem. To construct a fixed point of Λ, we will use the following norms:
||V ||X s(T ) = sup 0≤t≤T ||V (t)||X s , where ||V (t)||X s =
∑s
k=1
||Dkt V (t)||Hs−k(Ω) + ||V (t)||Hs−1(Ω).
Our first result is then:
Theorem 4.2. Let r ≥ 7, ε > 0 and suppose that (V ε0, hε0) are compatible to order r. Let Cr be as in
Theorem 4.1 and set C ′r = CrE
r
0 . Then there is a positive continuous function Tε = Tε(E
r+1
0 ) so that for
any 0≤T ≤Tε, the map Λ has a unique fixed point in the space:
Cr(T ) = {V : [0, T ]×Ω→ R3∣∣V satisfies (4.19) and sup 0≤t≤T ||V (t)||2X r+1 ≤ ε−2C ′r +1}.
The rest of the paper is devoted to proving Theorems 4.1 and 4.2. We will see in our construction that
Tε=O(ε) and in particular our proof of existence does not give a uniform time of existence as ε→0.
4.5. Existence up to an ε independent time. Combining the a priori estimate from Theorem 4.1 and
the existence result Theorem 4.2, we have:
Proof of Theorem 1.1. Given initial data (V0, h0), define (V
ε
0 , h
ε
0) as in Appendix E. For sufficiently small ε,
let T∗ denote the largest time so that the smoothed Euler equations (4.9) have a unique solution Vε(t)∈Hr(Ω)
with V |t=0 = V ε0 . By Theorem 4.2, T∗> 0. We claim that in fact T∗ ≥Tr where Tr is as in Theorem 4.1.
Assuming that this holds for the moment, we now have a vector field Vε∈Hr(Ω) satisfying (4.9) on a time
interval [0, TE] independent of ε and moreover by the energy estimate (4.11) we have that ||Vε||Hr−1,1/2(Ω)
is uniformly bounded in ε. By standard compactness theorems, it follows that there is a vector field V ∈
H(r−1,1/2)(Ω) so that Vε→V strongly in Hr−1(Ω). Since x˜ = Sεx → x as ε → 0 and since Hr−1(Ω) is an
algebra, it follows that V satisfies Euler’s equations (1.1)-(1.2). To see that T∗≥Tr, we assume that T∗<Tr.
By the a priori estimate (4.11) and using that DtVε = −∂˜h− ∂˜φ and Theorem 7.5 to control φ, we have:
||Vε(t)||2X r+1 ≤ ||Vε(t)||2Hr(Ω) + ||∂˜h(t)||2r + ||∂˜φ(t)||2r ≤ ε−2C ′r , 0 ≤ t ≤ T.
Define (V εT∗, h
ε
T∗
)=limtրT∗(V (t), h(t)). Since h solves the wave equation (4.6) and Vε solves the smoothed-out
Euler equations (4.9) it follows that the compatibility conditions (4.12) are satisfied at t = T∗ as well, so
repeating the proof of Theorem 4.2 with t replaced by t−T∗ and (V ε0 , hε0) replaced by (V εT∗ , hεT∗), we see that
there is a T2 > T∗ so that V∈Cr(T2) satisfies (4.6), which contradicts the fact that T∗ was maximal. 
5. Elliptic estimates
In what follows we will need several elliptic estimates, which are modifications of the estimates from [11]
and [13]. We summarize these here, and their proofs can be found in Appendix B.
Let V : [0, T ]×Ω→R3 be a vector field on Ω and let x˜ denote its smoothed flow as in (4.1), and let Aia
and Aai be as in (4.2). We will assume that we have the following a priori bound:∑
i,a |Aai|+ |Aia|+
∑
|I|≤3|∂Iy x˜| ≤M0, (5.1)
and in some of our estimates we will additionally assume the bound:∑
i,a |Aai|+ |Aia|+
∑
k+|J|≤3|∂Jy x˜|+ |∂JyDkt V | ≤M. (5.2)
We write ∂˜ for the derivative with respect to x˜ (as in (4.3)) and ∆˜ for the Laplacian with respect to x˜. For
a one-form α = αidx˜
i on D˜t, we define divα, curlα by (4.5). We will work with the following mixed norms:
||f ||k,ℓ =
∑
s≤k
||Dst f ||Hℓ(Ω), ||f ||r =
∑
k+ℓ≤r
||f ||k,ℓ. (5.3)
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In this section we let C0, Cs for s ≥ 1 and C′s denote continuous functions of arguments indicated below
C0 = C0(M0), Cs = Cs(M0, ||x˜||Hs(Ω)), C′s = C′s(M, ||x˜||s), for s ≥ 1. (5.4)
As in [3] and [13], we will rely on the following simple pointwise estimate:
Lemma 5.1. With the norm of the tangential derivatives T α as in (3.5), for every (0,1)-tensor α on Ω
|∂˜α| ≤ C0
(| divα|+ | curlα|+ |T α|). (5.5)
See Lemma B.1 for the proof. Then (5.5) can be used to prove (see Proposition B.2):
Lemma 5.2. Let s = k + ℓ≥1. If α is a (0,1)-tensor on Ω then, with notation as in (3.5):
||α||Hs(Ω) ≤ Cs(|| divα||Hs−1(Ω) + || curlα||Hs−1(Ω) +
∑
j≤s
||T jα||L2(Ω)), (5.6)
||α||k,ℓ ≤ C′s(|| divα||k,ℓ−1 + || curlα||k,ℓ−1 +
∑
k1≤k,ℓ1≤ℓ
||Dk1,ℓ1α||L2(Ω)). (5.7)
If αi = ∂˜if for a function f which vanishes on ∂Ω, using an integration-by-parts argument to control the
last term on the right-hand side of (5.6) (resp. (5.7)) gives (see Proposition B.3):
Proposition 5.3. If f:Ω→R is a function with f=0 on ∂Ω then, with T x˜ defined in (3.5), for k+ℓ= s≥1:
||∂˜f ||Hs(Ω) ≤ Cs
(||∆˜f ||Hs−1(Ω) + (||T x˜||Hs(Ω) + ||x˜||Hs(Ω))||f ||L2(Ω)), (5.8)
||∂˜f ||k,ℓ ≤ C′s
(||∆˜f ||k,ℓ−1 + (||Dtx˜||s + ||x˜||s)||Dkt f ||L2(Ω)). (5.9)
There are two crucial points in the estimate (5.8). First, we are estimating ∂˜f in Hs(Ω) instead of f in
Hs+1(Ω). For the proof of this we only need to commute the divergence with s−1 instead of s derivatives
with the Laplacian, which would have generate terms with too many derivatives of x˜. Moreover, by first
applying (5.6), we can replace full y-derivatives of ∂˜f with tangential derivatives applied to ∂˜f . This is why
the right-hand side of (5.8) involves ||T x˜||Hs(Ω), which we can control more easily than ||x˜||Hs+1(Ω).
We also use (5.6) to prove the following estimates. They show that one can control α in the interior by
the divergence and curl of α and either the normal component of α on the boundary or the projection of α
to the tangent space at the boundary. The first estimate will be used to control ||Jεx||Hr(Ω) in terms of the
energies that we define in Section 10 and the second will be used to control ||V ||Hr(Ω).
Proposition 5.4. Fix r≥5, 1≤s≤r. If α is a vector field, then with notation as in (3.5) and Hs= Hs(Ω):
||α||2Hs≤Cs
(
||divα||2Hs−1+||curlα||2Hs−1+||α||2H1+
∑N
µ=1
∫
∂Ω
(〈∂θ〉1/2µ T s−1αi)·(〈∂θ〉1/2µ T s−1αj)NiNjdS
)
, (5.10)
||α||2Hs ≤ Cs
(
||divα||2Hs−1+||curlα||2Hs−1+||α||2H1+
∑N
µ=1
∫
∂Ω
(〈∂θ〉1/2µ T s−1αi)·(〈∂θ〉1/2µ T s−1αj)γijdS
)
. (5.11)
Here γ denotes projection to the tangent space at the boundary, for the definition of 〈∂θ〉1/2µ , see Appendix A.
5.1. Estimates for differences of solutions. In Section 9, we will prove that the map Λ defined in (4.20)
satisfies a Lipschitz estimate. Given two vector fields VI,VII : [0,T ]×Ω→ R, define the corresponding smoothed
flows x˜I , x˜II as well as the derivatives ∂˜I , ∂˜II and the Laplacians ∆˜I , ∆˜II . Assume that x˜I , x˜II both satisfy the
estimate (5.1) or (5.2) and now let the constants (5.4) depend on the corresponding norms of both x˜I , x˜II .
Proposition 5.5. Fix r≥6. If f, g :Ω→R and f=g=0 on ∂Ω, then for 1≤ℓ≤r−1, respectively k+ℓ=r:
||∂˜If− ∂˜IIg||Hℓ(Ω)≤ Cr
(||∆˜If− ∆˜IIg||Hℓ−1(Ω)+ ||x˜I ||Hr(Ω)||f− g||L2(Ω)+ ||x˜I− x˜II ||Hr(Ω)||∂˜IIg||Hℓ(Ω)),
||∂˜If− ∂˜IIg||Hr(Ω)≤ Cr(||∆˜If− ∆˜IIg||Hr−1(Ω)+ ||T x˜I||Hr(Ω)||f− g||L2(Ω)+ ||T x˜I−T x˜II||Hr(Ω)||∂˜IIg||Hr(Ω)),
||∂˜If− ∂˜IIg||k,ℓ≤C′r
(||∆˜If−∆˜IIg||k,ℓ−1+(||x˜I||r+ ||Dtx˜I||r)||f−g||k,0+(||x˜I− x˜II||r+ ||Dt(x˜I− x˜II)||r)||∂˜IIg||r).
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6. Estimates for wave equations
As in the previous section, we fix a vector field V = V (t, y) on Ω and let x˜(t, y) denote the tangentially
smoothed flow of V . Define A, κ˜, ∆˜ as in (4.2)-(4.4). We will assume that the a priori assumptions (5.2) hold
Note that (5.2) combined with the formula for the derivative of the inverse (D.1) implies that |∂ℓyAai| ≤ C(M)
for ℓ ≤ 2. We consider the initial-boundary value problem:
σD2tϕ− ∆˜ϕ = F, on [0,T ]×Ω, with ϕ = 0, on [0,T ]×∂Ω, (6.1)
ϕ(0, y) = ϕ0(y), Dtϕ(0, y) = ϕ1(y), on Ω, (6.2)
where F is a given function on [0, T ]×Ω and σ=σ(ϕ) is a given function satisfying 0<e1≤σ≤e2 for some
e1, e2. We will suppress the dependence on e1, e2 in the following. In our applications we will have σ = e
′(ϕ)
where e(ϕ) is determined from the equation of state as in Section 2.1. We remark that for a linear equation
of state p(ρ) = ρ+ c, we have e(ϕ) = ϕ+ c and so in this case (6.1) is a linear wave equation.
For the applications we have in mind, we will need to allow F to depend on ϕ:
F (t, y) = F1(t, y) + F2[ϕ,Dtϕ](t, y), (6.3)
where we assume that F2[ϕ,Dtϕ](t, y) is a nonlocal functional of (ϕ,Dtϕ) that satisfies the following:
||DstF2[ϕ,Dtϕ]||L2(Ω) ≤ P1(||ϕ||s+1,0 + ||ϕ||s), ||F2[ϕ,Dtϕ]||s−1 ≤ P2||ϕ||s, (6.4)
for some polynomials P1, P2 depending onM,L, ||x˜||Hs , ||V ||X s , ||ϕ||s,0, ||ϕ||s−1. Recall that the mixed norms
||·||k,ℓ and ||·||s are defined in (5.3). In Section 8, we will take F2 = e′′(ϕ)(Dtϕ)2+ρ[ϕ] where ρ is determined
from ϕ by the equation of state as in Section 2.1, and we will see that this satisfies (6.4).
The energy associated to the wave equation (6.1) is:
Ws(t) =
(1
2
∑
k≤s
∫
Ω
(
σ(t) |Dk+1t ϕ(t)|2 + δij
(
Dkt ∂˜iϕ(t)
)(
Dkt ∂˜jϕ(t)
))
κ˜dy
)1/2
.
Fixing T > 0 and s ≥ 0, we will consider solutions ϕ to (6.1)-(6.2) in the following space:
Hs+1T = {ϕ : [0, T ]× Ω→ R|Dkt ϕ ∈ L∞
(
[0, T ], Hs+1−k(Ω)
)
, k = 0, ..., s+ 1, 0 ≤ t ≤ T }. (6.5)
In order for the wave equation (6.1)-(6.2) to have a solution ϕ ∈ Hs+1T , the initial data (6.2) needs to
satisfy compatibility conditions. These are the conditions that there is a formal power series solution in t:
ϕ̂ =
∑
ϕkt
k to (6.1) at t = 0 so that ϕk|∂Ω = 0 for k = 0, ..., s. See (F.28).
We assume that we have the following a priori estimate for ϕ:∑
k+|J|≤3|Dkt ∂Jy ∂˜ϕ(t)|+ |Dkt ϕ(t)| ≤ L, in [0, T ]× Ω. (6.6)
This assumption is needed because in general (6.1) is a nonlinear equation. If the equation of state is such
that e′(ϕ) is constant, all of our results hold without (6.6). We also assume the bound forM=M [x˜] in (5.2).
The first goal of this section is to prove the following theorem:
Theorem 6.1. Fix s ≥ 0. There are continuous functions Gs, with
Gs=Gs
(
M,L, T,Ws−1(0), sup 0≤t≤T (||x˜(t)||Hs(Ω) + ||V (t)||X s + ||F1(t)||s−2)
)
,
so that if ϕ ∈ Hs+1T satisfies (6.1), (6.6) holds, then for 0 ≤ t ≤ T :
||ϕ(t)||s+1,0 + ||∂˜ϕ(t)||s,0 ≤ Gs
(
Ws(0) +
∫ t
0
||F1(τ)||s,0 + ||F1(τ)||s−1 + ||V (τ)||X s+1 dτ
)
, (6.7)
||∂˜ϕ(t)||s ≤ Gs(||T x˜||s + 1)
(
||F1(t)||s−1 +Ws(0) +
∫ t
0
||F1(τ)||s,0 + ||F1(τ)||s−1 + ||V (τ)||X s+1 dτ
)
. (6.8)
Proof. When s = 0, by Lemma 6.2 there is a continuous function G′0 = G
′
0(M) and a polynomial P0 so that:
d
dt
W0 ≤ G′0
(||F1||L2(Ω) + P0(L, ||ϕ||L2(Ω))W0). (6.9)
By Poincare´’s inequality and Ho¨lder’s inequality, we have ||ϕ||L2(Ω) ≤ C(M)||∂˜ϕ||L2(Ω) ≤ C(M)L. Multi-
plying both sides of (6.9) by the integrating factor e−(G
′
0+P0(L,C(M)L))t) and integrating, we get:
W0(t) ≤ G0
(
W0(0) +
∫ t
0
||F1(τ)||L2(Ω) dτ
)
,
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for a continuous function G0 = G0(M,L, T ). We now assume that we have the result for s = 0, ...,m − 1.
Let G′m be as in Lemma 6.2. By the inductive assumption, (6.10) gives:
d
dt
Wm ≤ G′m
((
1 + Pm(L,Wm−1(0), sup 0≤t≤T ||F1||m−2)
)
Wm + ||F1||m,0 + ||F1||m−1 + ||V ||Xm
)
,
for a polynomial Pm, and so multiplying by the integrating factor e
−G′m(1+Pm)t and integrating gives the
result for s = m as well. The estimate (6.8) then follows from (6.7) and (6.11). 
We have the following energy estimate proven in Section F.3:
Lemma 6.2. For each s ≥ 0, there is a continuous function G′s(t)=G′s(M, ||x˜(t)||s, ||V (t)||X s ,Ws−1(t)) and
a polynomial P so that if (6.1)-(6.6) hold, then:
d
dt
Ws ≤ G′s
(
Ws + ||F1||s,0 + ||F1||s−1 + ||V ||X s+1 + P (L,Ws−1, ||F1||s−2)Ws
)
. (6.10)
Theorem 6.1 relies on the following consequence of the elliptic estimate (5.9) and is proven in Section F.3:
Lemma 6.3. There is a continuous function G′′s =G
′′
s (M, ||x˜||s) and Ps so that if (6.1)-(6.6) hold, then:
||∂˜ϕ||s ≤ G′′s (||T x˜||Hs + ||V ||s)
(||ϕ||s+1,0 + ||∂˜ϕ||s,0 + ||F ||s−1 +Ps(L, ||ϕ||s,0, ||∂˜ϕ||s−1,0, ||F1||s−2)). (6.11)
The following result is used in Section 9 to replace the assumption (6.6) with an assumption at t = 0:
Corollary 6.4. Fix r ≥ 7. Suppose that for some T1,K > 0, we have the following estimate:
sup 0≤t≤T1
(||x˜(t)||r + ||V (t)||X r+1 + ||F1(t)||r,0 + ||F1(t)||r−1) ≤ K,
and that (6.1)-(6.5) hold on [0, T1], and∑
k+|J|≤3|(Dkt ∂Jy ∂˜ϕ)(0)|+ |Dkt ϕ(0)| ≤ L0.
There are continuous functions Qr and Gr = Gr(M,L0,W5(0),K) so that if T satisfies:
TQr(M,L0,W5(0),K, T1) ≤ 1, and T ≤ T1, (6.12)
then for 0 ≤ t ≤ T the estimate (6.8) holds with Gr replaced with Gr.
Proof. Let L(t) =
∑
|J|+k≤3 |Dkt ∂Jy ∂˜ϕ(t)|+ |Dkt ϕ(t)|. By Sobolev embedding L(t) ≤ C(||∂˜ϕ(t)||5+ ||ϕ(t)||5).
Using the product estimate (A.25) we have ||ϕ||5 ≤ C′(M, ||x˜||H7(Ω), ||V ||X 7)(||ϕ||5,0 + ||∂˜ϕ||4). Integrating
once in time and then using the estimates (6.8) and (6.7), we have:
L(t) ≤ L(0) + C′
∫ t
0
||ϕ(τ)||6,0 + ||∂˜ϕ(τ)||6 dτ ≤ L(0) + TP0, (6.13)
for a polynomial P0 with P0 = P0
(
M,L,W5(0), sup 0≤t≤T
(||x˜(t)||H7(Ω) + ||V (t)||X 7 + ||F1(t)||7)).
We take T ≤ T∗ ≡ min(T0, T1) with T0 defined by:
T0P0(M, 2L0,W5(0),K1) ≤ L0/2.
Let S={0≤ t≤T∗ : L(t) ≤ 2L0}. Then S is nonempty, connected and closed. If t ∈ S is an interior point then
(6.13) and the fact that t ≤ T0 shows that t+δ ∈ S for sufficiently small δ, so L ≤ 2L0 for t ≤ T∗. The result
now follows from Theorem 6.1 with Gr= Gr(M, 2L0, Tr,Wr−1(0),K1) and Qr= max(1, (2L0)
−1)P0. 
6.1. Estimates for differences of solutions. We will also need to prove a Lipschitz estimate for Λ. We
fix two vector fields VI ,VII and, defining x˜J, ∂˜J , ∆˜J with J=I,II as in (4.2)-(4.4), we consider solutions ϕJ to
σJD
2
tϕJ − ∆˜JϕJ = FJ , in [0,T ]×Ω, with ϕJ = 0, on [0,T ]×∂Ω, for J=I,II, (6.14)
with the same initial data (6.2). Here FJ =F
1
J +F
2
J [ϕJ , DtϕJ ] as in (6.3), where we assume that F
2
J [ϕJ ] =
F 2J [ϕJ , DtϕJ ] satisfies (6.4) and:
||Dst(F 2I [ϕI]−F 2II [ϕII])||L2≤P 1||ϕI−ϕII||s+1,0, ||F 2I [ϕI]−F 2II [ϕII]||s−1≤P 2(||ϕI−ϕII||s,0+ ||∂˜IϕI− ∂˜IIϕII||s−1),
where L2=L2(Ω), and P1, P2 depend on M and ||x˜J ||Hs(Ω), ||VJ ||X s , ||∂˜ϕJ ||s, J = I,II, and L, where∑
k+|M|≤3|Dkt ∂My ∂˜ϕJ |+ |Dkt ϕJ | ≤ L, in [0, T ]× Ω, for J = I,II. (6.15)
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Writing ψ = ϕI − ϕII , we have that:
σID
2
tψ − ∆˜Iψ = FI − FII + (∆˜I − ∆˜II)ϕII + (σI − σII)D2tϕII , in [0,T ]×Ω, with ψ = 0, on [0,T ]×∂Ω,
and that ψ|t=0 = Dtψ|t=0 = 0. In Lemma 6.5 we prove estimates for ψ that are similar to the estimates in
Theorem 6.1 for ϕI , ϕII . However because of the terms (∆˜I − ∆˜II)ϕII and (σI − σII)D2tϕII we will need to
assume an estimate for one more derivative of ϕII than we get back for ψ.
With notation as in the beginning of this section, we assume that both (u, VI) and (w, VII ) satisfy the a
priori assumption (5.2), and we also assume that ϕI , ϕII satisfy (6.15). We define:
||α||Ckx,t(Ω) =
∑
k1+k2≤k
||∂k1y Dk2t α||L∞(Ω).
We then have the following energy estimate for differences proven in section F.3:
Lemma 6.5. Suppose that (AI,VI), (AII,VII) satisfy (5.2) and that ϕI, ϕII satisfy the wave equation (6.1)-(6.2)
with ∆˜ replaced with ∆˜I , ∆˜II and F2 (defined by (6.3)) replaced with F2[ϕI ], F2[ϕII ], respectively. Define:
W I,IIs (t) =
(1
2
∑
k≤s
∫
Ω
e′(ϕI)|Dk+1t (ϕI − ϕII)|2 + |Dkt ∂˜I(ϕI − ϕII)|2 κ˜dy
)1/2
.
For each s ≥ 0, there is a positive, continuous function Ds depending on
M,L, T,Ws−1(0), and sup 0≤t≤T
(||x˜J (t)||Hs+1 + ||VJ (t)||X s+2 + ||F 1J (t)||s+1), J = I,II,
so that:
W I,IIs (t) ≤ Ds
∫ t
0
||F 1I (τ)−F 1II (τ)||s,0+ ||F 1I (τ)−F 1II (τ)||s−1+ ||VI(τ)−VII (τ)||s+1+ ||x˜I(τ)−x˜II(τ)||C3x,tdτ, (6.16)
||∂˜IϕI − ∂˜IϕII ||s ≤ Ds
(
(||T (xI − xII)||Hs(Ω) + ||x˜I − x˜II ||C3x,t + 1) + ||F 1I − F 1II ||s−1 +W I,IIs
)
. (6.17)
7. Estimates for the gravitational potential
The estimates for φ will require integration by parts on D˜t ≡ x˜(t,Ω) and this will yield a boundary
term which is difficult to deal with because there is no boundary condition for φ on ∂D˜t. Because of this,
following [12], our strategy is to extend the domain D˜t in the radial direction to a set D̂t (see (7.3)), and
then approximate φ with a sequence of functions φm defined D̂t in such a way that T ∆φm and Dt∆φm
vanish outside of D˜t. We will also see that Φ(x − z) ∈ L2z if x ∈ ∂D̂t and z ∈ D̂t and these facts will allow
us to bound ||T s∂φm||L2(D̂t) for each m after integrating by parts. We will also show that the sequence
{T s∂φm}∞m=1 is a Cauchy sequence in L2(D̂t), which gives an estimate for ||T s∂φ||L2(D˜t) by letting m→∞.
Finally, we get an estimate for ||φ||Hs+1(D˜t) using (5.6).
Similarly to Section 5, we will let Cs, C
′
s, C
′′
s , C
′′′
s denote continuous functions with:
Cs=Cs(M0, ||x˜||Hs), C′s=C′s (M, ||x˜||s), C′′s=C′′s (M0, ||x˜||H(s−1,1/2)), C′′′s =C′′′s (M, ||x˜||H(s−1,1/2), ||x˜||s), (7.1)
with Hk = Hk(Ω) and H(k,1/2) = H(k,1/2)(Ω) defined by (3.4).
7.1. Bounds for φ and the extended domain Ω̂. The following theorem is the main result of this section,
and follows from the elliptic estimate (5.6) and the upcoming Theorem 7.4.
Theorem 7.1. If r ≥ 5, then with φ defined by (4.8):
||∂˜φ||Hr−1(D˜t) ≤ Cr
(||ρ||Hr−2(D˜t) + ||ρ||H(r−2,1/2)(D˜t)),
||∂˜φ||Hr(D˜t) ≤ Cr(||T x˜||H(r−1,1/2)(Ω) + 1)
(||ρ||Hr−1(D˜t) + ||ρ||H(r−1,1/2)(D˜t)).
We now employ the strategy mentioned above. Fix d0>0 and define Ω
d0= {y1+y2 ∈ R3 : y1∈ Ω, |y2|<d0}.
Let χm be a smooth radial function whose support is contained in Ω
d0/2 with χm(y) = 1 whenever y ∈Ω,
where m is taken large enough that 1/m≤d0/2. For fixed r ≥ 7, let E denote an extension operator which is
bounded from Hr(Ω) to Hr(Ωd0) (see Appendix A.4 for the detailed construction of the extension operator
E). Define x̂(t, y) = χd0/2(y)E(x˜(t, ·)− x0(·))(y) + x0(y), and define the corresponding velocity by V̂=Dtx̂.
With these definitions, we have arranged that x̂(t, y)=x0(y) for y∈∂Ωd0, and for some 0< c<C<∞:
c||x˜||Hs(Ω) ≤ ||x̂||Hs(Ωd0 ) ≤ C||x˜||Hs(Ω), ||T x̂||Hs(Ωd0) ≤ C||T x˜||Hs(Ω), 0 ≤ s ≤ r, (7.2)
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by Theorem A.7 and similarly for V̂ . Abusing notation, we will also let χm denote the analogous function
in the Eulerian frame and write χm(x̂) = χm(x̂(t, y)). We use ∂̂ to denote the derivative with respect to x̂
and Dt = ∂t + V̂
k∂̂k to denote the material derivative in D̂t.
Assuming that (5.1) holds, then taking d0 smaller if necessary, x̂(t, ·) is a homeomorphism from Ωd0 to
D̂t and the normal N to ∂D˜t can be extended continuously into the region between ∂D˜t and ∂D̂t, where:
D̂t = x̂(t,Ωd0). (7.3)
We want to establish an approximation scheme which allows us to control φ. Let Φ be the fundamental
solution of the Laplacian and let ρ̂(x) = ρ(x) if x ∈ D˜t, ρ̂(x) = ρ¯ if x /∈ D˜t. We define
φm(t, x) = −ρ̂χm ∗ Φ(x), x ∈ D̂t. (7.4)
We will show that the sequence {T j∂̂φm}∞m=0 is Cauchy in L2(D̂t), which we will use to control ||T j ∂˜φ||L2(D˜t).
The fundamental result we need is the following inequality, whose proof can be found in Section C.1:
Theorem 7.2. Fix r≥5, suppose that (5.1) holds and let Φdenote the fundamental solution of the Laplacian
in R3. If g is a smooth function supported in x̂(t,Ωd0/2) such that g(x) is radial when x∈D̂t\Dt, then:
∑
j≤r
||T j ∂̂(g ∗ Φ)||L2(D̂t) ≤ C
′′
r (||T x˜||H(r−1,1/2)(Ω) + 1)
· (
∑
k≤r−1
||T kg||L2(D̂t) + ||T
r−1g||H(0,1/2)(D̂t) +
∑
k≤2
||T kg||L6(D̂t) + ||g||L∞(D̂t)). (7.5)
Applying (7.5) to g = ρ̂(χm−χn) and using that by construction T (ρ̂(χm−χn))=0, we have the following:
Corollary 7.3. With the same hypotheses and notation as in Theorem 7.2 and with φℓ defined by (7.4), set
φm,n = φm − φn and χm,n = χm − χn. Then∑
j≤r−1
||T j ∂̂φm,n||L2(D̂t) ≤ C
′′
r
(||ρ̂χm,n||L2(D̂t) + ||ρ̂χm,n||L6(D̂t) + ||ρ̂χm,n||L∞(D̂t)),
||T r∂̂φm,n||L2(D̂t) ≤ C′′r
(||T x˜||H(r−1,1/2)(Ω) + 1)(||ρ̂χm,n||L2(D̂t) + ||ρ̂χm,n||L6(D̂t) + ||ρ̂χm,n||L∞(D̂t)).
Corollary 7.3 implies that the sequence {T j ∂̂φm}∞m=1 is Cauchy in L2(D̂t) so T j ∂̂φm → T j ∂̂φ in L2(D̂t).
This allows us to get a bound for ||T j ∂˜φ||L2(D˜t) from that of ||T
j ∂̂φm||L2(D̂t). Although g = ρ̂χm is not
smooth, by a regularization procedure in the radial and tangential directions (7.5) still holds.
Theorem 7.4. With the same hypotheses and notation as in Theorem 7.2, writing φ = −ρχDt ∗Φ, we have:∑
j≤r−1
||T j ∂˜φ||L2(D˜t) ≤ C
′′
r
(||ρ||Hr−2(D˜t) + ||ρ||H(r−2,1/2)(D˜t)), (7.6)
||T r∂˜φ||L2(D˜t) ≤ C′′r
(||T x˜||H(r−1,1/2)(Ω) + 1)(||ρ||Hr−1(D˜t) + ||ρ||H(r−1,1/2)(D˜t)). (7.7)
Proof. Substituting g = −ρ̂χm into (7.5), we have:
∑
j≤r
||T j ∂̂φm||L2(D̂t) ≤ C′′r (||T x˜||H(r−1,1/2)(Ω) + 1)
· (
∑
k≤r−1
||T k(ρ̂χm)||L2(D̂t) + ||T
r−1(ρ̂χm)||H(0,1/2)(D̂t) +
∑
k≤2
||T k(ρ̂χm)||L6(D̂t) + ||ρ̂χm||L∞(D̂t)).
Since the right hand side involves only tangential derivatives and because ρ̂χm → ρχD˜t as m→∞, we have
that ||T r−1(ρ̂χm)||H(0,0.5)(D̂t) → ||T
r−1ρ||H(0,0.5)(D˜t) and ||T
k(ρ̂χm)||L2(D̂t) → ||T
kρ||L2(D˜t) for k ≤ r − 1,
and these are both bounded by the right-hand side of (7.6) (resp. (7.7)). Similarly, for k ≤ r − 1 we have
||T k(ρ̂χm)||L6(D̂t) → ||T
kρ||L6(D˜t) and by the Sobolev lemma, this last term is bounded by the right-hand
side of (7.6) (resp. (7.7)). The term involving the L∞ norm can be bounded in the same way. 
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7.2. Bounds for φ with mixed space and time derivatives. The purpose of this section is to estimate
||Dk−1t ∂˜φ||Hℓ(D̂t), extending the result of Theorem 7.1. Recall the notation from (7.1).
Theorem 7.5. Fix r≥7, k≥1 and suppose that (5.2) holds. Then with φ defined by (4.8) we have
||Dk−1t ∂˜φ||Hℓ(D˜t) ≤ C
′
r
∑
s≤k−1
||Dst ρ||Hr−s−1(D˜t), if k+ℓ≤r, (7.8)
||Dk−1t ∂˜φ||Hℓ(D˜t) ≤ C
′
r(||T x˜||H(r−1,1/2)(Ω) + 1)
∑
s≤k−1
||Dst ρ||Hr−s(D˜t), if k+ℓ=r. (7.9)
In addition, C′r in (7.8)-(7.9) can be replaced by C(||x˜||Hr(Ω),
∑
s≤k−1||DstV ||Hr−s(Ω)).
Proof. We will just prove (7.9), the proof of (7.8) being similar. We proceed by induction: when k + ℓ = 1,
this follows from Theorem 7.1. Suppose that we know (7.9) for k + ℓ = 1, · · · r. The case ℓ = 0 follows
directly from Theorem 7.7 so we assume that ℓ ≥ 1. By the elliptic estimate (5.9), we have:
||Dk−1t ∂˜φ||Hℓ(D˜t) ≤ C(||x˜||Hr(Ω))
(|| divDk−1t ∂˜φ||Hℓ−1(D˜t)+ || curlDk−1t ∂˜φ||Hℓ−1(D˜t)+∑s≤ℓ||T sDk−1t ∂˜φ||L2(D˜t)).
To control || divDk−1t ∂˜φ||Hℓ−1(D˜t) and || curlD
k−1
t ∂˜φ||Hℓ−1(D˜t), we use (D.13) and get:
|| divDk−1t ∂˜φ||Hℓ−1(D˜t) ≤ ||D
k−1
t ρ||Hℓ−1(D˜t) + P (
∑
s≤k−2||DstSεV ||Hr−s(Ω))
∑
s≤k−2
||Dst ∂˜φ||Hr−1−s(D˜t),
|| curlDk−1t ∂˜φ||Hℓ−1(D˜t) ≤ P (
∑
s≤k−2||DstSεV ||Hr−s(Ω))
∑
s≤k−2
||Dst ∂˜φ||Hr−1−s(D˜t).
By the inductive assumption, ||Dst ∂˜φ||Hr−s(D˜t) is bounded by the right-hand side of (7.8) (resp. (7.9)) when
s ≤ k − 2, and by Theorem 7.7, we likewise control ||T sDk−1t ∂˜φ||L2(D˜t) for s ≤ ℓ. 
First, we need a result analogous to Theorem 7.2. Let Dr be the mixed tangential space and time
derivative defined in Section 3.3. The proof of the following theorem can be found in Appendix C.2:
Theorem 7.6. Fix r ≥ 5, suppose that (5.1) holds and let Φ denote the fundamental solution of the Laplacian
in R3. If g is a smooth function whose support is contained in x̂(t,Ωd0/2) which additionally satisfies that
g(x) is radial whenever x∈D̂t\Dt, then with Lp = Lp(D̂t):∑
k≤r
||Dk∂̂(g ∗ Φ)||L2 ≤ C′′′r (||T x˜||H(r−1,1/2)(Ω) + 1)(
∑
k≤r
||Dkg||L2 +
∑
k≤2
||Dkg||L6 + ||g||L∞).
Similar to the case when Dj = T j , Theorem 7.6 with g = ρ̂(χm − χn) implies that the sequence
(Dj ∂̂φ̂m)
∞
m=1 is Cauchy in L
2(D̂t) for j ≤ r and this gives the following bound:
Corollary 7.7. With the same hypotheses and notation as in Theorem 7.6, writing φ = −ρχDt ∗Φ, we have:∑
j≤r−1
||Dj ∂̂φ||L2(D˜t) ≤ C
′′′
r (
∑
k≤r−1
||Dkρ||L2(D˜t) +
∑
k≤2
||Dkt ρ||H3−k(D˜t)),
∑
j≤r
||Dj ∂̂φ||L2(D˜t) ≤ C
′′′
r (||T x˜||H(r−1,1/2)(Ω) + 1)(
∑
k≤r
||Dkρ||L2(D˜t) +
∑
k≤2
||Dkt ρ||H3−k(D˜t)).
7.3. Fractional derivative bounds for φ. We will need an estimate for ||∂˜φ||H(0,r−1/2)(Dt) in Section 12.
The following theorem is an analogue of Theorem 7.4 and follows from an approximation argument as above
and the estimates in Appendix A. See Appendix C for the proof.
Theorem 7.8. Fix r ≥ 5. With φ defined by (4.8) we have
||T r−1∂˜φ||H(0,1/2)(D˜t) ≤ Cr||ρ||Hr−1(D˜t).
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7.4. Estimates for differences of solutions. Let VI , VII : Ω → R3 be two vector fields and x˜I , x˜II their
corresponding smoothed flows. Let x̂I , x̂II be the corresponding flow maps in the extended domain Ω
d0 and
V̂I=Dtx̂I , V̂II=Dtx̂II be the associated velocity fields. For J=I,II, we define D˜Jt= x˜J (t,Ω) and:
φJ (t, x) =
∫
D˜Jt
ρJ(yJ (t, z))χD˜Jt(z)Φ(x− z) dz, (7.10)
where yJ(t, ·) :D˜Jt→Ω is the inverse of x˜J (t, ·). Throughout this section let Dr denote a continuous function
Dr=Dr(||x˜I ||Hr(Ω), ||x˜II ||Hr(Ω), ||VI ||Hr−1(Ω), ||VII ||Hr−1(Ω), ||DtVI ||r−1, ||DtVII ||r−1). (7.11)
To prove a Lipschitz estimate for the map Λ in Section 9 we have
Theorem 7.9. For r≥7 there is a continuous Dr as in (7.11) so that for k+ℓ= rwith φJ defined by (7.10):
||Dk−1t ∂˜IφI−Dk−1t ∂˜IIφII ||Hℓ(Ω) ≤ Dr
(||ρI− ρII ||r−1 + {||x˜I− x˜II ||Hr(Ω) + ||VI− VII ||X r}||ρII ||r−1). (7.12)
In addition, Dr in (7.8)-(7.9) can be replaced by
Dk,ℓ
(||x˜I ||Hr(Ω), ||x˜II ||Hr(Ω),∑s≤k−1||DstVI ||Hr−s(Ω),∑s≤k−1||DstVII ||Hr−s(Ω)).
Proof. First, if k = 1, by Lemma B.2, we have:
||∂˜IφI−∂˜IIφII ||Hr−1(Ω) ≤ Dr
(||ρI−ρII ||Hr−2(Ω)+||T r−1(∂˜IφI−∂˜IIφII)||L2(Ω)+||x˜I−x˜II ||Hr(Ω)||∂˜IIφII ||Hr−1(Ω)),
which is bounded by the right-hand side of (7.12). Second, we consider the case when k≥ 2. If ℓ= 0 then
(7.12) is Theorem 7.11. When ℓ≥1, we set α= ∂˜IφI and β= ∂˜IIφII in Lemma B.2 and get with Hk= Hk(Ω):
||Dk−1t ∂˜IφI−Dk−1t ∂˜IIφII||Hℓ≤Dr(||divIDk−1t ∂˜IφI−divIIDk−1t ∂˜IIφII||Hℓ−1+||curlIDk−1t ∂˜IφI−curlIIDk−1t ∂˜IIφII||Hℓ−1
+ ||T ℓDk−1t (∂˜IφI− ∂˜IIφII)||L2 + ||∂˜IφI − ∂˜IIφII ||Hr−1 + ||x˜I − x˜II ||Hr ||Dk−1t ∂˜IIφII ||Hℓ),
which is bounded by the right-hand side of (7.12) except for the first two terms. For the first term, we write:
divI D
k−1
t ∂˜IφI − divII Dk−1t ∂˜IIφII = Dk−1t (ρI − ρII)
+
∑(
(Dk1t ∂x˜I) · · · (Dkst ∂x˜I)(∂˜IDℓ
′
t ∂˜IφI)
)− ((Dk1t ∂x˜II) · · · (Dkst ∂x˜II)(∂˜IIDℓ′t ∂˜IIφII )),
with the sum taken over all k1 + · · ·+ ks + ℓ′ = k − 1 and k1 ≥ 1. The Hℓ−1(Ω) norm is controlled by
Cr(||ρI−ρII ||k−1,ℓ−1+
∑
s≤k−2
||Dst (∂˜IφI−∂˜IIφII)||Hr−2−s+
{||x˜I−x˜II ||Hr+||VI−VII ||X r}||Dst ∂˜IIφII ||Hr−2−s),
by adapting the argument used in the proof of Lemma C.7. The curl term is controlled similarly. 
With fJ=(gJ ∗Φ)◦x̂J , J=I,II, the following theorem allows one to control ||Dr−1∂̂IfI−Dr−1∂̂IIfII ||L2(Ωd0).
This will be used to get an estimate for ||Dr−1∂˜IφI −Dr−1∂˜IIφII ||L2(Ω) and by Proposition B.2 this will allow
us to control the full Sobolev norm of the difference. The proof of this is in Appendix C.
Theorem 7.10. For r≥7 there is a continuous Dr as in (7.11) so that the following hold. For J=I,II, if
gJ are smooth functions supported in Ω
d0/2, such that DgJ=0 in Ω
d0\Ω, then fJ=(gJ ∗ Φ)◦ x̂J satisfy:∑
k≤r−1
||Dk∂̂IfI −Dk∂̂IIfII ||L2(Ωd0)
≤ Dr(
∑
k≤r−1
||Dk(gI − gII)||L2(Ωd0 ) +
∑
k≤2
||Dk(gI − gII)||L6(Ωd0) + ||gI − gII ||L∞(Ωd0)
+
{||x˜I − x˜II ||Hr(Ω) + ||VI − VII ||r}(∑
k≤r−1
||DkgII ||L2(Ωd0) +
∑
k≤2
||DkgII ||L6(Ωd0 ) + ||gII ||L∞(Ωd0 )
)
).
Let φmI , φ
m
II be the extended φI and φII , respectively, i.e., φ
m
I =
∫
Ωd0 [ρ̂Iχm](ẑI(t, y
′))Φ(x̂I (t, y)−ẑI(t, y′)) dy′
and φmII is defined in a analogous way. Then Theorem 7.10 with F = φ
m
I − φnI and G = φmII − φnII implies
that the sequence (Dk ∂̂Iφ
m
I − Dk∂̂IIφmI )∞m=1 is Cauchy in L2(Ωd0), and this allows one to get a bound for
||Dr∂˜IφI −Dr∂˜IIφII ||L2(Ω) from that of ||Dr∂̂IφmI −Dr∂̂IIφmII ||L2(Ωd0), which gives:
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Theorem 7.11. If r ≥ 7, there is a continuous Dr as in (7.11) so that with φI , φII defined by (7.10):∑
k≤r−1
||Dk∂˜IφI −Dk∂˜IIφII ||L2(Ω) ≤ Dr(
∑
k≤r−1
||Dk(ρI − ρII)||L2(Ω) +
∑
k≤2
||Dkt (ρI − ρII)||H3−k(Ω)
+
{||x˜I − x˜II ||Hr(Ω) + |VI − VII ||r}(∑
k≤r−1
||DkρII ||L2(Ω) +
∑
k≤2
||DktρII ||H3−k(Ω)
)
).
8. Estimates for solutions of the enthalpy equation
With the same notation as in the previous sections, we now return to the equation:
e′(h)D2t h− ∆˜h = (∂˜iSεV j)∂˜jV i− e′′(h)(Dth)2− ρ(h), in [0,T ]×Ω, with h = 0, on [0,T ]×∂Ω, (8.1)
h(0, y) = hε0(y), Dth(0, y) = h
ε
1(y), on Ω. (8.2)
We set:
Ws(t) =
(1
2
∑
k≤s
∫
Ω
e′(h)|Dk+1t h(t)|2 + δij
(
Dkt ∂˜ih(t)
)(
Dkt ∂˜jh(t)
)
κ˜(t) dy
)1/2
. (8.3)
By Lemma D.10, writing F1 = −(∂˜iSεV j)(∂˜jV i) and F2 = −e′(h)(Dth)2 − ρ(h), we have the estimates:
||F1||s,0 =
∑
k≤s
||Dkt F1||L2 ≤ C(M)
(||DstV ||H1 + P (||V ||X s)),
||F1||s−1 =
∑
k+ℓ≤s−1
||Dkt F1||Hℓ ≤ C(M)
(||V ||s + ||x˜||Hs + P (||V ||s−1, ||x˜||Hs−1 )),
and assuming that h satisfies the a priori assumption (6.6) we have
||F2[h]||s,0 ≤ P1(L, ||h||s,0, ||h||s−1)||h||s+1,0, ||F2[h]||s−1 ≤ P2(L, ||h||s−1)||h||s.
Combining these estimates with Theorem 6.1, we have:
Proposition 8.1. Fix r ≥ 7, 0 ≤ s ≤ r, and T > 0. Suppose that V ∈ X r+1(T ) and that (5.2) holds. There
is a continuous function Cs depending on M,L,Ws−1(0) and sup 0≤t≤T
(||V (t)||X s + ||x˜(t)||Hs) so that if h
satisfies the wave equation (8.1)-(8.2) and the a priori assumption (6.6) for 0 ≤ t ≤ T , then for s ≤ r − 1:
||Dth(t)||s,0 + ||∂˜h(t)||s,0 ≤ Cs
(
Ws(0) +
∫ t
0
||V (τ)||X s+1 dτ
)
, 0 ≤ t ≤ T,
||∂˜h(t)||s ≤ Cs
(
||V (t)||s + ||x˜(t)||Hs +Ws(0) +
∫ t
0
||V (τ)||X s+1 dτ
)
, (8.4)
||∂˜h(t)||r ≤ Cr
(
||V (t)||r + ε−1||Jεx(t)||Hr +Wr(0) +
∫ t
0
||V (τ)||X r+1
)
.
Moreover, with hεk defined as in Section 4.3, suppose that:∑
k+|J|≤3|∂Jy ∂˜hεk|+ |hεk| ≤ L0.
If T satisfies (6.12) then the constants Cs can be taken to depend on L0 instead of L if T ≤T1.
8.1. Estimates for differences of solutions. We now prove the estimates we will need in Corollary 9.6.
Recall the notation and definitions from Section 6. Suppose that hJ , for J = I,II, satisfy:
e′(hJ )D
2
thJ − ∆˜JhJ = (∂˜JiSεV jJ )(∂˜JjV iJ )− e′′(hJ )(DthJ )2− ρ(hJ), in [0, T ]×Ω,
hJ = 0, on [0, T ]×∂Ω, hJ(0, y) = hε0(y), DthJ(0, y) = hε1(y), on Ω.
We write WIs ,WIIs for the energy (8.3) evaluated at hI , hII , respectively, and F 1J =−(∂˜JiSεV jJ )(∂˜JjV iJ ) for
J = I,II. By the estimate (D.24) we have with Cs = Cs(M, ||VI ||s, ||VII ||s, ||x˜I ||Hℓ+1 , ||x˜II ||Hℓ+1):
||F 1I − F 1II ||s,0 ≤ Cs
(||Dst (VI − VII)||H1(Ω) + ||VI − VII ||C3x,t),
||F 1I − F 1II ||s−1 ≤ Cs
(||VI − VII ||X s + ||x˜I − x˜II ||Hs + ||x˜I − x˜II ||C4x,t).
Writing F 2J =−e′′(hJ )(DthJ)2 − ρ(hJ ), by the estimates (D.25)-(D.26), we also have:
||F 2I − F 2II ||s,0 ≤ Cs
(||hI − hII ||s+1,0 + ||VI − VII ||C3x,t),
||F 2I − F 2II ||s−1 ≤ Cs
(||VI − VII ||X s + ||x˜I − x˜II ||Hs + ||x˜I − x˜II ||C4x,t).
Combining these estimates with Lemma 6.5, we have:
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Corollary 8.2. Define:
WI,IIs (t) =
(1
2
∑
k≤s
∫
Ω
e′(hI)|Dk+1t (hI − hII)|2 + |Dkt ∂˜I(hI − hII)|2 κ˜Idy
)1/2
.
Fix r ≥ 7 and suppose that the hypotheses in Proposition 6.4 hold. Take T small enough that (6.12)
holds. For each s ≤ r − 1 there is a positive continuous function Ds depending on M,L0,Ws(0), and
sup0≤t≤T
(||VJ (t)||X r+1 + ||x˜J (t)||Hr), for J = I,II, so that:
sup 0≤t≤TW
I,II
s (t) ≤ Ds
∫ T
0
||VI(τ)−VII(τ)||X r+1 + ||x˜I(τ) − x˜II(τ)||Hr (Ω)+ ||x˜I− x˜II ||C4x,t(Ω) dτ, (8.5)
||∂˜IhI − ∂˜IIhII ||s ≤ Ds
(
W I,IIs + ||VI − VII ||s+1 + ||xI − xII ||Hs
)
. (8.6)
9. Existence for the smoothed problem up to a smoothing dependent time
Let (V ε0 , h
ε
0) satisfy the comptibility conditions of order r (see (4.12)) for some r ≥ 7, and define hε1 by
(4.17). In this section, we will prove that there is a unique vector field V solving the smoothed-out Euler
equations (4.9) with h given by (4.6)-(4.7). We will work with the norms:
||V ||X s(T ) = sup 0≤t≤T ||V (t)||X s , where ||V (t)||X s =
∑s−1
k=0
||D1+kt V (t)||Hs−k−1(Ω) + ||V (t)||Hs−1(Ω).
We let X s(T ) denote the closure of C∞([0, T ];C∞(Ω)) with respect to the norm X s(T ).
For a given vector field V ∈ X r+1(T ), we define the tangentially smoothed flow x˜ : [0, T ]× Ω→ R3 as in
(4.1), A as in (4.2) and the derivatives ∂˜, ∆˜ by (4.3) and (4.4). By Theorem F.7, if hε0, h
ε
1 are compatible to
order r, there is a function h = h[V ] which solves the problem:
D2t e(h)− ∆˜h = (∂˜iSεV j)(∂˜jV i)− ρ(h), on [0, T ]× Ω, and h = 0 on [0, T ]× ∂Ω, (9.1)
h(0, y) = hε0(y), Dth(0, y) = h
ε
1(y), on Ω, (9.2)
and the estimates in Proposition 8.1 hold for h. We also define ρ = ρ[h] = ρ[V ] as in Section 4.2 and then
define φ = φ[V ] by (4.8). We then define a map Λ by:
Λi(V )(t, y) = V i0 (y)−
∫ t
0
δij ∂˜jh(s, y) ds−
∫ t
0
δij ∂˜jφ(s, y) ds.
If V is a regular fixed point of Λ then it satisfies (4.9) and the corresponding h satisfies (9.1)-(9.2). Set:
Es0 = ||V (t)||X s
∣∣
t=0
, and Ws0 =
(1
2
∑
k≤s
∫
Ω
(|hεk+1(y)|2 + |∂˜hεk(y)|2)κ˜0(y) dy)1/2,
with the hεs defined by (4.16) and κ˜0 = det(∂x0/∂y). In Lemma 9.2, we show that if V satisfies (4.19), then
these quantities are well-defined and bounded by the initial data. We also write:
es0 = e
s
1 + e
s
2 + e
s
2, where e
s
1 = ||x0||Hs(Ω), es2 = ||V ε0 ||Hs(Ω), and es3 = ||hε0||Hs(Ω).
We remark that x0 and h0 are not independent; we take x0 so that det(∂x0/∂y)=1/ρ(h0), and consequently
es3≤C(es3)es+11 for a constant C depending on the equation of state. However, it is more natural to state our
estimates in terms of xε0 rather than h
ε
0 in many cases so we will keep the notation separate.
The main result of this section is then:
Theorem 9.1. Let r ≥ 7. If Er+10 +W0r + er0 <∞ and V ε0 , hε0 satisfy the compatibility conditions (4.12) to
order r, then for sufficiently small ε, there is a positive and continous function Tε = Tε(E
r+1
0 ,W0r , er0, ε−1)
so that for any 0 ≤ T ≤ Tε, there is a unique V ∈ X r+1(T ) which satisfies the smoothed-out problem (4.9).
Moreover, there is a positive continuous function Fr so that:
sup0≤t≤T
(||V (t)||X r+1 + ||∂˜h(t)||r) ≤ ε−1Fr(Er0 ,W0r−1, er−10 )(Er+10 +W0r + er0) + 1,
sup0≤t≤TWr(t) ≤ Fr(Er0 ,W0r−1er0)W0r + 1. (9.3)
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First, in Section 9.1, we show that Λ(V ) is admissible (recall the definition in (4.19)) whenever V is, and
that under the hypotheses of Theorem 9.1, the quantities Er+10 ,W0r are bounded. In Proposition 9.4, we use
the estimates from Section 8 to show that ||Λ(V )||X r+1 can be bounded in terms of the initial data, ε, and
||V ||X r+1 . This fact is then used in Corollary 9.5 to show that Λ maps a certain Banach space Cr+1 ⊂ X r+1
to itself (see (9.14)). Finally, in Proposition 9.6, we prove that if VI , VII ∈ Cr+1, ||Λ(VI)− Λ(VII)||X r can be
bounded in terms of ||VI ||X r+1 , ||VII ||X r+1 and ||VI − VII ||X r .
9.1. The initial data. Given (V0, h0) ∈ Hr that satisfy the compatibility conditions (2.15) to order r − 1,
let (V ε0 , h
ε
0) ∈ Hr be the data constructed in Appendix E that satisfy (4.12) to order r − 1. Define hε1 by:
e′(hε0)h
ε
1 = − divV ε0 , where div V ε0 = ∂˜iV i0 .
If V ε0 , ...,V
ε
r are as in (4.15), we will only consider vector fields V which are admissible to order r, meaning:
Dkt V
∣∣
t=0
= V εk , k = 0, ..., r. (9.4)
Taking M0, L0 so that:
|∂x0|+ |∂x−10 |+
∑
k+|J|≤3|∂JVk| ≤M0/2, and
∑
k+|J|≤3|∂J ∂˜hk|+ |hk| ≤ L0/2, (9.5)
we have the following bounds for sufficiently small ε:
|A(0, y)|+ |A−1(0, y)|+∑k+|J|≤3|∂JV εk | ≤M0, and ∑k+|J|≤3|∂J ∂˜hεk|+ |hεk| ≤ L0. (9.6)
That there are data so that the compatibility conditions (4.12) hold follows from Theorem E.1. We have:
Lemma 9.2. Suppose that (V ε0 , h
ε
0) satisfy the compatibility conditions for smoothed Euler (4.12) to order
r−1. Then if V satisfies (9.4), Λ(V ) also satisfies (9.4). Moreover, Es+10 +Ws0≤ C(M0)
(
er+11 +P (e
r
0)
)
, s≤r.
Proof. To see that Λ(V ) satisfies (9.4), note that Λ(V )
∣∣
t=0
=V ε0 , and for k≥1, by the definition of V εk , (4.15):
Dkt V |t=0 = V εk =
∑
ℓ≤k
S˜jkiℓ (∂˜V˜
ε
0 , ..., ∂˜V˜
ε
k−ℓ−1)∂˜jH
ε
ℓ = −Dk−1t ∂˜h
∣∣
t=0
−Dk−1t ∂˜φ
∣∣
t=0
,
where the last equality follows from the identity (4.13), and the fact that by construction Dkt h|t=0 = hεk,
Dkt φ|t=0 = φεk. The right-hand side here is Dkt Λ(V ) by definition and this proves the first point.
To prove the second point, we start by showing that for 0 ≤ s ≤ r,
Es+10 +W
s
0 ≤ C(M0)(es+10 + P (L0, er0)), (9.7)
where L0 is as in (9.5). If V satisfies (9.4), then:
DtV |t=0 = V ε1 = −∂hε0 − ∂˜φ|t=0,
and so:
E10 =
(||DtV (t, ·)||L2 + ||V (t, ·)||L2)∣∣t=0 ≤ C(M0)(||hε0||H1 + ||ρ(hε0)||L2 + ||V ε0 ||L2),
where we used Theorem 7.1 to control ||φ(0, ·, )||H1. That W 00 is bounded by the right-hand side of (9.7) is
immediate, so (9.7) hold for s=0. Suppose now that it holds for s≤m−1. We introduce the notation:
em
∗
0 =
∑m
k=0
||hεk||Hm−k .
By definition we have ||V ε0 ||Hm ≤ em0 . Suppose we know that for some k ≥ 0:
||V εk ||Hm−k ≤ C(M0)
(||Hεk−1||Hm−k+1 + P (em∗0 , em−10 , L0)),
where Hεk−1 is defined in Section 4.3, then by definition for Fk, and Theorem 7.5, we have:
||V εk+1||Hm−k−1≤ C(M0)
(||Hεk ||Hm−k+ ||(∂V εk )∂Hε0 ||Hm−k+ ||Fk+1||Hm−k−1)≤ C(M0)(||hεk||Hm−k+P (em∗0, em−10 , L0)).
Therefore (9.7) follows from bounding em
∗
0 by ||V ε0 ||Hm and ||hε0||Hm , and hence em0 . To prove this, we use
the continuity equation hε1 = e
′(hε0)
−1div V ε0 which yields the bound ||hε1||Hm−1 ≤ P (L0, em0 ). In addition,
suppose we know that for some k ≥ 3∑
ℓ≤k−1
||hεℓ ||Hm−ℓ ≤ P (L0, em0 ).
We want to show that ||hk||Hm−k can be controlled by the same bound. This follows from the wave equation,
hεk = e
′(hε0)
−1
(
∆hεk−2 + (∂SεVk−2)(∂V0) +Gk−2
)
,
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where Gk−2 is given in Section 4.3. This implies:
||hεk||Hm−k ≤ P (L0, em0 ),
where the bound of ||Gk−2||Hm−k follows from Sobolev lemma. 
9.2. Existence on a time interval of size O(ε). We can now prove Theorem 9.1. We start with the
following simple lemma, which will be used to control some low norms of x˜ and V .
Lemma 9.3. Fix r≥ 5 and T1> 0 and suppose that V satisfies (9.4) and that ||V ||X r(T1)≤K. If the initial
data satisfies (9.6), then there is a positive, continuous function D0 so that if T satisfies:
TD0(M0,K, T1) ≤ 1, and T ≤ T1,
then:
sup 0≤t≤T
(||∂x˜(t, ·)/∂y||L∞ + ||∂y(t, ·)/∂x˜||L∞ +∑k+|J|≤3||Dkt ∂Jy V (t, ·)||L∞) ≤ 4M0.
Proof. We integrate in time and use Sobolev embedding to get:
||∂x˜(t, ·)/∂y(t, ·)||L∞ +
∑
k+|J|≤3||∂JyDtV (t, ·)||L∞ ≤M0 +
∫ t
0
||V (τ)||X 5 dτ.
The right-hand side is bounded by 2M0 if T ≤min(T1,M0/K). To control ∂y/∂x˜, letN(t)= ||∂y(t, ·)/∂x˜||L∞(Ω)
and note that by (D.1) we have dN/dt≤ C0N2||∂SεV ||L∞(Ω). Using N(0)≤ M0 and Sobolev embedding,
this implies that N(t) ≤ M0(1−C0M0t||∂V (t)||L∞(Ω))−1 for a constant C0 depending only on Ω. Taking
D0= 2min(K/M0, 2C0M
2
0 ), this implies that N(t)≤2M0 provided T ≤ T1 and TD0 ≤ 1. 
We can now begin the proof of local well-posedness. We will use the next estimate to show that Λ maps
a certain Banach space to itself. We set E
r
0 = E
r+1
0 +W0r + er0.
Proposition 9.4. Fix r ≥ 7 and suppose that V0, h0 are such that Er0 <∞. There are continuous, positive
functions Dr, D
′
r and polynomials P1,P2 so that the following statement holds: If T, ε satisfy:
TDr(M0, L0, E
r
0) ≤ 1, εD′r(M0, L0, E
r
0) ≤ 1, (9.8)
and V ∈ X r+1(T ) is any vector field satisfying the condition (9.4) with ||V ||X r+1(T ) ≤ ε−2Er+10 , then:
sup 0≤t≤T ||Λ(V )(t)||X r+1 ≤ ε−1P1
(
Er+10 , e
r
0,W0r
)
+ ε−1T P2
(
Er+10 , e
r
0,W0r , ||V ||X r+1(T )
)
.
Proof. To get started, we fix T1 ≤ 1 and ε small enough that (9.6) holds, and consider only V so that
sup 0≤t≤T1 ||V (t)||X r+1≤ ε−2Er+10 . With F1= −(∂˜iSεV j)(∂˜jV i), we fix K0= K0(Er+10 , er0, ε−1) so that:
sup 0≤t≤T1
(||x˜(t)||r + ||V (t)||X r+1 + ||F1(t)||r,0 + ||F1(t)||r−1) ≤ K0,
whenever ||V ||X r+1(T1) ≤ ε−2Er+10 , where we are bounding ||x˜(t)||r ≤ ||x˜(0)||r + T1||V ||X r+1(T1).
Let D0 be as in Lemma 9.3, and take T smaller if needed so that TD0(M0, T1)≤1. By Lemma 9.3:
sup 0≤t≤T
(||∂x˜(t, ·)/∂y||L∞ + ||∂y(t, ·)/∂x˜||L∞ +∑k+|J|≤3||Dkt ∂Jy V (t, ·)||L∞) ≤ 4M0,
for all V satisfying (9.4) with ||V ||X r(T ) ≤ ε−2Er+10 . In particular, the assumption (5.2) holds withM = 4M0.
With Qr as in Corollary 6.4 and G
′
r as in Theorem F.7, we take T smaller again if necessary so that:
T (Qr(4M0, L0,W0r ,K0, T1) +G′r(4M0, L0,W0r ,K0, T1)) ≤ 1. (9.9)
By Lemma 9.2 and Theorem F.7 the wave equation (9.1)-(9.2) has a unique solution h=h[V ] on [0, T ]×Ω.
By the above calculations and the first bound in (9.9), applying Proposition 8.1, for 0 ≤ t ≤ T we have:
||h(t)||s+1,0+ ||∂˜h(t)||Hs(Ω) ≤ (1+ε−1)D1(||Jεx(t)||Hr (Ω)+ ||V (t)||Hr(Ω))+TD2||V ||X r+1(T ), 0 ≤ s ≤ r.
whereD1,D2 depend onM0, L0,W0r as well as sup0≤t≤T ||x˜(t)||Hr(Ω)+||V(t)||X r. We now bound ||V(t)||Hr(Ω)≤
Er+10 + T ||V ||X r+1(T ) and ||x˜(t)||Hr(Ω)+ ||V (t)||X r≤ Er+10 + er0+ T ||V ||X r+1(T ). This gives:∑
s≤r−1
||h(t)||s+1,0 + ||∂˜h(t)||Hs(Ω) ≤ (1 + ε−1)D′1 + TD′2, (9.10)
with D′1 = D′1(M0, L0, Er+10 , er0,W0r , T ||V ||X r+1(T )) and D′2 = D′2(M0, L0, Er+10 , er0,W0r , ||V ||X r+1(T )).
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By Theorem 7.5, we also have:
||∂˜φ||r ≤ (1 + ε−1)P
(||x˜||Hr(Ω), ||V ||X r , ||V ||Hr(Ω), ||h||r−1)||Jεx||Hr(Ω)||h||r
≤ (1+ε−1)D′3(Er0 , er0)+TD′4
(
Er0 , e
r
0, ||V ||X r+1(T )
)
. (9.11)
Set P1 = D′1 + D′3 and P2 = D′2 + D′4. Since, for k ≥ 1 we have Dkt Λ(V )i = −Dk−1t ∂˜ih −Dk−1t ∂˜iφ, the
estimates for ||Dkt Λ(V )||Hℓ(Ω) follow from (9.10)-(9.11), and the estimate
||Λ(V )(t)||Hr (Ω) ≤ ||V0||Hr(Ω) + T sup 0≤τ≤T
(||∂˜h(τ)||Hr(Ω) + ||∂˜φ(τ)||Hr (Ω)). 
Corollary 9.5. If the hypotheses of the previous theorem hold, there are positive, continuous, functions
D′′r ,Pr = Pr(M0, E
r
0, ε) so that if T satisfies:
TD′′r (M0, E
r
0, ε) ≤ 1, (9.12)
and if V ∈ X r+1(T ) satisfies (9.4) as well as the bound:
sup 0≤t≤T ||V (t)||X r+1 ≤ ε−1Pr + 1, (9.13)
then Λ(V ) satisfies:
sup 0≤t≤T ||Λ(V )||X r+1 ≤ ε−1Pr + 1.
Proof. Let Dr, D
′
r,P1,P2 be as in Proposition 9.4. Take ε, T small enough that (9.8) holds. Let T ∗,P1,P2 be
as in Proposition 9.4. By Sobolev embedding and the elliptic estimate (8.4), we have that L0 ≤ C0(M0, Er0),
and we take D′′r = D
′
r(M0, C0, E). Now set Pr = P1. Taking ε smaller if needed, the right-hand side of
(9.13) is smaller than ε−2Er+10 , and so if V satisfies (9.13) for T ≤T ∗, then Proposition 9.4 applies and so:
sup 0≤t≤T ||Λ(V )(t)||X r+1 ≤ ε−1P1 + T
(
ε−1P2(Er+10 , er0,W0r , ε−1P1 + 1)
)
.
We now take T small enough that this last factor is 1, which gives the result. 
We now take T small enough that (9.12) holds and define:
Cr+1(T ) = {V : [0, T ]×Ω→ R3∣∣V satisfies (9.4) and sup 0≤t≤T ||V (t)||X r+1≤ ε−1Pr(er0, Er+10 )+1}. (9.14)
Corollary 9.5 and Lemma 9.2 imply that Λ : Cr+1(T )→ Cr+1(T ). We now want to show that Λ has a fixed
point in Cr+1(T ) for T taken small enough. We start with:
Proposition 9.6. Fix r≥7. There is a polynomial P3=P3(Er0, ε−1) so that if T satisfies (9.12) then:
sup 0≤t≤T ||Λ(VI)(t)− Λ(VII)(t)||X r ≤ ε−1TP3||VI − VII ||X r , for VI , VII ∈ Cr+1(T ). (9.15)
Proof. First, note that by Corollary 8.2 and Corollary 9.5, under our hypotheses we have:
sup 0≤t≤T (||hJ (t)||r+1,0 + ||∂˜hJ (t)||r) ≤ C1(M0, E
r
0, ε
−1) + 1, (9.16)
for J = I, II and some positive continuous function C1. For k ≥ 1, we have:
Dkt (Λ(VI)− Λ(VII)) = Dk−1t (∂˜IhI − ∂˜IIhII) +Dk−1t (∂˜IφI − ∂˜IIφII).
By (8.6) combined with (8.5), we have:
||Dk−1t (∂˜IhI(t)− ∂˜IIhII(t))||Hr−k ≤C′r
(
||VI(t)−VII(t)||X r−1 + ||x˜I(t)− x˜II(t)||Hr−1 +
∫ t
0
||VI(τ)−VII(τ)||X r
)
,
and by (7.12):
||Dk−1t (∂˜IφI− ∂˜IIφII)||Hr−k ≤ C′rP (||hI ||r−1, ||hII ||r−1)(||VI − VII ||X r + ||x˜I − x˜II ||Hr )||hI− hII ||r−1,
where C′r = C′r
(
M0, E
r
0, sup0≤t≤T (||x˜I(t)||Hr(Ω) + ||x˜II(t)||Hr(Ω)), ||VI ||X r+1(T ), ||VII ||X r+1(T )
)
and where we
have used that |ρI − ρII | = |ρ(hI)− ρ(hII)| ≤ C|ρ′||hI − hII |. Combining these with the simple estimate:
sup 0≤t≤T ||VI(t)− VII(t)||X r + ||x˜I − x˜II ||Hr−1 ≤ 2T sup 0≤t≤T ||VI(t)− VII(t)||X r+1 ,
and using (9.16), we have (9.15). 
22 DANIEL GINSBERG, HANS LINDBLAD, AND CHENYUN LUO
Proof of Theorem 9.1. With notation as in Corollary 9.5 and Proposition 9.6, take ε so ε/P3≤1/D′′r and set
Tε = 2
−1ε/P3.
If T ≤ Tε, by Lemma 9.2 and Corollary 9.5, for any V ∈ Cr+1(T ), we have that Λ(V ) ∈ Cr+1(T ). Moreover,
by Proposition 9.6, for any VI , VII ∈ Cr+1(T ) we have that:
||Λ(VI)− Λ(VII)||X r(T ) ≤ 2−1||VI − VII ||X r(T ). (9.17)
With V εk defined by (4.15), define the following sequence:
V (0)(t, y) =
∑r
k=0
V εk (y)t
k/k!, V (N)(t, y) = Λ(V (N−1))(t, y), N ≥ 1.
Noting that DstV
(0)|t=0 = V εk , by Corollary 9.5 and Lemma 9.2, the sequence V (N) is well defined and
V (N) ∈ Cr+1(T ) for all N . Let d0 = sup 0≤t≤T ||Λ(V (0))(t) − V (0)(t)||X r . The estimate (9.17) implies:
||Λ(V (N))− Λ(V (M))||X r(T ) ≤ 21−min (M,N)d0,
for 0 ≤ T ≤ Tε. In particular the sequence V (N) is a Cauchy sequence in X r(T ). Let V ∈ X r denote the
limit. Because the norms ||V (N)||X r+1(T ) are uniformly bounded we conclude that V ∈ Cr+1(T ) as well.
The estimate (9.3) now follows from the definition of Cr+1(T ) and the bounds in Corollary 8.2. 
10. Energy estimates
In the previous section, we constructed a solution to the smoothed problem on a time interval of size O(ε).
In this section, we prove the basic energy estimates which control Sobolev norms of the velocity uniformly in
ε. We will not apply these energy estimates to the solutions V constructed in the previous section directly
but instead to a sequence VN which converges to V in an appropriate norm, and so we write our energy
estimate in terms of remainders which we expect to converge to zero. In section 11 we prove estimates for
the differentiated problem which will be used to show that these remainders do converge to zero. Finally, in
section 12 we implement this strategy and prove the desired estimates for V, h satisfying Euler’s equations.
The below energy estimates are slightly cumbersome, because we need to control a fractional number of
derivatives of the solution V , and since Ω does not admit a global coordinate system, we will need to apply
fractional derivatives in each coordinate patch separately. This unfortunately obscures the idea behind the
estimates so let us explain how the energy estimates work in a simple case. The gravitational potential will
not enter into the energy estimates to highest order, so we will ignore it for the moment. Let T be a vector
field which is tangential at the boundary. Using the formula [T, ∂˜i] = −(∂˜iT x˜k)∂˜k, and applying T to the
smoothed-out Euler’s equations and the continuity equation (4.10), we have:
DtTV
i − δij ∂˜j
(
(T x˜k)∂˜kh− Th
)
= −T x˜k(δij ∂˜j ∂˜kh), DtTe(h) + div TV = −(∂˜iT x˜ℓ)∂˜ℓV i (10.1)
Multiplying the first equation by TV iκ˜ and integrating over Ω gives:
1
2
d
dt
||TV (t)||2L2(Ω) −
∫
Ω
∂˜i
(
(T x˜k)∂˜kh− Th
)
TV i κ˜dy = lower-order terms.
Integrating by parts and using that Th = 0 on ∂Ω, we have:
−
∫
Ω
∂˜i
(
(T x˜k)∂˜kh− Th
)
TV i κ˜dy = −
∫
∂Ω
(T x˜k)(TV i)Ni∂˜khκ˜dy +
∫
Ω
((T x˜k)∂˜kh− Th)∂˜iTV i κ˜dy.
We now manipulate the boundary term. Recall that x˜ = Sεx = JεJεx and that Jε is symmetric with respect
to the surface measure dS. Ignoring the commutator [T, Jε] for the moment, the boundary term is:
−
∫
∂Ω
Jε(TJεx
k)(TV i)∂˜khNi ν˜dS(y) = −
∫
∂Ω
(TJεx
k)(TJεV
i)∂˜khNi ν˜dS(y)
−
∫
∂Ω
(TJεx
k)
[
Jε
(
TV i∂˜khNiν˜
)− (JεTV i)(∂˜khNiν˜)] dS(y). (10.2)
Because h = 0 and N · ∂˜h < 0 on ∂Ω, it follows that ∂˜kh = −Nk|∂˜h|−1, so the first term here is the time
derivative of a positive term to highest order:
−
∫
∂Ω
(TJεx
k)(TJεV
i)∂˜khNiν˜dS =
1
2
d
dt
∫
∂Ω
(TJεx
k)(TJεx
i)NkNi|∂˜h|ν˜dS +
∫
∂Ω
(TJεx
k)(TJεx
i)Dt(NkNi|∂˜h|ν˜)dS.
COMPRESSIBLE, SELF-GRAVITATING LIQUID WITH FREE SURFACE BOUNDARY 23
Since Jε is a convolution with a function supported on a ball of size ∼ ε, one should expect that the second
term in (10.2) is bounded by Cε||T x˜||L2(∂Ω)||TV ||L2(∂Ω), with the constant depending on bounds for ∂˜h.
Using the second equation in (10.1), the interior term is:∫
Ω
((T x˜k)∂˜kh−Th)∂˜iTV i κ˜dy =
∫
Ω
((T x˜k)∂˜kh−Th)TDte(h) κ˜dy+
∫
Ω
((T x˜k)∂˜kh−Th)(∂˜iT x˜ℓ)(∂˜ℓV i)κ˜dy.
This leads to an energy identity of the form:
d
dt
(||TV (t)||2L2(Ω) + ||TJεx(t) ·N ||2L2(∂Ω) + ||
√
e′(h)Th||2L2(Ω))
.
∣∣∣∣
∫
Ω
((T x˜k)∂˜kh− Th)(∂˜iT x˜ℓ)∂˜ℓV iκ˜dy
∣∣∣∣+ ε||T x˜(t)||L2(∂Ω)||TV (t)||L2(∂Ω) + lower order terms.
By the elliptic estimates (5.10) the second term on the left controls ||TJεx||L2(∂Ω) provided we have estimates
for div TJεx, curlTJεx, and so one can think of this as controlling ||Jεx||H3/2(Ω) and thus ||x˜||H3/2(Ω), by the
trace inequality. The term on the right-hand side looks problematic because we do not control ||x˜||H2(Ω),
however we will be able to “integrate half a derivative by parts” in this term using (A.3) to control it.
To control the term ε||TV (t)||L2(∂Ω), it turns out that it can be bounded by ||γ · TV ||L2(∂Ω) provided we
control the divergence and curl appropriately in the interior, where γ is the projection to the tangent space
at the boundary. We will see that εd/dt||γ · TV ||L2(∂Ω) is lower-order, uniformly in ε, because to highest
order Dtγ · TV ∼ γ · T ∂˜h ∼ γ · ∂˜T h+ T∂x˜ · ∂h. The first term is zero because h = 0 on ∂Ω and using the
smoothing property (A.9) the second term is O(ε−1).
10.1. Higher order energy estimates. Let α be a vector field on Ω and q a function with q = 0 on ∂Ω.
We suppose that the following hold:
|Dt∂˜q|/|∂˜q|+ |q| ≤ K, on ∂Ω, (10.3)
|Dkt ∂Iyq| ≤ K, k + |I| ≤ 3, in Ω. (10.4)
As in earlier sections, we will also fix a strictly positive function σ so that |σ′| . σ. We also let x ∈
C1([0, T ];Hr(Ω)) for r ≥ 7 be a given vector field and let V = Dtx.
With notation as in (3.5) and 〈∂θ〉1/2µ defined by (3.3), for each T I ∈T s, we define EIµ= EIµ,1+EIµ,2, where:
EIµ,1 =
1
2
∫
Ω
δij(T I〈∂θ〉1/2µ αi)(T I〈∂θ〉1/2µ αj)κ˜dy +
1
2
∫
Ω
σ|T I〈∂θ〉1/2µ q|2κ˜dy, (10.5)
EIµ,2 =
1
2
∫
∂Ω
(T I〈∂θ〉1/2µ Jεxi)(T I〈∂θ〉1/2µ Jεxj)NiNj |∂˜q| ν˜dS, (10.6)
as well as:
EI =
∑N
µ=0
EIµ,1 + E
I
µ,2, E
s =
∑
|I|≤s
EI . (10.7)
Here κ˜dy = dx˜ is the volume form on D˜t and ν˜ is such that ν˜ times the surface measure on ∂Ω is equal to
the surface measure on ∂D˜t in the x˜ coordinates. We will also need to control the time derivative of
EIµ,ε =
∫
∂Ω
γij(〈∂θ〉1/2µ T Iαi)(〈∂θ〉1/2µ T Iαj) ν˜dS, EIε =
∑N
µ=K
EIµ,ε, E
s
ε =
∑
|I|≤s
EIµ. (10.8)
Here, γij = AiaA
j
bγ
ab where γab is the projection to T (∂Ω). The fact that the fractional derivative operator
〈∂θ〉1/2µ appears on the “outside” in this definition and the “inside” in the definition of the EIµ is just to
make the computation simpler and has no special significance; note that the commutator [T I , 〈∂θ〉1/2µ ] is an
operator of lower order by Lemma A.1. The quantity Esε will appear in our calculation weighted with a
power of ε and will be needed in order to show that we have a solution to the problem (4.9) on a time
interval independent of ε.
We write T I = ST J where S ∈ T and |J | = s− 1 and define:
RI =
∑N
µ=1
||DtT I〈∂θ〉1/2µ α− ∂˜
(
(T I〈∂θ〉1/2µ x˜j)(∂˜jq) + T I〈∂θ〉1/2µ q
)||L2(Ω)
+ ||〈∂θ〉1/2µ
(
σDtT
Jq − (∂˜iT J x˜j)∂˜jV i + div T Jα
)||L2(Ω) + ||DtT I〈∂θ〉1/2µ x− T I〈∂θ〉1/2µ α||L2(∂Ω), (10.9)
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and Rs =
∑
|I|≤sR
I . We will ultimately take α = V and q = h, in which case using (10.1), one expects the
first two terms here to be lower order. See Section 11. We also define:
RIε =
∑N
µ=1
||γ · 〈∂θ〉1/2µ T IDtα− (〈∂θ〉1/2µ T Iγ) · ∂˜q||L2(∂Ω), Rsε =
∑
|I|≤s
RIε . (10.10)
The main result of this section is:
Theorem 10.1. Suppose that x˜ satisfies the assumption (5.2), that α and q are given as above and that
the assumptions (10.3)-(10.4) hold. With EI , Es, EIε , E
s
ε defined as in (10.7)-(10.8) and R
s, Rsε defined by
(10.9)-(10.10), there is a continuous function C = C(M,K) so that:
d
dt
EI≤ C
√
Es
(
Rs+ ||T s−1α||H(1,1/2)(Ω)+ ||T s−1Jεx||H1(Ω)+ ||Jεx||Hs+1/2(∂Ω)+ ||T sq||H1(Ω)+ ||DtT sq||L2(Ω)
)
+ CEs + Cε||α||Hs+1/2(∂Ω)||Jεx||Hs+1/2(∂Ω), |I| ≤ s, (10.11)
d
dt
EIε ≤ C
√
Esε
(
Rsε + ε
−1||Jεx||Hs+1/2(∂Ω)
)
. (10.12)
In particular, writing E = Es + ε2Esε and R = R
s + ε2Rsε, we have:
d
dt
E ≤ C
√
E
(
R+ ||T s−1α||H(1,1/2)(Ω)+ ||T s−1Jεx||H1(Ω)+ ||Jεx||Hs+1/2(∂Ω)+ ||T sq||H1(Ω)+ ||DtT sq||L2(Ω)
)
+ CsE + ε||α||Hs+1/2(∂Ω)||Jεx||Hs+1/2(∂Ω).
These estimates appear to lose half a derivative since Esonly controls ||T sq||H(0,1/2)(Ω) and not ||T sq||H1(Ω),
but q will satisfy a wave equation which gains enough regularity to close these estimates, see Lemma 12.3.
Proof. We will prove that d(EIµ,1 + E
I
µ,2)/dt is bounded by the right-hand side of (10.11). We have:
d
dt
EIµ,1 =
∫
Ω
δij
(
T I〈∂θ〉1/2µ Dtαi − ∂˜i
(
(T I〈∂θ〉1/2µ x˜k)(∂˜kq) + T I〈∂θ〉1/2µ q
))
(T I〈∂θ〉1/2µ αj) κ˜dy
+
∫
Ω
σ(DtT
I〈∂θ〉1/2µ q)(T I〈∂θ〉1/2µ q)κ˜dy +
∫
Ω
δij ∂˜i
(
(T I〈∂θ〉1/2µ x˜k)(∂˜kq)− T I〈∂θ〉1/2µ q
)
(T I〈∂θ〉1/2µ αj) κ˜dy
+
∫
Ω
(
δij(T I〈∂θ〉1/2µ αi)(T I〈∂θ〉1/2µ αj) + σ|T I〈∂θ〉1/2µ q|2
)
(Dtκ˜) + (Dtσ)|T I〈∂θ〉1/2µ q|2 κ˜dy.
The first and the last terms and are bounded by (10.11). After integrating by parts, using Green’s formula
(A.29), and the facts that T I〈∂θ〉1/2µ q=0 and ∂˜kq=−Nk|∂˜q| on ∂Ω, the second term on the second line is:
−
∫
∂Ω
(T I〈∂θ〉1/2µ x˜k)(T I〈∂θ〉1/2µ αj)NjNk|∂˜q| ν˜dS−
∫
Ω
(T I〈∂θ〉1/2µ x˜k(∂˜kq)−〈∂θ〉1/2µ T Iq)(div T I〈∂θ〉1/2µ α) κ˜dy. (10.13)
In order to handle the interior term, we need to perform a few manipulations. We start by writing
div T I〈∂θ〉1/2µ α =
(
σDtT
I〈∂θ〉1/2µ q− (∂˜iT I〈∂θ〉1/2µ x˜j)∂˜jV i +div T I〈∂θ〉1/2µ α
)− σDtT I〈∂θ〉1/2µ q+ (∂˜iT I〈∂θ〉1/2µ x˜j)∂˜jV i.
Inserting this into (10.13), we get:∫
Ω
(
T I〈∂θ〉1/2µ x˜k(∂˜kq) + T I〈∂θ〉1/2µ q
)(
σDtT
I〈∂θ〉1/2µ q − (∂˜iT I〈∂θ〉1/2µ x˜j)∂˜jV i + div T I〈∂θ〉1/2µ α
)
κ˜dy
+
∫
Ω
(
T I〈∂θ〉1/2µ x˜k(∂˜kq)
)
(σDtT
I〈∂θ〉1/2µ q) κ˜dy +
∫
Ω
(
T I〈∂θ〉1/2µ q
)
(∂˜iT
I〈∂θ〉1/2µ x˜k∂˜kV i) κ˜dy
+
∫
Ω
(
T I〈∂θ〉1/2µ x˜k
)(
∂˜iT
I〈∂θ〉1/2µ x˜j)∂˜jV i κ˜dy.
We now want to integrate half a derivative by parts so write T I= ST J , |J |=s−1. Since ∂˜i=Aai∂a, we have:
||[S, div]T J〈∂θ〉1/2µ α||L2(Ω)≤ C(M)||∂T J〈∂θ〉1/2µ α||L2(Ω), ||[S, ∂˜]T J〈∂θ〉1/2µ x˜||L2(Ω)≤ C(M)||∂T J〈∂θ〉1/2µ x˜||L2(Ω).
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These terms are bounded by (10.11). Writing F1 = σDtT
J〈∂θ〉1/2µ q − (∂˜iT J〈∂θ〉1/2µ x˜j)∂˜jV i+ div T J〈∂θ〉1/2µ α,
applying (A.3) and the Leibniz rule (A.4), we have:∣∣∣ ∫
Ω
(−T I〈∂θ〉1/2µ x˜k(∂˜kq) + σT I〈∂θ〉1/2µ q)S(F1) κ˜dy
∣∣∣
≤ CK(||T I〈∂θ〉1/2µ x˜||1/2 + ||T I〈∂θ〉1/2µ q||1/2)||
√
σDtT
J〈∂θ〉1/2µ q − (∂˜iT J〈∂θ〉1/2µ x˜j)∂˜jV i + div T J〈∂θ〉1/2µ α||1/2,
where || · ||1/2 = || · ||H(0,1/2)(Ω), as well as:∣∣∣ ∫
Ω
(T I〈∂θ〉1/2µ x˜k)(∂˜kq)S(σDtT J〈∂θ〉1/2µ q)κ˜dy
∣∣∣+ ∣∣∣ ∫
Ω
(T I〈∂θ〉1/2µ q)S(∂˜iT J〈∂θ〉1/2µ x˜j(∂˜jV i) κ˜dy
∣∣∣
≤ CK(||σDtT J〈∂θ〉1/2µ q||1/2 + ||σT I〈∂θ〉1/2µ q||1/2)(||T I〈∂θ〉1/2µ x˜||1/2 + ||∂˜T J〈∂θ〉1/2µ x˜||1/2),
and finally:∣∣∣ ∫
Ω
(T I〈∂θ〉1/2µ x˜k)(∂˜kq)S(∂˜iT J〈∂θ〉1/2µ x˜j(∂˜jV i)) κ˜dy
∣∣∣ ≤ C||T I〈∂θ〉1/2µ x˜||1/2||∂˜T J〈∂θ〉1/2µ x˜||1/2.
Since ||〈∂θ〉1/2µ f ||1/2. ||f ||H1(Ω) using Lemma A.1, the terms with x˜ are bounded by (10.11).
It remains to control the boundary term in (10.13). Recalling the definition of EI,µ2 from (10.8), we have:
d
dt
EIµ,2 −
∫
∂Ω
(T I〈∂θ〉1/2µ x˜k)(T 〈∂θ〉1/2µ αj
)
NjNk|∂˜q| ν˜dS
=
∫
∂Ω
(T I〈∂θ〉1/2µ Jεxk)(T I〈∂θ〉1/2µ JεDtxj)− (T I〈∂θ〉1/2µ x˜k)(T I〈∂θ〉1/2µ αj)NjNk|∂˜q| ν˜dS
+
1
2
∫
∂Ω
(T I〈∂θ〉1/2µ Jεxk)(T I〈∂θ〉1/2µ Jεxj)Dt(NjNk|∂˜q| ν˜dS). (10.14)
The last term is bounded by (10.11) by the assumption (10.3). To handle the second term, we recall that
x˜ = Sεx, Sε = J
2
ε and that Jε is symmetric with respect to the measure dS, so:∫
∂Ω
(T I〈∂θ〉1/2µ x˜k)(T I〈∂θ〉1/2µ αj)NjNk|∂˜q| ν˜dS =
∫
∂Ω
(T I〈∂θ〉1/2µ Jεxk)(T I〈∂θ〉1/2µ Jεαj)NjNk|∂˜q| ν˜dS
+
∫
∂Ω
(([T I〈∂θ〉1/2µ , Jε]Jεxk)(T I〈∂θ〉1/2µ αj) + (T I〈∂θ〉1/2µ Jεxk)([Jε, T I〈∂θ〉1/2µ ]αj))NjNk|∂˜q| dS
+
∫
∂Ω
(T I〈∂θ〉1/2µ Jεxk)(
(
Jε(T
I〈∂θ〉1/2µ αjNjNk|∂˜q|)− (JεT I〈∂θ〉1/2µ αj)NjNk|∂˜q|
)
) dS
The first term cancels the first term from (10.14). Integrating by parts in the first term on the second line
and using (A.17) and (A.14), the terms on the second and third line are bounded by the right side of (10.11).
Finally, we control the time derivative of EIµ,ε. We have:
d
dt
EIµ,ε =
∫
∂Ω
(〈∂θ〉1/2µ T Iαi)(〈∂θ〉1/2µ T IDtαj)γij ν˜dS +
1
2
∫
∂Ω
(〈∂θ〉1/2µ T Iαi)(〈∂θ〉1/2µ T Iαj)Dt(γij ν˜)dS.
The second term is bounded by (10.12). The idea is that γij〈∂θ〉1/2µ T I ∂˜iq is lower order because q=0 on
∂Ω, the operators T I, 〈∂θ〉1/2µ are tangential, and we are multiplying by the tangential projection γ. We have:
||〈∂θ〉1/2µ γij ||Hk(∂Ω) ≤ C(M)||∂y x˜||Hk+1/2(∂Ω), ||γij ||Hk(∂Ω) ≤ C(M)||∂y x˜||Hk(∂Ω), (10.15)
which follows from γij=γabAiaA
j
b, the fractional product rule (A.4), the formula (D.1), and interpolation.
We write γij〈∂θ〉1/2µ T I∂˜iq = 〈∂θ〉1/2µ
(
γijT I∂˜iq) + [γ
ij , 〈∂θ〉1/2µ ]T I∂˜iq. The L2(∂Ω) norm of the second term
here is bounded by C(M)||x˜||H3(∂Ω)||T I∂˜q||L2(∂Ω) by (10.15) and the fractional product rule (A.4). We then
write γijT I ∂˜iq = T
I(γij ∂˜iq)− (T Iγij)∂˜iq +
∑
J+K=I,|J|,|K|≤|I|−1(T
Jγij)(TK ∂˜iq). Applying 〈∂θ〉1/2µ to these
terms, we see that the first term is zero because q = 0 on ∂Ω, while:
||〈∂θ〉1/2µ
(
(T Iγij)∂˜iq
)||L2(∂Ω) ≤ ||〈∂θ〉1/2µ T Iγij ||L2(∂Ω)||∂˜q||H3(∂Ω) ≤ C(M)||〈∂θ〉1/2µ T I∂yx˜||L2(∂Ω)||∂˜q||H3(∂Ω).
Since |I|=s this last term is higher-order than (10.12), so we write T I=ST J , S∈T and use the smoothing
property ||SJεf ||L2(∂Ω).ε−1||f ||L2(∂Ω) to bound it by ε−1||〈∂θ〉1/2µ T J∂yJεx||L2(∂Ω).ε−1||∂yJεx||Hs−1/2(∂Ω).
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It now remains to control ||〈∂θ〉1/2µ
(
(T Jγij)(TK ∂˜iq)
)||L2(∂Ω) and for this we use the Leibniz rule (A.4)
in a few different ways. First, when s ≤ 5 we bound the result by ||T Jγ||H2(∂Ω)||〈∂θ〉1/2µ TK ∂˜q||L2(∂Ω)
and this is bounded by the right-hand side of (10.12). If s ≥ 6 and |K| ≤ s − 3 we bound this by
||〈∂θ〉1/2µ T Jγij ||L2(∂Ω)||TK ∂˜q||H2(∂Ω) and if |K|≥s−2 then since s≥6 and |J |, |K|≤s−1, we have |J |≤s−3
and so we bound it by ||T Jγij ||H2(∂Ω)||〈∂θ〉1/2µ TK ∂˜q||L2(∂Ω). In each of these cases, applying (10.15) we wind
up with terms which are bounded by the right-hand side of (10.12). This completes the proof. 
11. The higher-order equations
Fix r ≥ 5 and let V ∈ X r+1(T ) be the solution to the smoothed-out Euler equations (4.9) constructed in
Section 9. Recall that if h is the corresponding enthalpy, then we have:
V ∈ L∞(0, T ;Hr(Ω)), Dkt V ∈ L∞(0, T ;Hr+1−k(Ω)), k = 1, ..., r + 1, (11.1)
Dr+1t h ∈ L∞(0, T ;L2(Ω)), Dkt ∂˜h ∈ L∞(0, T ;Hr−k(Ω)), k = 0, ..., r. (11.2)
In this section it is convenient to assume that we have a bit more regularity of x˜. We will assume that:
|Aia|+ |Aai|+ ||x˜||H6(Ω) ≤M ′, on Ω. (11.3)
The reason we want this assumption is that the fractional product rule (A.4) involves Sobolev norms. We
will use notation similar but not identical to that in Sections 5 and 7 and let C0, Cs, s ≥ 1, C′s denote a
continuous function of the following arguments:
C0 = C0(M
′), Cs = Cs(M
′, ||x˜||Hs(Ω)), C′s = C′s(M ′, ||x˜||Hs(∂Ω)).
In order to prove that we have uniform energy estimates for V , we need to show that we can control Rs
and Rsε in terms of the energy. The first step is the following:
Lemma 11.1. Let r ≥ 5 and let V ∈ X r+1(T ) be the solution to the smoothed-out Euler equations constructed
in the previous section. Suppose that (11.3) holds. Fix 1 ≤ s ≤ r − 1, let T I ∈ T s and write T I = ST J for
S ∈ T , |J | = s− 1. For each µ, ν = 0, ..., N , we have:
||DtT I〈∂θ〉1/2µ V − ∂˜
(
(T I〈∂θ〉1/2µ x˜j)(∂˜jh) + T I〈∂θ〉1/2µ h
)||L2(Ω)
≤ Cs||x˜||Hs(Ω)(||∂˜h||Hs(Ω) + ||∂˜h||H2(Ω)) + ||〈∂θ〉1/2µ T I ∂˜φ(h)||L2(Ω), (11.4)
||〈∂θ〉1/2ν
(
e′(h)DtT
J〈∂θ〉1/2µ h− ∂˜i
(
(T J〈∂θ〉1/2µ x˜j)(∂˜jV i) + T J〈∂θ〉1/2µ V i
))||L2(Ω)
≤ Cs||x˜||Hs+1(Ω)
(||V ||H(s−1,1/2)(Ω) + P (||h||s−1)||∂˜h||Hs(Ω)), (11.5)
||γijDt〈∂θ〉1/2µ T IV j + (〈∂θ〉1/2µ T Iγij)δjk ∂˜kh||L2(∂Ω) ≤ C′s(||T x˜||Hs+1/2(∂Ω) + 1)||∂˜h||Hs+1/2(∂Ω). (11.6)
We recall that the terms on the left-hand sides of (11.4)-(11.5) are needed to control Es. We will eventually
show that Es controls ||V ||H(s,1/2)(Ω), ||∂˜h||Hs(Ω) and ||x˜||Hs+1(Ω). Similarly we will use the estimate (11.6)
to control Esε and we will eventually show that this controls ε−1||V ||Hs+1(Ω) and ε−1||∂˜h||Hs+1(Ω).
The terms on the right-hand side of (11.6) are higher-order and to deal with them we need to use tangential
smoothing, which introduces a term behaving like ε−1. Since we will estimate ε
√Esε this will not cause issues.
The reason we do not commute 〈∂θ〉1/2µ all the way through on the left-hand side of (11.5) is that it would
generate an error term involving ||V ||Hs+1(Ω) which can only be controlled in terms of ε−1
√Esε , which would
not allow us to close the energy estimates in the next sections on a time interval independent of ε.
Proof. We start by noting that if V, h satisfy (11.1)- (11.2), then all of the quantities on the right-hand sides
of (11.4)-(11.6) are finite. Therefore, by an approximation argument it suffices to prove this result assuming
that V, h are smooth. We first show that
||〈∂θ〉1/2µ (DtT IV −∂˜((T I x˜j)(∂˜jh))+T Ih)||L2 ≤ Cs||x˜||Hs+1(||∂˜h||Hs+||∂˜h||H2)+||〈∂θ〉1/2µ T I ∂˜φ(h)||L2 , (11.7)
where Hs = Hs(Ω) and L2 = L2(Ω). Note that by Lemma A.1 we have:
||[T I , 〈∂θ〉1/2µ ]DtV ||L2(Ω) ≤ C||DtV ||Hs(Ω) = C||∂˜h||Hs(Ω), ||∂˜[T I , 〈∂θ〉1/2µ ]x˜||L2(Ω) ≤ C(M)||x˜||Hs+1(Ω),
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for |I| ≤ s, and so combining this with (11.7) gives (11.4). To prove (11.7), we start by computing T I(DtV +
∂˜h). The vector fields T I commute with Dt and so we just need to compute T
I ∂˜h. Using (D.1), we have:
T I ∂˜h− ∂˜(T Ih− T I x˜j(∂˜jh)) = (T I x˜j)∂˜∂˜jh+∑(∂˜T I1 x˜) · · · (∂˜T Iℓ x˜)(T Iℓ+1 ∂˜h), (11.8)
where the sum is taken over all indices with |I1|+ ...+ |Iℓ+1| ≤ |I| so that |Ij | ≤ s− 1 for j≤ℓ and |Iℓ+1| ≥1.
To control the first term on the right-hand side of (11.8) we apply the fractional product rule (A.4):
||〈∂θ〉1/2µ (T Ix˜·∂˜2h)||L2(Ω) ≤ C||T Ix˜||H2(Ω)(||∂˜2h||L2(Ω)+||〈∂θ〉1/2µ ∂˜2h||L2(Ω)) ≤ C(M)||x˜||H5(Ω)||∂˜h||H(1,1/2)(Ω),
for |I|=s≤3 as required. If instead |I| = s ≥ 4, we use the fractional product rule (A.4) to bound:
||〈∂θ〉1/2µ (T I x˜ · ∂˜2h)||L2(Ω) ≤ C||〈∂θ〉1/2µ T I x˜||L2(Ω)||∂˜h||H3(Ω),
and this is also bounded by the right-hand side of (11.4). It just remains to bound the terms in the sum in
(11.8). Suppose for each j ≤ ℓ, |Ij | ≤ 2. By the Leibniz rule (A.4), we have:
||〈∂θ〉1/2µ
(
(∂˜T I1 x˜) · · · (∂˜T Iℓ x˜)(T Iℓ+1 ∂˜h))||L2(Ω) ≤ C||(∂˜T I1 x˜) · · · (∂˜T Iℓ x˜)||H2(Ω)||〈∂θ〉1/2µ ∂˜h||L2(Ω).
Since H2(Ω) is an algebra, the first factor is bounded by C(M)||x˜||ℓH5(Ω). This just leaves the case that there
is at least one j ≤ ℓ with |Ij | ≥ 3. However note that in this case we must have that s ≥ 4 and |Ij′ | ≤ s− 4
for j′ ≤ ℓ+ 1, j′ 6= j, and so using (A.4) and the algebra property of H2(Ω) we have:
||〈∂θ〉1/2µ
(
(∂˜T I1 x˜) · · · (∂˜T Iℓ x˜)(T Iℓ+1 ∂˜h))||L2(Ω) ≤ C(M)||〈∂θ〉1/2µ ∂˜T Ij x˜||L2(Ω)||x˜||ℓ−1Hs−1(Ω)||∂˜h||Hs−2(Ω).
The first factor is bounded by ||x˜||Hs+1(Ω) since Ij ≤ s− 1, and this completes the proof of (11.7).
The estimate (11.5) is similar. We will actually prove the slightly stronger estimate:
||∂y
(
e′(h)DtT
Jh− (∂˜iT J x˜j)(∂˜jSεV i)+div T JV
)||L2(Ω) ≤ Cs(||x˜||Hs(Ω)+1)(||∂˜h||Hs(Ω)+P (||∂˜h||Hs−1(Ω))),
which implies (11.5) since ||〈∂θ〉1/2µ f ||L2(Ω)≤||f ||H1(Ω). We apply ∂yT J to e′(h)Dth+divV=0. We start with
||∂yT J(e′(h)Dth)− ∂y(e′(h)DtT Jh)||L2(Ω) ≤ CsP (||∂˜h||Hs−2(Ω))(||∂˜h||Hs−1(Ω) + ||Dth||Hs−1(Ω)),
which follows from a straightforward modification of the proof of Lemma D.8.
It just remains to control [T J , div]V . We start by writing:
T J ∂˜iV
i = ∂˜iT
JV i − (∂˜iT J x˜j)(∂˜jV i) +
∑
(∂˜T J1 x˜) · · · (∂˜T Jℓ x˜)(T Jℓ+1 ∂˜V ),
where the sum is over all J1 + · · · Jℓ+1 = J with |Jℓ+1| ≥ 1 and |Jj | ≤ |J | − 1 = s − 2 for each j ≤ ℓ + 1.
Applying ∂y, it suffices to control the L
2 norms of:
(∂˜T J1x˜)(∂˜T J2x˜) · · · (∂yT Jℓ+1 ∂˜V ), and (∂y ∂˜T J1 x˜)(∂˜T J2 x˜) · · · (T Jℓ+1 ∂˜V ). (11.9)
Estimates for these terms can be obtained in the same way as the estimates we used above to control the
sum in (11.8). To control the first term in (11.9), if |Ij | ≤ 2 for each j ≤ ℓ, then we use Sobolev embedding:
||(∂˜T J1 x˜)(∂˜T J2 x˜) · · · (T Jℓ+1V )||L2(Ω) ≤ C||(∂˜T J1x˜)(∂˜T J2x˜) · · · (∂˜T Jℓ x˜)||H2(Ω)||∂yT Jℓ+1 ∂˜V ||L2(Ω),
and the first factor here is bounded by C(M ′) using the fact that H2(Ω) is an algebra. To control the
second factor, we write it as ||∂yT Jℓ+1(u · ∂yV )||L2(Ω) and then note that since |Jℓ+1| ≤ s− 2, we can bound
||∂yT Jℓ+1(u · ∂yV )||L2(Ω) ≤ C(M)||x˜||Hs(Ω)||V ||Hs(Ω) by using similar arguments to the above. If there is a
multi-index Ij with |Ij | ≥ 3 then this forces |Ij′ | ≤ s− 4 for each j′ 6= j and so we put all the factors except
∂˜T Ij x˜ into L∞, apply Sobolev embedding and argue as above. To control the first type of term from (11.9)
is similar, noting that in this case there are no more than 2+(s−2) derivatives falling on x˜ at any point.
We now prove (11.6). We apply T I to γijDtvj |∂Ω = γij ∂˜jh|∂Ω = 0 where vi = δijV j , and we have:
0 = (T Iγij)∂˜ih+ γ
ijT I ∂˜ih+
∑
(T I1γij) · · · (T Iℓγij)(T Iℓ+1 ∂˜ih),
where |I1|+ · · · |Iℓ+1| ≤ s, |Iℓ+1| ≥ 1, |Ij| ≤ s− 1, j ≤ ℓ+ 1.
We now recall that γij = γabAiaA
j
b where γ
ab = δab −NaN b and in particular γab is independent of x˜.
Applying (D.1) repeatedly, it therefore suffices to control the L2(∂Ω) norms of:
〈∂θ〉1/2µ (γijT I ∂˜ih), 〈∂θ〉1/2µ
(
(∂˜T I x˜)(∂˜h)
)
, 〈∂θ〉1/2µ
(
(∂˜T I1 x˜) · · · (∂˜T Iℓ x˜)(T Iℓ+1 ∂˜h)), (11.10)
with the same conditions on the multi-indices I1, ..., Iℓ+1 as above.
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To deal with the first term in (11.10), we just use the Leibniz rule (A.4) and control it by:
||γij ||H2(∂Ω)||〈∂θ〉1/2µ T I ∂˜h||L2(∂Ω) ≤ C(M)||x˜||H3(∂Ω)||〈∂θ〉1/2µ T I ∂˜h||L2(∂Ω),
since γ is quadratic in A, where we have use the fact that H2(∂Ω) is an algebra. By the trace inequality
this is controlled by the right-hand side of (11.6). To deal with the second term in (11.10), when |I| = s ≤ 2
we use the Leibniz rule (A.4) and control it by ||∂˜T I x˜||H2(∂Ω)||∂˜h||H1/2(∂Ω), and this first factor is controlled
by C(M)||x˜||H5(∂Ω) ≤ C(M)||x˜||H6(Ω) by the trace inequality. If |I| = s ≥ 3 we instead control it by
||〈∂θ〉1/2µ ∂˜T I x˜||L2(∂Ω)||∂˜h||H2(∂Ω), which is bounded by C(M)||T x˜||Hs+1/2(∂Ω) times ||∂˜h||Hs(∂Ω).
Estimates for the third term in (11.10) can be obtained in a similar fashion. If |Ij |≤2 for each j≤ℓ, then
||〈∂θ〉1/2µ
(
(∂˜T I1 x˜) · · · (∂˜T Iℓ x˜)(T Iℓ+1 ∂˜h)||L2(∂Ω) ≤ C(M)||x˜||ℓH5(∂Ω)||〈∂θ〉1/2µ ∂˜h||Hs−1(∂Ω),
and by the trace inequality this is bounded by the right-hand side of (11.6). If instead |Ij | ≥ 3 for some
j ≤ ℓ then this forces s ≥ 4 and |Ij′ | ≤ s− 4 for j′ 6= j and so the result is bounded by:
||〈∂θ〉1/2µ ∂˜T Ij x˜||L2(∂Ω)||x˜||ℓ−1Hs(∂Ω)||∂˜h||Hs−1(∂Ω) ≤ Cs||T x˜||Hs−1/2(∂Ω)||∂˜h||Hs−1(∂Ω). 
12. Uniform Energy estimates for the smoothed problem up to a fixed time
We define:
Es = Ks +
∑N
µ=0
∑
|I|≤s
EIµ, Esε = Ksε +
∑
|I|≤s
EIε ,
where, with 〈∂θ〉1/2µ defined by (3.3):
Ks =
∑N
µ=0
|| curl〈∂θ〉1/2µ V ||2Hs−1(Ω), Ksε = || curl∂V ||2Hs−1(Ω) + || div ∂V ||2Hs−1(Ω),
and, with notation as in Sections 3.1 and 4:
EIµ =
∫
Ω
δij(T
I〈∂θ〉1/2µ V i)(T I〈∂θ〉1/2µ V j)+e′(h)|T I〈∂θ〉1/2µ h|2 κ˜dy +
∫
∂Ω
NiNj(T
I〈∂θ〉1/2µ Jεxi)(T I〈∂θ〉1/2µ Jεxj) |∂˜h|ν˜dS,
where ν˜dS is the Eulerian surface measure, and
EIε =
∫
∂Ω
γij(T
IV i)(T IV j) ν˜dS, T I ∈ T s.
To control h, we will use:
Ws =
∑
k≤s
∫
Ω
e′(h)|Dk+1t h|2 + |Dkt ∂˜h|2 κ˜dy,
and to control x˜ we will use:
As = || div ∂yJεx||2Hs−1(Ω) + || curl ∂yJεx||2Hs−1(Ω). (12.1)
The energy we consider is then:
E
s = As +Ws + Es + ε2Esε .
We will also write E s0 for the quantity E
s with V replaced by V ε0 , x replaced with x0 and D
k+1
t h replaced
by hεk+1, with V
ε
0 , h
ε
k+1 defined by in Section 4.3. The goal of this section is to prove the following theorem:
Theorem 12.1. Suppose that the initial data (V ε0 , h
ε
0) are such that E
s
0 <∞ for some s ≥ 1. There is a
positive, continuous function Fs so that the following holds: If V ∈ X s+1(T ) is a solution to the smoothed
Euler’s equations (4.6)-(4.9) so that (V,h)|t=0=(V ε0 , hε0)and the a priori assumptions (10.3)-(10.4) hold, then:
E
s(t) ≤ Fs
(
M ′, L, δ−1, E s−10
)
E
s
0 , 0 ≤ t ≤ T. (12.2)
We now take M ′0, L0, δ0 > 0 so that:
|∂x0/∂y|+|∂y/∂x0|+
∑
k+|I|≤3|∂IyV εk |+||x˜0||H6(Ω)≤M ′0,
∑
k+|I|≤3|∂Iy ∂˜hεk|+|hεk|≤L0, −∂˜N0h0|∂Ω≥δ0, (12.3)
where we are writing ∂˜N0 = N
i
0∂˜i with N
i
0 the unit normal to ∂Ω with respect to the metric g˜ at t = 0.
We will show that the above energy estimate implies:
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Corollary 12.2. Let r ≥ 7. There are continuous, strictly positive functions Tr,Cr,C ′r with Cr,C ′r depending
on M ′0, L0, δ
−1
0 , E
r−1
0 so that if
T ≤ Tr(M ′0, L0, E r−10 , δ−10 ),
and V ∈ X r+1(T ) satisfies the smoothed-out Euler equations (4.9) with initial data satisfying (12.3), then:
E
r−1(t) ≤ CrE r−10 , 0 ≤ t ≤ T, (12.4)
and with Hs = Hs(Ω)
||V (t)||2H(r−1,1/2) + ||Jεx(t)||2Hr + ||∂˜h(t)||2r−1+ ε2(||V (t)||2Hr + ||∂˜h(t)||2Hr ) ≤ C ′rE r−10 , 0 ≤ t ≤ T. (12.5)
Before proving Theorem 12.1, we collect a few preliminary results. In Lemma 12.3, we show that we
control x˜, V and h provided we control As, Ws and the energies Es. In Lemma 12.4 and Corollary 12.6, we
show that we control As and Ws provided that we control E s.
Lemma 12.3. Fix r≥7 and suppose that V∈X r+1(T ) satisfies the smoothed-out Euler equations (4.9) and
that the apriori assumptions (5.2),(6.6) and the Taylor sign condition (1.8) hold. For each 0≤s≤r−1, there
is a positive, continuous function Cs= Cs(M
′, L, δ−1,As−1,Ws−1, Es−1) so that the following estimates hold:
||x˜||2Hs+1(Ω) + ||V ||2H(s,1/2)(Ω) + ||V ||2X s+1 + ||∂˜h||2s + ||Dth||2s ≤ Cs
(As +Ws + (1 + δ−1)Es), (12.6)
and for µ = 0, ..., N , we have:
||Jεx||2Hs+1(Ω) + ||〈∂θ〉1/2µ V ||2Hs(Ω) + ||〈∂θ〉1/2µ T s∂˜φ(h)||L2(Ω) ≤ Cs
(As +Ws + (1 + δ−1)Es). (12.7)
Finally:
||V ||2Hs+1(Ω) + ||∂˜h||2s+1 ≤ Cs(As +Ws + (1 + δ−1)Es + ε−2Esε ). (12.8)
Proof. The first estimate in (12.6) follows from the first estimate in (12.7), since x˜= Sεx= J
2
εx and Jε is
bounded on Sobolev spaces. The second estimate in (12.6) follows after summing the second estimate in
(12.7) over all µ = 0, ..., N and using Lemma A.3. To prove the third estimate we note that if V solves
the smoothed problem (4.9) then ||V ||X s+1 ≤ ||V ||Hs(Ω)+ ||∂˜h||s+ ||∂˜φ||s. Using Theorem 7.1 to control
||∂˜φ||s, this estimate then follows from the estimate for ||∂˜h||s. To prove the estimate for ||∂˜h||s and
||Dth||s, we argue as in the proof of (6.11) and suppose that (12.6) holds for s=0, ...,m−1. By definition
||Dmt ∂˜h||2L2(Ω)+ ||Dm+1t h||2L2(Ω)≤ CWs so we now suppose that ||Dkt ∂˜h||2Hℓ(Ω)+ ||Dk+1t h||2Hℓ(Ω) is bounded
by the right-hand side of (12.6) for k + ℓ = s and some ℓ ≥ 0. By induction it suffices to prove that
||Dk−1t ∂˜h||2Hℓ+1(Ω) + ||Dk−1t Dth||2Hℓ+1(Ω) is bounded by the right-hand side of (12.6). Writing ∂aDk−1t Dth=
Aia∂˜iD
k−1
t Dth and then ∂˜D
k−1
t Dth=D
k
t ∂˜h+ [∂˜, D
k
t ]h, using (D.9) to handle the commutator and (A.25):
||∂yDk−1t Dth||Hℓ(Ω) ≤ C(M ′, ||x˜||Hℓ(Ω), ||V ||Xm−1)
(||Dkt ∂˜h||Hℓ(Ω) + (||V ||Xm + ||x˜||Hℓ+1(Ω))||∂˜h||m−1).
When ℓ = 0 then by the inductive assumption and the definition of the energy W , all of the terms on the
right-hand side are bounded by the right-hand side of (12.6). The estimate (12.6) for s = m now follows
from the inductive assumption and the following estimate, which we claim holds whenever k+ ℓ = m, ℓ ≥ 1:
||Dkt ∂˜h||2Hℓ(Ω) ≤ C
(||Dk+2t h||Hℓ−1 + (||x˜||Hm+1 + ||V ||Hm + ||V ||Xm)(||∂˜h||m−1 + ||Dth||m−1)),
where C=C(M,||x˜||Hm(Ω),||V ||Xm) and Hs=Hs(Ω). This estimate follows directly from the elliptic estimate
(5.9), the fact that Dkt ∆˜h = D
k
t
(
e′(h)D2t h− (∂˜iSεV j)(∂˜jV i)
)
and Lemmas D.10 and D.8 to control these.
We now prove the first estimate in (12.7). When s ≤ 6 there is nothing to prove since ||Jεx||H6(Ω) ≤M ′,
so we assume s ≥ 6. In fact the below argument works provided s ≥ 2 and this assumption is only needed to
ensure that the trace map is continuous. The point of the below manipulations is to replace the derivative
∂y with tangential vector fields T . Using (B.22), we have that:
||∂yJεx||2Hs(Ω) ≤ Cs
(As + ||∂yJεx||2Hs−1/2(∂Ω) + ||Jεx||2H1(Ω)),
with Cs = Cs(M
′, ||x˜||Hs(Ω)). To control the boundary term here it suffices to control ||T∂yJεx||Hs−3/2(∂Ω)
for s ≥ 2 and any T ∈ T , and by the trace inequality (A.21), this is under control if we control ||TJεx||Hs(Ω).
Finally, we note that because of the boundary term in the energy, for each T ∈ T we have:
||TJεx||2Hs(Ω) ≤ Cs
(|| div TJεx||2Hs−1(Ω) + || curlTJεx||2Hs−1(Ω) + δ−1Es),
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again with Cs = Cs(M
′, ||x˜||Hs(Ω)). The first and second terms here are bounded by As and using induction
and the first estimate in (12.6), this implies the first estimate in (12.7).
To prove the second estimate in (12.7), we note that by the elliptic estimate (B.3), we have:
||〈∂θ〉1/2µ V ||2Hs(Ω) ≤ C(M ′, ||x˜||Hs(Ω))
(|| div〈∂θ〉1/2µ V ||2Hs−1(Ω) + || curl〈∂θ〉1/2µ V ||2Hs−1(Ω) + Es).
The last two terms are controlled by the right-hand side of (12.7). For the first term, we use Lemma A.1:
||[div, 〈∂θ〉1/2µ ]V ||Hs−1(Ω) ≤ C(M ′, ||x˜||Hs(Ω))
(||x˜||Hs+1(Ω) + ||V ||Hs(Ω)),
and so using div V = −e′(h)Dth, it just remains to bound ||〈∂θ〉1/2µ (e′(h)Dth)||Hs−1(Ω). We first bound this by
||e′(h)Dth||Hs(Ω) and then using induction and Lemma D.8, this is controlled by C(M ′, L,Ws−1)||Dth||Hs(Ω).
We write ∂Iy = ∂
J
y (u · ∂˜), where |I|= s, |J |= s−1, then apply (A.25) and the commutator estimate (A.6) to
control this by Cs||∂˜h||s. Since ρ=ρ(h), the third estimate in (12.7) is a consequence of Theorem 7.8, (12.6).
The estimate (12.8) follows from the definition of Esε , the elliptic estimate (5.11) and (12.6). 
We now control the energy for the wave equation Ws in terms of Es,As:
Lemma 12.4. With the same hypotheses as Lemma 12.3, there is a constant C′s depending on M
′, L, δ−1,
T , sup 0≤t≤T As−1(t) + Es−1(t) and Ws−1(0) so that:
Ws(t) ≤ C′s
(
Ws(0) +
∫ t
0
As(τ) + Es(τ) dτ
)
, 0 ≤ t ≤ T. (12.9)
Proof. By Lemma 6.2, writing F = −(∂˜iSεV j)(∂˜iV i), we have:
d
dt
√
Ws ≤ C1s
(||F ||s,0 + ||F ||s−1 + ||V ||X s+1 + P (L, ||∂˜h||s−1,√Ws−1)),
with C1s = C
1
s (M
′, L, T, ||x˜||Hs(Ω), ||V ||X s). Using Lemma D.10 to control F and Lemma 12.3 to control V ,
x˜ and ∂˜h in terms of A,W and E , this implies:
d
dt
√
Ws ≤ C2s
(
M ′, L, δ−1, T,
√
Ws−1,
√
As−1,
√
Es−1)(√Ws +√As +√Es).
Multiplying by the integrating factor e−tC
2
s , integrating from 0 to T and using induction gives (12.9). 
We will need the following estimate to control x˜:
Lemma 12.5. For s ≥ 0, there are constants C′s depending on M ′, L, δ−1, T and sup0≤t≤T
(As−1(t)+Es−1(t))
so that if (11.3) is satisfied, then for 0 ≤ t ≤ T :
||Dt div Jε∂yx||2Hs−1(Ω) ≤ C′s
(|| div V ||2Hs(Ω)+ ||(Jε div ∂yV− div Jε∂yV )||2Hs−1(Ω)+As+ Es). (12.10)
In addition, for any multi-index I with |I| = s − 1 and µ = 0, ...., N there is a two-form R = RIij with
||R||L2(Ω) ≤ C′s(As + Es) so that for 0 ≤ t ≤ T :
||D2t ∂Iy(curl∂yJεx)−DtRI||2L2(Ω)≤ C′s
(||curlDtV ||2Hs(Ω)+||Jεcurl ∂yV−curlJε∂yV ||2Hs−1(Ω)+As+Es). (12.11)
Proof. We start by writing Dt div ∂yJεx = −(∂˜iSεV j)∂˜j∂yJεxi + div ∂yJεV . Applying s − 1 derivatives to
this expression, we first prove:
||∂Jy (∂˜SεV )∂Ky (∂˜∂yJεx)||L2(Ω) ≤ C′s(As + Es), |J |+ |K| = s− 1. (12.12)
When |J | ≤ 2 we bound the first factor in L∞ by M ′ and the second factor by ||∂˜∂yJεx||Hs−1(Ω) ≤
C(M)||Jεx||Hs+1(Ω). If |J |≥3 then |K|≤s−4 and so we bound the first factor in L2(Ω) by ||V ||Hs(Ω) and the
second factor by ||∂Ky ∂˜∂yJεx||L∞(Ω) ≤ C||∂˜∂yJεx||Hs−2(Ω) ≤ C(M)||x˜||Hs(Ω)||Jεx||Hs(Ω). By Lemma 12.3,
we control all of these terms by the right-hand side of (12.10).
We now control || div ∂yJεV ||Hs−1(Ω). Noting that ||(Jε div− div Jε)V ||Hs−1(Ω) appears on the right-
hand side of (12.10), and that [∂y,Jε] and Jε are bounded operators on H
s−1(Ω), it remains to control
||[div, ∂y]V ||Hs−1(Ω). Writing [div, ∂y]V = −(∂yAai)∂aV i and arguing as above, we have ||[div, ∂y]V||Hs−1(Ω)≤
C(M)||x˜||Hs+1(Ω)||V||Hs(Ω), and again using Lemma 12.3 this is bounded by the right-hand side of (12.10).
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To prove (12.11), we start by writing:
D2t (curl ∂yJεx)ij = Dt
((− (∂˜iSεV ℓ)∂˜ℓ∂yJεxj + (∂˜jSεV ℓ)∂˜ℓ∂yJεxi)+ (curl ∂yJεDtx)ij)
=Dt
(
(∂˜jSεV
ℓ)∂˜ℓ∂yJεxi−(∂˜iSεV ℓ)∂˜ℓ∂yJεxj
)−(∂˜iSεV ℓ)∂˜ℓ∂yJεDtxj+(∂˜jSεV ℓ)∂˜ℓ∂yJεDtxi+(curl∂yJεD2tx)ij .
The last two terms will be too high-order after we apply s− 1 derivatives since we do not want an estimate
that involves ||V ||Hs+1(Ω). To handle this, for each of these terms, we write (∂˜SεV ) · ∂˜∂yDtJεx = Dt(∂˜SεV ·
∂˜∂yJεx)− (∂˜SεDtV ) · ∂˜∂yJεx+ (∂˜SεV ) · (∂˜SεV ) · ∂˜∂yJεx. Writing:
Rij = 2
(− (∂˜iSεV ℓ)∂˜ℓ∂yJεxj + (∂˜jSεV ℓ)∂˜ℓ∂yJεxi),
we have shown that for some constants αijkℓmn, qijkℓ:
D2t curl ∂yJεxij−DtRij=curl∂yJεD2txij +
∑
αikmnjℓ (∂˜iSεV
j)(∂˜kSεV
ℓ)∂˜m∂yJεxn+q
iℓ
jk(∂˜iSεDtV
j)∂˜k∂yJεxℓ,
For multi-index I with |I|=s−1, we define RI=∂IyR. The estimate for RI follows exactly as above estimates.
Using (12.12), we have that RI satisfies the stated estimate so it just remains to control the terms in the
sum after applying ∂Iy . To control the second term in the sum, we note that we also have (12.12) with V
replaced by DtV = −∂˜h− ∂˜φ, using the estimates in Lemma 12.3 for ∂˜h.
To control the first term in the sum, we argue as in the proof of (12.12). If |J | + |K| + |L| = s − 1
and either |J |, |K| ≤ 2 then ||∂Jy ∂˜SεV ||L∞(Ω)||∂Ky ∂˜SεV ||L∞(Ω)||∂Ly ∂˜∂yJεx||L2(Ω) ≤ C(M)||Jεx||Hs+1(Ω) and
if instead one of |J |, |K| ≥ 3 then without loss of generality it is |J | and then |K|, |L| ≤ s− 4, so by Sobolev
embedding, ||∂Jy ∂˜SεV ||L2(Ω)||∂Ky ∂˜SεV ||L∞(Ω)||∂Ly ∂˜∂yJεx||L∞(Ω) ≤ C(M)||V ||2Hs(Ω)||Jεx||Hs(Ω), as required.
Finally, using the same arguments as above we can re-write ∂Iy curl∂yJεDtV in terms of ∂
I
y curl∂yDtV and
terms with L2 norms bounded by the right-hand side of (12.11). Finally, we note that:
||∂Iy([curl, ∂y]Dtv)||L2(Ω) ≤ C(M, ||x˜||Hs(Ω))||x˜||Hs+1(Ω)||DtV ||Hs(Ω),
which follows from the fact that ([curl, ∂y]DtV )ij = (∂yA
a
j)∂aDtvi − (∂yAaj)∂aDtvj with vi = δijV j , and
using the above arguments. Using the smoothed-out Euler’s equations DtV = −∂˜h − ∂˜φ and Lemma 12.3,
we have (12.11). 
For the next estimate, we write E˜ s=Ws+ Es+ ε2Esε for the part of E that does not involve A. We have:
Corollary 12.6. For each s ≥ 0, there is a continuous function Cs depending on M ′, L, δ−1, T , As−1(0),
Ws−1(0), sup 0≤t≤T E˜ s−1(t) so that if V∈X s+1(T ) satisfies (4.9), then with As as in (12.1):
As(t) ≤ Cs
(As(0) +
∫ t
0
(1 + τ)E˜ s(τ) dτ
)
. (12.13)
Proof. Using Lemmas A.4 and 12.3, we have:
||[Jε, div]V ||2Hs−1 + ||[Jε, curl]V ||2Hs−1 ≤ ε2C′(||x˜||2Hs+1 + ||V ||2Hs+1) ≤ C′(As+ (1 + δ−1)E˜ s), (12.14)
with C′ = C′(M ′, L, δ−1,As−1, E˜ s−1), and with Hk = Hk(Ω), noting that the highest-order term in the
second inequality is multiplied by ε2. Integrating (12.10) once in time, we have:
|| div Jε∂yx(t)||2Hs−1(Ω) ≤ || div Jε∂yx(0)||2Hs−1(Ω) +
∫ t
0
||Dt div Jε∂yx(τ)||2Hs−1(Ω) dτ.
If |I| = s− 1 then with RI as defined in Lemma 12.5, then integrating (12.11) twice in time, we also have:
||∂Iy curlJε∂yx(t)||2L2 ≤ ||∂Iy curl Jε∂yx0||2L2 +
∫ t
0
||Dt∂Iy curl∂yJεx0 −RI0||2L2 + ||RI(τ)||2L2 dτ
+
∫ t
0
∫ τ
0
||D2t ∂Iy curl∂yJεx(τ ′)−DtRI(τ ′)||2L2 dτ ′dτ,
with L2 = L2(Ω) and RI0 = R
I |t=0. We have
||Dt∂Iy curl∂yJεx(0)−RI(0)||L2(Ω) ≤ C′′s (M,L, δ−1,As−1(0), E˜ s−10 )(As(0)+ E˜ s0 ).
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We now use the facts that divV= −e′(h)Dth, curlDtV= 0, the estimates (12.10)- (12.11). Using (12.14) and
Lemma 12.5 for R, we get:
As(t) ≤ As(0) + C′s
(∫ t
0
As(τ) + E˜ s(τ) dτ +
∫ t
0
∫ τ
0
As(τ ′) + E˜ s(τ ′) dτ ′dτ
)
≤ As(0) + C′s
(∫ t
0
(1 + τ)As(τ) dτ +
∫ t
0
(1 + τ)E˜ s(τ) dτ
)
. (12.15)
with C′s = C′s(M ′, L, δ−1,As−1(t), E˜ s−1(t),As−1(0)). We now assume that we have the estimate (12.13) for
s = 0, ...,m − 1. By the inductive assumption, (12.15) holds with s = m and with C′m replaced with C′′m
depending onM ′, L, δ−1, T,Am−1(0),Wm−1(0), sup0≤t≤T E˜m−1(t). Making this substitution into (12.15) with
s = m and letting H(t) denote the right-hand side, we have that H ′(t) ≤ C′′m((1 + t)E˜m(t) + (1 + t)H(t)).
Multiplying both sides by the integrating factor e−(t+t
2/2)C′′m and integrating gives the result. 
Combining Lemmas 12.3, 12.4 and Corollary 12.6, we have:
Corollary 12.7. With the same hypotheses as Lemmas 12.3-12.4, there are continuous functions Cs with
Cs = Cs
(
M,L, δ−1, T,As−1(0),Ws−1(0), sup 0≤t≤T E s−1(t)
)
so that for 1 ≤ s ≤ r − 1:
||x˜(t)||2Hs+1(Ω) + ||∂˜h(t)||2s + ||V (t)||2H(s,1/2)(Ω) + ε2||V (t)||2Hs+1(Ω) ≤ Cs sup 0≤t≤T E s(t), 0 ≤ t ≤ T.
Proof of Theorem 12.1. We will prove that:
E
s(t) ≤ F ′s
(
M ′, L, δ−1, T, sup 0≤t≤T E
s−1(t)
)(
E
s
0 +
∫ t
0
(1 + τ)2E s(τ) dτ
)
, 0 ≤ t ≤ T, (12.16)
for a continuous function F ′s . If the estimate (12.2) holds for s = 0, ...,m− 1 then (12.16) implies:
E
m(t) ≤ F ′′m(M ′, L, δ−1, T, Em−10 )
(
E
m
0 +
∫ t
0
(1 + τ)2E s(τ) dτ
)
, 0 ≤ t ≤ T.
Letting Hm(t) denote the right-hand side of this expression then dHm/dt ≤ (1+t)2F ′′mHm and so multiplying
by e−((1+t)
3/3−1)F ′′m and integrating shows that (12.2) holds for s = m as well.
By Lemma 12.4 and Corollary 12.5, we have shown that As,Ws are bounded by the right-hand side of
(12.16) and so it just remains to prove that Es + ε2Esε is bounded by the right-hand side of (12.16). We will
prove that, with C′s = C′s
(
M ′, L, δ−1, T, sup 0≤t≤T E
s−1(t)
)
:
d
dt
(Es(t)+ε2Esε(t)) ≤ C′s
(
Es(t)+ε2Esε(t)+As(t)+Ws(t)+
∫ t
0
(1+τ)
(Es(τ)+ε2Esε(τ)+As(τ)+Ws(τ))dτ). (12.17)
Multiplying both sides of (12.17) by the integrating factor e−tC
′
s gives:
Esε (t) + ε2Esε (t) ≤ F ′s
(
Es(0) + ε2Esε (0) +
∫ t
0
(1 + τ)2E s(τ) dτ
)
,
with F ′s=F
′
s
(
M ′, L, δ−1, T, sup 0≤t≤T E
s−1(t)
)
. Together with the estimates for A,W , this proves (12.16).
We start by controlling the time derivative of Ks. By (4.9), curlDtV= 0 and so Dt curlV= −(∂˜SεV )(∂˜V )
by (D.1). Using also (A.6) to control [〈∂θ〉1/2µ , curl]V and the product estimate (A.25), it follows that:
||Dt curl〈∂θ〉1/2µ V ||Hs−1(Ω) ≤ C(M, ||x˜||Hs(Ω), ||V ||Hs(Ω))||〈∂θ〉1/2µ V ||Hs(Ω),
and so using Corollary 12.7 and induction, this implies that dKs/dt ≤ C(M)E s. To control Ksε, the same
argument allows us to control the curl term and to control the divergence term, we write:
Dt div ∂V = −∂(∆˜h+ ∆˜φ)− [Dt, div]∂V + [div, ∂](∂˜h+ ∂˜φ).
Since [Dt, div]∂V = −(∂˜iSεV k)∂˜k∂V i and [div, ∂](∂˜h+ ∂˜φ) = −(∂˜i∂x˜k)∂˜k(∂˜ih+ ∂˜iφ), after using the product
rule (A.25), the wave equation (4.6) along with Lemmas D.10,D.8, the definition ∆˜φ = 4πρ, and Corollary
12.7, we can bound ε2d || div ∂V ||2Hs−1(Ω)/dt by the right-hand side of (12.17).
It remains to prove that for µ=0, ..., N and |I|= s −1, d(EI,µ+ ε2EIε )/dt is bounded by the right-hand
side of (12.17), and for this we use the energy identity (10.11) and an approximation argument. We could
approximate V, h, x˜ by smooth functions but since x˜ is smooth in tangential directions and we only apply
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tangential derivatives, it will suffice to just approximate V, h. We start by noting that under our hypotheses,
V,DtV,Dth, ∂˜h ∈ Hr(Ω). Indeed, DtV = −∂˜h − ∂˜φ and so by Corollary 12.7 and Theorem 7.1, we have
DtV, ∂˜h∈Hr(Ω). To see that Dth∈Hr(Ω), we write ∂aDth = Aia∂˜iDth = AiaDt∂˜ih+Aia∂˜iSεV k∂˜kh. The
Hr−1(Ω) norm of the first term here is bounded by C(M ′)||x˜||Hr+1(Ω)||∂˜h||r using (D.1) and the fact that
Hr+1(Ω) is an algebra. The second term here is bounded by C(M)||V ||Hr(Ω)||∂˜h||r for the same reason. By
(12.3) we control ||∂˜h||r and thus ||Dth||Hr(Ω).
Therefore, there is a sequence of smooth vector fields V(n) and a sequence of smooth functions h(n) with
h(n)|∂Ω = 0 so that (V(n)(t, ·), DtV(n)(t, ·), Dth(n)(t, ·), ∂˜h(n)(t, ·)) → (V (t, ·), DtV (t, ·), Dth(t, ·), ∂˜h(t, ·)) in
Hr(Ω). We claim that for all I, J with |I| = s ≤ r − 1, |J | = s− 1 and all µ = 0, ..., N , we have:
∂˜〈∂θ〉1/2µ T Ih(n) → ∂˜〈∂θ〉1/2µ T Ih, 〈∂θ〉1/2µ div T J〈∂θ〉1/2µ V(n) → 〈∂θ〉1/2µ div T J〈∂θ〉1/2µ V, in L2(Ω).
These claims follow after writing 〈∂θ〉1/2µ div T J〈∂θ〉1/2µ V(n)= 〈∂θ〉1/2µ 〈∂θ〉1/2µ T Jdiv V(n)+〈∂θ〉1/2µ [T J〈∂θ〉1/2µ , div]V(n)
and ∂˜〈∂θ〉1/2µ T Ih(n) = 〈∂θ〉1/2µ T I ∂˜h(n)+[〈∂θ〉1/2µ T i, ∂˜]h(n). In each of these expressions, the first term converges
in L2(Ω). The commutator terms involve tangential derivatives of x˜ to highest order and lower-order norms
of V(n) and so these converge as well. By the continuity of the trace map:
T I〈∂θ〉1/2µ V(n) → T I〈∂θ〉1/2µ V, DtT I〈∂θ〉1/2µ V(n) → DtT I〈∂θ〉1/2µ V, in L2(∂Ω).
We now apply Proposition 10.11 with α=V(n), q=h(n), χ= ∂˜SεV. For sufficiently large n, the assumptions
(10.3)-(10.4) hold with K=2δ+2M ′+2L. With EIn, EIn,ε defined by (10.5)-(10.6) with α=V(n), q= h(n) let
Rn+εRn,ε =
∑N
µ=0
∑
|I|≤sRI,µn + εRI,µn,ε, where RI,µn,ε= ||γ ·〈∂θ〉1/2µ DtT IV(n)−(〈∂θ〉1/2µ T Iγ)·∂˜h(n)||L2(∂Ω) and
RI,µn = ||Dt〈∂θ〉1/2µ T IV(n) − ∂˜
(
(T I〈∂θ〉1/2µ x˜j)(∂˜jh(n)) + T I〈∂θ〉1/2µ h(n)
)||L2(Ω)
+ ||〈∂θ〉1/2µ
(
e′(h)DtT
Jh(n) − (∂˜iT I〈∂θ〉1/2µ x˜j)(∂˜jSεV i) + div T J〈∂θ〉1/2µ V(n)
)||L2(Ω)
+ ||DtT I〈∂θ〉1/2µ x− T I〈∂θ〉1/2µ V(n)||L2(∂Ω),
and T I=ST J for S∈T , |J |=s−1. The energy inequality (10.11) then gives, with C0 = C0(M ′, δ−1),
d
dt
EIn ≤
√
EsnC0
(
Rn+ ||V(n)||H(s,1/2)(Ω)+ ||Jεx||Hs(Ω)+ ||Jεx||Hs+1/2(∂Ω)+ ||h(n)||Hs+1(Ω)+ ||Dth(n)||Hs(Ω)
)
+ CsEsn + Csε||V(n)||Hs+1/2(∂Ω)||Jεx||Hs+1/2(∂Ω),
d
dt
EIn,ε ≤
√
Esn,ε(Rn,ε + ε−1||Jεx||Hs+1/2(∂Ω)).
By the above, using Lemma 11.1 to control limn→∞Rn and Corollary 12.7 again, this implies (12.17). 
Before proving Corollary 12.2, we prove the following simple lemma:
Lemma 12.8. Fix r ≥ 6, and write V εk = Dkt V |t=0, hεk = Dkt h|t=0. Suppose that the bound (12.3) holds
for x0, V
ε
k and h
ε
k. There is a continuous function T r = T r(M ′0, L0, δ−10 , E r0 ) so that if T ≤ T r, and
V ∈ X r+1(T ) satisfies the smoothed-out Euler equations (4.9), then for 0 ≤ t ≤ T :
||∂x˜(t, ·)/∂y||L∞ + ||∂y(t, ·)/∂x˜||L∞ +
∑
|I|+k≤3||∂IyDkt V (t, ·)||L∞ + ||x˜(t, ·)||H6(Ω) ≤ 4M ′0,∑
|I|+k≤3||∂Iy ∂˜h(t, ·)||L∞ + ||Dkt h(t, ·)||L∞ ≤ 2L0,
−∂˜Nh(t, ·)|∂Ω ≥ δ0/2.
Proof. Let M1(t)= ||∂yx˜(t)||L∞(Ω)+
∑
|I|+k≤3 ||∂IyDkt V (t)||L∞(Ω) and M2(t)= ||∂y(t)/∂x˜||L∞(Ω). Further, let
L(t) =
∑
|I|+k≤3 ||∂IyDkt ∂˜h(t)||L∞(Ω)+ ||Dkt h(t)||L∞(Ω) and ν(t) = ||(−∂˜Nh(t))−1||L∞(∂Ω). Note that by the
definition of x˜ in (4.1) and the definition of V εk , we have M1(0)+M2(0)≤M ′0 and L(0)=L0 and ν(0)≤ δ−10 .
By Sobolev embedding, the fundamental theorem of calculus, and the fact that the operator Jε is bounded:
M1(t) ≤M ′0 + C1
(∫ t
0
||V (τ)||6 dτ
)
, L(t) ≤ L2 + C2
(∫ t
0
||Dth(τ)||6 + ||∂˜h(τ)||6 dτ
)
. (12.18)
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Using the trace inequality (A.21), we also have:
ν(t) ≤ δ−10 +
∫ t
0
ν(τ)2||Dt∂˜h(τ, ·)||L∞(∂Ω) dτ ≤ δ−10 + C3
∫ t
0
ν(τ)2||∂˜h(τ)||4 dτ.
Finally, integrating in time, using (D.1) and Sobolev embedding, we have:
M2(t) ≤M ′0 + C3
∫ t
0
M2(τ)
2||V (τ)||4 dτ.
If V ∈ X r+1(T1) solves the smoothed Euler equations (4.9) for some T1 > 0 then Corollary 12.7 combined
with Theorem 12.1 gives a continuous function F ′r so that:
||V (τ)||26 + ||Dth(τ)||26 + ||∂˜h(τ)||24 ≤ F ′r(M ′, L, E r−10 )E r0 , 0 ≤ τ ≤ T1.
Here, the constants C1, C2, C3 depend only on Ω. Set F
′′
r=C0F
′
r(4M
′
0, 2L0, (2δ0)
−1, E r−10 )(E
r
0+(2δ0)
−2) with
C0=C1+C2+C3, and define Tr=min(M ′0, 1/M ′0, L0, δ0)(16F ′′r )−1. Take T ≤min(Tr, T1) and consider the set:
S = {0 ≤ t ≤ T :M1(t) +M2(t) ≤ 4M ′0, L(t) ≤ 2L0, ν(t) ≤ 2δ−10 }.
Then S is nonempty, since it contains t= 0, and it is connected and closed by continuity of the functions
M1(t),M2(t), L(t), ν(t). If t∈S then the assumption T≤Tr and (12.18) imply:
M1(t) ≤M ′0 + TF ′′r ≤M ′0 +M ′0(16F ′′r )−1F ′′r , L(t) ≤ L0 + TF ′′r ≤ L0 + L0(16F ′′r )−1F ′′r ,
and similarly
M2(t) ≤M ′0 + (4M ′0)2(16M ′0F ′′r )−1F ′′r , ν(t) ≤ δ−10 + 2δ−20 δ0(16F ′′r )−1F ′′r .
In particularM1(t)+M2(t)≤3M ′0, L(t)≤3L0/2 and ν(t)≤3δ−10 /2. Hence S is also open so S={0≤ t≤T }. 
Proof of Corollary 12.2. Let Tr be as in Lemma 12.8 and with Fr as in Theorem 12.1, define:
Tr = T r, Cr = Fr(4M ′0, 2L0, (2δ0)−1, E r−10 ).
By (12.2) and Lemma 12.8, this proves (12.4). The estimate (12.5) follows from (12.4) and Corollary 12.7. 
Appendix A. Fractional tangential derivatives and tangental smoothing
There is a family of open sets Uµ, µ=1, . . . , N that cover ∂Ω and onto diffeomorphisms Φµ : (−1,1)2→Uµ.
We fix a collection of cutoff functions χµ:∂Ω→R so that χ2µ form a partition of unity and suppχµ⊂Uµ, as
well as two other families of cutoff functions such that χ˜µ≡1 on suppχµ, χµ≡1 on supp χ˜µ and suppχµ⊂Uµ.
Recalling that Ω is the unit ball, we set Wµ = {rω, r ∈ (1/2, 1], ω ∈ Uµ} for µ= 1, ...,N and let W0 be the
ball of radius 3/4 so that {Wµ}Nµ=0 covers Ω. Writing Ψµ(z, z3) = z3Φµ(z), Ψµ is a diffeomorphism from
(−1,1)2× (1/2,1] to Wµ. Let ζ : [0,1]→ R be a bump function so that ζ(r)=1 when 1/2≤r≤1 and ζ(r)=0
when r < 1/4. We extend the above cutoffs to Ω by setting χµ(y) = χµ(y/|y|)ζ(|y|) for µ = 1, ..., N and
χ0 =1−ζ, and we similarly extend χ˜µ and χµ. We abuse notation by writing χµ also for the function χµ ◦Ψµ
A.1. Fractional derivatives. For a function F : R2 → R, we set:
〈∂θ〉1/2F (z) =
∫
R2
〈ξ〉1/2Fˆ (ξ)eiz·ξ dξ, where Fˆ (ξ) =
∫
R2
e−iz·ξF (z) dz.
Given a function f : Ω→ R, we define 〈∂θ〉1/2µ f : Ω→ R for µ = 1, ..., N by:
〈∂θ〉1/2µ f = χ˜µ(〈∂θ〉1/2fµ) ◦Ψ−1µ , where fµ = (χµf) ◦Ψµ : R2 → R. (A.1)
With the cutoff function ζ defined above, we let T denote the following family of vector fields, which span
the tangent space to the boundary and in the interior span the full tangent space:
ζ(y)(ya∂yb − yb∂ya), (1− ζ(y))∂ya , a, b = 1, 2, 3.
We work in terms of the following Sobolev norms, for s ∈ R:
||f ||2Hs(∂Ω) =
∑N
µ=1
||〈∂θ〉sfµ||2L2(R2) =
∑N
µ=1
∫
R2
|〈ξ〉sfˆµ(ξ)|2 dξ, (A.2)
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and if s ∈ R, k ∈ N we set:
||f ||2H(k,s)(Ω) =
∑
|I|≤k
∫ 1
0
||∂Iy(ζf)(r, ·)||2Hs(∂Ω) r2dr + ||(1 − ζ)f ||2Hk+s(Ω),
where for non-integer s, Hk+s(Ω) is defined in the usual way by taking the Fourier transform in all variables.
We collect here the basic properties of the operators 〈∂θ〉1/2µ and the norms Hs(∂Ω), H(k,s)(Ω):
Lemma A.1. If T ∈ T , then:∣∣∣ ∫
∂Ω
fTg dS(y)
∣∣∣ ≤ C||f ||H1/2(∂Ω)||g||H1/2(∂Ω), ∣∣∣
∫
Ω
fTg dy
∣∣∣ ≤ C||f ||H(0,1/2)(Ω)||g||H(0,1/2)(Ω). (A.3)
In addition, with Σ = ∂Ω or Ω,
||〈∂θ〉1/2µ (fg)− f〈∂θ〉1/2µ g||L2(Σ) ≤ C||f ||H2(Σ)||g||L2(Σ), (A.4)
and, with notation as in (3.5) and T I ∈ Dk or T k:
||〈∂θ〉1/2µ (T If)− T I〈∂θ〉1/2µ f ||L2(Σ) ≤ C||f ||Hk(Σ). (A.5)
In particular, if ||x˜||H3(Ω) ≤M then:
||〈∂θ〉1/2µ ∂˜f − ∂˜〈∂θ〉1/2µ f ||L2(Σ) ≤ C(M)||f ||H1(Σ). (A.6)
These estimates all rely on the following “Leibniz rule”. This lemma and its proof can be found in [13].
Lemma A.2. If F,G : R2 → R have compact support, then:
||〈∂θ〉1/2(FG)− F 〈∂θ〉1/2G||L2(R2) ≤ C||F ||H2(R2)||G||L2(R2). (A.7)
Proof. By the elementary estimate |〈ξ〉1/2 − 〈ξ − η〉1/2| ≤ C〈η〉1/2, we have:
|〈ξ〉1/2F̂G(ξ)− ̂(F 〈∂θ〉1/2G)(ξ)|2 .
(∫
R2
〈η〉1/2|Fˆ (η)||Gˆ(ξ−η)| dη
)2
.
∫
R2
〈η〉4|Fˆ (η)|2 dη
∫
R2
〈η〉−3|Gˆ(ξ−η)|2 dη.
Integrating in ξ, changing variables, and using the fact that
∫
R2
〈ξ − η〉−3 dξ≤C, we have:
||〈ξ〉F̂G − ̂(F 〈∂θ〉1/2G)||2L2(R2) ≤ C||F ||2H2(R)
∫
R2
∫
R2
〈ξ − η〉−3|Gˆ(η)|2 dη dξ ≤ C||F ||H2(R)||G||L2(R).
The result now follows from Plancherel’s theorem. 
Proof of Lemma A.1. Since
∑
χ2µ = 1, we have:∫
∂Ω
fTg dS(y) =
∑N
µ=1
∫
∂Ω
(χµf)(χµTg) dS(y) =
∑N
µ=1
∫
∂Ω
χµfT (χµg) dS(y)−
∫
∂Ω
χµfgTχµ dS(y).
The second term is bounded by C||f ||L2(∂Ω)||g||L2(∂Ω). To deal with the first term, we use (A.1) and write:∫
∂Ω
χµfT (χµg) dS(y) =
∫
R2
fµT
α∂zαgµ| detΦ′µ| dz, where T = Tα∂zα .
With Fα = fµT
α| detΦ′µ| and G = gµ, by Plancherel’s theorem we have:∫
R2
Fα(z)∂zαG(z)dz =
∫
R2
Fˆα(ξ)iξαGˆ(ξ) dξ ≤ ||〈ξ〉1/2Fˆ ||L2(R2)||〈ξ〉1/2Gˆ||L2(R2).
By (A.7) and (A.2), this is bounded by (||〈∂θ〉1/2fµ||L2(R)+||f ||L2(∂Ω))||g||H1/2(∂Ω). The case Σ=Ω is similar.
We now prove (A.4). Writing fµ = χµf ◦Ψµ, where χµ ≡ 1 in the support of χ˜µ in (A.1), we have:
||〈∂θ〉1/2µ (fg)−f〈∂θ〉1/2µ g||L2(∂Ω). ||〈∂θ〉1/2(fµgµ)−fµ〈∂θ〉1/2gµ||L2(R2).‖fµ‖H2(R2)‖gµ‖L2(R2). ||f ||H2(∂Ω)||g||L2(∂Ω),
by (A.7), which gives (A.4) for Σ=∂Ω. The case Σ=Ω follows from the case Σ=∂Ω by the definition (A.2).
We now prove (A.5). We first prove the case k=1 with T ∈ T and Σ = ∂Ω. Since ∂zα〈∂θ〉1/2 = 〈∂θ〉1/2∂zα :
Tα∂zα〈∂θ〉1/2fµ − 〈∂θ〉1/2(Tf)µ = Tα〈∂θ〉1/2(∂αfµ)− 〈∂θ〉1/2(Tα∂αfµ) + 〈∂θ〉1/2((Tα∂αχµ)f), (A.8)
Applying (A.7), the L2 norm of the right-hand side is bounded by C||f ||H1(∂Ω). The commutator of
T 〈∂θ〉1/2µ f−〈∂θ〉1/2µ Tf just contribute an additional term (T χ˜µ)〈∂θ〉1/2fµ compared to (A.8) and (A.5) follows.
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To prove (A.5) when T = ∂ya for some a = 1, 2, 3 and Σ = ∂Ω, close to the boundary we write ∂ya =∑
T∈T c
T
a (y)T+c(y)∂r for some smooth functions c
T
a and c. By what we have just proven and (A.4), it is
enough to prove the estimate with T replaced by ∂r. This follows from the definition after noting that close
to the boundary, the cutoff functions χ˜µ, χµ are independent of r. The case |I| ≥ 2 follows similarly. 
The operators 〈∂θ〉1/2µ can be used to control fractional Sobolev norms:
Lemma A.3. We have
||(1− χ˜µ)〈∂θ〉1/2fµ||L2(R2) . ||fµ||L2(R2).
Moreover, there are constants 0 < C1 < C2 <∞ so that:
C1(
∑N
µ=1
||〈∂θ〉1/2µ f ||L2(∂Ω) + ||f ||L2(∂Ω)) ≤ ||f ||H1/2(∂Ω) ≤ C2(
∑N
µ=1
||〈∂θ〉1/2µ f ||L2(∂Ω) + ||f ||L2(∂Ω)).
The same estimate holds with ∂Ω replaced by Ω and H1/2(∂Ω) replaced with H(0,1/2)(Ω).
Proof. Since χ˜µ = 1 on the support of χµ and hence on the support of fµ it follows from (A.7) that
||(1− χ˜µ)〈∂θ〉1/2fµ||L2(R) = ||〈∂θ〉1/2(χ˜µfµ)− χ˜µ〈∂θ〉1/2fµ||L2(R) ≤ C||fµ||L2(R) ≤ C||f ||L2(∂Ω). 
A.2. Tangential smoothing. Let ϕ :R2→R be an even smooth function, supported in R = (−1, 1)2, with∫
R2
ϕ =1 and define the smoothing operator
Tεf(z) =
∫
R2
ϕε(z − z′)f(z′)dz′, where ϕε(z)=ε−2ϕ
(
z/ε
)
.
Because ϕ is even, Tε is symmetric; for any functions f, g : R
2 → R we have:∫
R2
Tεf(z)g(z)dz =
∫
R2
∫
R
ϕε(z − z′)f(z′)g(z)dz′ dz =
∫
R2
f(z)Tεg(z)dz.
From the fact that ‖∂kϕε‖L1 . ε−k it follows that for k ≥ m
‖Tεf‖Hk . εm−k‖f‖Hm . (A.9)
Furthermore, we have:
|Tε(fg)(z)− fTε(g)(z)| ≤ Cε||f ||C1(R)||g||L2(R), (A.10)
which follows from the fact that |z′| ≤ ε in the support of ϕε, after writing:
Tε(fg)(z)− f(z)Tε(g)(z) =
∫
R2
ϕε(z
′)g(z − z′)(f(z − z′)− f(z))dz′. (A.11)
Moreover from using (A.20) and Minkowski’s integral inequality in (A.11) with g=1 it follows that
‖Tεf − f‖Hk . ε‖f‖Hk+1. (A.12)
For a linear operator T ′ defined in coordinate charts we define a global operator T by
Tf=
∑
Tµf, where Tµf= χµ
(
m−1µ T
′
[
mµfµ
]) ◦Ψ−1µ , fµ=(χµf) ◦Ψµ, mµ=r|det Φ′µ|1/2. (A.13)
Then T is symmetric with the measure dy if T ′ is with the measure dz is since dS(ω) = m2µdz. With notation
as in (A.13), the smoothing operators we consider on Ω or ∂Ω are then defined by:
Jεf =
∑N
µ=0
Tε,µf, Sεf = JεJεf =
∑N
µ,ν=0
Tε,νTε,µf.
Since Tε is symmetric Jε is as well, w.r.t. dy.
The smoothing operator has the following important properties:
Lemma A.4. If f, g : Ω→ R, then with Σ = ∂Ω or Ω
||Jε(fg)− fJε(g)||L2(Σ) ≤ Cε||f ||C1(Σ)||g||L2(Σ). (A.14)∣∣∣ ∫
∂Ω
(
f(Sεg)− (Jεf)(Jεg)
)
ν˜dS(y)
∣∣∣ ≤ Cε||ν˜||C1(∂Ω)||f ||L2(Ω)||g||L2(∂Ω), (A.15)∣∣∣ ∫
Ω
(
f(Sεg)− (Jεf)(Jεg)
)
κ˜dy
∣∣∣ ≤ Cε||κ˜||C1(Ω)||f ||L2(Ω)||g||L2(Ω), (A.16)
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Further, if T I ∈ T k for k ≥ 0:
||T IJεf − Jε
(
T If
)||L2(Σ) ≤ C||f ||Hk−1(Σ), (A.17)
||〈∂θ〉1/2µ Jεf − Jε
(〈∂θ〉1/2µ f)||L2(Σ) ≤ C||f ||L2(Σ). (A.18)
Proof. The estimate (A.14) is a straightforward consequence of (A.10).
To prove (A.15) and (A.16) note first that Jε is symmetric w.r.t. to the measure dS(y) sincem
2
µdS(y) = dz:∫
∂Ω
fJεg dS=
∑
µ
∫
∂Ω
fχµ
(
m−1µ Tε[mµgµ]
)◦Ψ−1µ dS=∑
µ
∫
R
mµfµTε[mµgµ]dz=
∑
µ
∫
R
Tε[mµfµ]mµgµdz=
∫
∂Ω
Jεf g dS.
(A.15) follows from this applied to ν˜f in place of f and then (A.14) with ν˜ in place of f and f in place of g.
Changing coordinates, using that ∂z(ϕε∗F )=ϕε∗(∂zF ) for any function F: (−1, 1)2→ R and using (A.14),
a straightforward calculation as in the proof of Lemma A.1 shows that ||T IJεf −JεT If ||L2(Σ) . ||f ||Hk−1(Σ).
(A.18) follows from that [〈∂θ〉1/2, Tε]=0 and
∑
ν χ
2
ν=1, after repeatedly using (A.4) and (A.14) in
〈∂θ〉1/2µ Jεf =
∑
ν
χ˜µ(〈∂θ〉1/2[χµχνm−1ν Tε
[
mνfν
]
]) ◦Ψ−1ν ,
Jε〈∂θ〉1/2µ f =
∑
ν
χν(m−1ν Tε[χνmνχ˜µ〈∂θ〉1/2[fµ]
]
]) ◦Ψ−1ν . 
A.3. Interpolation and Sobolev Inequalities. Here we collect some standard inequalities we will use.
We will use the Sobolev inequalities on both Ω and ∂Ω. For any tensor field α on either Ω ∪ ∂Ω or ∂Ω:
||α||L3p/(3−kp)(Ω) ≤ C
∑
|I|≤k
||∂Iyα||Lp(Ω), 1 ≤ p < 3/k, (A.19)
||α||L∞(Ω) ≤ C
∑
|I|≤k
||∂Iyα||Lp(Ω), k > 3/p,
||α||L2p/(2−kp)(∂Ω) ≤ C
∑
|I|≤k
||∂Iyα||Lp(∂Ω), 1 ≤ p < 2/k,
||α||L∞(∂Ω) ≤
∑
|I|≤k
||∂Iyα||Lp(∂Ω), k > 2/p.
By, e.g. the results in the appendix of [3], the constants above depend only on the injectivity radius of Ω.
We also have the following alternative characterization of the Sobolev spaces
‖DhcF‖L2 . ‖∂cF‖L2 . suph‖DhcF‖L2 , where DhcF (z) =
(
F (z + hec)− F (z)
)
/h, (A.20)
denotes the difference quotient in the direction of a unit vector ec, see [7].
We will also need the trace inequality (see, e.g. [14]):
||f ||Hs−1/2(∂Ω) ≤ C||f ||Hs(Ω), s > 1/2. (A.21)
We will only apply this when s is a positive integer and in that case the right-hand side is defined in the
usual way and the left-hand side is defined by (3.4). We will use the following Sobolev inequalities.
Lemma A.5. If s ≥ 2, then:
||f ||L∞(Ω) ≤ C||f ||Hs(Ω). (A.22)
Further, with notation as in Section 3.3, if s ≥ 2 then:
||f ||L∞(Ω) ≤ C||T sf ||H1(Ω). (A.23)
If k < 3/p and 1/q = 1/p− k/3, then:
||f ||Lp(Ω) ≤ C
∑
|I|≤k
||∂Iyf ||Lq(Ω). (A.24)
Proof. The estimates (A.22) and (A.24) are the usual Sobolev inequalities. The estimate (A.23) follows after
applying the one-dimensional Sobolev inequality in the radial direction and the two-dimensional Sobolev
inequality in the tangential directions. 
We also have the following product rule:
Lemma A.6. Suppose that |∂IyDkt f | ≤ K in Ω for all |I|+ k ≤ 3. Then, if k + ℓ = s, we have:
||fg||k,ℓ ≤ (||f ||k,ℓ +K)(||g||k,ℓ + ||g||s−1). (A.25)
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The right-hand side can also be bounded by (||f ||s + L)||g||s, but for some our applications it is more
useful to keep track of which types of derivatives land on f .
Proof. We need to bound ||(Dk1t ∂J1y f)(Dk2t ∂J2y g)||L2(Ω) where k1+k2+ |J1|+ |J2| = s. If k1+ |J1| ≤ 3, we
bound this by ||Dk1t ∂J1y f ||L∞(Ω)||Dk2t ∂J2y g||L2(Ω) which is bounded by the right-hand side of (A.25). If instead
k1+|J1| ≥ 4, we bound it by ||Dk1t ∂J1y f ||L2(Ω)||Dk2t ∂J2y g||L∞(Ω) ≤ ||f ||k,ℓ||g||2+k2+|J2|. Since k1 + |J1| ≥ 4 and
k1 + k2 + |J1|+ |J2| = s, it follows that 2 + k2 + |J2| ≤ s, as required. 
A.4. The extension operator. Fix an integer s ≥ 0. Let η = η(r) be a smooth cutoff function which is
one when r ≤ 1 + 1/(4 + 4s) and zero when r ≥ 1 + 1/(2 + 2s). Let λ0, ..., λs be the solution to the system∑s
j=0 λj(−(j + 1))ℓ = 1 for ℓ = 0, ..., s. If f : Ω→ R, we extend f to a function Ef = Esf on R3 by setting
Ef(y) = f(y) when |y| ≤ 1 and when |y| ≥ 1, write f(y) = f(r, ω) where r = |y|, ω = y/|y| ∈ S2 and define:
Ef(r, ω) =
∑s
j=0
λjf(r − (j + 1)(r − 1), ω)η(r), r ≥ 1. (A.26)
Let ζ = ζ(r) be a smooth function with ζ(r) = 0, r ≤ 1/4 and ζ = 1 for r ≥ 1/2. For f : R3 → R, we
define ||f ||2
H(k,s)(R3)
=
∑
|I|≤k
∫∞
0 ||∂Iy(ζf)(r, ·)||2Hs(∂Ω) r2dr + ||(1− ζ)f ||2Hk+s(Ω), and we have:
Theorem A.7. Fix s ≥ 2 and define E = Es by (A.26). Then E is continuous as a map Hs(Ω)→ Hs(R3)
and H(s,1/2)(Ω)→ H(s,1/2)(R3) and there are constants 0 < C1 < C2 <∞ depending only on s so that
C1||Ef ||H(s,a)(R3) ≤ ||f ||H(s,a)(Ω) ≤ C2||Ef ||H(s,a)(R3) where a = 0, 1/2, (A.27)
there is a constant C depending only on s so that if T is any vector field on R3 with T |Ω ∈ T , then:
||TEf ||H(s,a)(R3) ≤ C(||ETf ||H(s,a)(R3) + ||Ef ||H(s,a)(R3)), where a = 0, 1/2. (A.28)
Proof. We have:
∂ℓr(Ef)(r, ω) =
∑s
j=0
λj∂
ℓ
rf(r − (j + 1)(r − 1), ω)
(− (j + 1)η(r))ℓ + gℓ(r, ω), r ≥ 1,
where gℓ(1, ω)= 0, so by the definition of the λj and the fact that η(1) = 1, it follows that ∂
k
r (Ef)(1, ω)=
∂kr f(1, ω) for 1≤ k≤ s and ω∈S2. This implies the estimate (A.27). The estimate (A.28) follows from the
fact that near the boundary, T ∈ T commutes with E since (ya∂b − ∂bya)|y|2 = 0. 
A.5. The Green’s formula. We conclude this section by recording the following Green’s formula which
will be frequently used throughout this manuscript. Let f, g : D → R be C1 functions, then:∫
Ω
∂˜if(x˜(t, y))g(x˜(t, y))κ˜dy =
∫
D˜t
∂˜if(x˜)g(x˜)dx˜ = −
∫
D˜t
f(x˜)∂˜ig(x˜)dx˜+
∫
∂D˜t
Nif(x˜)g(x˜)dS(x˜)
= −
∫
Ω
f(y)∂˜ig(y)κ˜dy +
∫
∂Ω
Nif(y)g(y)ν˜dS(y). (A.29)
Appendix B. Proofs of Elliptic estimates for the Dirichlet Problem
Here we prove the elliptic estimates we need. We will use these to prove that Λ is a continuous map on a
certain Banach space and to prove that Λ is a contraction, in Section 9. The basic estimates we need for the
contraction estimates imply the estimates for the operator norm so we start with the contraction estimates.
Let VI,VII : [0, T ]×Ω→ R3 be two vector fields on Ω and let x˜I , x˜II denote their smoothed flows (4.1). Set
A iI a =
∂x˜iI
∂ya
, A aI i =
∂ya
∂x˜iI
and A iII a =
∂x˜iII
∂ya
, A aII i =
∂ya
∂x˜iII
.
We will assume that: ∑
k+|J|≤3|∂Jy x˜I |+ |∂Jy x˜II | ≤M0. (B.1)
By the formula for the derivative of the inverse (D.1) this implies that |A aI i |+ |A aII i| ≤ C(M0). We define
∂˜Ii = A
a
I i
∂
∂ya
, and ∂˜IIi = A
a
II i
∂
∂ya
,
g˜abI = δ
ijA aI iA
b
I j, and g˜
ab
II = δ
ijA aII iA
b
II j ,
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as well as:
∆˜If = δ
ij ∂˜Ii∂˜Ijf = ∂a
(
g˜abI ∂bf
)
, ∆˜IIf = δ
ij ∂˜Ii∂˜IIjf = ∂a
(
g˜abII ∂bf
)
.
We define:
divI α = δ
ij ∂˜Iiαj , divII α = δ
ij ∂˜IIiαj ,
(curlI α)ij = ∂˜Iiαj − ∂˜Ijαi, (curlII α)ij = ∂˜IIiαj − ∂˜IIjαi,
and
γijI = A
i
I aA
j
I bγ
ab, and γijII = A
i
II aA
j
II bγ
ab.
Here, we are writing γab for the cometric on ∂Ω extended to the interior of Ω. Fixing a smooth radial
function χ with χ(r) = 0 for r ≤ 12 and χ(r) = 1 for r ≥ 34 , then:
γab = δab − χ(r)NaNa,
with N the unit normal to ∂Ω.
Recalling the notation T r from Section 3.3, we will use the following norms:
||α||2Hk(Ω) =
∑
|J|≤k
∫
Ω
δij∂Jy αi∂
J
y αj dy, ||α||Ck(Ω) =
∑k
ℓ=0
||∂ℓyα||L∞(Ω), ||T rα||2L2(Ω) =
∫
Ω
|T rα|2dy.
In what follows we will use the convention that the components of α will be expressed in terms of the x˜I
frame and β will be expressed in terms of the x˜II frame and we will just write α, β instead of αI , βII . We
now list the elliptic estimates we use. Proofs can be found in the following sections.
Lemma B.1. With the above definitions, if α, β are (0,1)-tensors on Ω then on [0, T ]× Ω:
|∂˜Iα− ∂˜IIβ| ≤ C(M ′)
(|divI α− divII β|+ |curlI α− curlII β|+ |Tα− T β|+ ||x˜I − x˜II ||C1(Ω)|∂˜IIβ|). (B.2)
There is a higher-order version of Lemma B.1 in Sobolev spaces and with mixed space and time derivatives:
Lemma B.2. Fix r ≥ 7 and let 1 ≤ ℓ ≤ r. Suppose x˜I , x˜II ∈ Hr(Ω) satisfy (B.1). If α− β ∈ Hℓloc(Ω) and:
divI α− divII β, curlI α− curlII β ∈ Hℓ−1(Ω), T (α−β) ∈ Hℓ−1(Ω), for all T ∈ T , ∂˜IIβ ∈ Hℓ−1(Ω),
then α− β ∈ Hℓ(Ω) and there is a constant Cr = Cr(M0, ||x˜I ||Hr(Ω), ||x˜II ||Hr(Ω)), so that
||α− β||Hℓ(Ω) ≤ Cr
(|| divI α− divII β||Hℓ−1(Ω) + || curlI α− curlII β||Hℓ−1(Ω)
+ ||T ℓ−1(∂˜Iα− ∂˜IIβ)||L2(Ω) + (||x˜I − x˜II ||C2(Ω) + ||x˜I − x˜II ||Hℓ(Ω))||∂˜IIβ||Hℓ(Ω)
)
. (B.3)
Similarly, if k + ℓ = s ≤ r, Dk′t ∂˜β ∈ Hℓ
′
(Ω) for any k′ + ℓ′≤s and:
Dkt (divIα− divII β)∈Hℓ−1(Ω), Dkt (curlIα− curlII β)∈Hℓ−1(Ω), Dkt T (α− β)∈Hℓ−1(Ω), for all T ∈T,
then Dkt (α − β) ∈ Hℓ(Ω) and there is a constant C′r = C′r(M0, ||x˜I ||r, ||x˜II ||r), so that:
||α− β||k,ℓ ≤ C′s
(||(divI α− divII β)||k,ℓ−1 + || curlI α− curlII β||k,ℓ−1
+ ||Dk,ℓ−1(∂˜Iα− ∂˜IIβ)||L2 + ||α− β||s,0 + (||x˜I − x˜II ||C2(Ω) + ||x˜I − x˜II ||s)(||β||s,0 + ||∂˜β||s−1)
)
. (B.4)
In the special case that α = ∂f, β = ∂g for functions f, g ∈ H10 (Ω), ∂˜If − ∂˜IIg ∈ Hℓloc(Ω), we have:
Proposition B.3. Suppose x˜I , x˜II ∈Hs(Ω), s≥1, satisfy (B.1), f−g∈H10 (Ω), ∂˜If− ∂˜IIg∈Hsloc(Ω) and that:
∆˜If − ∆˜IIg ∈ Hs−1(Ω), ∂˜IIg ∈ Hs(Ω), T J(∂˜If − ∂˜IIg) ∈ L2(Ω), for all |J | ≤ s.
Then ∂˜If− ∂˜IIg∈Hs(Ω) and there is a constant Cs=Cs(M0, ||x˜I ||Hs(Ω), ||x˜II ||s) so that
||∂˜If − ∂˜IIg||Hs(Ω) ≤ Cs||∆˜If − ∆˜IIg||Hs−1(Ω) + Cs||T (x˜I − x˜II)||Hs(Ω)||∂˜IIg||Hs(Ω)
+ Cs||T x˜I ||Hs(Ω)
(||x˜I − x˜II ||Hs(Ω)||∂˜IIg||Hs−1(Ω) + ||f − g||L2).
Similarly, if k + ℓ = s, the assumption (D.7) holds, Dkt (∂˜If − ∂˜IIg) ∈ Hℓloc(Ω) and:
Dkt (∆˜If − ∆˜IIg) ∈ Hℓ−1(Ω), Dkt ∂˜IIg ∈ Hℓ(Ω), T J(∂˜If − ∂˜IIg) ∈ L2(Ω), for all T J ∈ Ds,
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then Dkt (∂˜If − ∂˜IIg) ∈ Hℓ(Ω) and there are constants C′s = C′s(M, ||x˜I ||s, ||x˜II ||s) so that if k + ℓ = s:
||∂˜If − ∂˜IIg||k,ℓ ≤ C′s
(||∆˜If − ∆˜IIg||k−1,ℓ + ||f − g||s+1,0 + ||∂˜If − ∂˜IIg||s−1,1 + ||T x˜II ||s||f − g||s)
+ C′r||T (x˜I − x˜II)||s
(||∂˜IIg||s + ||g||s+1,0). (B.5)
We also need a result to build regularity for a function f with ∆˜f ∈ Hℓ−1(Ω) but with a priori only
f ∈ H10 (Ω). Note that we are not assuming that f ∈ Hℓloc(Ω). This result is needed to prove a local-
wellposedness result for the wave equation (4.6)-(4.7) (see Appendix F.1). Writing x˜ = x˜I , we have:
Proposition B.4. Suppose x˜ ∈ Hr(Ω), r≥ 5, satisfies (B.1). If f ∈ H10 (Ω) and ∆˜f ∈ Hℓ−1(Ω) for some
0 ≤ ℓ ≤ r, then ∂˜f ∈ Hℓ(Ω) and
||∂˜f ||Hℓ(Ω) ≤ C(M0, ||x˜||Hr(Ω))
(||∆˜f ||Hℓ−1(Ω) + ||T x˜||Hr(Ω)||f ||L2(Ω)).
Similarly, if f ∈ H10 (Ω), Dkt f ∈ L2(Ω) and Dkt ∆˜f ∈ Hℓ−1(Ω), then Dkt ∂˜f ∈ Hℓ(Ω) and
||Dkt ∂˜f ||Hℓ(Ω) ≤ C(M0, ||x˜||r)
(||Dkt ∆˜f ||Hℓ−1(Ω) + ||T x˜||r||Dkt f ||L2(Ω)).
We also need estimates which involve fractional derivatives on ∂Ω.
Proposition B.5. Let α be a vector field on Ω. Fix r ≥ 5. Then, for 1 ≤ ℓ ≤ r, there are continuous
functions Cℓ = Cℓ
(
M0, ||x˜||Hr(Ω)
)
so that
||α||2Hℓ≤Cℓ
(
||div α||2Hℓ−1+ ||curlα||2Hℓ−1+||α||2H1 +
∑N
µ=1
∫
∂Ω
(〈∂θ〉1/2µ T ℓ−1αi)·(〈∂θ〉1/2µ T ℓ−1αj)NiNjdS
)
, (B.6)
||α||2Hℓ ≤ Cℓ
(
||divα||2Hℓ−1+ ||curlα||2Hℓ−1+||α||2H1 +
∑N
µ=1
∫
∂Ω
(〈∂θ〉1/2µ T ℓ−1αi)·(〈∂θ〉1/2µ T ℓ−1αj)γijdS
)
. (B.7)
We will need the following lemma to exchange normal and tangential components of vector fields on ∂Ω.
This estimate appears in Lemma 5.6 of [3].
Lemma B.6. If α is a (0,1)-tensor on Ω and γ denotes the metric on ∂Ωt, then:∣∣∣ ∫
∂Ω
(
γij −N iN j)αiαjdµγ∣∣∣ ≤ (|| divα||L2(Ω) + || curlα||L2(Ω) +K||α||L2(Ω))||α||L2(Ω).
Finally, in Section F.1, we will need the following elliptic estimate in H2(Ω):
Lemma B.7. Let ∆y= ∂
2
y1+ ∂
2
y2+ ∂
2
y3 be the flat Laplacian in the y coordinates. If f ∈H10(Ω)∩H2(Ω), then:
||∂˜f ||H1(Ω) ≤ C(M)
(
(∆yf, ∆˜f)L2(Ω) + ||∂˜f ||L2(Ω) + ||f ||L2(Ω)
)
. (B.8)
Proof of Lemma B.1. The case with β = 0 is Lemma 5.5 in [3], and this version is Lemma B.4.1 of [13].
For the reader’s convenience, we include the proof here. We start by setting:(
defI α
)
ij
= ∂˜IiαIj + ∂˜IjαIi, (DIα)ij = divI αδij , (D̂Iα)ij =
(
defI α− 2
3
DIα
)
ij
,
with a similar definition for defII , DII , and D̂II . We write:
∂˜Iα− ∂˜IIβ = 1
3
(
DIα−DIIβ
)
+
1
2
(
curlI α− curlII β
)
+
1
2
(
D̂Iα− D̂IIβ
)
.
The first and second terms are bounded by the right-hand side of (B.2), and we now show how to control
the last term. Let Sij = (D̂Iα− D̂IIβ)ij . Writing δij = γijI −N iIN jI and using that S is symmetric, we have:
δijδkℓSikSjℓ =
(
γijI γ
kℓ
I + 2γ
ij
I N
kℓ
I +N
i
IN
j
IN
k
IN
ℓ
I
)
SikSjℓ. (B.9)
Now, because δijSij = 0, the last term is:(
N iIN
j
ISij
)2
=
(
δijSij − γijI Sij
)2
=
(
γijI Sij
)2 ≤ 2γijI γkℓI SikSjℓ,
where we have used that if T is a symmetric matrix then (trT )2≤rankT tr(T 2). Returning to (B.9), we have:
|S|2 ≤ 2γijI
(
γkℓI +N
k
I N
ℓ
I
)
SikSjℓ = 2γ
ij
I δ
kℓSikSjℓ.
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We now write:
Sij =
(
defI α− defII β
)
ij
− 2
3
(
DIα−DIIβ
)
ij
≡ S1ij + S2ij .
Since |S2| ≤ C| divI α− divII β|, it suffices to control S1. We have:
γijI δ
kℓS1ikS
1
jℓ = γ
ij
I δ
kℓ
(
∂˜IiαIk − ∂˜IIiβIIk + ∂˜IkαIi − ∂˜IIkβIIi
)(
∂˜IjαIℓ − ∂˜IIjβIIℓ + ∂˜IℓαIj − ∂˜IIℓβIIj
)
. (B.10)
To bound the product of the first term in the first factor with the first term in the second factor, we replace
∂˜IIβII with ∂˜IβII , which generates terms that are bounded by the last term on the right-hand side of (B.2).
The resulting term only involves tangential derivatives of α, β but these are with respect to x˜I . However we
can replace these with tangential derivatives with respect to y up to terms that are bounded by the last term
on the right-hand side of (B.2). For the product of the second term in the first factor and the second term
in the second factor we instead note that it can be controlled in terms of |curlIα− curlIIβ|2 along with the
third and fourth terms on the right-hand side of (B.2) The other terms in (B.10) can be handled similarly.
Proof of Lemma B.2. Both estimates have essentially the same proof, so we will just prove the second. The
first one follows from the same argument, but one uses the commutator estimate D.5 with V={∂y1, ∂y2, ∂y3}
instead of V=D. The only difference is that in the proof of (B.3) no time derivatives enter.
We argue by induction. When s = 1, the result follows from the pointwise estimate after writing:
∂a(α − β) = A iI a(∂˜Iiα− ∂˜IIiβ) + (A iI a −A iII a)∂˜Iiβ.
We now assume that we have the result for s≤m−1. We write T I= Dkt ∂Jy ∈ Dk,ℓ where k+ |J |= m. If
|J |=0 there is nothing to prove, so we consider |J | ≥ 1. We then write Dkt ∂Jy= ∂aDkt ∂J
′
y where J = (a, J
′)
and ∂a= A
i
I a∂˜i. Applying the pointwise estimate (B.2) and integrating over an arbitrary U⊂⊂ Ω, we have:
||T I(α− β)||L2(U) ≤ C(M0)
(|| divIDkt ∂J′y α− divIIDkt ∂J′y β||L2(Ω) + || curlIDkt ∂J′y α− curlIIDkt ∂J′y β||L2(Ω)
+ ||T Dkt ∂J
′
y (α− β)||L2(Ω) + ||x˜I − x˜II ||C2(Ω)||∂˜IIDkt ∂J
′
y β||L2(Ω)
)
. (B.11)
Using the commutator estimate from Lemma D.5 with V = D, the last term is bounded by the right-hand
side of (B.4). To deal with the first two terms, we apply the commutator estimate (D.9) with V = D:
|| divIDkt ∂J
′
y α−divIIDkt ∂J
′
y β||L2 ≤ ||Dkt ∂J
′
y (divIα−divII β)||L2+Cs
(||∂˜Iα−∂˜IIβ||m−2+||x˜I−x˜II ||s||∂˜IIβ||m−2),
where L2 = L2(Ω) and Cs = Cs(M, ||x˜I ||s, ||x˜II ||s), along with a similar estimate for the curl. All of these
terms are bounded by the right-hand side of (B.4). To deal with the last term on the right-hand side of
(B.11), we commute the tangential derivative with Dkt ∂
J′
y :
|T Dkt ∂J
′
y (α− β)| ≤
∑
T∈T
|Dkt ∂J
′
y T (α− β)|+ C|Dkt ∂J
′
y (α− β)|.
The second term here is bounded by the right-hand side of (B.4) by the inductive assumption. To control
the first term in L2, we apply the inductive assumption with α, β replaced by Tα, Tβ, and this gives:
||Dkt ∂J
′
y T (α−β)||L2(Ω) ≤ Cs|| divI Tα−divII Tβ||k,ℓ−2+ || curlI Tα− curlII Tβ||k,ℓ−2+ ||Dk,ℓ(α−β)||L2(Ω)
+ Cs(||x˜I − x˜II ||C2(Ω) + ||x˜I − x˜II ||r)||∂˜IITβ||m−1. (B.12)
We now write div T (α−β) = T div(α−β)− TA aI i∂a(αi−βi), and use the product rule (A.25) and (D.1):
||(TA aI i)∂a(αi − βi)||k,ℓ−2 ≤ C(M, ||x˜I ||s)||α− β||m−1.
Arguing as with the other terms in (B.12), recalling that we are integrating over any U⊂⊂Ω gives the result.
Proof of Proposition B.3. To motivate the proof, first consider the case that x˜II= x˜I and g=0. If x˜I was
smooth, one could get a version of this estimate without tangential derivatives by straightening the boundary
and using a standard integration by parts argument. Because the coordinate x˜I is only smooth in tangential
directions, the idea is instead to first use the estimate (B.3) to replace the derivatives of ∂˜f with derivatives
of ∆f and tangential derivatives of ∂˜f , and then apply the integration by parts argument to this. One then
has to deal with commutators [T r, ∂˜]f . To highest order, this behaves like (T r∂yx˜I)∂yf , and because the
derivatives T are tangential this term can be handled. Also note that since T rf =0 on ∂Ω, the boundary
terms that arise when integrating by parts vanish so we avoid the need to straighten the boundary.
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We start with the following estimate:
Lemma B.8. Under the hypotheses of Proposition B.3, we have:
||∂˜If − ∂˜IIg||2L2 ≤ C(M0)
(||∆˜If − ∆˜IIg||2L2 + ||x˜I − x˜II ||2C2(Ω)||∂˜IIg||2L2). (B.13)
Proof. We write ∂˜IIg = ∂˜Ig + (AII −AI) · ∂yg and since ||α||2L2(Ω) is comparable to
∫
Ω
|α|2κ˜ dy, so:
||∂˜If − ∂˜IIg||2L2(Ω) .
∫
Ω
δij
(
∂˜Iif − ∂˜IIig
)(
∂˜Ijf − ∂˜IIjg
)
κ˜Idy =
∫
Ω
δij
(
∂˜Iif − ∂˜IIig
)(
∂˜Ijf − ∂˜IIjg
)
κ˜Idy
+ 2
∫
Ω
δij(A aI i −A aII i)A bI j(∂ag)∂b(f − g)κ˜I dy +
∫
Ω
δij(A aI i −A aII i)(A bI j −A bII j)(∂ag)(∂bg)κ˜Idy.
The terms on the last line are bounded by the second term on the right-hand side of (B.13), using Lemma
D.2 and Sobolev embedding. To control the terms on the first line, we integrate by parts:∫
Ω
δijA aI iA
a
i∂a(f − g)A bI j∂b(f − g)κ˜Idy = −
∫
Ω
(f − g) 1
κ˜I
∂a
(
κ˜Iδ
ijA aI iA
b
I j∂b(f − g)
)
κ˜Idy.
The second factor here is ∆˜I(f −g) =
(
∆˜If − ∆˜IIg
)
+(∆˜I − ∆˜II)g. Since we want a bound that only involves
one derivative of g, we further write:
(∆˜I − ∆˜II)g = 1
κ˜I
∂a
(
κ˜I(g˜
ab
I ∂bg)− κ˜II(g˜abII ∂bg)
)
+
( 1
κ˜II
− 1
κ˜I
)
∂a
(
κ˜II g˜
ab
II ∂bg
)
,
and then integrate by parts and use Poincare`’s inequality again, which shows that:∣∣∣ ∫
Ω
(f − g)(∆˜I − ∆˜II)gκ˜dy
∣∣∣ ≤ C(M0)||x˜I − x˜II ||C2(Ω)||∂˜If − ∂˜IIg||L2||∂˜IIg||L2 . 
We now consider the case α = ∂˜If, β = ∂˜IIg for functions f, g ∈ H10 (Ω). We then have:
Proposition B.9. With the hypotheses of Proposition B.3, for each s there are constants
Cs = Cs(M, ||x˜I ||Hs(Ω), ||Dtx˜I ||s, ||x˜II ||Hs(Ω), ||Dtx˜II ||s) so that if k + ℓ = s:
||∂˜If − ∂˜IIg||k,ℓ ≤ Cs
(||∆˜If − ∆˜IIg||k−1,ℓ + ||f − g||s,0 + ||∂˜If − ∂˜IIg||s−1,1 + ||T x˜II ||s||f − g||s
+ ||T (x˜I − x˜II)||s
(||∂˜IIg||s + ||g||s+1,0)).
This proposition follows from (B.4) and the following lemma:
Lemma B.10. With the hypotheses as above, there is a constant Cs(M, ||x˜I ||s, ||x˜II ||s) so that for any δ>0:
||Dk,ℓ(∂˜If − ∂˜IIg)||L2(Ω) ≤ Cs
(||∆˜If − ∆˜IIg||k−1,ℓ + δ||∂˜If − ∂˜IIg||k,ℓ + δ−1||T (x˜I − x˜II)||s||∂˜IIg||s
+ δ−1||T x˜I ||s(||∂˜If − ∂˜IIg||s,0 + ||f − g||s,0)
)
, s=k+ℓ. (B.14)
Proof of Lemma B.10. For the purposes of the below proof, the commutator [T, ∂a] for T ∈ T will be ignored
for notational convenience. We argue by induction. When s = 1, we fix a multi-index I with |I| = 1. If
T I = Dt there is nothing to prove so we assume that T
I = S ∈ T . We start by writing:
||S∂˜If− S∂˜IIg||2L2(Ω) =
∫
Ω
(∂˜ISf− ∂˜IISg) · S(∂˜If− ∂˜IIg) dy +
∫
Ω
(
[∂˜I , S]f− [∂˜II , S]g
) · S(∂˜If− S∂˜IIg) dy.
To deal with the first term, we integrate by parts and use that Sf=Sg=0 on ∂Ω, which gives:∫
Ω
(∂˜ISf− ∂˜IISg)·S(∂˜If− ∂˜IIg)dy =
∫
Ω
Sf∂a
(
δijA aI i{S∂˜Ijf−S∂˜IIjg}
)
dy−
∫
Ω
Sg ∂a
(
δijA aII i{S∂˜Ijf−S∂˜IIjg}
)
dy.
We write the first term on the right-hand side as:∫
Ω
δij
(
(Sf)A aI i − (Sg)A aII i)∂a
(
S∂˜Ijf − S∂˜IIjg
)
dy +
∫
Ω
δij
(
Sf∂a(A
a
I i)− Sg∂a(A aII i)
)(
S∂˜If − S∂˜IIg
)
dy.
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The second term here is bounded by the right-hand side of (B.14). We now re-write the first term as:∫
Ω
(Sf)∂˜I · (S∂˜If− S∂˜IIg)− (Sg)∂˜II · (S∂˜If− S∂˜IIg) =
∫
Ω
(Sf)S(∆˜If− ∂˜I · ∂˜IIg)− (Sg)S(∂˜II · ∂˜If− ∆˜IIg)
+
∫
Ω
(Sf)[∂˜I , S] · (∂˜If− ∂˜IIg)− (Sg)[∂˜II , S] · (∂˜If− ∂˜IIg).
Finally, we re-write the first term on the right-hand side as:∫
Ω
(Sf − Sg)S(∆˜If − ∆˜IIg) +
∫
Ω
(Sf − Sg)S(∂˜I − ∂˜II) · ∂˜IIg,
and integrate S by parts in each of these terms. Applying Cauchy’s inequality, the result of the above is:
||S(∂˜If− ∂˜IIg)||2L2(Ω) ≤ C1
(||∆˜If−∆˜IIg||2L2(Ω)+δ−1||∂˜If− ∂˜IIg||2L2(Ω))+C1δ−1||x˜I− x˜II ||C2(Ω)||∂˜IIg||H1(Ω)
+ C1δ
(||∂˜If − ∂˜IIg||2H1(Ω) + ||[∂˜I , S]f − [∂˜II , S]g||2L2(Ω) + ||[∂˜I , S] · ∂˜If − [∂˜II , S] · ∂˜IIg||2L2(Ω)).
Here, and in what follows, we will use Ck to denote a constant which depends onM, ||x˜I ||k, ||x˜II ||k. Applying
the commutator estimate (D.9), every term here is bounded by the right-hand side of (B.14).
We now suppose we have the result for s = 1, ...,m−1, and fix T I = Dkt T J where TK ∈ T ℓ with k+ℓ = m.
If |K| = 0 there is nothing to prove so we assume that T I = ST J for some S ∈ T and T J ∈ Dk,ℓ−1. The
proof now follows in nearly the same way as above, so we just indicate the main points. First, we write:∫
Ω
T I(∂˜If−∂˜IIg)T I(∂˜If−∂˜IIg) dy =
∫
Ω
(∂˜IT
If−∂˜IIT Ig)T I(∂˜If−∂˜IIg)dy+
∫
Ω
([∂˜I ,T
I ]f−[∂˜II ,T I ]g)T I(∂˜If−∂˜IIg)dy.
Integrating by parts in the first term yields, in addition to lower-order terms:∫
Ω
(T If)∂˜I · (T I ∂˜If − T I ∂˜IIg)− (T Ig)∂˜II · (T I ∂˜If − T I ∂˜IIg) dy.
We now write T I = ST J in the second factor in each term and then commute S with ∂˜I , ∂˜II , and obtain:∫
Ω
(T Jf − T Jg)S(T J∆˜If − T J∆˜IIg) +
∫
Ω
(T Jf − T Jg)ST J((∂˜I − ∂˜II) · ∂˜IIg).
Integrating S by parts and bounding:
||T J((∂˜I − ∂˜II) · ∂˜IIg)||L2(Ω) ≤ ||x˜I − x˜II ||r||∂˜IIg||m,
shows that ||T I(∂˜If − ∂˜IIg)||L2(Ω) is bounded by:
Cm
(||T J(∆˜If − ∆˜IIg)||L2(Ω) + (1 + δ−1)||T J(∂˜If − ∂˜IIg)||2L2(Ω) + (1 + δ−1)||T (x˜I − x˜II)||2m||∂˜g||2k,ℓ
+ Cmδ
(||∂˜If − ∂˜IIg||2k,ℓ + ||[∂˜I , S]T Jf − [∂˜II , S]T Jg||L2(Ω) + ||[∂˜I , S]T J ∂˜If − [∂˜I , S]T J ∂˜IIg||L2(Ω)).
The result now follows after using the commutator estimate (D.9) and induction. 
Proof of Proposition B.4. We just prove the k = 0 case, as the k ≥ 1 case follows using similar arguments.
This would be a consequence of the Proposition B.3 with g = 0 if we knew that ∂˜f ∈ Hmloc(Ω) and T I ∂˜f ∈
L2(Ω) for all |I| ≤ m. In the following lemma we prove that this is the case. See Section A for the definitions
of the sets Uα and the vector fields T ∈ T .
Lemma B.11. Fix s≥0 and suppose that x˜∈Hs(Ω), Tx˜∈Hs(Ω) for all T ∈T and that (B.1) holds. Suppose
also that f∈Hs(Ω), ∆˜f∈Hs−1(Ω). Then ∂˜f∈Hsloc(Ω) and T I∂˜f∈L2(Ω) for all |I|≤s and there is a constant
Cs=Cs(M0, ||x˜||Hs(Ω)) so that with notation as in (3.5), the following inequalities hold for any V ⊂⊂Ω:
||∂˜f ||Hs(V ) + ||T s∂˜f ||L2(Ω) ≤ Cs
(||∆˜f ||Hs−1(Ω) + (||T x˜||Hs(Ω) + ||x˜||Hs(Ω))||f ||Hs(Ω)). (B.15)
Proof. We will follow the proof in [7]. Both of the above statements have essentially the same proof and so
we will just prove the second one. For the case s = 1, we want to show:∑
T∈T
||T ∂˜f ||L2(Ω) ≤ C(M ′)
(||∆˜f ||L2(Ω) + ||∂˜f ||L2(Ω)). (B.16)
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We fix one of the open sets U = Uµ with µ ≥ 1 and write F = f ◦ ψµ. Then, arguing as in [7], to prove
(B.16) it suffices to prove that for every V ⊂ U , with a constant independent of h,
||Dhc ∂˜F ||L2(V ) ≤ C
(||∆˜f ||L2(Ω) + ||∂˜f ||L2(Ω)), for c = 1, 2, (B.17)
forDhc denoting the difference quotient in the direction of a unit vector ec
DhcF (z) =
(
F (z + hec)− F (z)
)
/h.
Let ρ denote a cutoff function which is 1 on V and zero outside of U , and set v = −D−hc (ρ2DhcF ). Note
that v ∈ H10 (U). Now we have:∫
U
∆˜Fv = −
∫
U
δij(∂˜iF )∂˜j
{
D−hc (ρ
2DhcF )
}
=
∫
U
δij(∂˜iF )D
−h
c ∂˜j{ρ2DhcF}︸ ︷︷ ︸
I
−
∫
U
δij(∂˜iF )(D
−h
c A
a
j)∂a{ρ2DhcF}︸ ︷︷ ︸
II
.
Now,
I =
∫
U
(Dhc ∂˜iF )∂˜j(ρ
2DhcF ) =
∫
U
ρ2δij(Dhc ∂˜iF )(∂˜jD
h
cF ) +
∫
U
2δij(Dhc ∂˜if)(D
h
c f)(ρ∂˜jρ)
=
∫
U
ρ2δij(Dhc ∂˜iF )(D
h
c ∂˜jF ) +
∫
U
δij(Dhc ∂˜iF )
{
2ρ(∂˜jρ)(D
h
c F )− ρ2(DhcAaj)∂aF )
}
.
The first term is: ∫
U
ρ2|Dhc ∂˜F |2.
The second term is bounded by:
C(M0)||ρDhc ∂˜F ||L2(U)
(||DhcF ||L2(U)+ ||DhcA||L∞(U)||f ||H1)≤C(M0)||ρDhc ∂˜F ||L2(U)||f ||H1(Ω)(1+ ||∂2x˜||L∞).
Next, writing ∂aD
h
c F = D
h
c ∂aF = D
h
c (A
ℓ
a∂˜ℓF ):
II =
∫
U
δij(∂˜jF )(D
−h
c A
a
j)
{
2ρ∂aρD
h
cF + ρ
2∂aD
h
cF
}
=
∫
U
δij(∂˜jF )(D
−h
c A
a
j)
{
2ρ∂aρD
h
cF + ρ
2AℓaD
h
c ∂˜ℓF − ρ2(DhcAℓa)∂˜ℓF
}
so we have:
|II| ≤ C(M0)||∂2x˜||L∞(U)||∂˜F ||L2(U)
(||F ||H1(U) + ||ρDhc ∂˜F ||L2(U) + ||∂2x||L∞(U)||∂˜F ||L2(U)).
Finally, we have: ∫
U
|∆˜F ||v| dy ≤ ||∆˜F ||L2(U)||D−hc (ρ2Dhc F )||L2(U).
Using similar arguments to the above, we can show:
||D−hc (ρ2DhcF )||L2(U) ≤ C(M ′)
(||ρDhc ∂˜F ||L2(U) + ||∂2x˜||L∞(U)||F ||H1),
so that:∫
U
ρ2|Dhc ∂˜F |2 ≤ C(M0)
(||ρDhc ∂˜F ||L2(U){(1 + ||∂2x||L∞(U))||F ||H1(U) + ||g||L2(U)}+ ||f ||2H1(U)).
Absorbing this first factor into the left-hand side we have, for any h small enough:∫
V
|Dhc ∂˜F |2 ≤
∫
U
ρ2|Dhc ∂˜F |2 ≤ C(M0)
(
(1 + ||∂2x˜||L∞(U))2||F ||2H1(U) + ||g||2L2(U)
)
,
which implies the s = 1 case of the theorem.
Now suppose that T J ∂˜F ∈ L2(Ω) for all |J | ≤ s − 1. Fix a multi-index I with |I| = s − 1 and write
F ′ = T IF . Note that F ′ = 0 on ∂Ω in the trace sense and also that:
||∂yF ′||L2(Ω) ≤ C(M0)∂˜F ′||L2(Ω) ≤ C(M0)
(||T I ∂˜F ||L2(Ω) + ||[∂˜, T I ]F ||L2(Ω)).
The commutator can be bounded using Lemma D.5:
||[∂˜, T I ]F ||L2(Ω) ≤ C(M0, ||x˜||Hs(Ω))
(||T x˜||Hs(Ω) + ||x˜||Hs(Ω))||F ||Hs−1(Ω).
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In particular this implies that F ′∈H10 (Ω). We also have:
∆˜F ′ = T I∆˜F + [T I , ∆˜]F, (B.18)
and
||[T I , ∆˜]F ||L2(Ω) ≤ C(M0, ||x˜||Hs(Ω))(||T x˜||Hs(Ω) + ||x˜||Hs(Ω))||F ||Hs(Ω),
Therefore we have that F ′ ∈ H10 is the weak solution to the problem (B.18) and ∆˜F ′ ∈ L2(Ω), so by the
|I|=1 case we have T ∂˜F ′∈L2(Ω) and:
||T ∂˜F ′||L2(Ω) ≤ C(M0)
(||∆˜F ′||L2(Ω) + ||∂˜F ′||L2(Ω)). (B.19)
We write:
T ∂˜iF
′ = T (∂˜iT IF ) = TT I∂˜iF + (TT IAai)∂aF +R,
where the L2 norm of R is bounded by the right side of (B.15). Combining this with (B.19) gives (B.15).
To prove the first estimate in (B.15) we argue in the same way, but we also prove (B.17) also for c=3. 
Proof of Proposition B.5. We will need a few preliminary results. First, we fix a function d with d = 0
on ∂Ω, d < 0 in Ω and |∇d| > 0 everywhere, so that the normal can be written as:
Ni = ∂˜id /|∂˜d| = Aai∂ad /|∂˜d|, where |∂˜d|2 = δij ∂˜id ∂˜jd = g˜ab∂ad ∂bd.
By (D.1) and Lemma D.1, this implies the estimates:
||N ||Cℓ(∂Ω) ≤ C(M ′)||x˜||Cℓ+1(∂Ω) ≤ C(M ′)||x˜||Hℓ+4(Ω), and ||N ||Hℓ(∂Ω) ≤ C(M ′)||x˜||Hℓ+1(∂Ω). (B.20)
where in the first inequality we used Sobolev embedding on ∂Ω and the trace inequality (A.21). Recalling
the definition γij = δij −NiNj , there are similar estimates for derivatives of γ.
The basic result we need is the following consequence of Green’s formula:
Lemma B.12. If α is a vector field then:
||∂˜α||2
L2(D˜t)
= || divα||2
L2(D˜t)
+
1
2
|| curlα||2
L2(D˜t)
+
∫
∂D˜t
(
αj(γkj ∂˜kαi)N
i − αi(γkj ∂˜kαj)N i
)
.
Proof. Integrating by parts:
||∂˜α||2
L2(D˜t)
= −
∫
D˜t
δijαi∆˜αj +
∫
∂D˜t
δijαiN
k∂˜kαj . (B.21)
We insert the identity:
∆αj = δ
kℓ∂˜k(∂˜ℓαj) = δ
kℓ∂˜k
(
∂˜jαℓ + curlαℓj
)
= ∂˜j divα+ δ
kℓ∂˜k curlαℓj ,
into the first term in (B.21) and integrate by parts again:∫
D˜t
δijαi∆˜αj =
∫
∂D˜t
N iαi divα+ δ
ijN ℓαi curlαℓjdS −
∫
D˜t
(divα)2 + δkℓδij ∂˜kαi curlαℓj .
Note that by the antisymmetry of curl:
δkℓδij ∂˜kαi curlαℓj=
1
2
δkℓδij(∂˜kαi+∂˜iαk) curlαℓj+
1
2
δkℓδij(∂˜kαi−∂˜iαk) curlαℓj= 1
2
δkℓδij curlαki curlαℓj,
so (B.21) becomes:
||∂˜α||2
L2(D˜t)
= || divα||2
L2(D˜t)
+
1
2
|| curlα||2
L2(D˜t)
+
∫
∂D˜t
Nkαj ∂˜kαj −N iαi divα−N ℓαj curlαℓj .
Here:
Nkαj ∂˜kαj −N iαi divα−N ℓαj curlαℓj = Nkαj ∂˜jαk −N iαi divα
= NkαℓN
ℓN j ∂˜jαk +N
kαℓγ
ℓj ∂˜jαk −N iαi(NkN ℓ + γℓk)∂˜kαℓ = Nkαℓγℓj∂˜jαk −N iαiγℓk∂˜kαℓ. 
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Lemma B.13. There is a constant C1 depending on M
′and ||x˜||H5(Ω) so that if α is a vector field on Ω then
||α||2H1(Ω) ≤C1
(
||divα||2L2(Ω)+||curlα||2L2(Ω)+
∑N
µ=1
∫
∂Ω
(〈∂θ〉1/2µ αi)(〈∂θ〉1/2µ αj)NiNjdS+||α||2L2(∂Ω)+||α||2L2(Ω)),
(B.22)
||α||2H1(Ω)≤C1
(
||div α||2L2(Ω)+ ||curlα||2L2(Ω) +
∑N
µ=1
∫
∂Ω
(〈∂θ〉1/2µ αi)(〈∂θ〉1/2µ αj)γijdS + ||α||2L2(∂Ω)+ ||α||2L2(Ω)
)
.
(B.23)
Proof. These estimates follow from the fact that for any ǫ > 0:
∣∣ ∫
∂Ω
αj(γkj ∂˜kαi)N
i− αi(γkj ∂˜kαj)N i dS
∣∣
≤ C(M ′, ||x˜||H5(Ω))
(1
ǫ
∑N
µ=1
||(〈∂θ〉1/2α) ·N ||2L2(∂Ω) + ǫ
∑N
µ=1
||(〈∂θ〉1/2α) · γ||2L2(∂Ω) + ||α||2L2(Ω)
)
. (B.24)
To see that this estimate implies (B.22), we use (B.20) and the trace inequality (A.21) to control the second
term by C(M ′)||α||H1/2(∂Ω) ≤ C(M ′)||α||H1(Ω), and then take ǫ sufficiently small. The estimate (B.23)
follows by instead using the trace estimate on the first term and taking ǫ sufficiently large.
To prove (B.24), we write γkj ∂˜kα
j= γkj ∂˜k(γ
j
ℓα
ℓ)− γkj (∂˜kγjℓ )αℓ − γkj (∂˜kN j)Nℓαℓ and the left-hand side as:∫
∂Ω
αjγkj ∂˜k(αiN
i)− γkj (∂˜k(γjℓαℓ))αiN i +
∫
∂Ω
γkj (∂˜kγ
j
ℓ )α
ℓαiN
i + γkj (∂˜kN
j)Nℓα
ℓαiN
i − αjαiγkj ∂˜kN i.
The second integral is bounded by the right-hand side of (B.24), by (B.20). The first integral is bounded by
the right-hand side of (B.24) using the fractional product rules (A.3) and (A.4) - (A.6). 
Proof of Proposition B.5. By the previous lemma we have the result for ℓ = 1. Assume that we have the
result for ℓ = 1, ...,m − 1. To prove it for ℓ = m, we write ∂my α = ∂m−1y ∂˜α + [∂m−1, ∂˜]α. This second
term can be bounded by the third term on the right-hand side of (B.6) (resp. (B.7)) by using Lemma D.1
and arguing as in the proof of Proposition B.2. To control the first term, we apply (B.3) and we need
to control ||∂˜ divα||Hm−2(Ω), ||∂˜ curlα||Hm−2(Ω) and ||T J ∂˜α||L2(Ω) for all multi-indices with |J | = m − 1.
Writing ∂˜ = A · ∂y and arguing as above, the first two terms are bounded by the right-hand side of (B.6)
(resp. (B.7)). It therefore just remains to control the third term. We commute T J with ∂˜, apply (D.3)
and again argue as in the proof of Proposition B.2. Applying (B.22) (resp. (B.23)) and repeating the same
argument as above completes the proof of Proposition B.5. 
Proof of Lemma B.7. It suffices to prove the claim for f ∈ C∞c (Ω) by an approximation argument. Integrat-
ing by parts twice and using that ∂a∂˜i = ∂˜i∂a − (∂aAci)∂c, we have:
(∆˜f,∆f)L2(Ω) =
∫
Ω
δijδab(∂˜i∂˜jf)(∂a∂bf)
=
∫
Ω
δijδab(∂a∂˜jf)(∂b∂˜if) +
∫
Ω
δijδab(∂˜jf)(∂aA
c
j)(∂c∂bf)−
∫
Ω
δijδab(∂a∂˜jf)(∂bA
d
i)(∂df).
This implies that:
(∆˜f,∆f)L2(Ω) ≥ C(M)
(||∂˜f ||2H1(Ω) − ||∂˜f ||H1(Ω)||f ||H1(Ω)),
and the result follows. 
Appendix C. Proofs of Elliptic estimates for the Newton potential
In this section we record the elliptic estimates that are needed to control φ in Section 7. We will use the
convention in (7.1) for functions Cs, C
′
s, C
′′
s , C
′′′
s throughout this section.
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C.1. Estimates for Section 7.1. Let D̂t be the extended fluid domain (see Section 7) and ∂̂ be the
associated spatial derivative.
Lemma C.1. Suppose r ≥ 5. If ∆̂f = g in D̂t, then for j ≤ r − 1:
||∂̂T j∂̂f ||L2(D̂t) ≤ Cr(
∑
k≤j+1
||T k∂̂f ||L2(D̂t)+
∑
k≤2
||T kg||L6(D̂t) + ||T
jg||L2(D̂t) + ||g||L∞(D̂t)). (C.1)
If j≤r−2 then (C.1) holds without the L6 norms, and if j≤ r− 1 it holds without the L∞ norm. In addition,
||∂̂T r∂̂f ||L2(D̂t) ≤ Cr(
∑
k≤r+1
||T k∂̂f ||L2(D̂t)+ ||T
rg||L2(D̂t)
+ ||T x˜||Hr(Ω)
[∑
k≤4
||T k∂̂f ||L2(D̂t) +
∑
k≤2
||T kg||L6(D̂t) + ||g||L∞(D̂t)
]
). (C.2)
Moreover, for 0 ≤ ℓ ≤ 2,
||∂̂T ℓ∂̂f ||L6(D̂t) ≤ Cr(
∑
k≤ℓ
||T kg||L6(D̂t) +
∑
k≤ℓ+2
||T k∂̂f ||L2(D̂t)), (C.3)
as well as
||∂̂2f ||L∞(D̂t) ≤ C0
(||g||L∞(D̂t) +∑|J|≤1||∂̂JT ∂̂f ||L6(D̂t)). (C.4)
The above estimates also hold in the domain D˜t with ∂˜ instead of ∂̂.
Proof. The estimate (C.4) follows from the pointwise estimate (5.5) and Sobolev embedding:
||∂̂2f ||L∞(D̂t) ≤ C0
(||g||L∞(D̂t) + ||T ∂̂f ||L∞(D̂t)) ≤ C0(||g||L∞(D̂t) +∑|J|≤1||∂̂JT ∂̂f ||L6(D̂t)).
By (5.5) we also have:
||∂̂T ℓ∂̂f ||L6(D̂t) ≤ C0
(|| div T ℓ∂̂f ||L6(D̂t) + || curlT ℓ∂̂f ||L6(D̂t) + ||T 1+ℓ∂̂f ||L6(D̂t))
≤ C0
(||T ℓg||L6(D̂t) +∑k1+k2=ℓ−1||(T 1+k1Â)(∂̂T k2 ∂̂f)||L6(D̂t) + ||T ℓ+1∂̂f ||H1(D̂t)
)
,
where the sum is not there if ℓ=0. Putting T 1+k1Â into L∞ and using induction, this implies that for ℓ≤2:
||∂̂T ℓ∂̂f ||L6(D̂t) ≤ C0
(||T ℓg||L6(D̂t) +∑ℓ′≤ℓ||T ℓ′+1∂̂f ||H1(D̂t)). (C.5)
We now prove (C.1), which, combined with (C.5) will also prove (C.3). We proceed by induction: for
j=0, (C.2) without the L6 and L∞ norms is a direct consequence of (5.5). Now suppose that (C.2) is known
for j = 0, 1, · · · ,m− 1 ≤ r − 1. Using the pointwise estimate (5.5) we have:
||∂̂T m∂̂f ||L2(D̂t) ≤ C0
(|| div T m∂̂f ||L2(D̂t) + || curl T m∂̂f ||L2(D̂t) + ||T m+1∂̂f ||L2(D̂t)).
Here div and curl stand for the divergence and curl with respect to ∂̂. Since div T m∂̂f=T mg+∑(T kÂ)∂̂T ℓ∂̂f ,
where Â = (Âai) and the sum is over k + ℓ = m with k ≥ 1, we have
div T m∂̂f = T mg +
∑
(T k1∂x̂) · · · (T ks∂x̂)(∂̂T ℓ∂̂f). (C.6)
The above sum is over k1+ · · ·+ ks+ ℓ = k+ ℓ = m, k ≥ 1 , and ∂ denotes the Lagrangian spatial derivative
∂y. This is because T kÂ is a sum of terms of the form (T k1∂x̂) · · · (T ks∂x̂). Now, we need to control∑
(T k1∂x̂) · · · (T ks∂x̂)(∂̂T ℓ∂̂f) in L2(D̂t). When ℓ≥3, then k1, · · ·, ks≤r−3, so all terms involving x̂ can be
controlled in L∞ by ||x̂||Hr(Ωd0) and we control ||∂̂T ℓ∂̂f ||L2(D̂t) by the inductive assumption since ℓ≤m−1.
We now consider the case that at least one of k1, · · · , ks ≥ r− 2 so that ℓ ≤ 2. Since r ≥ 5, at most one of
the kj , say k1, can be greater than or equal to r− 2. If k1 = r− 2 or k1 = r− 1, then by Sobolev embedding
we control ||T k1∂x̂||L3(Ωd0 ) ≤ C||T x̂||H(r−1,1/2)(Ωd0 ), and the other terms involving x̂ can be controlled in
L∞ and hence by ||x̂||Hr−1(Ωd0 ). Using the estimate (C.5), the inductive assumption and Ho¨lder’s inequality
||f1f2||L2≤||f1||L6 ||f2||L3 , we control the L2 norm of right-hand side of (C.6) by the right-hand side of (C.1).
The only remaining case is when k1 = r, and to deal with this we bound T r∂x̂ in L2 and use (C.4) to
bound the L∞ norm of the term involving f , which gives:
||divT m∂̂f ||L2(D̂t)
≤Cr(||T mg||L2(D̂t)+
∑
ℓ=0,1,2
||T ℓg||L6(D̂t)+||g||L∞(D̂t)+(||T x̂||Hr(Ωd0)+1)
∑
k≤m−1
||∂̂T k∂̂f ||L2(D̂t)).
48 DANIEL GINSBERG, HANS LINDBLAD, AND CHENYUN LUO
By the inductive assumption, ||divT m∂̂f ||L2(D̂t) is controlled by the right-hand side of (C.2). A similar
argument shows that ||curlT m∂̂f ||L2(D̂t) is bounded by the right-hand side of (C.1) (resp. (C.2)) with s=m
but with ||x˜||Hm(Ω), ||T x˜||Hm(Ω) replaced by ||x̂||Hm(Ωd0 ), ||T x̂||Hm(Ωd0). Using (7.2) completes the proof. 
We also need the following estimate for the Newton potential:
Lemma C.2. If g is a smooth function supported in x̂(t,Ωd0/2), then there is a constant C with:
|∂̂s(g ∗ Φ)(x)| ≤ C||g||L2(D̂t), x ∈ ∂D̂t, s ≥ 0.
Proof. Since there exists c0 > 0 such that d(x̂(t,Ω
d0/2), ∂D̂t) ≥ c0, we have that d(x, z) ≥ c0 for each
z ∈ supp(g) ⊂ x̂(t,Ωd0/2), and so ∂̂sΦ(x− ·) ∈ L2(x̂(t,Ωd0/2)). Therefore,
|∂̂s(g ∗ Φ)| ≤ ||g||L2(D̂t)||∂̂sΦ(x− z)||L2z(x̂(t,Ωd0/2) ≤ C||g||L2(D̂t). 
Proof of Theorem 7.2. We proceed by induction. Write f = g ∗ Φ. When j = 0 we have
||∂̂f ||2
L2(D̂t)
=
∫
D̂t
δij(∂̂if) · (∂̂jf) dx =
∫
∂D̂t
N i(∂̂if)f dS(x)−
∫
D̂t
gf dx. (C.7)
By Lemma C.2, the boundary integral in (C.7) is bounded by C||g||2
L2(D̂t)
. The second term in (C.7) is
bounded by ||g||L2(D̂t)||f ||L2(D̂t), and by Young’s inequality:
||f ||L2(D̂t) = ||g ∗ Φ||L2(D̂t) ≤ C||g||L2(D̂t)||Φ||L1(D̂t) ≤ C||g||L2(D̂t),
By (C.7), this implies:
||∂̂f ||L2(D̂t) ≤ C||g||L2(D̂t).
Suppose that we now know that ||T j ∂̂g||L2(D˜t) is bounded by the right-hand side of (7.2) for j = 0, · · · ,m−
1 ≤ r − 1. To prove that it holds for j = m as well, we integrate by parts:
||T m∂̂f ||2
L2(D̂t)
=
∫
D̂t
(T m∂̂if)(T m∂̂if) dx
=
∫
D̂t
δij(T m∂̂if)∂̂jT mfdx︸ ︷︷ ︸
I
−
∫
D̂t
δij(T m∂̂if)(∂̂jT mx̂)∂̂fdx︸ ︷︷ ︸
II
+
∑∫
D̂t
(T m∂̂f)(∂T ℓ1 x̂) · · · (∂T ℓs−1 x̂)T ℓs ∂̂fdx︸ ︷︷ ︸
III
,
where the sum is over ℓ1 + · · · + ℓs = m and ℓ1, · · · , ℓs ≤ m − 1, ℓ1 ≥ 1. To control III, we note
that if ℓ1, · · · , ℓs−1 ≤ r − 3, then III ≤ C(||x˜||Hr−1(Ω))||T m∂̂f ||L2(D̂t)||T
ℓs ∂̂f ||L2(D̂t), and we control
||T ℓs ∂̂f ||L2(Dt) by the inductive assumption. On the other hand, since r ≥ 5, there can be at most
one j with ℓj ≥ r − 2 and without loss of generality it is ℓ1 in which case ℓj ≤ 2 for j = 2, 3, · · · , s.
We then bound III ≤ C(||x˜||Hr−1(Ω))||T m∂̂f ||L2(D̂t)||∂T
ℓ1 x̂||L3(D̂t)||T
ℓs ∂̂f ||L6(D̂t). By Sobolev embedding,
||∂T ℓ1 x̂||L3(D̂t) ≤ C||T x˜||H(r−1,1/2)(Ω), and ||T
ℓs ∂̂f ||L6(D̂t) can be controlled using Lemma C.1.
To control I + II, we integrate by parts and get
I + II= −
∫
D̂t
δij(∂̂iT m∂̂jf)T mfdx︸ ︷︷ ︸
I1
+
∫
D̂t
δij(∂̂iT m∂̂jf)(T mx̂k)∂̂kfdx︸ ︷︷ ︸
II1
+
∫
D̂t
δij(T m∂̂if)(T mx̂k)∂̂j ∂̂kfdx︸ ︷︷ ︸
II2
+B,
(C.8)
where
B =
∫
∂D̂t
(N iT m∂̂if)
(T mf − (T mx̂k)(∂̂kf)). (C.9)
To control II1, we have:
δij ∂̂iT m∂̂jf = T m∆f + (∂T mx̂)(∂̂2f) +
∑
(∂T ℓ1 x̂) · · · (∂T ℓs−1 x̂)(∂̂T ℓs ∂̂f), (C.10)
where the sum is over ℓ1 + · · · + ℓs = m and ℓ1, · · · , ℓs ≤ m − 1. The terms in the sum can be controlled
similarly to how we controlled the sum in (C.6). The two main terms that are left in II1 are∫
D̂t
(T mg)(T mx̂)(∂̂f) dx+
∫
D̂t
(∂T mx̂)(∂̂2f)(T mx̂)(∂̂f) dx. (C.11)
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To control the second term in (C.11), we commute one T to the outside which gives:∫
D̂t
(T ∂T m−1x̂)(∂̂2f)(T mx̂)(∂̂f) dx︸ ︷︷ ︸
II11
+
∫
D̂t
(∂2x̂)(∂T m−1x̂)(∂̂2f)(T mx̂)(∂̂f) dx︸ ︷︷ ︸
II12
. (C.12)
To control II11, we integrate half a tangential derivative by parts using (A.3) and get:
II11 ≤ C||∂T m−1x̂||H(0,1/2)(Ω)||(∂̂2f)(T mx̂)(∂̂f)||H(0,1/2)(D̂t).
Using the fractional product rule (A.4), for each µ we have with L2 = L2(D̂t)
||〈∂θ〉1/2µ
(
(∂̂2f)(T mx̂)∂̂f)||L2≤ C||(∂̂2f)(〈∂θ〉1/2µ T mx̂)∂̂f ||L2+ ||T mx̂||L2(Ω)∑ℓ≤2||T ℓ((∂̂2f)∂̂f)||L2 . (C.13)
The first term on the right hand side can be controlled by ||T x˜||H(m−1,1/2)(Ω)||∂̂2f ||L∞(D̂t)||∂̂f ||L∞(D̂t). Using
(C.4), the Sobolev inequality ||∂̂f ||L∞(D̂t) ≤ C
∑
|I|≤1||∂̂I+1f ||L6(D̂t) and (C.3), we control this term. To
control the second term in (C.13), we just show how to control ||(T ℓ∂̂2f)(∂̂f)||L2(D̂t) for ℓ ≤ 2 since the
remaining terms are similar. For ℓ ≤ 2 we have:
||T ℓ∂̂2f ||L6(D̂t) ≤ ||∂̂T
ℓ∂̂f ||L6(D̂t) +
∑
ℓ≤2
∑
j1+j2=ℓ,j1≥1
||(T j1Â)(∂̂T j2 ∂̂f)||L6(D̂t).
By (C.3) we control the first term here, and after bounding the term involving Â in L∞ and using (C.3)
again we also control the second term. To control the term II12 from (C.12), we have:
II12 ≤ P (||T x˜||Hr−1(Ω))||∂̂2f ||L∞(D̂t)||∂̂f ||L∞(D̂t),
and then use (C.4). To control the first term in (C.11) we use (A.3) and then bound:
||〈∂θ〉1/2µ
(
(T mx̂)(∂̂f))||L2 ≤ C(||(〈∂θ〉1/2µ T mx̂)(∂̂f)||L2+||〈∂θ〉1/2µ ((T mx̂)(∂̂f))−(〈∂θ〉1/2µ T mx̂)(∂̂f)||L2),
where L2 = L2(D̂t), and then:
||(〈∂θ〉1/2µ T mx̂)(∂̂f)||L2(D̂t) ≤ ||T x˜||H(r−1,1/2)(Ω)||∂̂f ||L∞(D̂t) ≤ ||T x˜||H(r−1,1/2)(Ω)
∑
ℓ≤1
||∂̂ℓ+1f ||L6(D̂t),
and by (A.4),
||〈∂θ〉1/2µ
(
(T mx̂)(∂̂f))− (〈∂θ〉1/2µ T mx)(∂̂f)||L2(D̂t) ≤ C||T mx˜||L2(Ω)∑ℓ≤2||T ℓ∂̂f ||L2(D̂t).
To control II2 in (C.8), we have
II2 ≤ ||T m∂̂f ||L2(D̂t)||T
mx̂||L3(Dt)||∂̂2f ||L6(Dt),
and ||∂̂2f ||L6(D̂t) under control, using (C.3).
To control I1, we substitute (C.10) into I1 and get, to highest order:∫
D̂t
(T mg)(T mf) +
∫
D̂t
(T ∂T m−1x̂)(∂̂2f)(T mf). (C.14)
We write T = T a∂ya = T aÂia∂̂i, so that:
T mf= (T aÂia∂̂i)T m−1f= T aÂia
(
T m−1∂̂if +(∂̂iT m−1x̂)(∂̂f)+
∑
ℓ1+···+ℓs≤m−2
(∂T ℓ1 x̂) · · · (∂T ℓs−1 x̂)T ℓs ∂̂f
)
.
Substituting this into (C.14), to highest order the result is:∫
D̂t
(T mg)(T aÂia)(T m−1∂̂if) +
∫
D̂t
(T mg)(T aÂia)(∂̂iT m−1x̂)(∂̂f)
+
∫
D̂t
(T ∂T m−1x̂)(∂̂2f)(T aÂia)(T m−1∂̂if) +
∫
D̂t
(T ∂T m−1x̂)(∂̂2f)(T aÂia)(∂̂iT m−1x̂)(∂̂f).
The first and third terms can be controlled after integrating T by parts and using Ho¨lder’s inequality. The
other terms can be controlled after integrating half a tangential derivative by parts using (A.3) and (A.4).
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Finally, to control the boundary term B in (C.9), we use Lemma C.2:
B =
∫
∂D̂t
(N iT r∂̂if)
(
T rf − (T rx̂)(∂̂f)
)
≤ C
(
||g||2
L2(D̂t)
+ ||g||2
L2(D̂t)
∫
∂D̂t
|T rx̂|
)
,
which is controlled by C(||T x˜||H(r−1,0.5)(Ω) + 1)||g||L2(D̂t) by the trace lemma (A.21) and Theorem A.7. 
C.2. Estimates for Section 7.2. Let Dr be the mixed tangential space and time derivative defined in
Section 3.3. We have:
Lemma C.3. Suppose that r ≥ 5. If ∆̂f = g in D̂t, then for j ≤ r − 1:
||∂̂Dj ∂̂f ||L2(D̂t) ≤ C
′
r(
∑j+1
k=0
||Dk∂̂f ||L2(D̂t)+
∑
k≤2
||Dkg||L6(D̂t) + ||D
jg||L2(D̂t) + ||g||L∞(D̂t)).
In addition, we have:
||∂̂Dr∂̂f ||L2(D̂t) ≤ P
(||x˜||Hr(Ω),∑k≤r−1||Dkt SεV ||Hr−k(Ω))
·(
∑r+1
k=0
||Dk∂̂f ||L2(D̂t)+||Drg||L2(D̂t)+||T x˜||Hr(Ω)
[∑
k≤4
||Dk∂̂f ||L2(D̂t)+
∑
k≤2
||Dkg||L6(D̂t)+||g||L∞(D̂t)
]
).
Moreover, for 0 ≤ ℓ ≤ 2,
||∂̂Dℓ∂̂f ||L6(D̂t) ≤ C
′
r(
∑
k≤ℓ
||Dkg||L6(D̂t) +
∑
k≤ℓ+2
||Dk∂̂f ||L2(D̂t)). (C.15)
Proof. It suffices to prove
||∂̂Dr−1Dt∂̂f ||L2(D̂t) ≤ C
(||x̂||Hr(Ωd0 ),∑k≤r−1||Dkt V̂ ||Hr−k(Ωd0 ))(∑r+1k=0||Dk∂̂f ||L2(D̂t)+ ||Drg||L2(D̂t)
+ ||T x˜||H(r−1,0.5)(Ωd0)
[∑
k≤4
||Dk∂̂f ||L2(D̂t) +
∑
k≤2
||Dkg||L6(D̂t) + ||g||L∞(D̂t)
]
). (C.16)
because (C.15) will then follow from this estimate and Lemma C.1. Suppose that (C.16) is known for
||∂̂Dr−1Dt∂̂f ||L2(D̂t) with j = 1, · · · , r − 2, then for j = r − 1, we have
||∂̂Dr−1Dt∂̂f ||L2(D̂t) ≤ || divDr−1Dt∂̂f ||L2(D̂t) + || curlDr−1Dt∂̂f ||L2(D̂t) + ||T Dr−1Dt∂̂f ||L2(D̂t).
Here div and curl stand for the divergence and curl with respect to ∂̂. We only need to control the div term,
because the curl term can be treated similarly. Since divDr−1Dt∂̂f =D
r−1Dtg +
∑
(DkÂ)(∂̂Dℓ∂̂f), where
Â = (Âai) and the sum is over k + ℓ = r such that k ≥ 1, we have
divDr−1Dt∂̂f = D
r−1Dtg +
∑
(Dk1∂x̂) · · · (Dks∂x̂)(∂̂Dℓ∂̂f). (C.17)
The above sum is over k1 + · · · + ks + ℓ = k + ℓ = r, which needs to be controlled in L2(D̂t). If ℓ ≥ 3,
then k1, · · · , ks ≤ r − 3, and so all terms involving x̂ can then be controlled in L∞ by either ||x̂||Hr(Ωd0) or∑
k≤r−3||Dkt V̂ ||Hr−k(Ωd0 ). Furthermore, when at least one of k1, · · · , ks ≥ r− 2, since r ≥ 5, there is at most
one term, say k1, can be greater than or equal to r−2. If k1 = r−2 or k1 = r−1, we control ||Dk1∂x̂||L3(Ωd0 )
by either ||T x̂||H(r−1,0.5)(Ωd0) or
∑
k≤r−2||Dkt V̂ ||Hr−k(Ωd0), and other terms involving x̂ are of lower order. In
addition to this, we control ∂̂Dℓ∂̂f for ℓ ≤ 2 in L6 because by the pointwise inequality (5.5) we have:
||∂̂Dℓ∂̂f ||L6(D̂t) ≤ C(M)
(|| divDℓ∂̂f ||L6(D̂t) + || curlDℓ∂̂f ||L6(D̂t) + ||T Dℓ∂̂f ||L6(D̂t))
≤ C(M)(||Dℓg||L6(D̂t) +
∑
ℓ1+ℓ2=ℓ,ℓ1≥1
||(Dℓ1Â)(∂̂Dℓ2 ∂̂f)||L6(D̂t) + ||T Dℓ∂̂f ||H1(D̂t)),
where the second term is not present if ℓ = 0. The second and third terms can be bounded by the right-hand
side of (C.15) by the inductive assumption. On the other hand, when k1= r, D
k1 involves at least one Dt,
and so we control Dk1∂x̂ in L2 by
∑
k≤r−1||Dkt V̂ ||Hr−k(Ωd0 ). We also control ∂̂2f in L∞, as in Lemma C.1. 
Lemma C.4. Fix r ≥ 7. If g is a smooth function such that supp(g) ⊂ x̂(t,Ωd0/2), then:
||Drt (g ∗ Φ)||L2(D̂t) ≤ C
′
r(
∑
k≤r−1
||Dk∂̂f ||L2(D̂t) +
∑
k≤r
||Dkg||L2(D̂t) +
∑
k≤2
||Dkg||L6(D̂t) + ||g||L∞(D̂t)).
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Proof. Since ∆̂f = g in D̂t, commuting Drt through this and get
∆̂Drt f = (D
r
t g) + [∆̂, D
r
t ]f. (C.18)
In addition, since Dt = ∂t + V̂
k∂̂k in D̂t, we have [∂̂, Dt] = ∂̂V̂ · ∂̂, which can then be used to compute
[∆̂, Drt ] =
∑
ℓ1+ℓ2=r−1
cℓ1,ℓ2(∆̂D
ℓ1
t V̂ ) · ∂̂Dℓ2t +
∑
ℓ1+ℓ2=r−1
cℓ1,ℓ2(∂̂D
ℓ1
t V̂ ) · ∂̂Dℓ2t ∂̂
+
∑
ℓ1+···+ℓn=r−n+1, n≥3
dℓ1,··· ,ℓn(∂̂D
ℓ3
t V̂ ) · · · (∂̂Dℓnt V̂ ) · (∂̂2Dℓ1t V̂ ) ·Dℓ2t ∂̂
+
∑
ℓ1+···+ℓn=r−n+1, n≥3
eℓ1,··· ,ℓn(∂̂D
ℓ3
t V̂ ) · · · (∂̂Dℓnt V̂ ) · (∂̂Dℓ1t V̂ ) · ∂̂Dℓ2t ∂̂. (C.19)
Since x̂(t, y)=x0(y) in Ω
d0\Ωd0/2, [∆̂, Drt ]f is compactly supported in x̂(t,Ωd0/2). Therefore, (C.18) yields:
Drt f = (D
r
t g) ∗ Φ + ([∆̂, Drt ]f) ∗ Φ. (C.20)
The first term on the right can be controlled by C(Vol(D̂t))||Drt g||L2(D̂t) using Young’s inequality. In addition,
by (C.19), to control the L2(D̂t) norm of the second term it suffices to consider
||[(∂̂2Dℓ1t V̂ )· · ·(∂̂Dℓn−1t V̂ )·Dℓnt ∂̂f ]∗Φ||L2(D̂t) and ||[(∂̂D
ℓ1
t V̂ )· · ·(∂̂Dℓn−1t V̂ )·∂̂Dℓnt ∂̂f ]∗Φ||L2(D̂t), (C.21)
where ℓ1+ · · ·+ ℓn = r+1−n and n ≥ 2. For the first term in (C.21), when ℓn ≥ 3, we must have ℓj ≤ r− 4
for j ≤ n− 1. In this case, we bound the V̂ terms in L∞(D̂t) and then use the Sobolev lemma:
||[(∂̂2Dℓ1t V̂ )· · ·(∂̂Dℓn−1t V̂ )·Dℓnt ∂̂f ]∗Φ||L2(D̂t) ≤ C||(∂̂2D
ℓ1
t V̂ )· · ·(∂̂Dℓn−1t V̂ )·Dℓnt ∂̂f ||L2(D̂t) ≤ C′r||D
ℓn
t ∂̂f ||L2(D̂t).
When ℓn = 1, 2, the worst case scenario is when n = 2 and D
r−1−ℓn
t falls on ∂̂
2V̂ . In other words, we only
need to control ||[(∂̂2Dr−1−ℓnt V̂ )(Dℓnt ∂̂f)] ∗ Φ||L2(D̂t). Writing
[(∂̂2Dr−1−ℓnt V̂ )(D
ℓn
t ∂̂f)] ∗ Φ = ∂̂[(∂̂Dr−1−ℓnt V̂ )(Dℓnt ∂̂f)] ∗ Φ− (∂̂Dr−1−ℓnt V̂ )(∂̂Dℓnt ∂̂f) ∗ Φ
= [(∂̂Dr−1−ℓnt V̂ )(D
ℓn
t ∂̂f)] ∗ (∂̂Φ)− (∂̂Dr−1−ℓnt V̂ )(∂̂Dℓnt ∂̂f) ∗ Φ,
and using that ∂̂Φ and Φ belong to L1(D̂t), Young’s inequality implies that
||[(∂̂Dr−1−ℓnt V̂ )Dℓnt ∂̂f ] ∗ ∂̂Φ||L2(D̂t)+ ||[(∂̂D
r−1−ℓn
t V̂ )∂̂D
ℓn
t ∂̂f ] ∗ Φ||L2(D̂t).
∑
k≤1
||(∂̂Dr−1−ℓnt V̂ )∂̂kDℓnt ∂̂f ||L2(D̂t).
Next, to control the term on the right hand side, we have:∑
k≤1
||(∂̂Dr−1−ℓnt V̂ )∂̂kDℓnt ∂̂f ||L2(D̂t)≤C
′
r
∑
k≤1
||∂̂Dℓnt ∂̂f ||L6(D̂t)≤C
′
r
(||∂̂Dℓnt ∂̂f ||L6(D̂t)+∑k≤1||∂̂kDℓnt ∂̂f ||L6(D̂t)),
which can be controlled using Lemma C.3. When ℓn = 0, the worst-case scenario is when n = 2 and D
r−1
t
falls on ∂̂2V̂ . In other words, we only need to control ||(∂̂2Dr−1t V̂ )(∂̂f)||L2(D̂t). By a similar argument as
above, we need to control
∑
k=1,2||(∂̂Dr−1t V̂ )(∂̂kf)||L2(D̂t), and this requires the control of ||∂̂kf ||L∞(D̂t) for
k = 1, 2. The case when k = 2 is treated in Lemma C.1, and when k = 1, we have by Young’s inequality:
||∂̂f ||L∞(D̂t) ≤ ||g ∗ (∂̂Φ)||L∞(D̂t) ≤ C||g||L∞(D̂t).
To control the L2(D̂t) norm for the second product in (C.21), when ℓn = r − 1 and n = 2, we write:
[(∂̂V̂ )(∂̂Dr−1t ∂̂f)] ∗ Φ = [(∂̂V̂ )(Dr−1t ∂̂f)] ∗ (∂̂Φ)− [(∂̂2V̂ )(Dr−1t ∂̂f)] ∗ Φ,
whose L2(D̂t) norm can then be controlled by C′r
∑
k≤r−1||Dkt ∂̂f ||L2(D̂t) using Young’s inequality and Sobolev’s
lemma. When r − 2 ≥ ℓn ≥ 2 (and so ℓj ≤ r − 3 for j = 1, · · · , n− 1), we have:
||[(∂̂Dℓ1t V̂ ) · · · (∂̂Dℓn−1t V̂ ) · (∂̂Dℓnt ∂̂f)] ∗ Φ||L2(D̂t) ≤ C
′
r||∂̂Dℓnt ∂̂f ||L2(D̂t),
using Young’s inequality and Sobolev’s lemma. The right hand side is controlled by Lemma C.3. If ℓn=1,
it suffices to consider ||[(∂̂Dr−2t V̂ )∂̂Dt∂̂f ]∗Φ||L2(D̂t), which is bounded by C′r||∂̂Dt∂̂f ||L6(D̂t). When ℓn=0,
we need to control ||(∂̂Dr−1t V̂ )∂̂2f ]∗Φ||L2(D̂t), which requires control of ||∂̂2f ||L∞(D̂t) as in in Lemma C.1. 
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Lemma C.5. There is a constant C so that if g is smooth and supported in x̂(t,Ωd0/2) and f=g ∗Φ then
|∂̂sDkt (g ∗Φ)(x)| ≤ C||Dkt g||L2(D̂t), x ∈ ∂D̂t k, s ≥ 0. (C.22)
Proof. We have [∆̂, Dkt ]f(x) = 0 when x ∈ ∂D̂t since V̂ =0 near ∂D̂t,. Therefore, (C.20) yields ∂̂sDktf(x) =
(Dkt g)∗(∂̂sΦ)(x) and so (C.22) follows from a similar argument as in the proof of Lemma C.2. 
Proof of Theorem 7.6. It suffices to prove that for j ≤ r − 1:
||DjDt∂̂f ||L2(D̂t) ≤ C
(||x˜||Hr(Ω),∑k≤r−1||Dkt V ||Hr−k(Ω))
· ||T x˜||H(r−1,1/2)(Ω)(
∑
k≤r
||Dkg||L2(D̂t) +
∑
k≤2
||Dkg||L6(D̂t) + ||g||L∞(D̂t)). (C.23)
When j = r − 1, we have:
||Dr−1Dt∂̂f ||2L2(D̂t) =
∫
D̂t
δij(Dr−1Dt∂̂if)(∂̂jD
r−1Dtf) dx︸ ︷︷ ︸
I
+
∫
D̂t
δij(Dr−1Dt∂̂if)([D
r−1Dt, ∂̂j ]f)︸ ︷︷ ︸
II
.
We then control II by applying Corollary D.4. To control I, we integrate by parts and get:
−
∫
D̂t
δij(∂̂iD
r−1Dt∂̂jf)(D
r−1Dtf) dx︸ ︷︷ ︸
I1
+
∫
∂D̂t
(N iDr−1Dt∂̂if)(D
r−1Dtf)︸ ︷︷ ︸
B
.
The interior term I1 is equal to
∫
D̂t
(Dr−1Dtg)(D
r−1Dtf) to highest order. The error terms here are as in (C.17),
and the L2 norm of these terms contribute ||T x˜||H(r−1,1/2)(Ω) in (C.23) using (A.3). When Dr−1 = Drt , this
term can be controlled by ||Drt g||L2(D̂t)||Drt f ||L2(D̂t), and then we may bound ||Drt f ||L2(D̂t) using Lemma
C.4. In addition, when Dr−1 = T Dr−2, we control I1 by integrating T by parts, similar to the control of
(C.14) in the proof of Theorem 7.2. Finally, we use Lemma C.5 to control B. 
C.3. Estimates for Section 7.3.
Theorem C.6. If r ≥ 5, then for each µ = 0, ..., N and j ≤ r − 1:
||〈∂θ〉1/2µ T j∂̂(g ∗ Φ)||L2(D̂t)≤P (||x˜||Hr(Ω))(||g||L∞(D̂t)+
∑
k≤2
||T kg||L6(D̂t)+
∑
k≤r−1
||T kg||L2(D̂t)). (C.24)
Proof. Suppose that we know (C.24) holds for 0 ≤ j ≤ r − 2, when j = r − 1, we have
||〈∂θ〉1/2µ T r−1∂̂f ||2L2(D̂t) =
∫
D̂t
(〈∂θ〉1/2µ T r−1∂̂if)(〈∂θ〉1/2µ T r−1∂̂if) dx
=
∫
D̂t
(〈∂θ〉1/2µ T r−1∂̂if)〈∂θ〉1/2µ (∂̂iT r−1f) dx︸ ︷︷ ︸
I
−
∫
D̂t
(〈∂θ〉1/2µ T r−1∂̂if)〈∂θ〉1/2µ
(
(∂̂iT r−1x̂)(∂̂f)) dx︸ ︷︷ ︸
II
+
∑∫
D̂t
(〈∂θ〉1/2µ T r−1∂̂f)〈∂θ〉1/2µ
(
(∂T ℓ1 x̂) · · · (∂T ℓs−1 x̂)(T ℓs ∂̂f)) dx︸ ︷︷ ︸
III
,
where the sum of over ℓ1 + · · ·+ ℓs = r − 1, ℓ1, · · · , ℓs ≤ r − 2. Invoking (A.4), one has with L2 = L2(D̂t):
II≤
∫
D̂t
(〈∂θ〉1/2µ T r−1∂̂f)(〈∂θ〉1/2µ ∂̂T r−1x̂)(∂̂f)dx+ C||〈∂θ〉1/2µ T r−1∂̂f ||L2||∂̂T r−1f ||L2
∑
k≤2
||T k∂̂f ||L2.
The last term on the right hand side is of the correct form that we control, while the main term is controlled
as the corresponding term (i.e., II) in the proof of Theorem 7.2 and a repeated use of (A.4). In addition,
I≤
∫
D̂t
(〈∂θ〉1/2µ T r−1∂̂if)(∂̂i〈∂θ〉1/2µ T r−1f)dx+ C||〈∂θ〉1/2µ T r−1∂̂f ||L2(D̂t)||∂̂T
r−1f ||L2(D̂t)
∑
k≤2
||T kÂ||L2(D̂t).
The last term on the right hand side is of the form that we control, while the main term can be controlled
similarly to how we controlled the corresponding term (i.e., I) in the proof of Theorem 7.2 after a repeated
use of (A.4). Finally, we need to control the L2 norm of
∑〈∂θ〉1/2µ ((∂T ℓ1 x̂) · · · (∂T ℓs−1 x̂)(T ℓs ∂̂f)) in III.
When ℓs ≥ 3, then ℓ1, · · · , ℓs−1 ≤ r − 4, and so we let 〈∂θ〉1/2µ fall on ∂T ℓ1 x̂ by applying (A.4) and then
control the terms involving x̂ in L∞. Moreover, if at least one of ℓ1, · · · , ℓs−1, say ℓ1, is greater than or
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equal to r − 3, we let 〈∂θ〉1/2µ falls on ∂T ℓ1 x̂ by applying (A.4) and control this term in L3, and so T s∂̂f is
controlled in L6. But this can then be treated using Sobolev embedding and then Lemma C.1. 
C.4. Estimates for Section 7.4.
Lemma C.7. Suppose that r≥7 and fJ satisfy ∆̂JfJ=gJ for J = I,II. Then for j≤r − 1, we have:
||∂̂IDj ∂̂IfI − ∂̂IIDj ∂̂IIfII ||L2(Ωd0) ≤ Dr(
∑
k≤r
||Dk∂̂IfI −Dk∂̂IIfII ||L2(Ωd0 ) + ||Dr−1(gI − gII)||L2(Ωd0 )
+
∑
k≤2
||Dk(gI − gII)||L6(Ωd0 ) + ||gI − gII ||L∞(Ωd0) +{||x˜I − x˜II ||Hr(Ω) +∑
k≤r−2
||Dkt (VI − VII)||Hr−k(Ω)}
· (∑
k≤r
||Dk∂̂IIfII ||L2(Ωd0) + ||Dr−1gII ||L2(Ωd0 ) +
∑
k≤2
||DkgII ||L6(Ωd0) + ||gII ||L∞(Ωd0)
)
). (C.25)
where Dr=Dr
(||x˜I||Hr(Ω),||x˜II||Hr(Ω),∑k≤r−2||Dkt VI||Hr−k(Ω),∑k≤r−2||Dkt VII||Hr−k(Ω)). For 0≤ℓ≤2, we have:
||∂̂IDℓ∂̂IfI− ∂̂IIDℓ∂̂IIfII ||L6(Ωd0) ≤ Dr(
∑
k≤ℓ
||Dk(gI−gII)||L6(Ωd0)+
∑
k≤ℓ+2
||Dk∂̂IfI−Dk∂̂IIfII ||L2(Ωd0 )
+ ||x˜I − x˜II ||Hr(Ω)
∑
k≤ℓ
||∂̂IIDk∂̂IIfII ||L6(Ωd0 )),
as well as
||∂̂2I fI − ∂̂2IIfII ||L∞(Ωd0) . ||gI − gII ||L∞(Ωd0 )
+
∑
ℓ≤1
||∂̂ℓI T ∂̂IfI − ∂̂ℓIIT ∂̂IIfII ||L6(Ωd0 ) + ||x˜I − x˜II ||Hr(Ω)
∑
ℓ≤1
||∂̂IIDℓ∂̂IIfII ||L6(Ωd0 ).
Proof. For j=0 (C.25) follows from (B.2). Suppose that (C.25) hold for j≤r−2. When j=r−1 we have:
||∂̂IDr−1∂̂IfI − ∂̂IIDr−1∂̂IIfII ||L2(Ωd0 )
. || divIDr−1∂̂IfI − divIIDr−1∂̂IIfII ||L2(Ωd0) + || curlIDr−1∂̂IfI − curlIIDr−1∂̂IIfII ||L2(Ωd0 )
+ ||T Dr−1∂̂IfI − T Dr−1∂̂IIfII ||L2(Ωd0 ) + ||x̂I − x̂II ||Hr(Ωd0)||∂̂IIDr−1∂̂IIfII ||L2(Ωd0 ).
It suffices to control the div term, since the curl term can be controlled similarly. We have:
divID
r−1∂̂IfI− divIIDr−1∂̂IIfII
= Dr−1(gI− gII) +
∑(
(Dk1∂x̂I) · · · (Dks∂x̂I)∂̂IDℓ∂̂IfI− (Dk1∂x̂II) · · · (Dks∂x̂II)∂̂IIDℓ∂̂IIfII
)
.
where the sum is over k1+· · ·+ks+ℓ=r−1, k1≥1. To control the sum in L2(Ωd0) we only need to consider
A = (Dk1∂x̂I) · · · (Dks∂x̂I)(∂̂IDℓ∂̂IfI − ∂̂IIDℓ∂̂IIfII),
B = (Dk1∂x̂I −Dk1∂x̂II)(Dk2∂x̂II) · · · (Dks∂x̂II)(∂̂IIDℓ∂̂IIfII).
Now, if ℓ ≥ 2, then k1, · · · , ks ≤ r − 3, and so all terms involving x̂ can then be controlled in L∞, i.e.,
||A||L2(Ωd0) ≤ Dr||∂̂IDℓ∂̂IfI − ∂̂IIDℓ∂̂IIfII ||L2(Ωd0),
||B||L2(Ωd0) ≤ Dr||Dk1∂x̂I −Dk1∂x̂II ||L∞(Ωd0 )||∂̂IIDℓ∂̂IIfII ||L2(Ωd0).
Moreover, since r ≥ 7, there is at most one of k1, · · · , ks, say k1, that can be ≥ r − 2. If k1 = r − 2, then
||A||L2(Ωd0 ) ≤ Dr||Dk1∂x̂I ||L3(Ωd0 )||∂̂IDℓ∂̂IfI − ∂̂IIDℓ∂̂IIfII ||L6(Ωd0),
||B||L2(Ωd0) ≤ Dr||Dk1∂x̂I −Dk1∂x̂II ||L3(Ωd0)||∂̂IIDℓ∂̂IIfII ||L6(Ωd0),
and since ℓ ≤ 2, we have:
||∂̂IDℓ∂̂IfI−∂̂IIDℓ∂̂IIfII||L6(Ωd0). || divIDℓ∂̂IfI−divIIDℓ∂̂IIfII||L6(Ωd0)+|| curlIDℓ∂̂IfI−curlIIDℓ∂̂IIfII||L6(Ωd0)
+ ||T Dℓ∂̂IfI − T Dℓ∂̂IIfII ||L6(Ωd0) + ||x̂I − x̂II ||Hr(Ωd0 )||∂̂IIDℓ∂̂IIfII ||L6(Ωd0 ) . ||Dℓ(gI − gII)||L6(Ωd0)
+
∑
ℓ1+ℓ2=ℓ,ℓ1≥1
(
||(Dℓ1ÂI)(∂̂IDℓ2 ∂̂IfI − ∂̂IIDℓ2 ∂̂IIfII)||L6(Ωd0) + ||(Dℓ1 [ÂI − ÂII ])(∂̂IIDℓ2 ∂̂IIfII)||L6(Ωd0 )
)
+ ||T Dℓ∂̂IfI − T Dℓ∂̂IIfII ||H1(Ωd0) + ||x̂I − x̂II ||Hr(Ωd0)||∂̂IIDℓ∂̂IIfII ||L6(Ωd0 ),
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where the sum is of lower order and
||∂y(T Dℓ∂̂IfI− T Dℓ∂̂IIfII)||L2(Ωd0 ) . ||∂̂IT Dℓ∂̂IfI− ∂̂IIT Dℓ∂̂IIfII ||L2(Ωd0 ) + ||(∂̂II−∂̂I)T Dℓ∂̂IIfII ||L2(Ωd0 ),
which is of the form we control. Finally, if k1 = r − 1, we need to control ∂̂2I F − ∂̂2IIG in L∞, i.e.,
||∂̂2I fI−∂̂2IIfII ||L∞(Ωd0) . ||gI−gII ||L∞(Ωd0 )+||T (∂̂IfI−∂̂IIfII)||L∞(Ωd0 )+||x̂I−x̂II ||Hr(Ωd0)||∂̂2IIfII ||L∞(Ωd0),
where ||T (∂̂IfI−∂̂IIfII)||L∞(Ωd0) .
∑
ℓ≤1||∂ℓyT (∂̂IfI−∂̂IIfII)||L6(Ωd0), and this can be controlled as above. 
Lemma C.8. Let fJ = (gJ ∗Φ)◦x̂J for J = I,II, where gJ are smooth functions supported in Ωd0/2 satisfying
DgJ = 0 in Ω
d0\Ω. Then:
||fI − fII ||L2(Ωd0) ≤ Dr(||gI − gII ||L2(Ωd0 ) + ||x˜I − x˜II ||Hr(Ω)||gII ||L2(Ωd0 )), (C.26)
and for r ≥ 7, we have:
||Dr−1t fI −Dr−1t fII ||L2(Ωd0 ) ≤ Dr(
∑
k≤r−1
||Dk∂̂IfI −Dk∂̂IIfII ||L2(Ωd0 ) +
∑
k≤r−1
||Dk(gI − gII)||L2(Ωd0 )
+
∑
k≤2
||Dk(gI − gII)||L6(Ωd0) + ||gI − gII ||L∞(Ωd0 ) +
{||x˜I − x˜II ||Hr(Ω) +∑
k≤r−2
||Dkt (VI − VII)||Hr−k(Ω)
}
·(∑
k≤r−1
||Dk∂̂IIfII||L2(Ωd0)+
∑
k≤r−1
||DkgII||L2(Ωd0)+
∑
k≤2
||DkgII||L6(Ωd0)+ ||gII||L∞(Ωd0)
)
). (C.27)
Proof. We prove (C.26) first. Writing fJ =
∫
Ωd0 gJ(t, y
′)Φ(x̂J (t, y)− x̂J (t, y′))κ̂J dy, we have
fI − fII =
∫
Ωd0
gII(t, y
′)
(
Φ(x̂I(t, y)− x̂I(t, y′))− Φ
(
x̂II(t, y)− x̂II(t, y′)
))
κ̂I dy
′︸ ︷︷ ︸
I1
+
∫
Ωd0
(gI(t, y
′)− gII(t, y′))Φ
(
x̂I(t, y)− x̂I(t, y′)
)
κ̂Idy
′︸ ︷︷ ︸
I2
+
∫
Ωd0
gII(t, y
′)Φ
(
x̂II(t, y)− x̂II(t, y′)
)
(κ̂I− κ̂II)dy′︸ ︷︷ ︸
I3
. (C.28)
By Young’s inequality, we have:
||I2||L2(Ωd0) ≤ Dr||gI − gII ||L2(Ωd0 ), ||I3||L2(Ωd0 ) ≤ Dr||x˜I − x˜II ||Hr(Ω)||gII ||L2(Ωd0 ).
To control I1, we write∣∣Φ(x̂I(t, y)− x̂I(t, y′))− Φ(x̂II(t, y)− x̂II(t, y′))∣∣
=
1
4π
∣∣∣ 1|x̂I(t, y)− x̂I(t, y′)| −
1
|x̂II(t, y)− x̂II(t, y′)|
∣∣∣ ≤ 1
4π
|x̂II(t, y)− x̂I(t, y)|+ |x̂II(t, y′)− x̂I(t, y′)|
|x̂I(t, y)− x̂I(t, y′)||x̂II(t, y)− x̂II(t, y′)| .
Since this is in L1(Ωd0), we have ||I1||L2(Ωd0) ≤Dr(||x˜I||Hr(Ω))||x˜I − x˜II ||Hr(Ω)||gII ||L2(Ωd0) using Young’s in-
equality. Now, for (C.27), we write:
Dr−1t fI = (D
r−1
t gI) ∗ Φ ◦ x̂I + ([∆̂I , Dr−1t ]fI) ∗ Φ ◦ x̂I ,
Dr−1t fII = (D
r−1
t gII) ∗ Φ ◦ x̂II + ([∆̂II , Dr−1t ]fII) ∗ Φ ◦ x̂II .
To control ||Dr−1t fI−Dr−1t fII ||L2(Ωd0 ), we need the bounds for ||(Dr−1t gI)∗Φ◦ x̂I − (Dr−1t gII)∗Φ◦ x̂II ||L2(Ωd0 )
and ||([∆̂I , Dr−1t ]fI) ∗ Φ ◦ x̂I − ([∆̂II , Dr−1t ]fII) ∗ Φ ◦ x̂II ||L2(Ωd0). As above, they are controlled by
Dr
{||Dr−1t gI −Dr−1t gII ||L2(Ωd0) + ||x˜I − x˜II ||Hr(Ω)||Dr−1t gII ||L2(Ωd0 )},
Dr
{||[∆̂I , Dr−1t ]fI − [∆̂II , Dr−1t ]fII ||L2(Ωd0 ) + ||x˜I − x˜II ||Hr(Ω)||[∆̂II , Dr−1t ]fII ||L2(Ωd0 )},
respectively, where [∆̂II , D
r−1
t ]fII can be treated by adapting the proof for Lemma C.4. Moreover, since for
each J = I, II, [∆̂J , D
r−1
t ] consists
(∂̂2JD
ℓ1
t V̂J ) · · · (∂̂JDℓn−1t V̂J) · (Dℓnt ∂̂J) and (∂̂JDℓ1t V̂J ) · · · (∂̂JDℓn−1t V̂J) · (∂̂JDℓnt ∂̂J),
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where ℓ1 + · · ·+ ℓn = r − n, the control of ||[∆̂I , Dr−1t ]fI − [∆̂II , Dr−1t ]fII ||L2(Ωd0 ) requires that of
K1 = ||(∂̂2IDℓ1t V̂I) · · · (∂̂IDℓn−1t V̂I) · (Dℓnt ∂̂IfI)− (∂̂2IIDℓ1t V̂II) · · · (∂̂IIDℓn−1t V̂II) · (Dℓnt ∂̂IIfII)||L2(Ωd0),
K2 = ||(∂̂IDℓ1t V̂I) · · · (∂̂IDℓn−1t V̂I) · (∂̂IDℓnt ∂̂IfI)− (∂̂IIDℓ1t V̂II ) · · · (∂̂IIDℓn−1t V̂II) · (∂̂IIDℓnt ∂̂IIfII)||L2(Ωd0).
It suffices to consider the case when n = 2 only. To control K1, we have with L
2 = L2(Ωd0)
||(∂̂2IDℓ1t V̂I)Dℓ2t ∂̂IfI− (∂̂2IIDℓ1t V̂II)Dℓ2t ∂̂IIfII ||L2
≤ ||(∂̂2IDℓ1t V̂I− ∂̂2IIDℓ1t V̂II)Dℓ2t ∂̂IIfII ||L2 + ||(∂̂2IDℓ1t V̂I)(Dℓ2t ∂̂IfI−Dℓ2t ∂̂IIfII)||L2
≤ ||((∂̂2I − ∂̂2II)Dℓ1t V̂I)Dℓ2t ∂̂IIfII ||L2︸ ︷︷ ︸
K12
+ ||(∂̂2IIDℓ1t (V̂I−V̂II))Dℓ2t ∂̂IIfII ||L2︸ ︷︷ ︸
K13
+ ||(∂̂2IDℓ1t V̂I)(Dℓ2t ∂̂IfI−Dℓ2t ∂̂IIfII)||L2︸ ︷︷ ︸
K11
.
When ℓ1 ≤ r− 4, we bound V̂ factors in L∞ and use Sobolev’s lemma. Then K11 ≤ Dr||Dℓ2t (∂̂IfI −
∂̂IIfII)||L2 , and K12 ≤ Dr||x˜I − x˜II ||Hr(Ω)||Dℓ2t ∂̂IIfII ||L2 , and K13 ≤ Dr||Dℓ1t (VI − VII)||Hr−ℓ1 ||Dℓ2t ∂̂IIfII ||L2 .
When ℓ1 = r− 3 (and ℓ2 = 1), we bound V̂ terms in L3(Ωd0) and use Sobolev’s lemma. In this case,
K11 ≤Dr||Dt(∂̂IfI− ∂̂IIfII)||L6(Ωd0), and K12 ≤Dr||x˜I− x˜II ||Hr(Ω)||Dt∂̂IIfII||L6(Ωd0) and K13 ≤ Dr||Dℓ1t (VI−
VII)||Hr−3(Ω)||Dt∂̂IIfII ||L6(Ωd0). By Sobolev’s lemma ||Dt(∂̂IfI − ∂̂IIfII)||L6(Ωd0) . ||Dt(∂̂IfI − ∂̂IIfII)||H1(Ωd0),
where we have ||∂yDt(∂̂IfI−∂̂IIfII)||L2(Ωd0 ) ≤ Dr
(||∂̂IDt∂̂IfI−∂̂IIDt∂̂IIfII ||L2(Ωd0 )+||(∂̂II−∂̂I)Dt∂̂IIfII ||L2(Ωd0)),
which can be controlled by the right hand side of (C.27) using Lemma C.3, and ||Dt∂̂IIfII ||L6(Ωd0 ) can be
treated in a similar way. When ℓ1= r−2 (and ℓ2=0), we bound V̂ terms in L2(Ωd0), so we need to control
||∂̂IfI− ∂̂IIfII ||L∞(Ωd0) and ||∂̂IIfII ||L∞(Ωd0 ). By Sobolev’s lemma, ||∂̂IfI− ∂̂IIfII ||L∞(Ωd0 ) .
∑
ℓ≤1||∂ℓy(∂̂IfI−
∂̂IIfII)||L6(Ωd0 ), where ||∂y(∂̂IfI− ∂̂IIfII)||L6(Ωd0 ) ≤ ||∂̂2I fI− ∂̂2IIfII ||L6(Ωd0)+ ||(ÂII− ÂI)∂y∂̂IIfII ||L6(Ωd0 ), which
is of the form that we control thanks to Lemma C.3, and ||∂̂IIfII ||L∞(Ωd0) can be treated in a similar fashion.
Finally, we control K2 by adapting a similar argument as above. 
Lemma C.9. Let gJ , J = I,II be smooth functions supported in Ω
d0/2 and y ∈ ∂Ωd0 . Then:
|∂yDk(fI(t, y)− fII(t, y))| . ||Dk(gI − gII)||L2(Ωd0 ) + ||x˜I − x˜II ||Hr(Ω)||DkgII ||L2(Ωd0), k ≥ 0.
Proof. Since x̂(t, y) = x0(y) and V̂ (t, y) = 0 when y ∈ ∂Ωd0 , we have that [∆˜I ,Dk]fI(y) = [∆˜II ,Dk]fII(y) =
0. Therefore, ∂yD
kfI(t, y) = (D
kgI)∗(∂yΦ)(t, y) and ∂yDkfII(t, y) = (DkgII)∗(∂yΦ)(t, y), and the control of
|∂yDk(fI(t, y)− fII(t, y))| follows from a similar argument that is used to control (C.28) since ∂yΦ(x̂(t, y)−
x̂(t, y′)) is away from its singularity when y′ ∈ Ωd0/2 and y ∈ ∂Ωd0 . 
Theorem C.10. With the same assumptions as in Lemma C.8, if r ≥ 7, we have with Lp = Lp(Ωd0):∑
k≤r−1
||Dk∂̂IfI−Dk∂̂IIfII ||L2 ≤ Dr(
∑
k≤r−1
||Dk(gI−gII)||L2+
∑
k≤2
||Dk(gI−gII)||L6+||gI−gII ||L∞
+
(||x˜I−x˜II||Hr(Ω)+∑
k≤r−2
||Dkt (VI−VII)||Hr−k(Ω)
)(∑
k≤r−1
||DkgII||L2+
∑
k≤2
||DkgII||L6+||gII||L∞
)
).
(C.29)
Proof. When k = 0, this is done as in the proof of Lemma B.13. However, one needs to estimate ||fI−fII ||L2
directly without using Poincare´’s inequality, which has been done in Lemma C.8. Next, suppose that (C.29)
is known for k = 0, · · · , r − 2. When k = r − 1, we have:
||Dr−1∂̂IfI −Dr−1∂̂IIfII ||2L2(Ωd0 ) =
∫
Ωd0
δij
(
D
r−1∂̂IifI −Dr−1∂̂IIifII
)(
∂̂IjD
r−1fI − ∂̂IIjDr−1fII
)
dy︸ ︷︷ ︸
I
+
∫
Ωd0
δij
(
D
r−1∂̂IifI −Dr−1∂̂IIifII
)(
[Dr−1, ∂̂Ij ]fI − [Dr−1, ∂̂IIj ]fII ]
)
dy. (C.30)
The second term can be bounded using Lemma D.3 together with the bounds for ||∂̂IfI−∂̂IIfII ||L∞(Ωd0 ) and∑
ℓ≤2||Dℓ∂̂IfI−Dℓ∂̂IIfII ||L6(Ωd0). Here, ||∂̂IfI− ∂̂IIfII ||L∞(Ωd0 ) .
∑
ℓ≤1||∂ℓy(∂̂IfI− ∂̂IIfII)||L6(Ωd0 ), where
||∂y(∂̂IfI − ∂̂IIfII)||L6(Ωd0 ) ≤ ||∂̂2I fI − ∂̂2IIfII ||L6(Ωd0) + ||(Â aII i − Â aI i)∂ya ∂̂IIfII ||L6(Ωd0 ),
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which is of the form that we control by Lemma C.7. In addition, for each ℓ ≤ 2, we have with Lp = Lp(Ωd0):
||Dℓ∂̂IfI−Dℓ∂̂IIfII||L6 . ||∂y(Dℓ∂̂IfI−Dℓ∂̂IIfII)||L2 ≤ ||∂̂IDℓ∂̂IfI− ∂̂IIDℓ∂̂IIfII||L2+ ||(Â aII i−Â aI i)∂aDℓ∂̂IIfII ||L2 ,
which is again of the form that we control by Lemma C.7. To deal with the first term in (C.30), one writes
D
r−1∂̂IIifII=D
r−1∂̂IifII +D
r−1[(Â aII i− Â aI i)∂afII ] and ∂̂IIiDr−1fII= ∂̂IiDr−1fII +(Â aII i− Â aI i)∂aDr−1fII , and
I=
∫
Ωd0
δij
(
∂̂IiD
r−1(fI−fII)
)(
D
r−1∂̂Ij(fI−fII)
)
dy+
∫
Ωd0
δij
(
∂̂IiD
r−1(fI−fII)
)(
D
r−1
[
(Â aII j− Â aI j)∂afII
])
dy
+
∫
Ωd0
δij
(
(Â aII i−Â aI i)∂aDr−1fII
)(
D
r−1∂̂Ij(fI−fII)
)
dy+
∫
Ωd0
δij
(
(Â aII i−Â aI i)∂aDr−1fII
)(
D
r−1
[
(Â aII j−Â aI j)∂afII
])
dy.
It is straightforward to control the last three terms, and the first term is equal to:∫
Ωd0
δij∂a
(
(Â aI iD
r−1(fI−fII)
)
D
r−1∂̂Ij(fI−fII)
)
dy−
∫
Ωd0
δij(∂aÂ
a
I i)
(
D
r−1(fI−fII)
)(
D
r−1∂̂Ij(fI−fII)
)
dy. (C.31)
Integrating the first term by parts gives:∫
Ωd0
δij
(
D
r−1(fI− fII)
)
∂̂Ii
(
D
r−1∂̂Ij(fI− fII)
)
dy︸ ︷︷ ︸
II
+
∫
∂Ωd0
δij NaÂ
a
I i
(
D
r−1(fI− fII)
)(
D
r−1∂̂Ij(fI− fII)
)
dy︸ ︷︷ ︸
B
.
Here, modulo controllable error terms, II is equal to
∫
Ωd0
(DrfI − DrfII)(DrgI − DrgII) dy. When Dr−1
contains at least one T , one can integrate this T by parts and control the resulting integral as what is
done to the control of (C.14) in the proof of Theorem 7.2. When Dr−1 = Dr−1t , this is bounded by
||Dr−1t fI −Dr−1t fII ||L2(Ωd0)||Dr−1t gI −Dr−1t gII ||L2(Ωd0), where ||Dr−1t fI −Dr−1t fII ||L2(Ωd0) can be controlled
by Lemma C.8. The second term in (C.31) can be controlled in a similar way. On the other hand, since
Â aI i = δ
a
i on ∂Ω
d0 , B can be controlled appropriately using the Lemma C.9. 
Appendix D. Estimates for commutators and F
In this section, we fix a vector field V = V (t, y) on Ω. We let x(t, y) denote the flow of V (t, y), i.e.
Dtx = V , x|t=0 = x0, and let x˜(t, y) denote the tangentially smoothed flow, as in (4.1). We suppose that
the mapping y 7→ x˜(t, y) is invertible for each t, and we let Aia and Aai be the Jacobian matrix of x˜ and its
inverse, respectively, see (4.2). We will assume that x˜ and V satisfy the bounds (5.1).
If M ia is an invertible matrix with inverse N
a
i, we recall the formula for the derivatives of N
a
i:
DNai = −N biNaj
(
DM jb
)
,
where here D = Dt or D = ∂c. When M
i
a = A
i
a, then this gives:
DtA
a
i = −Aaj
(
∂˜iSεV
j
)
, ∂cA
a
i = −Aaj
(
∂˜iu
j
c
)
. (D.1)
Using these formulas it is straightforward to calculate the following commutators:
[Dt, ∂˜i] = −AbiAaj
(
∂bSεV
j
)
∂a = −
(
∂˜iSεV
j
)
∂˜j , (D.2)
[∂c, ∂˜i] = −AbiAaj
(
∂cA
j
b
)
∂a = −
(
∂˜iA
j
c
)
∂˜j .
We will need estimates for higher order derivatives of Aai. As in section 3.3, given a set V = {T1, ..., TN}
of vector fields, we write Vr = V × · · · × V (r times) as well as VrV : Ω → R3N+3. The families of vector
fields we will consider are V = T (tangential derivatives, V = D (mixed tangential and time derivatives),
V = D (mixed full space and time derivatives), and V = {∂y}. The point of the below estimate is just that
derivatives of A behave like derivatives of ∂yx˜. This lemma is in fact essentially the same as Lemma D.5 but
it is convenient to note this estimate separately.
Lemma D.1. With notation as in Section 3.3, if T I ∈ Vs where V = T ,D,D, or {∂y}, then:
||T IAai||L2 + ||T Igab||L2 ≤ C(M)
(||T I x˜||H1 + P (||Vs−2x˜||H2)) (D.3)
We note that taking V = {∂y} and summing over all T I ∈ Vs gives:
||Aai||Hs + ||gab||Hs(Ω) ≤ C(M)
(||x˜||Hs+1 + P (||x˜||Hs)). (D.4)
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Proof. The estimates for g follow from the estimates for A and the definition gab = δijAaiA
b
j so we just
prove the estimates for A. For the sake of simplicity we will assume that all T ∈ V commutes with ∂y; this is
only not the case if V = T and in that case the commutator is lower order and can be handled using similar
arguments to the below. For T I ∈ Vs, repeatedly applying (D.1), we have:
T IAai = −AbiAajT I∂bx˜j −
∑(
∂˜T I1 x˜
) · · · (∂˜T Ik x˜) (D.5)
where the sum is taken over a collection of multi-indices I1, ..., Ik with |I1|+ · · ·+ |Ik| = s with |Ij | ≤ s− 1
for j = 1, ..., k. The first term is bounded by the first term on the right-hand side of (D.4). When s ≤ 3,
we bound the first k − 1 factors in each summand in L∞ by C(M) and the remaining factor in L2 by
||Vs−1x˜||H1 and this is bounded by the right-hand side of (D.4) for all the values of V we are considering.
We now assume that s ≥ 4. If any index |Ij | ≤ min(3, s− 3), we use the Sobolev estimate (A.23) to bound
||∂˜T Ijx||L∞≤ C(M)||∂yT Ijx||L∞≤ C(M)||Vs−2x||H2 . Therefore it suffices to deal with the case when at least
one index |Ij | ≥ max(4, s− 4). There can be at most one such index because if there are ℓ ≥ 2 such terms
then 4ℓ ≤ s so that s ≥ 8 and that ℓ(s− 4) ≤ s so that s ≤ 4. Since there is one such index and |Ij | ≤ s− 1
we bound the corresponding term in L2 by ||Vs−1x˜||H1 which completes the proof. 
Similarly, we have:
Lemma D.2. Define x˜I , x˜II , AI , AII , g˜I , g˜II as in Appendix B. With notation as in Lemma D.1, if T
I ∈ Vs:
||T I(A aI i−A aII i)||L2+||T I(g˜abI −g˜abII )||L2≤ Ds||x˜I− x˜II||Hℓ+1 , Ds=Ds(M, ||Vs−1x˜I ||H2 , ||Vs−1x˜II ||H2). (D.6)
Proof. Applying (D.1) to A iI a and A
i
II a generates two sums of the form (D.5). Subtracting these two sums
and arguing as in the proof of the previous lemma gives (D.6). 
The next lemma will be used at several places. Recall the definitions of Ωd0 , ∂̂I , ∂̂II from Section 7.1.
Lemma D.3. Let with r ≥ 5. Then there is a continuous function
Cr = Cr
(
M ′, ||x˜I ||Hr(Ω), ||x˜II ||Hr(Ω),
∑
ℓ≤r−1||DℓtVI ||Hr−ℓ(Ω),
∑
ℓ≤r−1||DℓtVII ||Hr−ℓ(Ω)
)
.
such that with Dr the mixed space-time tangential derivatives defined in Section 3.3:
||[Dr, ∂̂I ]f − [Dr, ∂̂II ]g||L2(Ωd0)
≤ Cr(
∑
ℓ≤r−1
||Dℓ∂̂If−Dℓ∂̂IIg||L2(Ωd0)+||T x˜I ||Hr(Ω)
{||∂̂If−∂̂IIg||L∞(Ωd0)+∑
ℓ≤2
||Dℓ∂̂If−Dℓ∂̂IIg||L6(Ωd0)
}
+
{||T x˜I − T x˜II ||Hr(Ω) +∑
ℓ≤r−1
||Dℓt
(
(SεVI − SεVII
)||Hr−ℓ(Ω)}(||∂̂IIg||L∞(Ωd0) +∑
ℓ≤2
||Dℓ∂̂IIg||L6(Ωd0))
+
{||x˜I − x˜II ||Hr(Ω) +∑
ℓ≤r−1
||Dℓt
(
SεVI − SεVII
)||Hr−ℓ(Ω)}∑
ℓ≤r−1
||Dℓ∂̂IIg||L2(Ωd0)).
Proof. We start by writing:
[Dr, ∂̂I ]f − [Dr, ∂̂II ]g = −
(
(∂̂ID
rx̂I)∂̂If − (∂̂IIDrx̂II)∂̂IIg
)
︸ ︷︷ ︸
I
+
∑
ℓ1+···+ℓs=r,ℓi≤r−1
(∂Dℓ1 x̂I) · · · (∂Dℓs−1 x̂I)(Dℓs ∂̂If)− (∂Dℓ1 x̂II) · · · (∂Dℓs−1 x̂II)(Dℓs ∂̂IIg)︸ ︷︷ ︸
II
.
We have:
||I||L2(Ωd0 ) ≤ ||(∂̂IDrx̂I − ∂̂IIDrx̂II )∂̂IIg||L2(Ωd0 ) + ||(∂̂IDrx̂I)(∂̂If − ∂̂IIg)||L2(Ωd0)
≤ ||∂̂IDrx̂I − ∂̂IIDrx̂II ||L2(Ωd0 )||∂̂IIg||L∞(Ωd0 ) + ||∂̂IDrx̂I ||L2(Ωd0 )||∂̂If − ∂̂IIg||L∞(Ωd0)
≤ (||T (x̂I − x̂II)||Hr(Ωd0) +
∑
ℓ≤r−1
||Dℓt (V̂I − V̂II)||Hr−ℓ(Ωd0 ))||∂̂IIg||L∞(Ωd0 )
+ (||T x̂I ||Hr(Ωd0 ) +
∑
ℓ≤r−1
||Dℓt V̂I ||Hr−ℓ(Ωd0 ))||∂̂If − ∂̂IIg||L∞(Ωd0 ).
In addition, to control II in L2 one only needs to consider
II1 = (∂D
ℓ1 x̂I) · · · (∂Dℓs−1 x̂I)(Dℓs ∂̂If −Dℓs ∂̂IIg),
II2 = (∂D
ℓ1 x̂I − ∂Dℓ1 x̂II)(∂Dℓ2 x̂II) · · · (∂Dℓs−1 x̂II)Dℓs ∂̂IIg.
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When r−1≥ℓs≥3 then ℓj≤r−3 for j≤s−1 and we control the terms involving x̂ in L∞. Hence
||II1||L2(Ωd0) ≤ C′r||Dℓs ∂̂If −Dℓs ∂̂IIg||L2(Ωd0),
where
C′r = C
′
r
(
M ′, ||x̂I ||Hr(Ωd0), ||x̂II ||Hr(Ωd0),
∑
ℓ≤r−1||Dℓt V̂I ||Hr−ℓ(Ωd0 ),
∑
ℓ≤r−1||Dℓt V̂II ||Hr−ℓ(Ωd0 )
)
,
and
||II2||L2(Ωd0 ) ≤ C′r||∂Dℓ1 x̂I − ∂Dℓ1 x̂II ||L∞(Ωd0 )||Dℓs ∂̂IIg||L2(Ωd0 )
≤ C′r(||x̂I − x̂II ||Hr(Ωd0 ) +
∑
ℓ≤r−1
||Dℓt(V̂I − V̂II)||Hr−ℓ(Ωd0))||Dℓs ∂̂IIg||L2(Ωd0 ).
Second, when ℓj ≥ r− 2 for j = 1, · · · , s− 1, since r ≥ 5, there is at most one ℓj , say ℓ1, can be greater than
or equal to r − 2. In this case, we have:
||II1||L2(Ωd0 ) ≤ C′r||∂Dℓ1 x̂I ||L3(Ωd0 )||Dℓs ∂̂If −Dℓs ∂̂IIg||L6(Ωd0)
≤ C′r(||T x̂I ||L2(Ωd0 ) +
∑
ℓ≤r−1
||Dℓt V̂I ||Hr−ℓ(Ωd0))||Dℓs ∂̂If −Dℓs ∂̂IIg||L6(Ωd0 ),
where ℓs ≤ 2, and
||II2||L2(Ωd0 ) ≤ C′r||∂Dℓ1 x̂I − ∂Dℓ1 x̂II ||L3(Ωd0)||Dℓs ∂̂IIg||L6(Ωd0 )
≤ C′r(||T (x̂I − x̂II)||Hr(Ωd0 ) +
∑
ℓ≤r−1
||Dℓt(V̂I − V̂II)||Hr−ℓ(Ωd0))||Dℓs ∂̂IIg||L6(Ωd0 ).
This concludes the proof after adapting the Sobolev extension theorem. 
As a consequence, if we take g = 0, x˜I = x˜II ≡ x˜, we have:
Corollary D.4. If r≥5 then there is a constant Cr=Cr(M0, ||x˜||Hr(Ω),
∑
ℓ≤r−1||DℓtV ||Hr−ℓ(Ω)) such that:
||[Dr, ∂̂]f ||L2(Ωd0) ≤ Cr(||T x˜||Hr(Ω)
(||∂̂f ||L∞(Ωd0 ) +∑
ℓ≤2
||Dℓ∂̂f ||L6(Ωd0)
)
+
∑
ℓ≤r−1
||Dℓ∂̂f ||L2(Ωd0)).
Here Dr be the mixed space-time tangential derivatives defined in Section 3.3. In particular, one has:
||[Dr−1Dt, ∂̂]f ||L2(D̂t) ≤ Cr(||∂̂f ||L∞(D̂t) +
∑
ℓ≤2
||Dℓ∂̂f ||L6(D̂t) +
∑
ℓ≤r−1
||Dℓ∂̂f ||L2(D̂t)).
The following lemma is similar to the previous one but is better adapted to proving estimates for the
wave equation. As in the previous lemma, the point is that the commutator between r derivatives and ∂˜ is
a differential operator of order r with coefficients depending on r + 1 derivatives of x˜.
In the following lemma, we will assume that we have the following a priori bound for x˜I , x˜II :∑
|I|+k≤3|Dkt ∂Iy x˜I |+ |Dkt ∂Iy x˜II | ≤M. (D.7)
If we are considering vector fields which do not involve time derivatives, we can instead assume that only:∑
|I|≤3|∂Iy x˜I |+ |Dkt ∂Iy x˜II | ≤M0. (D.8)
Lemma D.5. Fix s ≥ 0 and suppose that (D.7) holds. If V = D,D or V = T , there is a constant
Cs = Cs(M, ||Vs−2x˜I ||H2(Ω), ||Vs−2x˜II ||H2(Ω)) so that if T J ∈ Vs, with notation as in Section 3.3, then:
||[T J , ∂˜I ]f − [T J , ∂˜II ]g||L2 ≤ Cs
(||T J x˜II ||H1 + 1)∑
j≤s
||Vj−2(∂˜If − ∂˜IIg)||H1
+ Cs
(|||T J(x˜I − x˜II)||H1 + ||Vs−1(x˜I − x˜II)||H1 + ||V2(x˜I − x˜II)||C1y,t)∑j≤s||Vj−2∂˜IIg||H1 , (D.9)
with Hs = Hs(Ω) and ||α||C1y,t =
∑
k+|J|≤1 ||∂JyDkt α||L∞([0,T ]×Ω). If V = {∂y1, ∂y2 , ∂y3}, the above estimate
holds assuming (D.8) holds with M replaced by M0.
Before proving this lemma we record a few useful instances of it which will be used at several points.
Taking g = 0 and writing x˜ = x˜I , with C
′
s = C
′
s(M, ||T s−2x˜||H2(Ω)), we have:
||[∂Iy , ∂˜]f ||L2(Ω) ≤ Cs(M0, ||x˜||Hs+1)||∂˜f ||Hs−1(Ω), |I| = s,
||[T J , ∂˜]f ||L2(Ω) ≤ C′s(||T J x˜||H1(Ω) + 1)
∑
j≤s−1
||T j ∂˜f ||H1(Ω), T J∈ T s.
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Proof. Using (D.1), we have:
[T J , ∂˜I ]f − [T J , ∂˜II ]g = −
(
(∂˜IT
J x˜I)∂˜If − (T J x˜II)∂˜IIg
)
︸ ︷︷ ︸
I
+
∑
J1+···+Jm=J,|Ji|≤s−1
(∂T J1x˜I) · · · (∂T Jm−1 x˜I)T Jm ∂˜If − (∂T J1x˜II) · · · (∂T Jm−1x˜II)T Jm ∂˜IIg︸ ︷︷ ︸
II
, (D.10)
We control:
||(∂˜IT Jx˜I)∂˜If− (∂˜IIT Jx˜II)∂˜IIg||L2(Ω) ≤ ||(∂˜IT Jx˜I− ∂˜IIT Jx˜II)∂˜IIg||L2(Ω)+ ||(∂˜IIT Jx˜II)(∂˜If− ∂˜IIg)||L2(Ω). (D.11)
If |J | ≤ 2, then we control the factors involving x˜I , x˜II in L∞ and the result is bounded by the right-hand
side of (D.9). If instead |J | ≥ 3, we control the factors involving f, g in L∞ and note that since we must
have s ≥ 3, by the Sobolev estimate (A.23), we have:
||∂˜IIg||L∞(Ω) ≤ C
∑
j≤2
||Vj ∂˜IIg||H1(Ω) ≤ C
∑
j≤s
||Vj ∂˜IIg||H1(Ω),
which is bounded by the right-hand side of (D.9). Bounding ||∂˜If − ∂˜IIg||L∞(Ω) in the same way shows that
the left-hand side of (D.11) is controlled by the right-hand side of (D.9).
To control II, it suffices to consider
II1=(∂T
J1x˜I − ∂T J1x˜II)(∂T J2x˜II)· · ·(∂T Jm−1x˜II)T Jm ∂˜IIg, II2=(∂T J1x˜I)· · ·(∂T Jm−1x˜I)T Jm(∂˜If− ∂˜IIg),
where J1+...+Jm=J and |J1|, ..., |Jm| ≤s−1. We will just bound ||II2||L2(Ω), since the estimate for ||II1||L2(Ω)
is similar. We start by noting that for each Ji with |Ji| ≤ 2, i ≤ m− 1, we control the corresponding factors
of x˜I in L
∞ by the right-hand side of (D.9). Rearranging indices, it therefore suffices to control:
||(∂˜IT J1x˜I) · · · (∂˜IT Jℓ x˜I)(T Jm ∂˜I(f − g))||L2(Ω), |J1|, ..., |Jℓ| ≥ 3, |J1|+ · · ·+ |Jℓ|+ |Jm| ≤ s− 1.
If there are no factors of x˜I present then the result is bounded by ||∂˜T Jm(f − g)||L2(Ω) and since Jm ≤ s− 1
we control this by the right-hand side of (D.9). If there is at least one factor of x˜I present, Note that the
conditions on the |Jk| force |Jm| ≤ s−4 and so we control the last factor in L∞ by
∑
j≤s−2 ||Vj ∂˜(f−g)||H1(Ω)
by the Sobolev estimate (A.23). We now use Holder’s inequality and the Sobolev embedding (A.19) to control:
||∂˜IT J1x˜I · · · ∂˜IT Jℓ x˜I ||L2(Ω)≤ C||∂˜IT J1x˜I ||L2ℓ(Ω)· · · ||∂˜IT Jℓ x˜I ||L2ℓ(Ω)≤ C||∂˜IT J1x˜I ||H1(Ω)· · · ||∂˜IT Jℓ x˜I ||H1(Ω).
We now note that since |J1|+ ...+ |Jℓ| ≤ s− 1 and |Jk| ≥ 3 for each k = 1, ..., ℓ, we in fact have |Jk| ≤ s− 2
for each k, and so each of these factors is controlled by the right-hand side of (D.9). 
We also need a version with pure time derivatives in the proof of the estimates for the wave equation.
Lemma D.6. Fix s ≥ 0. If (5.2) holds, there is a constant Cs = Cs(M, ||x˜||s, ||V ||X s) so that
||[Ds+1t , ∂˜]f ||L2(Ω) ≤ Cs(||∂˜f ||s,0 + (||V ||X s+1 + 1)||∂˜f ||s−1). (D.12)
Proof. By (D.10) with g = 0 and T J = Ds+1t , we have:
[Ds+1t , ∂˜i]f = −(∂˜Ds+1t x˜)(∂˜f) +
∑
s1+...+sm=s+1, sm≥1
(∂Ds1t x˜) · · · (∂Dsm−1t x˜)(Dsmt ∂˜f).
We now argue as in the previous lemma, but we want to point out explicitly how the norms of V arise. We
write the first term as −(∂˜DstSεV )(∂˜f). If s ≤ 2 then we control the first factor in L∞ since Sε : L∞ → L∞.
If instead s ≥ 3, we control the second factor using Sobolev embedding, ||∂˜f ||L∞(Ω) ≤ C||∂˜f ||H2(Ω) ≤
C||∂˜f ||s−1, and now we note that ||∂˜DstSεV ||L2(Ω) ≤ C(M)||V ||X s+1 , using that Sε : L2 → L2.
The terms in the sum can be controlled using essentially the same argument as in the previous lemma.
Rearranging indices it suffices to control:
||(∂˜Ds1t x˜) · · · (∂˜Dsjt x˜)(Dsmt ∂˜f)||L2(Ω), sℓ ≥ 3, ℓ = 1, ..., j, s1 + · · · sj + sm ≤ s, sm ≥ 1.
If there are no factors of x˜ present then we control this by ||Dsmt ∂˜f ||L2(Ω) ≤ ||∂˜f ||s,0. and if there is at
least one factor of x˜ present then we must have sm ≤ s − 3 and so we can control ||Dsmt ∂˜f ||L∞(Ω) ≤
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C||Dsmt ∂˜f ||H2(Ω) ≤ C||∂˜f ||s−1. When j = 1 the result is obvious since ||∂˜Ds1t x˜||L2(Ω) ≤ C||x˜||s1+1 and
s1 ≤ s− 1. When j ≥ 2 we have by Sobolev embedding (A.19):
||(∂˜Ds1t x˜) · · · (∂˜Dsjt x˜)||L2(Ω) ≤ C||∂˜Ds1t x˜||L2j(Ω) · · · ||∂˜Dsjt x˜||L2j(Ω) ≤ C||∂˜Ds1t x˜||H1(Ω) · · · ||∂˜Dsjt x˜||H1(Ω).
Since each sℓ must satisfy sℓ ≤ s− 3, each of these factors is bounded by C(M)||x˜||s−1, as required. 
We also need to use the following commutator estimates in D˜t.
Lemma D.7. Let r ≥ 7 and k + ℓ ≤ r + 1 with k ≥ 2, we have:
||[Dk−1t , ∂˜]ϕ||Hℓ(Dt) ≤ P
(∑
s≤k−2||DstSεV ||Hr−s(D˜t)
)∑
s≤k−2
||Dstϕ||Hr−s(D˜t), (D.13)
and for k + ℓ = r, we have:
||[Dk−1t , ∆˜]ϕ||Hℓ(Dt) ≤ P
(∑
s≤k−2||DstSεV ||Hr−s(D˜t)
)∑
s≤k−2
||Dstϕ||Hr−s(D˜t). (D.14)
Proof. It is not hard to compute that [Dk−1t , ∂˜] consists of terms of the following forms:
(∂˜Ds1t SεV ) · · · (∂˜Dsn−1t SεV )(∂˜Dsnt ϕ), with s1+ · · ·+ sn = k − n, n ≥ 2,
so (D.13) follows. On the other hand, (D.14) follows that [Dk−1t , ∆˜] consists of terms of the following form:
(∂˜Ds3t SεV ) · · · (∂˜Dsnt SεV )(∂˜2Ds1t SεV )(∂˜Ds2t ϕ), with s1 + · · ·+ sn = k − n, n ≥ 2,
(∂˜Ds3t SεV ) · · · (∂˜Dsnt SεV )(∂˜Ds1t SεV )(∂˜2Ds2t ϕ), with s1 + · · ·+ sn = k − n, n ≥ 2. 
We now prove some estimates which are used in Sections 6 and 8 to control the terms on the right-hand
side of the various wave equations. For these estimates we will assume the following bound for ϕ:∑
k+|J|≤3|Dkt ∂Jy ∂˜ϕ|+ |Dkt ϕ| ≤ L. (D.15)
Lemma D.8. If the equation of state satisfies (1.9) for all j ≥ k + ℓ ≡ s, then there is a constant C
depending only on c1, c2 and a polynomial P so that:
||Dkt (e′(ϕ)D2tϕ)− e′(ϕ)(Dk+2t ϕ)||Hℓ ≤ CL||Dk+1t ϕ||Hℓ + P (L, ||ϕ||s). (D.16)
Proof. We just prove the ℓ=0 case since ℓ≥1 is similar. The main term in Dkt (e′(ϕ)D2tϕ)− e′(ϕ)(Dk+2t ϕ) is:
e′′(ϕ)(Dtϕ)D
k+1
t ϕ, (D.17)
and the remaining terms are of the form
e(m)(ϕ)Dk1t ϕ · · ·Dkmt ϕ, 2 ≤ m ≤ k, k1 + · · ·+ km = k + 1, where kj ≤ k, 1 ≤ j ≤ m. (D.18)
The term (D.17) is bounded by the right-hand side of (D.16). To bound (D.18), we note that if kj ≤ 3 for
1 ≤ j ≤ m all of the terms are bounded by L. If there are any terms with kj ≤ k − 2 then by Sobolev
embedding we have ||Dkjt ϕ||L∞ ≤ C||ϕ||k. Therefore it just remains to consider the case that there is at
least one j with kj ≥ max(4, k− 1) and in fact there can be at most one such term since we also have kj ≤ k
for each j. In this case we put the corresponding factor in L2 and this proves (D.16). 
The following estimate is nearly the same as (D.16) but will be used in Section F.2 to bound quantities
of the form e′(f)g when we know that f is smoother than g.
Lemma D.9. Under the hypotheses of Lemma D.8, if k + ℓ = s then there is a constant C depending only
on c1, c2 on is a polynomial P so that if ϕ satisfies (D.15):
||Dkt e′(ϕ)||Hℓ ≤ C
(||Dkt ϕ||Hℓ + P (L, ||ϕ||s−1)).
Proof. The proof is similar to the proof of Lemma D.8. If |I|=ℓ then ∂IyDkt e′(ϕ) is a sum of terms
em(ϕ)(∂I1y D
k1
t ϕ) · · · (∂Imy Dkmt ϕ)ϕ), |I1|+ ...+ |Im| = |I|, k1 + ...+ km = k.
Using Sobolev embedding as in the proof of Lemma D.8 gives the result. 
We will also need estimates for the derivatives of F = F 1 + F 2, where
F 1 = −(∂˜iSεV j)(∂˜jV i), F 2 = −e′′(h)(Dth)2 − ρ(h).
COMPRESSIBLE, SELF-GRAVITATING LIQUID WITH FREE SURFACE BOUNDARY 61
Lemma D.10. If (5.2) holds and h satisfies (D.15), then for k ≥ 1:
||Dkt F1||L2 ≤ C(M, ||∂V ||L∞)
(||Dkt V ||H1 + P (||V ||X k)), (D.19)
||Dkt F2||L2 ≤ CL||Dk+1t h||L2 + P (L, ||h||k,0). (D.20)
For k ≥ 0, writing k + ℓ = s, we also have:
||Dkt F1||Hℓ ≤ C(M, ||∂V ||L∞)
(||Dkt V ||Hℓ+1 + ||x˜||Hℓ+1 + P (||V ||s, ||x˜||Hℓ)), (D.21)
||Dkt F2||Hℓ ≤ CL||Dk+1t h||Hℓ + P (L, ||h||s). (D.22)
Proof. We we just prove the estimate (D.21). The estimate (D.19) follows in a similar manner and the
estimates (D.20), (D.22) follow as in the previous lemma. The case k = 0 can be handled using interpolation
and the estimates (D.4). When k ≥ 1, we have:
∂ℓDkt F =
∑
l1+···+ln=k, n≥2
Ckl1···ln∂
ℓ
(
(∂˜j1D
l1
t SǫV
j2) · · · (∂˜jn−1Dln−1t SǫV jn)(∂˜jnDlnt V j1)
)
=
∑
l1+···+ln=k,
∑
|βj|+|γj|=ℓ−1
C˜kl1···ln(∂
β1Aa1j1) · · · (∂βnAanjn)(∂a1∂γ1Dl1t SεV j2) · · · (∂ajn−1∂γn−1D
ln−1
t SεV
jn)(∂an∂
γnDlnt V
j1), (D.23)
where we have used (D.2) repeatedly. The leading order term is of the form
Aai(∂
αDkt ∂aSεV
j)(∂˜jV
i) + (∂αAai)(D
k
t ∂aSεV
j)(∂˜jV
j).
We bound the first term by:
C(M ′)||∂V ||L∞ ||Dkt V ||Hℓ(Ω),
and we bound the second term by:
P (||V (t)||X s , ||x˜(t)||Hr−1(Ω)), when k ≥ 1, and C(M ′)||∂V ||L∞ ||x˜||Hr(Ω), when k = 0.
The lower order terms in (D.23) is controlled via Sobolev embedding. 
Writing FJ=−(∂˜iSεV ℓJ )(∂˜ℓV iJ ) for J=I,II, a simple modification of the proof of Lemma D.10 gives:
Lemma D.11. Suppose that (5.2) holds and let s = k + ℓ. Then there is a continuous, positive function
Cs = Cs(M, ||VI ||s, ||VII ||s, ||x˜I ||Hs+1 , ||x˜II ||Hs+1) so that:
||Dkt
(
F 1I −F 1II
)||Hℓ ≤ Cs(||Dkt VI −Dkt VII ||Hℓ+1 + ||x˜I−x˜II ||Hℓ+1 + ||VI −VII ||s+ ||x˜I−x˜II ||C4x,t(Ω)), (D.24)
||F 2(hI)− F 2(hII)||s,0 ≤ Cs
(||hI − hII ||s+1,0 + ||hI − hII ||s + ||hI − hII ||C3x,t), (D.25)
||F 2(hI)− F 2(hII)||s−1 ≤ Cs
(||hI − hII ||s + ||hI − hII ||C3x,t). (D.26)
Appendix E. Existence of a sequence of compatible data for the smoothed problem
In this section, our goal is to prove:
Theorem E.1. Suppose that V0, h0∈Hr, x0∈Hr+1 satisfy the compatibility conditions for Euler’s equations
(2.15) to order r−1≥ 7. Then there is a sequence of data V ε0 , hε0 ∈Hr, xε0 ∈Hr+1satisfying the compatibility
conditions for the smoothed Euler’s equations (4.12) to order r−1, and (V ε0 , hε0, xε0)→(V0, h0, x0) as ε→0.
In the next section, we prove that if the compatibility conditions to order r − 1 hold, given sufficiently
regular V , the wave equation (2.9) has a solution h(t, ·) ∈ Hr(Ω) with Dth(t, ·) ∈ Hr−1(Ω), ..., Dr−1t h(t, ·) ∈
H10 (Ω), D
r
th(t, ·) ∈ L2(Ω) for t > 0. We modify the approach of Lindblad-Luo [11] to construct functions
uε−1, u
ε
0 so that with V
ε
0 = V0+∂x0u
ε
−1, h
ε
0 = h0+u
ε
0, and x
ε
0 = x0, the initial data V
ε
0 , h
ε
0, x
ε
0 satisfy the
compatibility conditions (4.12). It will be convenient to reformulate the conditions used in Sections 2.3 and
4.3 in a slightly more explicit way. Suppose that xˆ =
∑
xkt
k/k!, Vˆ =
∑
Vkt
k/k!, hˆ =
∑
Vkt
k/k! are formal
power series solutions at t=0 to (1.2)-(1.1) with xˆ|t=0= x0 and Dℓ+1t xˆ|t=0=Dℓt Vˆ |t=0 and xˆε =
∑
xεkt
k/k!,
Vˆε=
∑
V εk t
k/k!, hˆε=
∑
hεkt
k/k! are power series solutions at t=0 to the smoothed problem (4.9)-(4.10) with
xˆ|t=0=x0 and Dℓ+1t xˆε|t=0=Dℓt Vˆ ε|t=0. Define:
Fk =
(
[Dkt , ∆ˆ]hˆ+D
k
t (∂ˆiVˆ
j)(∂ˆj Vˆ
i)
)∣∣
t=0
, Gk =
(
Dk+1t (e
′(hˆ)Dthˆ)− e′(hˆ)Dk+2t hˆ+Dkt ρ[hˆ]
)∣∣
t=0
,
F εk =
(
[Dkt ,
ˆ˜
∆]hˆε+D
k
t (
ˆ˜
∂iSεVˆ
j
ε )(
ˆ˜
∂j Vˆ
i
ε )
)∣∣
t=0
, Gεk=
(
Dk+1t (e
′(hˆε)Dthˆε)− e′(hˆε)Dk+2t hˆε +Dkt ρ[hˆε]
)∣∣
t=0
,
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as well as:
Ck = [D
k
t , ∂ˆ](hˆ+ φ[xˆ, hˆ])|t=0, Cεk = [Dkt , ˆ˜∂](hˆε + φ[xˆε, hˆε]|t=0.
Here, we are writing:
∂ˆi =
∂ya
∂xˆi
∂
∂ya
,
ˆ˜
∂i =
∂ya
∂ ˆ˜xi
∂
∂ya
, ∆ˆ =
∑3
i=1
∂ˆ2i ,
ˆ˜
∆ =
∑3
i=1
ˆ˜
∂i
2.
We are also writing φ[x, h] for the map x, h 7→ φ defined in (2.5).
Taking the divergence of Euler’s equation (1.1) at t = 0 and subtracting it from the continuity equa-
tion (1.2) at t = 0 and performing the same manipulations to (4.9) and (4.10) gives that the coefficients
xk, Vk, hk, x
ε
k, V
ε
k , h
ε
k must satisfy the relations:
xk = Vk−1, Vk = −∂x0Hk−1 + Ck, e′(h0)hk+2 = ∆hk + Fk +Gk, (E.1)
xεk = V
ε
k−1, V
ε
k = −∂x0Hεk−1 + Cεk, e′(hε0)hεk+2 = ∆hεk + F εk +Gεk, (E.2)
for k≥1, with Hk−1=hk−1+ φk−1, Hεk−1=hεk−1+ φεk−1, and where φℓ=Dℓtφ[xˆ, hˆ]|t=0, φεℓ=Dℓtφ[xˆε, hˆε].
Expanding out the various definitions and replacing xk with Vk−1 for k ≥ 1, it follows that:
Fk = Fk[x0, V0, ..., Vk, h0, ...., hk−1], Gk = Gk[h0, ..., hk+1],
φk = Kk[x0, V0, ..., Vk, h0, ...., hk], Ck = Ck[x0, V0, ..., Vk−1, H0, ..., Hk−1]. (E.3)
for functionals Kk and where these functionals depend on space derivatives of their arguments, and similarly:
F εk = F
ε
k [x0, V
ε
0 , ..., V
ε
k , h
ε
0, ...., h
ε
k−1], G
ε
k = G
ε
k[h
ε
0, ..., h
ε
k+1],
φεk = K
ε
k[x0, V
ε
0 , ..., V
ε
k , h
ε
0, ...., h
ε
k], C
ε
k = C
ε
k[x0, V
ε
0 , ..., V
ε
k−1, H
ε
0 , ..., H
ε
k−1].
The formulas (E.3) combined with the second identity in (E.1) shows that Vk can be expressed entirely in
terms of x0, V0 and h0, ..., hk−1 and similarly V
ε
k can be expressed entirely in terms of x0, V0, h
ε
0, ..., h
ε
k−1.
Consequently we will eliminate Vk, V
ε
k for k ≥ 1 from our equations and abuse notation slightly and write:
Fk = Fk[x0, V0, h0, ..., hk−1], F
ε
k = F
ε
k [x0, V
ε
0 , h
ε
0, ..., h
ε
k−1].
E.0.1. The perturbative system. We start by considering the following system, with ∆ =
∑3
i=1 ∂
2
i :
∆uε−1 = −e′(h0 + uε0)uε1, in Ω, (E.4)
∆uεk = Fk − F˜ εk +Gk − G˜εk + e′(h0 + uε0)uεk+2, in Ω, for k = 0, ..., r − 2,
uεk = 0, on ∂Ω, for k = −1, ..., r − 2, (E.5)
with F˜ εk = F˜
ε
k [u
ε
−1, ..., u
ε
k], G˜
ε
k = G˜
ε
k[u
ε
0, ..., u
ε
k+1] defined by:
F˜ εk = F
ε
k [x0, V0 + ∂˜u
ε
−1, h0 + u
ε
0, ..., hk−1 + u
ε
k−1], G˜
ε
k = G
ε
k[h0 + u
ε
0, ...., hk+1 + u
ε
k+1],
and with the convention that uεℓ = 0 for ℓ ≥ r − 1.
Suppose for the moment that this system has a solution (uε−1, ..., u
ε
r−1). We claim that with V
ε
0 =
V0 + ∂x0u
ε
−1 and h
ε
0 = h0 + u
ε
0, the initial data (V
ε
0 , h
ε
0) satisfy the compatibility conditions (4.16) for the
smoothed problem to order r − 1. Indeed, because h0 = 0 on ∂Ω and because of the boundary condition
(E.5) we have that hε0 = 0 on ∂Ω. To see that h
ε
1 = 0 on ∂Ω, we note that by construction:
e′(hε0)h
ε
1 = − div V ε0 = − divV0 −∆uε−1 = e′(h0)h1 + e′(hε0)uε1.
By the compatibilty conditions for V0, h0, we have h1=0 on ∂Ω and by construction u
ε
1=0 on ∂Ω and so the
first compatibility condition (4.12) holds as well. Using the definitions of hε2, h2 from (E.1),(E.2), we have:
e′(hε0)h
ε
2 = ∆h0 +∆u
ε
0 + F
ε
0 +G
ε
0 = ∆h0 + F0 +G0 + e
′(hε0)u
ε
2 = e
′(h0)h2 + e
′(hε0)u
ε
2,
By the compatibility conditions, h2 = 0 on ∂Ω and this combined with the boundary condition (E.5) shows
that hε2 = 0 on ∂Ω as well. In general, this construction gives that:
e′(hε0)h
ε
k = e
′(h0)hk + e
′(hε0)u
ε
k, k = 0, ..., r − 2, e′(hε0)hεk = e′(h0)hk, k = r − 1, r,
from which it immediately follows that the compatibility condition of order r − 1 holds for the smoothed
problem so long as the compatibility condition of order r − 1 holds for the original problem.
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Because e′ is assumed to be small, a simplified model for the above system is the following:
∆w−1 = κw1, ∆wk =
∑
ℓ≤k−1
Aℓkwℓ + fk + κwk+2, k = 0, ..., N, in Ω, (E.6)
with the boundary condition wk = 0 on ∂Ω for all k. Here, A
ℓ
k, fk are given functions, κ is a small parameter
and we are writing wℓ = 0 for ℓ ≥ N + 1. When κ = 0, this system is lower-triangular and can be solved
directly by successively solving for w0, w1, .... To solve the model system (E.6) for nonzero but small κ, one
can use the following iteration: w0k ≡ 0 for all k and then, given wν−1k , solve the following system for wνk :
∆wν−1 = κw
ν−1
2 , ∆w
ν
k =
∑
ℓ≤k−1
Aℓkw
ν
ℓ + fk + κw
ν−1
k+2 , k = 0, ..., N − 1,
with wνk = 0 on ∂Ω. Writing W
ν
k = w
ν
k − wν−1k , by standard elliptic theory there are estimates of the form:
||W νk ||Hs−k ≤ C
(∑
ℓ≤k−1
||W νℓ ||Hs−k−2 + κ||W ν−1||Hs−k−2
)
, k = −1...., N,
where C depends on norms of the coefficients A. Iterating this estimate leads to an inequality of the form:
||W νk ||s−k ≤
∑ν−1
µ=1
(Cκ)µ.
For κ sufficiently small, the sequence wν converges as ν→∞ to a solution w=(w−1, . . . , wN ) satisfying (E.6).
E.0.2. The iteration to solve the system. In order to solve the system (E.4)-(E.5), we will use the following
iteration. We set u0k ≡ 0 in Ω for k = −1, ..., r and for ν ≥ 1, we define uν−1, ..., uνr by uνr−1 = uνr = 0 and:
∆uν−1 = −e′(h0 + uν−10 )uν−11 , in Ω, (E.7)
∆uνk = Fk − F νk +Gk −Gν−1k + e′(h0 + uν−10 )uν−1k+2, in Ω, for k = 0, ..., r − 2, (E.8)
uνk = 0, on ∂Ω, for k = −1, ..., r − 2, (E.9)
where we are writing:
F νk = F˜
ε
k [u
ν
−1, ..., u
ν
k−1], G
ν−1
k = G˜
ε
k[u
ν−1
0 , ..., u
ν−1
k+1].
Let uν = (uν−1, ..., u
ν
r ). To see that this system has a solution u
ν given uν−1, one just uses the fact that it is
lower-triangular in uν ; first solve (E.7) for uν−1 and then solve (E.8)-(E.9) successively for k = 0, 1, ..., r − 2.
We will prove that the sequence uν is uniformly bounded in ν in the norm
||uν ||r = ||∂x0uν−1||Hr(Ω) + ||uν−1||Hr(Ω) +
∑r−2
k=0
||uνk||Hr−k(Ω).
Set E0 = ||V0||2Hr + ||h0||2Hr + ||x0||2Hr+1 . In the following sections we will prove:
Proposition E.2. Fix r≥8. There is a continuous function Cr so that if uν satisfies (E.7)-(E.9), then:
||uν||r ≤ Cr(E0, ||uν−1||r−1)(κ||uν−1||r + ε), (E.10)
and there is a continuous function Dr so that:
||uν − uν−1||r ≤ Dr(E0, ||uν ||r, ||uν−1||r)κ||uν−1 − uν−2||r. (E.11)
Let us now explain why one should expect estimates of this form. The estimates (E.10) follow from elliptic
estimates applied to the system (E.7)-(E.9) and will ultimately follow from estimates for Fk−F νk , Gk−Gν−1k
in Sobolev spaces. Let us consider the k = 0 case. Using that xˆ|t=0 = x0 we have:
F0 − F ν0 = (∂iV j0 )(∂jV i0 )− (∂iSε(V j0 + δjk∂kuν−1)(∂j(V i0 + δik∂kuν−1)).
Expanding this out generates several terms but let us just consider two of them:
∂iV
j
0 (δ
ij∂j∂ku
ν
−1) and (∂iV
j
0 − ∂iSεV j0 )(∂jV i0 ).
To control the L2(Ω) norm, say, of the first term we use the equation (E.7) and standard elliptic theory to
control ||uν−1||H2(Ω) ≤ C||e′(uν−10 )uν−11 ||L2(Ω). With κ ≥ sup |e′| this type of term can be bounded by the
first term in (E.10). Also, we have ||V0 − SεV0||H1(Ω) ≤ Cε||V0||H2(Ω) so the second type of term can be
bounded by the second term in (E.10). Assuming that (E.10)-(E.11) hold for the moment, we give the proof:
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Proof of Theorem E.1. With the function Cr from Proposition E.2, take C0 = maxz∈[0,1]Cr(E0, z). Also
take κ so small that 2κC0 ≤ 1 and ε so small that 2ε
∑∞
µ=0(κC0)
µ ≤ 1. Since u0 = 0, it follows from (E.10)
that ||u1||r ≤ C0ε. By induction it then follows that ||uν ||r ≤ ε
∑ν
µ=0(κC0)
µ, and by the assumption on κ
the sum on the right-hand side is uniformly bounded as ν →∞.
Next, with the function Dr from Proposition E.2, take D0 = maxz1,z2∈[0,1]Dr(E0, z1, z2). By induction
and (E.11) it follows that ||uν−uν−1||r ≤ ε(κD0)ν . Therefore, uν is a Cauchy sequence and so it converges to
some limit u which satisfies the perturbative system (E.4)-(E.5) by construction. To prove the second point in
the theorem, taking ν→∞ in the estimate for uν that we just proved shows ||u||r ≤ ε
∑∞
µ=0(κC0)
µ ≤ ε. 
We will use the following estimate, which is a straightforward consequence of the elliptic estimate (5.8)
at t = 0: If s ≥ 2, there is a constant Cs = Cs(||x0||Hs+1) so that if f = 0 on ∂Ω, then:
||∂x0f ||Hs ≤ Cs||∆x0f ||Hs−1 , ||f ||Hs ≤ Cs||∆x0f ||Hs−2 . (E.12)
The estimates (E.10) and (E.11) follow after repeatedly applying the next lemma:
Lemma E.3. There are continuous functions Cr,k so that if u
ν = (uν−1, ..., u
ν
r−2) satisfies the approximate
system (E.7)-(E.9) and if the equation of state satisfies (2.11), then:
||uν−1||Hr ≤ Cr,−1(E0, ||uν−10 ||Hr−2)κ||uν−11 ||Hr−2 , (E.13)
||uνk||Hr−k ≤ Cr,k(E0, ||uν−1||r,
∑
ℓ≤k−1 ||uνℓ ||Hr−ℓ−1 )
(∑
ℓ≤k−1
||uνℓ ||Hr−k + κ||uν−1||r + ε
)
, (E.14)
and there are continuous functions Dr,k so that with U
ν
k = u
ν
k − uν−1k :
||Uν−1||Hr ≤ Dr,−1(E0, ||uν−10 ||r, ||uν−20 ||r)κ||Uν−11 ||Hr−2 , (E.15)
||Uνk ||Hr−k ≤ Dr,k(E0, ||uν ||r, ||uν−1||r, ||uν−2||r)
(∑
ℓ≤k−1
||Uνℓ ||Hr−ℓ + κ||Uν−1ℓ ||Hr−ℓ
)
. (E.16)
Proof. Using the elliptic estimates (E.12) and the fact that Hr−k−2(Ω) is an algebra for r− k ≥ 4, we have:
||∂x0uν−1||Hr ≤ C
(||e′(h0 + uν−10 )||Hr−1 ||uν−11 ||Hr−1),
||uνk||Hr−k ≤ C
(||Fk − F νk ||Hr−k−2 + ||Gk −Gν−1k ||Hr−k−2 + ||e′(h0 + uν−10 )||Hr−k−2 ||uν−1k+2||Hr−k−2),
for k = 0, ..., r−2, with the convention that uνℓ = 0 for ℓ ≥ r−1, and with constants depending on ||x0||Hr+1 .
Because Uν = uν − uν−1 satisfies the following system in Ω:
∆Uν−1 = e
′(h0 + u
ν−1
0 )u
ν−1
1 − e′(h0 + uν−20 )uν−21 ,
∆Uνk = F
ν−1
k − F νk +Gν−1k −Gνk + e′(h0 + uν−10 )uν−1k+2 − e′(h0 + uν−20 )uν−2k+2, k = 0, ..., r − 2,
with Uν = 0 on ∂Ω, we also have:
||∂x0Uν−1||Hr ≤ C
(||e′(h0 + uν−10 )− e′(h0 + uν−20 )||Hr−1 ||uν−11 ||Hr−1 + ||e′(h0 + uν−20 )||Hr−1 ||Uν−11 ||Hr−1),
||Uνk ||Hr−k ≤ C
(||F ν−1k − F νk ||Hr−k−2 + ||Gν−1k −Gνk||Hr−k−2
+ ||e′(h0 + uν−10 )− e′(h0 + uν−20 )||Hs−k−2 ||uν−1k+1||Hr−k−2 + ||e′(h0 + uν−20 )||Hr−k−2 ||Uν−1k+1 ||Hr−k−2 .
The estimates (E.13)-(E.16) then follow from Proposition E.4 and Lemmas E.5-E.6. 
It remains to prove estimates for the terms on the right-hand sides of (E.13),(E.14) and (E.15),(E.16).
The proposition below is a consequence of Lemmas E.8, E.9, whose proofs we postpone until Section E.1
Proposition E.4. Set Mνk = ||∂x0uν−1||Hr +
∑
j≤k ||uνj ||Hr−j . There are continuous functions Kk =
Kk(E0,M
ν
k−1),K
′
k = K
′
k(E0,M
ν
k−1,M
ν−1
k−1 ) so that writing j = r − k − 2:
||Fk−F νk ||Hj≤Kk
(||uν−1||Hj+2+∑ℓ≤k−1||uνℓ ||Hj+2+ε), ||F νk−F ν−1k ||Hj≤K ′k(||Uν−1||Hj+2+
∑
ℓ≤k−1
||Uνℓ ||Hj+2
)
.
Lemma E.5. There are continuous functions K = K(E0, ||uν−1||r−1), K ′ = K ′(E0, ||uν−1||r, ||uν−2||r) so
that if supr′≤r+1 |e(r
′)| ≤ κ then:
||Gk −Gν−1k ||Hr−k−2 ≤ κK||uν−1||r, ||Gν−1k −Gν−2k ||Hr−k−2 ≤ κK ′||uν−1 − uν−2||r
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Proof. Write hνk = hk + u
ν−1
k . Expanding out the definition of Gk, G
ν
k and applying ∂
I
y for a multi-index I
with |I| = r′ ≤ r − k − 2, we see that ∂Iy(Gk −Gνk) is a sum of terms of the form:
e(K)(hν−10 )(∂
J1
y h
ν−1
k1
) · · · (∂Jjy hν−1kj )− e(K)(h0)(∂J1y hk1) · · · (∂Jjy hkj ),
with |J1|+ · · · |Jj | = r−k−2, k1+ · · · kj = k+1,K ≤ r−1. Performing the usual manipulations, rearranging
terms, and using that hν−1k − hk = uν−1k , it suffices to control the L2(Ω) of a sum of terms of the forms:
(e(K)(hν−10 )− e(K)(h0))(∂J1y hν−1k1 ) · · · (∂Jjy hν−1kj ), and e(K)(hν−10 )(∂J1y uν−1k1 )(∂J2y hν−1k2 ) · · · (∂Jjy hν−1kj ),
the remaining terms being similar but with some of the factors of hν−1ℓ replaced by hℓ. Let us just bound
the second type of term here, the first type being identical after using the estimate |e(K)(hν−10 )−e(K)(h0)| ≤
| sup e(K+1)||uν−10 |. For each ℓ with |Jℓ| + kℓ ≤ r − 3, we bound the resulting term in L∞ by Sobolev
embedding to get either ||∂Jℓy uν−1kℓ ||L∞(Ω) ≤ C||∂Jℓy uν−1kℓ ||H2(Ω) or C(||∂Jℓy hkℓ ||H2(Ω)+ ||∂Jℓy uν−1kℓ ||H2(Ω)). Since
|Jℓ|+ kℓ + 2 ≤ r− 1, the result can be bounded by ||uν−1||s−1 or ||uν−1||r−1 +E0, respectively. It therefore
remains to handle terms with |Jℓ| + kℓ ≥ r − 2. Since r ≥ 5 there is at most one such term and so it is
bounded by either ||uν−1kℓ ||H|Jℓ|(Ω) ≤ ||uν−1||r−1 or ||hkℓ ||H|Jℓ|(Ω)+ ||uν−1kℓ ||H|Jℓ|(Ω) ≤ E0+ ||uν−1||r−1, as required.
The estimate for Gν−1 −Gν−2 is similar. 
Lemma E.6. There are continuous functionsK ′′=K ′′(E0,||uν−10 ||Hr−1), K ′′′=K ′′′(E0, ||uν−10 ||Hr−1,||uν−20 ||Hr−1)
so that if supk≤r+1 |e(k)| ≤ κ then:
||e′(hν−10 )||Hr ≤ κK ′′||uν−10 ||Hr(Ω), ||e′(hν−10 )− e′(hν−20 )||Hr ≤ κK ′′′||uν−10 − uν−20 ||Hr . (E.17)
Proof. By the chain rule, if I is a multi-index with |I|=r′≤r, ∂Iy(e′(h0+uν−10 )) is a sum of terms of the form:
e(K)(h0 + u
ν−1
0 )(∂
J1
y h0 + u
ν−1
0 ) · · · (∂Jjy h0 + uν−10 ),
∑ |Jj | = r′,K ≤ r′.
We want to control the L2(Ω) norm of this. For each ℓ with |Jℓ|≤r−3 we control the L∞ norm of the resulting
factor by Sobolev embedding which shows that any such term is bounded by C(||h0||Hr−1(Ω)+||uν−10 ||Hr−1(Ω)).
To handle terms with |Jℓ|≥r−2, note that since r≥5 there can be at most one such term and we control it
by ||uν−10 ||Hr(Ω). Since |e(K)| ≤ κ this gives the first estimate (E.17) and the second is similar. 
E.1. Estimates for Fk − F νk and F νk − F ν−1k . For these estimates it will be convenient to first state the
results in terms of the coefficients Vk, V
ν
k before relating these to hk, u
ν
k, because they depend on each other
in a complicated way. Recall the definitions of S, S˜ from (2.13), (4.14). Given power series in time t Vˆ, Vˆε as
in the beginning of this section and evaluating at t=0, the S, S˜ are polynomials in the following arguments:
Skℓ = S
k
ℓ (∂V0, ..., ∂Vk−ℓ−1), S˜
k
ℓ = S˜
k
ℓ (∂SεV
ε
0 , ..., ∂SεV
ε
k−ℓ−1).
We note for later use that in fact we have:
Skℓ (∂V0, ..., ∂Vk−ℓ−1) = S˜
k
ℓ (∂V0, ..., ∂Vk−ℓ−1), (E.18)
which follows from the formulas (2.13), (4.14). We then have the following formula for the Vk:
V ik = −δii
′
∂i′Hk−1 +
∑
ℓ≤k−2
δii
′
Sjki′ℓ∂jHℓ, i = 1, 2, 3, (E.19)
and, given V ν0 we recursively define V
ν
k by:
V iνk = −δii
′
∂i′H
ν
k−1 +
∑
ℓ≤k−2
δii
′
S˜jk,νi′ℓ ∂jH
ε
ℓ , i = 1, 2, 3, (E.20)
where, with S˜jkiℓ defined in (4.14), we are writing:
S˜jk,νiℓ = S˜
jk
iℓ (∂SεV
ν
0 , ..., ∂SεV
ν
k−ℓ−1).
We are also writing Hℓ = hℓ + φℓ and H
ν
ℓ = h
ν
ℓ + φ
ν
ℓ with φ
ν
ℓ = D
ℓ
tφ[x, hˆ
ν ]|t=0, where hˆν(t) =
∑
hνtk/k!.
If T is a (2,2) tensor then we write:
||T kℓ ||2Hm =
∑
0≤|I|≤m
∫
Ω
δii
′
δjj′ (∂
I
yT
jk
iℓ )(∂
I
yT
j′k
i′ℓ )dy,
and we have the following lemma which will be used repeatedly to control the commutators S, S˜:
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Lemma E.7. Let es0 = E0 +
∑
j≤s ||Vj ||Hs−j . If s ≥ 2 then there are continuous functions Ck,ℓ so that
||Skℓ ||Hs ≤ Ck,ℓ(es+10 ), ||S˜k,νℓ ||Hs ≤ Ck,ℓ(es+10 ,mνk−ℓ+1,s+1), where mνr,s+1 =
∑
j≤r ||V νj ||Hs+1 ,
and there are continuous functions Dk,ℓ, D
′
k,ℓ so that:
||Skℓ − S˜kℓ ||Hs ≤ Dk,ℓ(es+10 ,mνk−ℓ+1,s+1)(
∑
j≤k−ℓ−1
||Vj − V ν−1j ||Hm+1 + εes+20 ), (E.21)
||S˜k,νℓ − S˜k,ν−1ℓ ||Hs ≤ D′k,ℓ(es+10 ,mνk−ℓ+1,s+1,mν−1k−ℓ+1,s+1)
∑
j≤k−ℓ−1
||V νj − V ν−1j ||Hs+1 . (E.22)
Proof. Because s ≥ 2, Hs(Ω) is an algebra and so the first two estimates follow because S, S˜ are polynomials
in their arguments (see (2.13) and (4.14)).
To prove (E.21), set A=(∂V0, ..., ∂Vk−ℓ−1) and A˜
ν=(∂SεV
ν
0 , ..., ∂SεV
ν
k−ℓ−1). Abusing notation, we write:
Skℓ − S˜k,νℓ = Skℓ (A)− S˜kℓ (A˜ν) = Skℓ (A) − S˜kℓ (A) + (S˜kℓ (A˜ν)− S˜kℓ (A)).
By (E.18), the first two terms cancel. Since S˜ is a polynomial in its arguments, we have:
||S˜kℓ (A˜ν)− S˜kℓ (A)||Hs ≤ C′
∑
j≤k−ℓ−1
||Vj − SεV νj ||Hs+1 ,
with C = C(Es0 , ||A||Hs , ||Aν ||Hs), after additionally using that Sε is bounded on Sobolev spaces. Now we
write ||Vj − SεV νj ||Hs+1 ≤ ||Vj − SεVj ||Hs+1 + ||Sε(Vj − V νj )||Hs+1 . Since ||Vj −SεVj ||Hs+1 ≤ Cε||Vj ||Hs+2 by
(A.12), this concludes the proof of the third estimate. The proof of (E.22) is similar. 
We have the following technical estimate for Fk − F νk and F νk − F ν−1k in terms of Vk, V νk :
Lemma E.8. Setmνk = ||V ν0 ||Hr+
∑
0≤j≤k ||V νj ||Hr−j−1 . There are continuous functionsK = Kr,k(E0,mνk),K ′ =
K ′r,k(E0,m
ν
k,m
ν−1
k ) so that, with Vk, V
ν
k defined by (E.19)-(E.20) and j = r − k − 2:
||Fk − F νk ||Hj ≤ K
(||uν−1||Hj+2 +∑ℓ≤k||Vℓ − V νℓ ||Hj+1 + ||uνℓ−1||Hj+2 + ε),
||F νk − F ν−1k ||Hj ≤ K ′
(||uν−1 − uν−1−1 ||Hj+2 +∑ℓ≤k||V νℓ − V ν−1ℓ ||Hj+1 + ||uνℓ − uν−1ℓ ||Hj+2).
Proof. We start by writing Fk −F νk more explicitly in terms of the S and S˜. With V νk defined in (E.20) and
with hνk = hk + u
ν
k, let Vˆ
ν(t) =
∑N
k=0 V
ν
k t
k/k! and hˆν(t) =
∑N
k=0 h
ν
kt
k/k!, we write:
Fk − F νk = Dkt
(
(∂ˆVˆ )(∂ˆVˆ )− (ˆ˜∂SεVˆ ν)(ˆ˜∂Vˆ ν)
)|t=0 + ([Dkt , ∆ˆ]hˆ− [Dkt , ˆ˜∆]hˆν)|t=0 ≡ fνk + gνk .
For matrices aji , b
j
i , write a · b = aji bij and if T is a (2,2) tensor, write T kℓ a for the matrix with components
(T kℓ a)
n
m = T
jk
mℓa
n
j . We then have the following expression:
fνk =
∑
k1+k2=k
∑
ℓ≤k1
∑
ℓ′≤k2
Sk1ℓ ∂Vℓ · Sk2ℓ′ ∂Vℓ′ − S˜k1,νℓ ∂V˜ νℓ · S˜k2,νℓ′ ∂V νℓ′ , V˜ νk = SεV νk .
Using the commutator formulas (2.12),(4.14) twice, we have:
gνk =
∑
ℓ≤k−1
δij
(
∂iS
i′k
jℓ ∂i′hℓ − ∂iS˜i
′k,ν
jℓ ∂h
ν
ℓ + S
i′k
jℓ ∂
2
ii′hℓ − S˜i
′k,ν
jℓ ∂
2
ii′h
ν
ℓ
)
+
∑
ℓ≤k−1
∑
ℓ′≤ℓ−1
δij
(
Si
′k
iℓ ∂i′S
j′ℓ
jℓ′ ∂j′hℓ′ − S˜i
′k,ν
iℓ ∂i′ S˜
j′ℓ,ν
jℓ′ ∂j′h
ν
ℓ′ + S
i′k
iℓ S
j′ℓ
jℓ ∂
2
i′j′hℓ′ − S˜i
′k,ν
iℓ S˜
j′ℓ,ν
jℓ ∂
2
i′j′h
ν
ℓ′
)
,
where here we are writing ∂ = ∂x0 . Similarly, we have F
ν
k − F ν−1k = fν,ν−1k + gν,ν−1k , where:
fν,ν−1k = f
ν
k − fν−1k =
∑
k1+k2=k
∑
ℓ≤k1
∑
ℓ′≤k2
S˜k1,νℓ ∂V˜
ν
ℓ · S˜k2,νℓ′ ∂V νℓ′ − S˜k1,ν−1ℓ ∂V˜ ν−1ℓ · S˜k2,ν−1ℓ′ ∂V ν−1ℓ′ ,
and
gν,ν−1k = g
ν
k − gν−1k =
∑
ℓ≤k−1
∂S˜k,νℓ ∂h
ν
ℓ − ∂S˜k,ν−1ℓ ∂hν−1ℓ + S˜k,νℓ ∂2hνℓ − S˜k,ν−1ℓ ∂2hν−1ℓ
+
∑
ℓ≤k−1
∑
ℓ′≤ℓ
S˜ℓ,νk−1∂S˜
ℓ′,ν
ℓ ∂h
ν
ℓ′ − S˜ℓ,ν−1k−1 ∂S˜ℓ
′,ν−1
ℓ ∂h
ν−1
ℓ′ + S˜
ℓ,ν
k−1S˜
ℓ′,ν
ℓ ∂
2hνℓ′ − S˜ℓ,ν−1k−1 S˜ℓ
′,ν−1
ℓ ∂
2hν−1ℓ′ . (E.23)
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We first consider the case r−k−2 ≥ 2. After performing the usual manipulations and using that Hr−k−2
is an algebra, to control ||fνk ||Hr−k−2 , it suffices to prove that for k′ ≤ k, ℓ ≤ k, writing j = r − k − 2
||Sk′ℓ ||Hj + ||S˜k
′,ν
ℓ ||Hj + ||∂Vℓ||Hj +
∑
α=0,1
||∂Sαε Vℓ||Hj ≤ K(E0,mνk), (E.24)
and that, with K ′ = K ′(E0,m
ν
k,m
ν−1
k ):
||Sk′ℓ − S˜k
′,ν
ℓ ||Hj + ||∂Vℓ−∂V νℓ ||Hj+ ||∂Vℓ−∂V˜ νℓ ||Hj ≤ K ′
(∑
ℓ≤k
||Vℓ−V νℓ ||Hj+1+ ||uν−1||Hj+2+εE0
)
. (E.25)
The first two terms in (E.24) are bounded by the right side of (E.24) by Lemma E.7 and the other terms are
bounded by the right side using the definition of the mνk and the fact that Sε is bounded on Sobolev spaces.
The first term in (E.25) is bounded by the right-hand side of (E.25) by Lemma E.7, and the second term is
directly bounded by ||Vℓ−V νℓ ||Hr−k−1 . To control the third term, we write V˜ νℓ = SεV νℓ = SεVℓ+Sε(V νℓ −Vℓ).
Using that ||(1 − Sε)∂Vℓ||Hr−k−2 ≤ Cε||Vℓ||Hr−k and ||Sε(Vℓ − V νℓ )||Hs−k−1 ≤ C||Vℓ − V νℓ ||Hr−k−1 gives the
bound for fνk . The bound for f
ν,ν−1
k follows in a nearly identical way. The case r − k − 2 ≤ 1 is similar and
follows the same lines as the proof of e.g. (D.10).
We now bound gνk . We just prove estimates for the terms on the first line of (E.23) as the terms on the
second line can be bounded in a similar manner. It suffices to prove that for ℓ ≤ k − 1 with j = r − k − 2:∑
m=0,1
||∂mSkℓ ||Hj + ||∂mS˜k,νℓ ||Hj + ||∂m+1hℓ||Hj + ||∂m+1hνℓ ||Hj ≤ K(E0,mνk),∑
m=0,1
||∂mSkℓ−∂mS˜k,νℓ ||Hj+ ||∂m+1hℓ−∂m+1hνℓ ||Hj ≤K ′
(∑
ℓ′≤k
||Vℓ′−Vνℓ′ ||Hj+1 + ||uνk||Hj+2 + ||uν−1||Hj+2
)
.
These estimates follow from Lemma E.7 since hνk= hk + u
ν
k. The estimates for g
ν
k− gν−1k are similar. 
To complete the proof of the estimates for Fk − F νk , we need the following two estimates to relate Vk, V νk
to the initial data V0, h0 and the perturbations u
ν . We need a bit more notation. Given a diffeomorphism
X : Ω→ X(Ω) and a function f : Ω→ R, let Φ[X, f ] = φ ◦X−1, where φ is defined by:
(X, f) 7→ φ(x) =
∫
X(Ω)
|x− x′|−1ρ(f(x′)) dx′, x ∈ R3.
Set xˆ = x0+ t
∑
k≥0 Vkt
k/(k+1)!, xˆν(t) = x0+ t
∑
k≥0 V
ν
k t
k/(k+1)! and write xℓ = D
ℓ
t xˆ|t=0, xνℓ = Dℓt xˆν |t=0.
Set φℓ = D
ℓ
tΦ[xˆ, hˆ]|t=0 and φνℓ = DℓtΦ[xˆν , hˆν ]|t=0. Then:
Lemma E.9. With notation as in the previous lemma, for each k = −1, ..., r − 2, there are continuous
functions K0 = K0(E0),K
′
0 = K
′
0(E0, ||uν−1||Hr−k+1 ,
∑
ℓ≤k−1 ||uνℓ ||Hr−k+1 ), K ′′0 = K ′′0 (E0, ||uν ||r, ||uν−1||r)
so that:
||Vk||Hr−k ≤ K0, ||V νk ||Hr−k ≤ K ′0, ||Vk − V νk ||Hr−k ≤ K ′0
(||uν−1||Hr−k+1 +∑
ℓ≤k−1
||uνℓ ||Hr−k+1
)
,
and with Uν = uν − uν−1:
||V νk − V ν−1k ||Hr−k ≤ K ′′0
(||Uν−1||Hr−k+1 +∑
ℓ≤k−1
||Uνℓ ||Hr−k+1
)
.
Proof. These estimates all follow from the definitions of Vk, V
ν
k in (E.19),(E.20), the estimates for S, S˜ from
Lemma E.7, and the estimates for φk−1, φ
ν
k−1 in Lemma E.10. 
It still remains to control φk−1, φ
ν
k−1. We shall not use this observation to prove estimates, but we remark
that we have the following explicit representation formula for φk−1:
φk−1(y) =
∑
k1+...kj+k′≤k−1
∫
Ω
Kk1,...,kj (y, y
′)Jk′ (y
′) dy′,
where, for some constants dk1···kj :
Kk1,...,kj (y, y
′) = dk1...kj
(δxk1 ·δxk2) · · · (δxkj−1 · δxkj )
|x0(y)− x0(y′)| , Jk
′ = Dk
′
t (ρ(hˆ)κˆ)|t=0,
with κˆ = det(∂y/∂xˆ), and where we are writing δW (y, y) = (W (y)−W (y′))/|x0(y)− x0(y′)|. Similarly:
φνk−1(y) =
∑
k1+···kj+k′≤k−1
∫
Ω
Kνk1,...,kj(y, y
′)Jνk′ (y
′) dy′,
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where
Kνk1,...,kj (y, y
′) = dk1...kj
(δxνk1 ·δxνk2) · · · (δxνkj−1 · δxνkj )
|x0(y)− x0(y′)| , J
ν
k′ = D
k′
t (ρ(hˆ
ν)κˆν)|t=0, κ̂ν = det(∂xˆν/∂y).
Lemma E.10. With notation as in Lemma E.8, for each k = 0, ..., r − 2, there are continuous functions
K0 = K0(E0), K
′
0 = K
′
0(E0,m
ν
k−1), K
′′
0 = K
′′
0 (E0, ||uν ||s, ||uν−1||s) so that:
||φk−1||Hr−k+1 ≤ K0, ||φνk−1||Hr−k+1 ≤ K ′0.
||φk−1 − φνk−1||Hr−k+1 ≤ K ′0
∑
ℓ≤k−1
||uνℓ ||Hr−k , ||φνk−1 − φν−1k−1||Hr−k+1 ≤ K
′′
0
∑
ℓ≤k−1
||Uνℓ ||Hr−k .
Proof. The estimates follows from Theorem 7.5, respectively Theorem 7.9. 
Appendix F. Existence and estimates for the wave equations
F.1. Existence for the linear wave equations. Fixing r ≥ 7, T > 0, V ∈ X r+1(T ) and defining ∆˜ = ∆˜[V ]
as in (4.4), the goal of this section is to solve the linear wave equation:
D2tϕ− σ∆˜ϕ = F, in [0, T ]× Ω, with ϕ = 0, on [0, T ]× ∂Ω, (F.1)
ϕ(0, y) = ϕ0(y), Dtϕ(0, y) = ϕ1(y), in Ω, (F.2)
where σ = σ(t, y) satisfies 0 < c0 < σ ≤ c1 for some constants c0, c1. We will omit the dependence on
c0, c1 in what follows. Compared with the estimates in Section 6, we have divided by σ and abused notation
slightly to make the following computations simpler.
As in Section 4.3, there are compatibility conditions for (F.1)-(F.2).We say ϕ0, ϕ1 satisfy the compatibility
condition to order s if there is a formal power series in t, ϕˆ =
∑
tkϕk, satisfying (F.1)-(F.2) and:
ϕk ∈ H10 (Ω), k = 0, ..., s. (F.3)
Note that since ϕˆ satisfies (F.1), the coefficients ϕk can be computed recursively from ϕ0, ϕ1 and time
derviatives of F at t = 0:
ϕk = D
k−2
t
(
σ∆˜ϕ̂+ F
)∣∣
t=0
.
We will control solutions to (F.1)-(F.2) using the quantities:
Ys(t) =
(∑
k≤s
∫
Ω
|Dk+1t ϕ|2 + σδij(Dkt ∂˜iϕ)(Dkt ∂˜jϕ) dy
)1/2
.
The main result we need is:
Proposition F.1. Fix r≥7 and T ≥ 0, and suppose that V∈X r+1(T ) satisfies (9.4). Suppose also that:
x˜ ∈ L∞([0, T ];Hr(Ω)), (F.4)
Dtx˜ ∈ L∞([0, T ];Hr(Ω)), and DktDtx˜ ∈ L∞([0, T ];Hr−k+1(Ω)), k = 1, ..., r + 1,
Dkt σ ∈ L∞([0, T ];Hr−k(Ω)), k = 0, ..., r,
and that the bound (5.2) holds. Also assume that for some s with 0 ≤ s ≤ r,
F ∈ L∞([0, T ];Hs−1(Ω)), and Dkt F ∈ L∞([0, T ];Hs−k(Ω)), k = 1, ..., s, (F.5)
and that the compatibility condition (F.3) holds for k = 0, ..., s. Take K = Ks,r so that
sup 0≤t≤T
(||x˜(t)||r + ||V (t)||r + ||DtV (t)||r + ||σ(t)||r + ||F (t)||s−1) ≤ K. (F.6)
Then the problem (F.1)-(F.2) has a unique solution ϕ satisying:
Ds+1t ϕ ∈ L∞([0, T ];L2(Ω)), Dℓt ∂˜ϕ ∈ L∞([0, T ];Hs−ℓ(Ω)), ℓ = 0, ..., s, (F.7)
and there are continuous functions Cs depending on M,Ys−1(0), T, and K so that:
sup 0≤t≤TYs(t) ≤ Cs
(
Ys(0) +
∫ T
0
||F (τ)||s,0 dτ
)
, (F.8)
and for 0 ≤ t ≤ T
||∂˜ϕ(t)||s ≤ Cs(Ys(t) + ||F (t)||s−1), ||∂˜ϕ(t)||r ≤ Cr
(
Yr(t) + ||F (t)||r−1 + ε−1(||Jεx(t)||r + 1)Yr−1(t)
)
.
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This result is well-known (see e.g. [8] or [7]) and will follow from a Galerkin method. However, we will
need to be careful about the regularity of x˜ and we will use our elliptic estimates from Section B in place of
“standard” elliptic estimates. We do not claim that this result is optimal with respect to the total number
of derivatives of x˜, V,DtV, σ required and in many of the following results it is obvious that one can do
with much weaker assumptions on these variables. We start by constructing weak solutions to the system
(F.1)-(F.2). Let {ek}∞k=0 be the L2-normalized eigenfunctions in H10 (Ω) of the Dirichlet Laplacian in the
y-coordinates ∆y= ∂
2
1+ ∂
2
2+ ∂
2
3 . Let d
k
m∈C2([0, T ]), k=1, ...,m solve the following system:
D2t d
k
m +Bk(dm) =
∫
Ω
Fek dy, k = 1, ...,m, (F.9)
dkm(0) = (ϕ0, ek), Dtd
k
m(0) = (ϕ1, ek), k = 1, ...,m,
where:
Bk(dm) =
∑k
ℓ=1
d ℓm
∫
Ω
σδij(∂˜ieℓ)(∂˜jek) dy.
Define:
ϕm(t) =
∑m
k=1
dkm(t)ek. (F.10)
Multipling (F.9) by dkm, summing over k ≤ m and using (F.10), we have:∫
Ω
D2tϕ
mek dy +
∫
Ω
σδij(∂˜iϕ
m)(∂˜jek) dy =
∫
Ω
Fek dy, k = 1, ...,m. (F.11)
We now prove the basic energy estimate:
Lemma F.2. If ϕm is as above, there is a constant C0 = C0(M,K) so that:
max 0≤t≤T
(||Dtϕm(t)||L2(Ω) + ||∂˜ϕm(t)||L2(Ω))+ ||D2tϕm||L2(0,T ;H−1(Ω))
≤ C0
(||ϕ0||H1(Ω) + ||ϕ1||L2(Ω) + ||F ||L2(0,T ;L2(Ω))). (F.12)
Proof. We multiply (F.11) by Dtd
k
m and sum over k = 1, ...,m to get:∫
Ω
(D2tϕ
m)(Dtϕ
m) dy +
∫
Ω
σδij(∂˜iϕ
m)(∂˜jDtϕ
m) dy =
∫
Ω
FDtϕ
mdy.
This first term is 2−1d ||Dtϕm||L2(Ω)/dt. We use (D.2) and write the second term as:∫
Ω
σδij(∂˜iϕ
m)Dt(∂˜jϕ
m)dy −
∫
Ω
σδij(∂˜jV
ℓ)(∂˜iϕ
m)(∂˜ℓϕ
m)dy
=
1
2
d
dt
||√σ∂˜ϕm||2L2(Ω) −
∫
Ω
δij(∂˜iϕ
m)
(
σ(∂˜jSεV
ℓ)(∂˜ℓϕ) +Dtσ∂˜jϕ
m
)
dy,
and we can bound this last term by C(M)(1 + ||Dtσ||L∞(Ω))||∂˜ϕm||2L2 .
Writing Y(m)(t) = ||Dtϕm||L2 + ||
√
σ∂˜ϕm||L2 , we have shown:
1
2
d
dt
Y 2(m) ≤ C(M)
(
(1 + ||Dtσ||L∞(Ω))Y 2(m) + ||F ||L2Y(m)
)
,
and so using that d(Y(m))
2/dt = 2Y(m)dY(m)/dt, dividing both sides by Y(m) and multiplying by the inte-
grating factor e−C(M)(1+||Dtσ||L∞(Ω))t, we get:
sup 0≤t≤T
(||Dtϕm(t)||L2 + ||√σ∂˜ϕm(t)||L2)≤C(||Dtϕm(0)||L2 + ||√σ∂˜ϕm(0)||L2 +
∫ T
0
||F (τ)||L2dτ
)
.
where C = C(M, sup0≤t≤T ||x˜||r + ||σ(t)||L∞ , T ). Using the orthogonality of the ek, we have
||Dtϕm(0)||L2(Ω) + ||
√
σ∂ϕm(0)||L2(Ω) ≤ ||ϕ1||L2(Ω) + ||
√
σϕ0||H1(Ω),
which proves the first part of (F.12). We now control ||D2tϕm||H−1(Ω).
Let v ∈ H10 (Ω) so that ||v||H1(Ω) = 1, and split v = v1+ v2 with v1 in the span of e1, ..., em. Then we have:
〈D2tϕm, v〉 = 〈D2tϕm, v1〉 = (D2tϕm, v1)L2 = −(σ∂˜ϕm, ∂˜v1)L2 + (F, v1)L2 .
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The right-hand side is bounded by C(M)(||Dtϕm||L2 + c0||∂˜ϕm||L2(Ω) + ||F ||L2)||v1||H1(Ω). Noting that
||v1||H1(Ω) ≤ ||v||H1(Ω) = 1 and integrating in time gives the bound for ||D2tϕm||L2(0,T ;H−1(Ω)). 
Lemma F.3. With assumptions as in Proposition F.1, there is a unique ϕ ∈ C([0, T ];H10 (Ω)) satisfying
(F.1)-(F.2) with
Dtϕ ∈ L∞(0, T ;L2(Ω)), D2tϕ ∈ L∞(0, T ;H−1(Ω)).
Proof. By the uniform estimate (F.12) and Alaoglu’s theorem, passing to a subsequence we see that there
is a ϕ ∈ L2(0, T ;H10 (Ω)) with Dtϕ ∈ L2(0, T ;L2(Ω)), D2tϕ ∈ L2(0, T ;H−1(Ω)) so that ∂˜ϕm → ∂˜ϕ weakly
in L2(0, T ;L2(Ω)), Dtϕ
m → Dtϕ weakly in L2(0, T ;L2(Ω)) and D2tϕm → ϕ weakly in L2(0, T ;H−1(Ω)).
Concretely, this means that if v ∈ H10 (Ω) then:∫ T
0
∫
Ω
(∂˜kϕm(t, y))∂˜kv(t, y) dydt→
∫ T
0
∫
Ω
(∂˜kϕ(t, y))∂˜kv(t, y) dydt, k=0,1, and 〈D2tϕm, v〉 → 〈D2tϕ, v〉.
Now, given v ∈ C1([0, T ];H10 (Ω)) of the form:
v(t) =
∑M
k=1
vk(t)ek,
we multiply the weak formulation (F.11) by vk(t), sum over k and integrate over [0, T ] to get that:∫ T
0
〈D2tϕm, v〉 dt+
∫ T
0
∫
Ω
σδij(∂˜iϕ
m)(∂˜jv) dydt =
∫ T
0
∫
Ω
Fv dydt. (F.13)
Taking m→∞ and using the above limits, we get that for v of the above form:∫ T
0
〈D2tϕ, v〉 dt+
∫ T
0
∫
Ω
σδij(∂˜iϕ)(∂˜jv) dydt =
∫ T
0
∫
Ω
Fv dydt. (F.14)
Since such v are dense in L2(0, T ;H10(Ω)) this holds for any v in this space. Hence for almost every t
〈D2tϕ(t), v(t)〉 +
∫
Ω
σδij(∂˜iϕ(t))(∂˜jv(t)) dy =
∫
Ω
F (t)v(t)dy, v ∈ H10 (Ω).
By an approximation argument and the fundamental theorem of calculus, using that ϕ and its time
derivatives are all in L2 in time, we also get that ϕ ∈ C([0, T ];L2(Ω)) and Dtϕ ∈ C([0, T ];H−1(Ω)) (see [7]).
Hence (F.2) makes sense. We now have to check that ϕ(0) = ϕ0 and Dtϕ(0) = ϕ1. Let v ∈ C2([0, T ];H10 (Ω))
be such that v(T ) = Dtv(T ) = 0 and integrate by parts twice in time in (F.14) to get:∫ T
0
∫
Ω
D2t v(t)ϕ(t) dydt+
∫ T
0
∫
Ω
σδij(∂˜iϕ(t))(∂˜jv(t)) dydt =
∫ T
0
∫
Ω
F (t)v(t) dydt+
∫
Ω
v(0)Dtϕ(0)−Dtv(0)ϕ(0) dy.
On the other hand we can integrate by parts twice in (F.13) and take m→∞ to get also:∫ T
0
∫
Ω
D2t v(t)ϕ(t) dydt +
∫ T
0
∫
Ω
σδij(∂˜iϕ(t))(∂˜jv(t)) dydt =
∫ T
0
∫
Ω
F (t)v(t) dydt+
∫
Ω
v(0)ϕ1−Dtv(0)ϕ0 dy.
Comparing these expressions using that v(0) and Dtv(0) are arbitrary, we have ϕ(0)=ϕ0 and Dtϕ=ϕ1. 
We now want to show that we get improved regularity of ϕ when ϕ0, ϕ1 and F are more regular. The first
step is to show that the coefficients dℓm are more regular in this case and for this we take time derivatives
of the equation (F.1). We apply n ≤ r − 1 time derivatives to (F.1) and write Dt∆˜ϕ = δij ∂˜j(Dt∂˜iϕ) −
δij(∂˜jV
ℓ)∂˜ℓ∂˜iϕ. We write the result as:
Dn+2t ϕ− δij ∂˜j(σDnt ∂˜iϕ)− δij ∂˜j(DtσDn−1t ∂˜iϕ) + δij ∂˜j′
(
(∂˜jSεV
j′ )Dn−1t ∂˜iϕ
)
= Fn, (F.15)
where:
Fn = Dnt F −
∑n
s=2
(Dstσ)(D
n−s
t ∆˜ϕ)
+
∑n
s=1
δij(DstA
b
j)(D
n−s
t ∂b∂˜iϕ) + δ
ij(∂˜jσ + ∂˜jDtσ)D
n
t ∂˜iϕ− δij(∂˜j′ ∂˜jSεV j
′
)Dn−1t ∂˜iϕ. (F.16)
We write (F.15) like this because the third and fourth terms have as many space derivatives of ϕ as the
second term but fewer time derivatives, and so we will need to integrate by parts in space and time to handle
them. The terms in F k will be lower-order and can be bounded in L2 directly.
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Multiplying this by arbitrary v ∈ H10 (Ω) and integrating by parts leads to the equation:∫
Ω
(Dn+2t ϕ)v dy +
∫
Ω
σδij(Dnt ∂˜iϕ)(∂˜jv) dy +
∫
Ω
δij(Dn−1t ∂˜iϕ)
(
Dtσ(∂˜jv)∂˜jSεV
j′ )(∂˜j′v)
)
dy =
∫
Ω
Fnv dy.
With dℓm defined by (F.9), suppose that d
ℓ
m ∈ Cn([0, T ]) for some n ≥ 1 and define:
Bnk = B
n
k (dm, ..., D
n
t dm) =
∑
ℓ≤k
∫
Ω
σδijDnt (d
ℓ
m∂˜ieℓ)∂˜jek dy,
Cnk = C
n
k (dm, ..., D
n−1
t dm) =
∑
ℓ≤k
∫
Ω
δijDn−1t (d
ℓ
m∂˜ieℓ)
(
Dtσ∂˜jek + (∂˜jSεV
j′ )∂˜j′ek
)
dy.
Also let Fn(dm) be F
n with ϕ replaced by ϕm =
∑
k≤md
k
mek. Let d˙
1
m, ..., d˙
k
m solve the ODE:
Dtd˙
k
m +B
n
k + C
n
k =
∫
Ω
Fn(dm)ek dy, d˙
k
m(0) = (ϕn, ek)L2(Ω), k = 1, ...,m, (F.17)
where ϕn is defined by (F.3). By the existence and uniqueness theorem for ODE, it follows that d˙
k
m(t) =
Dnt d
k
m(t) for 0≤ t≤T and this implies that d km∈Cn+1(0,T ).
Before proving that the sequence ϕm converges in stronger topologies, we will need to ensure that ϕ
satisfies the equation (F.1) almost everywhere. We start with:
Lemma F.4. Suppose that the hypotheses of Proposition F.1 hold. Let ϕ be as in Lemma F.3. If ϕ0 ∈
H2(Ω), ϕ1 ∈ H10 (Ω) and DtF ∈ L2(0, T ;L2(Ω)), then we have the improved regularity:
Dtϕ ∈ C([0, T ];H10 (Ω)), D2tϕ ∈ L∞([0, T ];L2(Ω)), D3tϕ ∈ L∞([0, T ];H−1(Ω)), (F.18)
Proof. Take n = 1, multiply (F.17) by D2t d
k
m, use d˙
k
m = Dtd
k
m and write:
∂˜jekD
2
t d
k
m = ∂˜jD
2
tϕ
m = D2t ∂˜jϕ
m − (D2tAaj)∂aϕm − 2(DtAaj)Dt∂aϕm ≡ D2t ∂˜ϕm +R1j ,
which gives:
B1kD
2
t d
k
m =
∫
Ω
σδij(Dt∂˜iϕ
m)(∂˜jekD
2
t d
k
m) dy =
1
2
d
dt
( ∫
Ω
σδij(Dt∂˜iϕ
m)(Dt∂˜jϕ
m) dy
)
−
∫
Ω
(Dtσ)δ
ij(Dt∂˜iϕ
m)(Dt∂˜jϕ
m) dy −
∫
Ω
σδijDt∂˜iϕ
m
(
(D2tA
a
j)∂aϕ
m − 2(DtAaj)Dt∂aϕm
)
dy.
and similarly:
C1kD
2
t d
k
m =
dC1
dt
−
∫
Ω
(∂˜iϕ
m)
(
(D2tσ)(Dt∂˜jϕ
m)−Dt
(
σ(∂˜jSεV
j′ )
)
(Dt∂˜j′ϕ
m)
)
dy−
∫
Ω
σδij(Dt∂˜iϕ
m)
(
R1j − (∂˜jSεV j
′
)R1j′
)
dy,
where:
C1 = C1[ϕ
m] =
∫
Ω
(Dtσ)δ
ij(∂˜iϕ
m)(Dt∂˜jϕ
m)− δijσ(∂˜jSεV j
′
)(∂˜iϕ
m)(Dt∂˜j′ϕ
m)dy.
By Sobolev embedding and (D.1):
||D2tAaj ||L∞(Ω) + ||DtAaj ||L∞(Ω) + ||Dt∂˜jSεV ℓ||L∞(Ω) ≤ C(M)||x˜||r,
||Dtσ||L∞(Ω) + ||∂˜Dtσ|||L∞(Ω) + ||D2tσ||L∞(Ω) ≤ C||σ||r .
With Y 1m = ||D2tϕm||L2(Ω)+||
√
σDt∂˜ϕ
m||L2(Ω), the above calculation shows that:
d
dt
(
(Y 1m)
2 − C1[ϕm]
)
≤ C(M, ||x˜||r)(1 + ||σ||r)
(
Y 1m + Ym + ||F 1m||L2(Ω)
)
Y 1m.
Multiplying both sides by the integrating factor e−C(M,||x˜||r)(1+||σ||r)t, integrating, and then using that
C[ϕm] ≤ C(M)||x˜||r(δ(Y 1m)2 + δ−1Y 2m) for any δ > 0, this implies that:
Y 1m(t)
2 ≤ C(M, ||x˜||r, ||σ||r)
(
Y 1m(0)
2 + Ym(t)
2 +
∫ t
0
Y 1m(τ)
2 + Ym(τ)
2 + ||DtF 1m(τ)||2L2(Ω) dτ
)
,
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and so by Gro¨nwall’s integral inequality, this implies:
sup 0≤t≤TY
1
m(t) ≤ C
(
Y 1m(0) + sup 0≤t≤TYm(t) +
∫ T
0
(1 + ||σ||r)Ym(τ) + ||F 1m(τ)||L2(Ω) dτ
)
.
Arguing as in the previous lemma, this implies that the sequence Dtϕ
m has limit ϕ˙ with:
Dtϕ˙ ∈ L∞(0, T ;L2(Ω)), D2t ϕ˙ ∈ L∞(0, T ;H−1(Ω)).
Since also ϕm → ϕ˙ in L2 by the previous lemma, it follows that ϕ = ϕ˙ and in particular we get the first two
statements in (F.18). To get that D3tϕ ∈ L∞([0, T ];H−1(Ω)), we argue as in the previous lemma. Also, since
the compatibility conditions (F.3) hold, we have that Y 1m(0)→ Y 1(0) = ||ϕ2||L2(Ω) + ||
√
σ(0)∂˜ϕ1||L2(Ω). 
We can now prove that ϕ has enough regularity that the elliptic estimates from the Section B hold:
Lemma F.5. If ϕ0∈H2(Ω), ϕ1∈H10 (Ω) and (5.2),(F.6) hold, there is a constant C1=C1(M,K, T ) so that:
ess sup 0≤t≤T
(||ϕ(t)||H2(Ω) + ||Dtϕ(t)||H10 (Ω) + ||D2tϕ(t)||L2(Ω))+ ||D3tϕ||L2(0,T ;H−1(Ω))
≤ C1
(||F ||H1(0,T ;L2(Ω) + ||ϕ0||H2(Ω) + ||ϕ1||H1(Ω)). (F.19)
Proof. By the previous lemma, we already have the second, third and fourth estimates in (F.19) and it
just remains to bound the first term. The point is that we do not yet know that the wave equation (F.1)
holds almost everywhere so we cannot use the elliptic estimate (5.8). As in [7], will instead prove an elliptic
estimate for the approximate solution ϕm. We let {λℓ}∞ℓ=0 be the eigenvalues of ∆ on H10 (Ω). Multiplying
both sides of (F.9) by λℓd
ℓ
(m) and summing from ℓ = 1 to m, we get that:∫
Ω
σδij(∂˜iϕ
m)(∂˜j∆ϕ
m) dy =
∫
Ω
(F −D2tϕm)∆ϕm dy.
Since ∆ϕm = 0 on ∂Ω, we integrate by parts in the left-hand side and use the estimate (B.8), which gives:
||∂˜ϕm||H1(Ω) ≤ C(M)
(||D2tϕm||L2(Ω) + ||Dt∂˜ϕm||L2(Ω) + ||∂˜ϕm||L2(Ω) + ||ϕm||L2(Ω)).
Since ϕ ∈ H2(Ω), we now have that ϕ solves the equation (F.1)- (F.2) a.e. in [0, T ]× Ω. 
Proof of Proposition F.1. We argue by induction. We have just shown that the theorem holds for s = 0, 1.
We suppose that the theorem holds for s = 1, ..., n− 1 ≤ r − 1 and we now assume that the compatibility
conditions (F.3) hold for s = 0, ..., n. By the inductive assumption, there is a unique ϕ satisfying the equation
(F.1)-(F.2) in the weak sense so that:
Dnt ϕ ∈ L∞([0, T ];L2(Ω)), Dn−ℓt ∂˜ϕ ∈ L∞([0, T ];Hℓ−1(Ω)), ℓ = 0, ..., n. (F.20)
Moreover, with ϕm as defined above, we have that Dnt ϕ
m(t) → Dstϕ(t) in L2(Ω) and Dn−ℓt ∂˜ϕm(t) →
Dn−ℓt ∂˜ϕ(t) in H
ℓ−1(Ω) for ℓ = 0, ..., n and 0 ≤ t ≤ T . We multiply (F.9) by Dn+1t dℓm and write:
(∂˜jek)D
n+1
t d
k
m = D
n+1
t ∂˜jϕ
m −
∑n+1
s=1
(DstA
a
j)D
n+1−s
t ∂aϕ
m ≡ Dn+1t ∂˜jϕm −Rnj , (F.21)
and this leads to:
BnkD
n+1
t d
k
m=
1
2
d
dt
∫
Ω
σδij(Dnt ∂˜iϕ
m)Dnt ∂˜jϕ
m dy −
∫
Ω
(Dtσ)δ
ij(Dnt ∂˜iϕ
m)Dnt ∂˜jϕ
m dy −
∫
Ω
σδij(Dnt ∂˜iϕ
m)Rnj dy,
CnkD
n+1
t d
k
m=
dCn
dt
−
∫
Ω
(Dn−1t ∂˜iϕ
m)
(
(D2tσ)(D
n
t ∂˜jϕ
m)−Dt
(
σ(∂˜jSεV
ℓ)
)
(Dnt ∂˜ℓϕ
m)
)
dy
−
∫
Ω
σδij(Dnt ∂˜iϕ
m)
(
Rnj − (∂˜jSεV j
′
)Rnj′
)
dy,
where
Cn =
∫
Ω
(Dtσ)δ
ij(Dn−1t ∂˜iϕ
m)(Dnt ∂˜jϕ
m)− δijσ(∂˜jSεV ℓ)(Dn−1t ∂˜iϕm)(Dnt ∂˜ℓϕm) dy.
Using Lemma F.6 to control Rn, Fn and arguing as in the proof of Lemma F.4, we get:
d
dt
(
Y nm(t)− Cn[ϕm]
)
≤ C(M, ||x˜||r, ||Dtx˜||r, ||D2t x˜||r, ||σ||r)
(
Y nm + Y
n−1
m + ||Fnm||L2(Ω)
)
,
and so applying the inductive assumption (F.20) and arguing as in the previous lemma, we get the result. 
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Lemma F.6. Fix r ≥ 7. Let Fnm be Fn (defined in (F.16)) with ϕ replaced by ϕm and Rn be as in (F.21).
There are constants Cr depending on M, ||x˜||r, ||Dtx˜||r, ||D2t x˜||r, ||σ||r, so that if k ≤ r, then:
||Fnm||L2(Ω) + ||Rn||L2(Ω) ≤ Cr
(||ϕm||n + ||∂˜ϕm||n + ||Dnt F ||L2(Ω)). (F.22)
We remark that unlike the estimates in Section 6, these estimates depend on ||D2t x˜||r. This is because
the estimates in that section are all in terms of ∂˜ϕ i.e. we estimate ||Dkt ∂˜ϕ||L2(Ω), but in the above proof
we are forced to consider what amounts to ||∂˜Dkt ϕm||L2(Ω). The error term this generates can be dealt with
since in the application we have in mind, D2t x˜ = DtSεV behaves like ∂˜ϕ.
Proof. First, we control the first two terms in Fn with ϕ replaced by ϕm. When s ≤ r − 2, we have:
||Dstσ||L∞(Ω)||Dn−st ∆˜ϕm||L2(Ω) ≤ ||σ||r||Dn−st ∆˜ϕm||L2(Ω).
To control this second term, we use the commutator estimate (D.9):
||Dn−st ∆˜ϕm||L2(Ω) ≤ C(M, ||x˜||r)||Dn−st ∂˜ϕm||H1(Ω).
Since s ≥ 2, we have ||Dn−st ∂˜ϕm||H1(Ω) ≤ ||∂˜ϕm||n−1. If instead s = r − 1, r, the result is bounded by:
||Dstσ||L2(Ω)||Dn−st ∆˜ϕm||L∞(Ω) ≤ C||σ||r ||Dn−st ∆˜ϕm||H2(Ω),
and so again applying the commutator estimate, this term is bounded by the right-hand side of (F.22)
provided ||∂˜ϕm||n−s+3 ≤ ||∂˜ϕm||n, and this follows since r ≥ n ≥ s, s = r − 1, r and r ≥ 7.
We now control the remaining terms from the definition of Fn. The last two terms are clearly bounded by
the right-hand side of (F.22) so we just bound the terms in the sum. When s≤r−3, we bound the terms by:
||DstAbj ||L∞ ||Dn−st ∂b∂˜iϕm||L2(Ω) ≤ ||Abj ||s+2||Dn−st ∂˜ϕm||H1(Ω) ≤ C(M)||x˜||r||∂˜ϕm||n−s+1,
and since s ≥ 2, we have n− s+ 1 ≤ n− 1 as required.
We now consider the remaining cases r−2≤s≤r. In these cases we instead bound the summands by:
||DstAbj ||L2(Ω)||Dn−st ∂b∂˜iϕm||L∞(Ω) ≤ C(M, ||x˜||r)||Dtx˜||r||Dn−st ∂˜ϕm||H3(Ω),
and since in this case n− s+ 3 ≤ n− 1 (because r− 2 ≤ s ≤ n and r ≥ 7), this second factor is bounded by
the right-hand side of (F.22) as well, and this completes the proof of the bounds for Fnm.
We now control Rn. This follows in the same way as the bounds we have just proved but note that we
also need to consider the case s = r + 1. This is the reason that ||D2t x˜||r enters into the estimates. When
s ≤ r − 3 we argue as above and the result is that:
||DstAbj ||L∞(Ω)||Dn+1−st ∂ϕm||L2(Ω) ≤ C||Abj ||s+2||∂bϕm||n+1−s ≤ C(M, ||x˜||r)||∂bϕm||n+1−s.
The remaining cases are s = r − 2, r − 1, r, r + 1 and for these we bound the result by:
||DstAbj ||L2(Ω)||Dn+1−st ∂bϕm||L∞(Ω) ≤ C(M)||D2t x˜||r||∂yϕm||n,
where in the last step we used that n + 1 − s ≤ n when s ≥ r − 2 for r ≥ 7. We now need to re-write
∂bϕ
m = Ajb∂˜jϕ
m and we note that by similar arguments to the above we have:
||Ajb∂˜jϕm||n ≤ C(M, ||x˜||r)||Dtx˜||r||∂˜ϕm||n. 
F.2. Existence for a nonlinear wave equation. We assume that (2.11) hold and that e : (0,∞)→R is a
function satisfying (2.11). In this section we prove that the nonlinear wave equation:
e′(ϕ)D2tϕ− ∆˜ϕ = F in [0, T ]× Ω, with ϕ = 0 on [0, T ]× ∂Ω, (F.23)
ϕ(0, y) = ϕ0(y), Dtϕ(0, y) = ϕ1(y) on Ω, (F.24)
has a unique strong solution ϕ satisfying (F.7). We will construct a solution so that for some L = L[ϕ] <∞:∑
k+|J|≤3|Dkt ∂Jy ∂˜ϕ|+ |Dkt ϕ| ≤ L, in [0, T ]× Ω. (F.25)
We assume that F =F1+ F2 where F1 = F1(t, y) is a function and F2 = F2[ϕ,Dtϕ](t, y) is a functional so
that there are continuous functions Ns=Ns(L[ϕ],||ϕ||s−1, ||ϕ||s,0), N ′s =N ′s (L[ϕ],||ϕ||s−1) so that:
||DstF2[ϕ,Dtϕ]||L2(Ω)≤ Ns(||Ds+1t ϕ||L2(Ω)+ ||ϕ||L2(Ω)), ||F2[ϕ,Dtϕ]||s−1≤ N ′s||ϕ||s. (F.26)
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We will additionally assume that if ϕ, ψ satisfy (F.25) there are continuous functions Ns, N
′
s depending on
L[ϕ], L[ψ], ||ϕ||s, ||ψ||s with Ns depending also on ||ϕ||s+1,0, ||ψ||s+1,0 so that with ϕ˙=Dtϕ, ψ˙=Dtψ:
||DstF2[ϕ, ϕ˙]−DstF2[ψ, ψ˙]||L2(Ω) ≤ Ns||ϕ−ψ||s+1,0, ||F2[ϕ, ϕ˙]−F2[ψ, ψ˙]||s−1 ≤ N
′
s||ϕ−ψ||s. (F.27)
In Section 8 we take F2= e
′′(ϕ)(Dtϕ)
2+ ρ[ϕ], which satisfies these estimates. The energies we use are:
Ys(t) =
(1
2
∑
k≤s
∫
Ω
e′(ϕ)|Dk+1t ϕ|2 + δij(Dkt ∂˜iϕ)(Dkt ∂˜jϕ) κ˜dy
)1/2
.
The initial data ϕ0, ϕ1 satisfy the compatibility conditions to order s for the problem (F.23)-(F.24) if
there is a formal power series solution ϕ̂ =
∑
tkϕk to (F.23) which additionally satisfies
ϕk ∈ H10 (Ω), k = 0, ..., s (F.28)
Theorem F.7. Fix r≥ 7 and suppose that V ∈X r+1(T1) for some T1> 0 satisfies (9.4) and that the bound
(5.2) holds. Take K so that
sup 0≤t≤T1
(||x˜(t)||r + ||V (t)||r + ||DtV (t)||r + ||DtF1(t)||r−1 + ||F1(t)||r−1) ≤ K.
Suppose that (F.4)-(F.5), (2.11) and the compatibility conditions (F.28) hold for some s ≤ r. Let L0 satisfy:∑
k+|J|≤3||∂Ly ∂˜ϕk||L∞(Ω) + ||ϕk||L∞(Ω) ≤ L0.
There is a continuous function G′r so that if T satisfies:
TG′r(M,L0, L
−1
0 , Yr(0),K, T1) ≤ 1, and T ≤ T1,
the problem (F.23)-(F.24) has a unique solution ϕ satisfying:
Dstϕ ∈ L∞([0, T ];L2(Ω)), Ds+1−ℓt ∂˜ϕ ∈ L∞([0, T ];Hℓ−1(Ω)), ℓ = 0, ..., s+ 1,
and there are constants Cs depending on M,L0, Ys(0),K, and T so that the following estimates hold:
Ys(t) ≤ Cs
(
Ys(0) +
∫ t
0
||F1(τ)||s,0 + ||F1(τ)||s−1 dτ
)
, ||∂˜ϕ(t)||s ≤ Cs
(
Ys(t) + ||F1(t)||s−1
)
,
for 0 ≤ t ≤ T and ∑
k+ℓ≤2|∂ℓDkt ϕ(t, y)| ≤ 2L0, in [0, T ]× Ω. (F.29)
We will construct a solution to (F.23)-(F.24) by considering the sequence ϕν , ν = 0, 1, ..., defined by:
ϕ0 =
∑s
k=0
ϕkt
k/k!,
D2tϕ
ν − e′(ϕν−1)−1∆˜ϕν = e′(ϕν−1)−1F ν−1, in [0, T ]× Ω, with ϕν = 0 on [0, T ]× ∂Ω, (F.30)
ϕν(0, y) = ϕ0(0, y), Dtϕ
ν(0, y) = ϕ1(0, y), on Ω, (F.31)
with F ν−1 = F1 + F2[ϕ
ν−1] and where ϕ̂ =
∑
tkϕk is a given formal power series solution to (F.23). Note
that with this choice of ϕ0, we have that Djtϕ
0|t=0 = ϕεj , j ≤ s. This system also has compatibility conditions
which must be satisfied to construct a sufficiently regular solution. Given ϕν−1, let ϕ̂ν =
∑
tkϕνk be a formal
power series solution to (F.30). Taking time derivatives of (F.30) and restricting to t = 0, we see that the
coefficients ϕνk must satisfy:
ϕνk =
(
e′(ϕν−1)−1
(
Dk−2t ∆˜ϕ̂
ν +Dk−2t F
ν−1 + Gk[ϕ̂ν , ϕν−1]
)∣∣
t=0
, (F.32)
where we are writing:
Gk[ϕ̂ν , ϕν−1] = Dk−2t
(
e′(ϕν−1)D2t ϕ̂
ν
)− e′(ϕν−1)Dkt ϕ̂ν .
The compatibility conditions for the system (F.30)-(F.31) are then the requirement that:
ϕνk ∈ H10 (Ω), k = 0, ..., s
Since ϕν0 = ϕ0, ϕ
ν
1 = ϕ1 and both of these sequences are defined recursively, from (F.3) and (F.32) it follows
that ϕνk = ϕk for all ν ≥ 0 and so the compatibility conditions for the approximate problem (F.30)-(F.31)
are satisfied so long as the compatibility conditions (F.28) for the nonlinear problem (F.23)-(F.24) hold.
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We now argue by induction to show that the above problem has a unique solution with bounds that hold
uniformly in ν. Let XrT be closure of C
∞([0, T ];C∞(Ω)) with respect to the norm:
||ϕ||XrT = sup 0≤t≤T
∑r
s=0
||Ds+1t ϕ(t)||L2(Ω) + ||Dst ∂˜ϕ(t)||Hr−s(Ω).
Assume that for ν ≥ 1 we have a solution ϕν−1 ∈ XrT which moreover satisfies (F.29). Writing:
Y ν−1s (t) =
∑
k≤s
(1
2
∫
Ω
e′(ϕν−2)|Dk+1t ϕν−1(t)|2 + |Dst ∂˜ϕν−1|2 κ˜dy
)1/2
,
by Proposition F.1, we have the estimate:
Y ν−1s (t) ≤ Cs
(
Ys(0) +
∫ t
0
||Ds−1t F1(τ)||L2(Ω) dτ
)
, ||∂˜ϕν−1||s ≤ Cs
(
Ys + ||F1||s−1
)
, s = 0, ..., r. (F.33)
where here Cs depends on M,Ys−1(0), K and sup0≤t≤T ||e′(ϕν−1(t))||r . Note that we are using that
Y ν−1s (0) = Ys(0) in (F.33). By these estimates, (F.26) and Lemma D.9 to control e
′(ϕν−1), we have:
||F ν−1||s,0 + ||F ν−1||s−1 + ||σ(ϕν−1)||s,0 + ||σ(ϕν−1)||r ≤ Cs(M,L0, Yr(0),K).
By (F.1), there is a unique ϕν ∈ XrT satisfying (F.30)-(F.31) and so that (F.7) holds. By the above estimates
and the inductive assumption we also have:
Y νs (t) ≤ Cs
(
Ys(0) +
∫ T
0
||F1(τ)||s,0 + ||F1(τ)||s−1 dτ
)
, (F.34)
where Cs= Cs(M,L0,Yr(0),K) and we again are using that Ys(0) is independent of ν. We note that by Sobolev
embedding, the estimate (F.34) and the estimate (6.7), just as in the proof of Corollary 6.4, we have that:
Lν(t) ≡∑k+|J|≤3|∂JyDkt ∂˜ϕν(t,y)|+ |Dktϕν(t,y)| ≤ L0+TP ν0 , where P ν0 ≡ P ν0(M, sup0≤t≤TLν(t),Yν5 (0),K),
and so a continuity argument (see the proof of Corollary 6.4) gives that sup0≤t≤T L
ν(t) ≤ 2L0 provided that
T (2L0)
−1P ν0 (M, 2L0, Y
ν
5 (0),K) ≤ 1. Note that in fact P0 is independent of ν since Y ν5 (0) is.
The sequence ϕν is therefore uniformly bounded in XrT0 for a fixed T0>0, and therefore there is a ϕ∈XrT0
so that ϕν→ϕ weakly. We now show that there isT ∗=T ∗(M,L0, Yr(0),K)≤ T0 so that if T1≤T ∗ then
||ϕν − ϕν−1||X0T1 ≤ 2
−1||ϕν−1 − ϕν−2||X0T1 . (F.35)
Assuming that this holds for the moment, it follows that the sequence ϕν is a Cauchy sequence in X0T1 and
so converges strongly to some ϕ˜ ∈ X0T1 . This limit has to coincide with the ϕ above and in particular this
shows that the ϕν converges strongly to ϕ, and so ϕ satisfies the nonlinear equation (F.23).
To prove (F.35), we take T ∗≤T0 and set ψ = ϕν− ϕν−1 and note that with F ν,ν−1= F ν2 − F ν−12 we have:
e′(ϕν)D2tψ− ∆˜ψ = F ν,ν−1 +(e′(ϕν)− e′(ϕν−1))D2tϕν−1, with ψ|[0,T ]×∂Ω = 0, ψ|t=0 = Dtψ|t=0 = 0.
By the estimates (F.27), the estimate (F.8), and the product estimate (A.25), we have that:
Y ν,ν−10 (t) ≡
(1
2
∫
Ω
e′(ϕν)|Dtψ|2 + |∂˜ψ|2 κ˜dy
)1/2
≤ C0
∫ T
0
||ϕν−1 − ϕν−2||1 dt ≤ C0T ||ϕν−1 − ϕν−2||X0T ,
where Cs= Cs(M,L0,Yr(0),K). Since ||ϕν−ϕν−1||X0T. sup 0≤t≤T Y
ν,ν−1
0 , taking T sufficiently small gives (F.35).
F.3. Proof of estimates for the wave equation.
Lemma F.8. For each s ≥ 0, there is a continuous function G′s(t) = G′s(M, ||x˜(t)||s, ||V (t)||X s ,Ws−1(t))
and a polynomial P so that if (6.1)-(6.6) hold, then:
d
dt
Ws ≤ G′s
(
Ws + ||F1||s,0 + ||F1||s−1 + ||V ||X s+1 + P (L,Ws−1, ||F ||s−2)Ws
)
. (F.36)
Proof. We start by showing:
d
dt
W 2s ≤ G′′s
(
Ws + ||F ||s,0 + ||∂˜ϕ||s + ||V ||X s+1 + P (L, ||ϕ||s)Ws
)
Ws, (F.37)
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for a continuous function G′′s = G
′′
s (M, ||x˜||s, ||V ||X s). We have:
d
dt
W 2s ==
∑
k≤s
∫
Ω
σ(Dk+2t ϕ)(D
k+1
t ϕ) + δ
ij(Dkt ∂˜iϕ)∂˜j(D
k+1
t ϕ) κ˜dy
+
∑
k≤s
(∫
Ω
δij(Dkt ∂˜iϕ)[∂˜j , D
k+1
t ]ϕ κ˜dy +
1
2
∫
Ω
(Dtσ)(D
k+1
t ϕ)
2 + (Dt log κ˜)
(
(Dk+1t ϕ)
2 + |Dkt ∂˜ϕ|2) κ˜dy
)
.
The last line is bounded by C(M)(1 + L)(Ws)
2. Integrating by parts, the terms on the first line are:∫
Ω
(
σDk+2t ϕ−δij(∂˜jDkt ∂˜iϕ)
)
(Dk+1t ϕ) =
∫
Ω
(
σDk+2t ϕ−Dkt ∆˜ϕ
)
(Dk+1t ϕ)+
∫
Ω
δij([Dkt , ∂˜j ]∂˜iϕ)(D
k+1
t ϕ) κ˜dy.
By Lemma D.8, we have:
||σDkt (D2tϕ)−Dkt (σD2tϕ)||L2(Ω) ≤ P (L, ||ϕ||k−1)||ϕ||k,
and by the commutator estimate (D.12):
||[Dk+1t , ∂˜j ]ϕ||L2(Ω) ≤ Ck(M, ||x˜||k, ||V ||X k)
(||∂˜f ||k,0 + (||V ||X k+1 + 1)||∂˜f ||k−1),
||[Dkt , ∂˜j ]∂˜iϕ||L2(Ω) ≤ Ck(M, ||x˜||k, ||V ||X k)(||∂˜2f ||k−1,0 + ||∂˜2f ||k−2).
By (A.25), ||∂˜2f ||k−1,0≤C(M,||V ||k)(1+||V||X k+1)||∂˜f ||k and since Dkt (σD2tϕ)−Dkt∆˜ϕ=DktF, using (6.4) to
control Dkt F , we have (F.37). To prove (F.36) from (F.37), we want to re-write ||ϕ||s in terms of ||ϕ||s,0
and ||∂˜ϕ||s−1, and for this we re-write ∂aϕ=Aia∂˜iϕ and use (A.25) and Lemma D.1 to get: ||Aia∂˜iϕ||s−1≤
C(M)||x˜||s||∂˜ϕ||s−1. This implies that ||ϕ||s≤Cs
(||ϕ||s,0+||∂˜ϕ||s−1), and so inserting this into (F.37), applying
(6.11) and bounding ||V ||s≤||V ||X s+1 and using that dW 2s /dt=2WsdWs/dt gives (F.36). 
Lemma F.9. There is a continuous function G′′s =G
′′
s (M, ||x˜||s) and Ps so that if (6.1)-(6.6) hold, then:
||∂˜ϕ||s ≤ G′′s (||T x˜||Hs + ||V ||s)
(||ϕ||s+1,0 + ||∂˜ϕ||s,0 + ||F ||s−1 + Ps(L, ||ϕ||s,0, ||∂˜ϕ||s−1,0, ||F ||s−2)). (F.38)
Proof. For s = 0 there is nothing to prove and so we assume that (F.38) holds for s = 0, 1, ..., n − 1. To
prove that it holds for s = n, we will show that if k + ℓ = n then:
||Dkt ∂˜ϕ||Hℓ ≤ G′′n
(||ϕ||n+1,0 + ||∂˜ϕ||n,0 + ||F ||n−1 + P (L, ||ϕ||n,0, ||∂˜ϕ||n−1,0, ||F ||n−2)), (F.39)
with G′′n = G
′′
n(M, ||x˜||n). There is nothing to prove if ℓ = 0 and so we assume that this estimate holds for
ℓ = 0, ..., ℓ′ − 1. To prove that it holds for ℓ = ℓ′, we use the estimate (5.8) when ℓ′ = n:
||∂˜ϕ||Hn≤C′n
(||∆ϕ||Hn−1+(||T x˜||Hn+||x˜||Hn)||ϕ||L2)≤C′n(||σD2tϕ||Hℓ′−1+||F ||Hℓ′−1+(||T x˜||Hn+||x˜||Hn)||ϕ||L2),
and the estimate (5.9) when n− ℓ′ ≥ 1:
||Dn−ℓ′t ∂˜ϕ||Hℓ′(Ω)≤ C′n
(||∆ϕ||n−ℓ′,ℓ′−1+ (||Dtx˜||n + ||x˜||n)||Dn−ℓ′t ϕ||L2(Ω))
≤ C′n
(||σD2tϕ||n−ℓ′,ℓ′−1+ ||F ||n−ℓ′,ℓ′−1 + (||Dtx˜||n + ||x˜||n)||Dn−ℓ′t ϕ||L2(Ω)),
Using (D.16), the first term here is bounded by C||ϕ||n−ℓ′+2,ℓ′−1 + P (L, ||ϕ||n−1) and this second term
can be bounded by the right-hand side of (F.39) by the inductive assumption. If ℓ′ = 1 then we have just
proven (F.39). If ℓ′ ≥ 2 we write ∂ϕ/∂ya = Aia∂˜iϕ and use the product estimate (A.25) and Lemma D.1:
||ϕ||n−ℓ′+2,ℓ′−1 ≤ ||∂yϕ||n−ℓ′+2,ℓ′−2 + ||ϕ||n−ℓ′+2,ℓ′−2 ≤ C(M, ||x˜||n)(||∂˜ϕ||n−ℓ′+2,ℓ′−2 + ||ϕ||n−1),
and noting that ||x˜||n ≤ C(||x˜||Hn + ||V ||n−1), this implies (F.39). 
Proof of Lemma 6.5. We will show that:
d
dt
WI,IIs ≤D′s(||FI−FII||s,0+ ||FI−FII||s−1+WI,IIs + ||VI−VII||Xs+1
(||ϕII||s+2,0+ ||∂˜IIϕII||s,1+ ||ϕII||s+1,0+ ||∂˜IIϕII||s)),
(F.40)
where D′s depends on M,L,W
I,II
s (t) and ||∂˜JϕJ||s, ||ϕJ||s+1,0 for J=I,II. Arguing as in the proof of Theorem
6.1 and using (6.7) and (6.8), this implies (6.16). Using (6.14) and (6.2), it just remains to prove that the
L2 norms of Dst (∆˜I−∆˜II)ϕII and Dst ((σI− σII)D2tϕII) are bounded by (F.40). These terms are the reason
that we lose derivatives of ϕII relative to ψ and why the coefficients Ds will depend on ||VI ||X s+2 , ||VII ||X s+2.
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We start by controlling Dst (∆˜I − ∆˜II)ϕII in L2. We write:
Dst
(
∂˜Ii∂˜Ij − ∂˜IIi∂˜IIi
)
ϕII =
(
∂˜IiD
s
t ∂˜Ij − ∂˜IIiDst ∂˜IIi
)
ϕII+
(
[∂˜Ii, D
s
t ]∂˜Ij − [∂˜IIi, Dst ]∂˜IIi
)
ϕII .
The first term is bounded in L2(Ω) by C(M)||(∂˜I − ∂˜II)ϕII ||s,1. By the product rule (A.25) this term is
bounded by C(M, ||VI ||X s+1, ||VII ||X s+1)||VI−VII ||X s+1||∂˜IIϕII ||s+1. Using the commutator estimate (D.9), the
L2 norm of the second term is bounded by the right-hand side of (F.40).
To control Dst (σI − σII)D2tϕII , we use (A.25):
||Dst ((σI − σII)D2tϕII)||L2(Ω) ≤ D′′s ||ϕI − ϕII ||s,0||ϕII ||s+2,0,
where D′′s depends on L, and ||ϕJ ||s−1 for J = I,II.
The estimate (6.17) follows in the same way as (6.8) using the elliptic estimate (B.5) in place of (5.9) and:
∆˜IϕI − ∆˜IIϕII = σID2tψ + (σI − σII)D2tϕII + FI − FII . 
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