Introduction
Since the publication of Diaconis and Sturmfels (1998) , the new field of computational algebraic statistics has been developing rapidly. See for example the papers in the upcoming special issue (2005) on computational algebraic statistics of Journal of Symbolic Computation. Diaconis and Sturmfels (1998) defined the notion of Markov basis for constructing a connected Markov chain for sampling from a conditional distribution over a discrete sample space and proved the fundamental fact that a Markov basis corresponds to a set of binomial generators of a toric ideal. See also Sturmfels (1995) and Dinwoodie (1998) . This enables application of Gröbner basis technology for obtaining Markov bases in a general setting and Markov bases for various problems have been obtained in the form of reduced Gröbner bases.
However Gröbner basis computation depends on a particular term order and the symmetry inherent in the problems tends to be ignored. As demonstrated in Aoki and Takemura (2003a) and Aoki and Takemura (2003c) , for some problems with enough symmetry, elementary arguments exploiting the symmetry as much as possible lead to explicit description of symmetric and minimal Markov bases without relying on Gröbner basis computation.
In the case of standard multiway contingency tables, the symmetry among the cells, or, equivalently, among the indeterminates of a polynomial ring, is formalized as the action of a group, which is a subgroup of a symmetric group permuting the cells. In Aoki and Takemura (2003b) , we considered an action of a direct product of symmetric groups on each axis of multiway contingency table. If the categories of each axis do not have any order relations among them, it is natural to consider such a group action (e.g. Section 8C of Diaconis, 1988) .
In this paper we consider a general finite sample space, not restricted to standard multiway contingency tables. For a given problem of obtaining a Markov basis, or for a given toric ideal, 1 we define the largest group of invariance for the problem. In the following we simply call it invariance group for the problem. Given a toric ideal, we can often guess the form of the invariance group from the obvious symmetry in the problem. The hard part is actually proving that the candidate group is the largest group, which leaves the problem invariant.
The construction of this paper is as follows. For the rest of this introduction we discuss two motivating examples of contingency tables for considering the invariance group. In Section 2, we give some notations on contingency tables, toric ideals, symmetric group and its action. In Section 3, we define the invariance group for a given toric ideal and discuss its relations to our previous works. We give the structures and interpretations of the invariance group for some standard statistical problems of contingency tables in Section 4. In Section 5, we give lists of representative moves of minimal invariant Markov bases for two-way and three-way problems considered in Section 4. Finally in Section 6, we give some discussions.
Motivating examples
Here we discuss two simple examples of contingency tables from Aoki and Takemura (2003b) and Takemura and Aoki (2004) , for motivating consideration of the general invariance group of this paper. Readers might skip them, although we believe that these examples are helpful for understanding the definition of the invariance group in Section 3.
Example 1 Consider 2 × 2 × 2 contingency tables with fixed one-dimensional marginals. They are relevant for exact tests of the complete independence model, i.e., p ijk = α i β j γ k , where p ijk is the probability of the cell ijk. In considering a Markov basis for this problem, we encounter the set x = {x ijk } 1≤i,j,k≤2 i,j
where N = {0, 1, 2, . . .}. x ijk is the frequency of the cell ijk, and the set of frequencies x = {x ijk } is a contingency table. ( We give a precise definition in Section 2.) The diophantine equation (1) To construct a Markov basis for this problem, we have to connect the above four elements. There are many ways of connecting the four elements. The reduced Gröbner basis with respect to the graded reverse lexicographic order consists of the following three moves. 
In Aoki and Takemura (2003b) we considered symmetry with respect to permuting the levels of each axis and showed that a union of each two of the three orbits 
is sufficient to describe a Markov basis. Note that (3) is more concise than (2) . However in Aoki and Takemura (2003b) we did not consider permuting the axes. In the 2 × 2 × 2 case, since the number of categories is common to the axis, we can permute the axes as well. If we consider invariance with respect to this larger group, then a single representative element such as (111)(222) − (112)(221)
is sufficient to describe an invariant Markov basis.
Example 2 Consider the Hardy-Weinberg model for four alleles. Here we omit the background material on the model, but just consider the following diophantine equations for There are three ways to connect the three elements by two edges, each of which corresponds to a minimal Markov basis. The group considered in Aoki and Takemura (2003b) cannot be applied in this case, since the contingency table x = {x ij } 1≤i≤j≤4 is of an upper triangular form. However it is clear that this problem has the symmetry with respect to a simultaneous permutation of the levels (equivalently, a permutation of alleles), which can be handled by the invariance group of this paper. (See Section 4.5.)
Preliminaries
In this section, we give some notations on contingency tables, toric ideals, symmetric group and its action.
Notations on contingency tables and toric ideals
Let I be a finite set with p = |I| elements. In this paper I is a general finite set. However with contingency tables in mind, we call an element of I a cell and denote it by i ∈ I. i is often a multi-index 
is called the sample size of x and denoted as |x| = i∈I x i . Let Z = {0, ±1, ±2, . . .} and let a j ∈ Z p , j = 1, . . . , ν, denote fixed column vectors consisting of integers. We define a ν-dimensional column vector t = (t 1 , . . . , t ν ) ∈ Z ν as t j = a j x, j = 1, . . . , ν. Here denotes the transpose of a vector or a matrix. We also define a ν × p matrix A, with its j-th row being a j , given by
Then the ν-dimensional column vector t is written as t = Ax. In the following the set of t is denoted as
In typical situations of a statistical theory, t is the sufficient statistic for the nuisance parameter, and the set of x's for a given t, F t = {x ∈ N p | Ax = t}, is considered for performing similar tests. For the case of the independence model of the two-way contingency tables, for example, t is the row sums and column sums of x, and F t is the set of x's with the same row sums and column sums to t. Following Sturmfels (1995), we call F t a t-fiber in this paper. As in Takemura and Aoki (2004) , we assume that the toric ideal is homogeneous (Chapter 4 of Sturmfels, 1995, Section 4.1 of Hibi, 2003), i.e., the p-dimensional column vector (1, . . . , 1) is a rational linear combination of a 1 , . . . , a ν . Under this assumption, all elements in F t have the same sample size. Therefore the sample size of t is well-defined as |t| = |x| for x ∈ F t .
The set of t-fibers gives a decomposition of N p . An important observation is that t-fiber depends on a given A only through its kernel, ker(A). For different A's with the same kernel, the sets of t-fibers are the same. In fact, if we define
this relation is an equivalence relation and N p is partitioned into disjoint equivalence classes. The set of t-fibers is simply the set of these equivalence classes. Furthermore, t may be considered as labels of these equivalence classes. In statistical theory, this non-uniqueness of the matrix A corresponds to the non-uniqueness of the sufficient statistic. For example, in the case of multiway contingency tables, it is often advantageous to keep some linearly dependent rows in the matrix A for the sake of symmetry. Note that linearly dependent rows does not alter ker(A).
The main object considered in this paper is the integer lattice in ker(A), i.e., Z p ∩ ker(A). A p-dimensional column vector of integers z = {z i } i∈I ∈ Z p is called a move if it is in the kernel of A, i.e., Az = 0. For a move z, the positive part z + = {z + i } i∈I and the negative part z − = {z − i } i∈I are defined by z
Moreover, z + and z − are in the same t-fiber, i.e., z + , z − ∈ F t for t = Az + = Az − . We define the degree of z as the sample size of z + (or z − ) and denote it by deg(z) = |z + | = |z − |. In the following we denote the set of moves (for a given A) by
Following Diaconis and Sturmfels (1998), the above notations on contingency tables can be translated to the objects on polynomial rings. Let u = {u i } i∈I be the set of indeterminates and let k [u] denote the polynomial ring in the indeterminates u over a field k. Then a contingency table x = {x i } i∈I is specified as a monomial u x = i∈I u
The toric ideal I A , which is the main object to be considered, is the ideal generated by all the homogeneous binomials corresponding to all the moves z ∈ M. Hereafter, we write Mon(u) or Bin(u) to denote the set of monomials u x and the set of homogeneous binomials u z + − u z − . We also use a concise notation of contingency tables and moves (or monomials and binomials) of small sample sizes (or degrees) by specifying locations of their non-zero cells. For example, x ∈ N p is denoted as
where n = |x| and i 1 , . . . , i n are the cells of positive frequencies of x. In the case of x i > 1, i is repeated x i times. Similarly, we express a move z of degree n as 
for example. Note that the ordering of columns of A is determined in accordance with the ordering of frequencies in x. In our notation, a move 
Symmetric group and its action on contingency tables and binomials
First we give a brief list of definitions and notations of a group action. Let a group G act on a set U.
U/G denotes the orbit space, i.e. the set of orbits. G u = {g | gu = u} denotes the stabilizer (isotropy subgroup) of u in G. If G acts on U, the action of G on the set of functions f on U is induced by (gf )(
Following Seress (2003) , for a subset V of U, G (V) = {g | gu = u, ∀u ∈ V} denotes the pointwise stabilizer of V. On the other hand G V = {g | gV = V} denotes the setwise stabilizer of V. For avoiding confusion, in the following we give a verbal description when pointwise or setwise stabilizers are defined.
In this paper we consider the action of the symmetric group S p , p = |I|, on the set of cells I:
Each g ∈ S p can be identified with a p × p permutation matrix P g = {p ij } = {δ i,g(j) }, where δ is the Kronecker's delta. Then P g 1 ·g 2 = P g 1 P g 2 for g 1 , g 2 ∈ S p and P g −1 = P g . The identity matrix of order p is denoted by E p . Therefore P e = E p for the unit element e ∈ S p . Hereafter, we occasionally write each element simply as P ∈ S p , which means that P = P g for g ∈ S p . Since a contingency table x = {x i } i∈I can be considered as a function from I to N: i → x i , the action of S p on N p , the set of contingency tables, is induced as
Similarly S p acts on Z p , the set of integer arrays, by
Considering the correspondence between the contingency tables and the monomials, S p acts on
Then by linearity S p also acts on the polynomial ring k [u] . In particular S p acts on Bin(u) by
3 Definition of the invariance group and some subgroups
In this section we define the invariance group. We also discuss some subgroups of the invariance group. 
The invariance group
For the definition of the invariance group, we consider P g , g ∈ S p , acting on Q p , the pdimensional vector space over the rationals. For a given subspace L ⊂ Q p , let
denote the setwise stabilizer of L in G = S p . Now we give a definition of our invariance group.
Definition 1
For a given ν × p matrix A of integers, the invariance group is the setwise stabilizer
By definition G ker(A) is the largest subgroup of S p , which acts on ker(A). Since the set of moves M A spans ker(A) in Q p , we can also say that G ker(A) is the largest subgroup acting on M A and from the one-to-one correspondence between moves and binomials, G ker(A) is the largest subgroup acting on the set of binomials in (7) . Finally, since the toric ideal I A is generated by the binomials, G ker(A) is the largest subgroup acting on I A .
It is also important to note that each subgroup G ⊂ S p which acts on ker(A) also acts on T , the set of sufficient statistics, by
This definition does not depend on the choice of x in t = Ax. From this fact, all the results on structures of orbits and invariant Markov bases in Aoki and Takemura (2003b) hold with respect to the invariance group of Definition 1. In Definition 1, it is desirable to clarify the relation of the definition of G ker(A) and the freedom of choosing A with the same kernel. Since we are considering linear subspaces of Q p , we can consider A with rational elements. For the rest of this subsection we assume that elements of A are rational numbers. Suppose A 1 and A 2 are rational matrices of sizes
An important point here is that M ⊥ , the orthogonal complement of M , coincides the row space of A 1 and A 2 , i.e.,
is the row space of A. Furthermore, from the standard theory of a linear algebra, (
From the above relations, our invariance group is also interpreted as the setwise stabilizer of the row space of A. In this case, the action of g ∈ S p on the row space of A can be written as gr(A) = r(AP g ) and the setwise stabilizer of the row space of A is given by
From the fact that ker(A) and r(A) are the orthogonal complements of each other, these two definitions are essentially equivalent. This relation is summarized as follows.
y can be written as y = P A c for some c ∈ Q ν . Then
Therefore for any y ∈ r(AP ) and z ∈ M , 0 = y z = c AP z holds, which forces AP z = 0, i.e., P z ∈ ker(A) = M and P z ∈ M at the same time. Therefore
Q.E.D.
Some subgroups
In the definitions of G M and G r(A) , we treated M and r(A) as rational linear spaces. However we started with A with integral elements and we now go back to such an A. Also, by considering the relation (8), it is natural to view the group action as a permutation of the rows of A. To characterize a structure which is expressed as a permutation of the rows of A, we consider the lattice points in r(A). Here we define two subgroups of G r(A) , which are derived naturally from the viewpoint of a permutation of the rows of A.
The additive group of {a 1 , . . . , a ν } is defined as
where a j is the j-th row vector of A defined by (6) . Similarly to the definition of G r(A) , considering the group action of P g , g ∈ S p , on Z p , we define the setwise stabilizer of r Z (A) for a given ν × p matrix A as
The following fact is also obvious from the definition:
In general, G r Z (A) is smaller than G r(A) . A simple example is given as
In this case, P ∈ G r(A) holds since
On the other hand, though (1, 2) ∈ r Z (A), the diophantine equation
does not have a solution and therefore (1, 2) ∈ r Z (AP ). This implies that P ∈ G r Z (A) . Conversely, for a given A, r(A)∩Z p is an additive group and we can choose a lattice basis
, thisÃ satisfies ker(Ã) = ker(A) and
Here we give the last definition. For a given ν × p rational matrix A, we define a group
By definition, a group H(A) is the set of permutations of the columns of A, which are also expressed as a permutation of the rows of A. Compared with the definitions of G M , G r(A) and
G r Z (A) ,
the meaning of H(A) is easier to understand. It is seen that H(A) is a subgroup of G r Z (A)
. This fact is obvious since G r Z (A) is also written as
It should be noted that elementary row operations can be expressed as multiplying unimodular matrix from the left (see Section 4 of Schrijver, 1986). Since permutation matrices are also unimodular,
To consider the situation that the equality holds, let {b 1 , . . . , b µ } be any lattice basis of r(A) ∩ Z p . By symmetrically enlarging the basis, define
For anyÃ whose rows are the vectors of C, ker(Ã) = ker(A) and the equality
As we have stated, an interpretation of H(A) is clearer than the definition of G r(A)
. Moreover, if we choose A which is sufficiently symmetric in the sense of (10), permutations of the columns of A by elements of the invariance group can be canceled by permutations of the rows of A. As a relation to our previous work, Aoki and Takemura (2003b), we give the following remark.
Remark 1
We show that all the elements in the group of "permutation of levels for each axis" in Aoki and Takemura (2003b) can be written explicitly as the permutation of rows of A by defining A appropriately. As proved in Section 4.2, this group indeed coincides with the largest invariance group for the m-way contingency tables with fixed one-dimensional marginals if the numbers of levels for each axis are all distinct, and therefore this remark is an example of H(A) = G r(A) .
Consider
where ⊗ denotes the Kronecker product and 1 n = (1, . . . , 1) denotes the n dimensional column vector of 1's. See Aoki and Takemura (2003b) and Dobra (2003) for notations on D-marginal totals. In this setting, the matrix A is written as
In Aoki and Takemura (2003b) , the group G 0 of permutation of levels for each axis is considered, which is the direct product of symmetric groups
Each element of G 0 is written as P = Σ 1 ⊗ · · · ⊗ Σ k , where Σ ∈ S I is a permutation matrix for the -th axis. In this case, if we define a permutation matrix Q ∈ S ν as
where
it is shown that QAP = A.
As will be shown in Section 4. 
Structure of the invariance groups for some standard statistical models
From logical viewpoint, the definition of the invariance group in Definition 1 is simple enough. However it is a different matter whether it is simple to determine explicitly the invariance group for a given A. If the sizes and the elements of A are given numerically, we could use computational algebra softwares such as GAP, which is available at http://www.gap-system.org. Though we may obtain all the elements of G M , M = ker(A), by some nearly linear-time algorithms in the order |G| of G, the problem of computational feasibility arises since p! = |S p | increases exponentially with p = |I|. In fact in our experience with GAP, the computation becomes infeasible quite rapidly when the number of cells p = |I| is increased. In this paper, we show that G has a simple structure for some standard statistical models of contingency tables. Given a particular A, it is often easy to guess the form of the invariance group G M and easy to check that the candidate group acts on ker(A). However we found that it is often difficult to prove that the candidate group is indeed the largest subgroup of S p acting on ker(A). In our proofs below we employ simple investigations of possible patterns of each element in G M to verify that a candidate group is indeed the largest.
Ingredients for proofs
For a given ν × p matrix A, let G M , M = ker(A), denote the invariance group. In this section, we write G = G M for simplicity. Let G ⊂ S p denote a candidate group such that it is easy to verify G ⊂ G. Our arguments in this section are all the same. First we define G for each problem, and we next show that indeed G = G.
There are two fundamental items in our proofs. First, for any g ∈ G and z ∈ M = M ∩ Z p , it follows that gz ∈ M and deg(z) = deg(gz) by definition. In particular, we consider moves z with the minimum degree for each problem.
Second, we look for some subset J ⊂ I of the cells and consider the pointwise stabilizer S (J ) of the cells in J . In the following we write G (J ) = G ∩ S (J ) , which is the subgroup of the invariance group fixing each cell j ∈ J . For an appropriate subset J of I, we will show that for each g ∈ G there existg ∈ G such that gg ∈ S (J ) . This implies that G can be written as G = G (J ) G. On the other hand we will also show that As in Remark 1, for m-way contingency tables with I = {1, . . . , I 1 } × · · · × {1, . . . , I m }, we will denote an element g ∈ S p , which corresponds to permuting levels for each axis, by a direct product expression g = g 1 × · · · × g m , where g l ∈ S I l . For avoiding triviality we also assume that I l ≥ 2 for all l.
For the rest of this section, we consider some standard statistical models for contingency tables. For ordinary m-way contingency tables, we consider the complete independence model in Section 4.2. The no three-factor interaction model for three-way contingency tables is considered in Section 4.3. As more specific models of contingency tables, in Section 4.4 we consider the quasi-symmetry model of square two-way contingency tables with their diagonal cells being structural zeros, and the Hardy-Weinberg model of upper triangular two-way tables in Section 4.5.
The invariance groups for m-way contingency tables with fixed one-dimensional marginals
First we consider the m-way contingency tables with fixed one-dimensional marginals. This setting is known as the complete independence model for m-way contingency tables in the statistical literature, and a matrix A for this problem is given by (11) and (12) 
where i t b s means that i t is in the s-th position. Then we have the following theorem.
Theorem 1
The invariance group for I 1 ×· · ·×I m contingency tables with fixed one-dimensional marginals is
It is easy to check that the group (15) indeed acts on ker(A) and its meaning is clear. However, unfortunately it is not easy to prove that it is indeed the largest invariance group in S p .
To show the theorem, we give some definitions and lemmas on m-way contingency tables with fixed one-dimensional marginals. In this section, we assume that 2 ≤ I 1 ≤ · · · ≤ I m without loss of generality, and write q = I 1 . We denote diagonal cells as i a = (a · · · a) where 1 ≤ a ≤ q. We partition I as
where To specify the structure of G, we consider the stabilizer 
Therefore all we need is to show that I 0 is G i 1 -invariant. Supposeg(i * ) ∈ I 0 for some i * ∈ I 0 andg ∈ G i 1 . Then i * ∈ I for some 1 ≤ ≤ m − 1. In this case, we can choose i ∈ I 0 and i ∈ I m− so that z = (i 1 )(i ) − (i * )(i ) is a move. Applyingg on z yields a movẽ
However, sinceg(i 1 ) = i 1 andg(i * ) ∈ I 0 ,gz cannot be a move from Lemma 1(a), which is a contradiction.
Proof. We argue by contradiction. We supposeg(i * ) ∈ I m−1 for some i
We write i * ∈ I for some 1 ≤ ≤ m − 2. In this case, for any + 1 ≤ s ≤ m − 1, we can choose i ∈ I s and i ∈ I m+ −s so that z = (i 1 )(i * ) − (i )(i ) is a move. Applyingg on z yields a movẽ
However, sinceg(i 1 ) = i 1 andg(i * ) ∈ I m−1 ,gz cannot be a move from Lemma 1(b). Q.E.D. 
Lemma 4 Each of
Here it follows that g(
, from the assumption of induction. To ensure thatgz is a move, the levels of the axes where the levels of g(i * ) are 1 must be 1 in both g(i ) and g(i ). So far we considered the stabilizer G i 1 . We can perform the same procedure for each diagonal cell i 2 , . . . , i q and take the product of the corresponding partitions. Define 
where k 1 + · · · + k q+1 = m and k 1 , . . . , k q+1 ≥ 0. Then these sets form a partition of I.
. . , i q } denote the set of diagonal cells. Then the above lemmas imply the following useful corollary
is the pointwise stabilizer of the set of diagonal cells.
Using this corollary, we prove Theorem 1.
Proof of Theorem 1. As our candidate group, take
Clearly G ⊂ G. To prove G ⊃ G, it suffices to show that for each g ∈ G we can chooseg ∈ G for any g ∈ G so that gg = e. As we have stated, we assume 2 ≤ q = I 1 ≤ I 2 ≤ · · · ≤ I m without loss of generality. We specify the image of each i = i 1 · · · i m one by one by applying g ∈ G.
First we show that we can assume g ∈ G i 1 without loss of generality. To see this, suppose g(i) = i 1 for some i = i 1 · · · i m = i 1 . In this case, we takeg = [1,
This implies that we only need to consider g ∈ G i 1 and prove that for each g ∈ G i 1 , there exists g ∈ G such that gg = e. We use this reasoning repeatedly from now on. Now, since G i 1 acts on I 0 transitively by Lemma 2, we can also restrict our attention to g ∈ G i 1 ∩ G i 2 . Moreover, applying Lemma 2 to G i 2 and combining it with Lemma 4, we see that
By the similar arguments, it is shown that we can assume g ∈ G (I d ) without loss of generality. In other words, we have shown that
Now we are going to show that, for any g ∈ G (I d ) , there exists ag ∈ G so that gg = e, implying that G (I d ) ⊂ G. We separate our proof into two steps. {i ,a | = 1, . . . , m, a = 2, . . . , q}, where i ,a = i 1 · · · i m is specified as i = a and i k = 1 for k = :
First we consider the cells with a = 2. Define m moves, z 1 , . . . , z m as
where i ,a = a · · · a1 a · · · a. Then, it is checked that any g ∈ G (I d ) is a bijection from {z 1 , . . . , z m } to itself. Here, if gz t = z s for some t = s with I t = I s , we can choose g st ∈ G (or g ts ∈ G if t < s) in (14) , such that (gg st )z = z for = s, t. If I 1 = · · · = I m we are done, otherwise by changing axes of the same sizes, there existg and
Here, note that there is at least one pair ( , ) in 1 , . . . , k satisfying (gg)z = z and I > I .
However, by considering the action of gg to the move
we have that the +1 cell other than i 1 of (gg)z must be
This contradicts I > I in (19). From these considerations, it is shown that we can choosẽ
in (18) for any configuration of strict inequalities in
Next we consider the cell i ,a ∈ I * m−1 where 3 ≤ a ≤ q. For each i ,a , a ≥ 3, it suffices to consider the move written as i t 1 ,...,t +1 ;a 1 ,...,a +1 , q} for k = 1, . . . , + 1 and i s = 1 for s ∈ {t 1 , . . . , t +1 }. For each i ∈ I * m− −1 specified above, it suffices to consider the following two moves, (i t 1 ,...,t +1 ;a 1 ,...,a ,1 )(i a +1 ) − (i t 1 ,...,t +1 ;a 1 ,...,a +1 )(i t +1 ,a +1 ),  (i t 1 ,...,t +1 ;a 1 ,...,a −1 ,1,a +1 )(i a ) − (i t 1 ,...,t +1 ;a 1 ,...,a +1 )(i t ,a ) , and the images of these moves by g. Considering the assumption of induction, we have g(i) = i and Step 1 is completed.
(Step 2.) To complete the proof, we need to show that g(i) = i for all i ∈ I \ I
* . Using the notation of (17), I \ I * can be written as disjoint union,
We argue by induction for k q+1 . First consider the cells in I k 1 ···kq1 , i.e., the case of k q+1 = 1.
Corresponding to this i, we choose i = i 1 · · · i m ∈ I * so that i j = i j and 1 ≤ i j ≤ q for j = 1, . . . , m. Then it suffices to consider the move
and its image by g, to check that g(i) = i.
Next we assume that g(i) = i for all i ∈ I k 1 ···kqk q+1 where k q+1 = (≥ 2) and show it for i ∈ I k 1 ···kqk q+1 where k q+1 = + 1. It is again easily checked by considering the move
and its image by g, where i 1 . . . i m ∈ I k 1 ···kq( +1) and i k ≥ q + 1.
The invariance groups for three-way contingency tables with fixed two dimensional marginals
For ordinary m-way contingency tables, there are many hierarchical models other than the complete independence model considered in Section 4.2. There are some models such as the marginal independence models for three-way contingency tables expressed as {D 1 , D 2 } = {{1, 2}, {3}}, or the conditional independence models for three-way contingency tables expressed as {D 1 , D 2 } = {{1, 2}, {1, 3}}, which are essentially equivalent to the independence model for two-way contingency tables. For these models, the structures of the invariance groups can be obtained from those for the independence model of two-way tables. For example, the invariance group for the marginal independence model, {D 1 , D 2 } = {{1, 2}, {3}}, of I 1 × I 2 × I 3 tables is generated by, in addition to permutations of levels in each axis, permutations of the third axis and the combination of the first and the second axes if I 1 I 2 = I 3 , by treating the combination of levels in the first and the second axes as a new single axis. Similarly, the invariance group for the conditional independence model, {D 1 , D 2 } = {{1, 2}, {1, 3}}, of I 1 × I 2 × I 3 tables is generated by, in addition to permutations of levels in each axis, permutation of the second axis and the third axis if I 2 = I 3 , since these two axes are conditionally independent by fixing the levels in the first axis.
An essentially different hierarchical model is the model of no three-factor interactions, where we need to consider m-way contingency tables with fixed two-dimensional marginals. Similarly to Section 4.2, it would be very desirable if we could specify the structure of invariance groups for general m-way tables with fixed two-dimensional marginals. However we found that for m-way tables it is quite complicated to perform the similar arguments as Section 4.2 for this problem. One reason for this difficulty is that the lattice basis of ker(A) consists of moves of degree 4, as shown in the following example. (112)(121)(211)(222) In this section, we restrict our attention to the three-way contingency tables with fixed two-dimensional marginals, which is one of the most important models of three-way tables in applications. The result is very similar to Theorem 1.
Example 3 Consider the 2×2×2 contingency tables with fixed two-dimensional marginals. In this case, a single move z = (111)(122)(212)(221) −

Theorem 2
The invariance group for I 1 ×I 2 ×I 3 contingency tables with fixed two-dimensional marginals is
We give a proof of this theorem in Appendix.
Quasi-symmetry model of square two-way tables
Next model we consider is the quasi-symmetry model of square two-way contingency tables with their diagonal cells being structural zeros. It is shown in Aoki and Takemura (2005) that there is a unique minimal Markov basis for this model. For the frequency vector x = {x ij } 1≤i =j≤I , the elements of the fixed marginals, i.e., sufficient statistic, t are given as
For this model, an intuitively natural subgroup is the group generated by permuting levels "for both axes simultaneously" and by permuting axes.
Theorem 3 The invariance group for the quasi-symmetry model of I × I two-way contingency table with its diagonal cells being structural zero cells is S I , H 12 for I = 3, where the symmetric group S I of order I acts on the set of cells {ij | 1 ≤ i = j ≤ I}, as g : ij → g(i)g(j).
For I = 3, there is only 1 degree of freedom for ker(A). In this case, the single move z = (12)(23)(31) − (13)(32)(21) constitutes the lattice basis of M = ker(A) since dim(M ) = 1. Therefore any element g ∈ S 6 satisfying gz = z or gz = −z is a member of G. Therefore in the following proof we assume I ≥ 4, since the case I = 2 is trivial.
Proof. Write G = S I , H 12 as our candidate group. We show that for any g ∈ G there exists someg ∈ G such that gg = e. Similarly to the proofs of Theorem 1 and 2, we can assume g(12) = 12 without loss of generality, since otherwise there exists some i j satisfying g(i j ) = 12, and we can chooseg ∈ G satisfying (gg)(12) = 12.
First consider the action of g ∈ G 12 to a move
Since g(12) = 12, we can assume gz 1 = z 1 without loss of generality, since otherwise there exists some i ≥ 3 satisfying
and we can chooseg ∈ G asg = [3, i ] ∈ S I such that (gg)z 1 = z 1 . Therefore we have
However, by considering the action of g to a move
we have g(21) = 21. Moreover, similarly to z 1 , we can assume gz 2 = z 2 without loss of generality. Therefore we have
Now consider the action of g to a move 
For the former case (23), we also have g(34) = 34 and g(43) = 43, i.e., we have g(ij) = ij for all 1 ≤ i = j ≤ 4. Now we show
. . .
inductively. Suppose we have g(ij) = ij for all 1 ≤ i = j < J for some 4 < J < I. Then by considering the actions of g to the moves
where J = J − 1 and J = J − 2, it follows that
Consequently, we have shown that gg = e for someg ∈ G. For the latter case (24), we have g(34) = 43 and g(43) = 34, which implies that g is a group element of interchanging the first and the second levels for both axes simultaneously, and interchanging axes for the upper left 4 × 4 subtable. Again we see inductively that g has the same structure for all the elements, i.e.,
by considering the moves (25) for J = 5, . . . , I − 1. Consequently, we have shown that g is a group element of interchanging the first and the second levels for both axes simultaneously, and interchanging axes, which is also canceled by someg ∈ G. Q.E.D.
Hardy-Weinberg model
Another model where G has a simple structure is the Hardy-Weinberg model, which we have considered in Section 1. We assume that there are I distinct alleles. x = {x ij } 1≤i≤j≤I is the allele frequency vector and A is written as
where B k is the following k × k square matrix
In this case, an intuitively natural group element is characterized as"interchanging alleles", which is formalized as follows. The symmetric group S I acts on the set of cells {ij
Theorem 4 For the Hardy-Weinberg model of I-alleles the invariance group is S I , where the action of S I on the set of cells is defined in (26).
Proof. Write G = S I as a candidate group and let g ∈ G. First we note that a homozygote (i.e., diagonal) cell, 11, 22, . . . , II, is mapped to a homozygote cell by g, and a heterozygote (i.e., off-diagonal) cell, 12, 13, . . . , (I − 1)I, is mapped to a heterozygote cell by g, respectively.
To show this, consider a move z ij = (ii)(jj) − (ij)(ij) for some 1 ≤ i < j ≤ I. Since z ij has one −2 heterozygote cell and two +1 homozygote cells, gz ij also has one −2 cell and two +1 cells by definition. However, to ensure that gz ij is a move, it follows that −2 cell must again be a heterozygote cell, and two +1 cells again must be homozygote cells. Therefore we can write
From the above considerations, it is easy to show that we can assume g(ii) = ii for i = 1, . . . , I without loss of generality, because otherwise we can choose someg ∈ G so that (gg)(ii) = ii for i = 1, . . . , I. Moreover, by considering the actions of g to z ij again, it follows that g(ij) = ij for all 1 ≤ i < j ≤ I. This completes the proof.
Application to invariant Markov bases
In this section, we apply the notion of the invariance group to the theory of invariant Markov basis discussed in Aoki and Takemura (2003b). There we considered a subgroup G 0 in (13) generated only by the group elements of "permuting levels for each axis". The arguments in Aoki and Takemura (2003b) is focused on a concise expression of Markov basis by the list of representative element for each orbit for the action of G 0 on M. Since the invariance group of this paper is the largest, it yields the maximum reduction.
In this section, first we give a definition of invariant Markov basis and summarize the structure of minimal invariant Markov basis from Aoki and Takemura (2003b) in Section 5.1. Next, in Section 5.2, we give lists of representative elements of minimal invariant Markov basis for the invariance groups of this paper.
Definition of invariant Markov basis and the structure of minimal invariant Markov basis
Let B ⊂ M A be a set of moves and let x 1 , x 2 ∈ F t . We say that x 2 is accessible from x 1 by B if there exists a sequence of moves z 1 , . . . , z S ∈ B and ε s ∈ {−1, 1}, s = 1, . . . , S, such that
i.e., we can apply moves from B to x 1 one by one and go from x 1 to x 2 , without causing negative cell frequencies on the way. Since the notion of accessibility is symmetric and transitive, the accessibility by B is an equivalence relation and each F t is partitioned into disjoint equivalence classes by B. We call these equivalence classes B-equivalence classes of F t . If x 1 and x 2 are elements from two different B-equivalence classes of the same t-fiber, we say that a move z = x 1 − x 2 connects these two equivalence classes. See Section 2 of Takemura 
The other is a set of moves with degree less than or equal to n:
In addition, following Aoki and Takemura (2003b), we define another important set of moves. Consider a group action of G on the set of t's, T = AN p . Let G(t) ∈ T /G denote the orbit through a particular t ∈ T . Then we write
denotes the union of sets of moves M t over the orbit G(t) through t.
Let B ⊂ M A be a finite set of moves. An important observation is that B is partitioned as
where 
is a minimal G-invariant Markov basis.
Minimal invariant Markov bases for two-way and three-way models
As is stated in Aoki and Takemura (2003b) • Case of I = J = K = I: • Case of I = J = K: • Case of I = J = K: 
Some discussions
In this paper, we give a definition of a subgroup of a symmetric group, which is characterized as the largest subgroup acting on ker(A). This definition provides an extension of the subgroup we considered in our previous work, Aoki and Takemura (2003b) .
Concerning various notions of Markov bases, some relevant Markov bases, such as the Graver bases, the universal Gröbner basis, the minimal fiber Markov basis , are invariant with respect to the invariance group, since they are defined independent of any specific term order. Similarly, the set of indispensable moves, the set of circuits and the set of fundamental moves (Ohsugi and Hibi, 2005) are also invariant.
It is an interesting problem to express the invariance group as the permutation of rows of A as we show in Section 3.2. For the complete independence models of m-way contingency tables with mutually distinct levels of axes, we give the form of A explicitly so that the invariance group can be expressed as the permutation of rows. For general hierarchical models, on the other hand, it is still an open problem to verify the largest invariance group as H(A).
For the two-way and three-way problems in Section 4, it is easy to describe a generating system of the invariance group. Using these representations, we can easily treat the invariance groups by computational group algebra softwares such as GAP. One example of utilization of GAP for Markov basis application is that we can obtain a group element randomly by the command Random. Random samples from our group enables us to perform a Markov chain Monte Carlo procedure using the list of representative elements of Markov basis in Section 5. In addition, it is of interest to characterize the invariance groups from viewpoint of the theory of finite groups. For example, by using GAP, we obtain two generators of the invariance group for the 3 × 3 independence model 
Another important topic for investigation is to consider our invariance group in view of the existing large literature on computational invariant theory (e.g. Sturmfels, 1993 , and Derksen and Kemper, 2002), although computational invariant theory is mainly concerned with the set of invariant polynomials with respect the action of a given subgroup of general linear group, whereas our invariance group is concerned as the setwise stabilizer for the action of symmetric group on a given set of homogeneous binomials.
Appendix: Proof of Theorem 2
Similarly to Theorem 1, take G = S I 1 × S I 2 × S I 3 , {H st | s < t, I s = I t } as our candidate group. Hereafter, we write I = I 1 , J = I 2 , K = I 3 for simplicity and assume I ≤ J ≤ K and K ≥ 3 without loss of generality. To show G ⊃ G, we show that for any g ∈ G we can chooseg ∈ G so that gg = e. Similarly to Theorem 1, we specify all the images of i ∈ I = {ijk | 1 ≤ i ≤ I, 1 ≤ j ≤ J, 1 ≤ k ≤ K} one by one by applying g ∈ G.
Similarly to the proof of Theorem 1, we decompose I as
where I = {ijk | of {i, j, k} is/are 1 or 2}.
Therefore I 3 = {1, 2} × {1, 2} × {1, 2}, I 0 = {3, . . . , I} × {3, . . . , J} × {3, . . . , K} and so on. As in the proof of Theorem 1 we consider the pointwise stabilizer G (I 3 ) . We first show that for any g ∈ G there exists some g ∈ G such that g g ∈ G (I 3 ) , and next show that for any g ∈ G (I 3 ) there exists some g ∈ G such that g g = e.
It is obvious that for any g ∈ G there exists g ∈ G such that g g ∈ G 111 , because if As in other proofs of this paper, we can replace g by gg and we have
and g ∈ G {112,121,211,222} .
We consider all the possible cases of (31) and (32), one by one. Consider the constraint (31). There are 3! = 6 possibilities, which we consider in the following.
• Case 1: (g(122), g(212), g(221)) = (122, 212, 221). We shall show that other cases are reduced to this case.
• we have I = K. Therefore by permuting the i-th axis and the k-th axis, this case reduces to Case 3, and we need not consider this case.
• Case 6: (g(122), g(212), g(221)) = (221, 122, 212).
Similarly to Case 5, we have J = K by considering the actions of g on the same moves to Case 5, and we see that this case is also reduced to Case 3 by permuting the j-th axis and the k-th axis. . Then we have shown that for each g ∈ G there exists someg ∈ G such that gg ∈ G (I 3 ) , i.e., g g(i) = i for all i ∈ I 3 . Next we have to consider the cells in I 2 , I 1 and I 0 . Since the arguments are similar, we give only an outline. It should be noted that hereafter we only have to considerg ∈ G as permutation of levels for each axis, i.e., permutations of axes have been fully considered above for any g ∈ G (I 3 ) . To show that (gg)(i) = i for i ∈ I 2 ∪ I 1 , it suffices to consider the actions of g on the following moves.
(111)(12k)(21k)(221) − (121)(11k)(211)(22k), k = 3, . . . , K, (111)(1j2)(212)(2j1) − (112)(1j1)(211)(2j2), j = 3, . . . , J, (111)(122)(i12)(i21) − (112)(121)(i11)(i22), i = 3, . . . , I, (111)(1jk)(21k)(2j1) − (11k)(1j1)(211)(2jk), j = 3, . . . , J, k = 3, . . . , K, (111)(12k)(i1k)(i21) − (11k)(121)(i11)(i2k), i = 3, . . . , I, k = 3, . . . , K, (111)(1j2)(i12)(ij1) − (112)(1j1)(i11)(ij2), i = 3, . . . , I, j = 3, . . . , J.
Moreover, to show that (gg)(i) = i for i ∈ I 0 , it suffices to consider actions of g on the following moves.
(111)(1jk)(i1k)(ij1) − (11k)(1j1)(i11)(ijk), i = 3, . . . , I, j = 3, . . . , J, k = 3, . . . , K.
