We give a characterization, with respect to a large class of models of untyped λ-calculus, of those models that are fully abstract for head-normalization, i.e., whose equational theory is H * . An extensional K-model D is fully abstract if and only if it is hyperimmune, i.e., non-well founded chains of elements of D cannot be captured by any recursive function.
Introduction
The histories of full abstraction and denotational semantics of λ-calculi are both rooted in four fundamental articles published in the course of a year.
In 1976, Hyland [17] and Wadsworth [32] independently 1 proved the first full abstraction result of Scott's D ∞ for H * . The following year, Milner [22] and Plotkin [28] showed respectively that PCF (a Turing-complete extension of the simply typed λ-calculus) has a unique fully abstract model up to isomorphism and that this model is not in the category of Scott domains and continuous functions.
Later, various articles focused on circumventing Plotkin counter-example [1, 16] or investigating full abstraction results for other calculi [2, 20, 26] . However, hardly anyone pointed out the fact that Milner's uniqueness theorem is specific to PCF, while H * has various models that are fully abstract but not isomorphic. The quest for a general characterization of the fully abstract models of head normalization started by successive refinements of a sufficient, but unnecessary condition [11, 34, 21] , improving the proof techniques from 1976 [17, 32] . x While these results shed some light on various fully abstract semantics for H * , none of them could reach a full characterization.
In this article, we give the first full characterization of the full abstraction of an observational semantics for a specific (but large) class of models. The class we choose is ing that full abstraction coincides with inequational full abstraction for H * (equivalence between observational and denotational orders). This is in contrast to what happens to other calculi [30, 13] .
In the literature, most of the proofs of full abstraction for H * are based on Nakajima trees [24] or some other notion of quotient of the space of Böhm trees. The usual approach is too coarse because it considers arbitrary Böhm trees which are not necessarily images of actual λ-terms. To overcome this we propose two different techniques leading to two different proofs of the main result: one purely semantical and the other purely syntactical. In this article we only present the later, the former being the object of a companion paper [5] .
The semantic proof approaches the problem from a novel angle that consists in the use of a new tool: the calculi with tests (Def. 18). These are syntactic extensions of the λ-calculus with operators defining compact elements of the given models. Since the model appears in the syntax, we are able to perform inductions (and co-inductions) directly on the reduction steps of actual terms, rather than on the construction of Böhm trees.
The idea of test mechanisms as syntactic extensions of the λ-calculus was first used by Bucciarelli et al. [7] . Even though it was mixed with a resource-sensitive extension, the idea was already used to define morphisms of the model. Nonetheless, we can notice that older notions like Wadsworth's labeled λ⊥-calculus [32] seem related to calculi with tests. The calculi with tests are not ad hoc tricks, but powerful and general tools.
One of the purposes of this article is to demonstrate the interest of tests in the study of the relations between denotational and operational semantics. Calculi with tests are sort of a dual of Böhm trees. While the latter constitutes a syntactical model for the λ-calculus; a calculus with tests is a the semantical language for some K-model. While Böhm trees are built upon the λ-calculus and reduce the problem of full abstraction to the semantical level; a calculus with tests is built upon the model and reduces this problem to the syntactical level. We claim that, regarding relations between denotational and operational semantics, Böhm trees and λ-calculi with tests are equally powerful tools, but extend differently to other frameworks.
1 Preliminaries and result 1.1 Preliminaries
Preorders
Given two partially ordered sets D = (|D|, ≤ D ) and E = (|E|, ≤ E ), we denote:
• D op = (|D|, ≥ D ) the reverse-ordered set.
• D × E = (|D| × |E|, ≤ D×E ) the Cartesian product endowed with the pointwise order:
• A f (D) = (|A f (D)|, ≤ A f (D) ) the set of finite antichains of D (i.e., finite subsets whose elements are pairwise incomparable) endowed with the order :
In the following will we use D for |D| when there is no ambiguity. Initial Greek letters α, β, γ... will vary on elements of ordered sets. Capital initial Latin letters A, B, C... will vary over subsets of ordered sets. And finally, initial Latin letters a, b, c... will denote finite antichains.
An order isomorphism between D and E is a bijection φ : |D| → |E| such that φ and φ −1 are monotone. Given a subset A ⊆ |D|, we denote ↓A = {α | ∃β ∈ A, α≤β}. We denote by I(D) the set of initial segments of D, that is I(D) = {↓A | A ⊆ |D|}. The set I(D) is a prime algebraic complete lattice with respect to the set-theoretical inclusion. The sups are given by the unions and the prime elements are the downward closure of the singletons. The compact elements are the downward closure of finite antichains.
The domain of a partial function f is denoted by Dom( f ). The graph of a Scottcontinuous function f : I(D) → I(E) is
Notice that elements of I(A f (D) op ×E) are in one-to-one correspondence with the graphs of Scott-continuous functions from I(D) to I(E).
λ-calculus
The λ-terms are defined up to α-equivalence by the following grammar using notation "à la Barendregt" [3] The λ-terms are subject to the β-reduction:
A context C is a λ-term with possibly some occurrences of a hole, i.e.:
The writing C(|M| ) denotes the term obtained by filling the holes of C by M. The small step reduction → is the closure of (β) by any context, and → h is the closure of (β) by the rules:
.., M k any terms. We write M⇓ h for the (head) convergence, i.e., whenever there is N such that M⇓ h N.
Example 1.
• The identity term I := λx.x is taking a term and return it as it is:
• The n th Church numeral, denoted by n, and the successor function, denoted by S, are defined by
Together they provide a suitable encoding for natural numbers, with n representing the n th iteration.
K-models
We introduce here the main semantical object of this article: extensional K-models [19] [4] . This class of models of the untyped λ-calculus is a subclass of filter models [8] containing many extensional models from the continuous semantics, like Scott's D ∞ [29] .
The category ScottL !
Extensional K-models correspond to the extensional reflexive Scott domains that are prime algebraic complete lattices and whose application embeds prime elements into prime elements [15, 33] . However we prefer to exhibit K-models as the extensional reflexive objects of the category ScottL ! which is itself the Kleisli category over the linear category ScottL [12] .
Definition 4.
We define the Cartesian closed category ScottL ! [15, 33, 12] :
• objects are partially ordered sets.
• morphism from D to E are a Scott-continuous function between the complete lattices I(D) and I(E).
The Cartesian product is the disjoint sum of posets. 
Remark 5. In the literature (e.g. [15, 33, 12] Proof. Given a poset D, the initial segments I(D) form a prime algebraic complete lattice with {↓ α | α ∈ D} as prime elements since I = α∈I ↓ α. Conversely, the prime elements of a prime algebraic complete lattice form a poset. The two operations are inverse one to the other modulo ScottL ! -isomorphisms or, equivalently, Scott-continuous isomorphisms.
An algebraic presentation of K-models
Definition 6 ( [19] ). An extensional K-model is a pair (D, i D ) where:
• D is a poset.
• i D is an order isomorphism between D⇒D and D.
By abuse of notation we may denote the pair (D, i D ) simply by D when it is clear from the context we are referring to an extensional K-model. 
Conversely, consider an extensional reflexive object (D, app D , abs D ) of ScottL ! . Since abs D is an isomorphism, it is linear (that is, it preserves all sups). For all (a, α) ∈ D⇒D, we have
abs(↓β).
Thus there is β ∈ app(↓(a, α) such that (a, α) ∈ abs(↓β), and since abs(↓β) ⊆ ↓(a, α), this is an equality. Thus there is a unique β such that app D (a, α) = ↓β, this is i D (a, α).
In the following we will not distinguish between a K-model and its associated reflexive object, this is a model of the pure λ-calculus.
Definition 7.
An extensional partial K-model is a pair (E, j E ) where E is an object of ScottL ! and j E is a partial function from E⇒E to E that is an order isomorphism between Dom( j E ) and E.
of partial completions (E n , j E n ) that are extensional partial K-models defined by induction on n. (E 0 , j E 0 ) = (E, j E ) and:
Remark that E n+1 corresponds to E n ⇒ E n up to isomorphism, what leads to the equivalent definition:
are the extensional completions of:
where (α n j ) n, j is a family of atoms different from * .
For the sake of simplicity, from now on we will work with a fixed extensional K-model D. Moreover, we will use the notation a→α := i D (a, α) . Notice that, due to the injectivity of i D , any α ∈ D can be uniquely rewritten into a→α ′ , and more generally into a 1 → · · · →a n →α n for any n. 
In Figure 1 , we explicit the interpretation M 
Intersection types
It is folklore that the interpretation of the λ-calculus into a given K-model D is characterized by a specific intersection type system. In fact any element α ∈ D can be seen as an intersection type
given by α = {α 1 , . . . , α n }→β.
In Figure 2 , we give the intersection-type assignment corresponding to the K-model induced by D.
Proposition 5. Let M be a term of Λ, the following statements are equivalent: Proof. By structural induction on the grammar of Λ.
The result
We state our main result, showing an equivalence between hyperimmunity (Def. 13) and full abstraction for H * . 
Definition 13 (Hyperimmunity
Notice, in the above definition, that each antichain a n,i always exist and are uniquely determined by the isomorphism between D and D ⇒ D that allow us to unfold any element α i as an arrow (of any length).
The idea is the following. The sequence (α n ) n≥0 is morally describing a non wellfounded chain of elements of D, through the isomorphism D ≃ D ⇒ D, allowing us to see any element α i as an arrow (of any length):
The growth rate (i n ) n of the chain (α n ) n depends on how many arrows must be displayed in α i in order to see α i+1 as an element of the antecedent of one of them. Now, hyperimmunity means that if any such non-well founded chain (α n ) n exists, then its growth rate (i n ) n cannot be bounded by any recursive function g.
Remark 14
. It would not be sufficient to simply consider the function n → i n such that α n+1 ∈a n,i n rather than the bounding function g. Indeed, n → i n may not be recursive even while g is.
Proposition 6. For any extensional partial K-model E (Def. 7), the completion E (Def. 8) is hyperimmune iff E is hyperimmune.
Proof. The left-to-right implication is trivial. The right-to-left one is obtained by contradiction: Assume to have a (α n ) n≥0 ∈Ē N and a recursive function g : N → N such that for all n ≥ 0:
Recall that the sequence (E k ) k≥0 of Definition 8 approximates the completionĒ. Then we have the following:
• There exists k such that α 0 ∈ E k , because α 0 ∈Ē = k E k .
• If α n ∈ E j+1 , then α n+1 ∈ E j , because there is i ≤ g(n) such that α n+1 ∈ a n,i ⊆ E j .
• If α n ∈ E 0 = E, then α n+1 ∈ E by surjectivity of j E .
Thus there is k such that (α n ) n≥k ∈ E N , which would break hyperimmunity of E.
Example 15.
• The well-stratified K-models of Example 10(4) (and in particular D ∞ of Item (1)) are trivially hyperimmune: already in the partial K-model, there are not even α 1 , α 2 and n such that α 1 = a 1 → · · · →a n →α ′ 1 and α 2 ∈ a n (since a n = ∅). The non-hyperimmunity of the partial K-model can be extended to the completion using Proposition 6.
• The model ω (Ex. 10 (5)) is hyperimmune. Indeed, any such (α n ) n in the partial K-model would respect α n+1 < N α n ,hence (α n ) n must be finite by well-foundation of N.
• The models P ∞ , D * ∞ and Z (Examples 10(2), (3) and (6)) are not hyperimmune. Indeed for all of them g = (n → 1) satisfies the condition of Equation (3), the respective non-well founded chains (α i ) i being ( * , * , . . . ), (p, q, p, q, . . . ), and
• More interestingly, the model H f (Ex. 10 (7)) is hyperimmune iff f is a hyperimmune function [25] , i.e., iff there is no recursive g :
The following theorem constitutes the main result of the paper. It shows the equivalence between hyperimmunity and (inequational) full abstraction for H * under a certain condition. This conditions, namely the test-sensibility, is a new property that will be defined in more details in Definition 31. As for the traditional proof of full abstraction for the H * , the main idea of our proof is to use a middle step between our calculus and our models. However, this time the proxy will not be a kind of syntactical model (the Böhm trees), but a kind of semantical calculus, more exactly a set of calculi that we call λ-calculi with D-tests (Def. 18). The traditional interest over Böhm trees lies in the fact that they are "syntactical models" directly inspired by the calculus (here the λ-calculus); thus, taking the opposite view, we will use "semantical calculi" that are directly inspired by the model (and that are dependent on the K-model D).
Given
, is an extension of the untyped λ-calculus that can itself be interpreted in D (Def. 18):
. ⊆ .
The interest of Λ τ(D)
relies on the definition of sensibility for Λ τ(D) (Def. 31), which easily implies the full abstraction of D for Λ τ(D) (Th. 34), even if not for the λ-calculus. Therefore, it remains to understand when the observational equivalence is preserved from Λ to Λ τ(D) :
The proof splits in the two directions: inequational full abstraction implies hyperimmunity (Sec. 3.1 and Th. 48) and the non-full abstraction for H * gives a counterexample to hyperimmunity (Sec. 3.2 and Th. 53). However, the proofs will rely on syntactical properties of Λ τ(D) such as confluence (Th. 38) and standardization (Th. 42).
2 λ-calculi with D-tests
Syntax
The original idea of using tests to recover full abstraction (via a theorem of definability) is due to Bucciarelli et al. [7] . Here we define variants of Bucciarelli et al.'s calculus adapted to our framework.
Directly dependent on a given K-model D, the λ-calculus with D-tests Λ τ(D) is, to some extent, an internal calculus for D. In fact, we will see that, for D to be fully abstract for Λ τ(D) , it is sufficient to be sensible (Th. 34).
The idea is to introduce tests as a new kind in the syntax. Tests Q ∈ T τ(D) are sort of co-terms, in the sense that their interpretations are maps from the context to the dualizing object of the linear category ScottL (⊥ = { * }):
Figure 3: Grammar of the calculus with D-tests
The type ⊥ is the unit type, having only one value representing the convergence of the evaluation, seen as a success. 4 The interaction between terms and tests is carried out by two groups of operations indexed by the elements α ∈ D:
The first operation, τ α , will verify that its argument M ∈ Λ τ(D) has the point α in its interpretation. Intuitively, this is performed by recursively unfolding the Böhm tree of M and succeeding (i.e., converging) when α is in the interpretation of the finite unfolded Böhm tree. If α M , the test τ α (M) will either diverge or refute (raising a 0 considered as an error). Concretely, it is an infinite application that feeds its argument with emptyτ operators.
The second operator,τ α , simply constructs a term of interpretation ↓α if its argument succeeds and diverges otherwise. Concretely, it is an infinite abstraction that runs its test argument, but also tests each of its applicants using τ operators.
In addition to these operators, we use sums and products as ways to introduce may (for the addition) and must (for the multiplication) non-determinism; in the spirit of the λ+||-calculus [10] . Indeed, these two forms of non-determinism are necessary to explore the branching of Böhm trees.
The idea of these two operators is to use the parametricity of our terms toward their intersection types. As a result,τ α (ǫ) (further on denotedǭ α ), that transfers the always succeeding test ǫ into a term of interpretation ↓α, constitutes the canonical term of type α; its behavior is exactly the common behavior of every term of type α. Symmetrically, the test τ α (M) will verify whether M behaves like a term of type α.
Hereafter, D denotes a fixed extensional K-model.
Definition 18. The λ-calculus with D-tests, for short Λ τ(D)
, is given by the grammar in Figure 3 . We denote the empty sum by 0, and the empty product by ǫ. Binary sums (resp. products) can be written with infix notation, e.g. P+Q (resp P·Q). Moreover, we use the notationǭ α :=τ α (ǫ) andǭ a := α∈aǭα ; which are terms. Sums and products are considered as multisets, in particular we suppose associativity, commutativity and neutrality with, respectively, 0 and ǫ.
In the following, an abstraction can refer either to a λ-abstraction or to a sum ofτ operators. This notation is justified by the behavior of
The operational semantics is given by three sets of rules in Figure 4 . The main rules of Figure 5a 
In the case of Park P ∞ :
In the case of Norm:
and if we denote α ′ = a 2 → · · · →a n+1 →β we have: 
In the conference version [6] , the rule (ττ) is decomposed into three rules (the distribution of the sum over τ, denoted (τ+) and two versions of (ττ) depending on whether α ≤ β). This decomposition was easier to understand as more atomic, but ultimately it always reproduces our actual rule (ττ) and does not permit to use Theorem 43.
Proposition 7.
A test is in head-normal form iff it has the following shape:
A term is in head-normal form if it has one of the following shapes: . In particular, notice that any test of the shape τ α (λx.M) is not a head-normal form because i D is surjective and thus α = a→β for some a, β and we can apply Rule (τ). Example 24. For any n ∈ N, the term n (λx.
is any term, and every Q i any test in head-normal form without sums.
Let us notice that this calculus enjoys the properties of confluence and standardization (Th. 38 and Th. 42). We also have another syntactical theorem stating invariance wrt the head-convergence in at most n steps, denoted ⇓ 
We denote by ≡ τ(D) the observational equivalence, i.e., the equivalence induced by ⊑ τ(D) .
Remark 27. The observational preorder could have been defined using term-contexts rather than test-contexts, but this appears to be equivalent and test-contexts are easier to manipulate (because normal forms for tests are simpler).
Proof. For any test Q and for any α,
Semantics
The standard interpretation of Λ into D (Fig. 1 and recalled here in Figure 7 ) can be extended to Λ τ(D) (Fig. 8b ). 
This interpretation is given in Figure 7 by structural induction.
Proposition 8. For any extensional K-model D, D is a model of the λ-calculus with D-tests, i.e., the interpretation is invariant under reduction.
Proof. The invariance under β-reduction is obtained, as usual, by the Cartesian closedness of ScottL ! . The other rules are easy to check directly.
Proposition 9. For any extensional K-model D, the interpretation is invariant by con
Proof. By easy induction on C.
The idea of intersection types can be generalized to Λ τ(D) . We introduce in Figure 9 a type assignment system associating with any term M ∈ Λ τ(D) an element of D under an environment (x i :a i ) i with a i ∈ A f (D). The following theorem gives the equivalence between the interpretation of a term and the set of judgments derivable from the type system.
Theorem 29 (Intersection types). Let M be a term of Λ τ(D) , (resp. Q be a test of T τ(D)
), the following statements are equivalent:
• the type judgment x : a ⊢ M : α (resp. x : a ⊢ Q) is derivable by the rules of Figure 9 .
Proof. By structural induction on the grammar of Λ τ(D) . :
Remark 30. In particular, an easy induction gives that if
Proof. This lemma and its test counterpart is proved by a straightforward induction on M (and Q of the test version). 
Technical theorems 2.3.1 Confluence
This section is dedicated to the proof of Theorem 38 stating the confluence of the reduction → in Λ τ(D) . The proof uses the diamond property of the full parallel reduction, following the proof of [31] for the λ-calculus. We define first the parallel reduction ⇒ in Figure 10 , allowing the parallel reduction of independent redexes. Proof. Firstly remark that ⇒ is reflexive. Indeed, when we proceed by induction the only difficult case is ǫ ⇒ ǫ that is obtained by Rule (P-·+) for n = 0. Rules with similar names are then simulating each other except for
• (c@L) and (c@R) that are simulated by (P-c@).
• (P-id) that is simulated by → ǫ (the reduction in 0 step).
• (c+) that is a particular case of (P-·+) with n = 1 and k 1 = 2.
• (c·) that is a particular case of (P-·+) with n = 2 and k 1 = k 2 = 1.
• (cτ) that is a particular case of (P-τ+) where the sum has one element.
For a term M (resp. a test Q) we define the maximal parallel reduct M + (resp. Q + ) by induction on M and Q in Figure 11 . Recall that by abstractions, we not only mean λ-abstractions, but also terms of the form Σ iτα i (Q i ).
Lemma 36. For any M (resp. Q), M
+ (resp. Q + ) is well defined.
Proof. By induction, since it is always the case that exactly one rule is applied. Proof. By induction on M:
•
-If M 1 is not an abstraction:
By IH, N 2 ⇒ M + 2 and, moreover,
-If M is not an abstraction: Then we can only apply rules (P-τ+) and (P-·+). Thus there are J and a surjective function φ :
• If Q = Π i≤n Σ j≤k i Q i j where none of the Q i j are sums and where either n 1 or one of the k i 1 : Then there are, for all i ≤ n, J i and
Theorem 38 (Confluence). The calculus Λ τ(D) with the reduction → is confluent:
Proof. By Lemma 37, ⇒ is strongly confluent. This means that, for any
By chasing diagrams, we obtain the confluence of ⇒ and we conclude by Lemma 35 stating that ⇒ * =→ * .
Standardization theorem
This section is dedicated to the proof of Theorem 42 stating a version of the standardization theorem for Λ τ(D) . The proof is directly inspired by Kashima's proof [18] .
Definition 39. The standard reduction, denoted by ⇒ st is defined in Figure 12 .
Proposition 10. We have the following inclusions:
• ⇒ st ⊆ → * ,
• id ⊆⇒ st , i.e., ⇒ st is reflexive,
• The inclusion ⇒ st ⊆ → * is obtain by easy induction (using each time the transitivity on → * h ⊆→ * and on the corresponding contextual rule of Figure 5d applied on the inductive hypothesis).
• The inclusion id ⊆⇒ st derives from an easy induction using id ⊆→ * h .
• The inclusion → * h ⊆ ⇒ st is obtained from a case analysis and the inclusion id ⊆⇒ st .
We will show that M → *
is not an abstraction, then there is no abstraction in the sequence
with no abstraction in the sequence
There is M such that P → *
not an abstraction and since there is no abstraction in the sequence
M → h · · · → h M ′ , we have, by Rule (h-cτ), that P → h τ α (M)→ * h τ α (M ′ )→ * h τ α (N). Otherwise there is a first abstraction M ′′ in the sequence M → h · → h M ′′ → h · · · → h M ′ ,
and we have, by Rule
is not a sum (with n 1 arguments) we set P 
is not a sum (with n 1 arguments) we set P
Then, using Rule (h-c·), we have P → *
Lemma 40. Ultimately, sums will necessarily commutes withτ, with products and with τ:
Similarly, if P
Proof. The proof follows the exact same pattern for each cases.
The proof is by induction on the lexicographically ordered (n, P).
• If n = 0 then this is Rule (τ+).
• Otherwise, we can decompose the reduction by P → h P ′ → n−1 h Σ j≤k Q j . Since P is not a sum we can apply the rule H-cτ so thatτ α (P) → hτα (P ′ ) and we conclude since by IH,
• If n = 0 then this is Rule (·+).
• Otherwise, we can decompose the reduction by P → h P ′ → n−1 h Σ j≤k Q j . Since P is not a sum we can apply the rule H-c· so that Q·P → h Q·P ′ and we conclude since by IH,
The proof is by induction on the lexicographically ordered (n, M):
then this is Rule (ττ).
Since the only head reduction that can be applied on each
• The case M = λx.M ′ is impossible since M → * Σ jτβ j (Q j ) and no rule can erase a λ in first position.
• Otherwise, we can decompose the reduction by
Since M is not an abstraction we can apply the rule (h-τ) so that τ α (M) → h τ α (M ′ ) and we conclude since by IH,
Proof. We proceed by structural induction on N:
• The case N = x is impossible since x is a normal form.
• The case N = 0 is impossible since 0 is a normal form.
• If N =τ α (Q) then the only rule that can change the form of the expression is (τ+) applied in head position:
. In this case, since M → * hτ α (P) and P ⇒ st Q → Q ′ , we can apply the IH so that P ⇒ st Q ′ and M ⇒ stτα (Q ′ ).
• Let N = Σ i≤n N i with n > 0. Then, modulo commutativity of the sum, we can assume that
There are different cases:
• If Q = τ a→α (N) , then P → * h τ a→α (M) with M ⇒ st N and there are different cases:
• If Q = Σ i≤n Q i then (up to commutativity of the sum)
• If Q = Π i≤n Q i then the only rule that changes the form of the expression is (·+) applied in head position. There are two cases:
-Otherwise (and up to commutativity of the sum),
Theorem 42 (Standardization). For any reduction M → * N (resp. P → * Q), there is a standard reduction M ⇒ st N (resp. P ⇒ st Q). In particular, any term M (resp. test Q) head converges iff it reduces to a may head-normal form:
Proof. By applying successively Lemma 41. The equivalence between ⇓ h and having a may-head-normal form is an immediate consequence once noticed that whenever
Invariance for the convergence
We will see in this section that the head convergence in at most n steps is invariant wrt the reduction. This means that performing a non-head reduction can only reduce the length of convergence.
Theorem 43 (Invariance for the convergence). For any terms M → N (resp. test P → Q) and any n ∈ N:
Proof. By recursive invocations of Lemma 44, for any k we can close the diagrams:
is either a head reduction or an equality. Recursively invoking this diagrams, for any n we can now close the diagrams:
, from the last we deduce that N 0 ∈ mhn f and conclude. The same goes for tests.
In order to prove this theorem we need a stronger notion of confluence for the cases where one of the reduction is a head reduction.
, between a head reduction and any reduction verifies the diamond:
where → •
• If M = Σ i≤n+2 N i : then, modulo commutativity of the sum,
and by induction there is N n+2 1
-Or (modulo commutativity of the sum),
• If M =τ α (Q) with Q that is not a sum:
and N 2 that is an abstraction: since N is not an abstraction, this can only be the result of a (β) or aτ reduction in outermost position in N. In both cases, necessary
h ←M 2 . * Either M 2 is not an abstraction and
is an abstraction created by a (β) or a (τ) outermost reduction. In both cases, necessary M 1 = M 2 .
• If Q = P+R: then, modulo commutativity of the sum, Q 1 = P 1 +R with P → h P 1 .
-Either Q 2 = P 2 +R with P → P 2 and the induction hypothesis gives P ′ so that M ′ = P ′ +R.
-Or Q 2 = P+R 2 and M ′ = P 1 +R 2 .
• If Q = P·R: same as for Q = P+R except if a rule (·+) is used in outermost position. In this case, either only one of the reduction is a (·+) and the two reductions are independents, or both of them are (·+), which is similar to the case M =τ α (Σ i≤n+1 Q i ).
Proof

Hyperimmunity implies full abstraction
In this subsection we show that if D is sensible for Λ τ(D) and is hyperimmune, D is inequationally fully abstract for Λ, that is Theorem 48. We use the full abstraction of D for Λ τ(D) of Theorem 34 (or rather its technical counterpart: Theorem 33) in order to express the problem in a purely syntactical form:
⇐⇒ ∃α ∈ P, τ α (M)⇓ and τ α (N)⇑ or conv. (2) =⇒ ∃C ∈ Λ (|.| ) , C(|M| )⇓ and C(|N| )⇑ or conv.
Here (1) is given by Theorem 33 so that we only have to prove (2) which is done in the proof of Theorem 47 by induction on the finite reduction τ α (M)⇓. However, the proof require a specific treatment of the case where M = I (we have some η∞-ex pensions issues) this is the purpose of the key-lemma (Lemma 46). This key-lemma is assuming that (2) is false for M = I (and any N) then co-inductively constructs a counterexample (α n ) n the hyperimmunity by unfolding τ α (N)⇑.
Before that, we need the technical Lemma 45 in order to refute the operational equivalence between two λ-terms in easy cases.
Proof. From each i ≤ 5, assuming statements (1)...(i-1) and refuting statement (i), we can exhibit a context C ∈ Λ (|·| ) such that C M ⇓ h and C N ⇑ h .
The key-lemma
From now on, we consider an extensional K-model D that is hyperimmune and sensible for Λ τ(D) . The following lemma is a key lemma that introduces the hyperimmunity in the picture. It basically states that if
Proof. We define the recursive function g N ′ for any There exists (α n ) n≥0 with α 0 = α and for all n, α n = a 
-We can assume that n ′ ≥ n: In fact, if n ′ <n then we can always define -We can assume that n=0:
, by confluence and standardization theorems (Th. 38 and Th.42), the convergences of τ α (M[s]) (resp. τ α (N[s]) ) and
) are equivalent. Applying Theorem 43, we thus have
so that the property on M ′ and N ′ is equivalent to the same property on M and N.
-We can assume that z
, there is j ≤ k such that z = x j , for simplicity we assume that j = 0. Then we can remark that by Item (1) of Lemma 45, either M ⊑ H * N or z ′ = z = x 0 , we will thus continue with the second case.
Altogether we have:
The case M = x 0 corresponds exactly to the hypothesis of Lemma 46 that concludes by M = x 0 ⊑ H * N. We are now assuming that m ≥ 1.
By Lemma 45, either M ⊑ H * N or the following holds:
We will assume that m = m ′ − n ′ and then refute M i ⊑ H * N i or y i ⊑ H * N m+i for some i ≤ n ′ ; we then conclude that M ⊑ H * N.
In the following we unfold
Then we have:
We will use the function g for defining a term J g (Eq. 8) such that (J g 0) is obTrivially τ a 0 →α (I) converges iff there is β such that α ≤ β ∈ a 0 . Conversely we can prove by induction on a 0 that τ α (J g nǭ a 0 ) converges iff there is β such that α ≤ β ∈ a 0 and conclude by extensionality. If we denote α = a 1 → · · · →a g(n) →α ′ , Lemma 49 gives that:
τ α (J g nǭ a 0 ) → * → h Σ {b 1 →···b g(n) →β ′ ∈a 0 |α ′ ≤β ′ } Π i≤g(n) Π γ∈b i τ γ (J g n+1ǭ a i ).
By induction hypothesis and standardisation, this test converges iff there is β = b 1 → · · · b g(n) →β ′ ∈ a 0 such that α ′ ≤ β ′ and for all i ≤ g(n) and all γ ∈ b i , γ ≤ δ ∈ a i , i.e., for all i, b i ≤ a i . Equivalently, this test converges iff α ≤ β ∈ a 0 . Thus, using the standardization (Th. 42), τ α (J g nǭ a 0 ) converges iff α ≤ β ∈ a 0 . We recall that (α n ) n is given by the counterexample of the hyperimmunity, and that for all n, α n = a n,1 → · · · →a n,g(n) →α ′ n and α n+1 ∈ k≤g(n) a n,k .
Lemma 52. For any n ∈ N and any anti-chain b = {α n , β 1 , ...., β k }, then:
In particular, τ α 0 (J g 0ǭ α 0 )⇑ h .
Proof. We unfold β j = b j,1 → · · · →b j,g(n) →β ′ j . We are proving by induction on k that there is no convergence in k steps: 9 We assume that τ α (J g nǭ b )⇓ h k+1 . From Lemma 49, we have: (J g n+1ǭ a i ). By Theorem 43, and since the last head reduction was necessary, the resulting term converges in k steps. Thus one of the addends should converges in k steps, however: 8 We could have used a co-induction, but justifying the productivity is not easy (it uses Theorem 43). 9 See footnote 8
• The fist member Π i≤g(n) Π γ∈a ni τ γ (J g n+1ǭ a i ) does not since there is i ≤ g(n) such that α n+1 ∈ a ni and by induction, τ α n+1 (J g n+1ǭ a i ) cannot converges in k steps.
• The second member of the sum diverges by Lemma 51. For any j ≤ l such that β ′ j ≥ α ′ n we know that β j ≥ α n since {α n , β 1 , ..., β l } is an anti-chain. Thus there is always i ≤ g(n) such that b j,i ≤ a n,i , i.e., there is γ ∈ b j,i such that for all δ ∈ a n,i , γ ≤ δ. We can conclude by Lemma 51 that τ γ (J g n+1ǭ a i ) diverges. 
