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THE MULTIPLICATION THEOREM AND BASES IN FINITE AND
AFFINE QUANTUM CLUSTER ALGEBRAS
MING DING AND FAN XU
Abstract. We prove a multiplication theorem for quantum cluster algebras of acyclic
quivers. The theorem generalizes the multiplication formula for quantum cluster variables
in [19]. Moreover some ZP-bases in quantum cluster algebras of finite and affine types are
constructed. Under the specialization q and coefficients to 1, these bases are the integral
bases of cluster algebra of finite and affine types (see [4] and [11]).
1. Introduction
Quantum cluster algebras were introduced by A. Berenstein and A. Zelevinsky [2] as a
noncommutative analogue of cluster algebras [13][14] to study canonical bases. A quantum
cluster algebra is generated by a set of generators called the quantum cluster variables
inside an ambient skew-field F . Under the specialization q = 1, the quantum cluster
algebras are exactly cluster algebras which were introduced by S. Fomin and A. Zelevinsky
[13][14].
Cluster algebras have a close link to quiver representations via cluster categories invented
in [1]. The link is explicitly characterized by the Caldero-Chapoton map ([3]) and the
Caldero-Keller multiplication theorems ([4],[5]). The Caldero-Chapoton map associates
the objects in the cluster categories to some Laurent polynomials, in particular, sends
rigid objects to cluster variables. The Caldero-Keller multiplication theorems show the
multiplication rules between images of objects under the Caldero-Chapoton map. The
theorem is remarkable. On the one hand, it is similar to the multiplication in a dual
Hall algebra and unifies homological and geometric properties of cluster categories and
combinatorial properties of cluster algebras. On the other hand, since cluster algebras
were introduced to study canonical bases, it is important to construct integral bases of
cluster algebras. The Caldero-Keller multiplication theorems are essentially important to
construct integral bases of cluster algebras. Following this link, some good bases have been
constructed for finite and affine cluster algebras ([4], [7], [10] and [11]).
Naturally, one can study the quantum analogue of the link. Recently, Rupel ([22])
defined a quantum analog of the Caldero-Chapoton map (called the quantum Caldero-
Chapoton map) and conjectured that cluster variables could be expressed as images of
indecomposable rigid objects under the quantum Caldero-Chapoton formula. A key in-
gredient of the conjecture is to confirm the multiplication rules between quantum cluster
variables given by [2]. Most recently, the conjecture has been proved by Qin ([19]) for
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acyclic equally valued quivers. There Qin constructed a quantum cluster multiplication
formula and then confirmed the multiplication rules between quantum cluster variables.
The present paper is contributed to prove a multiplication theorem (a combination of
Theorem 3.5 and 3.8) for acyclic quantum cluster algebras in Section 3. The theorem gen-
eralizes the quantum cluster multiplication formula in [19] and can be viewed as a quantum
analogue of the 1-dimensional Caldero-Keller multiplication theorem in [5]. Compared to
the role which the Caldero-Keller multiplication theorems play for cluster algebras, our
multiplication theorem is worthy of highlighting and also reflects the information and the
difficulty to prove the more general quantum analog of the Caldero-Keller multiplication
theorems. The main idea in the proof of the multiplication theorem is taken from [17].
Moreover, we construct some good ZP-bases in quantum cluster algebras of finite and affine
types. By specializing q and coefficients to 1, these bases induce the good bases for cluster
algebras of finite[4] and affine types[11], respectively.
2. The quantum Caldero-Chapoton map
2.1. Quantum cluster algebras. The main reference for quantum cluster algebras is [2].
Here, we also recommend [19, Section2] as a nice reference. Let L be a lattice of rank
m and Λ : L × L → Z a skew-symmetric bilinear form. Let q be a formal variable and
consider the ring of integer Laurent polynomials Z[q±1/2]. Define the based quantum torus
associated to the pair (L,Λ) to be the Z[q±1/2]-algebra T with a distinguished Z[q±1/2]-
basis {Xe : e ∈ L} and the multiplication given by
XeXf = qΛ(e,f)/2Xe+f .
It is easy to see that T is associative and the basis elements satisfy the following relations:
XeXf = qΛ(e,f)XfXe, X0 = 1, (Xe)−1 = X−e.
It is known that T is an Ore domain, i.e., is contained in its skew-field of fractions F . The
quantum cluster algebra will be defined as a Z[q±1/2]-subalgebra of F .
A toric frame in F is a map M : Zm → F \ {0} of the form
M(c) = ϕ(Xη(c))
where ϕ is an automorphism of F and η : Zm → L is an isomorphism of lattices. By the
definition, the elementsM(c) form a Z[q±1/2]-basis of the based quantum torus TM := ϕ(T )
and satisfy the following relations:
M(c)M(d) = qΛM (c,d)/2M(c+ d), M(c)M(d) = qΛM (c,d)M(d)M(c),
M(0) = 1, M(c)−1 =M(−c),
where ΛM is the skew-symmetric bilinear form on Zm obtained from the lattice isomorphism
η. Let ΛM also denote the skew-symmetricm×mmatrix defined by λij = ΛM (ei, ej) where
{e1, . . . , em} is the standard basis of Zm. Given a toric frame M , let Xi = M(ei). Then
we have
TM = Z[q±1/2]〈X±11 , . . . ,X
±1
m : XiXj = q
λijXjXi〉.
An easy computation shows that
M(c) = q
1
2
∑
i<j cicjλjiXc11 X
c2
2 · · ·X
cm
m =: X
c (c ∈ Zm).
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Let Λ be an m × m skew-symmetric matrix and let B˜ be an m × n matrix for some
positive integer n ≤ m. We call the pair (Λ, B˜) compatible if B˜TΛ = (D|0) is an n ×m
matrix with D = diag(d1, · · · , dn) where di ∈ N for 1 ≤ i ≤ n. The pair (M, B˜) is called a
quantum seed if the pair (ΛM , B˜) is compatible. Define the m×m matrix E = (eij) by
eij =


δij if j 6= k;
−1 if i = j = k;
max(0,−bik) if i 6= j = k.
For n, k ∈ Z, k ≥ 0, denote
[n
k
]
q
= (q
n−q−n)···(qn−k+1−q−n+k−1)
(qk−q−k)···(q−q−1)
. Let c = (c1, . . . , cm) ∈ Zm
with ck ≥ 0. Define the toric frame M
′ : Zm → F \ {0} as follows:
(2.1) M ′(c) =
ck∑
p=0
[
ck
p
]
qdk/2
M(Ec+ pbk), M ′(−c) =M ′(c)−1.
where the vector bk ∈ Zm is the k−th column of B˜. Then the quantum seed (M ′, B˜′) is
defined to be the mutation of (M, B˜) in direction k. In general, two quantum seeds (M, B˜)
and (M ′, B˜′) are mutation-equivalent if they can be obtained from each other by a sequence
of mutations, denoted by (M, B˜) ∼ (M ′, B˜′). Let C = {M ′(ei) | (M, B˜) ∼ (M
′, B˜′), i =
1, · · · n}. The elements of C are called quantum cluster variables. Let P = {M(ei) : i =
n + 1, · · · ,m]} and the elements of P are called coefficients. Given (M ′, B˜′) ∼ (M, B˜)
and c = (ci) ∈ Zm, a element M ′(c) is called a quantum cluster monomial if ci ≥ 0 for
i = 1, · · · , n and 0 for i = n + 1, · · · ,m. We denote by P the multiplicative group by q
1
2
and P. Write ZP as the ring of Laurent polynomials in the elements of P with coefficients
in Z[q±1/2]. The quantum cluster algebra Aq(ΛM , B˜) is the ZP-subalgebra of F generated
by C. We associate (M, B˜) a Z-linear bar-involution on TM defined by
qr/2M(c) = q−r/2M(c), (r ∈ Z, c ∈ Zn).
It is easy to show that XY = Y X for all X,Y ∈ Aq(ΛM , B˜) and that each element of
C ∪ P is bar-invariant.
Now assume that there exists a finite field k satisfying |k| = q. In the same way, we can
define based quantum torus T|k| and specialized quantum cluster algebras A|k|(ΛM , B˜) by
substituting Z[|k|±
1
2 ] for Z[q±
1
2 ] in the above definition. By [2, Corollary 5.2], Aq(ΛM , B˜)
and A|k|(ΛM , B˜) are subalgebras of T and T|k|, respectively. There is a specialization
map ev : T → T|k| by mapping q
1
2 to |k|
1
2 , which induces a bijection between quantum
monomials of Aq(ΛM , B˜) and A|k|(ΛM , B˜) ([19, Section 2.2]).
2.2. The quantum Caldero-Chapoton map. Let k be a finite field with cardinality
|k| = q and m ≥ n be two positive integers and Q˜ an acyclic quiver with vertex set
{1, . . . ,m} [19]. Denote the subset {n+ 1, . . . ,m} by C. The elements in C are called the
frozen vertices , and Q˜ is called an ice quiver. The full subquiver Q on the vertices 1, . . . , n
is called the principal part of Q˜.
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Let B˜ be the m×n matrix associated to the ice quiver Q˜, i.e., its entry in position (i, j)
is
bij = |{arrows i −→ j}| − |{arrows j −→ i}|
for 1 ≤ i ≤ m, 1 ≤ j ≤ n. And let I˜ be the left m × n matrix of the identity matrix of
size m ×m. Further assume that there exists some antisymmetric m ×m integer matrix
Λ such that
Λ(−B˜) = I˜ :=
[
In
0
]
,(2.2)
where In is the identity matrix of size n× n. Thus, the matrix B˜ is of full rank.
Let R˜ and R˜tr be the m× n matrix with its entry in position (i, j) is
r˜ij = dimkExt
1
kQ˜
(Si, Sj)
and
r˜∗ij = dimkExt
1
kQ˜
(Sj , Si)
for 1 ≤ i ≤ m, 1 ≤ j ≤ n, respectively. Note that
dimkExt
1
kQ˜
(Si, Sj) = |{arrows j −→ i}|.
Denote the principal parts of the matrices B˜ and R˜ by B and R respectively. Note that
B˜ = R˜tr − R˜ and B = Rtr −R where Rtr represents the transposition of the matrix R. In
general, the matrix B is not of full rank so that there exists no matrix Λ compatible with
B. Hence, one need add some frozen vertices to Q and then obtain an acyclic quiver Q˜
with a compatible pair (B˜,Λ).
Let C
Q˜
be the cluster category of kQ˜, i.e., the orbit category of the derived category
Db(Q˜) by the functor F = τ ◦[−1] where τ is the Auslander-Reiten translation and [1] is the
translation functor. We note that the indecomposable objects of the cluster category C
Q˜
are either the indecomposable kQ˜-modules or Pi[1] for indecomposable projective modules
Pi(1 ≤ i ≤ m). Each object M in CQ˜ can be uniquely decomposed in the following way:
M ∼=M0 ⊕ PM [1]
where M0 is a kQ˜-module and PM is a projective kQ˜-module. Let PM =
⊕
1≤i≤mmiPi.
We extend the definition of the dimension vector dim on modules in modkQ˜ to objects in
C
Q˜
by setting
dimM = dimM0 − (mi)1≤i≤m.
The Euler form on kQ˜-modules M and N is given by
〈M,N〉 = dimkHomkQ˜(M,N)− dimkExt
1
kQ˜
(M,N).
Note that the Euler form only depends on the dimension vectors of M and N . As in [17],
we define
[M,N ] = dimkHomkQ˜(M,N) and [M,N ]
1 = dimkExt
1
kQ˜
(M,N).
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The quantum Caldero-Chapoton map of an acyclic quiver Q˜ has been studied in [22]
and [19]. Here, we reformulate their definitions to the following map
XQ˜? : objCQ˜ −→ T
defined by the following rule: If M is a kQ-module and P is a projective kQ˜-module, then
XQ˜M⊕P [1] =
∑
e
|GreM |q
− 1
2
〈e,m−e〉XB˜e−(I˜−R˜)m+dimP/radP ,
where dimM = m and GreM denotes the set of all submodules V of M with dimV = e.
Usually, we omit the upper index Q˜ in the notation XQ˜? (except Section 4 and Section 5)
if there is no confusion. We note that
XP [1] = XτP = X
dimP/radP = XdimsocI = XI[−1] = Xτ−1I .
for any projective kQ˜-module P and injective kQ˜-module I with socI = P/radP. Here-
inafter, we denote by the corresponding underlined small letter x the dimension vector of
a kQ-module X and view x as a column vector in Zn.
3. Multiplication theorems for acyclic quantum cluster algebras
Throughout this section, assume that Q˜ is an acyclic quiver and Q is its full subquiver.
In this section, we will prove a multiplication theorem for any acyclic quantum cluster
algebra. First, we improve Lemma 5.2.1 and Corollary 5.2.2 in [19], i.e., here we handle
the dimension vector of any kQ-module while in [19] the author only deals with dimension
vectors of rigid modules.
Lemma 3.1. For any dimension vector m, e, f ∈ Zn≥0, we have
(1) Λ((I˜ − R˜)m, B˜e) = −〈e,m〉;
(2) Λ(B˜e, B˜f) = 〈e, f〉 − 〈f, e〉.
Proof. By definition, we have
Λ((I˜ − R˜)m, B˜e)
= mtr(I˜ − R˜)trΛB˜e = −mtr(I˜ − R˜)tr
[
In
0
]
e
= −mtr(In −R)
tre = −etr(In −R)m
= −〈e,m〉.
As for (2), the left side of the desired equation is equal to
etrB˜trΛB˜f = −etrB˜tr
[
In
0
]
f = −etrBtrf .
The right side is
〈e, f〉 − 〈f , e〉
= etr(In −R)f − f
tr(In −R)e
= etr(In −R)f − e
tr(In −R)
trf
= etr(Rtr −R)f = −etr(R−Rtr)f = −etrBtrf.
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Thus we prove the lemma. 
Corollary 3.2. For any dimension vector m, l, e, f ∈ Zn≥0, we have
Λ(B˜e− (I˜ − R˜)m, B˜f − (I˜ − R˜)l)
= Λ((I˜ − R˜)m, (I˜ − R˜)l) + 〈e, f〉 − 〈f , e〉 − 〈e, l〉+ 〈f ,m〉.
For any kQ−modules M,N,E, denote by εEMN the cardinality of the set Ext
1
kQ(M,N)E
which is the subset of Ext1kQ(M,N) consisting of those equivalence classes of short exact
sequences with middle term isomorphic to M ([17, Section 4]). For kQ-modules M , A and
B, we denote by FMAB the number of submodules U of M such that U is isomorphic to B
and M/U is isomorphic to A. Then by definition, we have
|Gre(M)| =
∑
A,B;dimB=e
FMAB .
Different from the case in cluster categories, for kQ-modules, it does not generally hold that
XNXM = XN⊕M .We have the following explicit characterization, which is a generalization
of [19, Proposition 5.3.2].
Theorem 3.3. Let M and N be kQ-modules. Then
q[M,N ]
1
XNXM = q
− 1
2
Λ((I˜−R˜)m,(I˜−R˜)n)
∑
E
εEMNXE .
Proof. We apply Green’s formula in [15]∑
E
εEMNF
E
XY =
∑
A,B,C,D
q[M,N ]−[A,C]−[B,D]−〈A,D〉FMABF
N
CDε
X
ACε
Y
BD.
Then ∑
E
εEMNXE
=
∑
E,X,Y
εEMNq
− 1
2
〈Y,X〉FEXYX
B˜y−(I˜−R˜)e
=
∑
A,B,C,D,X,Y
q[M,N ]−[A,C]−[B,D]−〈A,D〉−
1
2
〈B+D,A+C〉FMABF
N
CDε
X
ACε
Y
BDX
B˜y−(I˜−R˜)e.
Since
XB˜y−(I˜−R˜)e
= XB˜(b+d)−(I˜−R˜)(m+n)
= q−
1
2
Λ(B˜d−(I˜−R˜)n,B˜b−(I˜−R˜)m)XB˜d−(I˜−R˜)nXB˜b−(I˜−R˜)m
= q−
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)− 1
2
[〈D,B〉−〈B,D〉−〈D,M〉+〈B,N〉]XB˜d−(I˜−R˜)nXB˜b−(I˜−R˜)m
= q−
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)q
1
2
〈D,A〉− 1
2
〈B,C〉XB˜d−(I˜−R˜)nXB˜b−(I˜−R˜)m.
THE MULTIPLICATION THEOREM AND BASES IN QUANTUM CLUSTER ALGEBRAS 7
Thus ∑
E
εEMNXE
= q
1
2
Λ((I˜−R˜)m,(I˜−R˜)n)
∑
A,B,C,D
q[M,N ]−[A,C]−[B,D]−〈A,D〉−
1
2
〈B+D,A+C〉+[A,C]1+[B,D]1 ·
q
1
2
〈D,A〉− 1
2
〈B,C〉FMABF
N
CDX
B˜d−(I˜−R˜)nXB˜b−(I˜−R˜)m.
Here we use the following fact∑
X
εXAC = q
[A,C]1,
∑
Y
εYBD = q
[B,D]1
Note that
[M,N ]− [A,C]− [B,D]− 〈A,D〉+ [A,C]1 + [B,D]1 = [M,N ]1 + 〈B,C〉.
Hence ∑
E
εEMNXE
= q
1
2
Λ((I˜−R˜)m,(I˜−R˜)n)q[M,N ]
1
∑
A,B,C,D
q〈B,C〉−
1
2
〈B,C〉− 1
2
〈D,A〉+ 1
2
〈D,A〉− 1
2
〈B,C〉 ·
FNCDq
− 1
2
〈D,C〉XB˜d−(I˜−R˜)nFMABq
− 1
2
〈B,A〉XB˜b−(I˜−R˜)m
= q
1
2
Λ((I˜−R˜)m,(I˜−R˜)n)q[M,N ]
1
XNXM .
This completes the proof. 
Remark 3.4. Theorem 3.3 is similar to the multiplication formula in dual Hall algebras. It
is reasonable to conjecture that it provides some PBW-type basis ([16]) in the corresponding
quantum cluster algebra.
Let M,N be kQ−modules and assume that
dimkExt
1
kQ˜
(M,N) = dimkHomkQ˜(N, τM) = 1.
Then there are two “canonical” exact sequences
ε : 0 −→ N −→ E −→M −→ 0
ε′ : 0 −→ D0 −→ N −→ τM −→ τA⊕ I −→ 0
which induces the k-bases of Ext1
kQ˜
(M,N) and Hom
kQ˜
(N, τM), respectively. We fix them.
Set M = M ′ ⊕ P0, A0 = A ⊕ P0 where P0 is a projective kQ˜-module, A and M
′ have no
projective summands. The exact sequences also provide the two non-split triangles in CQ˜:
N −→ E −→M −→ N [1] = τN
and
M −→ D0 ⊕A0 ⊕ I[−1] −→ N −→ τM.
Now we state the first part of our multiplication theorem for acyclic quantum cluster
algebras, which can be viewed as a quantum analogue of the one-dimensional Caldero-
Keller multiplication theorem in [5]. The main idea in the proof comes from [17].
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Theorem 3.5. With the above notation, assume that HomkQ˜(D0, τA0⊕I) = HomkQ˜(A0, I) =
0. Then the following formula holds
XNXM = q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)XE + q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)+ 1
2
〈M,N〉− 1
2
〈A0,D0〉XD0⊕A0⊕I[−1].
Here, we note that
q[M,N ]
1
− 1
q − 1
XNXM = XNXM .
Proof. By definition, we have
XNXM
=
∑
C,D
q−
1
2
〈D,C〉FNCDX
B˜d−(I˜−R˜)n
∑
A,B
q−
1
2
〈B,A〉FMABX
B˜b−(I˜−R˜)m
=
∑
A,B,C,D
FMABF
N
CDq
− 1
2
〈D,C〉− 1
2
〈B,A〉+ 1
2
Λ(B˜d−(I˜−R˜)n,B˜b−(I˜−R˜)m)XB˜(b+d)−(I˜−R˜)(m+n)
=
∑
A,B,C,D
FMABF
N
CDq
− 1
2
〈B+D,A+C〉q〈B,C〉q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)XB˜(b+d)−(I˜−R˜)(m+n).
We set
s1 :=
∑
E≇M⊕N
εEMN
q − 1
XE =
∑
X,Y,E≇M⊕N
εEMN
q − 1
FEXY q
− 1
2
〈Y,X〉XB˜y−(I˜−R˜)e
As in the proof of Theorem 3.3, we have∑
X,Y,E
εEMNXE
=
∑
A,B,C,D,X,Y
q[M,N ]−[A,C]−[B,D]−〈A,D〉−
1
2
〈B+D,A+C〉FMABF
N
CDε
X
ACε
Y
BDX
B˜y−(I˜−R˜)e
=
∑
A,B,C,D
q[M,N ]
1+〈B,C〉− 1
2
〈B+D,A+C〉FMABF
N
CDX
B˜y−(I˜−R˜)e.
On the other hand
XM⊕N =
∑
A,B,C,D
q[B,C]−
1
2
〈B+D,A+C〉FMABF
N
CDX
B˜(b+d)−(I˜−R˜)(m+n).
Thus
s1 =
∑
A,B,C,D
q[M,N ]
1
− q[B,C]
1
q − 1
q〈B,C〉−
1
2
〈B+D,A+C〉FMABF
N
CDX
B˜(b+d)−(I˜−R˜)(m+n).
Thirdly we compute the term
s2 :=
∑
A,D0,I,D0≇N
|Hom
kQ˜
(N, τM)D0AI |
q − 1
XA0⊕D0⊕I[−1].
Here, we use the following notation as in [17]
Hom
kQ˜
(N, τM)D0AI := {f 6= 0 : N −→ τM |kerf
∼= D0, cokerf ∼= τA⊕ I}.
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Note that dimkHomkQ˜(N, τM) = 1, we have the following exact sequences
0 −→ B0 −→M −→ A0 −→ 0
0 −→ C −→ τB0 −→ I −→ 0
where C = imf, kerf = D0.
s2 =
|Hom
kQ˜
(N, τM)| − 1
q − 1
XA0⊕D0⊕I[−1]
=
∑
X,Y,K,L
|HomkQ˜(N, τM)| − 1
q − 1
FD0XY F
A0
KLq
[L,X]− 1
2
〈Y+L,K+X〉XB˜(y+l+b0)−(I˜−R˜)(m+n)
=
∑
A,B,C,D
q[C,τB] − 1
q − 1
FMABF
N
CDq
[L,X]− 1
2
〈Y+L,K+X〉XB˜(y+l+b0)−(I˜−R˜)(m+n).
Here, Y = D,K = A,B = B0 + L in the above expression and the equality can be
illustrated by the following diagram:
Y

Y

τA τA
0 // D0 //

N //

τM //
OO
τA0 ⊕ I //
OO
0
0 // X // C // τB //
OO
τL⊕ I //
OO
0
We must to check the relation between
−
1
2
〈Y + L,K +X〉+ [L,X]
and
−
1
2
〈B +D,A+ C〉+ 〈B,C〉.
In this case, note that D = Y,L = A0 −A,K = A, [L,X]
1 = [X, τL] = 0. We have
−
1
2
〈Y + L,K +X〉+ [L,X] = −
1
2
〈Y + L,K +X〉+ 〈L,X〉
= −
1
2
〈D +A0 −A,A+D0 −D〉+ 〈A−A0,D0 −D〉
= −
1
2
〈D,A〉 −
1
2
〈D,D0〉+
1
2
〈D,D〉 −
1
2
〈A0, A〉+
1
2
〈A0,D0〉
−
1
2
〈A0,D〉+
1
2
〈A,A〉 −
1
2
〈A,D0〉+
1
2
〈A,D〉.
10 MING DING AND FAN XU
And
−
1
2
〈B +D,A+ C〉+ 〈B,C〉
= −
1
2
〈M −A+D,A+N −D〉+ 〈M −A,N −D〉
= −
1
2
〈M,A〉 −
1
2
〈M,D〉+
1
2
〈A,A〉 −
1
2
〈A,N〉 +
1
2
〈A,D〉
−
1
2
〈D,A〉 −
1
2
〈D,N〉+
1
2
〈D,D〉+
1
2
〈M,N〉.
Hence it is equivalent to compare
−
1
2
〈D,D0〉 −
1
2
〈A0, A〉+
1
2
〈A0,D0〉 −
1
2
〈A0,D〉 −
1
2
〈A,D0〉
and
−
1
2
〈D,N〉 −
1
2
〈M,A〉 +
1
2
〈M,N〉 −
1
2
〈M,D〉 −
1
2
〈A,N〉.
We claim that
〈D,N〉+ 〈M,D〉 = 〈D,D0〉+ 〈A0,D〉
and
〈A0, A〉+ 〈A,D0〉 = 〈M,A〉 + 〈A,N〉.
Indeed, we have
〈D,N −D0〉 = 〈D, τM − τA0 − I〉
= 〈D, τM − τA0〉 = 〈A0 −M,D〉.
In the same way, we also have
〈A,N −D0〉 = 〈A0 −M,A〉.
Thus
s2 = q
1
2
〈A0,D0〉−
1
2
〈M,N〉
∑
A,B,C,D
q[B,C]
1
− 1
q − 1
q〈B,C〉−
1
2
〈B+D,A+C〉FMABF
N
CDX
B˜(b+d)−(I˜−R˜)(m+n).
Therefore we have the following multiplication formula
XNXM = q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)XE + q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)+ 1
2
〈M,N〉− 1
2
〈A0,D0〉XD0⊕A0⊕I[−1].

There are three canonical special cases satisfying the assumption HomkQ˜(D0, τA⊕ I) =
HomkQ˜(A0, I) = 0 in Theorem 3.5.
Special case I. Assume that A0 = 0 = I. Then L = K = 0 = A. If B 6= M, i.e, B $ M,
then there exists f1 : N −→ τM induced by the above diagram which is not surjective. It is
a contradiction to the assumption dimkHomkQ˜(N, τM) = 1. In this case, the multiplication
formula is
XNXM = q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)XE + q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)+ 1
2
〈M,N〉XD0 .
THE MULTIPLICATION THEOREM AND BASES IN QUANTUM CLUSTER ALGEBRAS 11
Special case II. Assume that D0 = 0 and HomkQ˜(A0, I) = 0. Then Y = X = 0, C = N.
In this case, the multiplication formula is
XNXM = q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)XE + q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)+ 1
2
〈M,N〉XA0⊕I[−1].
Special case III. Assume that M,N are indecomposable rigid kQ-mod and
dimkExt
1
C
Q˜
(M,N) = 1.
SinceD0⊕A0⊕I[−1] is rigid, then the assumption HomkQ˜(D0, τA⊕I) = HomkQ˜(A0, I) = 0
in Theorem 3.5 holds.
Lemma 3.6. With the assumption in Special case III, we have 12 〈A0,D0〉−
1
2 〈M,N〉 =
1
2 .
Proof. Note that we have
1
2
〈A0,D0〉 −
1
2
〈M,N〉 =
1
2
〈A0, N −N/D0〉 −
1
2
〈M,N〉.
We need to confirm the two equations
(1) 〈M,N〉 = 〈A0, N〉 − 1 and
(2) 〈A0, N/D0〉 = 0.
Note that A0 ⊕N is rigid, thus [A0, N ]
1 = 0. We have the following exact sequences
0 −→ N/D0 −→ τM −→ τA0 ⊕ I −→ 0
0 −→ D0 −→ N −→ N/D0 −→ 0
Applying the functor HomkQ˜(N,−), we have the following exact sequences
[N,N/D0]
1 −→ [N, τM ]1 −→ [N, τA0 ⊕ I]
1 −→ 0
[N,N ]1 −→ [N,N/D0]
1 −→ 0.
Hence
〈M,N〉 = [M,N ] − 1 = [A0, N ]− 1 = 〈A0, N〉 − 1.
As for the second equation, apply the functor HomkQ˜(A0,−) to the exact sequence
0 −→ D0 −→ N −→ N/D0 −→ 0
We have the following exact sequence
[A0, N ]
1 −→ [A0, N/D0]
1 −→ 0
Thus [A0, N/D0]
1 = 0. Applying the functor Hom
kQ˜
(τM,−) to the exact sequence
0 −→ N/D0 −→ τM −→ τA0 ⊕ I −→ 0
We have the following exact sequence
[τM, τM ]1 −→ [τM, τA0 ⊕ I]
1 −→ 0
Thus we have
[M,A0]
1 = [A0, τM ] = 0.
Again applying the functor Hom
kQ˜
(A0,−), we have the exact sequence
0 −→ [A0, N/D0] −→ [A0, τM ] = 0
Hence [A0, N/D0] = 0. 
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By Lemma 3.6, we obtain the following multiplication theorem between quantum cluster
variables in [19].
Corollary 3.7. LetM and N be indecomposable rigid kQ-modules and dimkExt
1
C
Q˜
(M,N) =
1. Let
N −→ E −→M −→ N [1] = τN
and
M −→ D0 ⊕A0 ⊕ I[−1] −→ N −→ τM
be two non-split triangles in CQ˜ as above. Then we have
XNXM = q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)XE + q
1
2
Λ((I˜−R˜)n,(I˜−R˜)m)− 1
2XD0⊕A0⊕I[−1].
Now let M be a kQ-module and P be a projective kQ˜-module with [P,M ] = [M, I] =
1, where I = ν(P ), here ν = DHom
kQ˜
(−, kQ˜) is the Nakayama functor. It is well-
known that I is an injective module with socI = P/radP. Fix two nonzero morphisms
f ∈ HomkQ˜(P,M) and g ∈ HomkQ˜(M, I). The two morphisms induce the following exact
sequences
0 // P ′ // P
f // M // A // 0
and
0 // B // M
g // I // I ′ // 0 .
These correspond to two non-split triangles in C
Q˜
M −→ E′ −→ P [1] −→M [1]
and
I[−1] −→ E −→M −→ I,
respectively, where E ≃ B ⊕ I ′[−1] and E′ ≃ A⊕ P ′[1].
Now we state the second part of our multiplication theorem for acyclic quantum cluster
algebras.
Theorem 3.8. With the above notations, assume that [B, I ′] = [P ′, A] = 0. Then we have
XτPXM = q
1
2
Λ(dimP/radP,−(I˜−R˜)m)XE + q
1
2
Λ(dimP/radP,−(I˜−R˜)m)− 1
2XE′ .
Proof.
XτPXM
= XdimP/radP
∑
G,H
q−
1
2
〈H,G〉FMGHX
B˜h−(I˜−R˜)m
=
∑
G,H
q−
1
2
〈H,G〉FMGHq
1
2
Λ(dimP/radP,B˜h−(I˜−R˜)m)XB˜h−(I˜−R˜)m+dimP/radP
= q
1
2
Λ(dimP/radP,−(I˜−R˜)m)
∑
G,H
q−
1
2
〈H,G〉q−
1
2
[P,H]FMGHX
B˜h−(I˜−R˜)m+dimP/radP .
Here we use the following fact
Λ(dimP/radP, B˜h) = (dimP/radP )trΛB˜h = −(dimP/radP )tr
[
In
0
]
h = −[P,H].
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Note that by assumption [P,M ] = 1, we have that [P,H] = 0 or 1.
We firstly compute the term
XE = XB⊕I′[−1] =
∑
X,Y
q−
1
2
〈Y,X〉FBXYX
B˜y−(I˜−R˜)b+dimsocI′ .
We have the following diagram
0

0

Y

Y

0 // B //

M
θ //

I // I ′ // 0
0 // X //

G

0 0
and a short exact sequence
0 −→ imθ −→ I −→ I ′ −→ 0.
As we assume that [B, I ′] = 0, thus [H, I ′] = 0. Then
〈Y,X〉 − 〈H,G〉 = 〈H,X〉 − 〈H,G〉 = 〈H,X −G〉 = 〈H,B −M〉 = −〈H, imθ〉.
Applying the functor [H,−] to the above short exact sequence, we have
0 −→ [H, imθ] −→ [H, I] −→ [H, I ′] −→ [H, imθ]1 −→ 0
Note that [H, I] = [H, I ′] = 0, thus 〈H, imθ〉 = 0. Hence
XE =
∑
G,H,[P,H]=0
q−
1
2
〈H,G〉FMGHX
B˜h−(I˜−R˜)m+dimP/radP .
Now compute the term
XE′ = XA⊕P ′[1] =
∑
X,Y
q−
1
2
〈Y,X〉FAXYX
B˜y−(I˜−R˜)a+dimP ′/radP ′ .
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We have the following diagram
0

0

P // H //

Y //

0
0 // P ′ // P
θ′ // M //

A //

0
G

X

0 0
Applying the functor [P ′,−] to the following short exact sequence
0 −→ Y −→ A −→ G −→ 0.
we have
0 −→ [P ′, Y ] −→ [P ′, A] −→ [P ′, G] −→ 0
As we assume that [P ′, A] = 0, thus [P ′, G] = 0. Then 〈P ′, G〉 = 0. Hence we have
〈Y,X〉 − 〈H,G〉 = 〈Y,G〉 − 〈H,G〉 = 〈Y −H,G〉 = 〈A−M,G〉
= 〈P ′ − P,G〉 = 〈P ′, G〉 = 0.
Therefore
X ′E =
∑
G,H,[P,H]=1
q−
1
2
〈H,G〉FMGHX
B˜h−(I˜−R˜)m+dimP/radP .
This completes the proof. 
Note that if M is indecomposable rigid object in C
Q˜
and [P,M ] = [M, I] = 1, then both
E = B ⊕ I ′[−1] and E′ = A ⊕ P ′[1] are rigid. Thus the assumptions HomkQ˜(B, I
′) =
Hom
kQ˜
(P ′, A) = 0 in Theorem 3.8 naturally hold. The quantum cluster multiplication
theorem in [19] deals with this special case.
4. ZP-bases in specialized quantum cluster algebras of finite type
Let k be a finite field with cardinality |k| = q and m ≥ n be two positive integers and Q˜
an acyclic quiver with vertex set {1, . . . ,m}. The full subquiverQ on the vertices {1, . . . , n}
is the principal part of Q˜. Let A|k|(Q˜) be the corresponding specialized quantum cluster
algebra of Q with coefficients. Then the main theorem in [19] shows that A|k|(Q˜) is the
ZP-subalgebra of F generated by
{XM |M is indecomposable rigid kQ-mod}∪
{XτPi , 1 ≤ i ≤ n|Pi is indecomposable projective kQ˜-mod}.
Let i be a sink or a source in Q˜. We define the reflected quiver σi(Q˜) by reversing all the
arrows ending at i. An admissible sequence of sinks (resp. sources) is a sequence (i1, . . . , il)
such that i1 is a sink (resp. source) in Q˜ and ik is a sink (resp source) in σik−1 · · · σi1(Q˜)
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for any k = 2, . . . , l. A quiver Q˜′ is called reflection-equivalent to Q˜ if there exists an
admissible sequence of sinks or sources (i1, . . . , il) such that Q˜
′ = σil · · · σi1(Q˜). Note that
mutations can be viewed as generalizations of reflections, i.e, if i is a sink or a source in a
quiver Q˜, then µi(Q˜) = σi(Q˜) where µi denotes the mutation in the direction i. Thus if
Q˜′ is a quiver mutation-equivalent to Q˜, there is a natural canonical isomorphism between
A|k|(Q˜) and A|k|(Q˜
′), denoted by
Φi : A|k|(Q˜)→ A|k|(Q˜
′).
Let Σ+i : mod(Q˜) −→ mod(Q˜
′) be the standard BGP-reflection functor and R+i :
CQ˜ −→ CQ˜′ be the extended BGP-reflection functor defined by [24]:
R+i :


X 7→ Σ+i (X), if X 6≃ Si is a kQ-module,
Si 7→ Pi[1],
Pj [1] 7→ Pj [1], if j 6= i,
Pi[1] 7→ Si.
By Rupel [22], the following holds:
Theorem 4.1. [22, Theorem 2.4, Lemma 5.6] For any XQ˜M ∈ A|k|(Q˜), we have Φi(X
Q˜
M ) =
XQ˜
′
R+i M
.
Definition 4.2 ([4]). Let Q be an acyclic quiver with associated matrix B. Q will be
called graded if there exists a linear form ǫ on Zn such that ǫ(Bαi) < 0 for any 1 ≤ i ≤ n
where αi still denotes the i-th vector of the canonical basis of Zn.
If Q is a graded quiver, then it is proved in [4] that we can endow the cluster algebra of
Q with a grading. Namely, the results are the following:
For any Laurent polynomial P in the variables Xi, the supp(P ) of P is defined as the
set of points λ = (λi, 1 ≤ i ≤ n) of Zn such that the λ-component, that is, the coefficient
of
∏
1≤i≤nX
λi
i in P is nonzero. For any λ in Z
n, let Cλ be the convex cone with vertex λ
and edge vectors generated by the Bαi for any 1 ≤ i ≤ n. Then we have the following two
propositions as the quantum versions of Proposition 5 and Proposition 7 in [4] respectively.
Proposition 4.3. Let Q be a graded acyclic quiver with no multiple arrows and M =
M0⊕PM [1] with M0 is kQ-module and PM projective kQ˜-module. Then, supp(XM0⊕PM [1])
is in CλM with λM := (−〈αi, dimM0〉+ 〈dimPM , αi〉)1≤i≤n. Moreover, the λM -component
of XM0⊕PM [1] is some nonzero monomials in {|k|
± 1
2 ,X±1n+1, · · · ,X
±1
m }.
Proposition 4.4. Let Q be a graded acyclic quiver with no multiple arrows. For any
m ∈ Z, set
Fm =

 ⊕
ǫ(ν)≤m
ZP
∏
1≤i≤n
uνii

 ∩ A|k|(Q˜),
then the set (Fm)m∈Z defines a Z-filtration of A|k|(Q˜).
For any d ∈ Zn, define d+ = (d+i )1≤i≤n such that d
+
i = di if di > 0 and d
+
i = 0 if di ≤ 0
for any 1 ≤ i ≤ n. Dually, we set d− = d+−d. The following proposition 4.5 can be viewed
as the categorification of [2, Theorem 7.3].
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Proposition 4.5. Let Q˜ be an acyclic quiver. Then the set {
∏n
i=1X
d+i
Si
X
d−i
Pi[1]
| (d1, · · · , dn) ∈
Zn} is a ZP-basis of A|k|(Q˜).
Proof. For any 1 ≤ i ≤ n, it is easy to check that the following set is a cluster
{XτP1 , · · · ,XτPi−1 ,XSi ,XτPi+1 , · · · ,XτPn}
obtained by the mutation in direction i of the cluster
{XτP1 , · · · ,XτPi−1 ,XτPi ,XτPi+1 , · · · ,XτPn}.
Then the proposition immediately follows from [2, Theorem 7.3] and [19, Theorem 5.4.3].

The main result is the following theorem showing the ZP-basis in a quantum cluster
algebra of finite type. It is the good bases in a cluster algebra of finite type in [4] by
specializing q and coefficients to 1 and the existence of Hall polynomials for representation
direct algebras [21].
Theorem 4.6. Let Q is a simple-laced Dynkin quiver with Q0 = {1, 2, · · · , n}. Then the set
B(Q) := {XM |M =M0⊕PM [1] withM0 is kQ-module, PM projective kQ˜-module, M rigid
object in CQ˜} is a ZP-basis of A|k|(Q˜).
Proof. It is obvious to see that there exists an orientation such that Q′ is a graded quiver
where Q′ is reflection-equivalent to Q. Assume that σil · · · σi1(Q
′) = Q. For any XM ∈
B(Q) with dimension vector dimM = m = (m1, · · · ,mn) ∈ Zn, we know that XM ∈
A|k|(Q˜
′). Then by Proposition 4.5 we have
XQ˜
′
M = bm
n∏
i=1
(XQ˜
′
Si
)m
+
i (XQ˜
′
Pi[1]
)m
−
i +
∑
ǫ(l)<ǫ(m)
bl
n∏
i=1
(XQ˜
′
Si
)l
+
i (XQ˜
′
Pi[1]
)l
−
i
where l = (l+i − l
−
i )i∈Q0 , bm and bl ∈ ZP. As Q
′ is a graded quiver, then by Proposition 4.3,
Proposition 4.4, it follows that bm must be some nonzero monomial in {q
± 1
2 ,X±1n+1, · · · ,X
±1
m }.
Therefore, B(Q) is a ZP-basis of A|k|(Q˜′). There is a natural isomorphism: Φil · · ·Φi1 :
A|k|(Q˜
′)→ A|k|(Q˜). By Theorem 4.1, we obtain that
Φil · · ·Φi1(X
Q˜′
M ) = X
Q˜
R+il
···R+i1
(M)
.
Hence, B(Q) is a ZP-basis of A|k|(Q˜).

5. ZP-bases in quantum cluster algebras of affine type
5.1. The case in the Kronecker quiver. Let Q be the tame quiver of type A˜
(1)
1 as
follows
1• •2
✲
✲
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It is well known that the regular indecomposable modules decomposes into a direct
sum of homogeneous tubes indexed by the projective line P1. We denote the regular
indecomposable modules in the homogeneous tube for p ∈ P1 of degree 1 by Rp(n) where
n ∈ N and dimRp(n) = (n, n).
We consider the following ice quiver Q˜ with frozen vertices 3 and 4:
1•

//// •2

3 4
Thus we have
R˜ =


0 0
2 0
1 0
0 1

 , I˜ =


1 0
0 1
0 0
0 0

 , B˜ =


0 2
−2 0
−1 0
0 −1

 .
An easy calculation shows that the following antisymmetric 4× 4 integer matrix
Λ =


0 0 1 0
0 0 0 1
−1 0 0 −2
0 −1 2 0


satisfying
Λ(−B˜) = I˜ :=
[
I2
0
]
,(5.1)
where I2 is the identity matrix of size 2× 2. Then we have the following result.
Lemma 5.1. Let Rp(1) be the indecomposable regular module of degree 1 as above. Then
XRp(1) = XS1XS2 − q
− 3
2X1X2X3.
Proof. By definition, we have
XS1 = X
(−1,2,1,0) +X(−1,0,0,0);
XS2 = X
(0,−1,0,1) +X(2,−1,0,0);
XRp(1) = X
(−1,1,1,1) +X(1,−1,0,0) +X(−1,−1,0,1).
Hence the lemma follows from a direct calculation. 
By Lemma 3.1, the expression of XRp(1) is independent of the choice of p ∈ P
1
k of degree
1. Hence, we set
Xδ := XRp(1).
Remark 5.2. (1) By Lemma 5.1, we know that Xδ belongs to A|k|(Q˜).
(2) By the following Theorem 5.3, B(Q) is a ZP−basis in the quantum cluster algebra
A|k|(Q˜).Moreover, if specializing q and coefficients to 1, B(Q) is exactly the generic
basis in the sense of [10].
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Note that there is an alternative choice of (Λ, B˜), i.e., Q˜ = Q and set Λ =
(
0 1
−1 0
)
and B˜ =
(
0 2
−2 0
)
. Then we have Λ(−B˜) =
(
2 0
0 2
)
. Hence, one should consider
the category of KQ-representations for a field K with |K| = q2. In this way, we obtain a
quantum cluster algebra of Kronecker type without coefficients. The multiplication and the
bar-invariant bases in this algebra have been thoroughly studied in [9]. Moreover, under
the specialization q = 1, the bases in [9] induce the canonical basis, semicanonical basis
and generic basis of the cluster algebra of the Kronecker quiver in the sense of [23],[7] and
[10], respectively.
5.2. The case in affine types. An affine quiver is an acyclic quiver whose underlying
diagram in an extended Dynkin diagram. One can refer to [12][8][20] for the theory of
representations of affine quivers. We recall some useful background concerning represen-
tation theory of affine quivers. In this section we always assume that Q is an affine quiver
with trivial valuation. The category rep(kQ) of finite-dimensional representations can be
identified with the category of mod-kQ of finite-dimensional modules over the path alge-
bra kQ. It is well-known that indecomposable kQ-module contains (up to isomorphism)
three families: the component of indecomposable regular modules R(Q), the component
of the preprojective modules P(Q) and the component of the preinjective modules I(Q).
If P ∈ P(Q), I ∈ I(Q) and R ∈ R(Q), then
HomkQ(R,P ) ≃ HomkQ(I,R) ≃ HomkQ(I, P ) = 0,
and
Ext1kQ(P,R) ≃ Ext
1
kQ(R, I) ≃ Ext
1
kQ(P, I) = 0.
If M and N are two regular indecomposable modules in different tubes, then
HomkQ(M,N) = 0 and Ext
1
kQ(M,N) = 0.
There are at most 3 non-homogeneous tubes for Q.We denote these tubes by T1, · · · ,Tt.
Let ri be the rank of Ti and the regular simple modules in Ti be E
(i)
1 , · · ·E
(i)
ri such that
τE
(i)
2 = E
(i)
1 , · · · , τE
(i)
1 = E
(i)
ri for i = 1, · · · , t. If we restrict the discussion to one tube,
we will omit the index i for convenience. Given a regular simple module E in a tube, E[i]
is the indecomposable regular module with quasi-socle E and quasi-length i for any i ∈ N.
Define the set
D(Q) = {d ∈ NQ0 | ∃ a regular rigid module R and regular simple modules E1, · · · , Er
in a non-homogenerous tube with rank r such that dim((E1 ⊕ · · · ⊕ Er)
n ⊕R) = d.
Set E(Q) = {d ∈ ZQ0 | ∃M =M0⊕PM [1] withM0 is kQ-module, PM projective kQ˜-module,
M rigid object in CQ˜ with dimM = d}. By the main theorem in [11], we have that Z
Q0 is
the disjoint union of D(Q) and E(Q). We make an assignment, i.e., a map
φ : ZQ0 → obj(CQ˜)
and set
Xφ(d) := (XE1 · · ·XEr)
nXR
if d ∈ D(Q) and |Q0| > 2;
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Xφ(d) := X
n
δ
for some δ in a homogeneous tube of degree 1 if d ∈ D(Q) and Q is the Kronecker quiver;
Xφ(d) := XM
if d ∈ E(Q). It is clear that the above assignment is not unique. For simplicity and without
confusion, we omit φ in the notation Xφ(d).
Theorem 5.3. Let Q be an affine quiver with Q0 = {1, 2, · · · , n} and fix an assignment
as above. Then the set
B(Q) := {Xd|d ∈ ZQ0}
is a ZP-basis of A|k|(Q˜).
Proof. By [10], there exists an orientation such that Q′ is a graded quiver where Q′ is
reflection-equivalent to Q.
When Q′ is a Kronecker quiver, by Remark 5.2, we know that Xnδ (n ∈ N) is in A|k|(Q˜
′).
If Q′ is not a Kronecker quiver, we consider the non-homogeneous tubes. By Theorem
3.3, XR is in A|k|(Q˜
′). Thus (XE1 · · ·XEr)
nXR is in A|k|(Q˜
′). Note that for any m =
(m1, · · · ,mn) ∈ Zn, Xm ∈ B(Q′). Then by Proposition 4.5 we have
XQ˜
′
m = bm
n∏
i=1
(XQ˜
′
Si
)m
+
i (XQ˜
′
Pi[1]
)m
−
i +
∑
ǫ(l)<ǫ(m)
bl
n∏
i=1
(XQ˜
′
Si
)l
+
i (XQ˜
′
Pi[1]
)l
−
i
where bm, bl ∈ ZP. As Q′ is a graded quiver, then by Proposition 4.3, Proposition 4.4,
it follows that bd must be some nonzero monomial in {q
± 1
2 ,X±1n+1, · · · ,X
±1
m }. Therefore,
B(Q′) is a ZP-basis of A|k|(Q˜′). By Theorem 4.1, we obtain that B(Q) is a ZP-basis of
A|k|(Q˜). 
By [6, Proposition 5], the quiver Grassmannians Gre(M) of a kQ-module M are some
polynomials in Z[q]. Then by specializing q and coefficients to 1, the bases in Theorem 5.3
induces the integral bases in affine cluster algebras ([11]).
Remark 5.4. Theorem 5.3 does not provide the quantum version for generic bases of
affine type in [10]. In order to achieve it, one need to prove a quantum analogue of the
difference property [10, Definition 3.24].
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