User-generated data in blogs and social networks have recently become a valuable resource for sentiment analysis in the financial domain, since they have been shown to be extremely significant to marketing research companies and public opinion organizations. In order to identify bullish and bearish sentiments associated with companies and stocks, we propose a finegrained approach that returns a continuous score in the [− 1, + 1] range. Our supervised approach leverages a frame-based ontological resource which produces feature sets such as lexical features, semantic features and their combination. One of the outcome of our analysis suggests that the frame-based ontological resource we have used might be successfully applied for sentiment analysis within the financial domain achieving better results than traditional sentiment analysis methods that do not embody semantics. We also show the higher performance of a fine-grained approach based solely on the evaluation of specific substrings of the message, rather than on features extracted from the whole text of a financial microblog message through the frame-based ontological resource. We have also compared our system with semi-supervised and unsupervised approaches and results indicate that our approach outperforms the others. Last but not the least, our approach is general and can be applied on top of any existing supervised method of polarity detection.
Introduction
During the last decade, the widespread growth of social media has resulted in an explosion of publicly available usergenerated data in form of blogs, wikis, tweets, tags, etc. These user-generated data can potentially be used to distillate knowledge about sentiments of people for different purposes, such as marketing, customer service, and financial market prediction. However, such a task is challenging, as user-generated content, also known as the the word-of-mouth, has seen a rapid increase in use and consequently its availability is fueling a revolution in computational linguistics. from written language, which defines the sentiment analysis area, is becoming one of the most active research field in the computational linguistics community nowadays.
Blogs and social networks are full of user-generated data which have become key to mine user sentiments with the aim of buying products and capturing the "pulse" of stock markets [54] . Since content related to business and stock markets are highly subjective, sentiment analysis is turning into a potential gold mine for businesses, organizations and marketing researchers. On the other hand, when executed over news articles, sentiment analysis approaches are less accurate, due to the high objectivity and implicit opinions [57] .
Sentiment analysis in the financial domain has been applied for a wide range of economic and financial fields [41] , such as market prediction [41, 42, 75] , box office prediction for movies [24] , analyzing consumer's attitudes toward certain brands [36, 54] , determining a financial blogger's sentiment toward companies and their stock [57] and detecting crisis [72] . Both machine-learning methods [57, 59] and lexicon-based [36, 54] have been used. Lexicon-based approaches have been usually focused on the coarse-grained analysis of sentiment expressed in the text which is not sufficient to detect and classify the polarity of sentiments expressed within the financial domain. This is due to the fact that financial documents include expressions containing sentiment that might not be related to the companies of interest [80] . Recently, machine-learning approaches have been designed to address the problems above trying to detect in a fine-grained manner the expressed sentiments in a given sentence and understand the involved entities, holders and topics [57, 61, 80] .
This means that a fine-grained approach to sentiment analysis, which detects the topic of the expressed sentiment, enables us distinguishing positive sentiment about a certain company from negative sentiment in a much more reliable way than coarse-grained approaches that take into account the whole sentence. The choice of a fine-grained schema is justified by the hypothesis that in financial news articles, not all expressions of sentiment are related to the companies in question. For example, in the following sentence: The Be l20 gained 0.6% to 2130.19 points, despite the decrease in the stock price of Delhaize (− 5.8%, 29.50 euro) due to dividend payment, the positive sentiment word gained is detected. It expresses positive sentiment toward the Bel20 entity, but it is irrelevant to the company Delhaize. This type of imprecision frequently occurs when employing coarsegrained supervised approaches.
Many approaches in sentiment analysis within the financial domain still do not fully leverage lexical and semantics resources such as WordNet [26] , FrameNet [6] , BabelNet [56] . Rather, most of them focus on preprocessing the noninformative words and symbols in text or on detecting "lexical" terms by exploiting principles of lexical cohesion [15, 78] . The work we propose in this paper leverages semantics to aim the polarity detection task of sentiment analysis within the financial domain.
Although previous studies tried to integrate a semantic abstraction layer [42] , there are not many works that have fully exploited semantics for the sentiment analysis problem in the financial domain. To the best of our knowledge, we are among the few to fill this gap by grasping common-sense knowledge bases and semantic networks in order to add a deep understanding of sentiments and opinions from natural language expressed by means of user-generated data. By leveraging frame-based ontological resources such as Framester [31] , a wide coverage hub of linguistic linked data standardized using frame semantics, we take advantage of the usage of semantics for sentiment analysis and we prove that this is a benefit for the financial domain too. Framester has already successfully applied to the sentiment analysis polarity detection task (although not fine-grained) within social and news media [23] and in this paper we focused on the question whether (i) Framester could benefit the financial domain and (ii) for the fine-grained polarity detection task.
The proposed approach has been evaluated on two datasets: the first one consists of a collection of financially relevant microblog messages from Twitter 1 and StockTwits 2 , while the second one consists of news headlines. Both datasets have been proposed as training data for SemEval 2017 task 5 3 [12] , that aims at catalyzing discussions around approaches of semantic interpretation of financial texts by targeting a concrete sentiment analysis task, which identifies bullish (optimistic, believing that the stock price will increase) and bearish (pessimistic, believing that the stock price will decline) sentiment associated with companies and stocks.
More in detail, the task we targeted in the challenge and in this paper aims at predicting the sentiment score of each company/stock mentioned in a given text instance. Scores are continuous numbers with values in [− 1; + 1] where − 1 means very negative/bearish and + 1 very positive/bullish. Neutral sentiments are labeled with a sentiment score equal to 0. As detailed later in Sect. 6, our fine-grained approach relies on specific substrings of the message which we call spans and allows outperforming the coarse-grained approach which has been applied using the whole text of the microblog message.
A supervised approach trained by five machine-learning classifiers is introduced to tackle the task above mentioned. We boost the training steps of the machine-learning classifiers with semantic features obtained by frame-based ontological resource using replacement and augmentation techniques. Moreover, we leverage Apache Spark to deal with user-generated big data and to have a system scalable as we plan to add in the future further data. The resulting approach is shown to perform better when semantic features are used in terms of cosine similarity. One more comparison is performed between our supervised approach employing Framester semantic features and existing semi-supervised and unsupervised approaches using SentiWordNet [5] and SentiWords [35] features combined with K -means and Latent Dirichlet Allocation [8] .
Therefore, the contributions of our paper are listed in the following:
-we show that fine-grained approaches to sentiment analysis are particularly useful within the financial domain, since financial documents often reveal both positive and negative trends, so that it becomes crucial to determine the entity which the sentiment score relates to; -we leverage a frame-based ontological resource, Framester, to extract semantic features (BabelNet synsets and semantic frames) for fine-grained polarity detection within the financial domain and prove that our approaches outperform the baselines (without semantic features); -we perform augmentation and replacement techniques in combination with the semantic features extracted with Framester within the financial domain and prove that augmentation outperforms the replacement; -we propose an approach that can be included on top of any supervised system performing classification or regression; in fact, the augmentation technique just expands the text of the input dataset with semantic features and the classification/regression can be performed afterward; -we obtain high values and rank within the Task 5 "FineGrained sentiment analysis on Financial Microblogs and News" of SemEval 2017; -we carried out our performance evaluation and obtained high results with the focus on the financial domain; -we compare our supervised approach against semisupervised and unsupervised method using SentiWordNet and SentiWords and prove how the former outperforms the latter; -we develop our approach on top of Apache Spark and the code is freely available on GitHub under GPLv3 license: https://github.com/UnicaSSA/FineNews.
The remainder of this paper is organized as follows: Sect. 2 presents a summary of the existing Sentiment Analysis approaches in social media platforms in general and then more specifically within the financial domain. Sect. 3 includes the tools (included the frame-based ontological resource we have leveraged) we have used for the task of sentiment analysis on financial user-generated data. Sect. 4 details the financial data we have used for our experiments and how they have been prepared. Sect. 5 presents the method used to conduct the sentiment analysis. In this section, issues related to feature extraction and semantics enhancement are presented. Sect. 6 presents how we employed the five machine learning algorithms Linear Regression, Lasso Regression, Ridge Regression, Random Forest and SVR for automated sentiment analysis and present results. We further compare the performances of these methods for our two datasets with unsupervised approaches based on SentiWordNet and SentiWords. Finally, Sect. 7 concludes the paper and announces new insights for future work.
Related work
We first present existing work in sentiment analysis in social media platforms and then place our work in context of existing approaches of sentiment analysis within the financial domain and existing techniques employing Semantic Web.
Sentiment analysis in social media platforms
With the rapid growth of user-generated data from social media platforms such as social networks, blogs, wikis, social tagging systems, understanding the user-subjective perceptions is becoming a necessity. Along with the development of natural language processing techniques, sentiment analysis and opinion mining of user-generated content are becoming one of the most active area incorporating social computing techniques to understand big data at semantic levels.
Sentiment analysis is considered a classification problem with a special interest in the polarity detection of texts into positive, negative or neutral. Several approaches have been proposed to solve polarity detection within microblogs ranging from supervised approaches [1, 7, 13, 23, 38, 44, 58, 60] , unsupervised approaches [53, 55, 68, 70, 82] to hybrid ones [50, 52] .
The supervised approaches use a wide range of features and labeled data for training sentiment classifiers, such as bag of words [60] , n-grams with part-of-speech (POS) tags [38, 58] , micro-blogging features [1, 7, 44] , hashing features [13] . All supervised approaches suffer from the problem of domain dependency on annotated training data. To overcome this problem, some unsupervised approaches were proposed. Most of them are lexicon-based and make use of pre-built lexicons of words weighted with their sentiment orientations to determine the overall sentiment of a given text [53, 55, 68, 70, 71, 82] . Although their ability to solve the shortcoming of domain-dependency, unsupervised approaches did not overcome supervised approaches in terms of accuracy. Hence, few hybrid approaches, that combine both supervised and unsupervised methods, emerged [50, 52] .
All works mentioned above were focused on the use of four types of features: n-grams, lexicon-based, POS and micro-blogging features. Moreover, authors in [74] introduced a Sentiment Treebank, the first corpus with fully labeled parse trees that allow for a complete analysis of the compositional effects of sentiment in language (the reader notices that in our proposed approach we have not taken into account the compositional effects of the sentiment).
However, it has been argued that sentiment in text is not always associated with individual words, but instead, through relations and dependencies between words, which often formulate sentiment [69] [70] [71] . Therefore, a new type of features for sentiment analysis has been explored called semantic features aiming to handle meanings and semantics which are crucial for understanding sentiment. In this direction, some works start to emerge [50, 55, [69] [70] [71] . But, this current state of the art is still in its early stage toward an effective natural language understanding. To overcome this problem of lack of semantics, researchers are more and more tending to grasp common-sense knowledge bases and semantic networks to accomplish Semantic sentiment analysis. This leads to the sentic computing which brings a breadth and depth to the natural language analysis in terms of affective ontologies and common-sense reasoning tools, which enable the analysis of text not only at document-, page-, or paragraph-level, but also at sentence-, clause-, and concept-level [10] .
Taking into account the benefit of sentic computing in fine-grained sentiment analysis, some researches have been developed, aiming at a deep understanding of sentiments and opinions from natural language and tackling the problem of the explicit and implicit, regular and irregular, syntactical and semantic rules proper of a language. To this end, Cambria et al. [9, 11] have presented SenticNet which is a publicly available resource for opinion mining built exploiting artificial intelligence and Semantic Web techniques, allowing a deeper and more multi-faceted analysis of natural language text. Later on, SenticNet has been incorporated with ConceptNet [48] to present an opinion-mining engine built by Raina in 2013 [61] that performs fine-grained sentiment analysis to classify sentences in news articles as positive, negative or neutral.
Recently, in the same context, Reforgiato Recupero et al. [34, 64, 67] have presented Sentilo, a novel sentic computing system for sentiment analysis that combines natural language processing techniques with knowledge representation and makes use of affective knowledge resources such as SenticNet [11] , SentiWordNet [5] and SentiloNet [67] .
Moreover, the Workshop on Emotions, Modality, sentiment analysis and the Semantic Web co-located with the ESWC conference has reached its fourth edition [18, 19, 32, 65] and has welcomed and hosted several works which are hybridization of Natural Language Processing techniques with Semantic Web technologies [21] . Within the same conference, a dedicated challenge on Semantic sentiment analysis [17, 62, 63, 66] has been carried out since 2014 and looked for competing systems such as [3, 25] , which exploited Semantic Web technologies for basic and particular sentiment analyses tasks (e.g., polarity detection, aspect-based polarity detection, subjectivity VS objectivity.).
Building on the finding of the sentic computing approaches cited above, we present our work and we place it within the financial domain. The sentic computing is guaranteed by means of Fillmore's frame semantics [28] , and semiotics [30] , and by reusing of ontological resources including OntoWordNet [33] , DOLCE-Zero [45] , Yago [76] , DBpedia [4] , and others.
Sentiment analysis within the financial domain
Sentiment analysis in the financial domain is quickly becoming a prominent research topic, as it has been shown that news and media can deeply affect the market fluctuations and provide a powerful method for predicting the market dynamics as well as understanding consumer's attitudes toward specific brands [39] . As shown in [80] , indeed, news can have a great impact on the stock markets and, in this context, sentiment analysis can be used to predict market fluctuations. Most of existing work has focused on sentiment extraction from traditional finance news. However, tweets and microblog messages are increasingly drawing research interest due to their free availability and the high level of subjectivity which is often typical of this kind of textual messages.
Sentiment analysis has been successfully used for a wide range of economic and financial fields [41] , such as market prediction [22, 41, 42, 75] , determining the sentiment of financial bloggers toward companies and their stock [57] , analyzing consumer's attitudes toward certain brands [36, 54] and box office prediction for movies [24] .
In the context of topic-based sentiment analysis within the domain of financial blogs, Ferguson et al. [59] have presented approaches aimed at enabling the classification of document-level sentiment polarity, by leveraging the use of paragraph-level annotations. As these paragraph annotations relate to a more specific area of the document than the annotations at the document level, they can be used for providing more accurate information which can be exploited by machine-learning approaches. In the same area, O'Hare et al. [57] developed a corpus of financial blogs, annotated with polarity of sentiment with respect to several companies. Then, they propose text-extraction techniques to create topicspecific sub-documents, which can be used to train sentiment classifiers.
In [54] , an expert-predefined lexicon including around 6800 seed adjectives with known orientation is applied to determine the user sentiments toward well-known brands such as Nokia, T-Mobile, IBM, KLM and DHL. Similarly, Ghiassi et al. [36] developed a Twitter-specific lexicon for sentiment analysis. Their work focuses on the role of social media in the business environment and has been applied on a large data set consisting of more than 10 million brandspecific tweets. The study shows that the lexicon provides improved corpus coverage and sentiment analysis performance.
More recently, Li et al. [46] have further explored how sentiment analysis allows predicting news impact on the stock price return. They conduct experiments on 5 years historical Hong Kong Stock Exchange prices and news articles, relying also on external resources such as the Harvard psychological dictionary and Loughran-McDonald financial sentiment dictionary [49] . Results show that at individual stock, sector and index levels, the models with sentiment analysis outperform the bag-of-words model. The same authors have also shown that predictions based on summarizations can effectively outperform predictions based on full-length articles [47] .
The impact of news and media on stock prices has also been evaluated by means of unsupervised approaches such as Latent Dirichlet Allocation [27] . Similarly, assuming that news articles have impact on stock market, authors in [40] took financial news articles about a company and predicted its future stock trend with news sentiment classification. Among the first works leveraging semantics and more advanced text mining methods for sentiment analysis in the financial domain, Khadjeh Nassirtoussi et al. [42] have introduced a method for FOREX prediction through text mining of news. This work embodies semantics through a Semantic Abstraction Layer, thereby addressing the co-reference problem, which occurs when two or more words in a text corpus refer to the same concept. The work also makes use of sentiment analysis techniques through a Sentiment Integration Layer, which introduces a sentiment weight that reflects investors sentiment while reducing the dimensions by eliminating those that are of zero value in terms of sentiment.
Following this research line, the work outlined in this paper aims at leveraging well-known semantic resources such as FrameNet [6] , WordNet [26] and BabelNet [56] to fully incorporate semantics in Sentiment Analysis within the financial domain.
Material
In this section, we detail all the resources we have used to develop our fine-grained sentiment analysis approach in the financial domain using frame semantics and BabelNet synsets, and the big data framework we have leveraged for parallel computation. To do so, we exploit four different resources: (i) Framester as a semantic linguistic knowledge base, (ii) a natural language processing library (Stanford CoreNLP), (iii) Apache Spark as a general engine for big data processing, and (vi) Weka as a machine-learning software.
Framester
Framester 4 [31] is a frame-based ontological resource, which acts as a hub between several linguistic resources such as FrameNet 5 [6] [45] , and other resources as well and it provides a wide coverage and formal linkage of lexical and factual resources. 4 http://framester.com/.
5 https://framenet.icsi.berkeley.edu/.
6 https://wordnet.princeton.edu/.
7 https://verbs.colorado.edu/~mpalmer/projects/verbnet.html. 8 http://babelnet.org/.
9 http://wiki.dbpedia.org/.
10 http://www.yago-knowledge.org/.
11 http://www.loa.istc.cnr.it/old/DOLCE.html.
Framester applies a rigorous formal treatment for Fillmore's frame semantics, enabling full-fledged OWL querying and reasoning on a large frame-based knowledge graph. It leverages the wealth of links to create an interoperable predicate space formalized according to frame semantics [28] , and semiotics [30] . Framester uses WordNet and FrameNet at its core, expands it to other resources transitivity, and represents them in a formal version of frame semantics.
Framester includes a word sense disambiguation module for the handling of the frames which has been called Word Frame Disambiguation (WFD). This represents a novel approach to frame detection and its goal is to perform a complete coverage of the frames evoked in a sentence.
We have employed Framester in this work to extract semantic features such as semantic frames and BabelNetproviding core natural language analysis which consists in converting the raw input text in an annotated and structured representation.
Stanford CoreNLP is then an integrated framework providing a wide range of natural language analysis tools through the Stanford Core Natural Language Processing Library. 13 Each functionality is provided by a specific module.
We have employed the CoreNLP library in our approach. In particular, we perform tokenization (through the TokenizerAnnotator) and lemmatization (through the MorphaAnnotator).
Tokenization consists of dividing a text into a sequence of tokens, which corresponds to words. The English component provides a PTB-style tokenizer, extended to reasonably handle noisy and web text. The tokenizer serves the character offsets of each token in the input text [51] . Lemmatization consists of generating the lemmas (base forms) for all tokens in the annotation. The MorphaAnnotator is used to generate the word lemmas for all tokens in the corpus [51] .
12 http://stanfordnlp.github.io/CoreNLP/.
13 http://stanfordnlp.github.io/CoreNLP/api.html.
Apache spark
Apache Spark 14 [83] is an open-source cluster computing framework that provides high-level APIs in Java, Scala, Python and R, and an optimized engine that supports general execution graphs. In addition, it supports a rich set of higherlevel tools including SparkSQL 15 for SQL and structured data processing, MLlib 16 for machine learning, GraphX 17 for graph processing, and Spark Streaming 18 for streaming analytics. Apache Spark has been chosen mainly for two reasons: (i) its speed of computation, and (ii) its scalable library MLlib for machine learning as we run experiments with 5 different machine-learning algorithms using 7 different features set applied for two different datasets.
As we are performing a fine-grained, supervised sentiment analysis task, which is defined first as a natural language processing task and then as a classification problem, we will consider the following two functionalities of Spark: (i) extracting, transforming and selecting features, and (ii) classification and regression. For the classification task, we have used the MLlib APIs.
MLlib it is the Spark's machine-learning library that makes practical machine-learning scalable, fast and easy. It consists of common learning algorithms and utilities, including classification, regression, clustering, collaborative filtering, dimensionality reduction.
Since MLlib simplifies large-scale machine-learning pipelines including classification, we planned to use different classification and regression algorithms developed on top of MLlib core such as logistic regression, linear regression, lasso (Least Absolute Shrinkage and Selection Operator) regression and decision trees.
Weka
Weka [73] 19 is a framework which consists of a set of machine-learning algorithms for data mining problems. It includes APIs and tools for data preprocessing, classification, regression, clustering, association rules and visualization.
We employed Weka and its APIs for support vector regression (SVR) as it is not directly embedded within the MLlib APIs of Apache Spark and, therefore, we had to call it as an external program from the developed Apache Spark software using the pipe 20 feature.
Financial data description
This section contains the description of the two datasets (see Table 1 ) we have used to test our algorithms for the sentiment analysis task we propose in this paper. We remind that our task aims at identifying bullish (optimistic, believing that the stock price will increase) and bearish (pessimistic, believing that the stock price will decline) sentiments associated with stocks and companies by predicting a continuous number in [− 1, + 1]. The two datasets have been taken from SemEval-2017 Task 5. They are:
-microblog messages which consist of StockTwits and Twitter messages; -news statements and headlines which consist of sentences taken from news headlines as well as news text.
Annotations for these two datasets have been provided by the organizers of the task 5 of SemEval-2017. Some information the two datasets are given in the following subsections whereas further details about the annotation process can be found here [12, 29] .
Microblog messages dataset
The microblog messages dataset contains a set of microblog messages from Twitter and StockTwits within the financial domain. StockTwits messages are related to stock market events and typically contain references to cashtags, which are company stock symbols.
Cashtags are represented by a stock symbol preceded by the character "$". For instance, the cashtag $AMZN stands for Amazon, while $GOOGL refers to Google.
Each element in the dataset contains the following information:
-source Twitter or Stocktwits; -id identifies the unique Twitter or StockTwits message ID; -cashtag identifies the stock ticker symbol that the sentiment and span relate to; -spans a list of strings from the message which express sentiment; -sentiment a floating-point value between − 1 (very bearish/negative) and + 1 (very bullish/positive). The graph in Fig. 1 shows the statistical distribution of the sentiment scores of these messages.
The annotation is carried out in such a way that the sentiment reflects the point of view of an investor. As far as the statistics are concerned, the overall number of microblog messages is 1694, where 1086 are positives, 581 are negatives and 27 are neutral.
Quality assessment on the annotations has been performed in a similar way to [79] .
News headlines dataset
The second dataset we have used to test our algorithms is represented by a set of sentences extracted from news headlines and news text (e.g., AP News, Reuters, Forbes and Handelsblatt) within the financial domain. Each element in the dataset has been annotated with the following information:
-id unique ID of the instance in our data; -text text content of the headline; -company company that the sentiment relates to; -sentiment a floating-point value between − 1 (very bearish/negative) and 1 (very bullish/positive) denoting the sentiment expressed toward the company. 0 denotes neutral sentiment.
Similarly to the microblog messages dataset, quality assessment on the annotation has been conducted as described in [79] . The dataset contains 1142 messages, where 653 are positives, 451 are negatives and 38 are neutral. Figure 2 shows the statistical distribution of the sentiment scores of these messages.
Fine-grained, supervised sentiment analysis
The goal of the proposed approach is to take as input microblog messages or news headlines and predict the sentiment of the stocks or companies there mentioned by giving a precise, fine-grained assessment of the sentiment within the financial text. In Fig. 3 , our pipeline for detecting the fine-grained sentiment score is shown. In our work, the sentiment classification is considered to have four major phases, namely:
-Preprocessing, -Feature extraction, -Machine learning, and -Evaluation
Preprocessing
Preprocessing consists in tokenization, stop-word removal and lemmatization. This step will produce the input for the feature extraction phase. Next, the evaluation is executed after the machine learning phase and it aims at assessing the training model.
Feature selection
For each input message (microblog or news headline), we prepare a vector of features. There are three main kinds of categories that we have considered: (i) lexical features (n-grams), (ii) semantic features (BN synsets and semantic frames) and (iii) a combination of the lexical and semantic features. It follows that we defined seven classes of features which can be seen in Table 2 . The reader notices that f 1 corresponds to our baseline which does not include any semantic features (included with augmentation or replacement strategy). In order to perform a comparison between our supervised approach and some unsupervised, besides the three classes of features defined above, we also applied SentiWord- Net 21 and SentiWords 22 synsets. In the rest of the section, we will give details of each of the five kinds of features.
Lexical features
In this work, we use n-grams as lexical features. Before extracting n-grams we first perform tokenization and stopword removal. We employ Stanford CoreNLP to tokenize and lemmatize the text of the microblog messages and news 21 http://sentiwordnet.isti.cnr.it/. 22 https://hlt-nlp.fbk.eu/technologies/sentiwords.
headlines. Then we remove the stopwords using Stanford CoreNLP stop-word list. 23 The reader notices that we have removed the words "up" and "down" from the Stanford CoreNLP standard stop-word list as they are main keywords related to the financial domain and may suggest sentiments on the stocks and companies. To give an example, several instances of our datasets included expressions such as "up almost 11% now". Obviously, in such examples, the word "up" gives important information about the sentiment of the underlying message. Please note that using Stanford CoreNLP stop-word list with our tweak allowed us achieving better results (even with respect to not using it).
Once the tokenization and stop-word removal steps have been performed, the lexical feature-vector is created for each text instance of our collection. The vector includes (i) unigrams that have been created after the lemmatization step and (ii) bigrams and 3-grams obtained by using Spark APIs, in particular the class org.apache.spark.ml.feature.NGram 24 . We use a semantic replacement method to incorporate semantic features into the classifier. Semantic replacement means replacing lexical features (n-grams) by semantic features (BN synsets and/or semantic frames). In other words, instead of using the textual representation of a message or news headline, we substitute them by BN synsets, semantic frames or both of them (BN synsets+semantic frames).
Semantic features
In the following, we will explain how we have enriched our datasets with the semantic features. First of all, we will give an example of the output returned by Framester APIs with the following news headline: "US cancels Arctic offshore lease sale after Shell drops interest". Figure 4 shows such an output.
When creating the dataset consisting of just semantic frames, we would therefore replace the text of the news headline above with the following text formed by the list of semantic frames activated by each word within the news headline:
Locative_relation W eapon Body_movement Change_ posture.
When creating the dataset consisting of BabelNet synsets, we would replace the text of the news headline with the following text formed by the list of BabelNet synsets corresponding to words of the news headline: s00084455v s00005461n s00107776a s00050443n s00068915n s00071003n s00087364v s00047080n.
When preparing the dataset including semantic frames and BN synsets, we would include both the semantic frames and 25 https://github.com/framester/Framester/wiki/FramesterDocumentation. 26 http://www.wikipedia.org/.
the BN synsets as follows:
Locative_relation W eapon Body_movement Change_ posture s00084455v s00005461n s00107776a s00050443n s00068915n s00071003n s00087364v s00047080.
Combination of lexical and semantic features
This consists of augmenting the original n-grams feature space (lexical features) with the semantic features (BN synsets and semantic frames) as additional features for the classifier training in three different ways:
-augment the original lexical features (n-grams) with semantic frames; -augment lexical features with BabelNet synsets; -augment lexical features with both semantic frames and BabelNet synsets.
The size of the vocabulary in this case is enlarged by the introduced semantic features. In other words, we use a semantic augmentation method to incorporate semantic features into the classifier. This means instead of using only the textual representation of the message or the news headline, we augment it with BN synsets and/or semantic frames.
Given the example of news headline above (Fig. 4) , when preparing the datasets with all the features included (news headline, semantic frames and BabelNet synsets) we would expand the original news headline as follows: "US cancels Arctic offshore lease sale after Shell drops interest Locative_relation Weapon Body_movement Change_posture s00084455v s00005461n s00107776a s00050443n s00068 915n s00071003n s00087364v s00047080n".
SentiWordNet features
SentiWordNet [5] is a lexicon which consists of automatically annotated WordNet synsets according to their degree of positivity, negativity and neutrality, with a score ranging from − 1 to + 1. More in detail, while SentiWordNet annotates tuples of the form (lemma, PoS tag, sense number), for our experiments we consider the prior polarities for words in the form (lemma, PoS tag), computed averaging over all sense numbers. We compare our approach with an unsupervised approach based on the average polarity scores derived from SentiWordNet. Also, we experiment a clustering-based approach using features extracted from SentiWordNet, such as the sum of the positive scores, the sum of the negative scores and the average polarity of a message. 
SentiWords features
SentiWords [35] is a prior polarity lexicon generated from the posterior polarity scores of SentiWordNet, using an ensemble method aimed at maximizing both precision and coverage. The lexicon consists of 155000 pairs of the type (lemma, PoS tag), annotated with a prior polarity value in the range between − 1 and + 1. We extract from SentiWords the same features derived from SentiWordNet, in order to compare our methodology with lexicon-based unsupervised approaches.
Sentiment score granularity
We have employed SVM regression in order to come up with the quantitative (continuous number in [− 1,1]) sentiment score. The reader notices that the extracted features have different levels of impact in terms of the sentiment that they entail and, for this reason, we have represented those in a scaled manner by using TF-IDF. Then, it is key to understand the correlated words which affects the positivity or negativity of a message because the algorithms we will use learn to predict the score of a text instance from microblogs or news headlines based solely on presence/absence of words in the text instance. To do that. we employed the word-score correlation metric. Both TF-IDF scaling and the word-score correlation metric [20] are explained in the next two subsections.
TF-IDF scaling
Term Frequency-Inverse Document Frequency (TF-IDF) is a standard numerical statistic that reflects how important a word is to a document in a collection or corpus. It is often used as a weighting factor in information retrieval and text mining. The TF-IDF value increases proportionally to the number of times a word appears in the document, but is offset by the frequency of the word in the corpus, which helps to control for the fact that some words are generally more common than others.
Each feature in the feature-vectors of each microblog message or news headline is assigned a TF-IDF value at this stage. The scaling by TF-IDF is useful because the frequency of appearance of a word in a document and the corpus are important for a weighting schema to remain relevant to a context [42] . To compute TF-IDF, we use Apache Spark APIs.
Word-score correlation metric
In order to determine the positively and negatively correlated words, we use the word-score correlation metric presented in [20] . We note that a word could be unigram, bi-gram or 3-gram.
The correlation of a word w with the scores of a set of financial messages M (microblog messages or news headlines), denoted c(w, M), is defined by the following: to appear in documents with higher average scores and be absent from messages with lower average scores. Similarly, if a word is negatively correlated with message scores then it would tend to appear in documents with lower average scores and be absent from messages with higher average scores.
To see how this applies in the correlation metric defined above, notice that if a word w appears in a message m and the score of message m is above average, then both I (w, m) and S(m) − 1 |M| m ∈M S(m ) are positive, and the correlation goes up. Meanwhile, in the other two cases (when w is not in m and the score of m is above average and when w is in m and the score of m is below average), the terms have different signs and the correlation drops.
This metric reveals how much a word's presence/absence tends to cause a message's score to deviate from the mean on average. A large positive value indicates that the word tends to occur in reviews with above average scores and be absent from messages with below average scores, while a large negative value indicates the opposite. A value near 0 indicates that the word's presence does not tend to influence the score significantly in either a positive or negative direction. This metric implicitly tends to remove words that occur too rarely or too frequently to be useful for learning. Table 3 shows the top 30 positively and negatively correlated words over the entire set of microblog messages and news headlines separately.
Learning algorithms
We use five learning methods for our fine-grained sentiment analysis approach: a decision tree algorithm (Random Forest), a linear regression (LinearRegressionWithSGD), a Lasso regression (LassoWithSGD), a Ridge regression (RidgeRegressionWithSGD) and a Support Vector Regression (SVR).
The number of vocabulary words used by each learning algorithm is a parameter that is tuned by validation along with any other algorithm-specific parameters. Using the set V of vocabulary words, each message m is converted into a Boolean vector x = {x 1 , x 2 , . . . , x |V | } in which x i is true if and only if the ith vocabulary word appears in m. All of the learning algorithms presented in the following section used these Boolean vectors as input features. Thus, the algorithms learn to predict the score of a message based solely on the presence/absence of words in the message.
Random forest
Random Forest was developed as an ensemble approach based on many decision trees. Random Forest uses the Majority Vote method and returns the class with the highest number of votes. Random Forest uses the Bagging approach in building classification models. For a dataset M, with N instances and A attributes, the general procedure to build a Random Forest ensemble classifier is as it follows. For each candidate Decision Tree we build, a subset of the dataset, m, is sampled with replacement as the training dataset. In each decision tree, for each node a random subset of the attributes, a, is selected as the candidate attributes to split the node. By building K Decision Trees in this way, a Random Forest classifier is built. During the classification procedure, each Decision Tree in the Random Forest classifies an instance and the Random Forest assigns it to the class with the highest number of votes from the individual Decision Trees [81] . In our experiment, the Random Forest algorithm implemented in Apache Spark is adopted.
Linear regression
The linear regression algorithm attempts to learn a function f that maps input vectors to scores. It represents f by a linear combination of the input features:
We use a forward step-wise approach to set the weights and perform feature selection. Initially, w 0 was set to the mean message score. Then, input features were added incrementally until the desired number was reached. At each step, the feature that would reduce squared error most is selected. When added, its weight is set such that squared error would be minimized. The number of input features to include is determined by validation [20] . In our experiments, we use LinearRegressionWithSGD of Apache Spark.
Ridge regression
Ridge regression attempts to shrink the 2 norm of the predictors by minimizing the penalized residual sum of squares,
The exact solution to this minimization problem is the wellknown equation:
where I is the identity matrix and λ is a regularization constant. A numerical argument for using ridge regression over linear regression is by observing that the linear regression solver computes: However, A is often ill-conditioned and singular. Thus, inverting such a matrix would be numerically unstable. Ridge regression adds along the diagonal of A T A with a suitably chosen λ which effectively adds λ to the eigenvalues of A T A, thus those previously vanishing eigenvalues will no longer be zero [77] . In our experiments, the RidgeRegressionWithSGD in Apache Spark is adopted.
Lasso regression
The Lasso (Least Absolute Shrinkage and Selection Operator) Regression is a shrinkage method like the Ridge Regression, except that it uses 1 regularization on the predictors:
In our experiments, we adopt the LassoWithSGD of Apache Spark.
Support vector regression
Support Vector Machine Regression is a very specific class of algorithms, characterized by the usage of kernels, absence of local minima, sparseness of the solution and capacity control obtained by acting on the margin, or on the number of support vectors.
In SVM regression, the input x is first mapped onto a m-dimensional feature space using some fixed (nonlinear) mapping, and then a linear model is constructed in this feature space. Using mathematical notation, the linear model (in the feature space) f (x, w) is given by:
where g j (x), j = 1, . . . , m, denotes a set of nonlinear transformations, and b is the bias term. Often the data are assumed to be zero mean (this can be achieved by preprocessing), so the bias term is dropped 27 .
In our experiments, as support vector regression is not supported by Apache Spark, we used Weka.
Experiments
For the evaluation phase of our proposed approach, we have used the two datasets discussed in Sect. 4: the microblog messages dataset and the news headlines dataset. For the former, we have run the experiments two times: (i) using the whole text of the message and (ii) using only the spans related to the message which are defined as a list of strings from the message that express sentiment. The evaluation has been based on tenfold cross-validation, using cosine similarity as the performance metric.
As the sentiment score predicted by the learned classifiers lies on a continuous scale between − 1 and 1, cosine distance enables comparing the degree of agreement between gold standard and predicted results. At the same time, while not requiring exact correspondence between the gold and the predicted score, a given instance does not need to be identical in order to achieve a good evaluation result. The scores are conceptualized as vectors, where each dimension represents a stock symbol or company within a given microblog message or headline. Note that both vectors have the same number of dimensions as the stock symbols and companies for which sentiment needs to be assigned were given in the input data [37] . 27 http://kernelsvm.tripod.com/.
Cosine similarity is calculated according the following equation, where G is the vector of gold standard scores and P is the vector of scores predicted by the classifier:
In order to reward classifiers which attempt to answer all problems in the gold standard, the final score is obtained by weighting the cosine from Equation 6 with the ratio of answered problems (scored instances), as given in [37] :
The equation for the final score is the product of the cosine and the weight:
Results
The learning algorithms described in Sect. 5.4 have been applied on both the microblog messages dataset and the news headlines dataset. For the first dataset, feature extraction has been applied both on the whole text of the message and on spans, which in our case are included in the dataset as detailed in Sect. 4.1. The reader notices that our approach has been submitted to the SemEval 2017 task 5 and has competed with the other participants in the same task. Table 4 shows the final standings of all the systems where our approach is named mattia-atzeni and reports a difference of 0.075 with respect to the top-scoring system in the subtask about Microblog messages. Results are slightly lower for the subtask on financial news headlines, where the challenge received more valid submissions. Tables 5 and 6 list cosine similarity scores related to the microblog messages dataset, using, respectively, fulltext messages and spans. The reader notices that when using spans, our approach is still the same: we call Framester to obtain semantic features (frames and BabelNet synsets) and, with augmentation and replacement strategies, we created the seven features models f 1 , . . . , f 7 where f 1 is the baseline consisting of just spans. Even when using spans (smaller text than tweets), the semantic features extracted from Framester are meaningful enough to provide higher accuracy than the baseline. Table 7 outlines results achieved on the news headlines dataset.
As shown in Fig. 5 , the best results are achieved with microblog messages dataset, as it contains a more subjective source of information. On the other hand, news headlines need to remain more objective, thereby making the polarity of sentiment not explicit. Therefore, classification of people's sentiments in such scenario is crucial comparing to microblog messages which are more subjective. Even though we have used news headlines, which are more likely to express news articles orientations and journalists' opinions, microblog messages outperform in terms of subjectivity which makes them a valuable resource in sentiment analysis in the financial domain to track people's preferences. Indeed, the best result achieved on news headlines is equal to 0.655 and it is given by Support Vector Regression using a combination of lexical and semantic features, more precisely n-grams, BabelNet synsets and Semantic Frames. On the other hand, the same algorithm and feature combination yields a cosine similarity of 0.726 on the microblog messages dataset.
The reader notices that the scores listed in Tables 6, 7  and those we submitted at the SemEval challenge 2017 of  Table 4 are different because the former have been obtained using a tenfold cross-validation whereas the latter have been calculated according to the hold-out validation performed during the challenge.
This result has been achieved using specific substrings of the message (spans) while we generally get a slightly lower cosine similarity when using the whole text of the microblog message. A quick comparison between Tables 5 and 6 shows that results obtained using spans outperform the cosine similarity achieved using the whole text in each row, notably by 13.6% with Linear Regression algorithm using n-grams enriched with BN synsets ( f 5 ).
This effectiveness is clearly seen in Fig. 5 that shows the results on the three datasets using the Support Vector Regression algorithm.
Hence, we note a large difference in performance between text-level and sentence-level classifications. In our dataset, these segments denoted as spans are given. However, the approach is interesting and could be investigated in future work by developing techniques to extract most relevant segments for sentiment classification over different text levels.
The results in Tables 5 and 6 show that the use of Semantic Features allows to get better results for all the learning algorithms except for Random Forest. In this case, indeed, our baseline (n-grams which corresponds to f 1 of Table 2 ) keeps the best performance. This could be justified by the principle of decision tree algorithms where the rules are composed of words, and words have meaning, then the rules themselves can be insightful. More than just attempting to assign a label, a set of decision rules may suggest a pattern of words found in newswire prior to the rise of a stock price. The downside of rules is that they can be less predictive if the underlying concept is complex [41] . However, despite the best results obtained with Random Forest are given by the use of lexical features, the highest overall cosine similarity is achieved when using a combination of lexical and semantic features.
On the other hand, we note that semantic features do not improve performance on the news headline dataset, except for SVR. This, again, can be explained by considering that news headlines are a more objective source of information, while semantic features give better results when dealing with explicit sentiment.
However, generally speaking, the experimental results shown in Tables 5, 6 and 7 reveal that combining semantic and lexical features allow to largely improve the overall performance. Indeed, for all the three tables, the best cosine similarity is given either by semantic integration with BabelNet synsets ( f 5 ) or by semantic integration with both BabelNet synsets and Semantic Frames ( f 7 ). Also noteworthy is the fact that the SVR algorithm is the top performer in all experiments. This shows that regression approach for fine-grained sentiment analysis will likely be the best. Furthermore, our results comply with recent studies proving that different textual sources, depending on their characteristics such as length or use of grammar can significantly affect performance of sentiment classifiers [16] . In that work, in particular, authors have compared several research and industrial engines on an extensive experimental evaluation related to the document-level polarity detection problem performed on different textual sources (tweets, apps reviews and general products reviews) in both English and Italian.
Also, the reader notices that our proposed method is general and might be applied on top of any existing supervised systems addressing classification or regression problems. In fact, given a textual training and test set, it would be enough to extract using Framester the semantic features (e.g., BabelNet synsets and semantic frames), expand the datasets using the augmentation strategy, perform the learning step on the augmented training set and, finally, perform the classification/regression task on the augmented test set.
Unsupervised approaches
This section provides a comparative performance analysis between our supervised approach against existing unsupervised approaches. More in detail, we show that our system is capable of outperforming: -a simple unsupervised approach based solely on lexicons such as SentiWordNet [5] ; -a simple unsupervised approach based solely on lexicons such as SentiWords [35] ; -a binary unsupervised approach based on clustering, with features extracted from the same lexicons; -an unsupervised approach based on Latent Dirichlet Allocation [8] .
The question this section is trying to answer is whether an unsupervised approach, where our method cannot be used on top, can have chances to perform better in the financial domain and for the presented tasks. The first unsupervised technique we experiment is a lexicon-based approach. Our tests are based on two popular lexicons, namely SentiWordNet [5] and SentiWords [35] . In order to be consistent with our approach that predicts the polarity of each message or news headline by giving a real-valued score within the [− 1, + 1] range, for this first baseline we have predicted the average polarity score given by each lexicon, that is in the same range. To compare the achieved results with those obtained by our approach, we have taken only the scores reached with f 7 (n-grams + semantic frames + BN synsets), which represents the whole incorporation of the semantic features within the text representation of messages or news headlines. The results on both the datasets show that the performance of this unsupervised approach is poor. When using the average polarity predicted with SentiWordNet, we achieve a cosine similarity of 0.19 and 0.10, respectively, for the microblog messages dataset and the news headlines dataset. Results are slightly higher with SentiWords that allows reaching a cosine similarity of 0.33 for microblog messages and 0.38 for the news headlines.
To provide a more detailed comparison, we have also tested other unsupervised approaches based on clustering. In this case, we want to design an unsupervised approach capable of splitting the training data into two clusters, containing, respectively, the positive and negative messages. Hence, we first need to reduce the problem to a binary polarity detection task. To this end, we have taken out all the messages having a sentiment value in the [− 0.25, 0.25] interval, in order to keep only highly polarized messages. Next, we have trained the K -means algorithm, using different combinations of the features extracted from SentiWordNet and from SentiWords. The best results have been obtained using the sum of positive scores, the sum of negative scores and the average polarity score as features. K -means has been employed to classify the messages in two clusters: Cluster 0 for the positive class and Cluster 1 for the negative class.
On the one hand, when using features extracted from SentiWordNet, we have that, for the microblog dataset, Cluster 0 contained 700 positive messages and 393 negative messages, whereas Custer 1 included 176 positive messages and 62 negative messages. One straightforward consideration is that both clusters contained mostly positive messages. Hence, the unsupervised learner was not able to successfully classify positive and negative messages. For the news headlines dataset, the distribution was a bit different: Cluster 0 included 376 positive headlines and 280 negative headlines, whereas Cluster 1 contained 21 positive headlines and 35 negative headlines.
On the other hand, even the use of SentiWords does not yield satisfactory results. Indeed, on the microblog messages dataset, Cluster 1 only contains one negative message, while all the remaining instances (876 positive and 454 negative messages) are included in Cluster 0. Experimental results are better for the news headlines dataset: Cluster 0 contains 215 positive and 70 negative messages, whereas Cluster 1 contains 182 positive and 70 negative messages.
We have also trained a Latent Dirichlet Allocation (LDA) [8] model considering two topics: Topic 0 and Topic 1. About the statistics for this learner, we have that for the microblog dataset, Topic 0 included 445 positive messages and 231 negative messages, whereas Topic 1 had 431 positive messages and 224 negative messages. Again, differently from the first dataset, for the news headlines dataset, Topic 0 had 279 positive messages and 207 negative messages, whereas Topic 1 had 118 positive messages and 108 negative messages. As both topics are mixed, we noticed the poor performance of LDA to predict sentiment scores. The reason for that is because LDA does not work well for short documents. Moreover, LDA models a document as a mixture of topics and each word is taken from one of its topics. As for short documents only few words are available, the samples are not enough to correctly predict the parameters. Therefore, when working on smaller documents, the extra topic layer does not improve the overall classification. Thus, in the presence of short documents such as tweets or news headlines, it is really hard to break documents into topics. The overall comparison of our supervised approach against existing semi-supervised and unsupervised approaches is summarized in Table 8 . Results show that our approach based on semantic augmentation is significantly better within the financial domain. This is in line with the fact that leveraging common-sense knowledge bases and semantics adds a deep understanding of opinions and sentiment expressed in natural language.
Conclusion and future work
There are still several challenges within the sentiment analysis in several domains. In this paper, we have targeted the financial domain and proposed a supervised approach for fine-grained Sentiment Analysis which exploits a framebased ontological resource. The goal was the correct prediction of a continuous sentiment value in the [− 1, + 1] interval of each of the companies and stocks mentioned in the text instance of two datasets we have used: microblog messages and news headlines.
Three classes of features have been taken into account: lexical features, semantic features and a combination of them. Then, using these features, we have employed five machine-learning methods: one classification-based and four regression-based algorithms. We have provided a comparison of them. Moreover, our proposed approach when using semantic features achieved a cosine similarity of more than 72%.
For the microblog dataset, we have carried out two kinds of experiments: (i) using the whole text of each message, (ii) using only the spans of each message. We showed how the latter performed much better than the former. This indicates that it is possible to achieve large improvements over message-based sentiment classification using quite simple text-extraction approaches to extract the most relevant segments of the messages. In our dataset, these segments are already given in form of list of strings expressing sentiments and called spans. However, the approach is interesting and could be investigated in future work by developing techniques to extract most relevant segments for sentiment classification over different text levels.
Results on the second dataset were not that high with respect to the microblog dataset. Reasons we found lie in the high objectivity of the news headlines since the journalists need to remain neutral which makes the polarity of sentiment not explicit. Therefore, classification of people's sentiments in such a scenario is crucial compared to microblog messages which are more subjective where people use a huge number of opinionated sentences to freely express their opinions toward market stocks and companies.
Also, we have compared the results of our approach with semi-supervised and unsupervised methods using SentiWordNet and SentiWords and shown that our approach outperforms the others.
Last but not the least, the reader noticed that our proposed method, in particular the augmentation technique that expands the input dataset with semantic features extracted with Framester, is general and can be applied on top of any existing supervised method for classification or regression. More in detail, as one immediate future direction, we aim at embedding our method on top of several state-of-the-art approaches and analyzing the performances of the resulting method thus coming up with a framework and suggestions when our approach might bring benefits.
As further future directions, we would like to identify expressions that include implicit sentiment and identify other entities such as holders, aspects and topics in order to perform well aspect-based sentiment analysis tasks. Moreover, today there are several cognitive systems that rely on deep learning algorithms and neural networks to process information by comparing it to a teaching set of data. The more data the system is exposed to, the more it learns, and the more accurate it becomes over time, and the neural network is a complex tree of decisions the computer can make to arrive at an answer. We would like to investigate and explore cognitive computing systems (e.g., IBM Watson) to assess whether they can be leveraged to improve our analysis. Last but not the least, we would like to consider the compositional aspects of the language that drive the sentiment (which can easily put on top of our proposed approach), leverage the words and frames embeddings so that our approach becomes embedding-based, combine several classifiers in an ensemble and tune it to find the configuration that gives the best results comparing them with those of the presented paper. 
