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ABSTRACT
A competitive neural network known as the self-organizing map (SOM) is used to objectively identify
synoptic patterns in the North American Regional Reanalysis (NARR) for warm-season (April–September)
precipitation events over the Southern and Northern Great Plains (SGP/NGP) from 2007 to 2014. Classifi-
cations for both regions demonstrate contrast in dominant synoptic patterns ranging from extratropical
cyclones to subtropical ridges, all of which have preferred months of occurrence. Precipitation from de-
terministic Weather Research and Forecasting (WRF)Model simulations run by the National Severe Storms
Laboratory (NSSL) are evaluated against National Centers for Environmental Prediction (NCEP) Stage IV
observations. The SGP features larger observed precipitation amount, intensity, and coverage, as well as
bettermodel performance than theNGP. Both regions’ simulated convective rain intensity and coverage have
good agreement with observations, whereas the stratiform rain (SR) is more problematic with weaker in-
tensity and larger coverage. Further evaluation based on SOM regimes shows that WRF bias varies with the
type of meteorological forcing, which can be traced to differences in the diurnal cycle and properties of
stratiform and convective rain. The higher performance scores are generally associated with the extratropical
cyclone condition than the subtropical ridge. Of the six SOM classes over both regions, the largest precipi-
tation oversimulation is found for SR dominated classes, whereas a nocturnal negative precipitation bias
exists for classes featuring upscale growth of convection.
1. Introduction
In recent years, convection-allowing models (CAMs)
have been extensively used in both operational and re-
search environments to resolve the issue of convection
in the coarse resolution of numerical weather predic-
tion (NWP) models. With a horizontal grid spacing
# 4 km, convection is explicitly allowed and these high-
resolution models can better represent the evolution
and structure of mesoscale convective systems (MCSs;
Weisman et al. 1997) than coarse-resolutionmodels with
parameterized convection (Kain et al. 2008). This char-
acteristic makes CAMs appealing from numerous per-
spectives including operational forecasting, historical
case studies, and climate downscaling. While the number
of CAMs now being run is too long to list, efforts run
in support of the National Oceanic and Atmospheric
Administration (NOAA) Hazardous Weather Testbed
(HWT) Spring Forecast Experiment (SFE) include a
long-term, deterministic WRF CAM from 2007 to pres-
ent (hereafter NSSL-WRF), and the implementation of
multiinstitutional ensembles such as the Community
Leveraged Unified Ensemble (CLUE; Clark et al. 2018)
in 2016.Corresponding author: Xiquan Dong, xdong@email.arizona.edu
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Regardless of whether simulations are deterministic
or ensemble in nature, the detailed structures seen in
CAMs require careful considerations when applied to
forecast verification. As theoretically demonstrated by
Baldwin et al. (2001), a high-resolution forecast model
that has a storm spatially displaced may perform worse
than a coarse-resolution forecast for traditional verifi-
cation methods (Jolliffe and Stephenson 2011; Wilks
2011). This result has also been observed in a number of
model simulations. Using the University of Washington
version of the fifth-generation Pennsylvania State
University–National Center for Atmospheric Research
Mesoscale Model (MM5), Colle and Mass (2000) and
Mass et al. (2002) investigated precipitation in the Pa-
cific Northwest. They found that traditional verification
methods had large increases in accuracy as the grid
spacing was decreased from 36 to 12 km, but this rate of
improvement diminished as grid spacing was further
reduced to 4 km. This result has also been seen for larger
domains including the central United States using the
NCEP Eta (Gallus 2002) and WRF (Done et al. 2004;
Davis et al. 2006; Clark et al. 2007) Models. The main
reason for the worse performance of the traditional
evaluation methods in high-resolution models than their
coarse-resolution counterparts is the ‘‘double-penalty
effect.’’ As a result, newer verification methods are
needed for the quantitative evaluation of the high-
resolution models simulating convective features.
This issue is of special concern for regions such as the
Great Plains (GP) that receives the majority of its an-
nual precipitation during the warm season, with up to
60% of that total connected to MCSs (Ashley et al.
2003). From the perspective of the large-scale circula-
tion, the baroclinic structure induces strong water vapor
flux convergence over the central United States, result-
ing in a high frequency of convection (Wang and Chen
2009). Downscaling to the mesoscale, the low-level jet
(LLJ) plays an important role by transporting large
amounts of heat and moisture from the Gulf of Mexico
northward (Weaver andNigam 2008), whose interaction
with large-scale synoptic patterns and subsequent impact
on GP warm season precipitation has been categorized
into two types: one associated with the upper-level syn-
optic trough, and the other tied to North Atlantic sub-
tropical high (Weng 2000).
For the central United States including the GP, pre-
vious broad evaluations of precipitation have been
performed for different CAMs (e.g., Kain et al. 2008,
2010a,b; Lean et al. 2008; Roberts and Lean 2008;
Weisman et al. 2008; Clark et al. 2011) with different
emphases on precipitation characteristics including
timing, duration, evolution, distribution, and probabil-
ity. Several studies have also investigated precipitation
for the deterministic NSSL-WRF simulations discussed
herein. Herman and Schumacher (2016) examined ex-
treme precipitation events over the continental United
States (CONUS) and found that most skillful prediction
was associated with less extreme events (lower return
period) while performance was highest from 1200 to
1800 UTC. Regarding the convection initiation process,
a systematic eastward shift in NSSL-WRF forecasts was
found by Coffer et al. (2013), and this issue was more
prominent for cases with propagating, large-scale pre-
cipitating systems. In addition to the conventional eval-
uation practices, more recent CAM evaluation works
utilize the object-based approach that first identifies and
tracks the MCS objects at both the simulated and ob-
served fields, and then the precipitation and cloud prop-
erties are compared between the two MCS objects
over their entire life spans (e.g., Clark et al. 2014; Feng
et al. 2018).
By themselves, traditional or newer verification
methods do not determine the physical reasons or causes
of model deficiencies. Further, there is no guarantee that
methods will produce similar results over all times, re-
gions, or environmental factors as evidenced by vari-
ability in model performance (Fritsch and Carbone 2004;
Done et al. 2015; Surcel et al. 2016; Dey et al. 2016). As a
result, verification studies can be less useful to individuals
interested in the performance of models for forecasting.
Instead, alternative methodologies must be developed
to understand current CAM performance and identify
future efforts to improve these models. In Coffer et al.
(2013) for example, manual identification of 500-hPa
synoptic patterns determined biases were larger for
drylines associated with synoptic-scale wave activity
versus those in quiescent conditions. Goines and Kennedy
(2018) investigated spatial and temporal properties of
precipitation from a subset of the NSSL-WRF forecasts
(2010–12) and noted a positive bias of precipitation asso-
ciated with convection driven by diurnal heating. Over the
SouthernGreat Plains (SGP) of theUnited States, this was
offset by a nocturnal, negative bias, whereas biases were
predominantly positive over the Northern Great Plains
(NGP).
The segregation of model performance by meteoro-
logical regimes has been commonly used in the climate
modeling community where ample data allow for sepa-
ration of model performance by prevailing conditions or
synoptic patterns. In turn, this can provide insight into
model behavior (e.g., forcing mechanisms responsible
for evaluated events). From an NWP perspective, this
can also provide practical information to forecasters
regarding environments associated with model biases.
The complexity of regime-based analyses varies, ranging
frommanual selection (Lamb1959) to simple segregation
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by modeled or reanalyzed vertical motion (e.g., Tselioudis
and Jakob 2002) to clustering via neural networks (e.g.,
Marchand et al. 2006, 2009). Specifically over the GP,
Chen and Kpaeyeh (1993) utilized the synoptic-scale
environment to investigate the LLJ’s climate impact. A
‘‘fingerprint’’ pattern recognition technique was adopted
formajor weather events identification (Root et al. 2007).
VanWeverberg et al. (2018) used different cloud regimes
to analyze the surface radiation biases in NWP at the
Department of Energy (DOE) Atmospheric Radiation
Measurement (ARM) SGP site.
While a number of neural network clustering tech-
niques are available, self-organizing maps (Kohonen
et al. 1996) are now commonly used to type atmospheric
and oceanic patterns as reviewed in Sheridan and Lee
(2011) and Liu et al. (2006). Since these studies, an ad-
ditional 50 articles in AMS journals mentioned SOMs
in their titles. At the most basic level, the SOM is a
K-means clustering algorithm with a neighborhood
function included. This neighborhood function has two
goals. First, it allows clusters to be related to each other
in a two-dimensional sense, providing a visually intuitive
way to analyze results. Second, it impacts the training
process by weighting multiple clusters during the
classification process. The result is a topological map
with a range in clusters that span the original data space,
sacrificing some exactness for a continuum of patterns.
With patterns of more similarity closer together, less
emphasis is placed upon the user knowing the ‘‘correct’’
number of classifications in advance. Rather, the user
can investigate the topological map and make decisions
on what nodes are meteorologically relevant.
The purpose of this study is to expand upon the earlier
analysis of warm-season precipitation within the deter-
ministic NSSL-WRF simulations byGoines andKennedy
(2018). Rather than focusing on specific events, the long-
term nature of these simulations allows for an investi-
gation of CAM performance by atmospheric patterns,
allowing for an evaluation strategy that can be useful
as a form of pattern recognition. This was achieved
by using SOMs to identify meteorological states from
April to September 2007–2014 over the NGP and SGP
(Fig. 1). These regions were selected based upon the
gradient in precipitation bias noted in Goines and
Kennedy (2018).With latitudinal variations inmind, this
study will quantitatively evaluate the NSSL-WRF sim-
ulated precipitation for these regions by classified me-
teorological states, to provide robust statistical information
FIG. 1. NSSL-WRF domains and the NGP and SGP regions analyzed in this study. Blue boxes represent domains
for the classification of meteorological patterns, and the smaller red boxes represent the areas precipitation was
evaluated.
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with respect to large-scale synoptic patterns that can be
of use to the broadermodeling and forecast communities.
This paper is formatted as follows. In section 2, the
NCEP Stage IV observations, NSSL-WRF simulations,
and the SOM technique is introduced. This is followed
by additional methodology to describe howNCEP Stage
IV hourly precipitation data are separated into con-
vective rain (CR) and stratiform rain (SR) components
following a rainfall-rate criterion (RRC) method. In
section 3, the results of the SOMs for the SGP/NGP are
discussed, and NSSL-WRF simulations and Stage IV
observations are analyzed under different classified at-
mospheric patterns. The analysis mainly focuses on the
diurnal cycle, averaged precipitation intensity and cov-
erage, and separation of CR versus SR over both re-
gions. Four performance indices are developed for the
quantitative evaluation of NSSL-WRF precipitation
simulation under each SOM class. Finally, conclusions
and suggestions for model improvement are discussed in
section 4.
2. Data and methodology
a. NSSL-WRF simulation
NSSL has run a daily (0000 UTC), 4-km, determinis-
tic, Advanced Research version of WRF (WRF-ARW)
simulation in support of the SFE from 2007 to present.
Integrated over 36 h, the simulations have 35 vertical
levels and a time step of 24 s. Run as a singular domain,
initial and lateral boundary conditions were provided
by the North American Mesoscale Forecast System
(NAM) interpolated to a 40-km grid. While the domain
(encompassing most of the CONUS; Fig. 1) and core
(currently v3.4.1) have been updated over time, a unique
aspect of this set of simulations is a set of physical pa-
rameterizations that have had minimal changes. These
include the WRF single-moment 6-class (WSM6) mi-
crophysics parameterization scheme (Hong and Lim
2006), Dudhia (Dudhia 1989) and RRTM (Mlawer et al.
1997) radiation parameterizations for shortwave and
longwave radiation, and Mellor–Yamada–Janjic´ (MYJ)
planetary boundary layer scheme (Mellor and Yamada
1982).
b. Precipitation observation
Given the high-resolution nature of NSSL-WRF sim-
ulations, precipitation was compared to the National
Centers for Environmental Prediction (NCEP) Stage IV
multisensory analysis (Baldwin and Mitchell 1997; Lin
2011; Lin and Mitchell 2005). Although lower in resolu-
tion (hourly, 4-km grid spacing) compared to the
NSSL National Mosaic and Multi-Sensor Quantitative
(NMQ) Precipitation Estimation (QPE, Q2) system
(Zhang et al. 2011), manual QC of this product im-
proves many aspects of precipitation estimates such as
contamination by ground clutter (Lin and Mitchell
2005). Despite this QC effort, the NCEP Stage IV
precipitation product is not flawless as pointed out
by numerous studies (Schwartz and Benjamin 2000;
Stevenson and Schumacher 2014; Nelson et al. 2016;
Hitchens et al. 2013; Herman and Schumacher 2016).
Goines and Kennedy (2018) also identified other is-
sues including evidence of bright banding and beam
blockage when precipitation was accumulated over
sufficient time (e.g., multiple seasons). These latter
issues were not noticeable over the domains used in
this study.
c. Selection of regions of interest
To investigate the gradient in precipitation bias seen
in NSSL-WRF (Goines and Kennedy 2018), regions
investigated included points centered over the ARM
SGP site in Lamont, Oklahoma (36.68,297.58), and over
eastern North Dakota (47.08, 298.38; Fig. 1). Meteoro-
logical patterns were typed for 158 3 198 (latitude 3
longitude) regions surrounding these grid points (blue
boxes in Fig. 1). This domain allowed for pertinent
synoptic to meso-a-scale features to be investigated,
but minimized the impacts of higher terrain (Rocky
Mountains) on reanalysis fields. Precipitation was an-
alyzed for smaller regions (48 3 58, red boxes in Fig. 1)
centered within the larger domains. This was done to
help avoid issues related to displaced precipitation
in the CAMs and to ensure precipitation events were
centered within the larger-scale patterns. Other anal-
ysis regions (e.g., 18 3 18 and 28 3 2.58) were tested, but
correlations between daily accumulated NSSL-WRF
and NCEP Stage IV precipitation totals were highest
for the larger 48358 regions (0.86 vs 0.66 and 0.78,
respectively).
Since the primary goal of this work was to identify
regime-dependent characteristics of precipitation in
observations and model simulations, the analysis fo-
cused on precipitating days where domain-averaged,
accumulated precipitation fell within the upper 90%
of the cumulative distribution function (CDF) of this
property. This step was taken to strike a balance be-
tween sample size (adequate precipitating days) and
significance of impact (removal of drizzle, isolated
storms, etc.). SOMs were also created for all patterns
(precipitating or not) and higher CDF thresholds.
These tests demonstrated that (i) NSSL-WRF largely
produced precipitation during the correct atmospheric
states and (ii) similar albeit stronger patterns were
identified for higher thresholds.
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CDFs were calculated from ;1370 days that ob-
servations and NSSL-WRF simulations were available
during the warm-season (April–September) from 2007
to 2014. Precipitation threshold values of 3 and 2mm
resulted in 387 and 421 case days for the SGP and NGP,
respectively. Days were defined as periods from 1200 to
1200 UTC to align the analysis with the diurnal cycle of
convection. This also allowed for the evaluation of
0000 UTC NSSL-WRF simulations for forecast hours
12–36, safely removing early hours that may have been
prone to spinup issues.
d. The self-organizing map technique
SOMs can classify datasets with any arbitrary amounts
of dimensions into a 2Dmatrix named as the featuremap.
Through the iteration process, patterns of more similarity
are clustered together, forming a continuous spectrum
with the most dissimilar patterns found at the beginning
and the end of the feature map. SOMs mainly capture
nonlinearities in the input data and provide a visually
intuitive way to interpret results (Kohonen 1989). In this
study, SOMs were created to objectively classify atmo-
spheric patterns for the two regions. Because of the lim-
ited domain of the NSSL-WRF, the North American
Regional Reanalysis (NARR; Mesinger et al. 2006) was
used as input in a fashion similar to Kennedy et al. (2016).
Given that precipitation days were defined from 1200 to
1200 UTC, atmospheric patterns were classified from the
midpoint time at 0000 UTC, which also aligned with the
time period when convection frequently initiates over
these areas. To produce a classification that could be
quickly interpreted from model output and be useful to
forecasters, input variables include selected variables
within the lower and midlevels of the atmosphere.
These variables are mean sea level pressure (MSLP),
relative humidity (RH), and wind (u and y components)
at 900 and 500hPa, and 500-hPa geopotential height
anomalies. The choice of 900hPa avoided problems with
established surface biases in NARR (King and Kennedy
2019) while the use of height anomalies avoided issues
with classifications being biased by seasonal variability
in geopotential heights (Kennedy et al. 2016). Variables
were averaged from the 32-km grid spacing within
NARR to a 18318 grid to focus on larger-scale features
and to decrease the computational power needed to
create the SOMs. With 8 total variables and a 158 3 198
region surrounding each site, input vectors to train the
SOM were 2280 (15 3 19 3 8) elements long. All
variables were normalized to a common scale to
contribute equally to the SOMs. To increase the ro-
bustness of statistics and reduce the burden of analy-
sis, the original 28-class SOMs were averaged into
final 33 2 (6-class) SOMs in this study. A brief review
of SOM technique and detailed methodology are
presented in the appendix.
e. Separation of convective versus stratiform rain
Through the combination of the Next Generation
Radar (NEXRAD) network and the Geostationary
Operational Environmental Satellite system (GOES)
observations, Feng et al. (2011) developed a hybrid
cloud classification algorithm that objectively separates
the convective systems into the components of con-
vective core (CC), stratiform rain (SR), and anvil clouds
(AC). The SR regions have the largest coverage of
warm-season rainfall over the midlatitudes, while the
CC regions (corresponding to the precipitation type of
CR) account for the most intense precipitation (Cui
et al. 2019). Feng et al. (2012) also found that the CR
rain rate is almost an order ofmagnitude higher than SR,
causing a surge in accumulated precipitation within a
short time period and possibly resulting in flooding
events. Differences in statistical characteristics of CR
and SR have been investigated through a variety of
datasets, including space-borne satellite observations
[e.g., Tropical Rainfall Measuring Mission (Yang and
Smith 2006); GOES (Behrangi et al. 2009)], ground-
based radar observations [e.g., NationalMosaic andMulti-
Sensor Quantitative Precipitation Estimation (Stenz et al.
2014, 2016; Feng et al. 2011, 2012)], direct surface rain
gauge measurements (Giangrande et al. 2014; Wu et al.
2013; Tao et al. 2013), and aircraft in situ measurements
(Beard et al. 1986; Wang et al. 2015, 2016, 2018).
Since the differences between CR and SR are so ob-
vious, to understand whether simulated precipitation
and associated biases are SR or CR in nature, this study
separates these categories within NCEP Stage IV by
using a rainfall-rate criterion method, where CR grid
points within hourly precipitation can be identified if
greater than a certain threshold (e.g., 10mmh21 at 1-km
spatial resolution, Tokay and Short 1996; Nzeukou et al.
2004; Giangrande et al. 2014). The 10mmh21 RRC
threshold is suitable for hourly data with a spatial grid
spacing of 1 km but cannot be directly applied to Stage
IV data with 4-km grid spacing. Rosenfeld et al. (1990)
suggested that the optimal convective rain rate cutoff
should fall between 4 and 6mmh21 at this lower reso-
lution. In this study, grid points in Stage IV data greater
than 5mmh21 are identified as CR.
f. Construction of performance matrices
For quantitatively evaluating the precipitation simu-
lation on a high-resolution Cartesian grid, the uniform
verification method of comparing domain averages is
insufficient. As a result, a series of correlations and
correlation-based measures were developed to examine
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the ‘‘goodness of fit’’ for hydrologic and atmospheric
models (Legates and McCabe 1999), including correla-
tion coefficient (CC), normalized standard deviation
(NSTD), agreement index (AI), and ratio between
simulation and observation:
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where Wi and Si represent the simulated and observed
rainfall over each grid point, and a perfect simulation
would be one in the above variables.
3. Results
a. The Southern Great Plains
1) ANALYSIS OF SOM PATTERNS
The SGP is characterized by a variety of patterns re-
sponsible for precipitation events (Fig. 2). In the lee side
of the Rocky Mountains, the majority of classes have a
west–east gradient in humidity, representing drylines that
are common in this region (Fig. 2). Classes 1A–1C (along
the top rowof the SOM)have southwesterly 500-hPa flow
over the domain that transitions from a shortwave trough
associatedwith a surfacewarm front (classes 1A–1B), to a
stronger midlatitude cyclone underneath a larger-scale
trough with a stronger 500-hPa jet streak (class 1C). In
this latter class, the analysis domain fell within the warm
sector ahead of the low pressure center. In many ways,
these patterns are reminiscent of known patterns associ-
ated with severe weather and flash flood events for this
region (Maddox et al. 1979; Nielsen et al. 2015), although
it should be pointed out that the cases within this study
simply represent the upper 90% of precipitating days.
Along the bottom row (classes 2A–2C), 500-hPa flow
FIG. 2. Near-surface and midlevel analyses for the SGP SOM. MSLP is contoured with solid lines, 900-hPa RH
with filled contours, and 500-hPa geopotential height anomalies with dashed lines. The 900-hPa wind barbs are also
overlaid. Inset white boxes list the class number (1–6) and the number of cases per class.
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transitions to weaker states with winds either northwest-
erly (classes 2A–2B) or zonal (class 2C). Contrasting
classes 2A and 2B, the former category has a well-defined
shortwave trough at 500hPa suggesting stronger upper-
level forcing. At the surface, conditions within classes
2A–2C are more quiescent with low pressure to the west,
but with weaker pressure gradients and a dryline that
strengthens from left to right (classes 2A–2C) across
the SOM.
Examples of precipitation cases for each SGP class are
shown in Fig. 3, where classes 1A–1C have a common
feature of southwesterly wind with an upper-level
trough or low in the vicinity of the SGP analysis do-
main. Evidence of the surface extratropical cyclone can
be seen with the most intense precipitation occurring
east of this feature, forming a widespread precipitation
band over or near the study domain. As noted in pre-
vious studies (e.g., Wash et al. 1990; Schumacher
2017), these classes are most common in April to June
and September, which is in line with the climatology of
extratropical cyclones and statistics found in this study
(Fig. 4). In the broadest sense, these patterns are tied to
the location of the polar jet over this region. The polar
jet stream plays a significant role for the cyclogenesis
over the midlatitudes, especially from the east of the
Rocky Mountains to the west of the analysis domain. As
the jet stream intensifies in spring and early fall, a jet streak
formswith upper-level divergence, which efficiently pumps
air out of the vertical air column. In response to the di-
vergence aloft, a low pressure system is generated at the
surface.
Classes 2A–2B are characterized by northwesterly
flow at 500 hPa over the west of the SGP domain and
changed to near-zonal flow over the east of the SGP
domain that is also occurred in class 2C (Fig. 3f). In
addition to the difference in prevailing wind direction
between the classes, differences in the morphology of
daily accumulated precipitation are also apparent. The
examples shown for classes 2A–2B have less intense
precipitation around the periphery of a subtropical
ridge/high center, which is commonly known as a ‘‘ring
of fire’’ pattern (Galarneau and Bosart 2006). In the early
efforts that synthesize heavy precipitation events with
synoptic conditions (e.g., Maddox et al. 1978; Mitchell
et al. 1995), the pattern of ‘‘meso-high’’ has been associ-
ated with severe weather. Dominated by the subtropical
high pressure system, the air is most stable toward the
center of the high pressure, where a subsidence inversion
layer (capping inversion) is formed as a result of wide-
spread descending air. The near-surface layer is heated
and compressed by the high pressure but also trapped by
the subsidence inversion, so the formation of thunder-
storm is suppressed evenwith cold air aloft.However, this
inversion becomes weaker toward the edge of the high
pressure, which allows convection to occur with sufficient
moisture supply, thus a ring of precipitation can form at
FIG. 3. Examples of precipitation cases for each class within the SGP SOM: (a) class 1A: 14 April 2007, (b) class 1B: 26 April 2011,
(c) class 1C: 25 May 2011, (d) class 2A: 11 July 2008, (e) class 2B: 11 August 2011, and (f) class 2C: 13 May 2009.
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the periphery of the high pressure. Similar to this bottom
tier of classes, class 2C also has less intense precipitation,
and there is some evidence of a weak shortwave trough at
500hPa. Note that the original 28-class SOMs were av-
eraged to the 3 3 2 (6-class) SOMs, the shortwave fea-
tures are overwhelmed by averaging. As a result, the
SOM only displays zonal flow for class 2C.
The preferred periods of occurrence of each SOM
class are shown in Fig. 4. SGP precipitation cases are
most common during the months of May–June with 81
and 86 events, respectively, from 2007 to 2014. Other
months within the warm season had near-uniform
counts with 53–57 events recorded. As noted earlier,
classes with stronger surface and midlevel fields (e.g.,
classes 1A, 1C, 2C) have an increased likelihood of oc-
currence during the months of April-June and Septem-
ber in agreement with other studies that have classified
atmospheric patterns over this region (Marchand et al.
2006, 2009). This also aligns with the climatology of
severe weather over this region. Class 1B, which features
the highest 900-hPa RH in association with a warm front
also has an increased number of classes during these
months although the patterns also occur from July to
August. Classes 2A and 2B, which have northwest flow
aloft over weaker surface patterns, are predominately
summer patterns that are most frequent during June–
September. Although surface patterns are less distinct in
these classes, northwest flow events are known to pro-
duce severe weather episodes in this region during the
summer (Johns 1984). Broadly speaking, one dimension
of the SOM feature map (top vs bottom) captures the
seasonal variability from spring to summer.
2) ANALYSIS OF THE DIURNAL CYCLE
The diurnal cycles of daily average precipitation rate
over the SGP study domain are compared between
Stage IV observations and NSSL-WRF simulations for
the SOMs (Fig. 5). Whereas the y axis of the SOM
demonstrates seasonal variability, the x axis (e.g., classes
1A/2A vs 1C/2C) shows an increase in the amplitude
of the diurnal cycle. A two-peak distribution is found
for classes 1A and 2A with a primary peak at sunrise
(0600 LT) and the secondary peak at sunset (1800 LT).
In contrast, the remaining classes have their peak rain
rate around midnight, a typical diurnal pattern docu-
mented over the Great Plains (e.g., Kincer 1916; Wallace
1975; Colman 1990a,b). This region receives the ma-
jority of precipitation and convective activity at night
during the warm season, which is not observed in other
regions globally (e.g., Dai 2001; Nesbitt and Zipser 2003;
Weisman et al. 2008). The lack of diurnal variation in
classes 1A and 2A implies that the predominant forcing
mechanism for these classes could be widespread SR
precipitation. This argument can be supported by the
synoptic patterns shown in Fig. 2, where these classes
are associated with higher relative humidity, residing
underneath a 500-hPa trough.
To visualize the contrast in diurnal precipitation varia-
tion, the daytime and nighttime averaged 12-h accumu-
lated precipitation amounts from Stage IV observations
and NSSL-WRF simulations, as well as their biases are
shown in Fig. 6. The corresponding domain-averaged
precipitation amounts are listed in Table 1. By compar-
ing Figs. 6a and 6d, no significant difference is found
FIG. 4. Monthly number of cases per class for the SGP SOM displayed in Fig. 2.
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between the day and night observed precipitation for class
1A (5.74 vs 5.30mm) and class 2A (4.38 vs 4.32mm),
whereas classes with more convective activity have
lower daytime but higher nocturnal precipitation
amounts (e.g., class 1B: 4.43 vs 7.09mm; class 2C: 3.08
vs 6.61mm). Moreover, the largest day/night contrast is
found in class 1C (2.46 vs 6.96mm) and class 2B (2.38 vs
5.55mm), which indicates notable upscale growth at
night (Figs. 5c and 5e). To reveal the significance of
day–night contrast, the Bayesian estimation supersedes
the t test (BEST; Kruschke 2013) method is performed
among the observations of each class. The quantity
examined is the differences between the observed
nighttime and daytime mean precipitation. For robust
statistical representativeness, the bootstrapping re-
sampling is applied to enlarge the sample size. The
P-value matrix (Table 2) shows that classes 1A and 2A
are significantly different from the rest of classes (P ,
0.05). This demonstrates that the well-documented GP
nocturnal maximum precipitation diurnal pattern is not
always true especially for events dominated by SR
(classes 1A and 2A, taking up to 28% of all pre-
cipitating events). By comparing the precipitation
patterns, the largest displacement is found in class 2C,
where the heavy precipitation band is greatly shifted to
the south in simulation. This shift is not seen for the rest
of classes, which may reveal the uniqueness of this
SOM pattern.
Comparing the NSSL-WRF simulations with Stage IV
observations, regime- and time-dependent biases are
seen (Fig. 5, Table 1). A negative nighttime bias is found
for all classes, while a positive daytime/early evening
positive bias is found for all classes except 1C and 2B. For
class 1A, the nocturnal bias is negligible, and thus the
model oversimulates precipitation over the entire day. In
class 1B, the positive bias carries over into the evening,
and this offsets a negative bias that begins at approxi-
matelymidnight local time. This characteristic is common
in the majority of the classes that demonstrate a large
negative bias during the night, whichwas also noted in the
study of Goines and Kennedy (2018). Even with explicit
convection, proper simulation of the nocturnal maximum
in precipitation remains a challenge in this CAM.
Through the examination of the BEST test results of
the nocturnal negative biases in NSSL-WRF, the mini-
mum P values are found associated with classes 1C and
2B featuring upscale growth in observation, and the
former can pass the t test with significance level of 0.05
(Table 2). The test results indicate the issue of under-
simulation in nocturnal precipitation is statistically sig-
nificant for those classes.
The timing of the bias provides insight into the forcing
mechanism. Focusing on the similarities between classes
1C and 2B, the peaks at 0200 LT correspond to the
largest nocturnal negative bias. The earlier precipitation
peaks in the NSSL-WRF simulations indicate that the
FIG. 5. Diurnal cycles of precipitation rate from Stage IV observations (solid lines) and NSSL-WRF simulations (dashed lines)
for (a) class 1A, (b) class 1B, (c) class 1C, (d) class 2A, (e) class 2B, and (f) class 2C of the SGP SOM. The local night is shaded gray from
1800 to 0600 LT.
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continuous upscale growth of convection during the
night may be to blame, and this is supported by the
Hovmöller diagrams shown in Goines and Kennedy
(2018) that had propagating streaks that ended too
early. Despite the negative biases of precipitation at
night, classes 1C and 2B have excellent agreement dur-
ing the day. That said, most of the classes (such as class
1B) have a well-defined phase shift with simulated
FIG. 6. Daily averaged, 12-h accumulated precipitation amount for (a),(d) Stage IV, (b),(e) NSSL-WRF, and (c),(f) bias for
NSSL-WRF 2 Stage IV during the day in (a), (b), and (c) and night in (d), (e), and (f) for each class in the SGP SOM.
TABLE 1. Daytime and nighttime 12-h accumulated precipitation amount (domain average; mm) fromStage IV observations, NSSL-WRF
simulations, their differences, and t-test scores for each class of the SGP and the NGP SOMs. The P values less than 0.05 are in bold.
Class 1A Class 1B Class 1C Class 2A Class 2B Class 2C
SGP Day Stage IV 5.74 4.43 2.46 4.38 2.38 3.08
NSSL-WRF 6.72 4.92 2.34 4.60 2.35 3.65
Difference 0.98 0.49 20.12 0.22 20.03 0.57
P value 0.3904 0.5141 0.8463 0.7653 0.9393 0.4417
Night Stage IV 5.30 7.09 6.96 4.32 5.55 6.61
NSSL-WRF 5.27 6.96 4.49 3.77 4.69 6.38
Difference 20.03 20.13 22.47 20.55 20.86 20.23
P value 0.9791 0.8944 0.0129 0.4599 0.2325 0.8559
NGP Day Stage IV 1.28 2.47 4.09 0.92 2.79 4.45
NSSL-WRF 1.50 3.00 5.00 0.91 3.84 5.36
Difference 0.22 0.53 0.91 20.01 1.04 0.92
P value 0.4916 0.2641 0.2310 0.9729 0.0286 0.2268
Night Stage IV 5.10 5.50 5.31 3.84 2.26 1.51
NSSL-WRF 4.71 5.85 6.72 3.41 2.57 2.55
Difference 20.39 0.34 1.41 20.44 0.31 1.04
P value 0.6417 0.6208 0.1555 0.3777 0.4527 0.0346
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precipitation peaking two hours early. The classes 1B
and 2C serve as the transitional patterns connecting
presumed SRprecipitation (classes 1A and 2A) and those
with nocturnal upscale growth (classes 1C and 2B).
3) ANALYSIS OF PRECIPITATION TYPE, INTENSITY,
AND COVERAGE
As mentioned in section 2, the RRCmethod was used
to segregate CR ($5mmh21) and SR (,5mmh21) grid
points, and these data are averaged within each SOM
class for intensity and coverage analysis (Fig. 7, Table 3).
In this study, the precipitation coverage is calculated
using the number of precipitating grid points divided by
the total number within the domain. For all precipitating
grid points, classes 1A and 2A have the lowest intensity
but largest coverage that is primarily dictated by SR.
Moving across the SOM, trends from classes 1A to 1C
and from classes 2A to 2C are seen in these properties.
The CR intensity and coverage for classes 1C and 2C
appear to be maxima while SR coverages decrease to
minima, indicating that convective activity plays a more
important role in these two classes that grow upscale
TABLE 2. The P-value matrix of each SOM class’s daytime/nighttime precipitation differences using the BEST method for the SGP
and NGP.
Class 1A Class 1B Class 1C Class 2A Class 2B Class 2C
SGP Class 1A 1 0.0121 0.0002 0.7215 0.0009 0.0102
Class 1B 0.0121 1 0.1466 0.0156 0.6095 0.5305
Class 1C 0.0002 0.1466 1 0.0001 0.2332 0.5383
Class 2A 0.7215 0.0156 0.0001 1 0.0001 0.0111
Class 2B 0.0009 0.6095 0.2332 0.0001 1 0.7738
Class 2C 0.0102 0.5305 0.5383 0.0111 0.7738 1
NGP Class 1A 1 0.3526 0.008 454 0.2366 3.473 3 1029 1.878 3 10214
Class 1B 0.3526 1 0.04624 0.8785 2.180 3 1027 1.532 3 10212
Class 1C 0.008454 0.04624 1 0.0431 0.0220 4.293 3 1026
Class 2A 0.2366 0.8785 0.0431 1 1.941 3 1028 3.414 3 10216
Class 2B 3.473 3 1029 2.180 3 1027 0.0220 1.941 3 1028 1 7.519 3 1025
Class 2C 1.878 3 10214 1.532 3 10212 4.293 3 1026 3.414 3 10216 7.519 3 1025 1
FIG. 7. Boxplots of (a),(b) precipitation intensity and (c),(d) coverage for (left) Stage IV and (right) NSSL-WRF for
each class in the SGP SOM. Total precipitation is given by white boxes while CR is red, and SR is blue.
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during the night. These results also provide a strong
support of the higher amplitude diurnal cycles for these
two classes observed in Fig. 5. The averaged CR and SR
intensities for all six classes are 10.54 and 1.11mmh21,
respectively, which is consistent to the finding in Feng
et al. (2012) where CR intensity is an order ofmagnitude
higher than SR. Conversely, the averaged CR and SR
coverages are 3.35% and 12.50% of the study domain,
respectively, where the SR coverage is almost four times
as large as the CR one.
Results for NSSL-WRF are shown in Figs. 7b and 7d,
along with the mean values, biases from observations,
and BEST P values between the two populations (Stage
IV and NSSL-WRF) listed in Table 3. For total precip-
itation, the issue of lower intensity but broader coverage
exists for each SOM class except for class 2B, which will
be discussed later. This issue is even more prominent for
SR, where larger negative biases in precipitation inten-
sity and positive biases in precipitation coverage are
found. For the CR component, deviations from obser-
vations still exist, but the overall magnitudes of intensity
and coverage match better than total precipitation and
SR portion. Through the BEST test between Stage IV
observations and NSSL-WRF simulations, the overall
P values for each class’s CR intensity and coverage are
all above the 0.05 significance level (except for class 1C
featuring nocturnal upscale growth whose CR simula-
tion significantly different from observation), indicating
the hypothesis that both observations and simula-
tions are from the same population cannot be rejected.
Meanwhile, significant differences in the biases for SR
component are proven for almost all classes except for
class 2A and 2B’s coverages. In summary, although the
simulated precipitation amounts have good agreement
with the observations as shown in Fig. 6, NSSL-WRFhas
weaker precipitation intensity but larger coverage, and
this discrepancy is more prominent for the SR portion.
In contrast, the CR intensity and coverage are better
simulated for each SOM class.
As mentioned above, class 2B differs from the other
classes by having a negative bias in precipitation cov-
erage for total (22%), CR (25%), and SR (21%),
whereas the remaining classes of simulations have large
positive biases in both the total and SR coverages. As
a result, the undersimulated nocturnal precipitation
amount (Fig. 5e) can be attributed to the missing pre-
cipitation coverage where the CR component (25%) is
more to blame than SR (21%). Another interesting
category is class 1C, which also has a lack of nocturnal
precipitation (Fig. 5c) but with a larger deficit. Different
from the class 2B’s slight negative bias in CR coverage,
this class significantly undersimulates both CR inten-
sity (217%) and coverage (227%). Thus for these twoT
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classes, the undersimulated CR precipitation is the
major error source for the deficit in nocturnal precipi-
tation, but class 1C is more significant. The conclusion of
missing CR for those two classes is in agreement with
earlier discussions that NSSL-WRF simulation is inca-
pable of capturing convective upscale growth based on
Fig. 5c.
b. The Northern Great Plains
1) ANALYSIS OF SOM PATTERNS
Compared to the SGP, atmospheric patterns for the
NGP SOM are more reliant on stronger synoptic-scale
forcing with half of the classes (1B, 1C, 2C) featuring
well defined midlatitude cyclones (Fig. 8). Given the
location of this region near the geographic center of
the continent, this should make sense; barring surface
sources such as evapotranspiration or irrigation, the
primary source for water vapor is large-scale advection
associated with these systems. For the rest of NGP
patterns, class 1A has stronger southerly flow at the
surface underneath southwesterly flow at 500hPa. Clas-
ses 2A and 2B have poorly defined surface features with
slight ridging and near-zonal flow, respectively. Those
patterns are more related to weaker synoptic-scale
forcing.
Although patterns were classified independently for
the two regions, it is worth noting that precipitation
days could occur concurrently, and this is the case for
163 days (39% of the NGP cases). Not surprisingly,
cases with well-defined midlatitude cyclones were
most likely to be linked to each other. Nearly one-
third of the overlapped cases (47) were linked to SGP
class 1C. 38 of these 47 classes were associated with
NGP classes 1B, 1C, and 2C. On the opposite end of
the spectrum, cases with the least similarity included
SGP class 1A (8 cases), and NGP 1A and 2A (18 cases
for each).
Specific examples of precipitation cases are shown
for each class within the NGP SOM in Fig. 9. Similar to
the SGP, classes 1A–1C (top row of SOM) feature
southwesterly flow at 500-hPa level with surface pat-
terns ranging from southerly flow ahead of an ap-
proaching surface cyclone (class 1A), to the warm
sector just northeast of a cyclone (class 1B), to the
warm front north of the cyclone (class 1C). Class 2C
can also be grouped with these types of cases as the
domain of interest is located just northwest of the
surface low underneath the upper-level trough, a typ-
ical pattern associated with Colorado lows. In contrast,
subtropical high pressure centers in classes 2A–2B
are located south of the study domain with precipita-
tion occurring at the peripheries of the high pressure
centers.
Similar to what was found for the SGP SOM, NGP
patterns have preferred periods of occurrence (Fig. 10).
Classes featuring the stronger midlatitude cyclones are
most common from April–June. While class 1C is pri-
marily confined to these months, classes 1B and 2C also
have an increase in cases in August and September.
FIG. 8. As in Fig. 2, but for the NGP SOM.
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Of the patterns with weaker surface features, classes 2A
and 2B are predominately summer patterns with peak
occurrence during July. Class 1A, which has southwest-
erly flow aloft over southerly near-surface winds, occurs
throughout the season with only a minimal amount of
cases in September. Whereas the SGP SOM showed
top-down variability in seasonality, this feature is less
apparent for NGP.
2) ANALYSIS OF THE DIURNAL CYCLE
Figure 11 shows the diurnal cycles of domain-averaged
precipitation rates from Stage IV observations and
FIG. 9. Examples of precipitation cases for each class within the NGP SOM (a) class 1A: storm on 11 June 2008, (b) class 1B: 23May 2007,
(c) class 1C: 15 April 2011, (d) class 2A: 19 July 2011, (e) class 2B: 15 July 2011, and (f) class 2C: 1 April 2014.
FIG. 10. As in Fig. 4, but for the NGP SOM.
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NSSL-WRF simulations for each class within the NGP
SOM. Classes 1A, 1B, and 2A demonstrate different
diurnal patterns compared to classes 1C, 2B, and 2C.
The former is consistent with the typical GP diurnal
pattern with nocturnal precipitation maxima, which re-
semble the SGP classes 1B, 1C, 2B, and 2C. The latter
cases have less diurnal variability and their peaks occur
around 1800 LT, which is similar to the SGP classes 1A
and 2A (Figs. 5a and 5d), and the lack of day/night
contrast may indicate the dominance of SR.
For the visualization of the day and night contrast, the
NGP observed/simulated daytime/nighttime averaged
precipitation amounts and biases for each SOM class
are presented in Fig. 12 and listed in Table 1. From the
perspective of observed precipitation, classes 1A, 1B,
and 2A’s nocturnal amounts are notably greater than
the daytime. Nighttime precipitation is slightly higher
(lower) than the daytime for the class 1C (2B), but class
2C receives much more precipitation during the day.
The observed mean precipitation differences between
day and night are further examined using BEST test as
shown in Table 2. The P values among classes 1A, 1B,
and 2A are relatively large, indicating they have simi-
larity as demonstrated by the diurnal oscillation indic-
ative of nocturnal upscale growth (Fig. 11). Conversely,
classes 1C, 2B, and 2C are significantly different from
the other classes. Comparing Fig. 12 to Fig. 6, one can
easily notice there is less spatial variability in NGP than
SGP, indicating the SR portion is more dominant over
the NGP.
Strong positive biases for NSSL-WRF are found for
SR dominated classes (1C and 2C, counterparts of SGP
classes 1A and 2A) for both day and night. Classes 1A
and 2A (counterparts of SGP classes 1C and 2B) cor-
respond to the best daytime match (differences of 0.22
and20.01mm) and the largest negative nocturnal biases
(20.39 and 20.44mm). Despite these similarities, re-
gional differences still exist. For example, compared to
the SGP classes 1A and 2A, NGP’s SR dominated
classes (1C and 2C) have notable diurnal variations
(slightly increase and significant decrease from day to
night, respectively), and there is almost no diurnal var-
iation in class 2B whose SR component is not as pro-
nounced. Note that class 2B is poorly defined by
including distinct surface and upper-level features from
the original 28-class SOMs, which cannot fully account
for other variabilities in addition to the CR versus SR
separation as explicit as the SGP.
3) ANALYSIS OF PRECIPITATION TYPE, INTENSITY,
AND COVERAGE
To understand how precipitation is partitioned be-
tween CR and SR, box plots of precipitation are shown
for the NGP SOM (Fig. 13). Stage IV observations
demonstrate that classes 1C and 2C correspond to the
lowest total/CR/SR intensity (Fig. 13a and Table 4) and
the largest total/SR coverage (Fig. 13c), which confirms
that SR is the primary precipitation component for these
two classes. Since these two classes include the strongest
midlatitude cyclones and a well-defined 500-hPa trough,
FIG. 11. As in Fig. 5, but for the NGP.
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this makes meteorological sense as these environments
support widespread and longer-lasting SR precipitation.
Classes 1A, 1B, 2A, and 2B have higher overall intensity
and their total and SR coverages are almost half of
classes 1C and 2C (mean values are shown in Table 4),
which suggests that convection is more important for
these four classes. Comparing the mean observation
values in Table 4 with those in Table 3, the NGP’s total,
CR, and SR intensities are all lower than the SGP, but
NGP features 2.9% (4.06%) more total (SR) coverage
and 0.88% less CR coverage than the SGP. From the
perspective of NSSL-WRF simulations, NGP (Table 4)
has similar patterns as the SGP (Table 3) for each of the
SOM classes, which are 1) undersimulation in total and
SR intensity but oversimulation in total and SR coverage,
and 2) overall good match in CR intensity and coverage.
However, the incorrect simulation of SR precipitation is a
more prominent issue in the NGP than the SGP.
As revealed by Mahoney and Lackmann (2007), the
north side of the CONUS is the upstream region of
convection where the storms commonly initiate. After
the southeastward propagation, they reach the mature
stage in the downstream side in the south. Through
the comparison with observations, NSSL-WRF dem-
onstrates better overall performance over the SGP
than the NGP. This regional difference may reflect the
model’s potential problem in simulating the storm at its
different life stages (i.e., initiation vs mature). However,
further evaluation involving storm tracking is needed to
support this hypothesis.
c. Evaluation of NSSL-WRF simulations using
performance matrices
Each region’s 2D 24-h accumulated precipitation field
is examined through the performance matrices defined
previously. The mean values of these indices separated
by SOM classes over the SGP and NGP regions are
shown in Table 5. To facilitate comparisons, these sta-
tistical results are illustrated in Taylor diagrams in
Fig. 14, where the correlation coefficient R and AI are
shown as the rotation angle from the vertical axis, and
NSTD and ratio are shown as the distance from the co-
ordinate origin for the SGP (Figs. 14a and 14b) and the
NGP (Figs. 14c and 14d).
FIG. 12. As in Fig. 6, but for the NGP.
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By comparing the SGP classes 1A–1C (southwesterly
flow aloft), the best performance (highest R and AI) is
found for SR dominant class 1A, which corresponds to
the largest positive bias (highest ratio) and spatial vari-
ation (highest NSTD). Meanwhile, class 1C (CR with
upscale growth) has the worst performance due to
missing nocturnal convection, while class 1B falls be-
tween these two classes. These results are expected
because both the R and AI scores emphasize the collo-
cation between simulations and observations. Since class
1A has the largest all/SR coverage (Fig. 7, Table 3),
collocation is reached more easily. Similar conclusions
can also be drawn from the classes 2A–2C in the SGP
SOM (northwesterly to zonal flow at 500 hPa), where
theR andAI scores range from the highest in class 2A to
lowest in class 2B. In general, the averaged ratio from six
classes over the SGP region is 1.065, suggesting that the
NSSL-WRF simulated precipitation is comparable to
the Stage IV observation. In the NGP (Figs. 14c and
14d), the best performance is also found for SR domi-
nated regimes (classes 1C and 2C). There are positive
biases for all six classes with an average ratio of 1.23,
which is 15.5% greater than the SGP average.
Separating performance by overall meteorological
regime, Fig. 14 demonstrates that the extratropical cy-
clone impacted classes (SGP: 1A, 1B, 1C, 2B; NGP: 1A,
1B, 1C, and 2C) generally outperform their counterpart
classes (SGP: 2A, 2C; NGP: 2B and 2C) under the
influence of the subtropical ridge for both regions.
Through the synthesis of all cases within different syn-
optic schemes (extratropical cycle vs subtropical ridge),
the former has higher R and AI values than the latter
(SGP: 0.266, 0.486 vs 0.209, 0.458; NGP: 0.258, 0.479 vs
0.226, 0.445).
4. Summary and discussion
SOMs were used to classify atmospheric states for the
upper 90% of precipitating days over the SGP and NGP
domains. With no a priori knowledge of the number of
meteorological patterns responsible for precipitation,
this methodology classified patterns to 28-class (7 3 4)
SOMs. With the premise that pattern recognition can be
used to identify expected WRF precipitation biases,
these larger SOMs were averaged to final 6-class maps.
Region specific patterns were identified, and regime-
dependent biases were found within NSSL-WRF from
2007 to 2014.
Following the SOM classes generated, precipitation
events over both the SGP and NGP regions were ex-
amined from two perspectives: the primary precipitation
type (CR vs SR) and the dominant synoptic pattern
(extratropical cyclone vs subtropical ridge). From Stage
IV observations, distinct characteristics are found re-
garding the diurnal cycle and precipitation intensity/
coverage. Some of those features can be well simulated
FIG. 13. As in Fig. 7, but for the NGP.
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by NSSL-WRF, while others have more significant dis-
agreements. These results can be briefly summarized as
follows.
1) For the SGP, synoptic patterns can be divided into
states with surface warm fronts (classes 1A, 1B),
lying within the warm sector of an extratropical
cyclone (classes 1C, 2B), and more quiescent states
under northwesterly flow aloft (classes 2A, 2C).
Drylines within the vicinity of the analysis region
were common and the intensity of the dryline varied
across the SGP SOM. Unsurprisingly, patterns dem-
onstrated preferred months of occurrence with more
active classes more common during the spring/early
summer and fall. More quiescent states with north-
west flow aloft were more common during the
summer as the jet stream lifted north of this region.
Of the six SOM classes, four classes with more
convective activity have lower daytime but higher
nocturnal precipitation amount. Moreover, the larg-
est day/night contrast is found in classes 1C and 2B,
indicating notable upscale growth in the night. These
results provide a strong support to the well-documented
GP nocturnal maximum precipitation diurnal pattern.
However, this conclusion only works for the classes with
more convection, and is not valid for the SR dominated
classes (1A and 2A, taking up 30% of all heavy
precipitation events).
2) Patterns for the NGP were more focused on stron-
ger baroclinic wave activity, with half of the states
featuring prominent extratropical cyclones. These
states (classes 1A, 1B, 1C, 2C) were most common
during the spring/early summer as seen for the SGP
SOM. Two states were more common during the
summer months (classes 2A, 2B), but featured stron-
ger near-zonal flow aloft compared to the summer
states seen for the SGP. For the NGP, half of the
classes have the typical GP diurnal pattern with
nocturnal precipitation maxima while the other half
have less diurnal variability with peaks occurring
around 1800 LT. In combination with the conclusion
drawn for the SGP, correct simulation of the noctur-
nal maximum precipitation remains a challenge in
NSSL-WRF. From the perspective of regional dif-
ference (Tables 3 and 4), higher precipitation inten-
sity and larger precipitation amount is observed over
the SGP than the NGP.
3) Comparing theNSSL-WRF simulations with Stage IV
observations from the perspective of the diurnal cycle,
both regions’ SR dominated classes are well simulated
by NSSL-WRF, while classes with nocturnal upscale
growth correspond to the largest negative bias at night.
This is in agreementwith prior studies thatNSSL-WRF
T
A
B
L
E
4
.
A
s
in
T
ab
le
3
,
b
u
t
fo
r
th
e
N
G
P
S
O
M
.
P
re
ci
p
it
a
ti
o
n
In
te
n
si
ty
(m
m
h
2
1
)
[c
o
v
e
ra
g
e
(%
)]
T
o
ta
l
C
R
S
R
C
la
ss
S
ta
g
e
IV
N
S
S
L
W
R
F
D
if
fe
re
n
ce
P
v
a
lu
e
S
ta
g
e
IV
N
S
S
L
W
R
F
D
if
fe
re
n
ce
P
v
a
lu
e
S
ta
g
e
IV
N
S
S
L
W
R
F
D
if
fe
re
n
ce
P
v
a
lu
e
1
A
1
.5
9
(1
7
.8
3
)
1
.4
0
(1
9
.0
6
)
2
1
2
%
(7
%
)
0
.4
2
1
(0
.4
8
5
)
8
.8
2
(2
.5
6
)
9
.3
2
(2
.6
9
)
6
%
(5
%
)
0
.5
5
4
(0
.8
6
6
)
0
.9
6
(1
6
.3
5
)
0
.6
7
(1
7
.5
3
)
2
3
1
%
(7
%
)
3
3
1
0
2
1
1
(0
.4
9
5
)
1
B
1
.8
0
(1
6
.8
5
)
1
.4
5
(2
4
.0
5
)
2
1
9
%
(4
3
%
)
0
.0
0
8
(3
3
1
0
2
5
)
9
.0
4
(3
.1
6
)
9
.4
3
(3
.5
0
)
4
%
(1
1
%
)
0
.0
7
9
(0
.5
0
3
)
1
.0
0
(1
4
.8
8
)
0
.6
7
(2
1
.9
0
)
2
3
3
%
(5
0
%
)
6
3
1
0
2
2
7
(2
3
1
0
2
5
)
1
C
1
.2
0
(2
9
.5
0
)
1
.0
2
(4
4
.2
2
)
2
1
5
%
(5
0
%
)
0
.0
3
9
(3
3
1
0
2
6
)
7
.5
2
(2
.8
9
)
8
.1
4
(3
.7
2
)
8
%
(2
9
%
)
0
.7
0
9
(0
.3
0
0
)
0
.9
0
(2
8
.0
8
)
0
.6
9
(4
2
.3
9
)
2
2
3
%
(5
1
%
)
1
3
1
0
2
5
(5
3
1
0
2
6
)
2
A
1
.7
7
(1
2
.5
6
)
1
.4
7
(1
3
.0
8
)
2
1
7
%
(4
%
)
0
.0
9
7
(0
.6
3
4
)
9
.6
1
(2
.4
3
)
9
.6
9
(2
.3
3
)
1
%
(4
%
)
0
.5
6
7
(0
.6
0
6
)
0
.9
4
(1
1
.1
8
)
0
.6
7
(1
1
.8
2
)
2
2
9
%
(6
%
)
8
3
1
0
2
1
4
(0
.5
7
8
)
2
B
1
.6
1
(1
3
.0
2
)
1
.4
7
(1
6
.5
0
)
2
9
%
(2
7
%
)
0
.8
2
7
(0
.0
0
3
)
8
.6
8
(2
.0
3
)
9
.4
8
(2
.7
5
)
9
%
(3
5
%
)
0
.0
1
9
(0
.0
2
1
)
0
.9
3
(1
1
.8
0
)
0
.6
8
(1
4
.8
6
)
2
2
7
%
(2
6
%
)
9
3
1
0
2
1
6
(0
.0
0
5
)
2
C
1
.0
9
(2
2
.3
0
)
0
.8
2
(3
7
.8
5
)
2
2
5
%
(7
0
%
)
0
.0
0
1
(5
3
1
0
2
6
)
7
.4
3
(1
.7
4
)
7
.4
8
(2
.2
1
)
1
%
(2
7
%
)
0
.9
5
3
(0
.3
3
9
)
0
.8
6
(2
1
.5
0
)
0
.6
5
(3
6
.8
2
)
2
2
4
%
(7
1
%
)
3
3
1
0
2
7
(4
3
1
0
2
6
)
M
e
a
n
1
.5
4
(1
7
.9
6
)
1
.3
0
(2
4
.7
9
)
2
1
6
%
(3
8
%
)
0
.0
0
1
(4
3
1
0
2
6
)
8
.5
7
(2
.4
7
)
9
.0
0
(2
.8
9
)
5
%
(1
7
%
)
0
.9
5
3
(0
.3
3
9
)
0
.9
4
(1
6
.5
6
)
0
.6
7
(2
3
.1
7
)
2
2
9
%
(4
0
%
)
3
3
1
0
2
7
(4
3
1
0
2
6
)
822 WEATHER AND FORECAST ING VOLUME 34
ends convection too soon (Clark et al. 2011). Transi-
tional classes connecting SR to CR dominated cases
match theobservations inoverallmagnitude, but instead
of missing nocturnal convection, simulated precipita-
tion peaks too early, causing a daytime positive bias
and nocturnal negative bias. SimulatedCR intensity and
coverage have good agreement with the observations
for both regions, but NSSL-WRF undersimulates SR
precipitation intensity and oversimulates SR coverage.
4) For different SOMclasses, precipitation simulated by
NSSL-WRF demonstrates distinct behaviors (inten-
sity, coverage, CR vs SR partitioning, diurnal cycle)
compared to the Stage IV observation. Through
the synthesis of all cases within different synoptic
schemes (extratropical cycle vs subtropical ridge)
over both regions, the NSSL-WRF has better per-
formance for the former than the latter. By separat-
ing the classes using dominant precipitation type,
FIG. 14. Taylor diagrams for (a),(c) normalized standard deviation vs correlation and (b),(d) ratio vs agreement
index for each class in the (top) SGP and (bottom) NGP SOMs. In the polar coordinate system, the distance from
origin to a certain point represents the normalized standard deviation or ratio, and the angle from the x direction
represents the correlation or agreement index between NSSL-WRF and Stage IV observation.
TABLE 5. Performance indices of the NSSL-WRF simulation for classes within the SGP and the NGP SOMs.
Indices Class 1A Class 1B Class 1C Class 2A Class 2B Class 2C
SGP CC 0.294 0.259 0.249 0.249 0.176 0.224
NSTD 1.180 1.052 0.769 1.057 0.961 1.059
AI 0.496 0.488 0.473 0.473 0.441 0.470
Ratio 1.296 1.153 0.776 1.069 0.914 1.187
NGP CC 0.273 0.201 0.334 0.164 0.198 0.352
NSTD 1.079 1.153 1.217 1.047 1.341 1.248
AI 0.485 0.451 0.518 0.399 0.426 0.533
Ratio 1.042 1.178 1.347 1.063 1.355 1.398
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the persistent better performance is strongly tied to
SR dominated cases, whereas the missing noctur-
nal precipitation remains the major issue for the
simulation of convection. The demonstrated util-
ity of SOMs provides the new insights about the
model evaluation under different atmospheric
contexts.
This study has only scraped the surface of what is
possible with regime-based assessment of CAM output.
We also note the RRC-based separation of CR versus
SR has intrinsic limitation to account for the differences
in heating profiles, spatial distribution, environmental
factors, etc. between those two storm portions. Pro-
vided that an adequate database of CAM simulations is
available, SOMs (and other automated pattern classifi-
cation algorithms) show promise to be a useful tool for
users of CAM forecasters. Outstanding questions in-
clude applying these concepts to model forecasts (e.g.,
position errors in simulated features such as the dryline),
to analyzing proxies for hazardous weather (e.g., updraft
helicity), and extending this work to probabilistic studies
that include CAM ensembles. Ideally, these types of al-
gorithms could be run in real-time to provide forecasters
information on expected biases as model simulations are
completed.
Acknowledgments. This research was supported by
the Climate Model Development and Validation
(CMDV) program funded by the Office of Biological
and Environmental Research in the U.S. Department of
Energy Office of Science under Grant DE-SC0017015 at
the University of Arizona, and by the NOAA R2O
project with Award NA15NWS468004 at the University
of North Dakota and subcontracted to the University of
Arizona. Work at the Pacific Northwest National Lab-
oratory (PNNL) was supported by the Climate Model
Development and Validation program and the Water
Cycle andClimate ExtremeModeling science focus area
funded by the Office of Biological and Environmental
Research in the U.S. Department of Energy Office of
Science. PNNL is operated for the U.S. Department of
Energy (DOE) by Battelle Memorial Institute under
Contract DE-AC05-76RL01830. The authors thank
Mr. Alex Trellinger for assistance with the drafting of
several of the figures and Dr. Matthew Gilmore and
three anonymous reviewers for providing excellent
feedback on drafts of this manuscript. NSSL-WRF
simulations were provided by Drs. Adam Clark, Jack
Kain, and Patrick Marsh. NARR data were provided
by the NOAA/OAR/ESRL PSD, Boulder, Colorado,
from their website at http://www.esrl.noaa.gov/psd/.
The 4-km gridded Stage IV data were downloaded
from National Center for Atmospheric Research
(NCAR)/University Corporation for Atmospheric Re-
search (UCAR) Earth Observing Laboratory (EOL)
using the link http://data.eol.ucar.edu/dataset/21.093 ac-
cessed on 20 November 2016. The statistical data gener-
ated by this study can be obtained from Dr. Xiquan Dong
(xdong@email.arizona.edu).
APPENDIX
A Brief Review and the Configuration of SOM
Method Used in This Study
As one of the neural network cluster techniques,
SOMs offer advantages over methods such as principal
component analysis (PCA) or empirical orthogonal
functions (EOFs). Hewitson and Crane (2002) high-
lighted the fact that SOMsmake no a priori assumptions
about the data. This study also demonstrated that SOMs
capture nonlinear characteristics of the data and repre-
sent more subtle variations in the data by placing more
nodes in these regions. Liu et al. (2006) established
SOMs, unlike EOFs, could classify patterns associated
with a linear propagating sine wave. Further, the SOM
was able to replicate these patterns with noise added.
This feature was also noted in Reusch et al. (2007) who
showed SOMs were more robust by allowing better
identification of pattern mixing (e.g., physically unreal-
istic scenarios) versus PCA. In fact, they demonstrated
that smaller SOMs shared many characteristics with
PCAs.
Despite the advantages, SOMs are not a panacea for
clustering analysis. As noted in the SOM review articles
such as Sheridan and Lee (2011) and Liu and Weisberg
(2011), users must make a number of decisions that can
determine the success of their SOM. Besides selecting
an initial number of nodes, there are a number of tun-
able parameters that complicates the initial creation of
the SOMs. Despite this problem, studies such as Liu
et al. (2006) and Kennedy et al. (2016) provide sugges-
tions on appropriate settings for the creation of SOMs.
For a basic example of a SOM, readers are encouraged
to read Hewitson and Crane (2002) who used the tech-
nique to cluster MSLP patterns over the Northeast
United States.
Since the reviews in Sheridan and Lee (2011) and Liu
and Weisberg (2011), SOMs have been widely used to
investigate a plethora of mesoscale phenomena and
modeling systems. One such example is Nigro et al.
(2017) who typed patterns over the Ross Ice Shelf to
evaluate the Antarctic Mesoscale Prediction System
(AMPS). While this study classified 2D MSLP patterns,
SOMs have also been applied to 1D training sets such as
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vertical thermodynamic sounding profiles in this region
(Cassano et al. 2016; Nigro et al. 2017). At lower-latitude
locations, SOMs have been applied to soundings in near-
storm environments (Nowotarski and Jensen 2013;
Nowotarski and Jones 2018) or to characterize boundary
layer wind properties in an alpine valley (Katurji et al.
2015). They have also been applied to griddedmesoscale
model data to investigate parameters associated with
tornado events (Anderson-Frey et al. 2017) or surface
fronts (Hope et al. 2014). In general, SOMs have pro-
vided useful insight into model behavior and have been
advocated for as a tool to identify model and forecast
issues (Kolczynski and Hacker 2014).
In this study, the SOMs were generated using the
freely available SOM_PAK software (Kohonen et al.
1996) and largely followed themethodology of Kennedy
et al. (2016). Each SOM was randomly initialized 10
times using the ‘‘vfind’’ command, and the map with
the lowest quantization error was saved. Settings for
vfind including training length, learning rates, and
neighborhood radii are summarized in Table A1. For
additional details of this process, the reader is referred
to Kennedy et al. (2016).
Like many objective classification schemes, a criti-
cal decision in the methodology is the number of
classes chosen for the SOM feature map. If too few
classes are chosen, important differences in atmo-
spheric states may be smoothed out; too many and
there are an inadequate number of precipitation cases
within each state limiting the statistical significance of
the results. With no a priori knowledge of the number
of patterns associated with precipitation events, ex-
perience with prior work with SOMs, and the number
of precipitation cases for each region (;400), larger
7 3 4 (28-class) SOMs were first created (Figs. A1–
A4). Analysis of these initial SOMs revealed gradients
in precipitation across the feature maps, but with
significant class-to-class variability. To increase the
robustness of statistics, and create a reasonable set of
patterns forecasters could use for pattern recognition
purposes, the 28-class SOMs were averaged to final
3 3 2 (6-class) SOMs.
The averaging process was determined objectively by
comparing the Euclidean distance (similarity) of each
pattern to the remainder of the patterns within the
SOM (Fig. A5). As is typical of SOMs, more dissimilar
TABLE A1. SOM settings used in this study.
SOM settings Value
Trials 10
Training length (stage 1) No. of cases
Training length (stage 2) No. of cases 3 100
Learning rate (stage 1) 0.05
Learning rate (stage 2) 0.01
Neighborhood radius (stage 1) Xdim-1
Neighborhood radius (stage 2) 1
FIG. A1. Near-surface analyses for the 28-class (7 3 4) SGP SOM. MSLP is contoured with dashed lines while filled contours represent
900-hPa RH. Cool (warm) colors represent drier (moister) air.
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patterns were found in the corner of the SOMs. This led
to an averaging process that included four patterns for
the corners of the SOMs, and six patterns for middle
patterns (Fig. A5). This two-staged methodology may
seem overly complex compared to a simple one-step
process of producing a 6-class SOM. Given the lack of a
priori knowledge of howmany ‘‘typical’’ synoptic events
are associated with rainfall over the regions, the larger
FIG. A2. The 500-hPa geopotential height anomalies for the 28-class (7 3 4) SGP SOM. Blues (reds) indicate negative (positive) height
anomalies.
FIG. A3. As in Fig.A1, but for the 28-class (7 3 4) NGP SOM.
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SOMs allowed for a better understanding of how rep-
resentative final patterns were. Further, due to the
nature of the SOM that places less similar cases more
distant from each other within the feature map, the
final 6-class SOMs had stronger gradients within the
meteorological fields (e.g., MSLP). This is owed to
averaging a fewer number of cases within the corner
classes.
FIG. A4. As in Fig. A2, but for the 28-class (7 3 4) NGP SOM.
FIG. A5. Euclidian distance of each class from the upper-left class for the 28-class SGP SOM shown in Figs. A1 and
A2. Dark lines represent boundaries for the classes averaged together for the final 6-class SOM.
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