We study the behavior of all eigenvalues for boundary value problems of fourth-order difference equations
Introduction
Boundary value problems have important applications to physics, chemistry, and biology. For example, the boundary value problem u (4) (t) = g(t) f u(t) , 0≤ t ≤ 1, (1.1)
arises in the study of elasticity and has definite physical meanings. Equation (1.1) is often referred to as the beam equation. It describes the deflection of a beam under a certain force. The boundary condition (1.2) means that the beam is simply supported at the end t = 0 and fastened with a sliding clamp at t = 1. In 2000, Graef and Yang [4] studied the problem (1.1)-(1.2), and obtained sufficient conditions for existence and nonexistence of positive solutions to the problem. In this paper, we consider the eigenvalue problems for boundary value problems of fourth-order difference equations: where λ and μ are parameters, and the forward difference operator Δ is defined as
Δy i = y i+1 − y i . (1.5) We are going to show that comparison results can be established for all the eigenvalues of the systems (1.3) and (1.4) under certain conditions. Note that the problems (1.3) and (1.4) are discrete analogies to the following boundary value problems for fourth-order linear beam equations:
(1.6)
Throughout the paper, we assume that (H1) n ≥ 3 is a fixed integer; (H2) a i ≥ 0 and Travis [7] established some comparison results for the smallest eigenvalues of two eigenvalue problems for boundary value problems of 2nth-order linear differential equations, by using the theory of u 0 -positive linear operator in a Banach space equipped with a cone of "nonnegative" elements. Since then, some progress has been made on comparisons of eigenvalues of boundary value problems of differential equations or difference equations. We refer the reader to the papers of Davis et al. [1] , Gentry and Travis [2, 3] , Hankerson and Peterson [5, 6] . However, in all the papers mentioned above, the comparison results are for the smallest eigenvalues only.
The purpose of this paper is to establish the existence and comparison theorems for all the eigenvalues of the problems (1.3) and (1.4). We will also prove the existence of positive eigenvectors corresponding to the smallest eigenvalues of the problems.
Eigenvalue comparisons
In this section, we denote by x * the conjugate transpose of a vector x. A Hermitian matrix A is said to be positive semidefinite if x * Ax ≥ 0 for any x. It is said to be positive definite if x * Ax > 0 for any nonzero x. In what follows we will write X ≥ Y if X and Y are Hermitian matrices of order n and X − Y is positive semidefinite. A matrix is said to be positive if every component of the matrix is positive. We also denote by Nul(X) the null space of a matrix X.
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The boundary conditions in (1.3) are the same as
And the problem (1.3) is equivalent to the linear system
where A = diag(a 1 ,a 2 ,...,a n−1 ,a n ), y = (y 1 , y 2 ,..., y n−1 , y n ) T , and D is a banded n × n matrix given by
Obviously, there is a one-to-one correspondence between the solution
to the problem (2.2) and the solution (y −1 , y 0 , y 1 ,..., y n , y n+1 , y n+2 ) T to the problem (1.3) under the relationship (2.1). We will not distinguish one from the other, denote by y either one of these two vectors, and say that problems (1.3) and (2.2) are equivalent. Similarly, the problem (1.4) is equivalent to Proof. Multiplying on D by P n and P T n , we have P n DP T n . Further multiplying P n−1 and P T n−1 , we have P n−1 P n DP T n P T n−1 , continuing this way,
will be a tridiagonal matrix which is further reduced to the identity matrix by multiplying P T 2 and P 2 , P T 3 and P 3 ,...,P T n and P n , that is, where
Obviously, D is positive definite since W is nonsingular. We also have
which is positive due to the fact that each P i (2 ≤ i ≤ n) is positive. The proof is complete. 
The result in (b) can be proved similarly. The proof is complete.
Next, we state the well-known Perron-Frobenius theorem. For a proof, please refer to [8, page 30] . Proof. We note that
Thus 1/λ 1 is the maximum eigenvalue of D −1 A and the y is an eigenvector corresponding to 1/λ 1 .
In the case when a i > 0 for all 1 ≤ i ≤ n, we obtain that the matrix D −1 A is positive in view of Lemma 2.1 and thus is irreducible. Therefore, the result follows immediately from the Perron-Frobenius theorem.
In the case when some of the a i 's are zero, without loss of generality we assume that a 1 = a 2 = ··· = a p = 0 and a i > 0 for p < i ≤ n, we can write D −1 A as follows:
where V is a p × (n − p) matrix and Z is a (n − p) × (n − p) matrix. Both V and Z are positive matrices. Also, 1/λ 1 is the maximum eigenvalue of Z. Applying the Perron-Frobenius theorem to the positive matrix Z, there exists a positive vector y z > 0 such that 
Proof. In view of Lemma 2.8, we have that 
The desired result follows directly from (2.27) and (2.29). The proof is complete.
Remark 2.10. Equation (1.1) is usually studied together with a set of boundary conditions, which might be (1.2) or one of the following: where y −1 = Δy −1 = Δy n+1 = y n+2 = 0 is the discrete form of (2.34). We leave the details of such generalizations to the reader.
