Introduction
For any positive integer n, let [n] denote the set {1, . . . , n}, and let M + n be the set of all matroids on [n] . Throughout this paper all matroids will have ground set [n], and we shall frequently omit the symbol n from our notation. Define a partial ordering on M 
1.1
Convention. A superscript number on a matroid will denote its rank. Subscripts will be used for general indexing purposes.
According to this convention, in a context where all matroids are on [n], M 0 and M n will denote the unique matroids of rank 0 and rank n respectively. 
1.2
For any subset N ⊂ M 
Definition. ([4])
. Ω n is the n th combinatorial flag variety.
In contexts where the value of n is not important we shall omit it from the notation and write M + , Ω + , M and Ω.
1.3
We shall use the same symbol to denote both a simplicial complex and the topological space which is its geometric realisation.
The main purpose of this paper is to prove the following result:
Theorem. For n ≥ 2:
(1) Ω n is shellable.
(2) Ω n is homotopy equivalent to the one-point union of a finite number of (n−2)-dimensional spheres; moreover the number of spheres is at least n!.
The first assertion proves a conjecture of N. White (White [12] ).
1.4
We shall also prove some analogous results concerning representable flag varieties, which we now define. Let K be a field. A simplex s as above is representable over K if it has a representation R(s) = ( V s , p s , f s ).
Set Ω K = Ω K n = {s ∈ Ω : s is representable over K}, and Ω rep = ∪{Ω K : K is a field}. We shall prove the following results, Theorems 1.5 and 1.6. (The hypothesis H(n) of Theorem 1.5 will be stated in 4.2; roughly speaking, it requires that K be fairly large compared to n.)
Theorem. Assume that K satisfies the hypothesis H(n). Then, for n ≥ 2:
(1) Ω K n is shellable. (2) Ω K n is homotopy equivalent to the one-point union of a finite number of (n−2)-dimensional spheres; moreover the number of spheres is at least n!.
1.6
(1) Ω rep n is shellable. (2) Ω rep n is homotopy equivalent to the one-point union of a finite number of (n − 2)-dimensional spheres; moreover the number of spheres is at least n!. Theorems 1.3, 1.5 and 1.6 support the thesis of [4] that the combinatorial flag varieties Ω n in many ways resemble buildings of type A n−1 (the group of permutations of [n] ). By way of background to this paper, we mention a few points of resemblance-and of dissimilarity-following [4] .
1.7
In both Ω n and any building ∆ n of type A n−1 every simplex is a face of a maximal simplex, and every maximal simplex has dimension (n − 2). The maximal simplices of Ω n are called flag matroids in [4] ; they correspond to the chambers of ∆ n . Moreover the (n − 3)-simplices of Ω n , like those of ∆ n , can naturally be labelled by the elements of [n] : in the case of Ω n , an (n − 3)-simplex is labelled by the (unique) integer j such that no matroid of rank j is among the vertices of s. In both cases, the (n − 3)-faces of every (n − 2)-simplex-there are n − 1 of them-are labelled, one apiece, by the elements of [n − 1].
1.8
Let N = 2
[n] \{∅, [n]}, partially ordered by inclusion; and let Γ n be the simplicial complex of chains in N . Then Γ n is the Coxeter complex of A n−1 (see, for example [5] ); it is canonically isomorphic (as a simplicial complex) to the first-derived subdivision of the boundary of an (n − 1)-simplex. In particular Γ n has n! maximal ((n − 2)-dimensional) simplices. Now set N = {M ∈ M n : M has exactly one basis}. Then there is a canonical isomorphism of Posets ν : N → N defined by: ν( N ) is the basis of M . Hence ν induces a canonical simplicial isomorphism ν : Ψ( N ) → Γ n ; and so Ψ( N ) has n! simplices of dimension (n − 2). Moreover Ψ( N ) is a subcomplex of Ω K for every K. This fact is the basis for proving the lower bound on the number of (n − 2)-spheres in our main theorems.
1.9
According to a theorem of Solomon and Tits [10] (see also [5] , p.93), any spherical building ∆ n of rank n (for example, one of type A n−1 ) is homotopy equivalent to a one-point union of finitely many (n − 2)-spheres. Also, by Björner [2] spherical buildings are shellable. Our main theorems are thus analogues of these results.
1.10
Example. Let F 2 be the field with two elements, and V a 3-dimensional vector space over F 2 . Let ∆ 3 be the building of A 2 (F 2 ). Comparing Ω 3 ( Figure 2 ) with ∆ 3 (Figure 1 ) illustrates both the resemblances and the dissimilarities between the Ω n and buildings of type A n−1 . Figure 2 shows a graph in which each vertex has two labels. The first label is a 1 × 3 or a 2 × 3 matrix over F 2 , whose row-space is (respectively) a 1-or 2-dimensional subspace of V . Every edge of the graph, except the one marked s, corresponds to an inclusion relation between the subspaces at its endpoints. Thus the graph, with s deleted, is ∆ 3 . The column-space of the matrix at any vertex gives a configuration of three vectors in a 1-or 2-dimensional vector space over F 2 , and thus a matroid in M 3 . The second label of each vertex shows this configuration over R. Every edge of the graph, includings, corresponds to a quotient relationship between the matroids at its endpoints. Thus the full graph is Ω 3 . The fact thats belongs to Ω 3 but not to ∆ 3 is connected to the distinction betweeen the facts that supp(1, 1, 1) = supp(1, 1, 0) ∪ supp(0, 1, 1), whereas (1, 1, 1) = (1, 1, 0) + (0, 1, 1).
The combinatorial flag complex Ω 3 is shown in Figure 2 . We see that the building ∆ 3 is mapped into Ω 3 isometrically (which is accidental and happens only for this very small building). 
1.11
The Solomon-Tits theorem mentioned in 1.9 also specifies, in terms of ∆ n , the rank of the reduced homology groupH n−2 (∆ n ; Z) (which is equal to the number of (n−2)-spheres referred to in the theorem). Example 1.10 indicates that it may be quite difficult to compute the ranks ofH n−2 (Ω n ; Z),H n−2 (Ω K n ; Z) andH n−2 (Ω rep n ; Z). At any rate, the method of the present paper does not seem to yield even an upper bound on these ranks.
Outline of the proof
The proof has a topological part and a combinatorial one.
The topological part of the proof
The topological part of the proof establishes a criterion for a simplicial complex to be homotopy equivalent to a bouquet of spheres.
Let ∆ be a simplicial complex of dimension k. For simplicity's sake we shall assume that ∆ is purely k-dimensional; that is, that every simplex is a face of a k-dimensional one. Let ∆ be the (k −1)-skeleton of ∆: ∆ = {s ∈ ∆ : dim(∆) ≤ k − 1}. Set ∆ = ∆\∆ , the set of k-simplices of ∆. For s ∈ ∆ set star 0 (s) = {s ∈ ∆ : s ≤ s }.
1.13
Definition. Let ψ : ∆ → R and σ : ∆ → ∆ be functions, and lets ∈ ∆ . Then ψ ascends tos via σ provided that: (1) whenever s s in ∆, ψ(s ) ψ(s);
(2) ψ takes its maximum value ats and no other simplex of ∆; (3) for every s ∈ ∆, σ(s) ∈star 0 (s), and the restriction ψ star 0 (s) takes its maximum value at σ(s) and no other simplex; (4) if s is such that σ(s ) = s for every face s ≤ s, then s =s.
Set σ = σ ∆ , Σ = Σ (∆) =im(σ ) and Σ = Σ(∆) = Σ ∪ ∆ . Then, assuming that ψ ascends tos, Σ collapses k-dimensionally tos (this term will be defined in 5.3). In particular, Σ is contractible, and so ∆ is homotopy equivalent to the identification space ∆/Σ. Now the simplicial structure on ∆ passes to a CW-complex structure on ∆/Σ: it has one 0-cell and one cell for every simplex of ∆\Σ. Since ∆\Σ ⊂ ∆ , these cells are all k-dimensional. Their closures are thus k-spheres, and ∆/Σ is the one-point union of these k-spheres. This, then, is the homotopy type of ∆.
The combinatorial part of the proof
This part of the proof consists of selectings ∈ Ω and constructing ϕ : Ω → R and η : Ω → Ω such that ϕ ascends tos via η.
We sets = M 1 , . . . ,M n−1 , whereM i is the uniform matroid of rank i on [n]. For any matroid M , let I(M ) be the family of its independent sets. Now for
We shall prove (Proposition 3.9) that ϕ ascends tos. As part of the proof we shall characterise η(s) in terms of Higgs lifts of the matroid-vertices of s. This involves a characterisation of the Higgs lift from one matroid toward another in terms of independent sets, which we believe may be of independent interest. (See Corollary 2.10(2).) It has 3! = 6 edges; and there are 3 more dotted edges; so Ω 3 is homotopy equivalent to the one-point union of 9 circles. In connection with Theorem 1.5 we may remark that all of Ω 3 is representable over the field with four elements.
1.16
Our methods generalise without difficulty-except for that of notation-to prove local versions of Theorems 1.3, 1.5 and 1.6. We shall present one such result without proof, Theorem 5.14. As a special case it yields the following result:
and assume that Ψ = ∅. Then:
(2) Ψ is homotopy equivalent to the one-point union of a finite number of (m−2)-dimensional spheres.
1.17
One of our reasons for undertaking this study was to try to define in the context of matroids something akin to Kontsevich's graph cohomology, ΓH * ( [7, 8] ; see also [1] ). Roughly speaking, ΓH * is the cohomology of a chain complex (ΓC * , d Γ ); where ΓC * has in degree n one generator for each graph which has n edges, and the coboundary operator d Γ assigns to every graph Γ the sum of all graphs Γ which can be reduced to Γ by contracting one edge.
The fact that contracting an edge of a graph corresponds to a strong map of the corresponding matroids suggests that Ω n might be a convenient context in which to look for a generalisation of graph cohomology. However, the standard simplicial coboundary operator d in Ω n would assign to a matroid M a cochain of the form
whereas Kontsevich's formula for d Γ more closely resembles a coboundary operator of the form
This observation led us to investigate the cochain complex C * (ΣΩ n ) = C * (Σ(Ω n ), Z) with the coboundary operator δ given by
where η(s) is as in 1.14, and d ∆(ηs) is the usual simplicial coboundary operator in the complex Ω(ηs) consisting of η(s) and its faces. We shall prove:
Theorem. The cochain complex (C * (ΣΩ n ), δ) has the cohomology groups of a point: (M ) and C(M ) its families of independent and closed sets respectively. We also write cl(X) =cl M (X) for the closure of X in M . So, for example:
2.2
Let L and Z be matroids on [n] . Throughout this section we shall use the notation l =rank(L) and z =rank(Z). For future reference we list some equivalent conditions for id [n] to be a strong, or a weak, map.
Proposition. (White [11] , p.228). The following are equivalent: 
2.3
Let M and M be matroids on [n].
Proposition. (White [11] , p.255). The following are equivalent:
We write M → M if conditions (1)- (3) of the proposition hold.
2.4
Let
It is known that rank(
Higher Higgs lifts of L toward Z are defined by induction on i = l + 2, . . . , z − 1: the ith lift
We have indexed the Higgs lifts so that rank(
We shall now set about characterising H l+1 (L, Z) in terms of its family of independent sets. We do this by constructing a matroid M l+1 (L, Z) in terms of its independent sets, and then showing that
2.5
Again assume that
Lemma.
(1) I is the family of independent sets of a matroid
Proof of (1) and (2). The following three points must be proved: (c) Given I, J ∈ I such that |J| = |I| + 1, then there exists y ∈ J such that I ∪ y ∈ I.
To prove (a), consider any I ∈ I(L). Then, using Proposition 2.2(4),
So r Z (I) = |I|; and
To prove (b) it is enough to show that if I ∈ I, x ∈ I and I\x = ∅, then I\x ∈ I.
Now I ⊆ I(Z), so we have I ∈ I(Z) and hence I\x ∈ I(Z).
Also
Hence I\x ∈ I.
To prove (c) we consider two cases:
It follows that I ∪ y ∈ I.
Proof of (3). Let B be a basis of
Hence rank (M l+1 ) ≤ l + 1. On the other hand, let B be a basis of L. Then |B | = l z =rank(Z).
So there exists I ∈ I(Z) such that B ⊂ I and |I|
Proof. The proof includes Lemmas 2.7 and 2.8. Throughout the proof we shall abbreviate M l+1 to M .
2.7
Lemma. For every
Assuming the following result, Lemma 2.8, for the moment, it follows that I ∪ a ∈ I(M ). So r M (I ∪ a) r M (I ), as required. This completes the proof of Lemma 2.6, modulo that of Lemma 2.8.
2.8
Lemma. In the context of Case 2 above, I ∪ a ∈ I(Z).
This is a contradiction. Thus Lemma 2.8 is proved, and with it, Lemma 2.6.
2.9
Lemma
Proof. According to Proposition 2.2(3) it is enough to prove that C(H) ⊆ C(M ). By definition of H,
Our strategy will be the same as in the proof of Lemma 2.6: we shall construct I ∈ I(M ) such that I ⊆ F and r M (F ) = r M (I ), and then show that for every
, by hypothesis on F , and I ∈ I(Z); so there exists t ∈ F such that, setting I = I ∪ t, I ∈ I(Z). Then r Z (F ) = r Z (I ) (which equals |I |).
Claim:
This completes the proof of Lemma 2.6.
2.10
Corollary.
(
Proof.
(1) follows from Lemma 2.9 and the fact that rank(
Henceforth we shall use primarily the symbol H (rather than M ) to refer to Higgs lifts.
2.11
Lemma. LetM i be the uniform matroid of rank
Proof. The proof is by induction on i.
Case i = 1. By Corollary 2.10(2),
consists of all non-empty subsets of [n], while r 0 ≡ 0. Hence
Now r i (I) = min(|I| , i). So if |I| ≤ i, then I ∈ I(H i+1 ). Otherwise I ∈ I(H i+1 ) if and only if |I| > i and i ≥ |I| − 1; that is, if and only if |I|
This completes the proof of the inductive step.
2.12
Lemma. Given strong and weak maps according to the diagram, where
Assume that rank(L) =rank(L ) = l and rank(M ) = l + 1. Then H → M is a weak map.
Proof. By Proposition 2.3(2) it is enough to prove that I(M ) ⊆ I(H)
. By Corollary 2.10,
that is,
(H). It follows that I(M ) ⊆ I(H)
, as was to be proved.
2.13
Lemma. Let Z =⇒ L with Z = L; and let i, j and k be such that
Proof of (1). We use induction on k − i. For k = i there is nothing to prove. For k = i + 1 the result follows from Proposition 2.2(3) and the definition of the first Higgs lift. In the general case this argument shows that
by inductive hypothesis, and the quotient relationship is transitive, it follows that
Proof of (2) . By the inductive definition of the higher Higgs lifts,
Z). So it is enough to prove the assertion in case i
We proceed by induction on j = l + 1, . . . , k (the case j = l being trivial).
And
by the definition of the Higgs lifts. Applying the intial case
, proving the inductive step. This completes the proof of Lemma 2.13.
The Combinatorial Part of the Proofs of the Main Theorems
We return to the nth combinatorial flag variety, Ω = Ω n . When we refer to a simplex of Ω = Ω n or of
. . , M ir we shall assume that i 0 < i 1 < . . . < i r and that rank(M ij ) = i j . In the case that s ∈ Ω, this implies that 0 i 0 and i r n; and we shall set i −1 = 0 and i r+1 = n, so 
3.1
Note that for every s, η(s) ∈ Ω .
3.2
(1) The simplicial complex Ω is purely (n − 2)-dimensional.
Ω is the set of (n − 2)-simplices of Ω.
Proof. No simplex of Ω can have more than n − 1 vertices, so dim(Ω) ≤ n − 2. On the other hand, for every s ∈ Ω, η(s) has n − 1 vertices and therefore dimension n − 2, and s ≤ η(s). This proves that dim(Ω) = n − 2 and that Ω is pure. The second assertion follows from the definition of Ω .
3.3
Definition. 
3.4
(1) For any s ∈ Ω and s ∈star (s), there is a weak map η(s) → s .
(2) For any s ∈ Ω ,s → s is a weak map.
Proof of (1). Say
and there is nothing to prove. Otherwise, there is some k = −1, . . . , r such that i k < j < i k+1 ; and then
We now have the following diagram, in which the diagonal weak map is given by inductive hypothesis:
By Lemma 2.12, there is a weak map M j η → M j . This completes the inductive step. 
Proof of (2). Set
H i = H i (M 0 , M n ) for i = 1, . . . , n − 1. Say s = M 1 , . . . , M n−1 .
3.5
In 1.14 we defined a function ϕ : Ω → R by the rule:
In particular, on vertices of Ω, ϕ(M ) = |I(M )|.
Lemma. Lets be as at the beginning of this section and ϕ as above. Then: (2) respectively.
3.6
For every s ∈ Ω, let Ω(s) = {s ∈ Ω : s s} be the boundary complex of s. For every s ∈ Σ , let Π(s) = {t ∈ Ω : η(t) = s}. Then Π(s) ⊆ Ω(s) as a subset (but not necessarily as a subcomplex).
Lemma. Let s ∈ Σ , let t ∈ Π(s) and let t ∈ Ω be such that t ≤ t s. Then t ∈ Π(s).
Proof. This follows from the definition of σ and the fact that star (t ) ⊆star (t).
3.7

Lemma. Let s ∈ Σ and let t , t ∈ Π(s). Set t = t ∩ t , and assume that t = ∅. Then t ∈ Π(s).
Proof. It will simplify the notation to assume that all the vertices of s belong to either t or t . (If this is not initially the case, lett be the face of s whose vertex set consists of the vertices of t and those vertices of s which belong to neither t nor t . Thent ∈ Π(s) by Lemma 3.6 andt ∩ t" = t. So it is enough to prove the lemma for t,t and t . 
The proof of Lemma 3.4(1) shows that it is enough to prove that, for every such l, m and i,
Without loss of generality, say
A and B are non-empty since l ∈ A and m ∈ B. Set a = max(A) and b = min(B). Since s = η(t ),
. Now a i b; and, with the conventions (as usual)
. By Lemma 2.13(2),
The lemma now follows.
3.8
Lemma. Let s ∈ Ω . Then either:
(1) there exists t ∈ Π(s), t = ∅, such that Π(s) =star(t, ∆(s)); or (2) Π(s) = ∆(s); and this case occurs if and only if s =s.
Proof. Case (1) occurs with t = t ∈Π(s) ∆(t ) if this intersection is non-empty. The only way for the intersection to be empty is if Π(s) = ∆(s)
. In this case we can apply the proof of Lemma 3.7 replacing l by 0 and m by n to show that
i for all i, and so s =s.
3.9
Proposition. Let ϕ ands be as above. Then ϕ : Ω → R ascends tos via η.
Proof. Conditions (1), (2) and (3) Definition. Let K be a field, and V a vector space over K. Let X = {x 1 , . . . , x n } be a subset of V which spans V (the x i are not required to be distinct or non-0). Let W be any linear subspace of V , and W ⊆ W a subspace of codimension 1. Then W is in general position with respect to (X, V, W ) if, for every subset X ⊆ X such that dim(S(X ) ∩ W ) = 1, S(X ) ∩ W = { 0}.
4.2
Definition. The field K satisfies hypothesis H(n) if, for all X, V and W as above with |X| = n, there exists W which is in general position with respect to (X, V, W ).
4.3
Lemma. If |K| ≥ 2 n , in particular if the characteristic of K is 0, then K satisfies hypothesis H(n).
Proof. We supply a proof in case |K| is finite; the case that K has characteristic 0 is similar. Set κ = |K|; by hypothesis H(n), κ ≥ 2 n . Set ν = dim(V ); then |V | = κ ν . Let X be the family of subsets X ⊆ X such that dim(S(X ) ∩ W ) = 1. Note that |X | 2 n since ∅ / ∈ X . For every X ∈ X let L X = S(X ) ∩ W , and let l X be a non-0 vector in L X . In the vector space V * dual to V let L * X be the hyperplane consisting of functionals which take value 0 on L X . Now L * X is the kernel of the linear functionl X :
Since K is a field andl X is non-trivial,l X is surjective. It follows that
Therefore there exists p 
Thus S(X ) ∩ W = { 0} for every X ∈ X . That is, W is in general position with respect to (X, V, W ).
4.4
Corollary. Let K be any field. Then K has an extension field which satisfies hypothesis H(n).
4.5
Assume that K satisfies hypothesis H(n). Let s = L, Z be a 1-simplex of Ω
In the context of the previous paragraph, assume that s is representable over K. Then so is s .
. By hypothesis H n there exists W ⊆ W of codimension 1 which is in general position with respect to (
the equality being an instance of the convention at the beginning of this section) be the projections.
We claim that R(s ) is a representation of s over K. We omit the proof, except for showing that (V H , f H ) is a representation of H over K. To do so, in view of Corollary 2.10(2), it is sufficient to prove that the following two conditions on a subset I ⊆ [n] are equivalent:
f H (I) is linearly independent in V H ; and (2) dim(S(f L I)) ≥ |I| − 1, and f Z (I) is linearly independent in V Z .
Proof that (1)=⇒(2). Since f H (I) is linearly independent in V H and f H
the last equality holds because f H (I) is linearly independent in V H and ker(p L,H ) = W/W has dimension 1.
Proof that (2)=⇒(1). Since dim(S(f L I)) ≤ |I|, it follows from the hypothesis (2) that dim(S(f L I)) = |I| or |I| − 1.
4.6
Let Ω K = {s ∈ Ω : s is representable over K}. It follows directly from the definitions that Ω K is a subcomplex of Ω.
Lemma. Assume that K satisfies hypothesis H(n). Then:
Proof. Assertion (1) follows by inductive use of Lemma 4.5. Assertion (2) follows from 2.11 and inductive use of Lemma 4.5.
4.7
Proposition. Assume that K satisfies hypothesis H(n). Proof. We have just shown (in Lemma 4.6(2)) thats ∈ Ω K . It remains to verify the four conditions of Definition 1.13 for ϕ K . Conditions (1) and (2) hold a fortiori because they hold for ϕ, by Proposition 3.9. In view of Lemma 4.6(1), conditions (3) and (4) likewise hold a fortiori.
4.8
Proof of (1). Let s ∈ (Ω rep ) and let R(s) = ( V s , p s , f s ) be a representation of s over some field K. Say
According to Corollary 4.4 there is an extension field K of K which satisfies hypothesis H(n). Set
Proof of (2). This follows from Lemma 4.6(2) and the fact that fields satisfying hypothesis H(n) do exist, by Lemma 4.3.
4.9
Let Ω rep = ∪{Ω K : K is a field}. Then Ω rep is a subcomplex of Ω.
be the restrictions of ϕ and η respectively. Then ϕ rep ascends tos via η rep .
Proof. This follows from Lemma 4.8 in the same way that Proposition 4.7 follows from Lemma 4.6.
4.10
Definition. A Coxeter matroid is one which has a single basis. Let N = N n = {M ∈ M n : M is a Coxeter matroid}. Then Ψ(N ) is the full subcomplex of Ω n consisting of simplices whose vertices all belong to N . We call Ψ(N ) the Coxeter subcomplex of Ω.
For the rest of this section we shall abbreviate Ψ(N ) to Ψ. The set of (n − 2)-simplices of Ψ is Ψ = Ψ ∩ Ω .
4.11
Let π be a permutation of [n] . For i = 1, . . . , n − 1 let M i π be the Coxeter matroid of rank i whose basis is {π (1)
is a well-defined simplex of Ω, and it belongs to Ψ . We have thus defined a function f : S n → Ψ , where S n is the group of permutations of [n]; namely f (s) = s π .
Lemma. f : S n → Ψ is a bijection. for i = 1, . . . , n. Then π s is a bijection, so π s ∈ S n . This defines a function g : Ψ → S n , namely g(s) = π s .
We omit the proof that f and g are inverse functions.
4.12
Corollary. Ψ n = n!.
4.13
Lemma. For every field K, Ψ ⊆ Ω K .
Proof. It is enough to show that any simplex of Ψ is representable over K. To simplify the exposition we shall work with the simplex s ∈ Ψ which corresponds to the identity in S n under the bijection of Lemma 4.11. So s = M 1 , . . . , M n−1 where M i has [i] as its only basis. Let V n be a vector space over K with basis e 1 , . . . , e n . For i = 1, . . . , n − 1, let V i = S(e 1 , . . . , e i ) ; then {e 1 , . . . , e i } is a basis of
4.14 
Proof. Let s ∈ Ψ . It is required to prove that for every t s, σ(t)
It follows that σ(t) = s, as was to be proved.
The Topological Part of the Proofs of the Main Theorems
In this section we shall prove the results mentioned in 1.13, and complete the proofs of Theorems 1.3, 1.5 and 1.6.
5.1
Notation. Let ∆ be a simplicial complex, and let s ∈ ∆. Then we set 
5.2
To make the topological part of our argument as simple as possible we shall define ad hoc a type of collapsing which is a hybrid of simplicial collapsing (picewise-linear) collapsing and shelling. (See Whitehead [13] and, for more accessible treatments, Björner et al. [3] See Figure 4 , in which k = 3. 
5.3
Definition. Let ∆ be a purely k-dimensional simplicial complex, and let ∆ * be a subcomplex of ∆. Then ∆ collapses to ∆ * , written ∆ ∆ * , if there exists a sequence ∆ = ∆ 1 ⊇ ∆ 2 ⊇ . . . ⊇ ∆ r = ∆ * of successive subcomplexes such that ∆ 1 e ∆ 2 e . . . e ∆ r .
5.4
Definition. Let ∆ be a purely k-dimensional simplicial complex. Let ∆ * be a subcomplex of ∆ which is purely k-dimensional. Then ∆ * is obtained from ∆ by an elementary shelling if either ∆ e ∆ * or ∆ * = ∆\{s} for some s ∈ ∆ . We write ∆ ↓ e ∆ * .
5.5
Definition. Let ∆ be a purely k-dimensional simplicial complex. Let ∆ * be a subcomplex of ∆ which is purely k-dimensional. Then ∆ * is obtained from ∆ by shelling if there exists a sequence 
5.6
Lemma. Let ∆(s) be the simplicial complex consisting of a single simplex s and its faces. Let t + s be a proper, non-empty face of s. Set Γ 
Thus h τ is a deformation retraction of s onto Γ − .
5.7
Proposition. Let ∆ be a simplicial complex which is homogeneous of dimension k. Let ∆ * be a subcomplex of ∆ such that ∆ ∆ * . Then ∆ * is a deformation retract of ∆. 
∆(s) and ∆ * are closed subsets of ∆ (being subcomplexes); their union is ∆; and on their intersection ∆(s) ∩ ∆ * = Γ − , h τ is the identity. Soh τ is well-defined, and it is a deformation retraction of ∆ to ∆ * .
5.8
Corollary. In the context of Proposition 5.7, assume that ∆ * = ∆(s) for some simplexs ∈ ∆. Then ∆ is contractible.
Proof. ∆ * is contractible, and Proposition 5.7 implies that the inclusion ∆ * → ∆ is a homotopy equivalence.
5.9
Let ∆ be a purely k-dimensional simplicial complex . Lets ∈ ∆ and let ψ : ∆ → R be a function which ascends tos via a function σ : ∆ → ∆ , as in 1.13. Set σ = σ ∆ , Σ = Σ (∆) =im(σ ) and Σ = Σ(∆) = Σ ∪ ∆ ; so Σ ⊆ ∆ and Σ is the smallest subcomplex of ∆ to contain Σ .
Let P = {p 1 , . . . , p q } be the set of values taken by ψ, ordered so that Proof. The first assertion follows directly from the definitions of Σ(i) and Σ(i, j). In the proof of (2) we abbreviate s i,j to s. Set 
. This proves (a). Now let t ∈ Π 0 + , so σ(t ) = s. Suppose t ∈ Σ(i, j − 1). Then there exists s ∈ Σ (i, j − 1) such that t < s . Then s = s; but ψ(s ) ≥ p i = ψ(s ), contradicting the hypothesis that s = σ(t ). Therefore t / ∈ Σ(i, j − 1), which proves (b). This completes the proof of the lemma.
5.10
Corollary. In the context of 5.9, Σ(i) Σ(i − 1) for i = 2, . . . , q.
5.11
Proposition.
(1) In the context of 5.9, Σ s.
(2) Σ is contractible.
(1) follows from Corollary 5.10 by induction on i. Now (2) is given by Corollary 5.8.
5.12
Proposition. Let ∆ be a purely k-dimensional simplicial complex. Lets ∈ ∆ and let ψ : ∆ → R be a function which ascends tos. Then ∆ is shellable.
Proof. Let Σ be as in 5.9. By Proposition 5.11(1), Σ is shellable; so it suffices to prove that ∆ ↓ Σ. Let the simplices of ∆\Σ be listed (in arbitrary order) as s 1 , . . . , s r . Since ∆ ⊂ Σ, the s i are all k-dimensional. For i = 1, . . . , r, set ∆ i = Σ ∪ {s i , . . . , s r }, so ∆ 1 = ∆; also set ∆ r+1 = Σ. Now the (k − 1)-skeleton ∆ of ∆ is contained in Σ; so each ∆ i is a subcomplex of ∆. Also Σ is purely k-dimensional by Lemma 5.9(1), and each ∆ i is the union of Σ with k-simplices, so each ∆ i is purely k-dimensional. Since ∆ i+1 = ∆ i \{s i }, it follows that ∆ i ↓ e ∆ i+1 . Hence ∆ = ∆ 1 ↓ ∆ r+1 = Σ, as was to be shown.
5.13
Proofs of Theorems 1.3, 1.5 and 1.6.
Let Ω denote Ω n , Ω K n or Ω rep n , similarly for ϕ , Σ = Σ(Ω ) etc. If Ω = Ω K , assume that K satisfies hypothesis H(n). The theorems assert that for n ≥ 2:
(1) Ω is shellable.
(2) Ω is homotopy equivalent to the one-point union of a finite number of (n−2)-dimensional spheres; moreover the number of spheres is at least n!.
By Propositions 3.9, 4.7 and 4.9 (according as Ω equals Ω n , Ω Theorem.
(1) Λ is shellable.
(2) Λ is homotopy equivalent to the one-point union of a finite number of l-dimensional spheres.
Outline of proof. Sets Λ =link(s, Ω(σs)) (so the vertex set ofs Λ is the complement of the vertex set of s in the vertex set of σ(s)). Let ϕ Λ : Λ → R and η Λ : Λ → Λ be the restrictions of ϕ and η respectively. Then ϕ Λ ascends tos Λ via η Λ . The rest of the proof is similar to that of Theorem 1.3.
5.15
Outline 6 Proof of Theorem 1.17
6.1
Let ∆ be a purely k-dimensional simplicial complex, lets ∈ ∆ and let ϕ : ∆ → R be a function which ascends tos. Let σ and Σ = Σ(∆) be as in 1.13 and 5.9. For the rest of this section, let an arbitrary orientation of every simplex s of Σ be fixed; that is, an ordering of its vertices up to even permutations. We shall use the same symbol s to denote an oriented and unoriented simplex. (If ∆ = Σ(Ω) or Σ(Ω + ) it is natural to orient each simplex by ordering its vertex-matroids by increasing rank, but it is not required to do so.)
To every ordered pair (s, s ) of oriented simplices of Σ is assigned an incidence number ε(s, s ) ∈ {0, 1, −1} by the rules: In this section we shall be concerned with a different coboundary operator δ on C * (Σ), defined by:
(In case ∆ = Ω this is the equivalent to the formula δ(s) = d Ω(s) (s) stated in 1.17.) In the following theorem, once we have shown that δ • δ = 0, it will follow that the cohomology H * (C * (Σ), δ) = ker(δ)/im(δ) is a well-defined graded abelian group.
6.2
Theorem.
(1) (C * (Σ), δ) is a cochain complex; that is, δ • δ = 0. 
6.3
Lemma. ι
Proof. 
