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Core-electron x-ray photoelectron spectroscopy is a powerful technique for studying the electronic
structure and chemical composition of molecules, solids and surfaces. However, the interpretation
of measured spectra and the assignment of peaks to atoms in specific chemical environments is often
challenging. Here, we address this problem and introduce a parameter-free computational approach
for calculating absolute core-electron binding energies. In particular, we demonstrate that accurate
absolute binding energies can be obtained from the total energy difference of the ground state and
a state with an explicit core hole when exchange and correlation effects are described by a recently
developed meta-generalized gradient approximation and relativistic effects are included even for
light elements. We carry out calculations for molecules, solids and surface species and find excellent
agreement with available experimental measurements. For example, we find a mean absolute error
of only 0.16 eV for a reference set of 103 molecular core-electron binding energies. The capability to
calculate accurate absolute core-electron binding energies will enable new insights into a wide range
of chemical surface processes that are studied by x-ray photoelectron spectroscopy.
I. INTRODUCTION
Core-level x-ray photoelectron spectroscopy (XPS)
measures the energies required to remove core electrons
from atoms in a given sample. As these energies depend
sensitively on the atom’s chemical environment, XPS is
a powerful method for chemical analysis. In particular,
core-level XPS finds widespread use in the characteriza-
tion of the surfaces of solids, and insights gained from
XPS measurements play a crucial role in developing our
understanding of various surface chemical processes, in-
cluding heterogeneous catalyis [1–4], the formation of
electrified interfaces [5–7], corrosion and degradation [8–
11], and adhesion [12–14]. A key challenge in applying
XPS to complex materials is that it is often difficult to
assign peaks in the XPS spectrum to specific chemical
environments. Overcoming this peak assignment prob-
lem is critical in order to maximize the chemical insight
gained from experimental XPS measurements.
Theoretical calculations of core-electron binding ener-
gies of atoms in different chemical environments have
the potential to guide the interpretation of XPS spectra
and several approaches have been developed to achieve
this goal. The most common approaches are the ∆SCF
method where the core-electron binding energy is calcu-
lated as the total energy difference between the ground
state and the final state with a core hole,[15] and the
related Slater-Janak transition state method [16, 17].
These techniques yield relative core-electron binding en-
ergies, or binding energy shifts, that are in good agree-
ment with experimental measurements for free molecules
∗ j.lischner@imperial.ac.uk
[18–23]. While calculated binding energy shifts are of-
ten very useful for the interpretation of XPS spectra,
their use requires the existence of well-defined core-level
reference energies which is not always guaranteed. It
is therefore highly desirable to also calculate absolute
core-electron binding energies, but these are often found
to differ by multiple electron volts from measured val-
ues. Some works have reported the prediction of accu-
rate absolute core-electron binding energies ,[20, 24–26]
but this typically relies on the fortuitous cancellation of
errors arising from incomplete basis sets, limitations in
the treatment of exchange and correlation effects and the
neglect or empirical treatment of relativistic effects [18].
The reliance on error cancellations ultimately limits the
generality and the accuracy of these methods.
A variant of the ∆SCF scheme that overcomes some
of the limitations of earlier studies was recently proposed
by Pueyo Bellafont and coworkers [27]. Using the TPSS
meta-GGA exchange-correlation functional and fully un-
contracted gaussian basis sets, absolute 1s core-electron
binding energies of B, C, N, O and F atoms in free
molecules were obtained that agree with experimental
gas phase measurements to within a mean absolute error
of 0.21 eV, provided that corrections due to relativistic
effects (ranging from 0.06 eV for B 1s to 0.75 eV for F
1s) are added to the calculated values.
As most XPS experiments are carried out on solids and
surfaces, methods to calculate core-electron binding en-
ergies in such systems must be developed and several new
approaches have been proposed in recent years. For ex-
ample, Ozaki et al. introduced a formalism based on peri-
odic density-functional theory (DFT) calculations where
the effect of the core hole is simulated by introducing a
penalty functional and the spurious interaction between
periodically repeated core holes is removed by the exact
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2Coulomb cutoff method [28]. However, this method em-
ploys the frozen core approximation and thus neglects the
screening effect from the relaxations of other core elec-
trons resulting in significant quantitative inaccuracies.
For example, for some simple molecules, such as NH3
and N2H4, the calculated values differ by -0.9 eV and
-1.28 eV from experimental data, respectively. Another
method for calculating absolute core-electron binding en-
ergies in extended systems is based on the GW approach
[29]. However, the high computational cost of GW calcu-
lations makes its application to chemically complex sys-
tems challenging. Moreover, preliminary tests of the GW
method have failed to match the accuracy reported for
∆SCF calculations using the TPSS functional [27, 30, 31].
In this work, we propose a novel method based on the
all-electron ∆SCF for calculating absolute core-electron
binding energies of molecules, surfaces and solids. In par-
ticular, we calculate total energies of the ground state
and the final state which contains an explicit, spin-
polarized core hole using DFT with the Strongly Con-
strained and Appropriately Normed (SCAN) exchange-
correlation functional [32]. The SCAN functional is
a non-empirical semi-local meta-GGA functional that
obeys several exact constraints and combines generality,
affordability and good performance in benchmark cal-
culations [32–37]. Relativistic effects are included self-
consistently via the scaled Zeroth Order Regular Approx-
imation (ZORA).[38] For orbital eigenvalues in Hartree-
Fock calculations of free atoms, the scaled ZORA method
yields accurate results (error relative to Dirac-Fock cal-
culations less than 0.1 eV) for valence and shallow core
levels of all elements and for all core and valence levels of
light elements.[38–41]. Extended systems are described
using finite cluster models containing several hundred
atoms, thereby allowing the ∆SCF method to be directly
applied to solids and surface species.
II. RESULTS AND DISCUSSION
To assess the accuracy of our approach for free
molecules, we carry out calculations for 75 molecules with
a total of 103 core-electron binding energies, see Supple-
mentary Information for a full list of all molecules. This
data set contains 1s binding energies for the elements B,
C, N, O and F and 2p binding energies for the elements
Si, P, S and Cl. To minimize the experimental error,
we only included molecules whose core-electron binding
energies were measured at least twice with the reported
binding energies differing by no more than 0.3 eV. Sub-
ject to these criteria, the arithmetic averages of all re-
ported experimental binding energies were then chosen
as the reference values. In addition, the weighted av-
erage binding energies from Cavigliasso have also been
included in the reference set [26]. The molecular struc-
tures were relaxed before the ∆SCF calculations of the
core-electron binding energies. Figure 1 shows the cal-
culated core-electron binding energies for free molecules
and compares them to experimental gas phase measure-
ments, see also Table I. Our approach yields excellent
agreement with experimental measurements with a mean
error of only -0.09 eV and a mean absolute error of 0.16
eV. For 95 out of the 103 core-level binding energies of the
data set, the agreement with experiment is better than
0.3 eV. Given that core-electron binding energies for dif-
ferent chemical environments range over several eV for
each of the considered 1s and 2p core levels, an accu-
racy better than 0.3 eV for the vast majority of cases
means that the calculated binding energies are a reliable
guide for the interpretation of experimental spectra. For
example, with very few exceptions, the energy ordering
of almost all of the experimental datapoints is predicted
correctly. To compare the performance of our approach
to the method of Ref. [28], we have carried out calcula-
tions for the molecular dataset of Ref. [28]. We find that
our approach yields a significantly smaller mean absolute
error (0.19 eV vs 0.52 eV) and also a significantly smaller
maximum error (0.70 eV vs 1.28 eV).
In the free molecule calculations, the eight core levels
that differ most from the measured values are the B 1s
core level in BF3 (theoretical binding energy - experi-
mental binding energy = -1.04 eV), S 2p3/2 in SF6 (-0.84
eV), Si 2p in SiF4 (-0.75 eV), P 2p3/2 in P(CF3)3 (-0.68
eV), P 2p3/2 in PF3 (-0.63 eV), P 2p3/2 in POF3 (-0.61
eV), C 1s in CF4 (-0.45 eV) and P 2p3/2 in P(OCH3)3
(-0.37 eV). The relevant atoms in these molecules are in
high oxidation states and we speculate that the observed
errors are a consequence of the well-known difficulties of
(semi-)local exchange-correlation functionals in describ-
ing systems with large charge transfer [42, 43].
To calculate absolute core-electron binding energies of
extended systems, we follow a two-step procedure that we
have used to predict binding energy shifts in a previous
study.[44] First, the atomic positions are relaxed using
a periodic model of the (2D or 3D) material. Next, a
cluster is cut from the periodic structure and the ∆SCF
method is used to calculate core-electron binding ener-
gies. In contrast to gas-phase experiments where the
measured binding energies are referenced to the vacuum
level (corresponding to a final state with one electron
removed from the sample and promoted to the vacuum
level), the binding energies obtained in XPS measure-
ments on solids and surfaces are referenced to the Fermi
level of the material. The corresponding core-electron
binding energies can be obtained directly from a ∆SCF
calculation where the core electron is promoted to an oc-
cupied state at the Fermi level (instead of being removed
from the sample). In other words, the core-electron bind-
ing energy is calculated as the total energy difference be-
tween the ground state and a neutral final state with a
core hole and an extra electron in the conduction band.
This approach is valid as long as there are empty elec-
tronic states at the Fermi level, which is true for the
metallic systems considered in this work. For systems
with a band gap, the valence band maximum is a bet-
ter reference point than the Fermi level. In that case,
3FIG. 1. A comparison of experimental and calculated core-electron binding energies for free molecules.
B 1s C 1s N 1s O 1s F 1s Si 2p P 2p3/2 S 2p3/2 Cl 2p3/2 Total
Datapoints 6 22 13 16 8 10 9 9 10 103
ME (eV) -0.29 -0.12 -0.02 0.00 0.02 -0.03 -0.33 -0.05 -0.14 -0.09
MAE (eV) 0.37 0.16 0.08 0.11 0.09 0.19 0.33 0.18 0.15 0.16
TABLE I. Summary of the calculated core-electron binding energies for free molecules and comparison to experiment. ME =
mean error (theory - experiment). MAE = mean absolute error.
Be Mg
Theoretical EB (eV) 111.57 1303.07
Experimental EB (eV) 111.82 1303.2
TABLE II. Calculated and experimental 1s binding energies
(EB) in metallic beryllium and magnesium
the core-electron binding energy can be calculated as
the difference between the absolute core-electron binding
energy referenced to the vacuum level, and the energy
required to remove an electron from the valence band
maximum which can be obtained from a separate ∆SCF
calculation.
We have used the approach outlined above to calculate
absolute core-electron binding energies in two elemental
metals: Mg and Be. Specifically, we first carried out pe-
riodic DFT calculations using the SCAN functional to
determine the equilibrium bulk lattice constants of Be
and Mg, see Supplementary Materials. Next, finite clus-
ters containing 167 atoms were constructed from the bulk
structure (see Fig. 2) and the 1s core-electron binding en-
ergies were calculated using the ∆SCF approach with the
core hole being localized at an atom in the center of the
cluster. Our results are summarized in Table II. For both
Be and Mg, the calculated core-electron binding energies
are within 0.3 eV of experimental values. [45–53]
Finally we turn our attention to the prediction of core-
electron binding energies of adsorbed molecules. We have
carried out calculations for four molecules, H2O, OH, CO
and HCOO, on Cu(111). In these calculations, a Cu clus-
ter containing 163 Cu atoms, shown in Figure 3, was used
to model the Cu(111) surface. The relaxed geometries of
the adsorbates on the surface were taken from our previ-
FIG. 2. The cluster of 167 atoms used to calculate the 1s
core-electron binding energy in Be and Mg. The core hole is
localized on an atom at the centre of the cluster.
ous study [44]. For CO on Cu(111), the “top” adsorption
site was used (where the CO sits directly above one of the
Cu atoms). For water, an adsorbed H2O molecule hydro-
gen bonded to two other adsorbed water molecules was
considered. Table III compares the calculated absolute
core-electron binding energies for the molecules adsorbed
to the Cu(111) surface with experimental measurements.
For these adsorbed molecules, “reference quality” experi-
mental data is in general not available, making it difficult
to judge the accuracy of the calculated values in a quanti-
tative manner. However, in so far as can be determined,
the agreement between theory and experiment is good.
The calculated O 1s binding energies in adsorbed H2O,
OH and HCOO are all within 0.35 eV of the experimental
values; the calculated C 1s binding energies of adsorbed
CO and adsorbed HCOO are within 0.5 eV of the clos-
4Core level Theor. EB Exp. EB
(eV) (eV)
H2O O 1s 532.95
533.0 [54]
532.4 [55]
OH O 1s 531.15 531.50 [56]
CO C 1s 285.70
286.1 [57]
286.2 [56]
CO O 1s 532.52
531.5 [57]
533.4 [56]
HCOO C 1s 286.82
287.3 [55]
288.2 [58]
289.75 [59]
HCOO O 1s 531.25 531.5 [58]
TABLE III. A comparison of experimental and calculated
core-electron binding energies for adsorbates on Cu(111).
Species
Calculated
O 1s EB (eV)
H2O on Cu42 532.97
H2O on Cu88 532.85
H2O on Cu163 532.95
H2O on Cu292 532.84
TABLE IV. Dependence of the calculated absolute core-
electron binding energy of an adsorbed water molecule on
the size of the Cu cluster that is used to simulate the Cu(111)
surface.
est experimental data points, and the calculated O 1s
binding energy in adsorbed CO lies in between two ex-
perimental values that differ from each other by almost
2 eV.
To establish that the obtained results are converged
with respect to cluster size, we have calculated the O
1s binding energy of adsorbed H2O on four different Cu
clusters consisting of 42, 88, 163 and 292 Cu atoms, re-
spectively. These clusters are shown in Figure 3. Ta-
ble IV shows that the calculated core electron binding
energies for the different cluster sizes vary by less than
0.15 eV.
III. CONCLUSIONS
We find that the ∆SCF approach yields accurate ab-
solute core-electron binding energies for molecules, solids
and surfaces when the SCAN exchange-correlation en-
ergy functional is employed in conjunction with the
scaled ZORA treatment of relativistic effects. Specifi-
cally, we find that our calculated binding energies agree
with experiments to within 0.3 eV. This accuracy is usu-
ally sufficient to guide the interpretation of experimental
XPS spectra and overcome the peak assignment prob-
lem that often limits the amount of information that can
be extracted from XPS studies of complex materials. A
shortcoming of the present approach is the perturbative
treatment of spin-orbit coupling which is applied after
the self-consistent field calculation. This reduces the ac-
curacy of the approach for heavier elements. Future work
will include a fully self-consistent treatment of spin-orbit
coupling that will allow the accurate description of all
elements in the periodic table.
IV. METHODS
All of the calculations reported in this work were
carried out using the FHI-aims electronic structure
code in which the Kohn-Sham wavefunctions are con-
structed as linear combinations of numerical atom-
centred orbitals.[60–62] The geometries of the free
molecules and bulk Be and Mg were relaxed until the
forces on all atoms were less than 5.0 · 10−3 eV/A˚.
Variable-cell optimization was used for Be and Mg. The
FHI-aims default “tight” basis sets were used in the ge-
ometry optimizations.[60] For metallic Be and Mg, the
Brillouin zone was sampled using a 12 x 12 x 8 grid.
For the adsorbates on Cu(111), relaxed geometries from
our previous study were used.[44] In the ∆SCF calcula-
tions, special basis sets were used for the atoms where a
core hole was created. These basis sets were constructed
by adding additional, tighter core wavefunctions to the
default basis sets of FHI-aims in order to permit the re-
laxation of other core electrons in the presence of a core
hole. Tests on simple molecules showed that the calcu-
lated core-electron binding energies obtained using the
numerical basis sets were within 0.08 eV of the values
obtained for the same systems using large, uncontracted
gaussian basis sets derived from the pcJ-3 basis sets of
Jensen.[63] Full details of the basis sets used in this work
are given in the supplementary information. When cal-
culating the total energy of the final state, the core hole
was introduced by constraining the occupancy of a spe-
cific Kohn-Sham state in one of the spin channels. In
cases where the molecule contains a number of atoms
of the same element, the localization of the core hole at
a specific atom was ensured by introducing a fictitious
extra charge of 0.1 e during the first step of the self-
consistent field cycle at the desired site which attracts
the core hole. The fictitious charge was removed im-
mediately afterwards and the constrained self-consistent
field calculations were run in the usual manner.
All of the reported calculations were scalar relativistic,
with optional post-self-consistent perturbative spin-orbit
coupling.[64] Therefore, the calculated 2p core-electron
binding energies correspond to the weighted average of
the 2p1/2 and 2p3/2 states. For comparisons to exper-
imental data, the as-obtained 2p binding energies were
used for Si. For P, S, and Cl, the position of the 2p3/2
peak is usually reported experimentally. The theoretical
2p3/2 binding energies were obtained by subtracting 1/3
of the experimental spin-orbit splitting (0.29 eV for P
2p, 0.387 eV for S 2p, and 0.533 eV for Cl 2p) from the
∆SCF value. Very similar binding energies (to within less
than 0.05 eV) are obtained if theoretical spin-orbit split-
5FIG. 3. The four Cu clusters that were used in ∆SCF calculations of the O 1s core-electron binding energy of adsorbed H2O.
tings, as determined from the eigenvalue difference after
the perturbative SOC calculations, are used instead.
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