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In the conventional classical density functional theory (DFT) for simple fluids, an ideal gas is usually chosen as the reference 
system because there is a one-to-one correspondence between the external field and the density distribution function, and the 
exact intrinsic free-energy functional is available for the ideal gas. In this case, the second-order density functional Taylor 
series expansion of the excess intrinsic free-energy functional provides the hypernetted-chain (HNC) approximation. 
Recently, it has been shown that the HNC approximation significantly overestimates the solvation free energy (SFE) for an 
infinitely-dilute Lennard-Jones (LJ) solution, especially when the solute particles are several times larger than the solvent 
particles [T. Miyata and J. Thapa, Chem. Phys. Lett. 604, 122 (2014)]. In the present study, we propose a reference-modified 
density functional theory (RMDFT) as a systematic approach to improve the SFE functional as well as the pair distribution 
functions. The second-order density functional Taylor series expansion for the excess part of the intrinsic free-energy 
functional, in which a hard-sphere fluid is introduced as the reference system instead of an ideal gas, is applied to the LJ pure 
and infinitely-dilute solution systems, and is proved to remarkably improve the drawbacks of the HNC approximation. 
Furthermore, the third-order density functional expansion approximation, in which a factorization approximation is applied to 
the triplet direct correlation function, is examined for the LJ systems. We also show that the third-order contribution can yield 
further refinements for both the pair distribution function and the excess chemical potential for the pure LJ liquids. 
 
I. INTRODUCTION 
Solvation free energy (SFE), which is defined as the change in free energy accompanied with the transfer of a solute 
molecule from its dilute gas to a solution system with the same number density as in the dilute gas, is one of the most 
important thermodynamic quantities in solution chemistry1 because the SFE is directly related to the solubility of the dilute 
gas. Furthermore, the thermodynamic stability of large complex solute molecules, such as proteins in various conformations, 
is determined by a difference in the SFE resulting from conformational changes. Thus, an accurate theoretical prediction of 
the SFE is one of the most important goals in computational physical chemistry.  
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The standard approach for calculating the SFE using molecular simulations is based on either the free-energy 
perturbation method or the thermodynamic integration method.2,3 These calculations using molecular simulations are 
computationally exact 4-7; however, they are time consuming because molecular simulations should be performed for a 
number of intermediate states in the process of growing a solute molecule in the solution. To avoid having to run molecular 
simulations for the intermediate states, the energy representation (ER) method has been proposed.8-10 However, since the ER 
method also requires two molecular simulation runs for the pure solvent and solution system, it is time consuming to apply 
this method to SFE calculations for large and complex systems such as biomolecules.  
Alternatively, SFE calculations can be done by applying statistical mechanical approaches based on integral equation 
theories 11-19 and density functional theories20,21 to avoid extensive numerical simulations. One of the most popular integral 
equation theories for molecular liquids is the extended reference-interaction-site model (RISM) theory,13,22 where the 
hypernetted-chain (HNC)-type equation is employed as the closure relation. However, the use of the HNC equation as the 
closure for the RISM equation is not theoretically justified by statistical mechanics, because the HNC equation was originally 
derived as the closure relation not for the RISM (or site-site Ornstein-Zernike (OZ)) equation of polyatomic molecular liquids 
but for the OZ equation of simple liquids consisting of spherical particles.23  
It has been pointed out that the SFE determined using the RISM equation with the HNC-type closure artificially depends 
on the number of sites on the solute molecules. 24,25 The dummy site problem on the SFE pointed out by Ten-no, 24 where the 
SFE is artificially increased by an addition of dummy site on solute molecule, would be separated from the artificially large 
increase in the SFE with the increase in either the number of sites or molecular size of solute. The dummy site problem is 
basically attributed to the theoretical drawback of the 1-D RISM equation 13,22 for solute molecules, thus it can be resolved by 
the three-dimensional treatment of the solute molecule based on the three-dimensional reference-interaction-site model (3D-
RISM) integral equation. 16,26 In the similar point of view, the significant large overestimation in the SFE for large solute 
molecules using the RISM approach had been considered as one of the theoretical problems arising from the extension of the 
HNC closure relation for simple liquids to the interaction-site model for polyatomic molecular liquids. However, very 
recently, Miyata and Thapa showed that the SFE of a Lennard-Jones (LJ) solute in a LJ solvent, which was calculated using 
the HNC or Kovalenko–Hirata (KH) closure, monotonically increases as the size of solute increases, although the SFE 
determined using molecular dynamics (MD) simulations decreases as the size of solute increases.27 Miyata’s study suggests 
that the qualitatively incorrect solute-size dependence given by the RISM theory should be attributed to a theoretical 
drawback of the HNC-type approximation rather than to the simple extension of the HNC approximation to the interaction-
site model of polyatomic molecular liquids. In fact, we demonstrated that a SFE functional derived properly from a second-
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order density functional Taylor series expansion, namely, a HNC-type approximation that specializes in polyatomic 
molecular liquids, also provides artificially large solute-size dependence on the SFE for methane, propane, and isobutane in 
water. 28,29 Thus, it is expected that the theoretical prediction of the SFE based on integral equations is significantly improved, 
if the HNC approximation is replaced by a post-HNC theory.  
The HNC equation can be derived via a diagrammatic analysis of the pair distribution function, if one neglects a set of 
closely connected diagrams, called the bridge functions.23 Rosenfeld and Ashcroft pointed out that the bridge functions do not 
depend on the details of the interaction potential and, thus, should have an approximately universal function form.30 It is also 
well known that the HNC equation can be derived via density functional theory (DFT).23,31 Here, we consider an 
inhomogeneous simple liquid under an arbitrary external field . The grand potential under the external field is given by 
 , where  is the grand canonical partition function and  is the Boltzmann’s constant 
multiplied by the temperature, . The relation between the grand potential  and the intrinsic free-energy density 
functional  is given by32  
 ,  (1) 
where  is the chemical potential and  is the density distribution function under the external field. Here,  
is also given by the functional differentiation of : 
.  (2) 
The intrinsic free-energy functional  should satisfy the Euler-Lagrange equation: 
 .
  
(3) 
Note that  in the Euler-Lagrange equation of Eq. (3) should be a density functional, i.e., . In the conventional 
classical DFT for simple fluids, an ideal gas (IG) is usually introduced as the reference system. Thus, we assume that the 
density distribution function for the system of interest can be reproduced using an effective external field on the reference IG, 
: 
,  (4) 
U r( )
Ω U[ ] = − 1 β( )lnΞ U[ ] Ξ U[ ] 1 β
kBT Ω U[ ]
F n[ ]
Ω U[ ] = F n[ ]+ dr1∫ n r1 U( ) U r1( )− µ⎡⎣ ⎤⎦
µ n rU( ) n rU( )
Ω U[ ]
n rU( ) = δΩ U[ ]
δ U r( )− µ⎡⎣ ⎤⎦ T ,V
F n[ ]
δF n[ ]
δn rU( ) T ,V
= µ −U r( )
U r( ) U r n( )
UIG r( )
nIG rUIG( ) = n rU( )
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where 
 .  (5) 
In Eq. (5),  , where  is the chemical potential for an ideal gas and  is the de Broglie thermal 
wavelength. Note that Eq. (4) can be regarded as the definition of . The intrinsic free energy functional for the 
reference IG system, , should also satisfy the Euler-Lagrange equation given by 
 .  (6) 
It is obvious from Eq. (5) that  is also the density functional, i.e., . From Eqs. (5) and (6), we obtain the 
exact expression for :  
  , (7) 
where 
 .  (8) 
The excess intrinsic free energy functional is defined as the difference between the intrinsic free energy functional   
and that for the reference IG system: 
 ,  (9) 
where  is given by Eq. (4).  
Now, we apply the density functional Taylor series expansion to  with respect to the bulk density : 
   (10) 
nIG rUIG( ) = n0 exp −βUIG r( )⎡⎣ ⎤⎦
n0 = exp βµIG( )Λ−3 µIG Λ
UIG r( )
FIG nIG[ ]
δFIG nIG[ ]
δnIG rUIG( ) T ,V
= µIG −UIG r( )
UIG r( ) UIG r nIG( )
FIG nIG[ ]
FIG nIG[ ] = FIG n0[ ]+ µIG − 1β
⎛
⎝⎜
⎞
⎠⎟
dr1∫ nIG r1 UIG( )− n0⎡⎣ ⎤⎦
− dr1∫ nIG r1 UIG( )UIG r1( )
FIG n0[ ] = µIG − 1β
⎛
⎝⎜
⎞
⎠⎟
N
F n[ ]
Fex n[ ] = F n[ ]− FIG n[ ]
nIG
Fex n[ ] n0
 
Fex n[ ] = Fex n0[ ]+ µex dr1∫ Δn r1 U( )
− 12β dr1 dr2∫ C
2( ) r1 − r2( )Δn r1 U( )Δn r2 U( )
− 16β dr1 dr2 dr3∫ C
3( ) r1 − r2 , r2 − r3 , r3 − r1( )Δn r1 U( )Δn r2 U( )Δn r3 U( )
+!
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where   , 
 ,  (11) 
 ,   (12) 
and  
 . (13) 
Equation (12) is the second-order direct correlation function that is related to the pair correlation function, , via the 
OZ equation (defined by Eq. (37)23) and Eq. (13) is the triplet direct correlation function that is related to the triplet 
correlation function, , via the OZ3 equation [see APPENDIX A].33 From Eqs. (3), (4), (6), (9), (10), 
and (11), we obtain the following effective external field for the reference IG system: 
. (14) 
If we neglect the terms that are higher-order than the  term in Eqs. (10) and (14), these equations are reduced to the 
HNC approximation in which the bridge function is neglected.23 This simplification occurs because the  term in Eq. 
(14) can be replaced by  from Percus’ relation (Eq. (36)) and the OZ equation (Eq. (37)). As a result, Eqs. 
(4), (5), and (14) give the HNC closure. Therefore, the  term, as well as the higher-order terms, can be regarded as a part 
of the bridge function. Note that two assumptions are introduced in the HNC approximation. One is the use of an ideal gas as 
the reference system in the DFT and the second is the second-order truncation of the density functional Taylor series 
expansion of the excess free energy functional, . However, convergence of the density functional 
Taylor series expansion is not sufficiently rapid to justify the second-order truncation, e.g., in the HNC approximation for 
dense hard-sphere fluids.34,35  
Δn rU( ) = n rU( )− n0
µex = δF
ex n[ ]
δn rU( ) T ,V ,U=0
C 2( ) r − ′r( ) = −β δ
2Fex n[ ]
δn rU( )δn ′r U( ) T ,V ,U=0
C 3( ) r − ′r , ′r − ′′r , ′′r − r( ) = −β δ
3Fex n[ ]
δn rU( )δn ′r U( )δn ′′r U( ) T ,V ,U=0
h 2( ) r( )
h 3( ) r , ′r , r + ′r( )
 
UIG r( ) =U r( )−
1
β
dr1∫ C 2( ) r − r1( )Δn r1 U( )
− 12β dr1 dr2∫ C
3( ) r − r1 , r1 − r2 , r2 − r( )Δn r1 U( )Δn r2 U( )
+!
C 2( )Δn
C 2( )Δn
h 2( ) r( )−C 2( ) r( )
C 3( )
Fex n[ ] = F n[ ]− FIG n[ ]
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The aim of the present study is to present a general formulation for systematically developing the SFE functional and 
the integral equations for pure and solution systems consisting of simple spherical particles and polyatomic molecules. In 
order to examine the validity of the theory, we applied it to LJ pure and solution systems and then compared the numerical 
results with those of molecular dynamics (MD) simulations. 
The rest of the paper is organized as follows. In Section II, the reference-modified density functional theory (RMDFT) is 
introduced, and the theoretical details for deriving the SFE functional and integral equations for pair distribution functions are 
described. In Section III, the method for calculating pair distribution functions and SFE is presented. In Section IV, the pair 
distribution functions for the LJ pure and solution systems calculated using these theories are compared with the results 
provided by MD simulations. A comparison of the theoretical results of the SFE with MD simulation data is also presented 
and discussed. Finally, our conclusions are presented in Section V. 
II. REFERENCE-MODIFIED DENSITY FUNCTIONAL THEORY 
A. Free-energy density functional 
In the conventional classical DFT for simple fluids, an ideal gas is normally introduced as the reference system because the 
exact intrinsic free-energy functional, , (given by Eq. (7)) is available for the ideal gas and the one-to-one 
correspondence between the density distribution function, ,
 
 and the external field, ,  (Eq. (5)) are also 
available. However, the most crucial interaction in dense liquids is the excluded volume interaction that can be qualitatively 
modeled as a hard sphere interaction. Thus, an ideal gas is ineffective as the reference system for constructing a free-energy 
functional for dense classical liquids if a density-functional Taylor series expansion such as the HNC approximation is used, 
even though the approximation with the ideal gas can provide the exact solution for the low-density limit of classical liquids. 
In this study, we propose a reference-modified density functional theory (RMDFT) in which an effective reference system is 
chosen for the system of interest to construct the free-energy density functional and the integral equation for density 
distribution function under arbitrary external field. When classical simple liquids are of interest, a hard sphere (HS) fluid is 
taken to be the reference system, instead of an ideal gas, to improve the HNC approximation. [See Fig. 1]. 
FIG n[ ]
nIG rUIG( ) UIG r( )
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FIG. 1 Comparison of the reference systems used in classical DFT. (a) Ideal gas as the reference system employed in the HNC 
approximation. (b) Hard-sphere fluid as the reference system introduced in RMDFT. The hard-sphere fluid is a better reference system for 
dense classical liquids. 
 
We can use an HS fluid, instead of ideal gas, as the reference system for the DFT because accurate free-energy density 
functional models are available for HS fluids.35-38 Then, the excess part of the intrinsic free energy functional is, instead of Eq. 
(9), taken to be 
.  (15) 
Note that, in Eq. (15), we assume the following ansatz in which the density distribution function for the system of interest can 
be reproduced via that of the reference HS system by introducing an effective external field on the reference HS system, 
: 
, (16) 
where  satisfies the following Euler-Lagrange equation for the reference HS system: 
 .  (17) 
Here, Eq. (16) is used in Eq. (17). From Eqs. (3) and (17), we obtain 
,  (18) 
where 
Fex n[ ] = F n[ ]− FHS n[ ]
UHS r( )
nHS rUHS( ) = n rU( )
UHS r( )
δFHS n[ ]
δn rU( ) T ,V
= µHS −UHS r( )
UHS r( ) =U r( ) +
δFex n[ ]
δn rU( ) T ,V
− µ ex
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 .  (19) 
From Eqs. (6) and (17), we obtain 
,  (20) 
where 
 ,  (21) 
and 
.  (22)  
In Eq. (20), we also assume that 
.  (23) 
Here, in the same manner as in Eq. (10), we apply a density functional Taylor series expansion to the excess part of the 
intrinsic free energy functional  redefined by Eq. (15): 
, (24)
 
where 
 ,  (25) 
, (26) 
and 
µ ex = µ − µHS
UIG r( ) =UHS r( ) +
δFHSex n[ ]
δn rU( ) T ,V
− µHS
ex
FHSex n[ ] = FHS n[ ]− FIG n[ ]
µHS
ex = µHS − µIG
nIG rUIG( ) = nHS rUHS( )
Fex n[ ]
 
Fex n[ ] = Fex n0[ ]+ µ ex dr1∫ Δn r1 U( )
− 12β dr1 dr2∫ Cex
2( ) r1 − r2( )Δn r1 U( )Δn r2 U( )
− 16β dr1 dr2 dr3∫ Cex
3( ) r1 − r2 , r2 − r3 , r3 − r1( )Δn r1 U( )Δn r2 U( )Δn r3 U( )
+!
µ ex = δF
ex n[ ]
δn rU( ) T ,V ,U=0
Cex2( ) r − ′r( ) = −β δ
2Fex n[ ]
δn rU( )δn ′r U( ) T ,V ,U=0
= C 2( ) r − ′r( )−CHS2( ) r − ′r( )
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. (27) 
The effective external field for the reference HS system given by Eq. (18) can be rewritten using Eq. (24): 
. (28) 
Finally, we can rewrite Eq. (1) according to the following substitutions of the equations provided above into Eq. (1): Eq. (15) 
is substituted into Eq. (1); Eq. (24) is substituted into  in Eq. (15) and Eq. (21) is substituted into  in Eq. 
(15) ; Eq. (7) is substituted into  in Eq. (21); Eq. (20) is substituted into  in Eq. (7) and  is 
replaced by  because of Eqs. (16) and (23); Eq. (28) is substituted into  in Eq. (20), resulting in 
, (29) 
where 
 ,  (30) 
and 
Cex3( ) r − ′r , ′r − ′′r , ′′r − r( ) = −β δ
3Fex n[ ]
δn rU( )δn ′r U( )δn ′′r U( ) T ,V ,U=0
= C 3( ) r − ′r , ′r − ′′r , ′′r − r( )−CHS3( ) r − ′r , ′r − ′′r , ′′r − r( )
 
UHS r( ) =U r( )−
1
β
dr1∫ Cex2( ) r − r1( )Δn r1 U( )
− 12β dr1 dr2∫ Cex
3( ) r − r1 , r1 − r2 , r2 − r( )Δn r1 U( )Δn r2 U( )
+!
Fex n[ ] FHS n[ ]
FIG n[ ] UIG r( ) nIG rUIG( )
n rU( ) UHS r( )
 
ΩRMDFT U[ ] = Ω 0[ ]−
1
β
dr1∫ Δn r1 U( ) + ΔFHSex n[ ]
− dr1∫
δFHSex n[ ]
δn r1 U( )
n r1 U( )− µHSex n0
⎡
⎣
⎢
⎤
⎦
⎥
+ n0
β
dr1 dr2∫ Cex2( ) r1 − r2( )Δn r2 U( )
+ 12β dr1 dr2∫ Cex
2( ) r1 − r2( )Δn r1 U( )Δn r2 U( )
+ n02β dr1 dr2 dr3∫ Cex
3( ) r1 − r2 , r2 − r3 , r3 − r1( )Δn r2 U( )Δn r3 U( )
+ 13β dr1 dr2 dr3∫ Cex
3( ) r1 − r2 , r2 − r3 , r3 − r1( )Δn r1 U( )Δn r2 U( )Δn r3 U( )
+!
Ω 0[ ] = F n0[ ]− µN
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 .  (31) 
In Eq. (32), we make a comparison of s obtained using the RMDFT-type and HNC-type Taylor series expansions that 
are given by Eqs. (24) and (10), respectively: 
.. (32) 
The difference given by Eq. (32) suggests that the origin of the slow convergence in the HNC-type Taylor series expansion 
for dense liquids is attributed to the same origin that has been pointed out for dense HS fluids.34,35 On the other hand, the 
difference vanishes at the low-density limit so that the HNC approximation gives the exact solution. 
B. Integral equations for distribution functions 
We can obtain an integral equation for the density distribution function under an arbitrary external field according to the 
following substitutions of the equations provided above: Eq. (23) is substituted into  in Eq. (16) and 
then Eq. (23) is substituted into 
 
in that equation; Eq. (20) is substituted into  in Eq. (5); Eq. (28) is 
substituted into  in Eq. (20), resulting in 
 
,  (33) 
ΔFHSex n[ ] = FHSex n[ ]− FHSex n0[ ]
Ω U[ ]
 
ΩRMDFT U[ ]−ΩHNC U[ ] = ΔFHSex n[ ]− dr1∫
δFHSex n[ ]
δn r1 U( )
n r1 U( )− µHSex n0
⎡
⎣
⎢
⎤
⎦
⎥
− n0
β
dr1 dr2∫ CHS2( ) r1 − r2( )Δn r2 U( )
− 12β dr1 dr2∫ CHS
2( ) r1 − r2( )Δn r1 U( )Δn r2 U( )
− n02β dr1 dr2 dr3∫ CHS
3( ) r1 − r2 , r2 − r3 , r3 − r1( )Δn r2 U( )Δn r3 U( )
− 13β dr1 dr2 dr3∫ CHS
3( ) r1 − r2 , r2 − r3 , r3 − r1( )Δn r1 U( )Δn r2 U( )Δn r3 U( )
+!
n rU( ) = nHS rUHS( )
nHS rUHS( ) UIG r( )
UHS r( )
n rU( ) = n0 exp −βUIG r( )⎡⎣ ⎤⎦
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 . (34) 
These equations represent some of the main results in this paper. Even if we neglect the  term and the higher-order terms 
in the Taylor series expansion, we can obtain the correction terms to the HNC approximation (the second line on the right-
hand side of Eq. (34)) compared with Eq. (14). Not only the  term and the higher-order terms, but also that correction 
terms generated via the RMDFT-type Taylor series expansion, are regarded as the bridge function. Comparing Eq. (34) with 
Eq. (14) intuitively suggests that, for dense liquids, the convergence of the density functional Taylor series expansion 
introduced by the RMDFT using the HS reference system is faster than using the HNC as given by Eq. (14). In this work, we 
refer to the second- and third-order approximations in the RMDFT-type Taylor series expansion as RMDFT(D) and 
RMDFT(T), respectively.  
First, we consider the second-order approximation in Eq. (34). Here, we define the second-order contribution to the 
bridge function: 
. (35) 
If we combine Eqs. (33) and (34) and use Percus’ relation (PR) 23,39, which is provided by Eq. (36), we can obtain a closed 
integral equation of  for a pure liquid. 
.  (36) 
In Eq. (36), the pair correlation function for a pure liquid, , is exactly related to the density distribution function 
when the external field is chosen as the pair potential for the pure liquid, i.e., . In this integral equation, 
, as well as the second-order direct correlation function, , can be determined in a self-consistent manner 
using the Ornstein-Zernike (OZ) equation: 
. (37) 
 
UIG r( ) =U r( )−
1
β
dr1∫ C 2( ) r − r1( )Δn r1 U( )
+
δFHSex n[ ]
δn rU( ) − µHS
ex + 1
β
dr1∫ CHS2( ) r − r1( )Δn r1 U( )
− 12β dr1 dr2∫ Cex
3( ) r − r1 , r1 − r2 , r2 − r( )Δn r1 U( )Δn r2 U( )
+!
Cex3( )
Cex3( )
B 2( ) r( ) = −β δFHS
ex n[ ]
δn rU( ) − µHS
ex⎛
⎝⎜
⎞
⎠⎟
− dr1∫ CHS2( ) r − r1( )Δn r1 U( )
h 2( ) r( )
h 2( ) r( ) = n r UPR = vvv( ) n0 −1
h 2( ) r( )
UPR r( ) = vvv r( )
h 2( ) r( ) C 2( ) r( )
h 2( ) r − ′r( ) = C 2( ) r − ′r( ) + n0 dr1∫ C 2( ) r − r1( )h 2( ) r1 − ′r( )
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The OZ equation is derived from the following chain rule: 
.  (38)  
RMDFT(D) yields the integral equation for  that has been proposed by Rosenfeld as the reference HNC integral 
equation based on the universality of the ansatz for the bridge function, 30,40 if the Percus-Yevick solution for  and the 
excess free-energy functional model provided by the fundamental measure theory 35 are employed for the reference HS system. 
Hence, the RHNC equation can be systematically derived if an HS fluid is introduced as the reference system instead of an 
ideal gas and then the second-order truncation of the density-functional Taylor series expansion is applied to the excess part 
of the intrinsic free energy functional that is redefined by the RMDFT. In this RMDFT scheme, note that we assumed that the 
density distribution function under the arbitrary external field can be reproduced via that for the reference HS system by 
introducing an effective external field on the reference HS system [as illustrated in Fig. 1]. The derivation based on the 
RMDFT using the reference HS system implies that the RMDFT(D) integral equation would give a better description for 
 than the HNC approximation, especially for dense liquids.  
In the case of an infinitely dilute solution, the pair correlation function between solute and solvent, , is 
determined using Eqs. (33) and (34), and the following Percus’ relation: 
,  (39) 
where  is the solute-solvent interaction potential. In contrast to the integral equation for the pure liquid,  is 
used as the input in Eqs. (33) and (34). 
 Second, we consider the third-order approximation in Eq. (34), and define the third-order contribution to the bridge 
function: 
. (40) 
A number of studies have been conducted to express the triplet direct correlation function based on factorization 
approximation.41-45 In the same manner as the OZ equation of Eq. (37),  is related to the triplet correlation 
dr1∫
δn rU( )
δ −βU r1( )⎡⎣ ⎤⎦ U=0
δ −βU r1( )⎡⎣ ⎤⎦
δn ′r U( )
n=n0
= δ r − ′r( )
h 2( ) r( )
C 2( ) r( )
h 2( ) r( )
huv2( ) r( )
huv2( ) r( ) = n r UPR = vuv( ) n0 −1
vuv r( ) C 2( ) r( )
B 3( ) r( ) = 12 dr1 dr2∫ Cex
3( ) r − r1 , r1 − r2 , r2 − r( )Δn r1 U( )Δn r2 U( )
C 3( ) r1,r2,r3( )
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function, , via the OZ3 equations that are derived from the functional derivatives of Eq. (38) [see APPENDIX 
A].33 If we apply the following convolution approximation (CA) to ,46,47 
 , (41) 
the OZ3 equation yields  [see APPENDIX A]. This observation indicates that the convolution 
approximation leads to the HNC approximation given by Eq. (14). Iyetomi and Ichimaru proposed the following factorization 
approximation for  41,42,47:  
. (42) 
This factorization approximation yields the first correction to the convolution approximation for  and thus 
results in the following equation: 
,  (43) 
where  is given by the OZ3 equation with Eq. (43) as a sum of  and the vertex correction 
terms of  [see APPENDIX B].  
In the present study, we employ the factorization approximation shown in Eq. (42) to determine the third-order bridge 
function represented by Eq. (40).  
 
III. CALCULATION DETAILS 
A. Reference HS fluid 
In the RMDFT calculation for dense simple liquids, an excess intrinsic free-energy functional, , and the second-order 
direct correlation function, , for the reference HS fluid are needed. One can employ an arbitrary model for  
and  in the RMDFT. In this study, we employ the effective-density approximation (EDA)38 for  and 
h 3( ) r1,r2,r3( )
h 3( ) r1,r2,r3( )
hCA3( ) r1,r2,r3( ) = h 2( ) r1 − r2( )h 2( ) r1 − r3( )
+h 2( ) r1 − r2( )h 2( ) r2 − r3( )
+h 2( ) r1 − r3( )h 2( ) r2 − r3( )
+n0 dr4∫ h 2( ) r1 − r4( )h 2( ) r2 − r4( )h 2( ) r3 − r4( )
CCA3( ) r1,r2,r3( ) = 0
C 3( ) r1,r2,r3( )
CCA3( ) r1,r2,r3( ) = h 2( ) r1 − r2( )h 2( ) r2 − r3( )h 2( ) r3 − r1( )
h 3( ) r1,r2,r3( )
hCK3( ) r1,r2,r3( ) = hCA3( ) r1,r2,r3( ) + ΔhCK3( ) r1,r2,r3( )
ΔhCK3( ) r1,r2,r3( ) CCK3( ) r1,r2,r3( )
CCK3( ) r1,r2,r3( )
FHSex n[ ]
CHS2( ) r( ) FHSex n[ ]
CHS2( ) r( ) FHSex n[ ]
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. If a multicomponent HS fluid is needed for the reference system in the RMDFT, one can use the free-energy 
functional model provided by the fundamental measure theory (FMT)35,48 or its modified versions.36,37  is given by EDA 
as follows: 
,  (44) 
where  is the effective density, which is assumed to be a functional of .  
A highly accurate  is obtained from the Carnahan-Starling equation of state (Eqs. (45) and (46)).23,49 
,  (45) 
and 
,  (46) 
where  is the diameter of the reference HS fluid.  is approximated by the first-order density-functional Taylor 
series expansion: 
,  (45) 
where the expansion coefficient, , is related to  via 
. (46)  
In Eq. (46),  and  are the Fourier transforms of  and , respectively, and  and 
 are the first and second derivatives of  with respect to n, respectively.  and  are determined 
in a self-consistent manner by solving the OZ integral equation (Eq. (37)) using the following EDA closure: 
,  (47) 
,  (48) 
CHS2( ) r( )
FHSex n[ ]
FHSex n[ ] = dr1∫ n r1 U( ) fHS neff r1 U( )( )
neff rU( ) n rU( )
fHS n( )
fHS n( ) =
AHSex
N =
1
β
η 4 − 3η( )
1−η( )2
η = πndHS3 6
dHS neff rU( )
neff rU( ) = n0 + dr1∫ W r − r1( ) n r1 U( )− n0⎡⎣ ⎤⎦
W r( ) CHS(2) r( )
Wˆ k( ) = −2β ′fHS n0( ) + 2β ′fHS n0( )( )2 − 4n0 ′′fHS n0( )CˆHS k( ){ } 2n0 ′′fHS n0( )
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nHS r UHSPR = vHS( ) = n0 exp −βUIGHS r( )⎡⎣ ⎤⎦
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 ,  (49) 
, (50a) 
.  (50b) 
Equation (47) is Percus’ relation23,39 where  is equal to the interaction potential between the reference HS particles, 
.  
B. Pair correlation functions for pure solvent and solute-solvent systems 
From Eqs. (33)-(36), (40), and (42), the closure relations for pure solvent and for solute-solvent system are summarized as 
follows: 
 (pure solvent system),  (51a) 
  (solute-solvent system), (51b) 
,  (52) 
        (pure solvent system),  (53a) 
      (solute-solvent system), (53b) 
 , (54) 
. (55) 
Equation (51a) (or (51b)) is Percus’ relation 23,39 where  is equal to the interaction potential between solvent particles, 
 (or between solute and solvent particles ).  In Eq. (54), the first term on the right-hand side is given by Eqs. 
(50a) and (50b).  
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ex
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⎠
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Here we explain the detailed derivation of Eq. (55) from Eq. (40). In Eq. (40), for , the triplet direct correlation 
function is given by , i.e., , as defined by Eq. (27). In our preliminary calculation, we applied the 
factorization approximation of Eq. (42) to both  and  in order to calculate  using Eq. (40). However, we 
obtained neither effective bridge function corrections nor a small contribution to the SFE, discussed in the next subsection. 
Therefore, we replaced  with  in Eq. (40), and then applied the factorization approximation of Eq. (42) to , so 
that   . As a result, we obtained Eq. (55). From a theoretical point of view, the assumption  is valid 
if the free-energy functional model, , for the reference HS system contains no effective contribution originating from 
the -term. We numerically assesse the validity of the assumption, , by comparing results calculated using 
 with those provided by MD simulation.  
C. The SFE functional 
The SFE functional in the infinite dilute limit of the solute is given by . Using Eqs. (29), 
(30), (50a), and (50b), we obtained the SFE functional as follows: 
  ,(56) 
 , (57) 
.  (58) 
In Eq. (56),  is neglected in RMDFT(D), while in the case of RMDFT(T), , given by Eq. (57), is taken into 
account.  
D. Models for pure liquid and solute-solvent systems  
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+ 12β dr1 dr2∫ Cex
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In this study, we apply the RMDFT integral equations to the Lennard-Jones (LJ) pure and infinitely-dilute LJ solution 
systems. The interaction potential between LJ particles is given by 
 ,  (59a) 
,  (59b) 
,  (59c) 
where  and  are the parameters for the potential energy depth and diameter, respectively. The interaction potentials for 
solvent particles, and for solute-solvent particles are defined as  and , respectively. In order to determine the 
diameter for the reference HS fluid in the RMDFT, we applied the RMDFT integral equation to a LJ liquid near the triple 
point (  and ), and then employed  as the optimal diameter for the reference HS fluid 
based on comparison with results obtained using the RMDFT integral equation and those provided by a MD simulation.50 
Computational time needed to perform the RMDFT(D) or the RMDFT(T) for the LJ liquid near the triple point using the 
single core of 1.7 GHz Intel Core i7 processor is about 6 seconds or 1010 minutes. Using this HS diameter determined based 
on the bulk properties, we applied the RMDFT integral equation to the infinitely dilute LJ solutions at a different 
thermodynamic state (  and ) where MD simulation results for the SFE and pair distribution 
functions have been reported.27 Here, it is noted that the SFE calculated using the RMDFT is sensitive to the diameter of the 
reference HS system. In our previous study, we found that the values of SFE provided by the RMDFT monotonically 
decrease as the diameter of the reference HS system increases. 28,29 Thus, we determined the optimal HS diameter on the basis 
of experimental values of SFE for methane, propane, and isobutane. In general, the optimal HS diameter would depend on 
the thermodynamic condition. The systematic way for determination of the reference HS diameter is one of the important 
issues that are needed to apply the RMDFT to various systems. 
 
IV. RESULTS AND DISCUSSION 
A. Bulk Lennard-Jones liquid near the triple point 
It is well known that the HNC approximation overestimates the height of the first peak in the pair distribution function, 
, underestimates the radial distance of the first peak position in , and overestimates the isothermal 
compressibility, , for LJ liquids.30 These theoretical drawbacks in the HNC approximation can be observed especially at a 
vij r( ) = 4ε ij dij r( )12 − dij r( )6⎡⎣ ⎤⎦
dij = di + dj( ) 2
ε ij = ε iε j
ε i di
vvv r( ) vuv r( )
n0dv3 = 0.84 T εv = 0.75 1.013dv
n0dv3 = 0.7 T εv = 1.2
g 2( ) r( ) g 2( ) r( )
χT
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thermodynamic state near the triplet point. Figure 2 (a) shows  obtained using three approximations from the DFT 
(i.e., HNC, RMDFT(D), and RMDFT(T)) and a MD simulation 50 for an LJ liquid at a thermodynamic state near the triplet 
point of  and .
 
Computational details for solving the integral equations are given in APPENDIX 
C and D. In Fig. 2 (a), we see a shift of the first peak position toward a shorter distance in  obtained using the HNC 
approximation rather than using the MD simulation. This drawback of the HNC approximation for  is improved by 
the second-order bridge function, , i.e., RMDFT(D) as well as the second-order plus third-order bridge functions,  
, i.e., RMDFT(T).  mainly affects the first peak of , whereas the result for RMDFT(D) 
almost overlaps with the result by HNC at distances of >1.4. These observations are also shown in Fig. 2 (b) by the 
difference between , , where the subscripts “theo” and “sim” refer to the 
theoretically calculated results from the present work and the available simulation results, 50 respectively. As seen in Figs 2 (a) 
and 2 (b), the third-order bridge function, , can improve the shift of the first peak position in  and the 
underestimation of  at distances longer than the first maximum (1.1 <  < 1.4), and the overestimation of 
 at distances around the first minimum (1.4 <  < 1.8). Figure 2 (b) clearly shows the systematic improvements 
made by the second- and third-order bridge functions. The larger reduction in  is attained by taking into account 
. Similar effects of  on the second peak of , as seen in the result by RMDFT(T), i.e., the 
broadening of the second peak, has also been observed in the case of one component plasmas with the coupling constant, , 
having values larger than 200.41,47 Although the applicability of the bridge function based on Eqs. (40) and (42) to fluids with 
long-range Coulomb interactions has been demonstrated, 41,47 to the best of our knowledge, we show for the first time that the 
factorization approximation based on Eq. (42) is effective in constructing a bridge function for liquids with non-Coulomb 
interactions if the third-order bridge function, , and the second-order bridge function, , are simultaneously 
applied. The detailed shape of these bridge functions, including , will be discussed in Fig. 3.  
In Fig. 2 (c), we see a large difference between the HNC and MD results with respect to the second-order direct 
correlation function, .  The overestimation of  by HNC at distances of < 1 is improved greatly by 
g 2( ) r( )
n0dv3 = 0.84 T εv = 0.75
g 2( ) r( )
g 2( ) r( )
B 2( ) r( )
B 2( ) r( ) + BCK3( ) r( ) B 2( ) r( ) g 2( ) r( )
r dv
g 2( ) r( )s Δg 2( ) r( ) = gtheo2( ) r( )− gsim2( ) r( )
BCK3( ) r( ) g 2( ) r( )
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RMDFT(D). In addition,  as shown in Fig. 2 (d) by the difference between , , we 
can see the further improvement of  by RMDFT(T). The accuracy of  for homogeneous liquid is important 
in RMDFT and HNC to reproduce the density distribution function for inhomogeneous fluids under an external field, since 
 is required as the second-order coefficient in the density-functional Taylor series expansions. 
Figures 2 (e) and 2 (f) show the structure factors, , and their differences, , 
respectively.  is an important bulk property, because  is related to the isothermal compressibility via  
.  also corresponds to the density response function and, thus, can be regarded as an indicator 
for whether the corresponding  term is valid as the expansion coefficient in the density-functional Taylor series 
expansion. As seen in Fig. 2 (e) and Fig. 2 (f), the drawback of the HNC approximation for  in the small k-region, i.e., 
the large overestimation of the  value, is improved by . However,  provides no obvious effect on 
 in the small k-region. On the other hand, we find that  does not significantly affect  for , and 
thus the result by RMDFT(D) almost overlaps the result by HNC at , while  improves the underestimation 
of  at the first peak, the overestimation of  at the k-values around the first minimum (8 <  < 10), and the 
detailed shape of  around the second peak (10 <  < 13). Figure 2 (f) clearly shows the systematic improvements 
on  by the second- and third-order bridge functions.  
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C 2( ) r( ) C 2( ) r( )
C 2( ) r( )
S k( ) ΔS k( ) = Stheo k( )− Ssim k( )
S k( ) S k = 0( )
χT = S k = 0( ) n0kBT S k( )
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FIG. 2 Comparison of results obtained using three approximations from the DFT and a molecular dynamics simulation50 for a Lennard-
Jones liquid near the triple point (  and ). (a) Pair distribution function, , (b) difference between the 
theoretical and simulation results of
 
,   , (c) second-order direct correlation function,  , (d) 
difference between the theoretical and simulation results for
 
,  , (e) structure factor  , and (f) 
difference between the theoretical and simulation results for
  
,   . RMDFT(T) and RMDFT(D) indicate the 
results obtained using Eqs. (53a) and (54), respectively, with and without the third-order bridge function given by Eq. (55), while HNC 
indicates results obtained using Eq. (53a) without these bridge functions given by Eqs. (54) and (55). 
In Fig. 3 (a), the shapes of  and  are shown for comparison with the bridge functions that have been 
discussed in the literatures.42,44 We find that both  and  have negative values at distances smaller than 
. The negative values of  around  correspond to effective repulsions between the particles, so 
that  suppresses the height of the first peak in , and pushes the position of its first peak toward longer 
distances. We also find that the contribution from the third-order term, , to the total bridge function is smaller than 
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that from the second-order term, . In fact, the total bridge function does not seem to differ very much from  
in the scale of Fig. 3(a). The relatively smaller contribution of  is consistent with the general nature of the Taylor 
series in the case where it converges.  
 
FIG. 3 (a) The second- and third-order bridge functions given, respectively, by Eqs. (54) and (55) and the total bridge function as the sum 
of them. (b) These bridge functions and  are shown on the left and right axis, respectively. 
 
In Fig. 3 (b), the shape of the bridge functions at distances between the first and third peaks for  is shown 
together with  for the HNC approximation. We find that  represents short-range repulsion between LJ 
particles because  has large negative values at distances around the first peak of . On the other hand, 
 provides a positive maximum in the vicinity of the first peak for , so that  improves the 
underestimation of  by either HNC or RMDFT(D) at distances where  has negative values (1.1 < < 
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1.4). In addition to the effects of  on the shape of the first peak in ,  improves the overestimation of 
 around the first minimum (1.4 < < 1.8) [see Fig. 2 (a)], and also results in broadening the second peak of 
, since  has two small positive maximums at distances slightly shorter and longer than the second peak 
position of . It should be noted that  and  have oscillation structures with opposite signs at 
distances longer than . Thus,  can yield appropriate bridge corrections to the HNC approximation.  
In a previous study, Iyetomi and Ichimaru introduced a renormalization function, , to construct a bridge function 
such as , and then improved the HNC approximation for dense one-component plasmas.42 In their scheme, 
 is enlarged by , since  cannot provide large enough corrections. As a result, the renormalized bridge 
function, , provides appropriate improvements in dense one-component plasmas. For , the 
underestimation of the first peak, the overestimation of the first minimum, and the underestimation around the second peak 
provided by the HNC approximation are improved by . However, since  provides a positive 
maximum at distances around the first peak of , it is easy to expect that  would not give appropriate bridge 
corrections for hard-sphere fluids and LJ liquids. The observation would be related to the behavior of Eq. (42) in the short-
range limit, i.e., , due to . 43,44 In contrast to the HNC-type Taylor series expansion given by 
Eq. (10) or (14), by introducing an appropriate HS fluid as the reference system instead of an ideal gas, the RMDFT-type 
Taylor series expansion yields not only  but also , where the latter mainly works at the distances smaller 
than  as the most essential repulsive bridge correction [see Fig. 2 (b)], while the former assisted by   can 
provide the further corrections not only for the small distances but also for the distances larger than  [also see Fig. 
2 (b)].  
 
B. Infinitely dilute Lennard-Jones solutions 
In section IVA, we investigated the validity of the RMDFT integral equations for the LJ liquid, and demonstrated an 
improvement in the pair and direct correlation functions and the structure factor. These correlation functions for 
inhomogeneous liquids are required as inputs to solve the RMDFT integral equations for inhomogeneous liquids, such as 
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infinitely dilute solutions. In this subsection, we apply the RMDFT integral equations to infinitely dilute LJ solutions at a 
thermodynamic state of  and  where MD simulation results have been reported
27 in order to 
investigate the validity of the RMDFT for the solute-solvent systems. The LJ potential between the solute and solvent 
particles is given by Eqs. (59a-c), in which the diameter of the solute, , is chosen for the three values, , , and , 
while the energy parameter for the solute  is always chosen to be  .  
 
FIG. 4 Comparison of SFE values for a LJ solute in a LJ solvent (   and ) obtained using three approximations from 
the DFT and MD simulations.27 Results for RMDFT(T) and RMDFT(D) are obtained using Eq. (56) with and without the third-order 
bridge function given by Eq. (57), respectively. The statistical errors in MD simulations are less than the size of the corresponding symbol.  
 
 
Figure 4 shows the solute size dependence of SFE for a LJ solute in an LJ solvent. The SFE value when  
corresponds to the excess chemical potential for the LJ pure liquid. In this case, the HNC approximation provides a SFE 
value relatively close to the result obtained by the MD simulation. 27 At the thermodynamic state examined in this study, the 
SFE value calculated by the MD simulation monotonically decreases as the size of the solute increases.27 It is noted, however, 
that the solute size dependence of SFE depends not only on the thermodynamic state but also on the solute-solvent energy 
parameter, .51 In contrast to the result obtained by the MD simulation, the SFE value determined by HNC increases as the 
size of the solute increases. As a result, HNC produces a large value of SFE for large solutes. On the other hand, RMDFT(D) 
and RMDFT(T) greatly improve the overestimation of SFE, thus yielding good agreement with the result obtained by the MD 
simulation, although RMDFT(T) slightly underestimates the value of SFE in the case where . 
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Before we discuss the validity of  and  in the solute-solvent pair distribution functions, we show how 
 and  improve  for the pure LJ solvent at the thermodynamic state of  and 
. Figure 5(a) shows the comparison of s obtained using three approximations from the DFT and the MD 
simulation for the pure LJ solvent. The shift of the first peak for  toward a shorter distance obtained by HNC is 
improved by RMDFT(D) and RMDFT(T). However, RMDFT(D) and HNC underestimate  at distances longer than 
the first maxima (1.2 < < 1.5). This underestimation is improved by RMDFT(T), because  has a positive 
maximum at distances around the first peak, as shown in Fig. 5 (b). The range of the left axis in Fig. 5 (b) is chosen to be 
smaller than that in Fig. 3 (b) in order to show the detailed shape of the bridge functions. Thus, the effect of  on 
 at this thermodynamic state is smaller than that near the triple point. Based on all the pure solvent results provided 
by RMDFT and the MD simulation, we conclude as follows. RMDFT(D) with the second-order bridge function, , 
works well for bulk properties such as  and excess chemical potential. Furthermore, the third-order bridge function, 
, based on the factorization approximation provided by Eq. (42), yields further corrections for the LJ liquids if not 
only  but also  are taken into account, although using only  causes deterioration of the accuracy 
for  in the LJ liquids.  
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FIG. 5 (a) Comparison of the pair distribution functions for the LJ solvent (  and ) obtained using three 
approximations from the DFT and a MD simulation.27 (b) The bridge functions and pair distribution functions for the LJ solvent are 
indicated on the left and right axis, respectively. 
 
Figure 6 (a) shows s obtained using three approximation from the DFT and the MD simulation for the solute-
solvent system with  where the HNC approximation significantly overestimates the SFE value [see Fig. 4]. In Fig. 
6 (b), the bridge functions are shown on the left axis, and  is shown on the right axis for comparison with the detailed 
shape of the bridge functions. The first peak determined by the HNC approximation is remarkably shifted toward shorter 
distances. The well-known drawback of HNC on  is significantly increased by an increase in the size of the solute. 
As pointed out by Miyata and Thapa, a large overestimation of the SFE for large solute is yielded by the thermodynamic 
integral based on  calculated using the HNC closure because of the large shift in the first peak of .27 
RMDFT(D) and RMDFT(T) can remedy the shift of the first peak in , but slightly underestimate the height of the 
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first peak. The effect of  on  is smaller than that of , so that the total bridge function,
, almost overlaps . However,  slightly reduces the height of the first peak of , 
since  has a small negative minimum at a distance near the first peak of . In Fig. 6 (b),  for the pure 
solvent, which has already been shown in Fig. 5(b), is displayed in order to compare  for the solute-solvent system 
with . The oscillation behavior of  for the solute-solvent system is similar to that for the pure solvent 
system. The slight underestimation of the SFE value for the solute with  might be related to the underestimation of 
the height of the first peak in the solute-solvent . As discussed in the APPENDIX D, the third-order bridge function 
 with the factorization approximation for  gives the simplest elementary bridge diagram with a -bond. 
Therefore, in the theoretical point of view,  seems to be valid for, at least, one-component homogeneous liquids. As 
for the numerical results for the bulk LJ liquids, the excess chemical potential [shown by Fig. 4] as well as  [shown 
by Fig. 5] is obviously improved by the third-order bridge function. These observations suggest that  based on the 
factorization approximation provides an appropriate bridge correction for bulk LJ liquids, while it would not work as the 
effective bridge function for inhomogeneous systems such as the solute-solvent systems in the case where the size of the 
solute is larger than or different from the size of the solvent. We suppose that the use of the factorization approximation for 
 in the third-order bridge function would be effective for only one-component homogeneous liquids.  
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FIG. 6 (a) Comparison of the pair distribution functions between solute and solvent (  and ) obtained using three 
approximations from the DFT and a MD simulation27 in the case where the size of the solute is equal to  . (b) The bridge and pair 
distribution functions for the same solute-solvent system are indicated by the left and right axis, respectively. A comparison with the third-
order bridge function,
 
, for the solute-solvent system, and   for the solvent system, i.e., , are also shown in Fig. 6 (b).  
 
V. CONCLUSION 
In the present study, we propose a reference-modified density functional theory (RMDFT) as a systematic approach to 
improve both the SFE functional and the pair distribution functions for dense liquids. In order to assess the validity of the 
RMDFT approach, we applied RMDFT to a Lennard-Jones (LJ) liquid and infinitely dilute LJ solutions. In this approach, a 
hard-sphere fluid is introduced as the reference system in the DFT instead of an ideal gas that is normally used as the 
standard reference system. The contribution to the free energy caused by an excess interaction potential, which is defined as 
the difference of the interaction potentials between the system of interest and the reference HS system, is taken into account 
via the density functional Taylor series expansion of the excess intrinsic free-energy functional, which is redefined by 
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RMDFT as the difference of the intrinsic free energies between the system of interest and the reference HS system. The 
RMDFT-type density-functional Taylor series expansion theoretically yields more rapid convergence for dense liquids than 
the conventional HNC-type Taylor series expansion where an ideal gas is employed as the reference system. The free-energy 
functional obtained using RMDFT suggests that the problem of the slow convergence of the HNC-type series expansion for a 
dense liquid is essentially the same problem as the slow convergence of the HNC-type series expansion for an HS fluid, 
which has been pointed out previously.34,35 The convergence of the HNC-type series expansion for a dense liquid would, 
therefore, be as slow as that of a dense HS fluid. 
In the present study, we examined the third-order Taylor series expansion, as well as the second-order expansion, to 
calculate the pair distribution functions and excess chemical potential, or the solvation free energy (SFE). A factorization 
approximation for a triplet direct correlation function 41,42,47 was applied to evaluate the third-order term. For LJ liquids, the 
second-order approximation, namely RMDFT(D), improved the pair distribution function, second-order direct correlation 
function, structure factor, and excess chemical potential. In addition, further improvements of these bulk properties were 
attained by the third-order approximation, namely, RMDFT(T). To the best of our knowledge, this is the first time that a 
third-order bridge function based on the factorization approximation, represented by Eq. (42), is shown to yield appropriate 
bridge corrections for a non-Coulomb system, such as LJ liquid.  
For infinitely dilute LJ solutions at the thermodynamic state of  and , MD simulations give a 
decrease in SFE as the size of the solute increases, while the HNC approximation predicts an opposite solute-size dependence 
of SFE, i.e., a monotonic increase in SFE.27 In the case, where the size of the solute is three times larger than the size of the 
solvent, the first peak of the solute-solvent pair distribution function calculated using the HNC approximation is significantly 
shifted towards shorter distances compared with the result using MD simulation.27 RMDFT(D) and RMDFT(T) can improve 
these drawbacks in the HNC approximation for both the solute size dependence of SFE and the first peak position in the 
solute-solvent pair distribution function. However, in the case where the size of the solute is either larger than or different 
from that of the solvent, our results imply that the third-order bridge function might lead to the deterioration of the accuracy 
for both SFE and the solute-solvent pair distribution function.  
In our previous study, we assessed the validity of the SFE functional that was derived from RMDFT(D) for an 
interaction-site model of water. The SFE functional with a reference HS fluid yielded results that were in good agreement 
with the experimental data for a set of neutral amino acid side-chain analogues, and 504 small organic molecules, although 
the values of SFE for hydrophilic solute molecules were slightly underestimated.28,29 In these SFE calculations, the second-
order direct correlation functions for bulk water and the density distribution functions of water around solute molecules, 
n0dv3 = 0.7 T εv = 1.2
29 
 
which are needed as the input for the SFE calculation, were determined using a three-dimensional reference-interaction-site-
model (3D-RISM) integral equation with a partially linearized HNC closure.16 Using the 3D-RISM with the HNC-type 
closure is one of the reasons for the underestimation of the SFE values for hydrophilic solutes by the RMDFT functional. In 
future work, we will apply the RMDFT approach using the second- or third-order density functional Taylor series expansion 
to calculate both the direct correlations for bulk water and the solvent density distribution functions around solute molecules. 
We should then achieve further improvements in the theoretical prediction of SFE.  
 
ACKNOWLEDGMENTS 
This work was supported in part by a Grant-in-Aid for Scientific Research (KAKENHI) from the Ministry of Education, 
Culture, Sports, Science and Technology of Japan. 
 
APPENDIX A: THE OZ RELATIONS FOR TRIPLET CORRELATION FUNCTIONS 
The OZ relations for the triplet correlation functions (OZ3) are generated by using the functional differentiation of Eq. (38) 
and then applying the chain rule to the resulting relations.33,52 The OZ3 equation has four alternative forms. One of them is 
given by 
 ,(A1) 
and the corresponding OZ3 relation is given as follows: 
  , (A2) 
where we used the following relations: 
δn r1 U( )
δ −βU r2( )⎡⎣ ⎤⎦δ −βU r3( )⎡⎣ ⎤⎦
= − dr4 dr5 dr6∫
δn r1 U( )
δ −βU r4( )⎡⎣ ⎤⎦
δ −βU r4( )⎡⎣ ⎤⎦
δn r5 U( )δn r6 U( )
δn r6 U( )
δ −βU r3( )⎡⎣ ⎤⎦
δn r5 U( )
δ −βU r2( )⎡⎣ ⎤⎦
h 3( ) r1,r2,r3( ) = C 3( ) r1,r2,r3( ) + hCA3( ) r1,r2,r3( )
+n0 dr5∫ h 2( ) r1 − r5( )C 3( ) r2,r3,r5( )
+n0 dr6∫ h 2( ) r2 − r6( )C 3( ) r1,r3,r6( )
+n0 dr4∫ h 2( ) r3 − r4( )C 3( ) r1,r2,r4( )
+n02 dr5 dr6∫ h 2( ) r1 − r5( )h 2( ) r2 − r6( )C 3( ) r3,r5,r6( )
+n02 dr4 dr5∫ h 2( ) r1 − r5( )h 2( ) r3 − r4( )C 3( ) r2,r4 ,r6( )
+n02 dr4 dr6∫ h 2( ) r2 − r6( )h 2( ) r3 − r4( )C 3( ) r1,r4 ,r6( )
+n03 dr4 dr5 dr6∫ h 2( ) r1 − r5( )h 2( ) r2 − r6( )h 2( ) r3 − r4( )C 3( ) r4 ,r5,r6( )
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  , (A3) 
 , (A4) 
  , (A5) 
 . (A6) 
APPENDIX B: A FACTORIZATION APPROXIMATION FOR  
In order to understand the OZ3 equation given by Eq. (A2), a diagrammatical approach is more illustrative than the algebraic 
one. Thus, we define Lee’s representation33 as follows: 
, (A7) 
, (A8) 
where the labeled point is denoted as an open circle.  
The OZ3 equation of Eq. (A2) is expressed as 
, (A9) 
δn r1 U( )
δ −βU r2( )⎡⎣ ⎤⎦δ −βU r3( )⎡⎣ ⎤⎦ T ,V ,U=0
= n0δ r1 − r3( )δ r2 − r3( )
+n02δ r2 − r3( )h 2( ) r1 − r2( )
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g 3( ) r1,r2,r3( ) = 1+ h 2( ) r1 − r2( ) + h 2( ) r1 − r3( ) + h 2( ) r2 − r3( ) + h 3( ) r1,r2,r3( )
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δ 3Fex n[ ]
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where the integral point,  is  denoted as a solid circle and   defined by Eq. (41) is expressed as 
. (A10) 
If we apply the following factorization approximation to 41,42,47 
 
,                                                                                                                                                             (A11) 
we obtain , defined by Eq. (43), as follows: 
 
.              (A12) 
 
If we apply the Kirkwood superposition (KS) approximation to , we obtain 
.              (A13) 
The triplet correlation function, , for the KS approximation is expressed as 
. (A14) 
Equation (A14) corresponds to the sum of  and the first terms of .  
As pointed out by Iyetomi and Ichimaru,41,42,47 the additional terms given by Eq. (A12) can be regarded as a sum of  
and all the vertex corrections of . In the case of bulk liquids, the third-order bridge function, where  is 
approximately used as , that is, Eq. (55), is given by47 
 (A15) 
Equation (A15) is the simplest elementary bridge diagram with a -bond. This observation suggests that the factorization 
approximation for  given by Eq. (A11) is valid for at least homogeneous liquids. 
 
APPENDIX C: COMPUTATIONAL DETAILS FOR SOLVING THE INTEGRAL EQUATIONS 
n0 dr1∫ hCK3( )
C 3( )
ΔhCK3( )
g 3( ) r1,r2,r3( )
gKS3( ) r1,r2,r3( ) = g 2( ) r1,r2( )g 2( ) r1,r3( )g 2( ) r2,r3( )
hKS3( ) r1,r2,r3( )
CCK3( ) hCK3( )
CCK3( )
CCK3( ) CCK3( )
Cex3( )
h 2( )
C 3( )
hCA3( ) = 3 +
hKS3( ) = 3 +
BCK3( ) =
1
2  
 
 
 
ΔhCK3( ) = +3 +3
 
+
 
CCK3( ) =
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All the integral equations were solved using  as the maximum radial distance, where  is the Lennard-Jones 
diameter for the bulk/solvent system. In total, 4096 grid points were used to discretize the integral equations. In the present 
study, the HS diameter for the reference system was chosen as , so that the structure factor, , at small-k 
values became close to the MD result of a LJ liquid near the triple point.50  
 
APPENDIX D: AN EFFICIENT NEUMERICAL INTEGRATION OF   
As shown in Eq. (A15), since the third-order bridge function, , is the bridge diagram, we need an efficient numerical 
integration to evaluate . The multiple integrals included in  can be reduced to simple double integrals by Legendre 
polynomials expansion.41,53 This technique was proposed by Barker and Monaghan in order to perform the numerical 
calculation of the fourth virial coefficient.53  can be expanded in terms of Legendre polynomials: 
,  (A16) 
where  is the angle between vectors  and . The expansion coefficients  are given by 
 . (A17) 
If we substitute the expansion (Eq. (A16)) into Eq. (55) and then use the orthogonal property and additional theorem for the 
Legendre polynomials, the angle-dependent part of  can be simplified. As a result, we obtain the tractable expression 
that includes only double integrals with respect to  and : 
 . (A18) 
In the present study, we took into account the polynomial series expansion in Eq. (A18) up to  to get satisfactory 
convergence. The maximum radial distances for the double integrals with respect to  and  in Eq. (A18) are  and 
 for the bulk/pure solvent and solute-solvent systems, respectively. The numerical integrations in Eq. (A17) were 
performed using the Gauss-Legendre quadrature of 25 points.  
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