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Abstract
We compare level-set percolation for Gaussian free fields (GFFs) defined on a rectangular subset
of δZ2 to level-set percolation for GFFs defined on the corresponding metric graph as the mesh size
δ goes to 0. In particular, we look at the probability that there is a path that crosses the rectangle
in the horizontal direction on which the field is positive. We show this probability is strictly larger in
the discrete graph. In the metric graph case, we show that for appropriate boundary conditions the
probability that there exists a closed pivotal edge for the horizontal crossing event decays logarithmically
in δ. In the discrete graph case, we compute the limit of the probability of a horizontal crossing for
appropriate boundary conditions.
Keywords. Gaussian free field, crossing event, scaling limit, pivotal edge.
1 Introduction
In this note we will prove several results on level-set percolation of Gaussian free fields on the square
lattice Z2. The thrust of our results is that the probability that there exists a crossing of the domain
in which the field is defined differs depending on whether we consider a discrete Gaussian free field or
a metric graph Gaussian free field. Additionally, in the metric graph case we prove a bound on the
probability that there exists a closed pivotal edge for the crossing. We begin with some basic definitions
before stating our main results.
We call two vertices u, v ∈ Z2 adjacent, and write u ∼ v, if |u − v| = 1, where | · | denotes the
standard Euclidean norm. Throughout, we will let V ⊂ Z2 be a proper subset of Z2. For such a set, we
let ∂V = {v ∈ V : ∃u ∈ V c, u ∼ v} and V o = V \∂V . We will denote by {St : t ≥ 0} the continuous-time
simple random walk on Z2 with expected holding time 1 at each vertex, by Pv the law of S where S0 = v,
and by Ev the expectation with respect to Pv. For V 6= Z2 and f : ∂V → R we call a Gaussian process
{φ(v) : v ∈ V } a discrete Gaussian free field (discrete GFF) on V with boundary condition f if its mean
is the harmonic extension of f to V and its covariance is the Green’s function on V . That is, letting
ζ = inf{t ≥ 0 : St ∈ ∂V },
E[φ(v)] = Ev[f(Sζ)], v ∈ V (1.1)
Cov[φ(u)φ(v)] = G(u, v) = Eu
[∫ ζ
0
1{St=v}dt
]
, u, v ∈ V . (1.2)
We note that φ(v) = f(v) for v ∈ ∂V (since Var[φ(v)] = G(v, v) = 0), and that the distribution of φ is
uniquely determined by (1.1) and (1.2).
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Next, we extend these definitions to metric graphs on Z2. To simplify notation, we will identify each
subset V of the lattice with the graph with vertex set V and where two vertices u, v ∈ V are connected
by an edge if u ∼ v. We denote by E the edge set of this graph. To each e ∈ E we associate a different
compact interval Ie of length 2 and identify the endpoints of this interval with the two vertices adjacent
to e. The metric graph V˜ associated to V is then defined to be V˜ = ∪e∈EIe. With these definitions, it
was shown in [Lu16] that the metric graph Gaussian free field (metric graph GFF) on V˜ with boundary
condition f , denoted by {φ˜(v) : v ∈ V˜ }, can be constructed by extending φ to V˜ in the following manner:
for adjacent vertices u and v, the value of φ˜ on the edge e(u, v), conditioned on φ(u) and φ(v), is given by
an independent bridge of length 2 of a Brownian motion with variance 2 at time 1 with boundary values
φ(u) and φ(v).
With these definitions in place, we specify the crossing events that we will study in this paper. It will
be convenient to think of Z˜2 as a subset of the complex plane C. That is, taking Z2 as a subset of C in
the obvious way, we identify the interval Ie corresponding to an edge e = e(u, v) in the discrete graph
with the line segment between u and v (this requires re-scaling Ie). For L > 0, we let RL be the rectangle
RL = {z : 0 < ℜ(z) < L, 0 < ℑ(z) < 1}.
Given such a rectangle, we let (a, b, c, d) be its corners, listed in counter-clockwise order with b = 0. For
δ > 0, we let Vδ = RL ∩ δZ2 and (aδ , bδ, cδ, dδ) be the corners of Vδ, listed in counter-clockwise order so
that bδ is closest to the origin (we always take δ ≤ (L ∧ 1)/3 so that the corners are distinct and V oδ is
non-empty). For two vertices u, v ∈ ∂Vδ , we let [u, v) be the counter-clockwise arc from u to v in ∂Vδ
which contains u but not v. We let φδ be a discrete GFF on Vδ. We say φδ has zero boundary condition
if φδ(v) = 0 for v ∈ ∂Vδ , and that it has alternating boundary condition if there exists λ > 0 such that
φδ(v) =
{
λ, v ∈ [aδ, bδ) ∪ [cδ, dδ),
−λ, v ∈ [bδ, cδ) ∪ [dδ, aδ).
(1.3)
In either case, we let φ˜δ be the corresponding Gaussian free field on the metric graph V˜δ such that
φ˜δ(v) = φδ(v) for v ∈ Vδ. Our goal is to study the probability that φδ (resp. φ˜δ) gives a positive horizontal
crossing of Vδ (resp. V˜δ). That is, we want to study the event that there exists a path in Vδ (resp. V˜δ)
from [aδ , bδ) to [cδ, dδ) such that φδ (resp. φ˜δ) is non-negative on this path. We denote this event by{
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
}
in the discrete case and similarly in the metric graph case. If φ˜δ has zero boundary condition, the
probability of a positive crossing as defined above is equal to zero. For φδ this probability is one since we
can just take a path on ∂Vδ . Therefore, in this case we take [a
′
δ, b
′
δ) = {u ∈ V oδ : ∃v ∈ [aδ, bδ), u ∼ v} and
similarly for [c′δ, d
′
δ), and consider the event{
[a′δ, b
′
δ)
φδ>0←→ [c′δ, d′δ)
}
,
and similarly for φ˜δ. It is clear that with probability 1, φ(v) 6= 0 for all v ∈ V oδ , and the zero set of φ˜δ
has no isolated points. We will assume that these conditions hold throughout.
In the zero-boundary case, we show that the probability that there is a positive crossing in the metric
graph decays to 0 as δ → 0 (and provide a bound on the rate of decay), while the probability that there
is a positive crossing in the discrete graph remains bounded away from zero.
Theorem 1.1. Let L > 0 be a constant, φδ be a zero-boundary discrete GFF on Vδ, and φ˜δ be the
corresponding metric graph GFF on V˜δ. There exist constants c = c(L) > 0 and δ0 = δ0(L) > 0 such that
for δ ≤ δ0,
P
(
[a′δ, b
′
δ)
φ˜δ>0←→ [c′δ, d′δ)
)
≤ c√| log(δ)| . (1.4)
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In contrast there exists η1 = η1(L) > 0 such that for δ ≤ δ0,
η1 ≤ P
(
[a′δ, b
′
δ)
φδ>0←→ [c′δ , d′δ)
)
≤ 1− η1. (1.5)
For alternating boundary conditions, we show that the probability that there is a positive crossing
in the metric graph remains bounded away from zero as δ → 0, but is also strictly smaller than the
probability that there is a positive crossing in the discrete graph.
Theorem 1.2. Let L, λ > 0 be positive constants, φδ be a discrete GFF on Vδ with alternating boundary
condition (1.3), and φ˜δ be the corresponding metric graph GFF on V˜δ. There exist constants η2 =
η2(L, λ) > 0, η3 = η3(L, λ) > 0, and δ0 = δ0(L) > 0 such that for δ ≤ δ0,
η2 ≤ P
(
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
)
≤ 1− η2, (1.6)
η3 ≤ P
(
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
)
≤ 1− η3. (1.7)
Additionally, there exists η4 = η4(L, λ) > 0 such that for δ ≤ δ0,
P
(
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
)
− P
(
[aδ, bδ)
φ˜δ≥0←→ [cδ, dδ)
)
≥ η4. (1.8)
It is then natural to ask what are the limits of the crossing probabilities in (1.5), (1.6) and (1.7). We
will give an explicit answer to the one in (1.7); for the other cases, see discussion in Section 6. There
exists λ0 = λ0(Z
2) > 0 such that the level line in discrete GFF with alternating boundary condition (1.3)
converges to SLE4(−2;−2) process, see Section 6. Consequently, we have the following.
Theorem 1.3. When λ = λ0, the crossing probability in (1.7) has the following limit:
lim
δ→0
P
(
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
)
=
(ϕ(b)− ϕ(a))(ϕ(d) − ϕ(c))
(ϕ(c) − ϕ(a))(ϕ(d) − ϕ(b)) , (1.9)
where ϕ is any conformal map from RL onto the upper-half plane H with ϕ(a) < ϕ(b) < ϕ(c) < ϕ(d).
For the metric graph GFF, we can also prove a bound on the probability that there exists a closed
pivotal edge for the event that there is a positive crossing. To specify what we mean, we begin by defining
an edge percolation model. Let Eδ be the edge set of the nearest-neighbor graph on Vδ and ω : Eδ → {0, 1}
be such that ω(e) = 1 if φ˜δ(u) ≥ 0 for all u ∈ Ie and ω(e) = 0 otherwise. We say that e is open if ω(e) = 1
and that e is closed otherwise. For an edge e ∈ Eδ, we let ωe and ωe be defined by
ωe(f) =
{
1, f = e,
ω(f), f 6= e. ωe(f) =
{
0, f = e,
ω(f), f 6= e. (1.10)
We write {
[aδ, bδ)
ω←→ [cδ, dδ)
}
for the event that there is a path of open edges in ω from [aδ, bδ) to [cδ, dδ) (note that this is exactly the
event that there is a positive horizontal crossing in V˜δ). We can then define
{e is pivotal} =
{
[aδ, bδ)
ωe←→ [cδ, dδ)
}
\
{
[aδ, bδ)
ωe←→ [cδ , dδ)
}
,
{e is closed pivotal} = {e is pivotal} ∩ {w(e) = 0},
{there exists a closed pivotal edge} = ∪e∈Eδ{e is closed pivotal}.
With these definitions, we obtain the following result
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Theorem 1.4. Let L, λ > 0 be positive constants and φ˜δ be the metric graph GFF on V˜δ with alternating
boundary condition (1.3). There exist constants c = c(L, λ) > 0 and δ0 = δ0(L) > 0 such that for δ ≤ δ0,
P(there exists a closed pivotal edge) ≤ c√| log(δ)| .
The rest of the paper is organized as follows. In Section 2 we introduce the main tools used in the
proofs. In Section 3 we prove the results in Theorems 1.1 and 1.2 pertaining to the metric graph GFF
φ˜δ, and in Section 4 we prove the results in Theorems 1.1 and 1.2 pertaining to the discrete GFF φδ.
Assuming the conclusions proved there, we are able to conclude the proof of Theorem 1.1 and 1.2 here.
Finally, we will discuss the limits of the probabilities in (1.5), (1.6) and (1.7), and prove Theorem 1.3 in
Section 6.
Proof of Theorem 1.1. The bound (1.4) is proved in Section 3.1. The bound (1.5) is proved in Section 4.2.
Proof of Theorem 1.2. Note that it suffices to prove the lower bound in (1.6) to prove (1.6) and (1.7).
This follows from the following considerations. First, since φδ and φ˜δ coincide on Vδ, the existence of a
positive crossing in the metric graph implies the existence of such a crossing in the discrete graph. That
is, {
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
}
⊆
{
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
}
.
Therefore, the lower bound in (1.6) implies the lower bound in (1.7). Next, by symmetry, the lower bound
in (1.6) implies that
P
(
[bδ , cδ)
φ˜δ≤0←→ [dδ, aδ)
)
≥ η2(L−1, λ).
The same bound then holds for the probability that there is a strictly negative vertical crossing in the
discrete graph (here we use the fact that φδ is almost surely not equal to zero on Vδ). Finally, since the
existence of a strictly negative vertical crossing in the discrete graph implies that there is no positive
horizontal crossing (either in the metric graph or the discrete graph), the upper bounds in (1.6) and (1.7)
follow. Thus, both (1.6) and (1.7) follow from the lower bound in (1.6) which is proved in Section 3.2.
Finally, the bound in (1.8) is proved in Section 4.3.
Discussions on future directions
• The level loops of zero-boundary metric graph GFF will converge to the so-called conformal loop
ensemble CLE with κ = 4. From there, we believe that the optimal estimate for the crossing
probability in (1.4) is | log(δ)|−2. However, our method only provides an upper bound | log(δ)|−1/2.
To get the optimal estimate requires more delicate tools.
• The level lines of zero-boundary discrete GFF will converge to the so-called branching SLE4(−1;−1)
process. Then the limit of the crossing probability in (1.5) should be the probability of certain
crossing event of SLE4(−1;−1). It is an interesting question to derive an explicit formula for such
probability. The limit of crossing probabilities in (1.6) and (1.7) for general λ are also unknown.
• We provide an estimate on the existence of pivotal edge in metric graph GFF. It is more important
to understand the pivotal vertices in discrete GFF and its connection to continuum GFF.
Acknowledgements. We thank J. Aru, T. Lupu, A. Sepu´lveda for helpful discussion on GFF.
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2 Preliminaries
In this section we collect some technical tools and introduce some notation that will be used in the proofs
of the main results.
Notation. For a real vector x (in any dimension), we denote by |x| the Euclidean norm of x, by |x|ℓ1
its ℓ1-norm, and by |x|ℓ∞ its ℓ∞-norm. For a finite set A, we will also use |A| to denote the cardinality of
A. The meaning will be clear from context. We use Ac to denote the complement of the set (or event) A.
Throughout the proofs we let c, c′ be positive constants which only depend on L and λ as in the main
theorems, and whose value may change each time they appear.
2.1 Discrete GFF and metric graph GFF
We begin with an alternate construction of the metric graph GFF which more clearly shows it is a natural
analog to the discrete GFF. Namely, one can construct φ˜ by first defining a Brownian motion {B˜t : t ≥ 0}
on Z˜2 as in [Lu16, Section 2]: B˜ behaves like a standard Brownian motion in the interior of the edges,
while on the vertices it chooses to do excursions on each incoming edge uniformly at random. For a subset
V ⊂ Z2, we let ζ˜ = inf{t ≥ 0 : B˜t ∈ ∂V }, and {G(u, v) : u, v ∈ V˜ } be the density of the 0-potential of
{B˜t : 0 ≤ t < ζ˜} (with respect to the Lebesgue measure on V˜ ), where u and v are now arbitrary points
in V˜ (not necessarily vertices). It is shown in [Lu16] that the trace of B˜ on V (when parametrized by
its local time at the vertices) is exactly the continuous-time simple random walk on V , and therefore the
definition of G here coincides with the one in (1.2) for u, v ∈ V , justifying the abuse of notation. Due
to this relation between the metric graph Brownian motion and the simple random walk, we will, by a
slight abuse of notation, let Pv be the law of B˜t where B˜0 = v and Ev be the expectation with respect
to Pv. It was also shown in [Lu16] that the value of G on V˜ \ V can be obtained by interpolation from
the value on V . For two pairs of adjacent vertices (u1, v1) and (u2, v2) in V , and two points w1 and w2
on the corresponding edges, taking the convention that either the edges are distinct or (u1, v1) = (u2, v2)
and letting r1 = |w1 − u1| and r2 = |w2 − u2|, we have (c.f. [Lu16, Equation (2.1)])
G(w1, w2) =(1− r1)(1 − r2)G(u1, u2) + r1r2G(v1, v2) + (1− r1)r2G(u1, v2)
+ r1(1− r2)G(v1, u2) + 4(r1 ∧ r2 − r1r2)1(u1,v1)=(u2,v2).
(2.1)
We call a process {φ˜(v) : v ∈ V˜ } a Gaussian free field on V˜ if it is a continuous Gaussian process
such that there exists a function f : ∂V → R for which
E[φ˜(v)] = E˜v[f(B˜ζ˜)], Cov[φ˜(u)φ˜(v)] = G(u, v).
We note that this definition extends to any compact, connected subset K ⊂ Z˜2.
We remark on a consequence of the construction above. For any finite subset A ⊂ Z˜2, we can define
an electric network with vertex set W = Z2 ∪A, where any two vertices u, v ∈ W are connected with an
edge of conductance (4|u−v|)−1 if there is a continuous path in Z˜2 from u to v which does not contain any
other points in W (note this path is always contained in Ie for some edge in standard nearest-neighbor
graph). Then, if V ⊂W is a connected (proper) subset and φ˜ is a metric graph GFF on V˜ , {φ˜(v) : v ∈ V }
is a discrete GFF on (the electric network with vertex set) V .
Next, we state the FKG inequality for the GFF, which will be used repeatedly throughout the paper.
Let φ˜ be a metric graph GFF and F be the σ-field generated by φ˜. An event A ∈ F is increasing if 1A is
increasing as a function of φ˜. For two increasing events A and B, we have [Pi82]
P(A ∩B) ≥ P(A)P(B). (2.2)
By symmetry, the same holds for decreasing events.
5
2.2 Excursion sets and first passage sets
Next, we introduce certain random subsets of Vδ and V˜δ that are related to the existence of positive
crossings. Let E≥0δ (resp. E˜
≥0
δ ) be the excursion set of φδ (resp. φ˜δ) above 0. That is,
E≥0δ = {v ∈ Vδ : φδ(v) ≥ 0},
and similarly for E˜≥0δ . The excursion set below zero, E
≤0
δ (resp. E˜
≤0
δ ), is defined similarly. Next, we
introduce the first passage set of φδ (resp. φ˜δ) above 0. This set, which we denote by Aδ,0 (resp. A˜δ,0) is
the union of all connected components of E≥0δ that intersect the boundary. That is,
Aδ,0 = {v ∈ Vδ : ∃ nearest-neighbor path γ from v to ∂Vδ such that φδ ≥ 0 on γ}.
We will denote by Alδ,0 the union of all connected components of Aδ,0 intersecting [aδ, bδ). That is, the
left part of the first passage set. Similarly, we denote by Arδ,0 the union of all connected components of
Aδ,0 intersecting [cδ, dδ) (the right part of the first passage set). Note that there is a positive horizontal
crossing of RL when A
l
δ,0 = A
r
δ,0. We denote by
A
δ,0 the first passage set below 0, by
Ab
δ,0 the union of all
connected components of
A
δ,0 intersecting [bδ, cδ) (the bottom part of the first passage set), and by
At
δ,0
the union of all connected components of
A
δ,0 intersecting [dδ , aδ) (the top part of the first passage set).
The metric graph first passage sets A˜δ,0, A˜
l
δ,0, A˜
r
δ,0, and so on are defined similarly.
2.3 Exploration martingales
In this section we introduce a family of martingales which form the basis of the proofs of our results. We
begin with some basic definitions and some fundamental results. For a subset W ⊂ V˜δ, we let FW be the
sigma algebra generated by {φ˜δ(w) : w ∈W}.
Definition 2.1 (Optional set). Let K be a random compact subset of V˜δ that almost surely has finitely
many connected components. We say K is an optional set for φ˜δ if for every deterministic, open subset W
of V˜δ, {K ⊂W} ∈ FW . Similarly, we say K is optional for φδ if the following holds. For any deterministic
open subset W of V˜δ, {K ⊂W} ∈ FW∩Vδ .
We note that in the definition above, we use the subspace topology on V˜δ considered as a subspace of
Z˜
2.
For an optional set K, we define its σ-field FK by
FK =
{
A ∈ FV˜δ : A ∩ {K ⊂W} ∈ FW , for all deterministic, open W ⊂ V˜δ
}
.
Sometimes, it will be useful to consider the field sign(φ˜) = {sign(φ˜(v)) : v ∈ V˜δ}, where sign is the
function
sign(x) =


−1, x < 0,
0, x = 0,
1, x > 0.
For a subset W ⊂ V˜δ, we let GW be the σ-field generated by {sign(φ˜(w)) : w ∈ W}. We extend this
notation to optional sets in the obvious way.
The strong Markov property of the metric graph GFF, stated below, will allow us to perform detailed
analysis of the exploration martingales and is thus fundamental to our proofs.
Theorem 2.2 (Strong Markov property, [Lu16]). Let K be optional for φ˜δ. Given FK, the process
{φ˜δ(v) : v ∈ V˜δ \ K} is a metric graph GFF on V˜δ \ K with boundary condition given by the restriction
of φ˜δ to ∂K ∪ ∂V˜δ.
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We introduce some notation for harmonic extension. Assume the same setup as in Theorem 2.2, and
let B˜ be a Brownian motion on V˜δ. Set ζ˜ = inf{t ≥ 0 : B˜t ∈ ∂V˜δ} as in Section 2.1 and τ = inf{t ≥ 0 :
B˜t ∈ K} be the hitting time of K. We define, for v ∈ V˜δ and w ∈ K ∪ ∂V˜δ,
Hm(v,w;K) = Pv
(
B˜τ∧ζ˜ = w
)
.
Note that the harmonic measure Hm(v, ·;K) is always supported on a finite set of points since |∂K| <∞
for compact K with finitely many connected components. With this notation, in Theorem 2.2, we have
in fact, for u, v ∈ V˜δ,
E[φ˜δ(v) | FK] =
∑
w∈V˜δ
Hm(v,w;K)φ˜δ(w),
E[φ˜δ(u)φ˜δ(v) | FK] = G(u, v) −
∑
w∈K
Hm(u,w;K)G(w, v).
Note also that Theorem 2.2 implies the strong Markov property of the discrete GFF since any random
subset K ⊂ Vδ which is optional for φδ is optional for φ˜δ.
Moreover, we define
Hm(v,K) =
∑
w∈K
Hm(v,w;K) = Pv(τ ≤ ζ˜);
for U ⊂ V˜δ a finite subset, we define
Hm(U,K) =
∑
u∈U
Hm(u,K).
We can now introduce the exploration martingales. For a finite subset U ⊂ Vδ, we define the “observ-
able” XU by
XU =
∑
v∈U
φ˜δ(v).
For I0 a deterministic, compact subset of V˜δ (with finitely many connected components), we will let M be
the Doob martingale for XU as we explore E
≥0
δ , or E˜
≥0
δ from I0. We will specify whether the exploration
happens on the metric graph or discrete graph whenever we use an exploration martingale.
To make this precise, we specify what we mean by exploring the excursion set from I0. We begin with
the exploration on E˜≥0δ as it is simpler to explain. Let D˜
≥0
δ be the metric graph distance on E˜
≥0
δ , and
It be the ball of radius t around I0 with respect to D˜≥0δ . We use the convention that for u, v ∈ V˜δ with
u /∈ E˜≥0δ and u 6= v, D˜≥0δ (u, v) = ∞ and D˜≥0δ (u, u) = 0. It is easy to show that It is an optional set for
each t ≥ 0 [DW19].
The exploration corresponding to E≥0δ is similar in spirit but slightly more cumbersome to describe.
In this case we take V0 ⊂ Vδ and I0 the metric graph on V0. We begin the exploration by setting
A0 = V0 ∩ E≥0δ , and B0 = V0 ∩E<0δ . For k ≥ 1 an integer, we let
Ak = {v ∈ (V oδ \ Vk−1) ∩ E≥0δ : ∃u ∈ Ak−1, u ∼ v},
Bk = {v ∈ (V oδ \ Vk−1) ∩ E<0δ : ∃u ∈ Ak−1, u ∼ v},
Vk = Vk−1 ∪ Ak ∪ Bk,
and Ik be the metric graph on Vk (as with M , whether Ik corresponds to the metric graph or discrete
graph construction will be clear from context). In words, at each time step we explore all unexplored
vertices that are adjacent to an explored vertex on which the field is non-negative. Note that Ik is an
optional set, and in fact Ik ∈ GVk−1 . To extend this definition to real t, we proceed by interpolation. That
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is, if we let Ek = {(u, v) : u ∈ Ik−1, v ∈ Ak ∪ Bk, u ∼ v} be the edges between Ik−1 and Ik \ Ik−1 then
for k − 1 < t < k we let
It = Ik−1 ∪

 ⋃
(u,v)∈Ek
[u, (k − t)u+ (t− k − 1)v]

 .
Note that as before It ∈ GVk−1 and so It is an optional set for any t.
Explorations on E≤0δ and E˜
≤0
δ are defined in the same way. As alluded to above, we take
Mt = E[XU | FIt ].
It is straightforward to check that M is a continuous martingale [DW19]. We now turn to the quadratic
variation of the exploration martingale.
It is straightforward to check that for a Doob martingale, the quadratic variation is equal to the
decrease in the conditional variance [DW19]. That is,
〈M〉t = Var[XU | FI0 ]−Var[XU | FIt ].
We denote by Gt the Green’s function on V˜δ \ It, and write
Hmt(u, v) = Hm(u, v;It). (2.3)
We get from Theorem 2.2 that
Var[XU | FIt ] =
∑
u,u′∈U
Gt(u, u
′) =
∑
u,u′∈U
[
G(u, u′)−
∑
v∈It
Hmt(u, v)G(v, u
′)
]
. (2.4)
This gives
〈M〉t =
∑
u,u′∈U

∑
v∈It
Hmt(u, v)G(v, u
′)−
∑
v′∈I0
Hm0(u, v
′)G(v′, u′)

 ,
=
∑
u,u′∈U
∑
v∈It
Hmt(u, v)G0(v, u
′),
=
∑
v∈It
Hmt(U, v)G0(v, U), (2.5)
where G0(v, U) =
∑
u∈U G0(v, u).
2.4 Brownian motion tools
In this section, we recall two facts about continuous martingales and Brownian motion that will be useful
throughout the paper. The first is [RY99, Theorem 1.7 in Chapter V], stated below, which is a version of
the Dubins-Schwarz theorem for martingales of bounded quadratic variation.
Theorem 2.3. Let be M a continuous martingale, Tt = inf{s : 〈M〉s > t}, and W be the following
process
Wt =

MTt −M0 t < 〈M〉∞ ,M∞ −M0 t ≥ 〈M〉∞.
Then W is a Brownian motion stopped at 〈M〉∞.
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When applying this theorem, we will generally denote by B a Brownian motion which satisfies Bt =
MTt−M0 for t < 〈M〉∞ but is not stopped at 〈M〉∞, so thatWt = Bt∧〈M〉∞ . SupposeM is the exploration
martingale in Section 2.3. By Theorem 2.3, the process {MTt −M0 : t ≥ 0} is independent of FI0 , so we
will generally take B to be independent of FI0 as well.
The second result gives the distribution of the hitting time of a line by Brownian motion.
Proposition 2.4. Let B be a standard one-dimensional Brownian motion, Φ be the distribution function
of the standard normal distribution, and Φ¯(x) = 1 − Φ(x). For m ∈ R and b > 0, let τ = inf{t ≥ 0 :
Bt ≤ mt− b}. Then for T > 0,
P(τ ≤ T ) = Φ¯
(
b√
T
−m
√
T
)
+ e2bmΦ¯
(
b√
T
+m
√
T
)
.
Proof. The density of τ is given in [BS02, Equation (2.0.2) in Part II]. Taking an integral then gives the
desired result.
We note two facts that follow directly from Proposition 2.4 and will be used repeatedly throughout the
paper. First, letting m = 0 we obtain that sup{Bs : 0 ≤ s ≤ t} and − inf{Bs : 0 ≤ s ≤ t} have the same
distribution as |Bt|. Second, for m < 0 and b > 0 we have by letting T →∞ that P(τ <∞) = e2bm < 1.
2.5 Random walk estimates
We conclude this section with some results about Green’s functions and harmonic measures which will
be used later. The first result follows from [LL10, Theorem 4.4.4, Proposition 4.6.2]. It will be useful in
comparing the Green’s function in different domains. Below and throughout the paper, a subset V ⊂ Z2
is simply connected if for any loop in V , all the vertices in the interior of the loop (i.e. separated from
infinity by the loop) are contained in V .
Lemma 2.5. There exists a universal constant C > 0 such that the following holds. For V ⊂ Z2 simply
connected, let G be the Green’s function on V . For v ∈ V o, let ∆ = dist(v, ∂V ) be the Euclidean distance
between v and ∂V . Then ∣∣∣G(v, v) − π
2
log (∆ + 1)
∣∣∣ ≤ C.
Next, we provide two estimates on harmonic measures for a random walk started near the boundary
of a box. The first provides an upper bound on the probability that a random walk started near the left
side of a box doesn’t exit the box through the left side. Recall that S is a simple random walk on Z2, Pv
is the law of S started at v, and that we take Z2 ⊂ C in the obvious way.
Lemma 2.6. There exists a constant c > 0 such that the following holds. For N,M ≥ 2, R = [0, N ] ×
[−M,M ], V = R ∩ Z2, and ζ = min{n ≥ 1 : Sn ∈ ∂V }. We have
P1(ℜ(Sζ) 6= 0) ≤ c
N ∧M .
Proof. Let ζ ′ = min{n ≥ 1 : ℜ(Sn) = 0} and K = N ∧M . We have by [LL10, Theorem 8.1.2] that
P1(|ℑ(Sζ′)| > K) ≤ c
K
.
Let D = ∂V \ {z : ℜ(z) = 0} and note that there exists a universal constant c′ > 0 such that
Pv(|ℑ(Sζ′)| > K) ≥ c′, ∀v ∈ D.
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Finally, the conclusion follows by noting
P1(|ℑ(Sζ′)| > K) =
∑
v∈D
P1(Sζ = v)Pv(|ℑ(Sζ′)| > K) ≥ c′P1(ℜ(Sζ) 6= 0).
The second result provides a lower bound on the probability that a random walk started near the left
side of a box will exit the box through the right side.
Lemma 2.7. For any a > 0 there exists a constant ca > 0 such that the following holds. For N,M ≥ 2
with M ≥ aN , R = [0, N ]× [−M,M ], V = R ∩ Z2, and ζ = min{n ≥ 1 : Sn ∈ ∂V }, we have
P1(ℜ(Sζ) = N) ≥ ca
N
.
Proof. Let M ′ =M/2, V ′ = (−∞, N ]× [−M ′,M ′]∩Z2, and ζ ′ = min{n ≥ 1 : Sn ∈ ∂V ′}. For an integer
k, let vk = 1 + ik. By the invariance principle, there exists a constant ca > 0 such that
Pvk(ℜ(Sζ′) = N) ≥ ca, |k| ≤M ′/2.
Let D = {vk : |k| ≤ M ′ − 1}, τ = min{n ≥ 1 : Sn ∈ D} ∧ ζ ′, and G be the Green’s function on V ′.
By a last exit decomposition, we have for v ∈ D
Pv(ℜ(Sζ′) = N) =
∑
v′∈D
G(v, v′)Pv′(ℜ(Sτ ) = N).
By [DL18, Lemma 1], max{G(v,D) : v ∈ D} ≤ c′aN . Therefore, combining the last two displays and
summing over v ∈ D gives
caN ≤
∑
v∈D
Pv(ℜ(Sζ′) = N) ≤ c′aN
∑
v∈D
Pv(ℜ(Sτ ) = N).
Finally, we note that for any v ∈ D, Pv(ℜ(Sτ ) = N) ≤ P1(ℜ(Sζ) = N), so the conclusion follows.
3 Estimates of crossing probabilities in the metric graph
3.1 The zero-boundary case
In this section we prove (1.4). The proof consists of analyzing the exploration martingaleM , introduced in
Section 2.3, corresponding to an exploration on E˜≥0δ with I0 = [c′δ, d′δ) and U = {u ∈ ∂V oδ : ℜ(u) ≤ L/4}.
Recall that
Mt = E[XU | FIt ] =
∑
v∈It
Hmt(U, v)φ˜δ(v).
We let I−0 = {v ∈ I0 : φ˜δ(v) < 0}. Since φ˜δ is non-negative on It \ I−0 , we have
Mt ≥
∑
v∈I−
0
Hmt(U, v)φ˜δ(v).
Noting that Hmt(U, v) is decreasing in t for v ∈ I−0 (since It is increasing), we conclude
Mt −M0 ≥ −
∑
v∈I0
Hm0(U, v)(φ˜δ(v) ∨ 0). (3.1)
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Next, we turn to bounding the quadratic variation. In particular, we claim that there exists c =
c(L) > 0 such that {
[a′δ, b
′
δ)
φ˜δ≥0←→ [c′δ , d′δ)
}
⊆ {〈M〉∞ ≥ c| log(δ)|} . (3.2)
Before proving (3.2), we show how it can be used to conclude the proof of (1.4). Suppose (Bs)s≥0 is
a standard one-dimensional Brownian motion. Combining Theorem 2.3 with (3.1) and (3.2), we have
P
(
[a′δ, b
′
δ)
φ˜δ≥0←→ [c′δ , d′δ)
)
≤ P

 inf
0≤s≤c| log(δ)|
Bs ≥ −
∑
v∈I0
Hm0(U, v)(φ˜δ(v) ∨ 0)


≤ 1√
c| log(δ)|
∑
v∈I0
Hm0(U, v)E[φ˜δ(v) ∨ 0]
≤ c
′√| log(δ)| Hm(U,I0),
where in the second inequality we used the fact that, for t and a > 0, we have by Proposition 2.4 that
P (inf0≤s≤tBs ≥ −a) ≤ a/
√
t ; and in the third inequality we used the fact that G(v, v) ≤ 4 for v ∈ I0
(since v is adjacent to ∂Vδ). It remains to bound Hm(U,I0). Since U,I0 ⊂ Vδ, we can consider a discrete
time simple random walk S (on δZ2), killed on ∂Vδ (instead of the metric graph Brownian motion B˜).
For a vertex u ∈ U , we have Hm(u,I0) ≤ cδ by Lemma 2.6. Since |U | ≤ c/δ, we conclude
Hm(U,I0) ≤ c.
Thus,the proof will be complete once we prove (3.2).
Proof of (3.2). We begin by noting that on
{
[a′δ, b
′
δ)
φ˜δ≥0←→ [c′δ, d′δ)
}
there exists a vertex u∗ ∈ [a′δ, b′δ) such
that the set I∞ contains a nearest neighbor path γ ⊂ V oδ connecting u∗ to the complement of the box of
radius L/4 around u∗. We will show that for any such u∗ and any such γ, we have
Var[XU | FI0 ]−Var[XU | Fγ∪I0 ] ≥ c| log(δ)|.
Recall that G0 denotes the Green’s function on V˜δ \ I0 and that
Var[XU | FI0 ]−Var[XU | Fγ∪I0 ] =
∑
v∈γ
Hm0(U, v; γ)G0(v, U).
Let S be a discrete-time simple random walk (on δZ2) killed on ∂Vδ ∪ I0 and TU be the hitting time of
U by S. It is easy to see that
G0(v, U) ≥ Pv(TU <∞) ≥ c, ∀v ∈ γ,
for some universal constant c > 0. Therefore, it remains to show
Hm0(U, γ) ≥ c| log(δ)|. (3.3)
To this end, we partition U and γ as follows. For n ≥ 0 an integer, we let Qn be the box of radius
rn = 2
−n−2L centered at u∗, An = Qn \ Qn+1, Un = U ∩ An, and γn = γ ∩ An. We note that N =
max{n ≥ 1 : rn ≥ 1000δ} satisfies N ≥ c| log(δ)|. Finally, we claim there exists a universal constant
c > 0 such that
Hm0(Un, γn; γ) ≥ c, 0 ≤ n ≤ N .
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For the proof, let u1 ∈ Un be such that 2rn/3 − δ < |u1 − u∗|ℓ∞ ≤ 2rn/3, u2 ∈ Un be such that
5rn/6 ≤ |u2 − u∗|ℓ∞ < 5rn/6 + δ, and Qn,2 be a box of radius rn/12 centered at u2. With these choices,
the distances between u1 and Qn,2, and between {u1}∪Qn,2 and Acn are of the same order as rn. Therefore,
if we let S be a simple random walk and E be the event that S hits Qn,2 ∩ U and then completes a loop
around u∗ before exiting An, we have Pu1(E) ≥ c. Note that such a walk necessarily contains a path from
Un to γn which does not hit ∂Vδ . Therefore, letting T be the hitting time of Un ∪ γn by S, and ζ be the
hitting time of Acn, we have by a last exit decomposition
Pu1(E) ≤
∑
u∈U
G∗n(u1, u)Pu(ST∧ζ ∈ γn),
where G∗n(u1, u) is the expected number of visits a random walk started at u1 makes to u after hitting
Qn,2 ∩ Un, and before exiting An. It is immediate that Pu(ST∧ζ ∈ γn) ≤ Hm(u, γn; γ), and we have that
G∗n(u1, u) ≤ Gn(u1, u) ∧max{Gn(u′, u) : u′ ∈ Qn,2 ∩ Un},
where Gn is the Green’s function on An ∩ δZ2. It follows from [LL10, Theorem 4.4.4, Proposition 4.6.2]
that G∗n is uniformly bounded. That is, there exists a universal constant c such that
G∗n(u1, u) ≤ c, u ∈ Un.
Finally, this implies that
Hm0(Un, γn; γ) ≥
∑
u∈Un
Pu(ST∧ζ ∈ γn) ≥ cPu1(E) ≥ c.
This concludes the proof.
3.2 The alternating boundary case
In this section we prove the lower bound in (1.6). The proof consists of two main claims, both of which
are proved using an exploration martingale. Recall that A˜δ,0 (resp. ˜
A
δ,0) is the first passage set of φ˜δ
above zero (resp. below zero). First, letting Π = {z : |ℑ(z) − 1/2| ≤ 1/4}, we claim that there exists a
constant c1 = c1(L, λ) > 0 such that
P
(
˜ A
δ,0 ∩Π = ∅
)
≥ c1. (3.4)
Next, we claim that conditional on this event, the probability that there is a positive crossing is bounded
uniformly away from zero. That is, letting P+ denote the law of φ˜δ given F˜ A
δ,0
(and E+ be the expectation
with respect to P+), there exists a constant c2 = c2(L, λ) > 0 such that
P
+
(
[aδ, bδ)
A˜δ,0←→ [cδ, dδ)
)
≥ c2 a.s. on {˜ Aδ,0 ∩Π = ∅}. (3.5)
Assuming (3.4) and (3.5), we obtain the lower bound in (1.6):
P
(
[aδ, bδ)
A˜δ,0←→ [cδ, dδ)
)
≥ P
(
[aδ, bδ)
A˜δ,0←→ [cδ, dδ), ˜ Aδ,0 ∩Π = ∅
)
≥ c1c2.
Thus it remains to show (3.4) and (3.5).
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Proof of (3.4). For this proof, we consider an exploration martingale M , introduced in Section 2.3, cor-
responding to an exploration of E˜≤0δ from I0 = [bδ, cδ) ∪ [dδ, aδ) with observable corresponding to
U =
{
u : u ∈ [a′δ, b′δ) ∪ [c′δ, d′δ),
∣∣∣ℑ(u)− 1
2
∣∣∣ ≤ 3
8
}
The following processes will be useful in the analysis
πt = Hmt(U, [aδ, bδ) ∪ [cδ, dδ)), µt = Hmt(U,It).
Note that we have M0 = λ(π0 − µ0) and Mt ≤ λπt. Since πt is decreasing,
Mt −M0 ≤ λµ0.
Note that by Lemma 2.6 there exists c > 0 such that Hm(u,I0) ≤ cδ for all u ∈ U , which implies µ0 ≤ c.
Let T = D˜≤0δ (I0,Π) be the time that the exploration reaches Π. On {˜
A
δ,0 ∩ Π 6= ∅}, the set IT contains
a nearest neighbor path γ ⊂ V 0δ crossing one of the strips making up the region
Π′ =
{
z :
1
4
≤
∣∣∣ℑ(z)− 1
2
∣∣∣ ≤ 3
8
}
.
We claim that for there exists a constant c > 0 such that for any such path
Var(XU )−Var(XU | Fγ) ≥ c. (3.6)
Assuming this bound for now, we have
〈M〉T ≥ min
γ
{Var(XU )−Var(XU | Fγ)} ≥ c,
almost surely on {˜ Aδ,0 ∩ Π 6= ∅} (here we used the fact that FI0 is the trivial σ-field since I0 ⊂ ∂Vδ).
Applying Theorem 2.3 and Proposition 2.4 gives
P(˜
A
δ,0 ∩Π 6= ∅) ≤ P
(
sup
0≤t≤c
Bt ≤ c′λ
)
≤ 1− c′′.
Turning to the proof of (3.6), we have by the invariance principle that G(v, U) ≥ c for any v ∈ γ.
Therefore
Var(XU )−Var(XU | Fγ) =
∑
v∈γ
Hm(U, v; γ)G(v, U) ≥ cHm(U, γ).
Finally, by Lemma 2.7 there exists a constant c > 0 such that Hm(u, γ) ≥ cδ for all u ∈ U ∩ Π. Since
|U ∩Π| ≥ cδ−1, it follows that Hm(U, γ) ≥ c. This concludes the proof.
Proof of (3.5). Let V˜ +δ be the connected component of V˜δ\˜
A
δ,0 containing [aδ , bδ)∪[cδ, dδ), V +δ = V˜ +δ ∩δZ2
be the vertices in V˜ +δ , and U = [c
′
δ, d
′
δ) ∩ V +δ . For any u ∈ U , let adj(u) be the (unique) vertex in [cδ , dδ)
adjacent to u. For 0 < ǫ ≤ 1, let uǫ = ǫu+ (1− ǫ) adj(u) and
Uǫ = {uǫ : u ∈ U}.
Finally, we letMǫ be the exploration martingale corresponding to an exploration on E˜
≥0
δ from I0 = [aδ, bδ)
with obsevable XUǫ . As in the proof of (3.4), we will use the processes
πǫ,t = Hm
+
t (Uǫ, [cδ , dδ)), µǫ,t = Hm
+
t (Uǫ,It),
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where Hm+t is the harmonic measure on It ∪ ∂V˜ +δ . That is, letting ζ˜+ be the hitting time of ∂V˜ +δ and τt
be the hitting time of It, Hm+t (u, v) = Pu(B˜τt∧ζ˜+ = v). Note that Hm+0 is simply the harmonic measure
on ∂V˜ +δ so we will write Hm
+ in this case instead. Note that Mǫ,t ≥ λπǫ,t and Mǫ,0 = λ(µǫ,0 + πǫ,0), so
we obtain
Mǫ,t −Mǫ,0 ≥ −λ(µǫ,0 + πǫ,0 − πǫ,t),
with equality if and only if Mǫ,t =Mǫ,∞ and It∩Uǫ = ∅ (i.e. the exploration has stopped by time t before
hitting Uǫ). To conclude the proof, we need to lower bound µǫ,0 and upper bound 〈Mǫ〉t.
First, we claim that there exists c1 > 0 such that µǫ,0 ≥ c1ǫ. Indeed, we have by Lemma 2.7 and the
assumption ˜
A
δ,0 ∩Π = ∅ that for any u ∈ U such that |ℑ(u)− 1/2| ≤ 1/8
Hm+(u, [aδ , bδ)) ≥ c1δ.
It follows that Hm+(U, [aδ , bδ)) ≥ c1. Next, by construction a metric graph Brownian motion started at
uǫ will hit u before adj(u) with probability ǫ. This gives
µǫ,0 = ǫHm
+(U, [aδ , bδ)) ≥ c1ǫ.
Second, for the upper bound on the quadratic variation, we claim that there exists c2 > 0 such that
〈Mǫ〉t ≤ c2ǫ(πǫ,0 − πǫ,t), ∀t ≤ D˜≥0δ ([aδ, bδ), Uǫ).
For the proof, note that for such t we have
πǫ,0 − πǫ,t =
∑
v∈∂I˜t
Hm+t (Uǫ, v)Hm
+(v, [cδ , dδ)),
〈Mǫ〉t =
∑
v∈∂I˜t
Hm+t (Uǫ, v)G
+(v, Uǫ),
where G+ is the Green’s function of a metric graph Brownian motion killed on ∂V˜ +δ . To proceed, let τuǫ
be the hitting time of uǫ and recall ζ˜
+ is the hitting time of ∂V˜ +δ . We have
G+(v, Uǫ) =
∑
u∈U
Pv(τuǫ < ζ˜
+)G+(uǫ, uǫ),
= ǫ
∑
u∈U
Pv(τuǫ < ζ˜
+)[ǫG+(u, u) + 4(1 − ǫ)],
≤ 4ǫ
∑
u∈U
Pv(τuǫ < ζ˜
+),
where in the second equality we used (2.1) to express G+(uǫ, uǫ) as a sum of terms involving u and adj(u).
Since adj(u) ∈ ∂V˜ +δ we have G+(u, adj(u)) = G+(adj(u), adj(u)) = 0. In the inequality we used the fact
that G+(u, u) ≤ 4 since u is adjacent to ∂V˜ +δ . Finally, assuming from now on that ǫ < 1/2, we have
Hm+(v, adj(u)) ≥ 1
2
Pv(τuǫ < ζ˜
+).
It follows that 〈Mǫ〉t ≤ 16ǫ(πǫ,0 − πǫ,t). Putting both bounds together we conclude that (conditional on
{˜ Aδ,0 ∩Π = ∅}){
Mǫ,t −Mǫ,0 ≥ −c2λ
ǫ
〈Mǫ〉t − c1λǫ, 0 ≤ t ≤ D˜≥0δ ([aδ, bδ), Uǫ)
}
⊆ {[aδ, bδ)
A˜δ,0←→ Uǫ}.
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Applying Theorem 2.3 and Proposition 2.4 (after re-scaling the Brownian motion) we obtain for some
c > 0 (independent of ǫ),
P
+
(
[aδ, bδ)
φ˜δ≥0←→ Uǫ
)
≥ P(Bt ≥ −λ(c2t+ c1), t ≥ 0) ≥ c,
where B is a standard Brownian motion. Letting ǫ→ 0 concludes the proof.
4 Estimates of crossing probabilities in the discrete graph
The goal of this section is to prove (1.5) and (1.8). Both proofs begin with the observation that in the
discrete graph, when we explore the excursion set E>0δ starting from I0, the set ∂I∞ \∂Vδ is contained in
E<0δ . We show that in fact, suitably defined averages of the field on this set are bounded away from 0 with
high probability. Following the literature on the subject, we call this phenomenon entropic repulsion. It
was previously studied in a similar context in [DL18].
4.1 Entropic repulsion for explorations on the discrete graph
In this section we formalize the idea, stated above, that when there is no horizontal crossing the values
of the field on the outer boundary of the explored set are strictly negative. We begin with some setup.
For this section, we let K˜ ⊂ Z˜2 be compact and simply connected and V = K˜ ∩ Z2. For U, I ⊂ V , we let
D and D′ be
D = {v ∈ I : Hm(U, v; I) > 0}, D′ = {v ∈ I : Hm(U, v; I \D) > 0},
where Hm(·, ·;W ) is the harmonic measure on W ∪ ∂K˜. That is, D is the subset of ∂I that can be
reached from U , and D′ is the subset of ∂(I \D) that can be hit from U (equivalently from D). As the
notation suggests, U corresponds to the “observable” in the definition of the exploration martingale, while
I corresponds to the explored set. We will assume the pair (U, I) satisfies some geometric conditions.
First, that for any v ∈ D, all edges incident on v are contained in K˜. That is, dist(v, ∂K˜) ≥ 1, where dist
denotes the Euclidean distance. Second, that for any v ∈ D, there exists w ∈ I \D such that v ∼ w. We
let ξ be given by
ξ(U, I) =
1
Hm(U, I)
sup{Hm(U,w; I \D) : w ∈ D′}.
The reason the supremum is over w ∈ D′ is the following. For any v ∈ D there exists w ∈ D′ such that
v ∼ w which gives
Hm(U,w; I \D) ≥ 1
4
Hm(U, v; I).
Therefore, Hm(U, v; I) ≤ 4ξ(U, I)Hm(U, I) for any v ∈ D. Finally, we let φ˜ be a metric graph GFF on K˜
with boundary condition f satisfying |f(v)| ≤ λ for all v ∈ ∂K˜. As usual, we let φ be the restriction of
φ˜ to V . Note that φ is a discrete GFF on V ∪ ∂K˜ with boundary condition f . The goal is to show that
when ξ(U, I) is small and we condition φ to be negative on D, the typical value of the field on D (as seen
from U) is bounded away from zero with high probability.
Proposition 4.1. Let K˜, U , and I satisfy the conditions above. Additionally, let I+ and I− be a partition
of I such that D ⊆ I− and for every v ∈ D, there exists w ∈ I+ such that v ∼ w. Let E be the following
event
E = {φ˜(v) < 0 : v ∈ I−} ∩ {φ˜(v) ≥ 0 : v ∈ I+}.
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Let Y be the following random variable
Y =
∑
v∈D
Hm(U, v; I)φ(v).
There exists a universal function r satisfying r(x)→ 0 as x→ 0 and a constant ∆ = ∆(λ) > 0 such that
P(Y ≤ −∆Hm(U, I) | E) ≥ 1− r(ξ(U, I)).
The proof follows along the same lines as [DL18, Lemma 6], and consists of bounding the conditional
mean and variance of Y given E and the field on I+. We isolate three lemmas that will be used repeatedly
throughout the rest of the paper.
Lemma 4.2. Let {B1,v}v∈V and {B2,v}v∈V be a sequence of non-empty intervals satisfying
inf B1,v ≤ inf B2,v, supB1,v ≤ supB2,v, ∀v ∈ V.
Let φ˜1 and φ˜2 be metric graph GFFs on K˜ with boundary conditions f1 and f2 such that f1(v) ≤ f2(v)
for v ∈ ∂K˜, and let φ1 and φ2 be the corresponding discrete graph GFFs. We assume that Bj,v = {fj(v)}
for v ∈ ∂K˜ ∩ V . Finally, for j = 1, 2 let Ej be the event
Ej = {φj(v) ∈ Bj,v, v ∈ V }.
Then the law of φ1 given E1 is stochastically smaller than the law of φ2 given E2.
Proof. The proof is the same as the proof of [DL18, Equation (49)]; we reproduce it here for completeness.
Let ν1 be the law of φ1 given E1 and ν2 be the law of φ2 given E2. Further, let K˜
′ be the closure of an
open neighborhood of K˜ such that K˜ ′∩Z2 = V . Let φ˜′ be a metric graph GFF on K˜ ′ with zero boundary
condition, say, and φ′ be the corresponding discrete GFF on the graph with vertex set V ′ = V ∪ ∂K˜. We
note that µ, the law of φ′, has density µ(dr) = exp(−H(r))dr (where r is a |V ′|-dimensional vector) such
that for every r, r′ ∈ R|V ′|
H(r ∧ r′) +H(r ∨ r′) ≤ H(r) +H(r′),
where ∧ and ∨ are taken coordinate by coordinate. Additionally, we note νj is simply the law of the
restriction of φ′ to V , conditioned on the event
E
′
j = {φ′(v) = fj(v), v ∈ ∂K˜} ∩ {φ′(v) ∈ Bj,v, v ∈ V }.
We let µj be the law of φ
′ conditioned on E′j . For q > 0 and B ⊂ R, we define the function
W
(q)
B (t) = q dist(t, B)
4. (4.1)
We can then approximate µ1 and µ2 by probability measures satisfying the following
µ
(q)
j (dr) ∝ exp

− ∑
v∈V ∪∂K˜
W
(q)
Bj,v
(rv)

µ(dr),
where we set Bj,v = [fj(v)] for v ∈ ∂K˜. It is clear that for any t, t′ ∈ R and any v ∈ V ∪ ∂K˜ we have
W
(q)
B1,v
(t ∧ t′) +W (q)B2,v (t ∨ t′) ≤W
(q)
B1,v
(t) +W
(q)
B2,v
(t′).
Therefore, it follows from [Pr74] that µ
(q)
2 is stochastically smaller than µ
(q)
1 for any q > 0. As q → ∞,
µ
(q)
i converges weakly to µi, so it follows µ2 is stochastically smaller than µ1. Finally, this implies that ν1
is stochastically smaller than ν2.
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In light of this lemma (and the fact that Y is an increasing function of φ) we will assume, without
loss of generality, that I− = D and I+ is the set of all vertices in V separated from U by D. That is,
I+ = {v ∈ V : Hm(U, v;D ∪ {v}) = 0}.
With this assumption, we are ready to begin the moment analysis. We start with the variance as the
argument is easier.
Lemma 4.3.
Var[Y | FI+ ,E] ≤ Var[Y | FI+ ] a.s.
Proof. The proof is the same as that of [DL18, Equation (56)]; we reproduce it here for completeness.
Let Y = (φ(v))v∈D , µ be the law of Y given FI+ , and ν be the law of Y given FI+ and E. Let m
and Σ be the mean and variance of Y given FI+ and note that Σ is deterministic. Recall µ(dr) ∝
exp(−12 (r −m)Σ−1(r −m))dr. For q > 0, we approximate ν by a probability measure ν(q) satisfying the
following
ν(q) ∝ exp
(
−q
∑
v∈D
r4v1rv≥0
)
µ(dr).
Since the second derivative of f(t) = t41t≥0 is non-negative, we have that ν
(q) is of the form ν(q)(dr) =
exp(−H(r))dr where infr Hess(H)(r) ≥ 12Σ−1. Therefore, by the Brascamp-Lieb inequality [BL76], for a
random vector Y(q) ∼ ν(q) and any l ∈ R|D|, we have Var[l · Y(q)] ≤ Var[l · Y | FI+ ]. As q → ∞, ν(q)
converges weakly to ν, so we have
Var[l ·Y | FI+ ,E] ≤ Var[l ·Y | FI+ ] a.s.
Since Y is of the form l ·Y, the conclusion follows.
We obtain from this
Corollary 4.4.
Var[Y | FI+ ,E] ≤ 16ξ(U, I)Hm(U, I)2, a.s.
Proof. We note
Var[Y | FI+ ] =
∑
v,v′∈D
Hm(U, v; I)Hm(U, v′; I)GK˜\I+(v
′, v),
=
∑
v∈D
Hm(U, v; I)GK˜\I+(U, v)
where GK˜\I+ is the Green’s function on K˜ \ I+ and we have used the fact that∑
v′∈D
Hm(U, v′; I)GK˜\I+(v
′, v) = GK˜\I+(U, v), ∀v ∈ D.
Note that
GK˜\I+(U,D) ≤ 4Hm(U, I),
where we have used the fact that a random walk started on D will hit I+ with probability at least 1/4
before returning to D. Therefore, we have
Var[Y | FI+ ] ≤ 4Hm(U, I) sup
v∈D
Hm(U, v; I) ≤ 16ξ(U, I)Hm(U, I)2.
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To conclude, we need a high-probability bound on the conditional expectation of Y given FI+ and E.
We begin with an auxiliary lemma.
Lemma 4.5. There exists a universal continuous, increasing function g : [0,∞) → (0,∞) such that for
any w ∈ K˜o and any ǫ > 0 the following holds. Let Ew be the event
Ew = {φ˜(w) = 0} ∩ {φ˜(u) > 0∀u ∈ K˜, dist(u, ∂K˜ ∪ {w}) ≥ ǫ}.
For v ∈ K˜ such that |v − w| ≤ r, we have
E[φ(v) | Ew] ≤ g(r) + λ.
Proof. We follow the proof of [DL18, Lemma 6]. First, by an argument similar to the proof of [DL18,
Equation (48)], there exists a function R : R+ → R+ such that for any a, b > 0, there exists a function
ha,b that is harmonic on Z˜
2 \ {w} and satisfies∣∣∣ha,b(u)− a log (|u− w|+ 2)− b∣∣∣ ≤ R(a), ∀u ∈ Z˜2.
Let ϕ˜a,b be a Gaussian free field on K˜ with boundary condition ha,b on ∂K˜ ∪ {w}, and ϕa,b be the
restriction of ϕ˜ to V . Let A ⊂ K˜ be a countable, dense subset of {u : u ∈ K˜, dist(u, ∂K˜ ∪{w}) ≥ ǫ}, and
{An}∞n=1 be an increasing sequence of finite subsets of A such that ∪∞n=1An = A. Applying Lemma 4.2
to An and taking a limit, we have that for any a, b > 0 such that ha,b(u) > 0 for all u ∈ Z˜2, the following
holds
E[φ˜(v) | Ew] ≤ E[ϕ˜a,b+λ(v) | ϕ˜a,b+λ(u) > 0,∀u ∈ K˜, dist(u, ∂K˜ ∪ {w}) ≥ ǫ].
By the FKG inequality,
E[φ˜(v) | Ew] ≤ E[ϕ˜a,b+λ(v) | ϕ˜a,b+λ(u) > 0,∀u ∈ K˜].
Next, we claim there exist universal constants ca, cb > 0 such that for all a ≥ ca and b ≥ cb,
P(ϕ˜a,b(u) > 0, ∀u ∈ K˜) ≥ 1
2
. (4.2)
Indeed, it is straightforward to check by a union bound that there exist universal constants c′a, c
′
b > 0
such that for all a ≥ c′a and b ≥ c′b
P
(
ϕa,b(u) ≥ ha,b(u)
2
, ∀u ∈ V
)
≥ 3
4
.
Next, recall from the introduction that given FV , for each segment e(u, v) ⊂ K˜ with endpoints u, v ∈
V ∪ ∂K˜ ∪ {w} the restriction of ϕ˜a,b to e(u, v) is a Brownian bridge of length 2|u − v| of a Brownian
motion with variance 2 at time 1. Thus, applying [BS02, Formula 1.3.8] we see the following holds almost
surely on {ϕ˜a,b(u) ≥ ha,b(u)/2, ∀u ∈ V },
P(ϕ˜a,b(x) > 0, ∀x ∈ e(u, v) | FV ) = 1− e−
1
2|u−v|
ϕa,b(u)ϕa,b(v) ≥ 1− e− 18ha,b(u)ha,b(v).
Therefore, there exist universal constants c′′a, c
′′
b > 0 such that for all a ≥ c′′a and b ≥ c′′b
P
(
ϕ˜a,b(u) > 0, ∀u ∈ K˜ | ϕa,b(u) ≥ ha,b(u)
2
, ∀u ∈ V
)
≥ 2
3
.
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Combining this with the second-to-last display and letting cj = c
′
j ∨c′′j for j ∈ {a, b} gives (4.2). Note that
Var[ϕ˜a,b(v)] ≤ c log(r + 2) for some universal constant c > 0, and by assumption E[ϕ˜a,b(v)] = ha,b(v) ≤
a log(r + 2) + b+R(a) so it follows that
E[ϕ˜ca,cb+λ(v) | ϕ˜ca,cb+λ(u) > 0, ∀u ∈ K˜] ≤ g(r) + λ,
for some universal (continuous, increasing) function g (which can be calculated explicitly in terms of c,
ca, and cb).
Finally, combining the three lemmas we can prove the following corollary, which gives a high probability
bound on E[Y | FI+ ,E].
Corollary 4.6. There exists a constant ∆1 = ∆1(λ) > 0 and a universal function r1 which satisfies
r1(x)→ 0 as x→ 0, such that the following holds
P(E[Y | FI+ ,E] ≤ −∆1Hm(U, I) | E) ≥ 1− r1(ξ(U, I)).
Before proving this, we show how it implies Proposition 4.1. Let ∆ = ∆1/2 and X = P(Y ≤
−∆Hm(U, I) | E,FI+). We have
P(Y ≤ −∆Hm(U, I) | E) = E[X | E].
Additionally, we have by Chebyshev’s inequality and Corollary 4.4 that there exists a function r2 such
that r2(x)→ 0 as x→ 0 and
X ≥ 1− r2(ξ(U, I)), a.s. on {E[Y | FI+ ,E] ≤ −∆1Hm(U, I)}.
It follows that
P(Y ≤ −∆Hm(U, I) | E) ≥ 1− r1(ξ(U, I)) − r2(ξ(U, I)).
Proof of Corollary 4.6. We have
E[Y | FI+ ,E] =
∑
v∈D
Hm(U, v; I)E[φ(v) | FI+ ,E].
Let E+ = {φ(v) ≥ 0 : v ∈ I+}. By Lemma 4.2, we have for any v ∈ D,
E[φ(v) | FI+ ,E] ≤ E[φ(v) | FI+ ,E+, φ(v) < 0] ≤ E[φ(v) ∧ 0 | FI+ ,E+].
Note that given FI+ , φ(v) has a normal distribution with variance at least 1. Therefore, letting mv =
E[φ(v) | FI+ ,E+], there exist universal constants a, b > 0 such that
E[φ(v) ∧ 0 | FI+ ,E+] ≤ −ae−bm
2
v .
Thus, it suffices to show that there exists a constant c > 0 such that the following holds
P
(∑
v∈D
Hm(U, v; I)mv ≤ cHm(U, I) | E
)
≥ 1− r1(ξ(U, I)). (4.3)
Indeed, by Markov’s inequality
∑
v∈D Hm(U, v; I)mv ≤ cHm(U, I) implies∑
v∈D
Hm(U, v; I)1mv≤2c ≥
1
2
Hm(U, I),
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and consequently
E[Y | FI+ ,E] ≤ −
ae−4bc
2
2
Hm(U, I).
Turning to the proof of (4.3), let Y ′ be the following random variable
Y ′ =
∑
w∈D′
Hm(U,w; I+)φ(w).
It follows from the definition of the harmonic measure that
∑
v∈D
Hm(U, v; I)mv − Y ′ =
∑
v∈D
Hm(U, v; I)
∑
w∈∂K˜\I+
Hm(v,w; I+)φ˜(w),
where for w ∈ ∂K˜, Hm(v,w; I+) is the probability that a metric graph Brownian motion started at v
exits K˜ through w without hitting I+. In particular, we have
∑
v∈D
Hm(U, v; I)mv ≤ Y ′ + λHm(U, I).
Therefore, to prove (4.3) it suffices to show
P
(
Y ′ ≤ cHm(U, I) | E) ≥ 1− r1(ξ(U, I)).
We show this by bounding the conditional mean and variance of Y ′. First, by Lemma 4.2, we can replace
E by E′ = {φ(v) = 0, v ∈ D} ∩ E+. Next, Lemma 4.3 and a straightforward adaption of the proof of
Corollary 4.4 give
Var[Y ′ | E′] ≤ Var[Y ′ | φ(v) = 0, v ∈ D] ≤ 4ξ(U, I)Hm(U, I)2.
Finally, Lemma 4.5 and Lemma 4.2 (and the fact that every w ∈ D′ is adjacent to a vertex in D) give
E[φ(w) | E′] ≤ g(1) + λ, ∀w ∈ D′.
The conclusion then follows easily.
4.2 Zero boundary case
In this section we prove (1.5). We let M be an exploration martingale, as introduced in Section 2.3,
corresponding to an exploration on E≥0δ from I0 = [cδ, dδ) with U = [a′δ, b′δ). Here the exploration is
on E≥0δ , but with the understanding that we do not explore any vertices on ∂Vδ \ I0 (equivalently, the
exploration is on E>0δ with the understanding that I1 = [c′δ, d′δ)). With this setup, we have M0 = 0. The
main step of the proof consists of bounding ξk = ξ(U,Ik). In particular, we claim that there exists c > 0
such that
sup{ξk : k ≥ 1} ≤ c| log(δ)| , a.s. (4.4)
Before proving (4.4), we show how it implies (1.5). To simplify notation, we will write {D>0(I0, U) =∞}
for the event that [a′δ, b
′
δ) is not connected to [c
′
δ, d
′
δ) in E
>0
δ . Assuming (4.4), Proposition 4.1 implies that
there exists ∆ > 0 such that for any ǫ > 0, there exists δ0 = δ0(ǫ, L) > 0 such that
P(M∞ ≤ −∆Hm(U,I∞) | D>0(I0, U) =∞) ≥ 1− ǫ, ∀δ ≤ δ0. (4.5)
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To conclude, we need to upper bound the quadratic variation. Recall that Hmt is the harmonic measure
on It ∪ ∂Vδ. By (2.5)
〈M〉t =
∑
v∈It
Hmt(U, v)G(v, U) ≤ 4Hm(U,It), (4.6)
where we have used the fact that a random walk started on U has probability at least 1/4 of hitting ∂Vδ
before returning to U , which implies G(v, U) ≤ 4 for all v ∈ V˜δ.
Finally, by Lemma 2.7, Hm(U,I0) ≥ c. Combining this with (4.5) and (4.6) and applying Theorem 2.3,
we see that there exists ǫ = ǫ(L) > 0 such that
P(∃t ≥ 0 s.t. Mt ≤ −∆Hm(U, It)) ≤ P
(
∃t ≥ 0 s.t. Bt ≤ −∆
(
c ∨ t
4
))
≤ 1− 2ǫ.
Therefore
P(D>0(I0, U) =∞) ≤ 1− ǫ, ∀δ ≤ δ0.
Proof of (4.4). Let Dk = {v ∈ Ik : Hmk(U, v) > 0}, I ′k = Ik \Dk, and Hm′k be the harmonic measure
on I ′k ∪ ∂Vδ. Let S be a random walk on δZ2 killed on ∂Vδ, τk = min{n ≥ 1 : Sn ∈ U ∪ I ′k}, and G′k be
the Green’s function of the random walk killed on ∂Vδ ∪ I ′k. We have for u ∈ U and v ∈ ∂I ′k
Hmk(u
′, v) =
∑
u∈U
G′k(u
′, u)Pu(Sτk = v).
By reversibility, Pu(Sτk = v) = Pv(Sτk = u). Noting also that G
′
k is symmetric, summing over u
′ gives
Hmk(U, v) =
∑
u∈U
Pv(Sτk = u)G
′
k(u,U) ≤ 4Pv(Sτk ∈ U),
where we have used the fact that G′k(u,U) ≤ G(u,U) ≤ 4. There exists a universal constant p > 0 such
that for any integer n ≥ 0 a random walk started at v will complete a loop around B(v, 2n) before exiting
B(v, 2n+1) (here B(v, r) is the open Euclidean ball of radius r around v). Since any loop around v ∈ I ′k
that is contained in V must intersect I ′k, it follows that there exist A,α > 0 such that the following holds
for all k ≥ 1 and v ∈ ∂I ′k,
Pv(Sτk ∈ U) ≤ A
(
δ
dist(v, U)
)α
.
It remains to lower bound Hm(U,Ik) in terms of dist(Ik, U). We have already noted that there exists
c > 0 such that Hm(U,Ik) ≥ Hm(U,I0) ≥ c for all k. On the other hand, a simple adaptation of the
proof of (3.3) shows that there exists a constant c′ > 0 such that whenever dist(Ik, U) ≤ (L ∧ 1)/2 we
have
Hm(U,Ik) ≥ c′ log
(
L ∧ 1
dist(U,Ik) + δ
)
.
Combining the lower bounds on Hm(U,Ik) with the upper bound on Hmk(U, v) gives the desired conclu-
sion.
4.3 Alternating boundary case
In this section, we prove (1.8). We recall the inclusion{
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
}
⊂
{
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
}
.
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Therefore, it suffices to find an event E such that
E ⊂
{
[aδ, bδ)
φδ≥0←→ [cδ, dδ)
}
\
{
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
}
,
and P(E) ≥ c.
As usual, we provide a sketch of the proof here, leaving the technical arguments to the end of the
section. By (3.4) we can assume that ˜
A
δ,0 ∩ Π = ∅ and work conditional on F˜ A
δ,0
. We let P+ denote the
law of φ˜δ given F˜ A
δ,0
. The first step of the proof is to upper bound the probability that φ˜δ contains a
positive horizontal crossing. We claim that there exists a constant c > 0 such that the following holds
almost surely on {˜ Aδ,0 ∩Π = ∅}
P
+
(
[aδ, bδ)
φ˜δ≥06←→ [cδ, dδ)
)
≥ c. (4.7)
Consequently, we assume [aδ, bδ) is not connected to [cδ , dδ) and work conditionally on F˜ A
δ,0∪A˜
l
δ,0
. We
let P0,l be the law of φ˜δ given F˜ A
δ,0∪A˜
l
δ,0
and E0,l be the expectation with respect to P0,l. We claim
that there exists a further constant c′ > 0 such that the following holds almost surely on {˜ Aδ,0 ∩ Π =
∅} ∩
{
[aδ, bδ)
φ˜δ≥06←→ [cδ, dδ)
}
P
0,l
(
A˜
l
δ,0
φδ≥0←→ [cδ , dδ)
)
≥ c′. (4.8)
This concludes the proof. We now turn to proving the two technical claims.
4.3.1 Proof of (4.7)
As in Section 3.2, we let V˜ +δ be the connected component of V˜δ \ ˜
A
δ,0 containing [aδ, bδ) and [cδ, dδ),
Hm+ be the harmonic measure on V˜ +δ , and G
+ be the Green’s function of a metric graph Brownian
motion killed on ∂V˜ +δ . The proof proceeds by analyzing an exploration martingale M , as introduced
in Section 2.3, corresponding to an exploration of E˜≥0δ from I0 = [aδ, bδ) ∪ [cδ , dδ) with observable XU
corresponding to the following set U . For each v ∈ ∂ ˜ Aδ,0, we let ηv = dist(v, δZ2). Since |∂ ˜ Aδ,0| <∞ and
∂ ˜
A
δ,0 ∩ Vδ = ∅ almost surely, we have
η = min{ηv : v ∈ ∂ ˜ Aδ,0} > 0, a.s.
Then, we let U be the following set
U =
{
u : u ∈ V˜ +δ ,
∣∣∣ℜ(u)− L
2
∣∣∣ ≤ 3L
8
, dist(u, ˜
A
δ,0) =
η
2
}
.
The following processes will be useful in the analysis
πt = Hm
+
t (U,
˜ A
δ,0), µt = Hm
+
t (U,It),
where as usual Hm+t is the hermonic measure on It ∪ ∂V˜ +δ . We have Mt ≥ 0 for all t and M0 = λµ0,
so in particular Mt −M0 ≥ −λµ0. To conclude the proof, we need to upper bound µ0 and lower bound
the quadratic variation of M . In particular, we claim that there exist constants c, c′ > 0 such that the
following holds
µ0 ≤ cη
δ
,
〈M〉∞ ≥ c′
(η
δ
)2
, a.s. on
{
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
}
.
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Before proving the claim, we note that it implies by an application of Theorem 2.3 and Proposition 2.4
P
(
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
)
≤ P
(
inf
0≤t≤c′
Bt ≥ −cλ
)
≤ 1− c′′.
For the proof, consider the electric network with vertex setW = Z2∪U∪∂V˜ +δ where two vertices u, v ∈W
are connected with an edge of conductance Cu,v = (4|u − v|/δ)−1 if there exists a path in Z˜2 connecting
u to v which does not contain any other points in W . For this section, we will write u ∼ v if u and v are
connected in this network, and we let Cu =
∑
v∼u Cu,v. Note that G
+ (as defined above) is the Green’s
function of the continuous time simple random walk on W killed on ∂V˜ +δ . To simplify some definitions,
we take S to be a discrete-time simple random walk on W (not killed on ∂V˜ +δ ).
We now turn to proving the upper bound on µ0. Let τ0 = min{n ≥ 1 : Sn ∈ U ∪ ∂V˜ +δ } be the hitting
time of U ∪ ∂V˜ +δ . We have by a last exit decomposition
Hm+(u,I0) =
∑
u′∈U
∑
v∈I0
Cu′G
+(u, u′)Pu′(Sτ0 = v),
=
∑
u′∈U
∑
v∈I0
CvG
+(u′, u)Pv(Sτ0 = u
′)
where we have used the fact that Cu′Pu′(Sτ0 = v) = CvPv(Sτ0 = u
′) and G+(u, u′) = G+(u′, u). Summing
over u ∈ U gives
µ0 =
∑
u′∈U
∑
v∈I0
CvPv(Sτ0 = u
′)G+(u′, U) ≤
[
max
u′∈U
G+(u′, U)
] ∑
v∈I0
CvPv(Sτ0 ∈ U).
It is straightforward to show that G+(u′, U) ≤ 2η/δ for all u′ ∈ U , and it is clear that Cv = 1 for all
v ∈ I0 such that Pv(Sτ0 ∈ U) > 0. Further, we note that Pv(Sτ0 ∈ U) ≤ cδ since it is bounded by the
probability that a random walk on δZ (started from the origin) reaches L/8 before returning to zero. It
follows that µ0 ≤ cη/δ as claimed.
Next, we turn to proving the lower bound on the quadratic variation. Begin by noting that if there
exists a horizontal crossing, then I∞ contains a nearest neighbor path γ ⊂ V +δ crossing the following strip
Π′ =
{
z :
∣∣∣ℜ(z)− L
2
∣∣∣ ≤ L
4
}
.
We claim that for any such γ
Var+(XU )−Var+(XU | Fγ) =
∑
v∈γ
Hm+(U, v; γ)G+(v, U) ≥ c
(η
δ
)2
.
For the proof, note that there exists c > 0 such that Hm+(v, U) ≥ c for all v ∈ γ, where c is independent
of γ and v. This follows from the fact that a random walk started in Π′ will exit Vδ before exiting the
strip {z : |ℜ(z) − L/4| ≤ 3L/8} with probability bounded uniformly away from zero. Such a walk will
necessarily hit U before ∂V˜δ. Next, it is straightforward to show that G
+(u,U) ≥ G+(u, u) ≥ η/δ for all
u ∈ U , so we conclude G+(v, U) ≥ cη/δ, Consequently
Var+(XU )−Var+(XU | Fγ) ≥ cη
δ
Hm+(U, γ).
To lower bound the harmonic measure, the idea is to replace γ with a line. More precisely, we take
γ∗ =
{
w ∈ Vδ : ℑ(w) ∈
[
1
2
,
1
2
+ δ
)
,
∣∣∣ℜ(w) − L
2
∣∣∣ ≤ L
4
}
,
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and note that there exists a universal constant c > 0 such that for w ∈ γ∗, Hm+(w, γ) ≥ c. This follows
from the fact that a random walk started at w will hit the line {z : ℜ(z) = L/2} before ∂V˜ +δ , and then exit
Vδ before exiting Π
′ is bounded uniformly away from 0. Therefore, we have Hm+(U, γ) ≥ cHm+(U, γ∗).
To bound Hm+(U, γ∗) from below, we proceed by a last-exit decomposition. Let τ = min{n ≥ 1 : Sn ∈
U ∪ ∂V˜ +δ ∪ γ∗}. By the same argument given in the proof of the upper bound on µ0,
Hm+(U, γ∗) =
∑
w∈γ∗
∑
u∈U
CwPw(Sτ = u)G
+(u,U) ≥ η
δ
∑
w∈γ∗
Pw(Sτ ∈ U),
where we have used the fact that Cw = 1 for all w ∈ γ∗ and G+(u, u) ≥ η/δ for all u ∈ U . Finally, by
Lemma 2.7 we have ∑
w∈γ∗
Pw(Sτ ∈ U) ≥ c.
This concludes the proof.
4.3.2 Proof of (4.8)
Let V˜ l,0δ be the connected component of V˜δ \ (A˜lδ,0 ∪ ˜
A
δ,0) containing [cδ , dδ), and V
l,0
δ = V˜
l,0
δ ∩ δZ2. Let
W be the following set of vertices
W = {v ∈ V l,0δ : dist(v, A˜lδ,0) ≤ δ}.
We note that {
[cδ, dδ)
φδ≥0←→ A˜lδ,0
}
=
{
[c′δ, d
′
δ)
φδ≥0←→W
}
.
Consequently, we would like to explore E≥0δ ∩V l,0δ from W , but in order to apply Proposition 4.1 we need
to start our exploration “one step” away from the boundary. That is, letting I0 and U be given by
I0 =
{
v ∈ V l,0δ : δ < dist(v, A˜lδ,0) ≤ 2δ
}
,
U = [c′δ , d
′
δ) ∩
{
z :
∣∣∣ℑ(z)− 1
2
∣∣∣ ≤ 1
8
}
,
we will show that
P
l,0
(
U
φδ≥0←→ I0
)
≥ c. (4.9)
Assuming this result for now, we show how to conclude the proof of (4.8). Recall that G
V l,0
δ
\W
is the
σ-field generated by {sign(φδ(v)) : v ∈ V l,0δ \W} and note that we have{
U
φδ≥0←→ I0
}
∈ G
V l,0
δ
\W
.
Note also that if U is connected to I0, there exists a random vertex w∗ ∈ W such that if φδ(w∗) > 0,
then U is connected to W (and thus to [aδ , bδ)). Note that w
∗ is measurable with respect to G
V l,0
δ
\W
.
Therefore, it suffices to show that there exists a universal constant c > 0 such that for all w ∈W
P
l,0
(
φδ(w) > 0 | GV l,0
δ
\W
)
≥ c a.s.
It will then follow that
P
l,0
(
φδ(w
∗) > 0 | G
V l,0
δ
, U
φδ≥0←→ I0
)
≥ c a.s.
By Lemma 4.2, it suffices to show that for E = {φδ(v) < 0, ∀v ∈ V l,0δ \W},
P
l,0 (φδ(w) > 0 | E) ≥ c, ∀w ∈W.
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The proof is as follows. By the Markov property of the GFF, we have for any w ∈W ,
φδ(w) = Yw + Zw,
where Zw is normal, mean zero, and independent of FV l,0
δ
\W
, and Yw = E
l,0[φδ(w) | FV l,0
δ
\W
]. It is
straightforward to show that there exist c, c′ > 0 such that
c
dist(w, A˜lδ,0)
δ
≤ Varl,0[Zw] ≤ Varl,0[φδ(w)] ≤ c′
dist(w, A˜lδ,0)
δ
.
Finally, by Lemma 4.5 there exists c′′ > 0 such that
E
l,0
[
Yw | GV l,0
δ
\W
]
≥ −c′′dist(w, A˜
l
δ,0)
δ
.
Combining these bounds we obtain P(φδ(w) > 0 | E) ≥ c as promised. This concludes the proof.
Proof of (4.9). We assume without loss of generality that dist(U,I0) ≥ 10δ. Otherwise the probability of
connection is lower bounded by 2−20, say.
As usual, we consider an exploration martingale M corresponding to an exploration of E≥0δ ∩ V l,0δ
from I0 with observable XU , with U as above. The goal is to bound both the value of the martingale and
its quadratic variation. As usual, we introduce the following processes
πt = Hm
l,0
t (U, [cδ , dδ)), µt = Hm
l,0
t (U,It).
We will use Proposition 4.1 to show that there exists c > 0 such that for any ǫ, there exists δ0 = δ0(ǫ) > 0
such that for δ ≤ δ0,
P
(
M∞ −M0 ≤ −cµ0 − λ(π0 − π∞) | D≥0δ (I0, U) =∞
)
≥ 1− ǫ. (4.10)
Postponing the proof of this claim until the end of the section, we show how it can be used to obtain the
desired result. Fist, we bound the quadratic variation as follows
〈M〉t =
∑
v∈It
Hml,0t (U, v)G
l,0
0 (v, U)
≤ 16
∑
v∈It
Hml,0t (U, v)Hm
l,0
0 (v, [cδ , dδ))
= 16(π0 − πt)
where we used the fact that a random walk started on U hits [cδ , dδ) before returning to U with probability
at least 1/4 to obtain
Gl,00 (v, U) ≤ 4Hml,00 (v, U) ≤ 16Hml,00 (v, [cδ , dδ)).
Next, we note that by Lemma 2.7 we have for some c > 0
µ0 ≥ Hm+(U, [aδ , bδ)) ≥ c.
Thus, for ǫ > 0 small enough and δ < δ0,
P
l,0
(
U
φδ≥06←→ I0
)
≤ P
(
inf
{
Bt +
λ
16
t : t ≥ 0
}
≤ −c
)
+ ǫ ≤ 1− c′.
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Turning to the proof of (4.10), we begin by upper bounding M∞. To this end, we let ξk = ξ(U,Ik) and
note as in (4.4) that there exists c > 0 such that
sup{ξk : k ≥ 0} ≤ c| log(δ)| .
The proof is the same as that of (4.4) so we omit further details. We can then apply Proposition 4.1 with
I+ = {v ∈ I∞ : sign(φδ(v)) = 1}, I− = {v ∈ I∞ : sign(φδ(v)) = −1},
and obtain that there exists ∆ = ∆(λ) > 0 such that for any ǫ > 0 there exists δ1 > 0 such that for δ ≤ δ1
P
l,0
(
M∞ ≤ −∆µ∞ + λπ∞ | U
φδ≥06←→ I0
)
≥ 1− ǫ.
Next, we lower bound M0. Trivially, E
l,0[M0] = λπ0. For the variance, we have
Varl,0[M0] =
∑
v∈I0
Hml,00 (U, v)G
l,0(v, U) ≤ 64ξ0µ20 ≤
c
| log(δ)|µ
2
0,
where we have used the facts
Gl,0(U,I0) ≤ 16Hml,0(U,I0),
Hml,00 (U, v) ≤ 4ξ0Hml,00 (U,I0), ∀v ∈ I0.
Therefore, we conclude that for any ǫ > 0, there exists δ2 such that for δ < δ2,
P
l,0
(
M0 ≥ −∆
2
µ0 + λπ0
)
≥ 1− ǫ.
Combining the two bounds, and noting that µt is increasing we obtain that for any ǫ > 0 and δ < δ1 ∧ δ2
P
l,0
(
M∞ −M0 ≤ −∆
2
µ0 − λ(π0 − π∞) | U
φδ≥06←→ I0
)
≥ 1− 2ǫ.
This concludes the proof of (4.10).
5 (Non)-Existence of closed pivotal edges for metric graph percolation
In this section we prove Theorem 1.4. First, we recall some definitions and notation. Let φ˜δ be a metric
graph GFF on V˜δ with alternating boundary condition (1.3). Denote by Eδ the edge set of the nearest-
neighbor graph on Vδ. We let ω : Eδ → {0, 1} be such that ω(e) = 1 if φ˜δ(u) ≥ 0 for all u ∈ Ie and
ω(e) = 0 otherwise. In the former case, we say the edge is open, in the latter that it is closed. The
notations ωe and ωe are defined in (1.10). An edge e is pivotal if there is a horizontal crossing in ω
e but
there is no such crossing in ωe. Note that the pivotality of an edge does not depend on the status of the
edge itself. We say that e is a closed pivotal edge (resp. open pivotal edge) if e is pivotal and it is closed
(resp. open). Our goal is to show that the probability that there exists a closed pivotal edge decays to 0
as δ → 0. In particular, we want to show that there exists a constant c > 0 (depending only on L) such
that the following holds
P(there exists a closed pivotal edge) ≤ c√| log(δ)| . (5.1)
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By symmetry, it suffices to consider only edges e on the left half of Vδ. That is, if we let
Elδ =
{
e ∈ E : ∃x ∈ Ie, ℜ(x) ≤ L
2
}
,
it suffices to show
P
(
there exists a closed pivotal edge in Elδ
)
≤ c√| log(δ)| .
In fact, we will show that
P
(
there exists a closed pivotal edge in Elδ | FA˜l
δ,0
)
≤ c√| log(δ)| a.s.
Note that if there is a positive horizontal crossing in the metric graph (that is, A˜lδ,0 ∩ [cδ , dδ) 6= ∅) then
there are no closed pivotal edges and that this event is measurable with respect to FA˜l
δ,0
. Therefore, we
assume from now on that this is not the case.
To simplify notation, we let Pl denote the law of φ˜δ given FA˜l
δ,0
and El denote the expectation with
respect to Pl. Similarly, we let V˜ lδ be the connected component of V˜δ \ A˜lδ,0 containing [cδ, dδ) and
V lδ = V˜
l
δ ∩ δZ2. Note that, given that there is no horizontal crossing in the metric graph, the set of closed
pivotal edges consists of all edges with one endpoint in A˜lδ,0 and the other in A˜
r
δ,0. Therefore, given FA˜l
δ,0
the set of pivotal edges is increasing in A˜rδ,0 and therefore increasing in {φ˜δ(v) : v ∈ V˜ lδ }. We will therefore
assume from now on that φ˜δ has zero boundary condition on [bδ, cδ) ∪ [dδ , aδ).
The proof is essentially the same as that of (4.7) and consists of analyzing an exploration martingaleM ,
as introduced in Section 2.3, corresponding to an exploration on E˜≥0δ from I0 = [cδ, dδ) with observable
given by the following set. For each v ∈ ∂A˜lδ,0 \ ∂V˜δ, we let ηv = dist(v, V lδ ). Since |∂A˜lδ,0| < ∞ and
∂A˜lδ,0 ∩ δZ2 ⊂ ∂V˜δ almost surely, we have
η = min{ηv : v ∈ ∂A˜lδ,0 \ ∂V˜δ > 0} a.s.
We then set the observable set U to be
U =
{
u ∈ V˜ lδ : dist(u, ∂V˜ lδ ) =
η
2
, ℜ(u) ≤ 3L
4
}
.
Without loss of generality, we assume that U is non-empty (and indeed that there exists u ∈ U with
ℜ(u) ≤ (L/2) + δ) since otherwise there can be no pivotal edges in Elδ. As usual, we let Hmlt be the
harmonic measure on It ∪ ∂V˜ lδ and µt = Hmlt(U,It). As usual, since I0 ⊂ ∂V˜ lδ we write Hml for Hml0.
Note that M0 = λµ0 and Mt ≥ 0 for all t, so Mt −M0 ≥ −λµ0. We claim that there exist constants
c, c′ > 0 such that
µ0 ≤ cη
δ
,
〈M〉∞ ≥ c′
(η
δ
)2 | log(δ)|, a.s. on {there exists a closed pivotal edge in Elδ}.
Assuming this claim for now, an application of Theorem 2.3 then gives (after rescaling the Brownian
motion)
P
l(there exists a closed pivotal edge in Elδ) ≤ P
(
inf
0≤t≤c′| log(δ)|
Bt ≥ −cλ
)
≤ c
′′√| log(δ)| .
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To prove the claim we introduce the electric network with vertex set W = δZ2 ∪ U ∪ ∂V˜ lδ where two
vertices u, v ∈W are connected with an edge of conductance Cu,v = (4|u− v|/δ)−1 if there exists a path
in δZ˜2 connecting u to v which does not contain any other points in W . For the rest of this proof, we
will write u ∼ v if u and v are connected in this network, and we let Cu =
∑
v∼u Cu,v. We let G
l be the
Green’s function corresponding to the continuous time simple random walk on W killed on ∂V˜ lδ , but take
S to be a discrete-time simple random walk on W (not killed on ∂V˜ lδ ).
For the upper bound on µ0, we let τ = min{n ≥ 1 : Sn ∈ U ∪ ∂V˜ lδ }. By the arguments given in the
proof of (4.7),
Hml(U,I0) =
∑
u∈U
∑
v∈I0
CvPv(Sτ = u)G
l(u,U) ≤ 2η
δ
∑
v∈I0
Pv(Sτ ∈ U),
where we used the facts that Cv = 1 for all v ∈ I0 such that Pv(Sτ ∈ U) > 0 and Gl(u,U) ≤ 2η/δ for
all u ∈ U . Finally, there exists c > 0 such that Pv(Sτ ∈ U) ≤ cδ since this probability is upper bounded
by the probability that a one-dimensional simple random walk hits L/4 before returning to zero. Since
|I0| ≥ c′/δ we conclude that µ0 ≤ cη/δ as promised.
To lower bound the quadratic variation, we note that if there exists a closed pivotal edge in Elδ, then
I∞ contains a nearest-neighbor path γ in V lδ satisfying the following conditions. First, that it crosses the
following strip
Π′ =
{
z :
L
2
+ δ ≤ ℜ(z) ≤ 5L
8
}
. (5.2)
Second, that there exists v∗ ∈ γ and w ∈ A˜lδ,0 ∩ δZ2 satisfying ℜ(w) ≤ L/2 + δ and |w − v∗| = δ. We
claim that there exists c > 0 such that for any such path
Varl(XU )−Varl(XU | Fγ) ≥ c
(η
δ
)2 | log(δ)|.
Indeed, we have
Varl(XU )−Varl(XU | Fγ) =
∑
v∈γ
Hm(U, v; γ ∪ ∂V˜ lδ )Gl(v, U),
≥ cη
δ
Hm(U, γ; γ ∪ ∂V˜ lδ ),
where we used the fact that Hml(v, U) ≥ c for all v ∈ γ since it is lower bounded by the probability that
a simple random walk on δZ started at δ⌈5L/8δ⌉ hits 0 before δ⌊3L/4δ⌋ and the fact that G(u,U) ≥ η/δ
for all u ∈ U . Therefore, we want to show that there exists c > 0 such that for any path γ that satisfies
the conditions above,
Hm(U, γ; γ ∪ ∂V˜ lδ ) ≥ c
η
δ
| log(δ)|.
The proof is essentially identical to that of (3.3). For n ≥ 0 an integer, we let Qn be the box of
radius rn = 2
−n−2L centered at v∗, An = Qn \ Qn+1, Un = U ∩ An, and γn = γ ∩ An. We note that
N = max{n ≥ 1 : rn ≥ 1000δ} satisfies N ≥ c| log(δ)|. Finally, we claim that there exists a universal
constant c > 0 such that
Hm(Un, γn; γ ∪ ∂V˜ lδ ) ≥ c
η
δ
, 1 ≤ n ≤ N .
For the proof, we begin as usual with a last-exit decomposition. Take 1 ≤ n ≤ N and let τ = min{k ≥
1 : Sk ∈ U ∪ γ ∪ ∂V˜ lδ } (recall S is a random walk on W ). We have
Hm(Un, γn; γ ∪ ∂V˜ lδ ) =
∑
u∈Un
∑
u′∈U
∑
v∈γn
Gl(u, u′)Cu′Pu′(Sτ = v),
=
∑
u∈Un
∑
u′∈U
∑
v∈γn
Gl(u′, u)CvPv(Sτ = u
′),
≥ η
δ
∑
v∈γn
Pv(Sτ ∈ U).
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From here, the details of the proof are the same as for the proof of (3.3). Let v1 ∈ γn be such that
2rn/3− δ < |v1 − v∗|ℓ∞ ≤ 2rn/3, v2 ∈ γn be such that 5rn/6 ≤ |v2 − v∗|ℓ∞ < 5rn/6 + δ, and Qn,2 be the
box of radius rn/12 centered at v2. With these choices, the distance between v1 and Qn,2, and between
{v1} ∪ Qn,2 and Acn are of the same order as rn. Therefore, letting E be the event that S hits Qn,2 ∩ γ
and then hits U before exiting An, there exists a universal constant c > 0 such that Pv1(E) ≥ c. By a last
exit decomposition
Pv1(E) ≤
∑
v∈γ
Gl,∗(v1, v)Pv(Sτ ∈ Un),
where Gl,∗(v1, v) is the expected number of visits a random walk started at v1 makes to v after hitting
Qn,2 ∩ γ and before exiting An. Finally, it follows easily from [LL10, Theorem 4.4.4, Proposition 4.6.2]
that Gl,∗(v1, ·) is uniformly bounded. That is, there exists a universal constant c > 0 such that
Gl,∗(v1, v) ≤ c, v ∈ An ∩ δZ2.
This concludes the proof.
6 Limits of crossing probabilities
In this section, we discuss level lines of discrete GFF and metric graph GFF. Fix the rectangle RL =
(0, L) × (0, 1) and Vδ = RL ∩ δZ2. Recall that the four corners of RL are denoted by a, b, c, d in counter-
clockwise order with b = 0, and that the four corners of Vδ are denoted by aδ, bδ, cδ , dδ in counter-clockwise
order with bδ closest to the origin, i.e. bδ = (δ, δ) ∈ δZ2.
Consider discrete GFF φδ on Vδ with either zero boundary condition or alternating boundary condi-
tion (1.3). In either case, we say that the vertices on [aδ , bδ) have positive value and the vertices on [bδ , cδ)
have negative value. The level line ηδ of φδ is defined as follows: it starts from b
⋄
δ = (0, 3δ/2), lies on the
dual lattice of δZ2 and turns at every dual-vertex in such a way that it has vertices with positive value
on its left and negative value on its right. If there is an indetermination when arriving at a dual-vertex,
turn left. The level lines stop when they hit the boundary segments [cδ , dδ) or [dδ, aδ). We will consider
the convergence of ηδ in this section. We use the following metric on planar curves: suppose η1 and η2
are unparameterized continuous curves, then
d(η1, η2) = inf
u1,u2
sup
t∈[0,1]
|η1(u1(t))− η2(u2(t))|,
where the inf is over increasing homeomorphisms u1, u2 : [0, 1] → [0, 1]. Using techniques in [SS09], we
have the following convergence of the law on ηδ.
Theorem 6.1. There exists λ0 > 0 such that, when λ = λ0, the law of ηδ converges weakly to η ∼
SLE4(−2;−2) in RL from b to d with force points (a; c) as δ → 0. As a consequence, (1.9) holds.
To prove Theorem 6.1, we will first introduce SLE process in Section 6.1 and then complete the proof
in Section 6.2. We will discuss the limit of crossing probabilities in (1.5) at the end of Section 6.2. We
will discuss the limit of crossing probabilities in (1.6) in Section 6.3.
6.1 Preliminaries on SLE
We denote by H the upper-half plane. We call a compact subset K of H an H-hull if H \ K is simply
connected. By Riemann’s mapping theorem, there exists a unique conformal map gK from H \K onto H
with the normalization limz→∞ |gK(z) − z| = 0. With such normalization, we say that gK is normalized
at ∞.
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We consider the following collections of H-hulls. First, consider families of conformal maps (gt, t ≥ 0)
obtained by solving the Loewner equation: for each z ∈ H,
∂tgt(z) =
2
gt(z) −Wt , g0(z) = z,
where (Wt, t ≥ 0) is a real-valued continuous function, which we call the driving function. Second, for
each z ∈ H, define the swallowing time Tz to be
sup
{
t ≥ 0 : inf
s∈[0,t]
|gs(z)−Ws| > 0
}
.
Finally, denote by Kt the closure of {z ∈ H : Tz ≤ t}. Then gt is the conformal map from H \Kt onto
H normalized at ∞. The collection of H-hulls (Kt, t ≥ 0) is called a Loewner chain parameterized by the
half-plane capacity.
For κ ≥ 0, Schramm Loewner Evolution, denoted by SLEκ, is the Loewner chain with driving function
Wt =
√
κBt where (Bt, t ≥ 0) is a standard one-dimensional Brownian motion. It was proved in [RS05]
that (Kt, t ≥ 0) is almost surely generated by a continuous transient curve, i.e. there exists a continuous
curve η such that, for each t ≥ 0, the set H \Kt is the unbounded connected component of H \ η[0, t] and
limt→∞ |η(t)| =∞. In this section, we focus on κ ∈ (0, 4] when the curve is simple.
SLEκ(ρ
L; ρR) is a variant of SLEκ process where one keeps track of two extra marked points on the
boundary. Let yL ≤ 0 ≤ yR and ρL, ρR ∈ R. An SLEκ(ρL; ρR) process with force points (yL; yR) is the
Loewner chain driven by Wt that solves the following system of SDEs:
dWt =
√
κdBt +
ρLdt
Wt − V Lt
+
ρRdt
Wt − V Rt
, dV Lt =
2dt
V Lt −Wt
, dV Rt =
2dt
V Rt −Wt
,
where W0 = 0, V
L
0 = y
L, V R0 = y
R. It turns out that such process exists for all time if ρL, ρR > −2. If
ρL ≤ −2 or ρR ≤ −2, it exists up to the first time that the process swallows yL or yR. Moreover, the
process is generated by continuous curve up to and including the same time.
The above SLE processes are defined in H, for other simply connected domains we define SLE process
via conformal image. Suppose Ω is a non-trivial simply connected domain and a, b, c, d are four boundary
points lying on locally connected components in counterclockwise order. Then SLEκ(ρ
L; ρR) in Ω from b
to d with force points (a; c) is ϕ−1(η) where η is an SLEκ(ρ
L; ρR) from 0 to ∞ with force points (yL; yR)
and ϕ is any conformal map from Ω onto R such that ϕ(a) = yL ≤ ϕ(b) = 0 ≤ ϕ(c) = yR < ϕ(d) =∞.
In this section, we focus on SLE4(ρ
L; ρR) with ρL = ρR = −2 and force points yL < 0 < yR. Then
the above SDEs become
dWt = 2dBt +
2dt
V Lt −Wt
+
2dt
V Rt −Wt
, dV Lt =
2dt
V Lt −Wt
, dV Rt =
2dt
V Rt −Wt
. (6.1)
Denote by η the continuous curve corresponding to the Loewner chain driven by W . Let T be the first
time that the process swallows yL or yR. We will calculate the probability P(η(T ) = yR). Set
Wˆt =
2Wt − V Lt − V Rt
V Rt − V Lt
.
Then T = inf{t : Wˆt ∈ {−1,+1}}. Itoˆ’s formula gives
dWˆt =
4dBt
V Rt − V Lt
.
In particular, (Wˆt∧T , t ≥ 0) is a bounded martingale. Optional stopping theorem gives E[WˆT ] = Wˆ0.
From there, we obtain
P
(
η(T ) = yR
)
= P
(
WˆT = 1
)
=
−yL
yR − yL . (6.2)
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This gives (1.9) assuming the convergence of the level line in Theorem 6.1.
Below, we perform a time change in the system which will be useful in Section 6.2. This is analog
of [SS09, Section 4.5]. Define a new time parameter, for t ≥ 0,
s(t) := log
(
V Rt − V Lt
yR − yL
)
.
Set W˜s = Wˆt when s = s(t). Then we have
dW˜s = q(W˜s)dB˜s, where q(x) =
√
2(1 − x2), (6.3)
and (B˜s, s ≥ 0) is a standard one-dimensional Brownian motion. The process W˜ starts from W˜0 = −y
L−yR
yR−yL
,
evolves according to (6.3), and stops when it hits {−1,+1} at finite time T . From above, we see how to
transform from the process in (6.1) to the one in (6.3). We will show that this is one-to-one transform up
to a scaling constant.
Lemma 6.2. Suppose (Y˜s) is a continuous process starting from Y˜0 ∈ (−1, 1), evolving according to
dY˜s = q(Y˜s)dB˜s, and stopped when it hits {−1,+1}. Define
t(s) =
1
8
∫ s
0
e2u(1− Y˜ 2u )du, s(t) = sup{s : t(s) ≤ t}.
Define
Yt =
1
2
es(t)Y˜s(t) +
1
2
∫ s(t)
0
euY˜udu− 1
2
Y˜0.
Then (Yt) is a continuous process starting from 0 and evolving according to
dYt = 2dBt +
2dt
V Lt − Yt
+
2dt
V Rt − Yt
, dV Lt =
2dt
V Lt − Yt
, dV Rt =
2dt
V Rt − Yt
, (6.4)
where V L0 = −12(1 + Y˜0) and V R0 = 12 (1− Y˜0).
Proof. Set
Bt =
1
4
∫ s(t)
0
euq(Y˜u)dB˜u;
V Lt = V
L
0 −
1
2
∫ s(t)
0
eu(1− Y˜u)du, V Rt = V R0 +
1
2
∫ s(t)
0
eu(1 + Y˜u)du.
Then (Bt) is a standard Brownian motion, and (Yt, V
L
t , V
R
t ) solves (6.4).
6.2 Scaling limits of level lines in discrete GFF
We will derive Theorem 6.1 in this section following the proof in [SS09]. Although our setup is different
from it is in [SS09], similar techniques work. In fact, our setting is much easier to treat. As the proof
in [SS09] is long and technical (and we do not know how to simplify it), we only sketch the proof in our
setting.
Recall that φδ is discrete GFF on Vδ with alternating boundary condition (1.3), and ηδ is the level
line of φδ starting from b
⋄
δ and stopped when it hits the boundary segment [cδ, aδ). Fix a conformal
map ϕ from RL onto H with ϕ(a) < ϕ(b) = 0 < ϕ(c) < ϕ(d) = ∞. Denote by yL = ϕ(a) < 0 and by
yR = ϕ(c) > 0. Consider ϕ(ηδ) in H parameterized by the half-plane capacity. Denote by W
δ
t its driving
function and by gδt the corresponding family of conformal maps. For ǫ > 0, let T
δ
ǫ be the first time that
ϕ(ηδ) gets within ǫ-distance of the points ϕ(aδ) or ϕ(cδ). Recall that (Wt) is the driving function of
η ∼ SLE4(−2;−2) as in (6.1). Let Tǫ be the first time that η gets within ǫ-distance of the points yL or
yR.
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Lemma 6.3. For any fixed ǫ, α > 0 small, there is δ0 = δ0(ǫ, α) > 0 such that, if δ ≤ δ0, the interface ηδ
can be coupled with η so that
P
(
sup
t∈[0,T δǫ ∧Tǫ]
|W δt −Wt| ≥ α
)
≤ α.
Proof. Denote by W˜ δ the coordinate change of W δ as in Section 6.1. Let Fs be the σ-field generated
by σ(W˜ δr , r ≤ s). We will first prove the following conclusion which is analog of [SS09, Proposition 4.2].
For any ǫ, α, β > 0 small, there exists C > 0 depending on ǫ and there exists δ0 > 0 depending on ǫ, α, β
such that the following holds. If δ ≤ δ0 and s0, s1 are two stopping times for W˜ δ such that almost surely
s0 ≤ s1 ≤ T δǫ , s1 − s0 ≤ β2, and sups∈[s0,s1] |W˜ δs − W˜ δs0 | ≤ β, then the following two estimates hold with
probability at least 1− α:∣∣∣E [∆W˜ δ | Fs0]∣∣∣ ≤ Cβ3, ∣∣∣E [(∆W˜ δ)2 − q(W˜ δs0)2∆s | Fs0]∣∣∣ ≤ Cβ3, (6.5)
where ∆s = s1 − s0 and ∆W˜ δ = W˜ δs1 − W˜ δs0 . Roughly speaking, (6.5) corresponds to the discrete version
of (6.3).
For t > 0, let F δt be the function defined on Vδ that is −λ0 on vertices to the right side of ηδ[0, t], +λ0
on the vertices to the left side of ηδ[0, t], equal to the boundary data on ∂Vδ, and is harmonic at all other
vertices in Vδ. Suppose v ∈ Vδ such that the distance between v and ∂RL is at least 1/4. For k = 0, 1,
define Xk = E[φδ(v) | Fsk ] and let Ak be the event
|Xk − Fsk(v)| ≥ β5.
By [SS09, Proposition 3.27], we have P(Ak) ≤ 14αβ5 if δ is small enough. Consequently, we have
|X0 − Fs0(v)| ≤ β5, on Ac0;
|E[X1 − Fs1(v) | Fs0 ]| ≤ β5 +O(1)P(A1 | Fs0).
Let A be the event P(A1 | Fs0) ≥ β5, then P(A) ≤ 14α. Combing the above two estimates and the fact
that E[X1 | Fs0 ] = X0, we have
E[Fs1(v) | Fs0 ]− Fs0(v) = O(β5), on Ac0 ∩ Ac.
For k = 0, 1, let Hk be the (continuous) function that is −λ0 to the right side of ηδ[0, sk], +λ0 to the left
side of ηδ[0, sk], equal to the boundary data on ∂RL, and is harmonic in RL\ηδ [0, sk]. ThenHk(v)−Fsk (v)
is small if δ is small enough and the distance between v and ηδ[0, sk] is bounded from below. Precisely,
let Bk be the event |Hk(v)−Fsk(v)| ≥ β5, we have P(Bk) ≤ 14αβ5 if δ is small enough. Let B be the event
P(B1 | Fs0) ≥ β5, then P(B) ≤ 14α. From the above estimate, we have
E[H1(v) | Fs0 ]−H0(v) = O(β5), on Ac0 ∩ Ac ∩ Bc0 ∩ Bc. (6.6)
For k = 0, 1, denote by
Zk =
2gδsk(ϕ(v)) − gδsk(yL)− gδsk(yR)
gδsk(y
R)− gδsk(yL)
.
Then we have
Hk(v) = λ0 − 2λ0
π
arg(Zk − 1) + 2λ0
π
arg(Zk − W˜ δsk)−
2λ0
π
arg(Zk + 1).
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By the calculation in [SS09, Proof of Proposition 4.2], we have
π
2λ0
(H1(v) −H0(v)) = y
x2 + y2
(
x
x2 + y2
(
q(W˜ δs0)
2∆s− (∆W˜ δ)2
)
−∆W˜ δ
)
+O(β3),
where x = ℜ(Z0 − W˜ δs0) and y = ℑ(Z0). Plugging into (6.6), with probability at least 1− α, we have
E
[
x
x2 + y2
(
q(W˜ δs0)
2∆s− (∆W˜ δ)2
)
−∆W˜ δ | Fs0
]
= O(β3).
By different choice of v, we obtain (6.5).
Recall that W is driving function of SLE4(−2;−2). Denote by W˜ the coordinate change of W as in
Section 6.1. With (6.5) at hand, by arguments in [SS09, Section 4.4], we have the following conclusion.
For any fixed ǫ, α > 0 small, there is δ0 > 0 such that, if δ ≤ δ0, there is coupling between W˜ δ and W˜ so
that
P
(
sup
s∈[0,T δǫ ∧Tǫ]
|W˜ δs − W˜s| ≥ α
)
≤ α.
Finally, by Lemma 6.2 and arguments in [SS09, Section 4.6], we obtain the conclusion.
Proof of Theorem 6.1. Recall that ηδ is the level line of φδ, we parameterize ϕ(ηδ) by the half plane
capacity, and we denote by W δt its driving function. Recall that η ∼ SLE4(−2;−2) in H with force points
yL = ϕ(a) < 0 and yR = ϕ(c) > 0, we denote by Wt its driving function. From Lemma 6.3, W
δ is close to
W in local uniform topology. Combing with [SS09, Section 4.7 and Lemma 4.16], ϕ(ηδ) and η are close in
Hausdorff metric. Precisely, for any fixed ǫ, α > 0 small, there is δ0 > 0 such that, if δ ≤ δ0, the interface
ηδ can be coupled with η so that
P
(
sup
t∈[0,T δǫ ∧Tǫ]
dH(ϕ(ηδ [0, t], η[0, t]) ≥ α
)
≤ α,
where dH denotes the Hausdoff metric. For such argument to work, it is important that (η(t), 0 ≤ t ≤ T )
hits R only at the two end points η(0) = 0 and η(T ) ∈ {yL, yR}. Then, using arguments in [SS09,
Section 4.8], we arrive at the following conclusion. For any fixed ǫ, α > 0 small, there is δ0 > 0 such that,
if δ ≤ δ0, the interface ηδ can be coupled with η so that
P
(
sup
t∈[0,T δǫ ∧Tǫ]
|ϕ(ηδ(t)− η(t)| ≥ α
)
≤ α.
It remains to get the convergence of the whole process. Suppose η∗ is any subsequential limit of ηδ in
Hausdorff metric. From the above argument, we see that ϕ(η∗) has the same law as η up to Tǫ for any
ǫ > 0. Note that η is continuous up to and including T . We may conclude that ϕ(η∗) has the same law
as η up to T . This gives the convergence of the whole process. Consequently, we obtain the convergence
of the crossing probability (combining with (6.2))
lim
δ→0
P
(
[aδ , bδ)
φδ≥0←→ [cδ , dδ)
)
= P(η(T ) = yR) =
−yL
yR − yL .
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We end this section by a discussion on the convergence of discrete GFF level lines in Theorem 6.1
when λ 6= λ0. By analyzing level lines of continuous GFF as in [WW17], we believe that the level line ηδ
of φδ converges weakly to η ∼ SLE4(−2ρ, ρ−1; ρ−1,−2ρ) in RL from b to d with force points (a, b−; b+, c)
where ρ = λ/λ0. However, the techniques in [SS09] do not apply to this general setting directly to our
knowledge. In particular, the authors in [SS09] derived the convergence of driving function when λ = 0:
they proved that the driving function of ηδ weakly converges to the driving function of SLE4(−1;−1) in
the local uniform topology; however, the convergence in stronger topology is still missing. Assuming the
convergence of ηδ to η ∼ SLE4(−1;−1) in Haudorff metric, we may conclude that the crossing probability
in (1.5) is convergent:
lim
δ→0
P
(
[aδ, bδ)
φδ≥0←→ [cδ , dδ)
)
= P(η hits [c, d) before [d, a)).
Whereas, to get an explicit formula as in (1.9) for the right-hand side is another open question.
6.3 Scaling limits of level lines in metric graph GFF
Recall that φ˜δ is metric graph GFF on V˜δ. Suppose the boundary condition is the following: (note that
this is different from the one in (1.3))
φ˜δ(v) =
{
λ, v ∈ [aδ , bδ) ∪ [cδ , dδ),
0, v ∈ [bδ, cδ) ∪ [dδ , aδ).
(6.7)
Recall that
A˜
l
δ,0 =
{
v ∈ V˜δ : ∃ continuous path γ connecting v to [aδ, bδ) such that φ˜δ ≥ 0 on γ
}
.
Define the frontier of A˜lδ,0 as follows: Consider the set of all the points in ∂A˜
l
δ,0 that are connected in A˜
l
δ,0
to [aδ, bδ) and in V˜δ \ A˜lδ,0 to [bδ, cδ). This set contains no vertices and the edges it intersects in the dual
graph give a path from the point b⋄δ to the point (3δ/2, 1) (near a) or the point (L, 3δ/2) (near c). We
call such path the frontier of A˜lδ,0. Using conclusions in [ALS18, Section 5.2], we may conclude that, when
λ = 2λ0, the frontier of A˜
l
δ,0 weakly converges to SLE4(−2;−2) in RL from b to d with force points (a; c)
in Hausdorff metric as δ = 2−n → 0. Consequently, we have the convergence of the crossing probabilities:
(see [ALS18, Remark 5.11])
lim
δ=2−n→0
P
(
[aδ, bδ)
φ˜δ≥0←→ [cδ , dδ)
)
=
(ϕ(b)− ϕ(a))(ϕ(d) − ϕ(c))
(ϕ(c) − ϕ(a))(ϕ(d) − ϕ(b)) , (6.8)
where ϕ is any conformal map from RL onto the upper-half plane H with ϕ(a) < ϕ(b) < ϕ(c) < ϕ(d).
We emphasize that the metric graph GFF (6.8) has the boundary condition (6.7) with λ = 2λ0 which is
different from the one in (1.3).
Let us go back to the boundary condition (1.3) and to (1.6) in Theorem 1.2. Suppose we have metric
graph GFF with boundary condition (1.3). Using conclusions in [ALS18], we may conclude that the
crossing probabilities in (1.6) are convergent. By Theorem 1.2, we know that the limit should be different
from the one in the case of discrete GFF. To derive the explicit formula for this limit is an interesting
question. We will give this explicit formula when λ = 2λ0 in a forthcoming paper [LW20].
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