The real (complex) minimum semidefinite rank of a graph is the minimum rank among all real symmetric (complex Hermitian) positive semidefinite matrices that are naturally associated via their zero-nonzero pattern to the given graph. In this paper we give an upper bound on the minimum semidefinite rank of a graph when the graph is modified from the superposition of two graphs by canceling some number of edges. We also provide a lower bound for the minimum semidefinite rank of a graph determined by a given cutset. When the complement of the cutset is a star forest these lower and upper bounds coincide and we can compute the minimum semidefinite rank in terms of smaller graphs. This result encompasses the previously known case in which the cut set has order two or smaller. Next we provide results for when the cut set has order three. Using these results we provide an example where the positive semidefinite zero forcing number is strictly greater than the maximum positive semidefinite nullity.
Introduction
A graph G consists of a set of vertices V and a set of edges E, where the elements of E are unordered pairs of vertices. The order of G, denoted |G|, is the cardinality of V . A graph is simple if it has no multiple edges or loops.
The entries of an n-by-n Hermitian matrix A = (a ij ) over the complex numbers C naturally correspond to a simple undirected graph G(A) with vertex set {1, . . . , n} and edge set {{i, j} : a ij = 0, 1 i < j n}. Observe that the diagonal entries of A have no effect on the structure of G (A) . Within this correspondence a number of natural extremal problems arise; one of recent interest is the minimum rank problem, which seeks to determine the smallest possible rank of any real symmetric matrix with a given graph (see the 2007 survey by Fallat and Hogben [5] for many references). Define
The minimum rank of G is defined to be mr(G) = min{rank(A) : A ∈ S(G)}.
In this paper, we consider the related problem of determining the minimum rank among positive semidefinite (psd) matrices with a given graph (see the 2011 survey by Fallat and Hogben [6] for many references). For K ∈ {C, R} define
The minimum semidefinite rank of G is then defined to be
The real and complex parameters are actually different (see for instance [1] ).
Preliminaries
Given a list of n column vectors in K d , X = ( x 1 , . . . , x n ), let X be the matrix [ x 1 . . . x n ]. Then X * X is a psd matrix called the Gram matrix of X with regard to the Euclidean inner product. Its associated graph G has n vertices v 1 , . . . , v n corresponding to the vectors x 1 , . . . , x n and edges corresponding to nonzero inner products among those vectors. Since X * X ∈ P K (G) for the graph G, we say X is a vector representation of G in K d . By rank X, we mean the dimension of the span of the vectors in X, which is equal to rank X * X. At times we will denote the Gram matrix X * X by Gram( x 1 , . . . , x n ).
This type of vector representation is a particular instance of the more general vector representations studied by Parson and Pisanski [10] .
As every positive semidefinite matrix is a Gram matrix and conversely every Gram matrix is positive semidefinite, mr K
+ (G) d if and only if there is a vector representation of G in K
d . We will often write v to mean a vector representing a vertex v.
As our only concern is undirected graphs, an edge {v, u} will often be written as vu. The subgraph G [R] of G induced by R ⊂ V (G) is the subgraph of G with vertex set R and edge set consisting of those edges of G where both vertices are elements of R. For a vertex w of a graph G, let N(w) denote the set of all vertices adjacent to w in G, called the neighborhood of w in G. By the closed neighborhood of w,
denoted N[w], we mean {w} ∪ N(w).
Let K n denote the complete graph on n vertices, C n the cycle on n vertices, and P n the path on n vertices. If H and K are graphs, let H K denote the disjoint union of H and K. For n 3 it is well known that mr K + (K n ) = 1, mr K + (C n ) = n − 2, and mr K + (P n ) = n − 1. If G is a graph let nG = G · · · G n copies .
Summary of paper
Let G 1 and G 2 be graphs with the same vertex set and define a new graph G as follows:
and A 2 ∈ P K (G 2 ) we have A 1 + A 2 ∈ P K (G) for all but finitely many > 0. This implies that mr Generalizing this construction, we say a graph G is a superposition of two graphs G 1 and G 2 if G is obtained by identifying G 1 and G 2 at a set of vertices, keeping all the edges that are present in either G 1 or G 2 . The above argument shows that if G is the superposition of G 1 and G 2 then mr K
In Section 2, we generalize this result to show that mr K
modified from a superposition of G 1 and G 2 by the removal of the edges of a star forest common to both 
Van der Holst [12, Corollary 2.9] also showed that if G has a cut set of size two, then one can compute the minimum semidefinite rank of G in terms of the minimum semidefinite rank of strictly smaller graphs. In this paper we generalize these cutset results. In Section 3, we show that if S is a cut set and
where
We also show that if S induces a star forest in G then the inequality in Eq. (1) 
where Z + (G) is the positive semidefinite zero forcing number of G. 
Superpositions and edge cancellations
We will frequently use this direct sum construction throughout the remainder of the paper. (1) Let C n be the cycle on n vertices. Then C n is a superposition of C n−1 and C 3 = K 3 modified by the cancellation of a shared edge. It follows by induction that
This inequality is actually an equality.
One can see this by observing that G is the superposition of K n and K n modified by the cancellation of the edges of a shared star forest. (3) If ML n is the Möbius ladder on 2n vertices, then Theorem 2.1 was used in [9] to show that mr K
Remark 2.6. We now discuss possible extensions of Theorem 2.1.
(1) Let P n be the path on n 4 vertices, then it is well known that mr K
Booth et al. [3, Proposition 5.8] or the AIM paper [7, Theorem 3.16]). As P n is a superposition of K n and K n modified by the cancellation of a shared copy of P n , we see that Theorem 2.1 cannot be extended to general trees or forests. (2) The argument above also shows that Theorem 2.1 cannot be extended to the cancellation of a shared copy of a graph H whenever mr K In the next example we show that Theorem 2.1 cannot be extended to cycles on four vertices. In Proposition 5.3 we will consider the case in which H = K 3 .
+ (H)
Example 2.7. Let C 4 be the cycle on four vertices and consider the graphs G 1 , G 2 , and G in Fig. 2 . Then G is modified from a superposition of G 1 and G 2 by the removal of the edges of a copy of C 4 common to G 1 and G 2 . In Appendix B we will show that mr K 
Cutset decompositions
could have many components, leading to many choices for H 1 and H 2 . In Section 3.1, we will see that these choices matter.
The motivation for these definitions is contained in the proof of the next lemma.
Lemma 3.2. For a graph G = (V, E) with cut set S such that G[V
be a vector representation of G in K m where the u i correspond to the vertices of H 1 , the s i correspond to the vertices of S, and the w i correspond to the vertices of H 2 . Define the subspace
and G 2 be the graph corresponding to the vectors
By construction, the vertices G 1 − S are represented by the u i and hence
and {s i , s j } is an edge in G 1 if and only if {s i , s j } is an edge in G 2 . This implies that G is the superposition of G 1 and G 2 identified at the vertices of S and modified by the cancellation of some number of edges common to both graphs. 
Then G is the superposition of G 1 and G 2 identified at S and modified by the cancellation of some number of edges common to both graphs. But the edges canceled must be in G [S] which is a star forest, therefore Theorem 2.1 implies that mr K
Minimizing over all such G 1 and G 2 gives mr K
Recall that a maximal connected induced subgraph without a cut-vertex is called a block. 
In the case in which S consists of two vertices, D (G, S; H 1 , H 2 ) is also small and easy to compute.
Example 3.5. Consider the graph G with cut set S = {1, 2}:
It is well known that mr K
+ (H) |H|−1 with equality if and only if H is a tree. Further mr
where C n is the cycle on n vertices. This implies that mr K
Now S = {1, 2} is a cut set of G and Again using the results for trees and cycles, we see that mr K
In the above example, the minimum semidefinite rank can be computed using other methods in the literature (for instance van der Holst's classification of graphs with mr K + (G) |G| − 2 [11] ). In the next example we consider a graph for which this is not true. 
Here the lower bound comes from the fact that the positive semidefinite zero forcing number is five. The upper bound comes from van der Holst's classification of graphs with mr K + (G) |G|−2 [11] , more specifically van der Holst's classification implies that any connected graph G with mr K Fig. 4 . 
By replacing the six-cycle in G with an n-cycle, we have 
The dependence on H 1 and H 2
In this section we consider an example G = (V, E) with a cut set S such that
This shows that the parameter mr K
) depends on the choice of H 1 and H 2 . Let G be the graph in Fig. 5 and
Proof. This can be computed in many ways. For instance Theorem 3.3 can be applied repeatedly to cutsets of size 2.
By repeatedly applying Theorem 3.3 to cutsets of size 2 and using the fact that
Remark 3.11. Using Proposition 4.6 the proof above shows that mr K
Proof. The possible graphs for G 1 and G 2 are given in Fig. 6 .
. A simple argument using vector representations leads to the following Fig. 6 . Possible graphs for G 1 and G 2 in Section 6. Here dashed edges may or may not be present.
Orthogonal vertex removal
A basic example of a cutset in a graph G is the neighborhood N(v)
Multigraphs
A graph G is a multigraph if G is an undirected graph that has no loops but may have multiple edges between vertices. If G is a multigraph then P K (G) denotes the set of all psd matrices in M n (K) where
• a ij = 0 if vertex i and vertex j are connected by exactly one edge in G.
• a ij = 0 if vertex i and vertex j are not adjacent and i = j.
No restriction is placed on a ij if vertex i and vertex j are connected by more than one edge. The minimum semidefinite rank of a multigraph G is defined as:
As in the case of simple graphs, one can consider vector representations for multigraphs. Then with the natural definition, a multigraph G has mr K
+ (G) d if and only if there is a vector representation of
If G is a multigraph and H is a simple graph constructed from G by either removing all edges or removing all but one edge from each pair of vertices i and j connected by multiple edges, then
Further we have the following observation which reduces the multigraph case to the simple graph case. Under certain conditions the inequality in Observation 4.2 is actually an equality. For example we have the following theorem.
Orthogonal vertex removal
P v j = v j − v j , v n v n , v n v n .
Theorem 4.4 [8, Proposition 4.2]. Let G be a connected simple graph and v ∈ V (G) such that G[N(v)] is a star forest. Then mr
K + (G v) + 1 = mr K + (G).
Comparing G v to D (G, N(v); G − N[v], v)
We now relate orthogonal removal to our sets D (G, S; H 1 , H 2 ) in the case in which S = N(v). The following observation is immediate from the definitions. 
Motivated by Observation 4.1, one can think of the multigraph G v as a set [G v] consisting of all simple graphs H with P K (H) ⊂ P K (G v). Then using Observation 4.5, we see that this set is also given by the following:
This implies that mr
The next proposition shows that we actually have equality above and so the pairs
Proposition 4.6. If G is a connected simple graph and v ∈ V (G) then
Proof. By the above discussion it is enough to prove the " " direction. Let 
2. Now let G 1 be the superposition of G 1 with K identified at the vertices of N(v). Then G 1 is a simple graph,
and
Cutsets of size 3
In this section we only consider simple graphs. we will see a similar, but more complicated result is possible. In this section we specialize to the real case. We will begin by generalizing Theorem 2.1, but first we need some notation.
Let G be a simple graph with
The 
Proof. We will only prove the last inequality. By relabeling, suppose
is a vector representation of G. Then by picking α 1 , α 2 ∈ R correctly, the vectors
represent G and w 1 , w 2 w 2 , w 3 w 3 , w 1 has the desired sign.
The motivation for these parameters is contained in the following proposition. Remark 5.5. We will not provide the details but the argument below also proves the following: let G be modified from a superposition of G 1 and G 2 by the removal of the edges of a copy of K 3 common to G 1 and G 2 . Then mr(G)
The reason we can ignore signs is that the set S(G) is closed under taking additive inverses: if A ∈ S(G) then −A ∈ S(G). The same is not true for P R (G).
Proof. As adding isolated vertices does not change the constrained minimum semidefinite rank, we may assume that G 1 and G 2 have the same vertex set. We will first show that
corresponding to the vertices of S. Suppose
We claim that there is a vector representation of G of the form
Now choose 4 , . . . , n such that no additional edge cancellation occurs. Thus
and minimizing over all such vector representations of G 1 and G 2 shows that
The other bound follows from relabeling G 1 and G 2 .
We can now prove the following result. 
Proof. By Theorem 2.1 and Proposition 5.3 we have the " " direction.
Following the notation of Lemma 3.2, let mr R
be a vector representation of G in R m with the u i corresponding to the vertices of H 1 and the w i corresponding to the vertices of H 2 . Again let P : R m → U be the orthogonal projection onto the
and for 1 i, j 3 the inner products
and the two inner products in the expression above have opposite signs. Thus the products
have opposite signs. This implies that 
Proof. The inequality follows from Observation 5.2. One can deduce the equality from Theorem 5.6.
However, we will provide a direct argument. 
To see this, first suppose that
Notice that
This implies that
and that Gram matrix corresponding to V v is in the set
Now minimizing over all vector representations of G yields the desired inequality.
Example 5.8. Let G be the graph in Fig. 7 . Using results in the literature one can show
Here the lower bound comes from the fact that the positive semidefinite zero forcing number is five. The upper bound comes from van der Holst's classification of graphs with mr K + (G) |G|−2 [11] , more specifically van der Holst's classification implies that any graph with mr K + (G) |G| − 2 must have a vertex with degree less than or equal to two (see Remark 3.7). However G has a cutset S = {s 1 , s 2 , s 3 } Appendix A, we will prove that the positive semidefinite zero forcing number is five, thus providing an example with
It is expected that the inequality |G| − Z + (G) mr R + (G) is strict for many graphs, but there are few examples known. 
+ (G).
The OS-number is dual to the positive semidefinite zero forcing number in the following sense.
Hackney et al. conjectured that OS(G) = mr K + (G) for all graphs, but a counterexample on eight vertices was discovered by Mitchell et al. [9] . Their counterexample is the so-called Möbius ladder given in Fig. 8 We next apply the previous three observations to the graph in Fig. 7 .
Observation A.10. Suppose G is the graph in Fig. 7 
is not an OS-set. This contradicts the fact that O is an OS-set. 
B.2. Computations for Example 3.6
The graphs we need to consider can be constructed from the graph in Fig. 9 
B.3. Computations for Example 5.8
Using Lemma B.3 the only graph we need to consider can be constructed from the graph in Fig. 9 by In conclusion, mr R + (G) = 7.
