It is shown that there are plenty of hyperbolic-elliptic invariant tori, thus quasiperiodic solutions for a class of nonlinear wave equations.
Introduction and results.
In this paper, we deal with the existence of the invariant tori of the nonlinear wave equation 
respectively. The existence of solutions, periodic in time, for nonlinear wave (NLW) equations has been studied by many authors. A wide variety of methods such as bifurcation theory and variational techniques have been brought on this problem. See [2, 3, 7, 10, 11, 12] , for example. There are, however, relatively less methods to find a quasiperiodic solutions of NLW. The KAM (KolmogorovArnold-Moser) theory is a very powerful tool in order to construct families of quasiperiodic solutions, which are on an invariant manifold, for some nearly integrable Hamiltonian systems of finitely or infinitely many degrees of freedom. Some partial differential equations such as (1.1) may be viewed as an infinitely dimensional Hamiltonian system. On this line, Wayne [13] obtained the time-quasiperiodic solutions of (1.1) when the potential V is lying on the outside of the set of some "bad" potentials. In [13] , the set of all potentials is given some Gaussian measure and then the set of bad potentials is of small measure. However, this excludes the constant-value potential V (x) ≡ m ∈ R + .
Bobenko and Kuksin [1] , Kuksin [4] , and Pöschel [9] (in alphabetical order) investigated this case. In order to get a family of n-dimensional invariant tori by an infinitely dimensional version of KAM theorem developed by Kuksin [4] and Pöschel [9] , it is necessary to assume that there are n parameters in the Hamiltonian corresponding to (1.1). When V (x) ≡ m > 0, these parameters can be extracted from the nonlinear term f (u) by Birkhoff normal form. Therefore, it was shown that for arbitrarily given positive integer n, there are a family of n-dimensional elliptic invariant tori when V (x) ≡ m > 0. See [9] for the details. By [9, Remark 7, page 274] , the same result holds also true for the parameter values −1 < m < 0. A natural question is whether or not the same result holds true for the potential V (x) ≡ m < −1. The aim of this present paper is to give an answer to the question.
From now on, we assume that V (x) ≡ m ∈ (−∞, −1).
To give the statement of our results, we need to introduce some notations. We study (1.1) as an infinitely dimensional Hamiltonian system. Following Pöschel [9] , the phase space we may take, for example, is the product of the usual Sobolev spaces ᐃ = H Our aim is to construct time-quasiperiodic solutions of small amplitude. Such quasiperiodic solutions can be written in the form
where ω 1 ,...,ω n are rationally independent real numbers which are called the basic frequency of u, and U is an analytic function of period 2π in the first n arguments. Thus, u admits a Fourier series expansion 8) where k, ω = j k j ω j . Since the quasiperiodic solutions, to be constructed, are of small amplitude, (1.1) may be considered as the linear equation u tt = u xx − mu with a small nonlinear perturbation f . For j ∈ N, let
be the basic modes and frequencies of the linear system subject to Dirichlet boundary conditions, respectively. Then every solution of the linear system is the superposition of their harmonic oscillations and of the form
with amplitude y j ≥ 0 and initial phase φ 0 j . The solution u(t, x) is periodic, quasiperiodic, or almost periodic depending on whether one, finitely many, or infinitely many modes are excited, respectively. In particular, for the choice
of finitely many modes, there is an invariant 2n-dimensional linear subspace E J that is completely foliated into rational tori with frequencies λ j 0 +1 ,...,λ j 0 +n , 12) where P n = {y ∈ R n : y j > 0 for 1 ≤ j ≤ n} is the positive quadrant in R n and
Upon restoring the nonlinearity f , the invariant manifold E J with their quasiperiodic solutions will not persist in their entirety due to resonance among the modes and the strong perturbing effect of f for large amplitudes. In a sufficiently small neighborhood of the origin, however, there does persist a large Cantor subfamily of rotational n-tori which are only slightly deformed. More exactly, we have the following theorem. Cantor set Ꮿ ⊂ P n , a family of n-tori
over Ꮿ, and a Lipschitz continuous embedding
which is a higher-order perturbation of the inclusion map Φ 0 : E J ᐃ restricted to -J [Ꮿ] , such that the restriction of Φ to each -J (y) in the family is an embedding of a rotational invariant n-torus for the nonlinear equation (1.1) .
we call a Cantor manifold of rotational n-tori. This manifold is hyperbolic-elliptic since there are a finite number of nonreal basic frequencies for the linear system u tt = u xx − mu with m < −1. Note that the manifold obtained by Pöschel [9] is elliptic. Remark 1.3. The Cantor set Ꮿ has full density at the origin. That is,
where B r = {y : y < r }, and meas denotes the n-dimensional Lebesgue measure for sets.
Remark 1.4.
We can also deal with the more general choice J = {j 1 < j 2 < ··· < j n } and n ≥ 1 at the cost of excluding some set of m values. there is a zero-frequency for the linear system. According to our knowledge, it does not seem that the existing KAM theorem can handle this case.
2. An infinitely dimensional KAM theorem 2.1. Statement of the theorem. Consider small perturbations of an infinitely dimensional Hamiltonian in the parameter dependent normal form
on a phase space
whereT n is the complexification of the usual n-torus T n with 1 ≤ n < ∞, and a,p is the Hilbert space of all complex sequence w = (w 1 
compact set of positive Lebesgue measure. In [8] , all Ω j 's are positive. In our case, there are a finite number of negative Ω j 's. The Hamiltonian equation of motion of N arė 
and where "meas" ≡ Lebesgue measure for sets, |l| = j |l j | for integer vectors, and ·, · is a usual real (or complex) scalar product.
Assumption 2.2 (spectral asymptotic). Assume that Ω j (ξ) is real for all j ≥ j 0 + 1 and ξ ∈ ᏻ. Moreover, assume that there exist d ≥ 1 and δ < d − 1 such that 
To give the conditions on the perturbation P , introduce complex -
where | · | denotes the sup-norm for complex vectors and · a,p is the norm in the space a,p . We define the weighted phase norms
where
, and where the supremum is taken over ᏻ. Set
(2.14)
For the sup-norm |·| and the operator norm | · | , the notations |·|
Assumption 2.4 (regularity). The perturbation P (x,y,z,z; ξ) is analytic in (x,y,z,z) ∈ D(s, r )
for given s, r > 0, (not necessary to be real for real arguments), and Lipschitzian in the parameter ξ ∈ ᏻ, and for each ξ ∈ ᏻ, its Hamiltonian vector field
By Assumptions 2.1, 2.2, and 2.3, there are two constants M and L such that
where τ ≥ n + 1 is fixed later. 
uniformly on that domain and ᏻ α , where Φ 0 is the trivial embedding T n × ᏻ → T n ×{0}×{0} and c ≤ γ −1 depends on the same parameters as γ.
Moreover, there exist Lipschitz maps ω ν and Ω ν on ᏻ for ν ≥ 0, satisfying ω 0 = ω, Ω 0 = Ω, and
and the union is taken over all ν ≥ 0 and
Proof. If all frequency vectors ω and Ω in the zeroth KAM step are real, this theorem is the same as [8, Theorem A]. In our case, however, some normal frequencies Ω's are not real. This gives rise to that both the vectors ω ν and Ω ν in νth KAM step are possibly not real. Fortunately, the proof of this theorem does not involve the measure estimate; thus, the argument does not depend on whether or not the frequency vectors ω ν and Ω ν are real. Therefore, the proof of [ 
Proof. The proof will be given in Section 2.3.
The Cantor manifold theorem.
In a neighborhood of the origin in a,p , we now consider a Hamiltonian H = Λ+Q+R, where R represents some higherorder perturbation of an integrable normal form Λ + Q.
Assume that
with constant vectors α, β and constant matrices A, B.
The equations of motion of the Hamiltonian Λ + Q arė
Thus, the complex n-dimensional manifold E = {ẑ = 0} is invariant and it is completely filled up to the origin by the invariant tori
On -(y), the flow is given by the equationṡ
and on its normal space bẏ
They are linear and in a diagonal form. It is worthy noting that since Ω j (j = 1,...,j 0 ) are pure imaginary and Ω j (j = j 0 +1,...) are real,ẑ = 0 is a fixed point of hyperbolic-elliptic type. This is different from the elliptic fixed point of [9] . We therefore call -(y) a hyperbolic-elliptic rational torus with frequencies ω(y).
Assumption 2.7 (nondegeneracy). (1) For the above constant matrix
Assumption 2.8 (spectral asymptotic). There exist d ≥ 1 and δ < d−1 such that
where the dots stands for fixed lower-order term in j. Note that the normalization of the coefficients of j d can always be achieved by a scaling of time.
Assumption 2.9 (finite imaginary spectra). There is a constant κ > 0 such that Ω j = 0 and
Assumption 2.10 (regularity). The vector fields X Q and X R corresponding to the Hamiltonians Q and R, respectively, satisfy By the regularity assumption, the coefficients B of the Hamiltonian Q satisfy the estimate
there is a positive constant κ such that 
Then, there is a Cantor set Ꮿ ⊂ P n , a family of n-tori
over Ꮿ, and a Lipschitz continuous embedding Φ : In estimating the measure of the resonance zones, it is not necessary to distinguish between the various perturbations ω ν and Ω ν of the frequencies ω and Ω since only the size of the perturbations matters. Therefore, following Pöschel [8] , we now write ω and Ω for all the perturbed frequencies for which, by Theorem 2.5, the following condition is satisfied. 
,
(2.37)
Note that Ω * = 0. Note that ω and Ω are not necessary real. Set
In the following lemmas, we assume that Condition 2.11 and (2.32) are satisfied.
Lemma 2.12. If ω and Ω * * are real for all ξ ∈ ᏻ, then there is a constant c 1 such that 
uniformly on ᏻ.
Proof. The proof of this lemma can be found in [8, Theorem D] .
Since the frequencies ω and Ω are not necessary real for real ξ ∈ ᏻ, we need the following lemma. Lemma 2.13. When the frequencies ω and Ω are not necessary real for real ξ ∈ ᏻ, then there is a constant c 2 > 0 such that
for all sufficiently small α, where µ is defined in Lemma 2.12.
Proof. Note that the unperturbed frequencies ω(ξ) and Ω * * (ξ) are real for ξ ∈ ᏻ. By Condition 2.11, we get that
By Lemma 2.12, there is a constant c 2 > 0 such that
This finishes the proof.
Lemma 2.14. For l ∈ Λ 2 , there is a constant c 3 > 0 such that
Proof. We introduce the unperturbed frequencies ζ = ω(ξ) as parameters over the domain ∆ = ω(ᏻ) and consider the resonance zones R 
and hence 
When k = 0, we have that there are some i and j with 1 ≤ i, j ≤ j 0 , such that
By Assumption 2.9, there is a positive constant c * such that 
By Lemma 2.12, there is a constant c 4 depending on j 0 such that
Observing that by (2.58),
We finishes the proof of this lemma.
Proof. This proof is the simplest. We omit the details. 
This finishes the proof of Theorem 2.6.
Application to NLW equation

Hamiltonian vector field.
We recall that Hamiltonian of our NLW equation is of form (1.5 
with equations of motion
These are the Hamiltonian equations of motion with respect to the standard symplectic structure dq j ∧ dp j on a,p × a,p .
Lemma 3.1. Let I be an interval in R. If a curve I → a,p × a,p , t (q(t), p(t))
is an analytic solution of (3.3) , then
is a classical solution of (1.1) Proof. The proof is the same as that of [9, Lemma 3] .
For the nonlinearity u 3 , we find
with
It is not difficult to verify that G ijkl = 0 unless i±j ±k±l = 0 for some combination of plus and minus signs. Thus, the sum extends only over i ± j ± k ± l = 0.
In particular, we have
From now on, we focus our attention on the nonlinearity u 3 since terms of order five or more will not make any difference. Hence, we are concerned with the Hamiltonian of the form
where G is defined by (3.6) and (3.7).
Partial normal form.
In order to give the partial normal form for Hamiltonian (3.9), we need the following lemmas. Proof. We may restrict ourselves to positive integers such that i ≤ j ≤ k ≤ l. The condition i ± j ± k ± l = 0 then reduces to two possibilities, either
Lemma 3.3. Assume that m ∈ (−∞, −1) and m
We have to study divisors of the form δ = ±λ i ± λ j ± λ k ± λ l for all possible combinations of plus and minus signs. To this end, we distinguish them according to their number of minus signs. To shorten notation, we let, for example, δ ++−+ = λ i + λ j − λ k + λ l . Similarly, for all other combinations of plus and minus signs.
Case 1 (no minus sign). This is trivial since δ ++++ ≥ 4
Case 2 (one minus sign). The cases δ −+++ , δ +−++ , and δ ++−+ are trivial since all of them are larger than √ i 2 + m >c ≥ c|m|(|ñ 2 +m|) −3/2 . Now we consider δ +++− which is the subtlest.
Case 2.1 (one minus sign and i+j +k−l = 0). Regard δ as a function of m. Hence
We need to know whether δ(−1) ≥ 0 or not. Noting that √ i 2 − 1 ≤ i, and so forth, we get that 
Moreover,
Observe that there are positive constants c 1 and c 2 depending on m such that
Case 2.2 (one minus sign and i
Case 3 (two minus signs). Considering δ −+−+ , δ −−++ , and δ +−−+ , all other cases deduces to these cases by inverting the signs.
First, we consider the case
Secondly, we consider the case
Thirdly, we consider the case δ +−−+ . This is divided into two subcases.
Case 3.1 (δ +−−+ and i + j + k − l = 0). It is very easy to check that
Case 3.2 (δ +−−+ and i
(3.24)
Then ϑ(0) = 0 and
Observing that the function τ/ √ τ 2 + m is decreasing in the variable τ > 0 for m < 0, we get
Thus, the function g(s) is decreasing in s. Moreover, by i + 1 ≤ k, 
Case 3 (i 2 +m < 0 and 0 < j 2 +m ≤ k 2 +m ≤ l 2 +m). This case is also trivial because |δ ±±±± | ≥ |m|−i 2 ≥c. This finishes the proof.
We are now in position to transform the Hamiltonian (3.9) into some Birkhoff normal form of order four. For the rest of this paper, we introduce complex coordinates
Then the Hamiltonian (3.9) is of the form
where H is analytic on the now complex Hilbert space a,p with symplectic 
with uniquely determined coefficient by setting z j = w j ,z j = w −j . The Hamiltonian (3.37) then reads
where the prime indicates that the subscript indices run through all nonzero integers and the coefficients are defined for arbitrary integers by setting G ijkl = G |i||j||k||l| . We recall that the sum is restricted to indices i, j, k, l such that i ± j ± j ± k ± l = 0. This is crucial for the following to hold. In order to find the transformation Γ , we need some extra notations. Let λ j = sgn j · λ |j| , 
Observing that λ j is pure imaginary for 1 ≤ j ≤ j 0 and λ j is real for j ≥ j 0 + 1 and
we get that B 1 = 0; hence, Ω * = 0. Namely, Assumption 2.9 is satisfied. Let Q =Ḡ and R =Ĝ + K. Then H = Λ + Q + R which is of the form required by the Cantor manifold theorem. By Proposition 3.5, X Q ,X R ∈ A( a,p , a,p+1 ) with
On the other hand, we have Proof. The argument of [9, Lemma 6] is applicable provided that we take slight modification. It suffices to show that either α, k ≠ β, l or Ak ≠ B We first show that for |l| = 1, this is not possible. In fact, we then have that β, l = ±λ j 0 +n+ν = w, l −1 for some ν ∈ N, so (3.58) and (3.59) combined give This lemma shows that Assumption 2.7(3) is satisfied. Assumption 2.7(2) is very easy to check. Finally, we finish the proof of Theorem 1.1.
