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In the first part of this thesis, I propose a method that allows us to construct
optimal swelling patterns that are compatible with experimental constraints. This
is done using a greedy algorithm that systematically increases the perimeter of the
target surface with the help of minimum length cuts. This reduces the areal distortion
that comes from the changing Gaussian curvature of the sheet. The results of our
greedy cutting algorithm are tested on surfaces of constant and varying Gaussian
curvature, and are additionally validated with finite thickness simulations using a
modified Seung-Nelson model.
In the second part of the thesis, we focus on self-assembly methods as an alter-
nate approach to program specific desired structures. More specifically, we develop
theoretical design rules for triply-periodic minimal surfaces (TPMS) and show how
their symmetry properties can be used to program a minimum number triangular
particle-types that successfully coalesce into the TPMS shape. We finally simulate
v
our design rules with Monte Carlo methods and study the robustness of the self-
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INTRODUCTION
In recent years, differential growth has been extensively used as a platform to
understand rich and diverse phenomena such as the shaping of bacterial films [2],
the blooming of flowers [3] and the shaping of organs [4]. In many of these systems,
their final three-dimensional (3D) shape is the result of a well defined growth process
driven by the position-dependent in-plane stresses associated with shape changes.
The impossibility of a shape-changing system to alleviate the differential in-plane
stresses brings it into interesting final configurations that try to minimize its elastic
energy [5, 6, 7, 8]. With the development of different experimental techniques, it
has become possible to take the lessons learnt from these natural systems and apply
them to shape-morphing systems, i.e, materials that can adopt 3D configurations from
substrates which are initially flat. Different techniques have been used to produce
3D-shapes from flat configurations. For example, this can be done with a controlled
manipulation of the composition of polymer gels [5, 6, 9], the deposition of fibers [10],
or by manipulating the director field of liquid-crystal elastomers [11, 12, 13].
Differential geometry tells us that as curvature is created on a surface then, there
has to be some distortion associated with the stretching of the surface. This state-
ment poses a fundamental limitations on the design of shape-changing materials since
the local area changes linked to the non-uniform stretching (shrinking) might be in-
compatible with material-dependent degrees of stretching or shrinking [5, 14]. We
can use the hydrogel system of Na et al. as a concrete example [9], where shape is
programmed by controlling the position-dependent crosslink density of polymer films.




Figure 1: An isotropic swelling domain brings and originally flat domain into a three-
dimensional one by approximately preserving the shape of infinitesimal areas. This
is schematically shown with the two corresponding circles.
erties like the last one, severely reduce the type of swelling patterns that is possible
to program on a material.
In light of these limitations, we can think of different alternatives that allows us
to program non-trivial 3D shapes. Self-assembled systems have become one of the
most promising experimental techniques to generate 3D structures. For example,
using DNA-mediated interactions and polymer brushes, Valignat et al. programed
micrometer sized binary particles in solution that can interact with different ranges
of attraction and assemble, with the added possibility of reversibility, into different
kinds of planar structures like rectangles or “P shaped letters [15]. In the 3D realm,
2
Figure 2: The icosahedron, a Platonic solid, made out of 20 equilateral triangles can
be cut along the edges and unfolded onto a plane to reveal a 2D template that can be
considered the starting point of spherical triangulations with icosahedral symmetry.
Zhang et al. used hydrophilic and hydrophobic nanoparticles functionalized with
DNA molecules that can successfully self-assemble into superlattice structures. The
use of DNA can go beyond the coating of micro and nanoparticles. In a seminal study,
Rothemund used long, single-stranded DNA molecules that can fold and form 2D or
3D structures with the help of several short oligonucleotides placed along the strand
that can behave as staples and hold the long strand into the desired shape [16].
In particular, it is now possible to build triangular blocks out of DNA material.
These blocks can be further used as the basic units for more complex structures [17].
This can be done by careful manipulation of the triangular arms as well as by tuning
the dihedral angles that different blocks form when they are placing right next to
each other sharing a common side. For example, if the triangular blocks are designed
to be approximately equilateral, they can be used to form the faces of an icosahedral
structure [1]. The icosahedron, Figure 2, is part of a family of spherical triangulations
which are said to posses icosahedral symmetry. These type of triangulations will



















Figure 3: Cryo-EM reconstructions of DNA origami triangular subunits as well as the
closed, self-assembled spherical shells. Different structures were considered ranging
from an octahedron to a T = 4 icosahedral capsid. Image facilitated by Professor
Seth Fraden and to be published in [1].
with the main theme of this thesis which consists of generating 3D structures either
through minimal distortion swelling patterns or by using a minimal number of building
blocks in self-assembly systems. In Figure 3 we observe, for example, some cryogenic
electron microscopy (cryo-EM) reconstruction of spherical shells self-assembled using
the methods of DNA origami.
4
In Chapter 1 we discuss the growth limitations of a surface and focus on swelling
processes whose local area changes are approximately isotropic. A simple schematic
of isotropic swelling can can be seen in Figure 1.1. We center on how to design an
isotropic swelling pattern that is consistent with some fixed material distortion. We
will begin by briefly reviewing some of the key ideas about isotropic swelling and will
formulate an optimization problem that seeks to compute maps from the plane to a
target surface with disk topology. We then introduce the notion of cutting the surface
and show how the area distortion associated with the maps can be systematically
decreased at the expense of a thickness-dependent fidelity as will be shown with the
help of finite-thickness simulations.
In Chapter 2, we will begin by reviewing the Caspar-Klug (CK) construction for
spherical capsids and argue about their optimality from a self-assembly point of view.
We will then extend the positive Gaussian curvature ideas to the negative curvature
case in what we call an “inverted CK construction. Given their symmetries as well
as their physical and biological applications, we will test the construction on a family
of minimal surfaces called triply periodic. The whole self-assembly network will be
develop in the later sections. We will devote the rest of the chapter to present the
self-assembly simulation results, as well as a systematic study of the mechanisms for
assembly failure or success in the language of topological defects.
In Chapter 3 we present the conclusions of the previous two chapters and highlight





Isotropic growth has recently become a useful design strategy surface of three-
dimensional shapes by patterning metrics on flat substrates. Certain materials can
undergo shape changes by modifying some of their physical properties like pH or
temperature [5]. It is a well understood fact that when one of the characteristic
length scales of a three dimensional object is much smaller than the other relevant
length scales, we can effectively think of the object as a two dimensional surface
embedded in 3D space [6]. When an originally flat surface is exposed to non-uniform
changes of its local distances this gives rise to the development of in-plane stressese
that are incompatible with the flat state of the surface [18]. Provided that we are in
the small thickness regime, the energetic cost of bending becomes then favorable over
stretching. The imbalance between the energetic cost of bending and stretching brings
the system from a planar configuration to a 3D shape by buckling out of the plane
seeking a new shape configuration that can minimize its elastic energy configuration.
One of the early attempts to gain control of the buckling mechanisms was built upon
the famous Gauss’ theorema egregium which relates the Gaussian curvatures of two
conformally equivalent surfaces. In the case of isotropic swelling, this theorem teach
us that we can relate the Gaussian curvature of the target surface to the local distance
rescalings of the flat configuration. A schematic of the 2D to 3D isotropic swelling
process can be seen in Figure 1. Efrati et al, for example, exploited this observation
to program non-Euclidean metrics with axial symmetry on thin elastic sheets in order
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to recreate dome-shaped patterns with positive Gaussian curvature as well as surfaces
with undulating behavior and negative Gaussian curvature [6]. Kim et al., went even
further and extended these ideas to non axisymmetric patterns [5]. One of their novel
results was the possibility of programing metric patterns that can in principle cover
larger details of the target surface when compared to the axisymmetric case.
The metric patterns one can experimentally realize depend on the material prop-
erties of the elastic sheets. For the hydrogel systems of Kim et al. [5], the swelling
range of the responsive material becomes more narrow as the temperature of the
system is gradually increased. If Ωmin and Ωmax are the minimum and maximum
growth factors for the hydrogel system respectively, the ratio Ωmax/Ωmin cannot be
larger that ∼ 2.5. These sort of patterning limitations pose a hard restriction on the
allowed swelling patterns that is is possible to program, yet it is also an interesting
challenge to find the class patterns that are compatible with real experimental limi-
tations. In this chapter we describe an approach that allows us to calculate swelling
patterns for surfaces of constant and varying Gaussian curvature. In order to deal
with the distortion we combine two ideas: first, we use a variational result that allows
us to minimize some specific measure of distortion given some prescribed boundary
conditions and define a cutting procedure that extends the boundary of the target
surface and makes it more tractable from the swelling point of view. We test the
patterns with simulations and show the dependence of them on the thickness of the
system.
1.2 Optimal, isotropic growth
We will work in the isotropic swelling limit where it is assumed that an infinitesimal
area patch swells or shrinks by a position-dependent rescaling factor given by Ω(x) =
eu(x). Depriving the surfaces of any thickness, the connection between the curved
target surface and its initially flat counterpart is determined by a conformal map, or
7
Figure 1.1: A target surface (with some additional cuts) can be deswelled to a flat
domain. The inverse swelling map can be used to recover the target surface. The
surfaces are colored with respect to the conformal factor per vertex Ωi.
flattening, that preserves the infinitesimal shape of area patches in the initial domain
to the the target shape [18, 19]. We can think of this by imagining that infinitesimal
circles are mapped to some rescaled infinitesimal circles on the target surface. A key
result accompanying this growing process is that the Gaussian curvature at the point
on the buckled sheet convected from x, which we denote K(x), is given by Gauss’
theorema egregium,
2K(x)eu(x) = −∇2u(x). (1.1)
In the particular case of constant Gaussian curvature, K(x) = K, Equation 1.1
reduces to another popular equation called Liouville equation whose most general
8
solution is given in terms of a meromorphic function f(z) that satifies f ′(z) 6= 0
within its domain of definition [20].
The swelling procedure, which we will describe in detail in what follows, is depicted
in Figure 1.1. We begin by defining some target shape with Gaussian curvature K(x)
and a single boundary (no holes) that can be extended into the surface by means of
long cuts. Using Equation (1.1) we can calculate the rescaling factor u(x) [5]. As a
consequence, if we take the inverse approach and shrink the target surface according
to the areal distortion Ω−1 = exp[−u(x)], we can in principle obtain a flat domain.
In formal mathematical terms, the map connecting the flat domain to the target
surface, is determined uniquely from a single harmonic function on the target surface
that maps points onto the flat domain [21]. The process is completed when the flat
domain undergoes a nonuniform growth by the areal distortion Ω(x) = exp[u(x)].
This will, at least in principle, bring the flat surface into target configuration in the
limit of vanishing thickness [19]. There are, however, an infinite number of conformal
maps between the target shape and a flat domain which depend on the particular
choices of boundary and the boundary imposed on the function u(x). In theory, any
growth pattern solving Equation 1.1 is guaranteed to produce the same target surface
for zero thickness.
Given the endless possible boundary conditions, it is crucial to develop a criterion
that help us distinguish between one choice or another of boundary conditions on
u(x). We introduce the notion of area distortion and consider two measures that
quantify the growth of some arbitrary pattern of growth. On one hand, the Chebyshev
measure, ωC ≡ ln(Ωmax/Ωmin), where Ωmin and Ωmax are the smallest and largest
growth factors respectively, is natural given its experimental relevance. For example,
in any experimental realization, we require ωC to be smaller than a critical experiment-
determined value. On the other hand, we will consider a gradient-penalizing measure






d2x [∇u(x)]2 . (1.2)
If the actual boundary shape of the target surface is fixed, it can be shown that
the critical points (functions that minimize the functional) of ωD are those where
the function u(x) is constant along the boundary (see Appendix A) [22]. Thus, we
are left with the task of identifying the most suitable shape of the boundary of the
target surface in order to incorporate experimental limitations. For ωC , a similar
result was proposed by Chebyshev and later proven by Gravé [23, 24, 25]. So long as
the Gaussian curvature of the target surface does not vary its sign, the optimal Ω(x)
will be constant on the boundary and take on either its maximum or minimum value
depending on the sign of K. Therefore, if K > 0 (or K < 0), the ideal boundary
conditions for both measures are the same. Later in this chapter we will discuss the
implications of working with surfaces that mix the sign of the Gaussian curvature.
In the next sections, we term a Chebyshev map any conformal flattening with
constant u(x) along the boundary, and we further set u(x) = 0 at the boundary.
With this boundary condition, the length of the boundary, even with the presence
of cuts, remains constant upon flattening. Notice that this choice does not come
at the expense of generality given that a constant shift u(x) → u(x) + u0 can be
effectively absorbed into a rescaling of the Gaussian curvature, K(x) → e−u0K(x),
without introducing any further changes on either ωC or ωD.
1.3 Discrete conformal maps
We begin this section by highlighting a few relevant elements that go in the com-
putation of conformal flattenings from curved surfaces to the Euclidean plane. In




A triangulation T can be characterized in terms of its vertices, V , the edges, E,
joining neighboring vertices, and a set of triangular faces F . These elements form
an object called complex.. This information is useful in order to characterize the
triangulation by means of a topological invariant called Euler characteristic which is
obtained as χ = V − E + F .
1.3.2 Flower
For a triangulated complex T we can identify two different kind of vertices: interior
and boundary vertices. We make this distinction clear by defining the concept of
flower in the following way: for each vertex vi there is a finite set of neighboring
vertices, {vi1 , vi2 , . . . vin}, counterclockwise oriented. Additionally, successive vertices
vij and vij+1 are connected by an edge 〈vij , vij+1〉. Each edge 〈vi, vij〉 can be viewed as
a petal of the vertex vi such that all the petals of vi form its flower. A flower can be
either closed or open: in the former case there is an edge 〈vin , vin1〉 between the edges
vin and vi1 which means that the edges surrounding vi form a closed path around it.
In the latter case the is not an edge between vin and vi1 and the surrounding edges
of vi do not form a closed path. A closed flower means that vi is an interior vertex
while an open flower implies a boundary vertex.
1.3.3 Discrete conformal equivalence
Since we are mostly concerned about isotropic swelling we only need, in principle,
to solve Equation 1.1 with some desired boundary conditions. However, in most
cases, it is not possible to carry out such a task analytically since K(x) can be a
complicated function that renders the problem intractable from an analytical point
of view. We face then a situation where is absolutely crucial to tackle the problem in
some approximate way and is here where the theory of discrete differential geometry
comes to the rescue. We start by thinking about the flat and curved surfaces as
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triangulated domains. There are certainly many ways in which we can tile these
surfaces and we take an approach where we try to get rid of any lattice effects by
generating random triangulations that can come from the process of randomly flipping
the internal edges of an otherwise triangular lattice of equilateral triangles. We can
add a discrete metric to the triangulation by calculating all possible edge distances,
lij, between pairs of vertices i and j sharing an edge. We can also define functions
on the triangulations by assigning any specific values to each vertex. For example, a
function u(x), can be approximated by decorating the vertices with a set of values ui.
here, the values ui will be used to calculate a discrete conformal factor. With these
definitions one can then define a discretized version of conformal equivalence as [22]:
l̃ij = e
(ui+uj)/4lij. (1.3)
It is also possible to calculate a discrete analogue of the Gaussian curvature of the
surface by making a distinction between vertices living in the interior and boundary
of the triangulation. The Gaussian curvature Ki at a vertex i is calculated as the




n ∆θi,n, in T ,
π −∑n ∆θi,n, at ∂T . (1.4)
The sums in Equation 1.4 add the angles subtended by the triangular faces meeting
at vertex i. Each angle ∆θi,n can be fully determined from the lengths lij of the
flat triangulation through the law of cosines (Appendix C). Solving this non-linear
system of equations accounts for finding a discrete conformal flattening of the surface
of interest. We then set ui = 0 on the boundary vertices by taking l̃ij = lij for all the
boundary edges.
Since we are interested in finding flat domains, we require the Gaussian curvature
of each internal vertex to be identically zero. We set then Ki = 0 for all the internal
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vertices and we are left with a nonlinear equation for each value ui. Provided we
find a way of solving the highly non-linear (but sparse) system of equations, we can
find an alternate set of edge lengths from which we can determine a flat embedding
of the triangulation. The resulting correspondence between vertices on the flat and
curved space triangulations defines a map between conformally equivalent domains,
and is determined uniquely up to rigid body motions and global rescalings [22]. In
Appendix C, we present a workaround for the computation of the different ui that
does not rely on solving the non-linear system and is based on the theory of circle
packings.
The Chebyshev measure, ωC , generalizes naturally to the discrete case (see Ap-







wij(ui − uj)2, (1.5)
where the area element weights wij are calculated in the plane and given by:
wij =
 (cotαij + cot βij)/2, for interior edges,cotαij/2, for boundary edges. (1.6)
Here αij and βij are the opposite angles of the interior edge lij and similarly for
boundary edges which only have one opposite angle. Notice that since ui = 0 for all
boundary vertices, we only need to sum over the interior edges in Equation 1.5. With
those elements in place, we can find discrete conformal flattening given a predefined
boundary. As we discuss it in Appendix F, we can extend the boundary of a surface by
adding a series of cuts that enable us to preserve more local distances upon flattening
on the Euclidean plane. We can define the distortion per vertex as ωC,i = ln (Ωi/Ωmin)







the largest swelling change of the uncut or reference domain. In Figure 1.1 we show
a conformal projection from an almost-complete sphere of radius R and area ASC =
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(4/5)Asph in which a disk around the south pole has been removed. In the figure,
three cuts have been introduced into the surface so that, after flattening, the resulting
domain has three lobes. As will be shown when we discuss the results, a cutting
protocol driven by ωC or ωD primarily produce the same results provided that the
sign of the Gaussian curvature remains fixed. On mixed or more complex surfaces,
however, there can be differences and we will choose ωD since the sign restriction can
be lifted in this case.
1.4 Simulations of surface growth
So far, we have treated the surfaces as two-dimensional curved surfaces embedded
in three-dimensional space. To test the calculated conformal flattenings it is im-
portant to study their behavior when we assume them to be finite thickness obects.
We can implement finite-thickness simulations by means of a modified version of the
Seung-Nelson model for elastic sheets [27]. Using the triangulation methods for con-
formal maps and defining a preferred l̃ij for the triangulation edges, we can define the
stretching energy for each edge as:
We triangulate the initial flat domain, label the vertices with an integer, and
assign a length l̃ij to each edge joining vertex i to vertex j. Denoting the position of




[(Xi −Xj)2 − l̃2ij]2, (1.7)
where Xi denotes the position of vertex i. To bending energy, on the other hand, can
be calculated in terms of the difference between the unit normals of two triangular




t2 (n̂I − n̂J)2 , (1.8)
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where t is the effective elastic thickness of the sheet and n̂I is the unit normal vector
of face I. Also note that the two energy contributions are normalized by the elastic
thickness t which explains the t2 factor rather than the t3 that usually accompanies
the bending energy. We minimize the total elastic energy Estretching + Ebending with
respect to the vertex positions, Xi, using a BFGS minimization algorithm or conjugate
gradient algorithm provided in Mathematica, using a previously published protocol
[28] to avoid “mis-folds” and non-smooth shapes using the metric
l̃ij(α) = α l
target
ij + (1− α) linitialij . (1.9)
Taking α from slightly above 0 on an initial domain with a small (less than 1%)
curvature to bias the initial buckling to 1 on the final target surface. We can tune the
thickness t in order to make it much smaller compared to any other relevant spatial
dimensions. This ensures we are in an elastic energy regime where the stretching
component dominates over bending and nearly isometric deformations are preferred.
1.5 Results
1.5.1 Optimal growth patterns for spheres
This section is entirely devoted to study the cutting patterns on spherical caps of
radius Rsph like those shown in Figure 1.1. For uncut spherical caps, the calculated
swelling patterns successfully reproduce the conformal factor of stereographic projec-
tion of the sphere to a disk in the plane. It is known that for small thickness this type
of pattern can reproduce spherical shapes [5, 6]. Results for the cutting paths for 3
and 6 cuts as well as the optimal planar shapes associated with the growth patterns
can be seen in Figure 1.2. As expected for the case of positive Gaussian curvature, the
cutting patterns obtained by minimizing ωC or ωD produce nearly identical results
which can be either one or multiple radial cuts depending on the predefined choice.
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Figure 1.2: Cut paths on the spherical surface (left) and planar projections (right)
after using the minimum area distortion boundary conditions. We consider 3 (top)
and 6 (botton) independent cuts on surface triangulations of nearly 10000 vertices.
In both cases we stopped cutting at ωC ≈ 0.91 and normalized with ω(0)C ≈ 3.18.
A discussion of purely radial cuts in the Chebyshev’s principle framework is given in
Appendix D. We calculate ωC = ln (Ωmax/Ωmin) with both minimizing criteria and
find that it is rapidly suppressed as the cuts penetrate further into the sphere until it
reaches a plateau (Fig. 1.3). Additionally, in order to rule out strange lattice effects













































































































































































































































































































































































































Figure 1.3: Swelling ratio ωC as a function of the normalized perimeter length lc/Rsph
added by the cuts. We show the results for 1, 3, 6 and 12 radial cuts from left to
right. In the inset we show the results for 3, 6 and 12 independent cuts (•) and
compare them with their radial counterparts (◦) from left to right. The horizontal
line corresponds to the target area distortion ωC = log(2.5) = 0.91.
the sphere radius Rsph and used data coming from different triangulation protocols
as well as different levels of refinement to find that ωC collapses on a well defined
manner as a function of lc (details in Appendix D). Based on these numerical results,
we expect that the true optimal cut shape is purely radial and that the meandering
of the cutting paths can be attributed to numerical noise. Indeed, when we compare
ωC of the optimal cuts from the greedy algorithm to ωC of purely radial cuts along
the lines of longitude of the sphere, we find excellent agreement, with the radial cuts
having a slightly lower ωC for the same length of cuts (inset of Figure 1.3).
As we allow each independent cut to be longer in length than one full radial
cut, the greedy algorithm reaches a state where it becomes more beneficial to adds
17
Figure 1.4: Normalized total Gaussian curvature of a sphere with 1, 2, 3 or 6 cuts
as a function of the normalized thickness t/Rsph. In all cases ωC ≈ 1.17.
slits to the surface in a branched-like manner. As this process occurs, both distortion
measured ωC and ωD appear to plateau. The increasing cut length as ωC ≈ 0, renders
the swelling patterns useless since there is an emergence of boundary layers developed
on patterns with an overly extended boundary. This apparent setback suggests that
a better strategy comes from choosing the minimum number of independent cuts that
allow us to reach the desired distortion while avoiding the unwanted plateau regime.
For spherical caps, this depends on the covered surface area.
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Figure 1.5: Cut paths on an ellipsoidal surface (left) and optimal projections (right)
for 1 (top) and 2 (botton) independent cuts. We use the same number of vertices as
in Fig. 1.2 and we stopped cutting right after ωC ≈ 0.24 and ω(0)C ≈ 0.54 for both
cases.
Using the modified Nelson-Seung model of Section 1.4, we tested the feasibility of
the spherical swelling patterns under different number of independent cuts. Firstly
and as expected, we observe that the swelling into the target spherical cap is almost
recovered under the presence of cuts for small thicknesses. To calculate the fidelity
of the simulated surfaces, we use both the integrated Gaussian and mean curvatures
as two independent ways of calculating the fidelity of our shapes after swelling. The
idea of adding the mean curvature measure on top of the Gaussian curvature serves
19
Figure 1.6: Thickness dependence of the normalized total Gaussian curvature of half
an ellipsoid with 1 (solid) or 2 (dashed) cuts. In both cases ωC ≈ 0.23.
as a way of determining if the final embedding is what we expect and not just some
isometric deformation with similar Gaussian curvature. The Gaussian curvature in
the spherical case, K = 1/R2sph, is constant and equal to the mean curvature squared.
Thus, both integrated measures produce the same result for spheres. However, in more
complicated surfaces, and given their intrinsic and extrinsic origin, these two shape
measures should be considered independently. In Figure 1.4, we plot the normalized
total Gaussian curvature of the swelled and buckled domain for 1, 2, 3, and 6 cuts at
fixed ωC ≈ 1.17 and note that fewer independent cuts result in better approximations
to the target spherical surface since the normalized integrated Gaussian curvature is
closer to its ideal value of 1 as we vary the thickness. We can rationalize this behavior
by noting that the total length of boundary is itself shorter with fewer cuts and fewer




























































Figure 1.7: Cut-length dependent ωC for Chebyshev (•) and Dirichlet energy (◦)
driven cuts for a Gaussian bump surface. We consider 3 independent cuts. The
inset figures highlight the common regime as well as the branching regimes for the 2
different cutting methods.
1.5.2 Surfaces with non-constant Gaussian curvature
We lift the constant Gaussian curvature in this section and test our ideas on sur-
faces with varying curvature. In Figure 1.5, we consider half of an ellipsoid satisfying
the equation x2/a2 + y2/b2 + z2/z2, with a = 2.5 and b = c = 1. This surface has




(ab cos θ)2 + c2(a2 sin2 φ+ b2 cos2 φ) sin2 θ
] , (1.10)
where φ ∈ [0, 2π) and θ ∈ [0, π]. When the cuts are not seeded on the boundary,
they naturally emerge at either of the two poles and rapidly moves toward the closest
maximum of Ω in the absence of any cuts. This behavior is expected since the local
distortion at the poles is larger compared to the rest of the boundary as a consequence
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Figure 1.8: Thickness dependence of the normalized total Gaussian curvature of a
bump with 1 (dashed) and 3 (solid) cuts. We use z0 = R = 1. In both cases
ωC ≈ 0.13.
of the larger Gaussian curvature. We generate patterns by simultaneously seeding two
initial cuts at both poles and find that both extend in symmetric fashion.
We cut both ellipsoids in Figure 1.5 until ωC reaches the same, fixed factor (ωC ≈
0.24). Unlike the case of the sphere, the ellipsoid with two cuts has a shorter boundary
than the ellipsoid with one cut; as might then be expected, the surface with two cuts
better reproduces the original ellipsoidal shape upon growth (Figures 1.6 and 1.9).
Indeed, the ellipsoid with a single long cut never manages to close, and its total
Gaussian curvature is about 20% of the initial shape even for the thinnest structures
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Figure 1.9: (a) Thickness dependence of the normalized total mean curvature squared
for the ellipsoidal surface (Figure 1.6). We considered 1 (solid) and 2 (dashed) cuts.
(b) Analogue calculation for the Gaussian bump (Figure 1.8) with 1 (dashed) and 3
(solid) cuts.
If we allow the sign of the Gaussian curvature to vary we can use Gaussian bump









where r′ = r/R and α = z0/R. The Gaussian curvature is positive, zero, and neg-
ative for r < R, r = R, and r > R respectively. The azimuthal symmetry of this
surface allows us to perform some analytical predictions. Without cuts, the conformal
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projection with Ω constant on the boundary can be written in terms of coordinates
(ρ, θ) with metric ds2 = Ω(ρ) (dρ2 + ρ2dθ2). The swelling factor Ω(ρ), can be shown






















+ 1 ≤ 1, (1.13)
or that Ω′(ρ) ≤ 0. Thus, we see that the Gaussian bump, while not having strictly pos-
itive Gaussian curvature, nevertheless satisfies the property that Ω(ρ) on the bound-
ary is a minimum value. Note, however, that once cuts are introduced, there is no
longer a guarantee that the minimum value of Ω occurs on the boundary and the use
of Chebyshev’s principle cannot be longer justified as a way of calculating optimal
patterns.
In Figure 1.7, we show the results of applying our algorithm to the Gaussian bump
by choosing slits to minimize ωD and ωC . Although ωC cannot be used as a proper
minimizing measure in this case, we notice that cutting paths using ωD and ωC are
equivalent to each other the plateau regime characterized by random slits is reached.
Using ωC before the plateau regime, we can reproduce the Gaussian bump shape in
both the case of one and three cuts upon swelling as seen in Figures 1.8 and 1.9). The
fidelity of the finite-thickness shape using the one-cut pattern, which has a shorter
boundary than the three-cut pattern, appears to be better as a function of thickness.
One of the common behaviors of our cutting algorithm as we use it on differ-
ent geometries, and despite the discretization or refining protocols, is the branching
behavior that emerges as we continuously cut the surfaces. It appears that as the
growing cuts meander around the vicinity of an interior maximum, new highly dis-
perse maxima emerge and the cutting paths branch in order to reach the new maxima
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Figure 1.10: Cut-length dependent ωC for Chebyshev (•) and Dirichlet energy (◦)
driven cuts for an undulating sphere. We show results for a single cut and use the
insets to demonstrate the cutting paths for both methods.
where the local distortion is the greatest. These branches seem to be a clear indication
of the limits of our greedy strategy on overly cut surfaces.
To finish this chapter, we report that the greedy cutting protocol does not show
a reliable behavior on more complicated surfaces that mix the sign of Gaussian cur-
vature. The undulated surface shown in Figure 1.10 serves as a testimony of this.
Even without cuts, the conformal map that minimizes ωD (with constant Ω on the
boundary) possesses multiple minima and maxima within the domain which leads the
cutting algorithm to behave in an erratic manner regardless of the distortion measure
we choose and, once again, the cut surface is highly branched.
1.6 Conclusions
We discussed the fundamental limitations that come with the experimental design
of certain swelling patterns and discussed the combined effect of minimum distortion
conformal flattenings (given the used measures) and several kinds of cutting paths
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as a potential design avenue to circumvent the inevitable area distortion associated
with the swelling of elastic sheets. The results confirmed, at least for slowly varying
geometries, that the cutting paths introduced by our cutting protocols tend to follow
geodesic lines from points at the boundary to internal regions of high area distortion.
Furthermore, the results of finite thickness simulations, suggest that for certain pat-
terns, it is more favorable to introduce multiple independent cutting paths in order to
avoid the presence of unwanted boundary layers that emerge in overly cut domains.
This is certainly the first study that directly addresses the challenge of calculating
map projections that minimize the area distortion. Most of the efforts have been ei-
ther done on geometries that admit an analytic description or with geometries where
the boundary remains fixed. One of the main contributions of the work presented
in this chapter is the procedure in which a surface, with disk topology, can be cut
while changing its topology. This allowed us to systematically reduce the area distor-
tion of the conformal map as a way of making it compatible with real experimental
limitations. Given that exploring all the possible cutting paths becomes rapidly in-
tractable as the resolution of the triangulated domains increases, we only explored
cutting paths generated by a greedy algorithm that focuses on a reduced subset of
cuts. The proposed cutting protocol only relies on local information to decide how to
propagate a cut so is absolutely possible that more advanced algorithms can reduce
the area distortion with less cutting.
By driving the cutting protocol with either the the Chebyshev parameter ωC or
the Dirichlet energy ωD, it was shown that they produce nearly identical cuts in
cases where the sign of Gaussian curvature does not vary. Although ωC cannot, in
principle, be used for sign varying domains (see Appendix A), there are situations,
like the Gaussian bump surface, where the sign requirement is weakly violated and
an ωC generated path is equivalent with an ωD path.
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There are multiple directions that can be taken based on the results presented in
this study. For example, the disk topology requirement can be lifted in order to allow
for the presence holes. Allowing holes represents a great challenge since most of the
discrete conformal methods are only valid for disk topology. Moreover, the minimum
distortion results that were used in this work also require a disk topology. Another
interesting research path comes from considering anisotropic swelling patterns. It is
not entirely clear how the area distortion associated with anisotropic growth would
drive the cutting paths of these systems. One possible extension to this could be
implemented by adding holes or cone singularities at surface points with high local
distortion. So far, given the restriction in boundary conditions among the different
boundary components on a surface, must works have considered, either numerically
or analytically, the computation of conformal maps to domains that involve only
circular boundaries [30, 31]. Exploring the effect of internal holes might require a
generalization of the methods used during this work in order to deal with non-disk
topologies. We can finally study the swelling of pre-bent patterns by introducing for
example cone singularities, i.e, internal vertices with non-zero Gaussian curvature.
Assuming that it becomes possible to design swelling patterns with a some initial
curvature, this could be allow us to reach more complicated target surfaces at the
expense of less area distortion.
27
CHAPTER 2
SELF-ASSEMBLY OF TRIPLY-PERIODIC MINIMAL
SURFACES
2.1 Introduction
One of the biggest challenges in the field of assembly is the connection between
fidelity and economy of assembly. Ideally, it is desired to program target structures
with the smallest amount possible of building blocks. A reduced amount of particle
interactions greatly reduces the experimental effort required into programing the in-
teraction matrix of building block that coalesce into the desired shape. The structure
and self-assembly of a certain kind of spherical viruses teach us some lessons about
the underlying connection between economy and fidelity [32, 33]. In the Caspar-
Klug theory of virus formation some family of viruses are seen as triangulations of
the sphere with icosahedral symmetry, i.e., triangulations with the symmetry group
of an icosahedron. Moreover, these triangulated structures can be approximated as
deltahedra or polyhedra that is built with equilateral triangles which is advantageous
from a self-assembly perspective as these triangulations greatly reduce the number of
distinct building blocks required to tile the sphere. There is clear connection between
economy and symmetry as it possible to focus only on a smaller subset of the spher-
ical surface since it can be related to the rest of the surface through the icosahedral
group operations. It is further believed that icosahedral symmetry is optimal in the
sense that it permits the tiling of a spherical shell with nearly identical subunits given
that, remarkably, icosahedral triangulations have the ability to pack nearly identical
subunits on the different triangular facets. In the case of the regular icosahedron we
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can subdivide each triangle into three identical asymmetric subunits as a consequence
of the three-fold rotational symmetry. Doing this for each equilateral triangle means
that we can pack 60 identical subunits onto the surface of the triangulation. Addi-
tionally, each subunit is surrounded by an identical environment. In other words, the
interaction of each asymmetric unit with its neighbors is the same or equivalent for all
the 60 subunits. Understanding the construction of these triangulations is necessary
in order to generalize it into a wider family of relevant structures.
The icosahedron can be regarded as one of the first elements in the development
of the Caspar-Klug construction to understand the formation of spherical capsids
The construction can be seen as follows: first, we need to introduce a basic template
to build triangulations with the desired symmetry. This is done by unfolding an
icosahedron into a plane as shown in Figure 2. This serves as our model template for
more complex structures. The second step consists of joining two different vertices
on a triangular lattice as seen in Figure 2.1. This step can be rationalized in terms
of the primitive vectors a1 and a2. Joining two arbitrary vertices in the triangular
lattice means taking h steps along a1 and k steps along a2. This procedure defines
the side length of a new equilateral triangle that serves as the basic block for a new
spherical triangulation with icosahedral symmetry. This newly introduced triangle
can be characterized with the help of a quantity called the triangulation number or
just the T number which is given in terms of the h and k indices as T = h2 + k2 + hk
[34]. This number tells us how many triangles of the original triangle lattice can
be contained inside the new triangle. For example, if h = 1 and k = 0, T = 1
which means a single triangle only. When h = 2 and k = 0 we find that we can fit
T = 4 smaller triangles within the larger triangle. This bigger triangle can be moved
on the Euclidean plane with the help of the two-fold symmetry of the edges. The
symmetry operations on the new triangle is applied in such a way that we always
follow the previously introduced template. Once we have 20 triangles we can fold
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them back into the spherical configuration to end up with another triangulation with
icosahedral symmetry. We can be more precise with what we mean by the symmetry
of an icosahedron. In general upon folding the planar template into a sphere, we
can observe the emergence of 12 distinct vertices in the triangulation that coincide
with the vertices of an icosahedron. These special vertices are five-fold coordinated
while the remaining vertices in the triangulation are six-fold coordinated. At this
point, we can distinguish between two different classes of icosahedral triangulations:
achiral and chiral. The first case consists of the cases where (h > 0, k = 0) (or the
other way around) and (h = k > 0). In the first case the side length of the triangle
lives along one of the lattice directions while in the second case it bisects the edges
of the triangular lattice. In the chiral case, however, this is not the case any longer
and different combinations of h and k can result in the same T number like h = 1,
k = 2 or h = 2, k = 1 (see for example Figure 2.1) which represent either left or
right-handed triangulations [34, 35].
The T number can be related to the number of asymmetric subunits on the spher-
ical surface. For example, T > 1 can pack 60T identical asymmetric subunits. How-
ever, in these cases not all the subunits have the same surrounding environment and
it is said that the subunits have quasi-equivalent environments. Nevertheless, the
Caspar-Klug theory proposes that only minimal distortions in the way the subunits
interact with their surroundings are needed in order to make them conform into the
icosahedral configurations. In terms of the T number, we say that each of triangu-
lar face of the underlying icosahedron of the construction is divided by a number of
triangles given by T . Given the icosahedral symmetry, only a reduced amount of
unique triangles smaller than T is required to tile the triangulated sphere. At the
center of each icosahedral face we have either a triangle vertex or the center of an even
smaller triangular face. The 3-fold rotational symmetry at each equilateral triangle
vertex requires us to work with either T/3 or 1 + (T − 1)/3 distinct building blocks.
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Figure 2.1: An example of a 2D template for a chiral CK triangulation of T number
T = 7 with indices h = 2 (blue dashed line) and k = 1 (red dashed line).
These results can actually be combined as dT/3e. In Figure 2.2 we can observe how
the design rules given by the CK construction can be used to design reduced sets of
triangular tiles that can be used to study the self-assembly of spherical capsids of
increasing size using DNA-origami. Furthermore the number of triangles in the cases
T = 1, 3, 4, 9 are respectively 1, 1, 2, 3 as predicted by dT/3e [1]. This apparent
optimality or tiling economy poses the question of whether or not this construction
is extendable to geometries different than a spherical one. More specifically, can we
push the Caspar-Klug ideas to purely negatively curved structures. In the follow-
ing, we will argue about the relevance of extending the Caspar-Klug ideas to other
geometries and how this can be accomplished with highly symmetric surfaces called
triply-periodic minimal surfaces (TPMS).
As was implied before, the Caspar-Klug construction has proved to be an efficient



































































Figure 2.2: DNA-origami design of triangular tiles used in the self-assembly of spher-
ical capsids with octahedral and icosahedral symmetry of increasing size. The tiles
can be used to design each of the 20 identical icosahedral faces that go into a CK
triangulation. Image facilitated by Professor Seth Fraden and to be published in [1].
icosahedral packing in the formation of distinct types of spherical viruses [32, 36, 37].
We can try to use these optimality lessons and extend them to different systems. As
we previously suggested, we will mainly focus on structures with negative Gaussian
curvature. Systems with hyperbolic geometry are repeatedly found in many different
contexts. In recent years, in an effort to understand the structural organization within
butterfly wings, it was possible to reveal certain photonic nanostructures using X-ray
scattering methods. The results led to the observation of a triply-periodic structure
called gyroid whose internal labyrinthic tunnels are of a size comparable with the
wave-length of light and posses a band gap that affects the colors we observe on
butterfly wing scales [38]. The fabrication of periodic gyroid-like structures with the
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proper length-scales can potentially offer an alternative approach to realize photonic
metamaterials. Photonic band gaps have been observed, for example, on periodic
arrangement of dielectric materials with diamond structures and can be potentially
realized in the self-organization of foam networks based on Frank-Kasper phases [39,
40].
The gyroid, is a triply-periodic minimal surface (area minimizing) with negative
Gaussian curvature originally discovered by Alan Schoen [41]. It can extend infinitely
and partition space into two different regions. Gyroid-like structures have been found
in different systems as well. For example, a double-gyroid is one of the energetically
favorable morphologies in di-block copolymer system composed by two repelling ho-
mopolymer species A and B that are bound to form non-repeating chains AB [42]. In
mechanical applications, when subjected to compressive loading, a gyroid structure
has also proved to be a good option to reduce stress localization due to his continuity
and lack of hinges. These mechanical properties make channeled structures like the
gyroid and other TPMSs desirable candidates for applications given their larger sur-
face to occupied volume ratio when compared to conventional bulky structures [43].
Additionally, simulations have been performed on a gyroid geometry and have reveled
the emergence of good properties like electrical or thermal conductivities [44].
The wide variety of contexts where the gyroid plays a relevant role together with
the symmetries coming from its space group make it an ideal test-surface for the
extension of the Caspar-Klug ideas. We can further justify the relevance of adapting
self-assembly to gyroid-like morphologies by understanding some of the key differences
between the structures found in butterfly wing scales and di-block copolymers. On
one hand, recent experiments with the double-gyroid configuration on block copoly-
mers systems have revealed that a characteristic unit-cell side length is of the order
of 100nm [45]. Considering that visible light is observed for wave lengths ranging
between 400nm-800nm it is possible to conclude that the double-gyroid structure
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Primitive Surface (P) Gyroid Surface (G) Diamond Surface (D)
Figure 2.3: From left to right, the P, G, and D triply-periodic minimal surfaces related
to each other by different Bonnet rotations.
unit-cell of these systems are not big enough to serve as photonic materials. On
the other hand, a characteristic unit-cell size for the single-gyroids found in butterfly
wings are of the order of 1µm [38]. This makes the gyroid unit cells of comparable
size with visible light wave lengths and is the reason they work as useful photonic
crystals. Given that DNA triangular nanoparticles have side lengths of the order of
20nm, we can conclude that complex structures made out of these particles can have
adequate dimensions to behave in this case like successful photonic metamaterials.
We can go one step further and include two additional TPMSs that can be derived
from the gyroid through an operation called Bonnet rotation [46]. The two other
surfaces are called the P (primitive) surface and the D (diamond) surface, Figure
2.3. They are isometries of the gyroid which means that all the possible distances on
the surfaces are preserved and is not possible to distinguish one from the other with
local information about the surfaces. Another attractive reason to focus on these
three surfaces besides of their triply-periodicity is the lack of self-intersections that
tend to be abundant on surfaces with hyperbolic geometry.
Studies of the self-assembly of gyroid-like structures have been certainly tackled
before by other authors. For example, Marriot et al. used a geometrically frustrated
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Stillinger-Weber potential in a binary mixture of particles to nucleate gyroidal phases
from a disordered state [47]. In this study, the self-assembled gyroid networks are
required to be always embedded into some other amorphous media as a result of the
binary mixture. Given that we are mostly concerned in this thesis with making a
connection with the experimental methods of DNA origami, which can be seen as the
result of interacting triangle-shaped particles in some suspension, we are interested
in processes that are not necessarily mediated through the interaction with some
amorphous media as in the binary system case.
2.2 Triply-periodic minimal surfaces
Now that we have introduced the set of minimal surfaces we will be applying the
Caspar-Klug ideas on, we can briefly discuss some of their generalities (perhaps in an
appendix this can be done in a lot of detail). The P, G, and D TPMS posses cubic
symmetries with their respective symmetry groups being Im3̄m, Ia3̄d, and Pn3̄m
[48]. Both P and G surfaces belong to the body-centered cubic (BCC) system while
the D surface belongs to the simple-cubic system (also called primitive). We can
understand some of their symmetries in the following way: for example in the case
of the P surface, the letter I implies that it belongs to the BCC system while the
remaining symbols denote different symmetries along different viewing directions. For
cubic systems these viewing directions are respectively along the [100], the [111], and
[110] directions using the Miller indices nomenclature as can be observed in Figure
2.4. Applying these to the P surface we conclude that there is mirror reflection, m,
perpendicular to the [100] direction, a rotoinversion of order 3, 3̄, parallel to the [111]
direction, and finally another mirror symmetry perpendicular to the [110] axis. The
same kind of analysis can be done on the G and D surfaces.
The symmetries associated with these TPMS allows to generate them based on the




m ⊥ [100] m ⊥ [110]3̄ ∥ [111]
↺
Figure 2.4: Symmetry operations on the P TPMS with respect to the viewing direc-
tions associated with the symmetry group Im3̄m.
m ⊥ [100] m ⊥ [110]3̄ ∥ [111]
Figure 2.5: Using the symmetry operations of the group Im3̄m it is possible to sys-
tematically construct the cubic unit-cell of the P surface.
crystal structures. However, the cubic unit-cells are not the smallest domain we need
to know in order to generate the whole TPMS. Each unit-cell can be constructed
with smaller area patches called fundamental patches which are domains that are
approximately quadrilateral. If 3 of such quadrilaterals are put together it is possible
form a hexagonal patch. In Figure 2.5 we can observe, for example, how the hexagonal
patch of the P TPMS can be moved within the cubic cell with the help of some of the
symmetry operations from the surface. In the next section we will describe how we
can use the hexagonal patches together with the symmetries of a TPMS to develop a
construction reminiscent of the Caspar-Klug construction for spheres.
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2.3 Inverted Caspar-Klug construction and matching rules
Once the fundamental cubic unit-cell as fully constructed we can finally make a
connection with the Caspar-Klug construction for spherical triangulations. In order
to make a clear connection we must introduce first a polyhedral approximation of
each of the TPMS in the same way it was done with the icosahedron and the sphere.
We will use the P TPMS to highlight the procedure. The construction, as observed
in Figure 2.6, starts with a cubic unit-cell from which it is possible to approximate
the hexagonal patch by joining the vertices with straight segments. Applying the
different TPMS symmetry operations on the approximated hexagonal patch allows
us to find a discretized unit-cell with the same topology of its smooth analogue. The
resulting surface can be seen as a collection of hexagons with for of them sharing a
vertex. The vertices of these hexagons do not live in the same plane in general and
only the P TPMS admits a representation in terms of flat hexagons. For the G, D
TPMS we will be making use of a different kind of polygons called skew polygons
which is just a generalization of planar polygons in the sense that all the vertices are
not coplanar [49]. An additional consequence of the non coplanarity comes from the
impossibility of not being able to subdivide the skew hexagons with equilateral but
isosceles triangles. In Figure 2.7 we present the discretized unit-cells for the different
embedded TPMS as well as a planar representation for each of them. At this point
we can join the centers of different hexagons in a hexagonal lattice and use the planar
template of each of the TPMS to carry out different Caspar-Klug type constructions.
Notice that the P and G unit-cells are constructed with 8 different hexagons while
the D unit-cell only requires 4. Each hexagon can be subdivided into 6 triangles. The
discretizations we just introduce correspond to T = 1 triangulations. In terms of the
T number we require in general 8×6T = 48T triangles to complete a unit-cell for the





Figure 2.6: Construction of a polyhedral approximation for the P TPMS. (a), The
cubic unit cell of the P TPMS. (b − c), The hexagonal patch and the subsequent
polygonal approximation. (d) Polyhedral unit-cell built with the approximated patch.
we only need a reduced set of triangles to fully construct each TPMS. This reduction
will introduce the notion of matching rules between different triangles.
In order to introduce the matching rules for a TPMS, a particular T number is
chosen first in terms of the (h, k) indices. The planar template can be folded back into
the different polyhedral unit-cells. In case T > 1, the emergent triangulation vertices
can be pushed to the nearest point on the TPMS. This process of pushing the vertices
to the surfaces means that the triangular side-lengths as well as the dihedral angles
between adjacent triangles tend to change. We can use the side-lengths as well as
the dihedrals angles to determine the smallest amount of unique triangular elements
that are required to completely build a TPMS triangulation. The algorithmic proce-
dure goes as follow, for each triangle calculate the side-lengths and dihedral angles.
Each length-angle pair can be regarded as a triangle-type. However, it turns out that
it is enough to only consider the triangle-types within a fundamental quadrilateral
since it is the smallest area patch we need to fully tile a TPMS. Furthermore, each
triangle-type in the fundamental quadrilateral is unique (there are not repeated cases
in the quadrilateral). One can also think of this as a consequence of the characteristic
3-fold symmetry associated with the TPMS. Additionally, this also implies that the
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number of triangle-types will depend on the specific triangulation. In terms of the
T number, we require 2T types to tile the fundamental quadrilateral. For example,
in Figure 2.8(a) we show the triangulated unit-cells of the P TPMS with triangu-
lation numbers T = 1. With all the triangle-types identified it is also possible to
identify the surrounding environment for each one and therefore the exact way the
different triangular elements should coalesce in order to form a fundamental quadri-
lateral, hexagon, or unit-cell. This identification defines a set of matching rules for
the triangle-sides of each type. Furthermore, since the different TPMS are related
through a Bonnet rotation, the matching rules of each triangle-type are the same for
each TPMS unit-cell. However, the matching rules only specify how different trian-
gles should be put together and we still need to specify the side-lengths and dihedral
angles. As a concrete example, in Figure 2.8(b) we have the generic matching rules for
a T = 1 TPMS. The matching rules for different triangulation numbers provide a way
of systematically tiling the different TPMS as long as the side-lengths and dihedral
angles between triangular elements do not deviate from the prescribed values. In the
following, we will discuss the robustness of the matching rules where we allow length
and dihedral angles deviations from the equilibrium values associated with a perfect
tiling. This will be done by treating the triangular building blocks as elastic elements
where both lengths and angles can change.
2.4 Monte Carlo model for growing triangulations
Previously, we introduced the idea of matching rules and how we can use them
together with the geometrical information coming from lengths and angles in order to
assemble a TPMS with different triangulation numbers. However, in self-assembled
systems, it is necessary to account for other factors like the thermal fluctuations
affecting the different translational or vibrational degrees of freedom of the system.
We can consider finite temperature effects by using a Monte Carlo model in the
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Figure 2.7: Upper row: from left to right, polyhedral unit-cells for a P, G, and D
TPMS. Lower row: planar nets for each of the unit-cells. A dashed line implies that
2 adjacent hexagons are not connected when they are embedded onto the unit-cell
surface. Notice that for the G and D TPMS, the triangles are isosceles despite the
planar net representation with equilateral triangles.
grand-canonical ensemble with triangle-shaped particles. The elastic energy of the
system can be written as a sum of stretching and bending energies such that Eelastic =











where uαβ is the strain tensor and µ, λ are the Lamé coefficients. The bending energy










with H(x), H̄, and κ̃ being the mean curvature, the spontaneous curvature, and
bending rigidity respectively. The discrete analogue of the elastic energy can be














































Figure 2.8: (a) triangulated unit-cell for the P TPMS with T =1 with a highlighted
fundamental quadrilateral. (b) matching rules for a T=1 TPMS triangulation requir-



















The first sum runs over all the edges of the growing triangulation while the second
one runs over all the pairs of adjacent triangular faces. The coefficients ε and κ
set the energy scales for stretching and bending respectively when the triangular
particles deviate from the equilibrium side-lengths and dihedral angles given by l̄ij
and θ̄IJ respectively [42, 51]. In order to produce self-assembled structures we need
to introduce an additional energy term that favor the binding of different triangles





where εb sets the energy scale for the binding of two triangles and the sum only runs
over internal triangulation edges. The total energy of the growing triangulation is
then given as Etotal = E
discrete
elastic + Ebinding.









These parameters can be understood as the difficulty to stretch an edge and change
the dihedral angle in order to accommodate an incoming new triangle at the boundary
of the triangulation. For example, η  1 (η  1) implies low (high) resistance to
stretch a boundary edge when a new triangle attempts to attach to the system. A
successful assembly is characterized by simultaneously possessing small length and
dihedral angle deviations with respect to their equilibrium counterparts. Thus, the
resulting structures can be analyzed by means of their elastic energy. A perfect
structure is characterized by Ediscreteelastic = 0. Therefore, we seek to find self-assembled
structures with different combinations of ηs and ηb in order to determine which cases
allow us to keep the discrete elastic energy per unit-cell close to their equilibrium
configurations as they grow. This will help us establish the robustness of a self-
assembled TPMS under different regimes of flexibility.
Additionally, we keep track of the number of unit-cells composing a particular
structure. If Ntotal is the number of triangles for a given triangulation and Nunit cell
is the number of triangles in a unit-cell, the ratio Ntotal/Nunit cell provides a rough
estimate of the number of unit-cells of a self-assembled structure. This additional
step is relevant since keeping track of the energy alone is not enough since even an
isolated triangle can have zero elastic energy. We will impose the requirement that
a self-assembled structure must have at least one unit-cell worth of triangles. This
is equivalent to Ntotal/Nunit cell > 1. This will ensure that we only consider the
cases where structure nucleation is observed and will lead us to a region of error-free
self-assembly.
Given that the number of triangular particles tends to change as the structure self-
assembles, it is natural to work in the grand-canonical ensemble where the probability
distribution of the system p scales as p ∼ e−βµNtotale−β(Eelastic+Ebinding) where µ is the
chemical potential. In Figure 2.9 we show some of the Monte-Carlo moves for vertex
moves as well as particle addition or removal. A detailed derivation of the detail
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Vertex move Simple insertion/removal Wedge insertion/removalVertex fusion/fission
Figure 2.9: Common Monte-Carlo moves for growing triangulations. From left to
right we show: the vertex move, which only changes the position of vertices, vertex
fusion (fission), which joins (or disjoints) two vertices, simple insertion (removal)
which adds (removes) a triangle by attaching (detaching) a triangle to the edge of a
boundary triangle, and wedge insertion (removal), which inserts (removes) a triangle
between two nearby edges.
balance equations of the Monte-Carlo method can be found in [51]. There are multiple
parameters that can be varied within the Monte-Carlo. Both ε and κ will be varied
by taking ηs and ηb values between 0.01 and 100 which should allow us to sample
a wide array of elastic moduli. Additionally in order to work in a regime of slow
self-assembly we will set the chemical potential and binding affinity of the systems to
fixed values given respectively (in units of kT ) by µ = 4.5 and εbinding = 6.5.
2.5 Results
MC simulations using the model with for growing triangulations were performed
for different values ηs and ηb. In order to ensure that nucleation takes place with the
chosen simulation parameters, we seed each simulation with a fundamental unit-cell
that we do not allow to disassemble [51]. For a given T number, we divide our re-
sults into two different categories by determining whether or not the self-assembled
structure has a connectivity network or topology consistent with those of a triangu-














Figure 2.10: Snapshots of some of the resulting structures simulated with the grand-
canonical MC method. The structures were simulated using the matching rules of a
T = 1 G TPMS.
energy, it is necessary to perform an additional step following the MC simulations
in order to test the connectivity of a structure. Elastic energy minimization on the
resulting simulated structure provide us with a testing criterion since only structures
with the appropriate connectivity can posses a discrete elastic energy which is iden-
tically zero. For any other network topology, the elastic energy will be greater than
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zero after minimizing the energy. In Figure 2.10 we see, for example, some of the
resulting structures from the MC simulations and is clear that only in reduced regime
we observe triangulations that behave like authentic TPMS. Notice that as either ηs
and ηb become large enough, multiple structures fail to nucleate beyond the fixed
unit-cell seed. This can be better observed in Figure 2.11 we plot Ntotal/Nunit cell as
a function of ηs and ηb. In Figure 2.12 we show an elastic energy for the discrete
elastic energy of a gyroid structure with T = 1 as well as the region of the phase
diagram where the energy can be both minimized all the way to zero and the number
of unit-cells satisfy the minimum number requirement. With the definitions of ηs and








which measures how energetically favorable it is to stretch a triangle compared to
changing the dihedral angles of the structure. For example, γ  1 (γ  1) correspond
to a situation that is dominated by stretching (bending). A quick inspection of the
ηs and ηb of successful structures reveals that we require ηs ∼ (2.5, 10), ηb ∼ (2.5, 25)
such that γ ∼ O(1). This FvK regime corresponds to a situation where the energetic
costs of stretching and bending are comparable. The ηs, ηb > 1 requirement can
be seen as a situation where the energetics of a self-assembled TPMS should be
dominated by the elastic energy as supposed to the binding energy that could be
readily decreased by rapid accumulation of triangular elements at the expense of
respectively stretching or bending to lengths and dihedral angles highly incompatible
with the desired equilibrium values. From this point onward we will restrict ourselves
to the region of the ηs, ηb space where nucleation is present. This corresponds to the
regime ηs, ηb ≤ 10
To understand the energetic behavior as we vary either ηs or ηb we can normalize
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Figure 2.11: Ntotal/Nunit cell as a function ηs and ηb. The shaded region corresponds
to the structures that do not nucleate beyond those of the unit-cell seed.
energy scales ε〈l̄2〉 and κ〈θ̄2〉. In Figure 2.13 we observe the energy variations by
varying ηs (ηb) while fixing ηb (ηs) at multiple values. On one hand, focusing on the ηs
variation of the elastic energy, we can distinguish two different regime defined by ηb <
1 and ηb > 1. Both regimes are characterized for the collapse of the energy profiles as
ηb is varied. Remarkably, as we modify the bending rigidity through ηb, the energetic
behavior does not seem to be modified. We can interpret this by thinking of the self-
assembled triangulations as structures whose stretching energetics are independent of
the chosen bending rigidities κ. Furthermore, we can notice that the elastic energy as
a function of ηs exhibits its lowest values when we are in the ηb > 1 regime as expected
from previous observations. On the other hand, as we vary instead ηb while fixing ηs
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Figure 2.12: Left panel: discrete elastic energy per unit-cell phase diagram for the
T = 1 G TPMS as function of both ηs and ηb. Right panel: The orange region
corresponds to the region of the phase diagram where the resulting structure has a
connectivity structure that is compatible with equilibrium lengths and dihedral angles
and can be minimized to reach the global minimum of zero elastic energy.
ηs < 1 and ηs > 1. First we can observe that the energy collapse is not present for
ηs < 1 which implies that the bending energetics are not decoupled from the spring
constant ε. We rationalize this behavior by thinking of the triangular elements as
flexible enough that it is possible for them to easily form closed rings of triangles at the
expense of dihedral angles that are incompatible with their equilibrium counterparts.
In addition, there seems to be a well defined energy gap that tends to close as ηs is
increased. A full characterization of this gap would require to average over multiple
independent MC realizations for each combination of ηs and ηb. Nevertheless we can
qualitatively discuss its general behavior. In general, we see that the energy gap


























Figure 2.13: Left (Right): elastic energy per unit-cell as a function of ηs (ηb) for
various fixed values of ηb (ηs) with respect to a characteristic stretching (bending)
energy normalization.
to collapse. We can think of this by realizing that in this latter regime the triangular
subunits are rigid enough that the triangular rings only close at the preferred dihedral
angles which makes the bending energy of the structure unaffected by the flexibility
of the triangular subunits.
The elastic energy analysis allows to observe different self-assembly regimes and
introduces the idea that some of the structures might behave like isometric surfaces
as a consequence of some of the energy collapses we found. In order to go one step
further into our understanding of the various self-assembly mechanisms that give rise
to one structure type or the other, we still need to study how the binding energy of the
system affects the resulting structures. A large binding affinity pushes a particular
structure to grow fast enough that triangles can either leave multiple gaps as they
coalesce or to form triangular rings with fewer numbers of triangles than expected
from the idealized structures. In the next section we will consider the idea of how
imperfections can arise in a structure. To tackle this problem we first need to define
some of the key features of an ideal discrete TPMS and then discuss how they affect














Figure 2.14: A section of a T = 1 gyroid surface highlighting the two different kinds of
vertex types present in the structure: 6-fold vertices (blue circles) and 8-fold vertices
(red circles). The former case is composed by a ring of 6 triangles whose types follow
the pattern 121212 while the latter case is given by 8 triangles with the pattern
11221122 which are the only allowed patterns in the limit of perfectly rigid subunits.
2.5.1 Topological charges and Euler characteristic
In order to fully characterize the different self-assembly phases it is necessary
to discuss some of the key features related to the topology of the discrete TPMS.
As before, we will introduce them through the T = 1 G surface. However, these
results are also valid for both the P and D surfaces. In Figure 2.14 we observe a
section of the T = 1 G surface whose triangle lengths and dihedral angles match the
equilibrium values. If we scan the coordination numbers of all the internal vertices
of this structure we observe that there are only 6-fold and 8-fold vertices composing
the discrete TPMS. Following the matching rules of the T = 1 case, where there are
only 2 subunit types, we see that the 6-fold case is composed by triangles following
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the 121212 order while the 8-fold case follows the order 11221122. However, as we
allow the triangles to be either flexibly or floppy, different patterns can emerge. For
example, 4-fold vertices are possible through the combinations 1212 or 1122. We
can even generate anomalous 8-fold vertices with the 12121212 pattern. All these
additional combinations are consistent with the self-assembly matching rules and
give rise to different kinds of vertices that we can interpret as defects. Additionally,
notice that the T = 1 matching rules only permit even coordination numbers. One
of the goals of this section will consist of finding a systematic way of detecting them.
Before developing our defect-detection approach it is worth to understand some
of the consequences that the ideal vertex-types bring into the topology of the dis-
crete TPMS. One of the interesting aspects that comes from the knowledge of the
coordination numbers of all the different vertices, both internal and the boundary, of
a particular structure is that we can extract valuable topological information from
them. If the Euler characteristic of some arbitrary triangulation T is given by χ (T ),






(4− ci) = 6χ (T ) , (2.7)
where ci denotes the coordination number of the ith vertex. The first and second
sum run respectively over internal and boundary vertices. A derivation of equation
2.7 can be found in Appendix [something]. Notice that these equation is just a
reformulation of traditional V −E + F = χ (T ) formula. As an illustrative example,
we can use it to calculate the Euler characteristic of a sphere and a topological disk.
For a sphere, if we use the icosahedral triangulations, we know that all the vertices
are internal and 6-fold with the exception of 12 vertices which are 5-fold. We then
obtain 12(6− 5) = 12 = 6χ which means that χ = 2 as expected. For a disk, which
is equivalent to an isolated triangle, we have 3 2-fold boundary vertices. Using the
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same formula we obtain 3(4 − 2) = 6 = 6χ which takes us to χ = 1 as should be.




(6− ci) , Qboundary =
∑
i∈∂T
(4− ci) , (2.8)
which are respectively interpreted as the internal and boundary topological charges.
Since a TPMS can grow infinitely, these charges tend to change with the system
size. However, the internal and boundary charges show asymptotic behaviors when
we normalize them by the number of unit-cells of the structure. In Figure 2.15 we
plot the topological charges per unit-cell of the T = 1 G surface as function of the
number of unit-cells per side n (there are n3 at each step). First, we observe that
in the limit of an infinite TPMS the normalized charges the Euler characteristic per
unit-cell behaves as χ → −4 while the normalized charges behave respectively as
Qinterior → −24 and Qboundary → 0 which is expected since the charges behave as
extensive quantities that grow with the bulk and boundary of the TPMS. If we go
one step further we can also calculate the genus per unit-cell of the infinite TPMS by
recalling that we can relate it to the Euler characteristic as χ = 2 − 2g. Using the
fact that χ = −4 we deduce that −4 = 2− 2g or g = 3 which is a well known result
from the study of TPMS [41].
Now that we know how the topological charges behave asymptotically in the
idealized case we are in position to use this as a reference in order to characterize
the different self-assembly phases as a function of ηs and ηb. This will shed light
on understanding some of the mechanisms that lead to the different structures. In
Figure 2.16 we show the results for the normalized charges as a function of ηs and
ηb. As we expect it from the results in Figures 2.12 and 2.15, the internal charge
reaches its lowest values when ηs, ηb > 1 which is also a region where the boundary
charge tends to be suppressed. We can think of this region as an error-free regime
where only the ideal 6 and 8-fold vertices are produced. However, understanding the
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Figure 2.15: Interior (blue) and boundary (yellow) topological charges per unit-cell
as a function of the number of cells per side n for a T = 1 gyroid surface. Both
topological charges exhibit asymptotic behaviors as a function of n.
behavior of the rest of the phase diagram requires us to seek a connection between the
topological charges with the geometry adopted by the structure. In order to do this,
it is instructive to take different horizontal and vertical cuts on the two topological
charge diagrams. In Figure 2.17 we consider the cases where we vary ηs (ηb) while
keeping ηb (ηs) at fixed values such that ηb ≤ 0.1 (ηs ≤ 1). Focusing on the upper row
we first observe that both normalized charges appear to be nearly constant at least
for ηs / 1.
We can think of this situation as if the the positive and negative defects, for
both Qinterior and Qboundary, satisfy a topological charge conservation. For ηs ' 1, we
observe that the charge conservation argument does not hold any longer since Qinterior
develops an increasing behavior while Qboundary does the opposite. If we turn our
attention to the ηb variation while fixing ηs, the trends of both topological charges
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Figure 2.16: Left (Right) panel: interior (boundary) charge per unit-cell correspond-
ing to the self-assembly of a T = 1 G TPMS under different combinations ηs and
ηb.
are not clear enough to draw any meaningful observations. However, we can examine
the effect that the two charges have on the characteristic, χ(T ), per unit-cell of the
structure which is proportional to the sum of Qinterior and Qboundary as can be seen in
equation 2.7. The variation of χ(T ) per unit-cell as function of either ηs or ηb (while
fixing the other parameter) can be seen in Figure 2.17. As before, we can first study
the ηs variation (with ηb ≤ 0.1). We can first note that the behavior of χ(T ) does
not seem to depend on the choice of ηb which is reasonable given that we observed
before in Figure 2.13 that the energy variation as a function of ηs is decoupled from
ηb (although in different ways depending on the value of ηb). As was discussed with
the topological charges, χ(T ) presents a nearly vanishing behavior at least for ηs / 1









































Figure 2.17: Top (Bottom): Interior and boundary charges as a function of ηs (ηb)
for different values of ηb ≤ 0.1 (ηs ≤ 0.1).
this regime but also that the charge contributions from positive and negative defects
cancel each other.
In the case of Qinterior we can conclude that the positive defects, given by 4-fold
vertices only, are compensated by the production of negative defects (8, 10, 12-fold
and so on). Still, we require further information to fully characterize the type of
negative defects counteracting the 4-fold ones. For ηs ' 1 we cannot fully characterize
χ(T ) since without averaging over more independent MC realizations but it appears
that it tends towards negative values. When we switch to the variation of χ(T ) as
a function of ηb with fixed ηs ≤ 0.1 the nearly constant behavior is still present on
χ(T ) for ηb / 0.2. Nevertheless, given that the energy variation as a function of
ηb was not collapsed for the considered values of ηs it is possible that χ(T ) is also





















Figure 2.18: Euler characteristic χ(T ) as a function of ηs (ηb) for different values of
ηb ≤ 0.1 (ηs ≤ 0.1).
clearly depend on the choice of ηs. This implies that the vertices with coordination
numbers greater than 6 start to take over and drive χ(T ) to negative values. If we
now fix ηs, ηb ≥ 0.1, we can explore the remaining regimes of the self-assembly regime.
The results of this regime can be seen in Figure 2.19. In this case, we only consider
the combined effects of the topological charges on χ(T ). Varying ηs while fixing ηb
shows that χ(T ) is not independent ηb although we observed before that the energy
variation in this regime does appear to collapse for different values of ηb. In general
we observe that χ(T ) decreases as we both increase ηs and ηb which is expected since
the self-assembly regime of proper TPMS seems to be restricted for ηs, ηb > 1.
Finally, to conclude the analysis we focus on the ηb variation with fixed values
of ηs > 0.1. As we have seen it before, we observe that in general χ(T ) appears
independent of the value of ηs just to then drop to negative values that reflect that
the elasticity of the subunits is the adequate to assemble into the ideal TPMS.
At this point, we have described the behavior of the Euler characteristic in the
different regimes of the parameter space defined by ηs and ηb. In general described
χ(T ) as the combined effect of internal and boundary charges. A decreasing of χ(T )
towards negative values can be explained by the suppression of the boundary charge
























Figure 2.19: Euler characteristic χ(T ) as a function of ηs (ηb) for different values of
ηb ≥ 0.1 (ηs > 0.1).
Regimes where χ(T ) remains constant can be explained based on the production of
negative and positive defects that conserve the total charge of the structure. This is
the case at least for ηb / 1 irrespectively of the choice of ηs. The next step to fully
understand the nature of the self-assembly phases is to properly characterize the type
of dominant defects in each self-assembly regime. This will be the goal of the next
section.
2.5.2 Self-assembly defects
We begin this section by presenting a histogram in Figure 2.20 with the counting
of different defect types when we consider all the structures obtained with the MC
simulations. This histogram first shows that the most common coordination numbers
different from 6 (for internal vertices) are the 4 and 8-fold vertices. This count does
not distinguish between the nature of the vertex and treats for example a 1212 or 1122
vertices in the same footing. In a later section we will develop an approach that will
allow us to distinguish between two vertices even if they have the same coordination
number. Second, we observe that the only allowed coordination numbers correspond
to even numbers. This was predicted before as a consequence of the matching rules.
Finally, it is possible to generate vertices with large coordination numbers (which






































Figure 2.20: Coordination numbers counts (different than 6) by considering all the
self-assembled structures obtained with MC simulations.
triangles. We will define C+total and C
−
total as the number of positive and negative




total. In the upper row of Figure 2.21 we can
confirm our previous hypothesis of charge conservation for fixed values of ηb ≤ 0.1. We
can notice that both C+total and C
−
total present a constant behavior for ηs / 1 which is
consistent with the charge conservation argument we discussed in the previous section.
Additionally, we noticed before that the charge conservation argument appears to fail




total since it is possible to see that C
−
total
decreases for ηs ' 1 while C
+
total appears to maintain its almost constant behavior.
This Further explains the reason for the sudden increment of the internal charge.
Finally, these results suggest that for ηb ≤ 0.1 there is a tendency to form positive
4-fold defects as a consequence of the floppiness of the structure.
The lower row of Figure 2.21 deals with the variation of C+total and C
−
total with ηb








































Figure 2.21: Coordination numbers counts (different than 6) coming fro the consid-
eration of all the self-assembled structures obtained with MC simulations for a T = 1
G TPMS..




total. For ηb ' 0.2
C−total tends to decrease in different ways depending on the flexibility of the subunits
related to ηs. In fact, as we consider larger values of ηs the drop in C
−
total is less
pronounced. The behavior of C+total seems almost independent of the choice of ηs as
can be seen by the almost collapsed profiles. For ηb ' 0.2, C
+
total is suppressed as a
result of larger bending rigidities. We observed that this affects χ(T ) by pushing it
down towards more negative values. The results for ηs, ηb > 0.1 show in general that
as the triangular subunits are more rigid and less floppy, C−total tends to increase as a
result of the favorable formation of 8-fold vertices as we vary either ηs or ηb. C
+
total is
suppressed in both cases although is clear from the ηs variation that the tendency to
















































Figure 2.22: Coordination numbers counts (different than 6) by considering all the
self-assembled structures obtained with MC simulations.
As we have observed via either the topological charges, Euler characteristic, or
defect counting, there are defects that are more likely to appear than others as we
modify both ηs or ηb. It is also very surprising to observe the formation of mostly
4-fold defects for ηs ' 1 and ηb / 0.2 given that this leads to the formation of
structures with multiple regions of positive Gaussian curvature. Recalling that the
discrete Gaussian curvature can be calculated as an angle deficit with respect to 2π,
as we deal with more rigid subunits the angle sum at a particular 4-fold vertex tends
to be smaller than 2π since the subunits can adopt the correct equilibrium lengths but
not dihedral angles. It is interesting then to study the energetics of isolated vertices
in order to understand the formation of particular defects.
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2.5.3 Defect energetics
In this section we will explore how defects, i.e, vertices whose connectivity cannot
simultaneously satisfy the equilibrium lengths and dihedral angles behave as we isolate
them from the structures. We will follow a minimal or local model of defect energetics
where we consider the defects or frustrated vertices as isolated objects from the rest
of the self-assembled structure. This should serve as a first approach to understand
how the frustrated vertices respond under incompatible side lengths and dihedral
angles when the whole structure is not relevant. The approach will then consist of
minimizing the elastic energy of these frustrated vertices under different combinations
of ηs and ηb with the idea of determining if their resulting behavior corresponds
with our previous observations. This will help us understand whether the abundant
formation of some vertex types is purely based on their energetics or if there instead
some kinematic arguments behind the emergence of these structures. In Figure 2.20
we can observe that the most repeated vertex structures are the 4 and 8-fold cases. As
was mentioned before, we can form different kinds of 4 and 8-fold vertices by exploiting
the matching rules of T = 1 TPMS. We will consider the 4-fold cases 1212 and 1122
as well as the 8-fold case 12121212. It is not necessary to study the remaining 8-fold
vertex in isolation since it will always satisfy the equilibrium lengths and dihedrals
regardless of the choice of ηs and ηb. In Figure 2.23 we show the Gaussian curvature of
some of the most common defect vertices found among the self-assembled structures.
Notice that only the 4-fold vertex exhibits a positive Gaussian curvature for large
ηs and small ηb. The triangular subunits tend to favor stretching in this regime at
the expense of bending at angles far from those corresponding to the equilibrium
angles. This brings the 4-fold vertices to adopt the pyramid shapes we can observe in
Figure 2.23. Furthermore, the 4-fold vertex is the only vertex type whose Gaussian
curvature increases in this way. The defective vertices with coordination number,
z ≥ 8, increase their Gaussian curvature in the opposite way (small ηs and large
60
ηb). Taking horizontal and vertical cuts we can explore in more detail the way the
Gaussian curvature evolves. In Figure 2.24 we track the Gaussian curvature evolution
as a function of ηs) with fixed values of ηb. Notice how the line corresponding to the
4-fold vertex presents a discontinuity in some pf the plots. This corresponds to the
sudden change from negative to positive Gaussian configurations. Such transition is
not present in the other cases. Moreover we can find that the transition takes place
when ηb ∼ 0.067 ηs ≈ 0.1〈θ̄2IJ〉ηs which in terms of the FvK number means that γ ∼ 10
corresponding to a stretching dominated regime. We can also observe that in general,
as the coordination increases, the Gaussian curvature of vertices with z ≥ 8 tends
to become more negative as stretching is favored. This indicates that as z increases
the very faceted vertices should be more unfavorable since the deviations in Gaussian
curvature with respect to the equilibrium values increase as well. In the opposite
situation corresponding to small ηs and large ηb, bending is largely favored. This is
reflected on the saddle-shaped 4-fold vertices as well as the more “flattened” vertices
with z ≥ 8. This latter case suggest that increasing the coordination number while
favoring the equilibrium dihedral angles leads to an increment of Gaussian curvature,
i.e, it is less negative. Finally, when we calculate the inflection points for the 8
and 12-fold coordinated vertices, we find that in general we observe γ8 ∼ 0.28 and
γ12 ∼ 0.56 = 2γ8





). First, we notice that for ηs / 6.7 ηb or γ ∼ 5 the vertex energy
corresponding to the 4-fold case is favorable over the 8 and 12-fold vertices. Further-
more, at least for the considered cases, the energy increases with the coordination
number of the considered vertices. For γ ' 5 the 8 and 12-vertices not only become
more energetically favorable but also become of comparable energy. Eventually, as
the 4-fold vertex snaps into the pyramid shapes of positive Gaussian curvature all
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Figure 2.23: From left to right: Gaussian curvature of defective vertices following the
patterns 1212, 12121212, 1212121212, and 11221122122 as a function of both ηs and
ηb. The arrows indicate how the Gaussian curvature increases in each case. The inset
figures correspond to representative vertex configurations in each parameter regime.
reason for developing one type of vertex configuration over another should be based
on purely kinetic reasons rather than just simple energetics. A vertex formation
based on kinetics rather than pure vertex energetics is further implied by the results
of Figure 2.21 where according to Figure 2.25 we should see, at least for ηb ≤ 0.1,
an increment (decreasement) of negative (positive) defects between ηs ' 6.7 ηb and
ηs / 100 ηb. Instead, the defect populations remain nearly constant in this parameter
regime. This is even more noticeable for ηb ≥ 0.1 (Figure 2.21) where we see that
the negative defects increase to then plateau with ηs while positive defects tend to be
suppressed. This latter behavior does not match what w observed for example with
the ηb = 1, 10 cases in Figure 2.25 where the 4-fold vertex is clearly more favorable
along most of the considered ηs range.
As we consider the Gaussian curvature and energy variation with respect to ηb
in Figure 2.26 and 2.27 we observe once again the importance of kinetics in defect
formation. For example, when we fix ηs ≤ 0.1 we can observe that the 4-fold vertex
is either more energetically favorable or comparable to the other vertex types. This
happens while the positive defect remains in a saddle-shaped configuration that can
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Figure 2.24: Discrete Gaussian curvature as a function of ηs with fixed values of ηb =
0.01, 0.1, 1, and 10. We consider the 1212 (black), 12121212 (red), and 1212121212
(blue) vertex types.
be seen in Figure 2.23. The lower results of Figure 2.21 reveal, however, that the
number of positive defects per unit-cell is drastically reduced despite their energetic
favorability which is further evidence of the presence of additional mechanisms shap-
ing the final configurations of the self-assembled structures. Finally, fixing ηs ≥ 1
shows that the pyramid configuration of the 4-fold defect is unfavorable when we
compare it with the other defect-types and only turns into a favorable configuration
once it snaps into a saddle configuration. In this regime we can also notice that for
ηb / 0.2ηs the lower energy configuration is given by the vertex with largest coordina-
tion number and this tendency is reversed once ηb ' 0.2ηs. This shows that γ / 0.1,
which is a bending dominated regime, the dihedral angles can be better satisfied with
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fixed values of ηb = 0.01, 0.1, 1, and 10. We consider the 1212 (black), 12121212
(red), and 1212121212 (blue) vertex types.
larger coordination numbers. As ηb increases such that γ ' 0.1, the stretching energy
gradually increases and bending and stretching are comparable. This is reflected in
Figure 2.23 by the upper configurations of these vertices whose Gaussian curvature
is reduced as an attempt of simultaneously satisfying both stretching and bending.
Still, we do not observe a clear correlation with the results of Figure 2.22.
To conclude this section, we have studied the energetic configurations of the most
common defect types. In general, we have observed that their simple energetics alone
cannot explain the behavior of relevant quantities like the topological charges as well
as the defect populations. This is a signature of the necessity of considering additional
effects like the binding energy or the assembly kinetics in order to fully understand
the resulting structure configurations.
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Figure 2.26: Discrete Gaussian curvature as a function of ηb with fixed values of ηs =
0.01, 0.1, 1, and 10. We consider the 1212 (black), 12121212 (red), and 1212121212
(blue) vertex types.
2.6 Affine transformations and topological defects
So far, we have only relied on calculating the coordination numbers of the different
vertices composing a self-assembled structure. This approach does a good job in high-
lighting several defective vertices since we only expect, at least for internal vertices,
two different kinds of coordination numbers as shown in Figure 2.14. Nevertheless,
this simple counting method falls short of being ideal since it cannot distinguish, for
example, an ideal 8-fold vertex (11221122) from a defective one (12121212). We re-
quire then some way of lifting these sort of ambiguities. An ideal measure for defects
should for example treat perfect vertices on the same footing and give a specific “la-
bel” to any other kind of defective vertex. We can fortunately address this problem
by exploiting the fact that for each triangular building block, there are a well defined
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fixed values of ηb = 0.01, 0.1, 1, and 10. We consider the 1212 (black), 12121212
(red), and 1212121212 (blue) vertex types.
set of equilibrium triangular lengths, dihedral and internal angles. In other words,
we will use the geometric data coming from the idealized structures in order to deter-
mine the presence of defects. The approach we will take relies heavily on the work of
Belcastro and Hull where they think of the process of folding an origami pattern as
a collection of affine transformations around the internal vertices of the pattern [54].
Consider the dashed triangle meeting at the internal 8-fold vertex of Figure 2.28. We
think of an affine transformation around the internal vertex as the map that takes the
neighboring face (in the clockwise sense) and maps it onto the plane of the dashed
triangle. We assume, without losing generality, that the dashed triangle lives on the
xy plane with unit normal along the ẑ-axis and the internal vertex is located at the
origin. If θ is the angle subtended by the dashed triangle at the internal vertex and
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↺ θ
Figure 2.28: An 8-fold vertex and its surrounding vertices. The dashed region is the
reference triangle and the red loop represents the path defining the order in which
the affine transformations need to be taken.
δ is the dihedral angle that it forms with the adjacent triangle, we can map the
neighboring face to the dashed plane by applying two consecutive rotations around
the origin. We begin by rotating, by an angle −θ, around an axis parallel to ẑ and
follow with another rotation, by an angle −δ, around an axis parallel to x̂. If R̂ (φ, n̂)
denotes the rotation operator around an axis n̂ by an angle φ, we express the action
of the two rotations with the product R̂ (−δ, x̂) R̂ (−θ, ẑ). The plan consists now of
building these transformations by mapping consecutive faces into the dashed plane
in the order defined by the closed path in red of Figure 2.28. Once we have access to
all the transformations, we take the define the ordered product, R̂effe as:
R̂eff = R̂ (−δn, x̂) R̂ (−θn, ẑ) . . . R̂ (−δ2, x̂) R̂ (−θ2, ẑ) R̂ (−δ1, x̂) R̂ (−θ1, ẑ) , (2.9)
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Figure 2.29: One of the many single-vertex enclosing paths for a T = 1 G TPMS.
There is a rotation charge linked to any such closed path.
where the product R̂ (−δn, x̂) R̂ (−θn, ẑ), takes us back to the starting face (dashed
one). In order to make this method work, it is important that we use θ and δ values
measured with respect to the “perfect” structures. At this point, if the vertex loop is
compatible with the reference triangulation, we find that the matrix product leaves the
structure invariant and it is in fact given by the identity matrix [54]. It is illustrative
to see this with a simple example. Consider for example, the triangulated hexagonal
patch of a T = 1 P surface. In this case, the patch is a regular hexagon as seen in
Figure 2.8. The dihedral angles δ are identically zero for the hexagon and we only
need to deal with ẑ rotations. Since the hexagon is composed by equilateral triangles,
we have that θ = 2π/6 for all the triangles. It is easy to see then that the 121212
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Figure 2.30: Rotation charge histogram coming from the consideration of all the
self-assembled structures obtained with MC simulations for a T = 1 G TPMS.
a 2π rotation corresponding to the identity. We can make things interesting by doing
the same with a 1212 and a 12121212. As we have discussed it before, these two vertex
types are compatible with the matching rules. After taking the matrix product, we
find that they correspond to 2π/3 and 4π/3 respectively which do not yield back
the identity. If φeff ≡ φ corresponds to the effective rotation angle from the matrix





This quantity is defined such that for ideal vertices, Qrot(2π) = 0. The 4 and 8-fold
vertices we just discussed correspond, on the other hand, to Qrot(2π/3) = 1/3 and
Qrot(4π/3) = −1/3. These quantities can be seen as either the angle deficit or excess
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and also permit us classify the defects into positive or negative depending on the sign
of Qrot(φ).
Although we exemplified the use of this method in the simple case of a planar
polygon, the method admits a simple generalization to account for the presence of
non-zero dihedral angles. For non-vanishing dihedrals, it is also possible to also
calculate an effective rotation angle, φeff, since the product of multiple rotations
around different axes passing through a fixed point can be represented in terms of a







where the sign of φeff, needs to be chosen depending on the direction of the effective
axis (inward or outward).
With the appropriate defect-detection formalism at our disposal we only need
to find all the single-vertex enclosing loops for a self-assembled structure, like the
one shown in Figure 2.29, and calculate all possible Qrot. In Figure 2.30 we present
a histogram with the frequency of each observed Qrot by considering all the self-
assembled structures (T = 1 G) with different ηs and ηb. The fact that we observe
a clear suppression coming from the defective 8-fold vertices (Qrot = −1/3) is a
testament of the classification effectiveness of this method. The 11221122 add a zero
charge and are treated as non-defective vertices as it should be. We can also lift
the degeneracy of positive defects which can be seen by considering the two observed
positive charges corresponding to Qrot = 1/3 (1212) and Qrot = 1/2 (1122), whose
combined frequency matches that of the 4-fold defects presented in the histogram of
Figure 2.20. This distinction put us on a position where we can clearly track the
formation of very specific vertex types on regions of the ηs, ηb phase diagrams.
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Figure 2.31: Q(φ)total (per unit-cell) as a function of ηs and ηb for a T = 1 G TPMS.
From left to right we consider the cases Qrot(φ) = −1/2, −1/3, 1/3, and 1/2. All the
diagrams are color-coded with the scaled defined by Qrot(φ) = 1/2.
Q(φ)total = |Qrot(φ)| V (φ), (2.12)
where φ is just any of the allowed effective rotation charges and V (φ) is the multiplic-
ity of charge Qrot(φ) in a given structure. In Figure 2.31 we present our the unit-cell
normalized Q(φ)total results for the four most populous positive and negative defects.
Excluding the region of “good” self-assembly, which is absent of defective vertices,
we observe that the ±1/2 defects are mostly present for ηb / 1 while the ±1/3 tend
to occupy most of the phase diagram in nearly equal amounts. These differences
reveal some fundamental differences between the fractional charges and suggest that
the mechanisms to generate defects out of the 121212 and 11221122 ideal vertices are
different as a function of ηs and ηb. We can try to rationalize this by noticing that
there are different symmetry operations associated with ideal 6 and 8-fold vertices.
The former corresponds to 3-fold rotation axes while in the latter case corresponds to
2-fold rotation axes as seen in Figure 2.14. It appears as if higher symmetry vertices
are more prone to develop defective vertices. One way of testing this would require
to study, for example, the defect populations of triangulated TPMS with T > 1.
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The emergent vertices of the refined triangulations should, in general, exhibit, less
symmetries than the original T = 1 vertices and would be a good testing ground for
the relationship between symmetries and defect generation.
2.7 Conclusions
We have presented in this chpater a detailed study of the self-assembly of triply-
periodic minimal surfaces. In the spirit of the work developed in chapter 1, we ap-
proached the problem with an “economical” mindset where we tasked ourselves with
the goal of developing what we called an “inverted” Caspar-Klug construction. Using
the CK construction for icosahedral triangulations as a starting point, we extended
it to negative Gaussian curvature case by taking advantage of the vast symmetries of
TPMS. The result was a construction where we can build highly symmetric triangu-
lations that preserve the symmetries of a smooth TPMS. Moreover, the construction
presented here also admits a classification in terms of a triangulation number T , which
further accentuates the connection with the conventional CK construction. Using the
geometrical information of the resulting triangulations, we introduced a T -dependent
minimal set of interaction, or matching, rules that can be used in order to design
triangular building blocks. As the field of DNA origami evolves, we hope that our
methods can be used as a platform to design interaction matrices in self-assembly
experiments.
We tested our design strategy with Monte Carlo simulations in order to simulate
the self-assembly process of a given set of predefined triangular building blocks. We
considered both the elasticity-dependence of the triangles and the tendency of the
triangles to coalesce to construct a self-assembly phase-diagram that can be used to
define under which conditions the assembled structure behaves as an ideal TPMS.
In this thesis, we focused on the T = 1 TPMS and used the G surface to present
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Figure 2.32: From left to right: phase diagram regions (orange) for the P, G, and D
TPMS with network connectivities compatible with the ideal T = 1 triangulations.
rules, most of our results are extendable to the P and D surfaces. In Figure 2.32 we
show, for example, the regions (orange) where the self-assembled structures result in
structures compatible with the T = 1 TPMS. We see that the “good” self-assembly
regions for the P, G, and D TPMS tend to happen at similar combination of ηs and
ηb which can be seen as a signature of their isometric nature.
The mechanisms for assembly success or failure were addressed as well by for-
mulating the problem in terms of defect generation. We found, in general, that it
is possible to classify the simulated structures by studying the topology of the tri-
angulations and found that there are well defined behaviors when we focus on the
population of defective vertices. This classification allowed us to realize that certain
defects are more likely to appear under certain conditions. We observed that defects,
compatible with the matching rules, can emerge when the rigidity of the triangular
blocks is relaxed. Our results suggested that there is a clear tendency to form pos-
itive defects as the triangular blocks are made floppy. Other defective vertices were
observed but as their coordination number increases they are less likely to be formed.
We tested why some defects are more common than other by studying their en-
ergetics when they are isolated from the rest of the structure. The results, suggest
that it is not possible to determine their frequency of appearance on just energetic
73
grounds and it might be necessary to take into account additional effects, like the
kinetics of growth, in order to have a full picture of defect formation.
Additionally, we refined our defect-detection criterion and used a framework that
permit us to detect defects not only based on the coordination number but by check-
ing whether or not a vertex is compatible with the symmetries introduced with the
ideal triangulated TPMS. This method modified our defect diagrams and showed,
once again, the clear tendency to form positive 4-fold defects of two different kinds.
Furthermore, it has been shown that the smallest |Qrot| defects are over-represented.
This puts on solid grounds the fact that smaller |Qrot| structures are kinetically more
favorable than other structures since they can be created by simple modifications of
ideal vertices as supposed to vertex structures of both high coordination number and
|Qrot|. Moreover, we observed that this language for defection suggests that some
defects are more or less likely to appear based on the symmetries of the number of
symmetries of the ideal vertices of a TPMS. In the context of self-assembly, avoid-
ing the proliferation of frustrated vertices is crucial given that an over-representation
of them can quickly degenerate the fidelity of the self-assembled structure. Under-
standing the key mechanism for defect creation is important in order to work with
T numbers and elastic moduli that suppress their appearance. Although symme-
try is fundamental in order to work with a minimal number of building blocks, it
is necessary to also understand how it can lead to the creation of unwanted local
structures.
This work can be extended along multiple directions. A simple next step consists
of taking several independent MC realizations for a given ηs, ηb point. This should
allow us to smoothen our data and examine in more detail many of the trends observed
in this chapter. A natural direction should consider T > 1 and explore effects like
the chirality of some triangulations. As we consider larger T numbers we can study
how the symmetries of certain vertices can favor or preclude the formation of certain
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defects. We observed an indication of this with the T = 1 G TPMS. More ideal vertex




In the classical theory of conformal maps, the orientation and angle between inter-
secting lines are preserved under the map. However, the magnitude of the distances
between two arbitrary points are not preserved and are inevitably distorted. In our
system, distances are changed as a geometrical requirement due to the difference in
Gaussian curvature between the flat and curved surfaces. Regardless of the situa-
tion we consider, we can quantify the distortion by knowing how the conformal map
changes over the domain of definition of the surface. One common definition for







where the function u(x) is given in terms of the conformal factor as:
u(x) = ln [Ω(x)] , (A.2)
This Dirichlet energy measures how much a function variates in the domain defined
by S. Note than ωD[u(x)] = 0 when u(x) is constant as it would be in the case of a
simple rescaling or a rigid body motion.
A different way of thinking about the distortion makes use of the oscillations of
the function u(x) in S so that ωu(S) ≡ ωC = supu− inf u [56]. If Ωmax and Ωmin are
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Both definitions of distortion are greater than or equal to zero which turns them into
adequate candidates to have a measure of the local area rescalings.
We can certainly use different notions of area distortion. For example, we can use




d2x σ(x)u(x) [57]. Using this energy de-
scription would require us to find flattenings under the condition that the resulting flat
domain is conformally equivalent to the target surface. Such an approach would be
interesting since it would allow us to realize flattenings when realistic material param-
eters like the Lamé coefficents are considered. Other distortion measures have been
used by other authors. Sharp et al. [58], considered, for example, a weighted version




d2x a(x) [∇u(x)]2 which seeks to
use the weight function a(x) in order to penalize the area distortion non-uniformly.





called Hencky energy, makes use of the local length changes or strain u(x) to quantify
the area distortion. Although the previous energy functionals always yield positive
numbers, and can be thus used as legitimate distortion measures, it is not clear what
are the boundary conditions on the function u(x) that help us find their critical
points. Furthermore, even if the desired flattenings exist there is no reason to believe
that they are unique as we will show is the case with the Chebyshev and standard
Dirichlet measures. Also note that as was shown by Milnor [25], there are some rough
estimates of the distortion introduced by projections (not necessarily conformal) at
least from the spherical case to the plane. One way this can be done is by enclosing
the spherical surface between two semicircles. The angle, α < π, at the intersection of
the two semicircles can be used to estimate the distortion ω ≥ ωc as ω = log sec(α/2).
Nevertheless, this angle is not a useful estimate of the distortion of cut domains since
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it is not sensitive to the boundary changes introduced by the cuts which are expected
to greatly reduce the flattening distortion
In the following, we will show that ωD and ωC can be unambiguously minimized by
constructing conformal flattening that isometrically map the boundary of the target
surface to the plane, e.g, flattenigns that preserve the perimeter of the target surface
when we project it onto the Euclidean plane.
A.1 Minimum distortion Dirichlet energy
This section closely follows the derivation originally presented by Springborn et
al. [22]. First, consider all possible conformally equivalent flat metrics such that if
we go from the domain with metric g̃ and Kg̃ = 0 to a domain g̃
′, then we also have
Kg̃′ = 0. In this case we relate the two metrics as g̃
′ = eδug̃ and the conformal factor
δu(x) satisfies:
∇2δu(x) = ∇ · ∇δu(x) = 0. (A.4)
we can further relate the metrics g and g̃′ as g̃′e−δu = eug or:
g̃′ = eu+δug, (A.5)
which is what we expect given the composition property of conformal maps. The
variation of the Dirichlet energy under the space of conformally equivalent metrics






d2x∇u(x) · ∇δu(x). (A.6)
When we integrate the RHS of this equation by parts, we find:
∫
S
d2x∇u(x) · ∇δu(x) =
∫
∂S












ds u(s)[∇δu(s) · n̂(s)]. (A.8)
Integrating on both sides of Equation A.4, we obtain:
∫
S
d2x∇ · ∇δu(x) =
∫
∂S
ds∇δu(s) · n̂(s) = 0, (A.9)







ds∇δu(s) · n̂(s). (A.10)




meaning that u(x) is a critical point of the Dirichlet energy as long as it is a constant
along the boundary of the domain defined by S. Additionally, we can also show that
u(x) cannot be a critical point unless it is a constant at ∂S. In oder to see this, we
can follow a somewhat heuristic approach. Consider two points p1, p2 ∈ ∂S such
that u(x) satisfies u(p1) > u(p2). Provided that u(x) is a continuous function, there
are two neighborhoods ∂S1, ∂S2 at the boundary where u(q1) > u(q2) for all points
q1 ∈ ∂S1 and q2 ∈ ∂S2. We can now design a function h(s) satisfying:
∫
∂S
ds h(s) = 0, (A.12)
which is positive in the domain ∂S1, negative in ∂S2 and zero in the rest of the




























Given the continuity arguments we mentioned before, the contributions of u(s) are
always larger in ∂S1. As a consequence, it is not possible to satisfy the previous equa-
tion since the ∂S1 contribution to the integral will be larger than the ∂S2 contribution
of it. This unbalance implies that u(x) it is not a critical point of the Dirichlet energy
functional when it is not constant along its domain of definition. This completes the
proof and shows that the constant conformal factor requirement is a necessity to find
conformal maps minimizing the area distortion given by The Dirichlet energy. Ad-
ditionally, notice that during the proof, there was not any reference to the constant
sign of the Gaussian curvature. This is a fundamental difference with Chebyshev’s
Principle, which requires that the sign of the Gaussian curvature is fixed for the target
surface as we will see in the next section.
A.2 Chebyshev’s principle
Originally conjectured by Chebyshev and proven by Gravé [23, 24, 25, 56], we
begin the analysis by introducing the Liouville equation for the conformal factor Ω,
given by:
∇2 ln Ω(x) = −2K(x)Ω(x), (A.16)







Since Ω(x) is an always positive quantity it follows that σ(x) > 0 as well and we
conclude that ∇2 lnσ(x) will always have the same sign as K(x). This simple ob-
servation has important ramifications. For surfaces with K(x) > 0 (K(x) < 0), we
find that lnσ must be a subharmonic (superharmonic) function. These class of func-
tions are such that they satisfy a maximum (minimum) principle, i.e., their maximum
(minimum) takes place at the boundary of the domain of definition of the function
while the minimum (maximum) is obtained in the inside.
We now define the quantity g(x) = ln σ(x) and will use its oscillations as a way of
measuring the distortion of a conformal map. We find the oscillations by calculating
the difference between the supremum and the infimum of g(x). Thus:
δ(g) = sup g − inf g. (A.18)
Now we proceed to prove Chebyshev’s principle which tell us that if g0 is such
that g0 = 0 at the boundary, then δ(g0) ≤ δ(g) for all g, where equality holds if and
only if g = g0 + c, where c is a constant ∈ R. We basically need to solve a Dirichlet
problem where ∇2g0 = ∇2 lnσ with a boundary condition g0 = 0.
By the maximum (minimum) principle for subharmonic (superharmonic) functions
it follows that g0 < 0 (g0 > 0) in the interior of the domain of definition of g0.
Denoting by δ(g0) the oscillations of g0 and remembering that sup g0 = 0 (inf g0 = 0)
we arrive at:
δ(g0) =
 − inf g0, forK > 0,sup g0, forK < 0. (A.19)
Now, in order to prove δ(g0) ≤ δ(g) for all g we define g1 = g− c, with c = supb g
(c = infb g), where the subindex b denotes the boundary. Since c is a constant it
follows that g1 will be also a subharmonic (superharmonic) function. Consequently,
sup g1 = supb g1 = supb g − supb g = 0 (infb g1 = 0). As a result we have that as it
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happened with δ(g0), δ(g1) is given by − inf g1 (sup g1). Thus, we need to show that
δ(g1) ≥ δ(g0) or more specifically:
δ(g1) =
 − inf g1 ≥ − inf g0 ⇔ inf g0 ≥ inf g1, forK > 0,sup g1 ≥ sup g0, forK < 0. (A.20)
Since g0 is subharmonic (superharmonic), then we have that −g0 is superharmonic
(subharmonic). We use this fact to construct a harmonic function g1 − g0 (its max-
imum and minimum are located at the boundary). Since supb g1 = supb g0 = 0
(infb g1 = infb g0 = 0), we have that ∀x in the domain of g :
g1(x)− g0(x) ≤ sup
b
(g1 − g0) = 0, forK > 0,
g1(x)− g0(x) ≥ inf
b
(g1 − g0) = 0, forK < 0. (A.21)
As a result we arrive at:
g1(x) ≤ g0(x)⇔ inf g1 ≤ inf g0, forK > 0,
g1(x) ≥ g0(x)⇔ sup g1 ≥ sup g0, forK < 0. (A.22)
Which proves that δ(g1) ≥ δ(g0). Now we concentrate on showing the uniqueness
of the results. Considering δ(g) = δ(g0), we thus have that inf g1 = inf g0 = g0(x0)
(sup g1 = sup g0 = g0(x0)) at the interior point x0 where we reach the minimum
(maximum) value of g0. Focusing now on g1(x0), we know that in general g1(x0) ≥
inf g1 = g0(x0) (g1(x0) ≤ sup g1 = g0(x0)). However, we already know that g1 ≤ g0
(g1 ≥ g0). Then we can summarize the results in the following way:
g1(x0)− g0(x0) ≥ 0, g1(x0)− g0(x0) ≤ 0, forK > 0,
g1(x0)− g0(x0) ≤ 0, g1(x0)− g0(x0) ≥ 0, forK < 0. (A.23)
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In both cases we have that the only possibility that g0(x0) and g1(x0) can satisfy is
given by:
g1(x0)− g0(x0) = g(x0)− c− g0(x0) = 0
g(x0)− g0(x0) = c. (A.24)
However we recall now that c = supb g (c = infb g) and therefore:








(g − g0), forK > 0,








(g − g0), forK < 0, (A.25)
where we used supb g0 = 0 (infb g0 = 0). Noticing that g − g0 is a harmonic funtion
we can make use of the strong maximum principle that tells us that in the case a
harmonic function has a maxima or minima in the interior of its domain, then g− g0
must be a constant.
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APPENDIX B
DIRICHLET ENERGY DISCRETIZATION AND
LAPACE-BELTRAMI OPERATOR
B.1 Basis functions
Our task now consists of discretizing the Dirichlet energy functional in a way
that it can be adapted to a triangulated system. Many of the details presented in
this appendix are based on the work of Desbrun et al. [59]. We begin by recalling
that the different ui are only defined at the vertices of the triangulated domains
we are considering. We must therefore find the gradient of a function defined on a
triangulated domain. To make the discussion simple enough we will assume from the
beginning that the triangulation is confined to live on a well defined plane, say the
plane z = 0. Let us consider first the triangle with vertices located at xi = (1, 0),
xj = (0, 1) and xk = (0, 0). The next step comes from assigning at each of the
vertices a value ui, uj and uk respectively. Now, we can think that we want to define
a function u(x) ≡ u(x, y) over the entire domain of the triangle which is constrained
to have the values ui, uj and uk when it is evaluated at the points xi, xj and xk
respectively. One solution for this problem is given by:
u(x, y) = ui x+ uj y + uk (1− x− y), (B.1)
which as can be seen accomplishes the imposed requirements. If we define the func-
tions Bi(x, y) = x, Bj(x, y) = y and Bk(x, y) = 1 − x − y we can rewrite the u(x, y)
as:
u(x, y) = uiBi(x, y) + uj Bj(x, y) + uk Bk(x, y). (B.2)
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The set of functions we just defined are called the basis functions of the triangle and
satisfy a set of interesting properties. First we see that Bm(xn) = δm,n for m and
n evaluated at i, j or k. We can also see that if we define a linear function that
lives on the straight segment defined by the vertices xi and xj this function would be
given by Gi,j(x, y) = −x + 1. Now let’s say we evaluate Bk(x, y) at some arbitrary
point along the edge lij such that x = (x,Gi,j(x, y)). We immediately see that
Bk(x,Gi,j(x, y)) = 1− x− (−x+ 1) = 0. The same reasoning behavior happens with
the other basis functions when we evaluate at them along points from the opposite
edges. Finally we have the following two additional properties:
Bi(x, y) +Bj(x, y) +Bk(x, y) = 1, ∇Bi(x, y) +∇Bj(x, y) +∇Bk(x, y) = 0. (B.3)
The previous results can be generalized for an arbitrary triangle. The only difficulty
comes from finding the basis functions in the general case. Such a task is simplified
when we make use the properties we learned from the simple case we studied before.
In this case the positions corresponding to the points xi, xj and xk are arbitrary
and we further assume that the triangles are not degenerate. Considering again the
segment lij we know that the function Bk(x, y) = 0 along it. Furthermore we can
write the slope of this segment by using the points xi and xj as well as xi and some







which can be expressed as:
(yj − yi)(xi − x) = (y − yi)(xi − xj). (B.5)
This suggests to define the function:
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gi,j(x) = (yj − yi)(xi − x)− (y − yi)(xi − xj). (B.6)
It is clear that for points along the segment lij the function gi,j(x) = 0 which is
one of the properties the basis function must satisfy. If we now define Gi,j(x) =
gi,j(x)/gi,j(xk) we observe that it satisfies the additional property Gi,j(xk) = 1 and
therefore is the basis function we are looking for. This means that Bk(x) = Gi,j(x).
It can also be shown that the area of triangle, AT , is related to the quantity gi,j(xk)
as AT = |gi,j(xk)|/2. If the points xi, xj and xk are ordered in the counterclockwise
direction the quantity gi,j(xk) is positive and we can drop the absolute value bars.





Similar expressions can be found for the other basis functions.
B.2 Energy discretization
We are now in position of calculating the gradient of the function u(x) as:
∇u(x) = ui∇Bi(x) + uj∇Bj(x) + uk∇Bk(x) (B.8)










where we can find ∇gj,k(x), ∇gk,i(x) and ∇gi,j(x)as:
∇gj,k(x) = −(yk − yj)x̂ + (xk − xj)ŷ = R̂(π/2) (xk − xj), (B.10)
∇gk,i(x) = −(yi − yk)x̂ + (xi − xk)ŷ = R̂(π/2) (xi − xk), (B.11)
∇gi,j(x) = −(yj − yi)x̂ + (xj − xi)ŷ = R̂(π/2) (xj − xi), (B.12)
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where R̂(π/2) is the rotation matrix corresponding to an angle π/2. Replacing those
results we arrive at
∇u(x) = 1
2AT




R̂(π/2) [(uj − uk)xi + (uk − ui)xj + (ui − uj)xk] . (B.13)
A different way of expressing this result can be obtained by using the basis function
property ∇Bi(x) = −∇Bj(x)−∇Bk(x) in order to find:
∇u(x) = (uj − ui)∇Bj(x) + (uk − ui)∇Bk(x). (B.14)
Replacing the gradients of the basis functions we have:
∇u(x) = (uj − ui)
2AT
R̂(π/2) (xi − xk) +
(uk − ui)
2AT
R̂(π/2) (xj − xi). (B.15)
In the plane z = 0 this result can be made even more explicit by writing out all the
terms so such that:
∇u(x) = (uj − ui)(yk − yi) + (uk − ui)(yi − yj)
2AT
x̂+




These last results show that the gradient of u(x) is constant over the region spanned
by the triangle.
Setting li = (xk − xj), lj = (xi − xk) and lk = (xj − xi) the last results can









We use the law of cosine to express to find:
|li|2 = |lj|2 + |lk|2 − 2(−lj · lk), (B.18)
|lj|2 = |li|2 + |lk|2 − 2(li · −lk), (B.19)
|lk|2 = |li|2 + |lj|2 − 2(−li · lj). (B.20)
The negative signs in the dot products are included to use the previous formulas since
we need the internal angles of the triangle. These terms can be arranged in order to
express the sides in terms of the dot products as:
|li|2 = −(li · lj)− (li · lk), (B.21)
|lj|2 = −(li · lj)− (lj · lk), (B.22)
|lk|2 = −(li · lk)− (lj · lk). (B.23)
Upon replacing these terms we find:
|∇u(x)|2 = − 1
4A2T
[
u2i (li · lj) + u2i (li · lk) + u2j(li · lj) + u2j(lj · lk)





(u2i − 2uiuj + u2j)(li · lj) + (u2k − 2ukui + u2i )(li · lk) + (u2j − 2ujuk + u2k)(lj · lk)
]
,
so we can finally arrive at:
|∇u(x)|2 = − 1
4A2T
[




Now we manipulate this expression even more by first writing the dot products in
terms of the internal angles of the triangles as:
88
(−lj · lk) = |lj||lk| cosαi (B.25)
(lk · −li) = |lk||li| cosαj, (B.26)
(−li · lj) = |li||lj| cosαk. (B.27)
Additionally, the sides of the triangle satisfy the relations 2AT = |lj||lk| sinαi =
|lk||li| sinαj = |li||lj| sinαk. The previous relations imply that:
(lj · lk) = −2AT
cosαi
sinαi
= −2AT cotαi, (B.28)
(lk · li) = −2AT
cosαj
sinαj
= −2AT cotαj, (B.29)
(li · lj) = −2AT
cosαk
sinαk
= −2AT cotαk. (B.30)




cotαi(uj − uk)2 + cotαj(uk − ui)2 + cotαk(ui − uj)2
]
. (B.31)
Furthermore, if we now use this result to the whole triangulated domain in the plane







where NF is the number of faces in the triangulated domain and uσ(x) is a linearized
function in the triangle Tσ such that uσ(x) = uσi Bσi(x) + uσj Bσj(x) + uσk Bσk(x).







cotασi(uσj − uσk)2 + cotασj(uσk − uσi)2 + cotασk(uσi − uσj)2
]
. (B.33)
This expression can be expressed in terms of a sum over the edges of the triangulation
by noticing first that there are two kind of edges: interior and boundary edges. Interior
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edges share two triangular faces while boundary edges only belong to one face. An
interior edge lij have two opposite angles αij and βij whereas if it is a boundary edge
its only opposite angle is αij. This identification allows us two write the Dirichlet






wij(ui − uj)2, (B.34)
where wij = (cotαij + cot βij) /2 for interior vertices and wij = cotαij/2 for bound-
ary vertices. One simple observation allows us to see that when minimize the area
distortion by setting u(x) to be a constant at the boundary, the contributions of all
the boundary edges to the sum vanish.
We can derive these same results in a different way by recalling that the gradient
inside a single triangle is a constant. Therefore, we can express the Dirichlet energy

















ds u(s)[∇u(s) · n̂(s)]. (B.36)


























ds (ujBj(s) + ukBk(s)) =
∫ 1
0
dt [ujBj(r(t)) + ukBk(r(t))]|r′(t)|,
(B.38)
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with r(t) = (1− t)xj + txk = xj + t(xk − xj). Since |r′(t)| = |li| we can write:
∫
li
ds u(s) = |li|
∫ 1
0
dt [ujBj(r(t)) + ukBk(r(t))], (B.39)








dt [ujgk,i(r(t)) + ukgi,j(r(t))]. (B.40)
Now, we have that:
gi,j(r(t)) = (yj − yi)(xi − xj − t(xk − xj))− (yj − yi + t(yk − yj))(xi − xj)
= (yj − yi)(xi − xj)− t(yj − yi)(xk − xj)− (yj − yi)(xi − xj)− t(yk − yj)(xi − xj)
= t[(yk − yj)(xj − xi)− (yj − yi)(xk − xj)]
= t[xi(yj − yk) + xj(yk − yi) + xk(yi − yj)] (B.41)
Since the points are ordered in the counterclockwise direction we can just use a well
common result for the calculation of polygon areas called the shoelace formula [60].
We find that the sum of the terms inside the square bracket is equals to 2AT . Thus:
gi,j(r(t)) = 2tAT . (B.42)
The same procedure can be repeated for similar terms to show that we always obtain












(uj + uk). (B.43)
Now, we can evaluate the term (∇u · n̂i) by noticing first that the outward-pointing






Then we can write:
∇u · n̂i =
1
2AT




which is equivalent to write:
∇u · n̂i =
1
2AT












ui|li|2 + uj(lj · li) + uk(lk · li)
]
. (B.46)
Recalling that |li|2 = −(li · lj)− (li · lk) we obtain:
∇u · n̂i = −
1
2AT |li|
[−ui(li · lj)− ui(lk · li) + uj(li · lj) + uk(lk · li)]
= − 1
2AT |li|




2AT [(uj − ui) cotαk + (uk − ui) cotαj] . (B.47)
Hence, we obtain:
∇u · n̂i =
1
|li|










[(uj − ui) cotαk − (ui − uk) cotαj] (uj + uk). (B.49)



















cotαi(uk − uj)2 + cotαj(ui − uk)2 + cotαk(uj − ui)2
]
, (B.50)
which is just the same result we obtained before for a single triangular face.
B.3 Disrete Laplace-Beltrami operator
We begin this section by finding the directional derivatives along the sides of a
triangle. In order to do that we can dot ∇u(x) with a unit vector along the triangle





[−uj(yi − yk)(xk − xj) + uj(xi − xk)(yk − yj)




[xkyi(uk − uj) + xjyk(uk − uj) + xiyj(uk − uj)+








[xi(yj − yk) + xj(yk − yi) + xk(yi − yj)] (uk − uj).(B.51)



















which is the kind of result we would expect to find by simply taking the difference
between two points divided by the distance separating them.
From the previous information we can construct an important quantity called the
Laplace-Beltrami operator. This operator plays a fundamental role in the method for
computation of discrete conformal maps widely used in this thesis. In order to find
a discretization we start by considering the integrated Laplacian of u(x) over some





ds∇u(s) · n̂(s). (B.54)
Supposing the region S is centered at some vertex i we can specialize the domain S to
be some cell around i we find convenient (barycentric cell, Voronoi cell, etc). Taking
the barycentric approach for example, we know that the cell would be one where
the middle points between i and its neighbors are intersected by the cell. Moreover,
the area of this cell is just one third of the sum of the areas of all the triangles
that meet at vertex i. We can also recall that inside each triangle, the gradients are
constant and therefore we only to integrate over the vector normal to the contour of
integration. Hence we can brake the previous integral as a sum over the contributions
of the different triangles that meet at vertex i. We can focus on the triangle T we
consider before and write:
∫
∂S∩T




Given that we are only integrating over the normal vector, the integral will not change
if we modify the path of integration as long as the end points remain fixed. Hence, we
can just take a straight path connecting the middle points of the two line segments
connected to the vertex i. In this case, the normal vector is also constant and actually









where we used the fact that the modified path is |li|/2. Since we already computed
the value of ∇u · n̂i we can replace in order to arrive at:
∫
∂S∩T
ds∇u(s) · n̂(s) = 1
2
[(uj − ui) cotαk + (uk − ui) cotαj] . (B.57)
If we add the contributions from all the faces meeting at vertex and i we can write







wij(uj − ui). (B.58)







wij(uj − ui), (B.59)




CIRCLE PACKING METHOD FOR THE COMPUTATION
OF DISCRETE CONFORMAL MAPS
In the previous appendices we introduced the concept of area distortion and dis-
cussed some of the relevant discrete differential geometry formalism necessary for the
computation of discrete conformal maps from a surface to the Euclidean plane. In
this Appendix we apply the previous concepts to the computation of discrete con-
formal maps via the Circle Packing method which has been shown to be a popular
method for computing discrete conformal maps. We will begin by discussing the rel-
evant notations of the circle packing literature we need for map computations. A
beautiful and detailed discussion of the mathematics of circle packings can be found
in the book by Stephenson [61]. Once the circle packing basics are in place we will
discuss an application of the method to the computation of discrete conformal maps
from the surface of a sphere to the Euclidean plane.
C.1 Circle packing
In order to define the concept of circle packing we must first attach to the vertices
of the complex an extra set of elements associated with the circle information. This
set will be later identified as the radii of the vertex set. In general, this set can
contain any kind of arbitrary labels we wish to provide our vertices with. However,
to introduce a circle packing, P we need to restrict the set of vertex labels to a
combination of positive real values that satisfy the following conditions: (i) for any
given vertex vi, there is a circle of radius ri associated to it. (ii) Given two neighbor
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vertices vi and vj, the circles ci and cj are externally tangent along the edge 〈vi, vj〉.
(iii) For a face of counterclockwise ordered vertices 〈vi, vj, vk〉, the triple of circles ci,
cj and ck form a mutually tangent triple of circles with a counterclockwise orientation.
A circle packing will be termed globally univalent if the circle interiors do not overlap
among them.
C.2 Angle sum
Provided we are in position of calculating the radii of a prescribed pattern of
tangencies we can determine the validity of the packing by the following proce-
dure: suppose we have and interior vertex vi with petals given by the ordered set{
vi1 , vi2 , . . . vin , vin+1
}
with vin+1 = vi1 . For each face formed by the triple 〈vi, vij , vij+1〉.
The radii labels associated to this triple are respectively given by ri, rj and rj+1. We
can then calculate the angle, αi,j, that meets at the vertex vi through the law of




2 + (ri + rj+1)
2 − (rj + rj+1)2
2(ri + rj)(ri + rj+1)
]
, (C.1)













i (1− r∗j )(1− r∗j+1)
(1− r∗i r∗j )(1− r∗i r∗j+1)
]
. (C.3)






When we have a set of radii compatible with the circle packing definition, for each
interior vertex the angle sum must be equals to 2πm with m ∈ Z+. For the case of
globally univalent circle packings we seek m = 1 for all the interior vertices.
C.3 Uniform neighbor model
Provided we use the law of cosines to calculate the angle sum at some internal
vertex, we must introduce some mechanism that allows us to variate the radii provided
we have not reached the desired tolerance for the different angle sums. For some vertex
vi we can imagine that θc is the current angle sum and θt is the target angle sum.
When we don’t have a packing condition these two angle sums are not necessarily
the same. In the particular case where θc = θt we don’t need to modify the radius ri
corresponding to vi. However, when the angle sum is either larger or smaller than the
target value we are required to change the label ri in a way such that the angle sum
decreases or increases depending on the current value of ri. One way of achieving this
goal comes from an approximation where one assumes a model where all the neighbor
vertices of a given vertex have equal radii [62]. We will now introduce some formulas
that consider this model in both Euclidean and hyperbolic coordinates. Being k the













Now, choosing r as the radius of all the neighbors of vi in such a way that the angle




2 + (ri + r)
2 − (r + r)2
2(ri + r)(ri + r)
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, (C.6)




















we can rewrite αi,j as:































Now, we take a different but similar approach in which we want to find the radius r′i
such that the angle sum is equals to θt when we assume the neighbors have all radii

















which will serve as the new radius for vertex vi. Doing the same for the hyperbolic
























When we repeat the same procedure to find the r∗′i that produces the angle sum θt















The only valid solution is found to be:
r∗′i =
[√








4δ2r∗ + (1− r∗)2 + 1− r∗
]2
. (C.22)
If we want to use this model for boundary vertices with a desired angle sum, the only
change we have to introduce is k → k − 1 since the petals don’t fully close.
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Figure C.1: Two circle packings sharing the same combinatorial complex K define a
discrete analytic function between their vertices.
C.4 Discrete analytic function
Given two circle packings P1 and P2 sharing a common complex K, there is a
discrete analytic function f : P1 → P2 which preserves the tangency patterns of
neighboring circles as well as the orientation of each triple of circles such that if vi
is some vertex of K with associated circle ci in the packing P1, then Ci = f(ci) is
the corresponding circle for the same vertex in the circle packing P2. This type of
function is the discrete analogue of a conformal map between two domains.
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APPENDIX D
DISCRETE CONFORMAL MAPS TO THE SPHERE
We will use this Appendix to illustrate the different ways of combining the circle
packing method with either the Dirichlet energy or Chebyshev’s principle to obtain
discrete analytic functions mapping certain region confined in a two dimensional
Euclidean plane to a target region on the surface of a unit sphere. This region on the
sphere will be fixed and specialized to be a spherical cap. In the following, we give
a brief discussion of stereographic projection and reveal its conformal map nature.
This analytic mapping from the sphere to the plane will serve as a benchmark to later
compare the results obtained through the theory of circle packings.
D.1 Stereographic projection
We can define a coordinate system representing the surface of a sphere of radius R
with stereographic projection (SP). By means of this analytical map we can identify
each point on the sphere with a point on the Euclidean plane. If we draw straight
lines connecting the north pole of the sphere with arbitrary points on the equatorial
plane we always go necessarily though a unique point on the spherical surface. We
can additionally assign the north pole to some ideal point located at infinity. This
construction is also called the extended complex plane since it adds the notion of
infinity to the ordinary complex plane. Explicitly, the surface of a sphere, X(x, y),
can be described as:
X(x, y) =
2x
1 + (x2 + y2)/R2
x̂ +
2y
1 + (x2 + y2)/R2
ŷ +R
(x2 + y2)/R2 − 1
1 + (x2 + y2)/R2
ẑ, (D.1)
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Figure D.1: Graphical representation of the stereographic projection which maps
points on the surface of a sphere to points on the Euclidean plane.











The tangent vectors are respectively:
∂rX(r, θ) = −
2 (1− r2/R2) cos θ
(1 + r2/R2)2














The non-zero metric components are equal to:
∂rX · ∂rX =
4
(1 + r2/R2)2














Also, since ds2 = gijdu
iduj = grrdr
2 + gθθdθ












(dr2 + r2dθ2). (D.6)
From this result we can verify that there is a θ independent swelling or conformal







such that ds2 = Ω(r)(dr2 + r2dθ2). This result indicates that the spherical surface
and the Euclidean plane are conformally equivalent.
D.2 Spherical cap
Provided that the target region will be always fixed regardless of the planar pro-
jection, it is worth to go through the steps of generating it. We first notice that since
we are interested on a spherical cap we should start with a disk as the initial planar
projection given that this respects the axial symmetry of the spherical region we are
interested in. We can tune the radius of the disk depending on which fraction of the
sphere’s surface we wish to cover. Notice that it is not possible to cover the entire
spherical surface since that would require an infinite radius disk.
Having chosen the planar region we then discretize it with a hexagonal lattice.
This discretization is particularly useful since finding a circle packing is immediate
since the degree of each interior vertex is always six. A circle packing is then found
by just setting all the radii to the same value. Once the previous step has been done
it is possible to sterographically project the circle centers onto the surface of the
sphere. This process allows us to generate not only a circle packing on the target
surface but also discrete analytic function between a region on the plane and the
sphere. Recalling that Ω(r) = 4/(1 + r2/R2)2 for SP, we can understand why the
circle sizes shrink as we move away from the north pole of the sphere. Since we are
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dealing with a discretized system it is necessary to define a discretized version of the
swelling factor. Provided that Ω(r) = ds2/(dr2 + r2dθ2) we can observe that we can
obtain information related to the stretching or shrinking of corresponding circles by
simply finding the ratio of squared radii between the two relevant surfaces. Assuming
that rie and ris are respectively the radii of vertex i in the Euclidean and spherical







Having a circle packing representation on a spherical surface allows us to find
several circle packings for the the same complex on the Euclidean plane. At this
point we can make use of either the Dirichlet Energy of the Chebyshev’s principle
to find the less distorted configuration circle packing on the plane for the current
complex. Since Chebyshev’s principle is only valid for surface with fixed Gaussian
curvature sign, it is an ideal platform for the calculating of optimal conformal maps.
In order to use Chebyshev’s principle we impose the requirement that Ωi = 1 for
every index i corresponding to a boundary vertex. Doing this determines the radii of
all the boundary vertices as:
rie = ris . (D.9)
After specifying the boundary radii it is possible to compute the radii of all the
interior vertices. Given that the differences in the boundary radii of the spherical
cap are almost unnoticeable the resulting circle packing on the plane is one where
all the circles share a common radius. This result clearly indicates to us that the
circle packing found by prescribing the Chebyshev condition is, up to scaling, the
same hexagonal packing we started before projecting onto the sphere. An additional
observation tells us that for this particular geometry stereographic projection mini-
mizes the area distortion and is therefore the actual Chebyshev projection. This goes
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Figure D.2: A hexagonal triangulation can be used to triangulate a disk on the plane.
The planar triangulation can be stereographically projected onto the sphere to define
a discrete mapping between corresponding vertices so we can have two circle packings
for the same abstract triangulation.
in agreement to the expectations since stereographic projection respects the axial
symmetry of the disk.
D.3 Radial cutting of a sphere
Once we have obtained a circle packing given a fixed boundary that is the best
we can do in terms of finding a planar projection that minimizes the area distortion
with respect to the original domain on the surface of the sphere. Assuming we are
constrained to certain range of acceptable area distortion it might be necessary to
modify the boundary of contact network in order to increase the number of boundary
circles such that we can gradually decrease the area distortion until we finally reach
the desired distortion. We will work under the restriction where the only allowed
boundary changes are those that leave the topology of the surface intact. In practical




Figure D.3: A schematic of what a slit separating one triangular face from another.
A longer cut is built from a sequence of slits.
A simple way of varying the triangulation while remaining simply connected con-
sists of generating independent radial cuts that cannot interact with each other. We
build up cuts to the surface by sequentially separating pairs of adjacent faces so that
they are no longer constrained to share edges, which we call slits for clarity (Fig.
D.3). Thus, each cut is a concatenation of individual slits connected to the original
boundary of the domain. In this section we explore the changes in area distortion as
we variate not only the number of radial cuts but also the length of the boundary. In
order to quantify the length changes we define a reference projection which is just the
original disk without any cuts and we call P0 its perimeter length. Now, assuming
we have changed the boundary of the domain by introducing radial cuts or any other
cutting procedure, we can define the new perimeter length as P . With the knowledge
of these two quantities we obtain the change in length with respect to the original
projection as ∆P = P − P0. Recalling the discussion of Chebyshev’s principle, we
quantify the distortion of each circle through the quantity δ(gi) = gi − inf g.
Simple visual inspection of the circle colors in Figure D.4 suggests that the dis-
tortion throughout the system becomes more uniform as we increase the number of









Figure D.4: Circle packings for 0, 3 and 6 radial cuts respectively. The different circles
are color-coded according to their associated area distortion δ(g). We normalized the



































































































































































































































































































































































































































































































































































































Figure D.5: Area Distortion δ(g) as a function of the perimeter difference for radial
cuts ranging from 1 to 12 and fixed system size.
circles we decrease the degrees of freedom of the system by constraining the equal-
ity of more circle radii. In figure D.5 we present the area distortion changes as we







































































































































































































































Figure D.6: Area Distortion δ(g) as a function of the perimeter difference for 6 radial
cuts and different system sizes.
the number of radial cuts it is possible to reach smaller area distortion which in turn
means having more uniform circle packings. This first result confirms the intuition
obtained through the previous color-coded circle packings. We can also extract new
information related to the interplay between length and number of cuts. We see that
in the case we are considering where the length of the cuts are upper bounded by a
radial length it turns out that one long cut has a greater effect on the area distortion
than multiple radial cuts of smaller length whose total sum is comparable to the long
single cut, namely if L1 = R1 is the total length of a single radial cut and Rn is the
length of a radial cut in the case where we have n different ones such that Ln = nRn,
then in the case where Ln ≈ L1 we expect that δ(g(L1)) > δ(g(Ln)).
Another interesting feature comes from the observation that as we increase the
number of radial cuts the differences among the different area distortion curves be-
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come smaller. On one hand this is expected since the difference of curvature between
the planar and spherical surfaces implies that it is not possible to reach a planar
projection such that δ(g) = 0. On the other hand this means that once we have
reached a big enough amount of cuts it is unnecessary to increase the number of cuts
since the further decrease of the area distortion might be unnoticeable. Finally, we
see an additional relevant feature for the area distortion curves when n > 1. We can
appreciate that as we increase the length of the radial cuts we reach a regime where
the area distortion acquires a value that seems almost constant regardless of further
increments on the length of the cuts. We notice this on the plateau-shaped regions of
the different curves. Beyond this almost constant-distortion regimes all we can do in
order to have relevant changes on the distortion is to add more cuts. However as we
mentioned before once we have added enough radial cuts the new accessible values of
distortion will vary little compared to the early stages of the cutting scheme.
Finally, in Figure D.6 we observe that as we increase the resolution of the pack-
ings by increasing the number of vertices in the disk triangulation, the various area
distortion points tend to collapse on a well defined curve not only for the shown case
of 6 radial cuts but also for an arbitrary number of cuts. This feature confirms that
with increasing resolution, the circle packing method or some other discrete conformal
maps method should converge to a continuum limit.
110
APPENDIX E
CONFORMAL PROJECTION OF THE GAUSSIAN BUMP
The shape of the Gaussian bump is R(r, θ) = rr̂(θ) + z0e
−r2/(2R2)ẑ, where r̂(θ)
and ẑ are the unit vectors associated respectively with the (r, z) coordinates of the





dr2 + r2dθ2. (E.1)
We are aiming to rewrite this in terms of a new metric ds2 = Ω(ρ)[dρ2 + ρ2dθ2]. To
do that, we have to apply a change of variables between the (r, θ) and (ρ, θ) planes.






f ′(ρ)2dρ2 + f 2(ρ)dθ2. (E.2)
Comparison to the target metric shows that f(ρ) =
√
Ω(ρ)ρ (from the dθ term). The







































Now, we can put this in a slightly more convenient form using:
d
dρ

























Finally, we need to choose the appropriate sign on the right-hand side (the positive
sign here) and substitute in z′(r) = z0r/R
2e−r


















which is equation 1.12.
112
APPENDIX F
NUMERICAL DETAILS AND CUTTING PSEUDOCODE
In this Appendix we describe some of the details as well as the pseudocode of the
algorithm we used to add cuts on surfaces. The algorithm is designed to split edges
connecting one boundary and one interior vertex. The choice of initial boundary
vertices can be either user-defined or seeded by any desired method. At each step
in the algorithm, we create a slit with one vertex on the boundary of the domain on
the edge that reduces either ωC or ωD the most. In generally minimize ωC since we
expect equivalent results to the Dirichlet measure ωD for surfaces with fixed Gaussian
curvature sign. We only minimize with respect to ωD when we relax the fixed sign
constraint. Because this is a greedy algorithm, once a cut is formed, further slits
tend to extend the length of a cut. However, if we seed the edges with one or more
initial slits, all of the subsequent cuts appear to grow uniformly fast. During the work
developed on this thesis we seeded the cuts by taking advantage of the symmetry of
the uncut surface. We found that, at least for the considered cases, doing this had the
advantage of requiring less cutting steps as compared to the case where the cuts were
seeded randomly. For example, in the cases where we had azimuthal symmetry, it was
observed that the optimal results were obtained by seeding N independent cuts with
constant angle spacing. There is not an a priori estimate of how many different cuts
will be needed. The number of cuts, N , can be tuned to reach the target distortion
with the minimum amount of cutting.
There could be different optimal cutting techniques producing similar or better
results. For example, Sharp et al.[58] considered a non-greedy variational approach
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that decreases the area distortion while penalizing the cutting length. In this case,
however, the authors focus on finding the cuts on the smooth formulation rather than
along the edges of some precomputed discretization. Additionally the main focus
of their exposition is to partition a given surface into two or more subregions. Our
algorithm can be seen as the special case where disconnected regions of low distortion
are forbidden since in those cases the resulting discrete conformal parameterizations
cannot be realized by swelling experiments.
Given that the numerical methods we use are only valid for simply-connected
cases, the cuts can never separate the triangulations into disconnected pieces. The
algorithm exits when it either reaches the desired distortion or runs out valid interior
vertices to extend the cuts. In order to solve the non-linear system of equation
1.4 we use a modified version of the Powell dogleg algorithm suitable for sparse
systems of equations [63]. This method requires a linear system of equations solver.
We use the PARDISO library which is also suitable for sparse systems [64]. To
estimate the error introduced by our discrete flattenings, we used the unitless convex
energy reported by Springborn et al.[22] given that the process of minimizing the
convex energy is equivalent to solving the non-linear system 1.4. In our case, we
computed the magnitude of the gradient of this energy and obtained values in the
range 10−14−10−12. Finally, the pseudocode of our greedy algorithm is the following:
114
Algorithm 1: Discrete Conformal Flattening with a Desired Distortion
Input: Surface triangulation T = (V,E, F ), a conformal flattening (a discrete
conformal mapping of T on R2), distortion given by ωcurrentC , a target
distortion given by either ωtargetC (ω
target
D or any other measures can be
used instead), a set containing N (number of independent cuts) subsets
Vseed = {{vseed}}. Each subset initially only contains a single vertex
which act as independent cutting seeds.
Output: A discrete conformal flattening with ωC ≤ ωtargetC .
while ωcurrentC ≥ ωtargetC do
1. Define the empty set Voptimal = {}.
2. forall subset {vseed}k in Vseed do
1. forall Vertex vi in {vseed}k do
1. Find the set of internal vertices Vint connected to the boundary
vertex vi;
2. if Vint is empty then go to 6;
3. forall vertices vj in Vint do
1. Cut along the internal edge [vi, vj];
2. Compute a discrete conformal flattening consistent with the
modified boundary;
3. Compute the distortion ωmodifiedC of the modified triangulation;
4. if ωmodifiedC < ω
current
C then
1. ωcurrentC = ω
modified
C ;
2. Define voptimal = vj and eoptimal = [vi, vj] as the optimal
vertex and edge respectively;
5. Undo the cut along the edge [vi, vj];
4. Cut along eoptimal and make it a permanent cut.
5. Add the boundary vertex voptimal to the sets {vseed}k and Voptimal.
6. continue
3. if Voptimal is empty then exit;
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APPENDIX G
EULER CHARACTERISTIC IN TERMS OF
TOPOLOGICAL CHARGES
We present in this section a derivation of the formula relating the Euler Char-
acteristic of a triangulation with its coordination numbers which uses some of the
conventions presented in [52]. We start with the conventional Euler formula relating
the number of vertices, edges, and faces with the Euler characteristic χ (T ). First, the





[Vin(n) + Vb(n)] , (G.1)
where Vin(n) and Vb(n) are the number of internal and boundary vertices with coor-
dination number n. Our task will consist of finding a way of expressing the number
of edges, E, and faces, F in terms of Vin(n) and Vb(n). We can calculate the number
of edges by using the coordination number, n, of each vertex and multiply it by the
number of repetitions either through Vin(n) and Vb(n). Since each edge is shared by





[nVin(n) + nVb(n)] /2. (G.2)
The number of faces can be found with a similar reasoning. Given that each triangular
face is surrounded by 3 edges while each internal edge is shared by 2 faces we can see
that, at least, for closed triangulations the number of faces and edges should satisfy
3F = 2E. When we consider a surface with boundary the number of boundary edges
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is the same as the number of boundary vertices. In this case we add the correction
−∑n Vb(n) in order to account for boundary terms. We can express this as:








[nVin(n) + (n− 1)Vb(n)] /3. (G.4)
When we plug Equations G.1, G.2, and G.4 into V − F + F = χ (T ) we then arrive
at: ∑
n
[(6− n)Vin(n) + (4− n)Vb(n)] = 6χ (T ) , (G.5)
which is just a different way of writing Equation 2.7.
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