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Abstract 
In combination with the repeatability of the traffic flow state patterns, this article improved the k-
nearest neighbor non-parametric regression method. To be specific, the neighbors were screened twice 
and the function based on state pattern recognition was introduced; moreover, the traffic flows in the past 
time and the traffic flows towards the related directions at both upstream and downstream crossroads were 
taken into account, so that the predictive ability of the proposed k-nearest neighbor non-parametric 
regression method can be improved. In addition, the final prediction results were output using the weighted 
average method of the reciprocal of the state pattern vector matching distance, so as to enhance the 
accuracy and real-time performance of the short-term traffic flow prediction. 
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1. Introduction 
With the acceleration of urbanization and mechanization, the increasing car ownership, 
especially the rapid development of private cars, has led the ever-growing traffic flows and the 
worsening contradiction between urban traffic demand and supply. Therefore, the adoption of 
reasonable traffic demand control and road traffic control measures is the key to solving the 
urban transport problems, in which the accurate estimation of road traffic flows is the bottleneck 
in reasonable guidance, controlling and management the transportation. The prediction of traffic 
flow refers to the prediction of the traffic flow at the moment of (t+ t) based on the existing 
historical traffic flow data at the moment of t, with the prediction time generally smaller than 15 
minutes. Only with the high-accuracy real-time traffic flow information, can the optimal driven 
routes be provided for the travelers with the use of modern information technology and therefore 
the goals of smooth network and high-efficient operation be achieved. 
The domestic and foreign researchers have conducted many studies regarding the real-
time traffic flow prediction. In terms of the parameters used in the prediction, the real-time traffic 
flow prediction methods can be classified into the parametric prediction methods and 
nonparametric prediction methods. With regard to the parametric prediction methods [1-4], 
some restrictive assumptions are made on the modeling data; moreover, these data can be 
fitted by the mathematical expressions with a finite number of parameters or the distribution of 
these data is known. Otherwise, the methods can be regarded as the nonparametric prediction 
methods. The parametric prediction methods mainly include moving averaging method, 
exponential smoothing method, time series method, Kalman filtering method and etc., while the 
nonparametric prediction methods include neural network, nonparametric regression method, 
the method based on wavelet decomposition and reconstruction and so on [5-7]. 
Using the parametric methods [8-12], some characteristics of the traffic system such as 
uncertainty, complexity and dynamic nature can be hard to be accurately simulated and 
represented. Nonparametric regression is a nonparametric prediction method applicable to the 
complex and dynamic systems with great certainties, and can be used for predicting the real-
time traffic flow in short time. Currently, the single short-time traffic flow prediction methods all 
require the unique information characteristics and the specific application conditions, leading to 
poor prediction accuracy in dealing with the complex traffic flows. Moreover, in order to select 
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the optimal method, a vast number of calculations should be performed before the prediction, 
which is unfavorable to short-term traffic flow prediction [13-16]. 
 K-nearest neighbor nonparametric regression method now is a widely-applied 
nonparametric regression algorithm and exhibits a series of advantages such as parameter-
free, small error ratios and favorable error distributions. More importantly, the improvements on 
search algorithm and the adjustment rules of parameters can make this method really satisfy 
the requirements in real-time traffic flow prediction. 
 In this article, the K-nearest neighbor nonparametric regression method was improved 
in the following three aspects. One is the adoption of two-layer screening of neighbors, i.e., the 
neighbors were only screened once using the traditional K-nearest neighbor nonparametric 
regression method while the neighbors were screened twice using the improved method, so that 
the prediction accuracy can be enhanced. Furthermore, the function based on state pattern 
recognition was introduced, i.e., the traffic flows in the past time and the traffic flows towards the 
related directions at both upstream and downstream crossroads were taken into account. 
Accordingly, the predictive ability of K-nearest neighbor nonparametric regression method was 
improved. Finally, the prediction results were output using the weighted average method of the 
reciprocal of the state pattern vector matching distance, so as to enhance the accuracy and 
real-time performance of the short-term traffic flow prediction. 
 
 
2. Research Method 
The flow chart of the proposed state-pattern-based short-time traffic flow prediction 
method is shown as figure 1, and the algorithm consists of the following steps: 
(1) Establish the historical standard sample database; 
(2) Construct the time-series-based traffic flow state vector; 
(3) Calculate the difference between two adjacent elements in the state vector; 
(4) Conduct the normalization processing on the differences and construct the traffic 
flow state pattern vector; 
(5) Establish the state pattern matching distance for the evaluation of similarity; 
(6) Evaluate the similarity between the current point and the point in historical database, 
conduct the preliminary screening of the points and select n neighbors; 
(7) Construct the state vectors of the traffic flows at the current section and the traffic 
flows towards the related directions at upstream and downstream crossroads; 
(8) Construct the weighted Euclidean matching distance; 
(9) Select k neighbors; 
(10) Output the prediction results using the neighbor non-parametric regression method 
based on the weighted average method of the reciprocal of the state pattern vector matching 
distance. 
 
2.1. Establishment of Historical Standard Sample Database 
Historical database is also referred to as the source case database. The quality of the 
prediction results mainly relies on the completeness of the historical database. As the traffic 
information acquisition technology advances, the information acquisition range expands and the 
information acquisition precision increases, which makes the acquisition of sufficiently high-
quality historical data possible. The historical database should not only include the variation 
tendencies and typical rules of various traffic states, but also consider the fact that the 
redundant data can make the operation of algorithm too time-consuming. More complete data 
include more traffic flow states, so that the nearest neighbor can be found and more accurate 
prediction results can be obtained. However, too much data is also unfavorable for the 
searching of K-nearest neighbors and can cost too long time. As a consequence, the redundant 
data should be simplified. 
Figure 2 displays the procedures of the establishment of historical standard sample 
database. Firstly, pre-processing was conducted on the historical data, the abnormal data were 
identified, the wrong data were rejected and the missing data were mended. Then, the 
redundant data were removed using the matching algorithm based on the Euclidean distance 
between the state vectors, and the historical standard sample database was established. 
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Figure 1. The flow chart of the improved traffic flow prediction method 
 
 
 
 
Figure 2. Flow chart of the establishment of historical standard sample database 
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2.2. Neighbor Nonparametric Regression Method Based on State Pattern Identification 
(1) Preliminary matching and screening 
In this article, the pattern matching and preliminary screening of the points in the 
historical database were conducted using the neighbor nonparametric regression method based 
on traffic flow state pattern vector, and the specific procedures of the algorithm are described 
below. 
Firstly, the traffic flow time series was used as the traffic flow state vector M , and the 
formula can be written as: 
 
  )(,),2(),1()( tqltqltqtM       (1) 
 
in which )(tM  denotes the traffic flow state vector at the moment of t at the current road; 
q(t-l+1), q(t-l+2) and q(t)denote the traffic flows at the moments of (t-l+1), (t-l+2) and t at the 
current road, respectively; and l denotes the dimensions of the state vector. 
Then, the normalization was carried out on the difference between the traffic flows at 
the adjacent time series, which was adopted as the traffic flow state pattern vector dM . The 
formula can be written as: 
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in which )(tMd denotes the traffic flow state pattern vector at the moment of t at the 
current road; )(ir  denotes the normalized difference between the traffic flows at the moments of 
(i+1) and i; ))(max( id and ))(min( id  denote the maximum and minimum of the traffic flow 
differences at any two adjacent moments of (t-l+1), (t-l+2), ..., (t-1) and t, respectively; and )(id
denotes the difference between the traffic flows at the moments of (i+1) and i, respectively 
( 11  tilt ). 
Finally, the similarity between the state pattern at the current point and the state pattern 
at the historical point was calculated using Euclidean distance, and the points in the historical 
database were screened based on the similarity of state pattern. The set of the screened points 
was denoted as A. The specific formula can be written as: 
 
 ))1()1(())2()2(())1()1((
222
  trtrltrltrltrltr hhhmhd   (3) 
 
in which, mhd  denotes the matching distance between the state pattern at the current 
point and the state pattern at the point in historical database; r(t-l+1), r(t-l+2), ... and r(t-1) 
denote the normalized differences of the traffic flows at the adjacent moments of (t-l+3), (t-l+2), 
..., (t-1) and t, respectively; and rh(t-l+1), rh(t-l+2), ... and rh(t-1) denote the normalized 
differences of the traffic flows at the corresponding moments in the historical database, 
respectively. 
The matching distances of the state patterns between the current point and the point in 
historical database were sorted in an ascending order, and n nearest neighbors were picked 
out, with the set of neighbors denoted as )}()()({ ,,2,1 ntqtqtqA  . 
 
(2)Secondary matching and screening 
The points in the historical database were matched and screened secondarily using the 
improved K-nearest neighbor nonparametric regression method. 
Firstly, the traffic flows at the current section and the traffic flows towards the relation 
directions at the upstream and downstream crossroads were denoted as the state vector X , as 
shown in Figure 3. X can be calculated by: 
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in which,  denotes the traffic flow state vector at the moment of t at the current road; 
)(1 tv
u , )(2 tv
u , ....., )(m tv
u  denote the traffic flows at the upstream crossroad towards the related 
directions; m denotes the number of directions at the upstream crossroad; v(t) denotes the 
traffic flow at the moment of t at the current road;  )(1 tv
d , )(2 tv
d , ....., )(j tv
d  denote the traffic flows 
at the downstream crossroads towards the related directions, and j denotes the number of 
directions at the downstream crossroad. 
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Figure 3. Illustration of a typical urban road network 
 
 
Then, the weighted Euclidean distance method was used for evaluating the state 
similarity between the current point and the point in the set A, and the formula can be written as: 
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in which , hd  denotes the matching distance between the current point and a point in A, 
)(1 tv
u ; )(2 tv
u , ....., and )(m tv
u  denote the traffic flows at the moment of t at the upstream 
crossroad towards the related directions; )(1 tv
u
h , )(2 tv
u
h , ....., and )(hm tv
u  denotes the traffic flows 
at the point in A towards the related direction at the upstream crossroad; m denotes the number 
of directions at the upstream crossroad; v(t) denotes the traffic flow at the moment of at the 
current road;  )(1 tv
d , )(2 tv
d , ....., )(j tv
d  denote the traffic flows towards the related directions at 
the downstream crossroad; )(1 tv
d , )(2 tv
d , ....., and )(m tv
d  denote the traffic flows at the moment of 
t towards the related directions at the downstream crossroad; j denotes the number of directions 
at the downstream crossroad, and  jm cccbaaa ,,,,,,,, 2121  denotes a set of weighted 
values ( ]1,0[],1,0[,],1,0[],1,0[ 21  baaa m , ]1,0[],1,0[,],1,0[],1,0[ 21  baaa m ,
]1,0[],1,0[,],1,0[],1,0[ 21  baaa m  and ]1,0[],1,0[],1,0[ 21  jccc  ). 
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Finally, the matching distances of the state patterns between the current point and the 
point in A were sorted in an ascending order, and n nearest neighbors were picked out, with the 
set of neighbors denoted as  )(,),(),( 21 ktqtqtqB  . 
 
2.3. Weighed Averaging on the Reciprocal of State-Pattern-Based Matching Distance 
In this article, the prediction function was constructed using the weighted averaging on 
the reciprocal of the state pattern matching distance, and the traffic flow at the next moment was 
predicted by the most similar stated. In addition, the prediction results using the k-nearest 
neighbor nonparametric regression method. The specific formula can be written as: 
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in which , )1(~ tq  denotes the predicted traffic flow at the next moment at the current 
crossroad, k denotes the number of the elements in the set B (i.e., the selected nearest 
neighbor points in the historical database), )(idmh denotes the distance of the state pattern 
between the current point and the nearest neighbor points in the historical database, i.e., the 
points in the set B, and )1( itq  denotes the traffic flow at the moment of ( 1it ) in the historical 
database. 
 
 
3. Results and Analysis 
The real-time monitoring data at Daminghu Road, Jinan, China, were used in the 
present experiments. In view of the traffic flow’s periodicity, the monitoring time was set from 6th 
June, 2015, to 13th June, 2015, including 5 workdays and 3 holidays. Since there is generally 
less traffic at night, the nighttime traffic data have little practical value, and the monitoring time 
was set from 7:00 a.m. to 20:00 p.m. The sampling interval was set as 2 minutes, and totally 
3120 original traffic flow data samples were collected. The data in the first seven days were 
used for the establishment of historical sample database while the data in the last day were 
used for verifying the constructed model. 
The proposed traffic flow prediction method involves six parameters--l, n, m, j, b and k. 
Specifically, l denotes the dimension of state vector, which directly determines the prediction 
accuracy and the efficiency of the algorithm; n denotes the number of the points after the 
preliminary screening based on state pattern matching; and k denotes the number of the points 
after the secondary screening based on state pattern matching. The values of n and k can 
directly affect the prediction accuracy and efficiency of the algorithm, i.e., too large or too small 
values of n and k can both reduce the prediction accuracy. 
The values of the parameters l, n and k were acquired based on the above-described 
experimental data. As shown in figure 4, the prediction error is significantly reduced as l 
increases from 2 to 6; however, as l continue to increase, the prediction error almost remains at 
a same level.  On the other hand, the increase of l leads to an increasing calculation burden. 
The optimal matching number is at around 4, suggesting that the increase of matching number 
cannot improve the prediction results to a great extent and may lead to opposite effects. 
Therefore, l was set as 4 in practical applications. 
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Figure 4. Effect of the value of l on the prediction accuracy 
 
 
As shown in Figure 5, under the premise that the state vector and the prediction 
algorithm were finalized, as the value of n increases from 40 to 50, the prediction error 
decreases significantly; as the value of n further increases from 50 to 65, the prediction error 
gradually increases at a slow speed. The result suggests that the optimal matching number n 
should be set as 50. After the number of nearest neighbors was determined, the experiment 
was conducted on the secondary screening. k denotes the number of the points after the 
secondary screening based on state pattern matching. As shown in Figure 6, if the value of k is 
too large, the prediction function is over-smoothed, leading to the decline in prediction accuracy; 
however, if the value of k is too small, the effects induced by the accident factors were added, 
which can also affect the prediction accuracy. In this article, k was set as 9. 
The numbers of the directions at the upstream and downstream crossroads were 
denoted as m and n. The upstream crossroad and the downstream crossroad of Daminghu 
Road both have three directions, i.e., 3 jm . In practical applications, the traffic flow at the 
next moment at the current road is not only related to the traffic flow at this moment at the 
current road, but also connected with the traffic flows at this moment towards the related 
directions at the upstream and downstream crossroads. The effects of these factors have 
different weights. Based on the comprehensive analyses on the actual conditions of Daminghu 
Road, b was set as 0.5, and moreover, 0.221  maaa  , 0.321  mccc  . 
 
 
 
 
Figure 5. Effect of the value of n on the prediction accuracy 
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Figure 6. Effect of the value of k on the prediction accuracy 
 
 
Finally, the results using the improved state-pattern-based K-nearest neighbor algorithm 
was compared with the results using the traditional K-nearest neighbor algorithm. The values of 
various parameters were substituted into the formulas for the prediction of the traffic flow at the 
next moment. The simulations were also conducted using Matlab. Figure 7 displays the 
simulation results, form which we can observe that the improved state-pattern-based K-nearest 
neighbor algorithm is superior to the traditional method in prediction accuracy. Conclusively, the 
proposed state-pattern-based K-nearest neighbor algorithm exhibits better prediction 
performances than the traditional method. 
 
 
 
Figure 7. Comparison between the traditional method and the improved method 
 
 
4. Conclusion 
Short-time traffic flow prediction is an important part in intelligent traffic forecasting 
system. The traditional K-nearest neighbor nonparametric methods have not considered the 
mutual effects or the memorability of the actual traffic data. In this article, in view of the 
repeatability of the traffic flow state patterns, the traditional K-nearest neighbor nonparametric 
algorithm was improved. The double-layer neighbor nonparametric regression method was 
adopted, and the function of state-pattern-based recognition was introduced. Meanwhile, the 
traffic flows in the past time and the traffic flows towards the related directions at the upstream 
and downstream crossroads were taken into account, so that the predictive ability of the K-
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nearest neighbor nonparametric regression method can be enhanced. Using the weighted 
averaging on the reciprocal of the state pattern matching distance, the final prediction results 
were calculated and output. Finally, according to the prediction results of the measured traffic 
flows, one can conclude that the improved two-layer K-nearest neighbor nonparametric 
regression method can enhance the accuracy and real-time performance in short-time traffic 
flow prediction, which is proved to be an effective short-time traffic flow prediction method. The 
prediction results can provide the evidence for the traffic management departments to conduct 
the related traffic guidance and control services, which is of great significance to traffic guidance 
and controlling. 
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