Deep learning models for survival analysis have gained significant attention in the literature, but they suffer from severe performance deficits when the dataset contains many irrelevant features. We give empirical evidence for this problem in real-world medical settings using the state-of-the-art model DeepHit. Furthermore, we develop methods to improve the deep learning model through novel approaches to feature selection in survival analysis. We propose filter methods for hard feature selection and a neural network architecture that weights features for soft feature selection. Our experiments on two real-world medical datasets demonstrate that substantial performance improvements against the original models are achievable.
Introduction
Recent research has produced a variety of successful new deep learning models for survival analysis. Whilst some methods [7, 16, 12] have strong parametric assumptions, more general models [13, 5, 10] have been developed. However, deep learning approaches suffer from performance deficits when there are many irrelevant features. This can certainly be the case in medical datasets, where numerous features may be recorded about a patient (e.g. the PLCO dataset we use in this work -see details in Appendix A). In this paper, we give evidence for this problem using DeepHit 1 [10] on large real-world medical datasets, and propose feature selection techniques to achieve substantial performance improvements.
Survival analysis with DeepHit

+
We consider survival analysis with K competing risks, focusing on the medical domain with right-censored data, as is frequently encountered in time-limited medical trials. Survival data for each of N patients is a tuple (x, τ, δ) : Covariates x are the characteristics of each patient observed. Time τ is measured from when the covariates were collected until the first event or censoring. Label δ ∈ {∅, 1, . . . , K} indicates which event (or right censoring, denoted ∅) occurred at time τ . For each event k the cause-specific cumulative incidence function (CIF) gives the probability that this event occurs on or before time t for a patient with covariates x, and is denoted F k (t | x) = P [τ ≤ t, δ = k | x]. A machine learning model will attempt to give empirical estimatesF k (t | x) of the true cumulative incidence functions F k .
In this paper we use DeepHit because it is very general, allows for competing risks and shows good empirical performance [10] . We furthermore develop DeepHit + to implement two improvements: We switch the early stopping criterion from validation loss to the performance 
Automatic feature selection for DeepHit
+
We propose models with filter approaches to hard feature selection, as well as reweighting features in soft feature selection techniques, using DeepHit + 's architecture as a basis for our methods. We also develop a hybrid feature selection approach in Appendix B, but do not investigate wrapper feature selection techniques due to their computational complexity [9] .
FilterDeepHit
+ : Automatic feature selection using filter method
Whilst it would be possible to feed a subset of features in place of x into DeepHit + 's original network, we desire the ability to make different feature selections for each competing risk. FilterDeepHit + thus uses the modified architecture shown in Figure 1 , where the input connections to the shared and cause-specific sub-networks are replaced with certain selected subsets of the features. We denote these v s (x) for the shared sub-network and v k (x), k = 1, 2, ... for the kth cause-specific sub-network.
We cannot directly apply classical filter feature selection methods for classification or regression tasks to survival analysis: due to the right-censored data, the label is not determined for some patients. However, when fixing the time horizon to ∆t, survival analysis becomes a classification task for which we can use filter techniques. In particular, if for patient i time τ (i) and label δ (i) are observed, the binary cause-specific time-fixed label would be
For each event, we apply the filter method multiple times to score associations between features and the cause-specific label for a preselected set of evaluation time horizons. The final score for each feature is then the average of its scores across the time horizons, and is used for automatic feature selection for the survival model. 
SparseDeepHit
+ : Automatic feature selection using sparse initial layer
Inspired by linear models that achieve low or zero weights through introducing L 1 regularization, [11] proposes adding an additional sparse layer with one-to-one connections from the input before the first hidden layer of a deep neural network. Our architecture for SparseDeepHit + applies this to the multitask learning setting of DeepHit + , incorporating additional sparse layers for the shared sub-network as well as each of the cause-specific sub-networks. In Figure 2 , we show this by illustrating the nodes, and connections between nodes in each layer.
Mathematically, we denote the input to the shared network x, and the inputs to the kth cause-specific network z k . Then we define parameters w s and w k , k = 1, . . . , K, and the activations of the sparse layers are given by
where denotes the element-wise (Hadamard) product of two vectors. These outputs z s and z k are then the inputs to the fully connected parts of the sub-networks as before.
The loss function, originally L, is adjusted to include additional L 1 regularization terms:
for additional positive hyperparameters γ s and γ k , k = 1, . . . , K.
Experiments
We evaluate all new methods against DeepHit [10] as well as the most common survival analysis models for competing risks, Fine-Gray models [3] and Random Survival Forests (RSF) [6], on two medical datasets described below (details in Appendix A).
The Prostate, Lung, Colorectal and Ovarian Cancer (PLCO) Screening Trial includes baseline information and prostate cancer screening data (105 features) from 38,052 patients, for which we predict prostate cancer incidence (Event 1), with death prior to prostate cancer incidence (Event 2) a competing risk. The trial has been previously described in [14] .
We also use an extracted cohort of 72,809 breast cancer patients from the Surveillance, Epidemiology, and End Results (SEER) Program. The patients have baseline medical information (23 features) to predict death from breast cancer (Event 1). Death from cardiovascular disease (Event 2) and death from other causes (Event 3) are treated as competing risks. In order to compare performance when there are a large number of irrelevant features, we also artificially extended the SEER dataset with 20 to 100 synthetic binary features to form the SEERsynth dataset. The additional features are constructed for each patient independently from both other features and the survival distribution.
We use an extension of the C-index [4] to evaluate discriminative performance at various time horizons, and adapt it to the competing risks setting. Given estimatesF k of cumulative incidence functions, patient features x and survival times τ , the C-index for event k is
We evaluate performance at time horizons ∆t of 12, 36, 60 and 120 months. The results are presented as averages over 5 train/test splits from 5-fold cross-validation. For DeepHit-based models we run 50 iterations of random search for hyperparameters on the first cross-validation (except for DeepHit, where 20 iterations suffice due to the smaller search space). The optimal parameters are then applied to all other train/test splits (see Appendix C for details). Table 1 shows the C-index results of all methods for the first and third evaluation horizons (see Appendix D for full results). We find that DeepHit significantly underperforms the Figure 3 shows how the performance of DeepHit + decreases when synthetic features are added. This gives evidence that the performance of deep learning survival analysis methods can significantly suffer in settings where the number of potentially irrelevant features becomes large, motivating the need for feature selection applications. In Figure 3 we also observe that the performance with feature selection, given by SparseDeepHit + , remains more stable as synthetic features are added. We note that for Event 2 performance is variable due to the small number of observations (1% of the entire dataset), which results in small samples particularly for validation and testing (see Appendix A for dataset details).
Another benefit of feature selection is the output of feature rankings that contribute to the model's interpretability. We present these results in Appendix E, where it is shown that on PLCO, the medically relevant PSA level and DRE result are ranked top, whilst on SEERsynth irrelevant synthetic features are mostly correctly filtered out. 
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Appendix
A Datasets
A.1 PLCO
The Prostate, Lung, Colorectal and Ovarian (PLCO) Cancer Screening Trial provides a comprehensive dataset to analyse its prostate cancer screening, incidence and mortality results. Its design has been previously described by [14] . Between 1993 and 2001, participants aged between 55 and 74 were enrolled in 10 US study centers and randomised into a screening and control group. Those in the screening group were offered annual PSA testing for 6 years and annual digital rectal examination for 4 years, whilst those in the control group received normal care. For both groups, all diagnosed cancers and deaths were collected and monitored, whilst screening results were recorded only for the screening group. In this analysis we restrict our dataset to the screening group in order to target predictions based on screening data.
The event of interest is prostate cancer incidence (Event 1). Furthermore, the participant could have been right-censored prior to prostate cancer diagnosis, or have died, which is included as a separate event (Event 2). The number of participants for each event are as follows:
• Total patients: 38,052
-Event 1: Prostate cancer incidence: 4,425 (12%) -Event 2: Death prior to prostate cancer incidence: 6,032 (16%) -Censored: 27,595 (73%)
There are 66 original features in the dataset. After one-hot encoding of categorical variables we obtained 105 feature columns used in the models:
• Trial entry / year 0 PSA level (1 feature) and DRE result (1 feature -6 features after one-hot encoding)
• PLCO background questionnaire (64 features -99 features after one-hot encoding) (demographics, smoking, (prostate) cancer family history, body type, NSAIDS, diseases, male specifics, prostate surgery)
The dataset had 13% missing values (prior to one-hot encoding), however all but 15 features had missingness of 5% or below. PSA level at year 0 had missingness of 10%. The remaining features with high missingness were mostly questions that were left out for large parts of the cohort, such as details around smoking and medical conditions if the patient had indicated that these conditions apply to him.
Missing values were imputed using the mode for binary/categorical features, and the mean for numerical features. All features were furthermore normalised to mean 0 and variance 1 prior to training the models.
For survival analysis, we set time 0 to be the time of the first PSA or DRE screen, whichever occurred later. The average exit months for the trial were 122 months.
A.2 SEER
The Surveillance, Epidemiology, and End Results Program (SEER) 2 is a publicly available dataset. We use an extracted cohort of 72,809 breast cancer patients from 1992 to 2007. The event of interest is death, which occured either from breast cancer, cardiovascular disease or other causes. Patients living at the end of the study were right-censored. The number of patients by event are as follows: • Demographics, including age, race, gender (8 features)
• Morphology information (lymphoma subtype, histological type, etc.), diagnostic information, therapy information, tumor size and tumor type (15 features)
Missing values were imputed using the mean value for real-valued features and the mode for categorical features. All features were furthermore normalised to mean 0 and variance 1 prior to training the models.
SEERsynth: Additional synthetic features
In order to compare the performance of methods when there are a large number of irrelevant features, we also artificially extended the SEER dataset with up to 100 synthetic features. The additional features are constructed for each patient independently from both other features and the survival distribution (time and event). For each feature j we initially pick a parameter p j , where
Finally, feature values for each patient are drawn from the distribution Bernoulli(p j ). They therefore represent additional binary random noise irrelevant to the prediction problem. We choose binary features due to their common occurence in medical datasets either as indicators of medical conditions, or one-hot encodings of categorical features.
The SEERsynth dataset thus includes up to 123 features:
• Original SEER features (23 features)
• Synthetic features (up to 100 features)
The average exit months for the SEER and SEERsynth datasets were 127 months.
B HybridDeepHit
+
We develop a hybrid feature selection approach that uses the machine learning model itself to extract feature relevance values from the data as an alternative to filter methods. The procedure, using an adaptation of Breiman and Cutler's permutation importance [1], works as follows:
1. We initially train DeepHit + using all features.
2. For each feature we then randomly permute its validation set values, and run the pre-trained model to predict using the new permuted validation set. The importance of the feature is defined to be the difference in true model C-index performance (using original data) and new model performance (using the new data with the permuted feature column). Feature importances are therefore event-specific, depending on the event chosen for the performance calculation. We compute the importance values for all evaluation times, and report the average. Furthermore we average importance values over I permutations.
3. We finally choose the top m k features according to their importance results, treating the number of features to be selected (m k , k = 1, . . . , K) as additional hyperparameters that are optimised with random search during training. The deep neural network architecture is as for FilterDeepHit + in Figure 1 . The shared sub-network's input features are the common features that are selected for all events.
C Implementation and hyperparameter optimization
Fine-Gray We implemented Fine-Gray models using the crr function in the R package cmprsk 3 , using default values for all function parameters. The model fails when there are singularities in the input data. We therefore remove linearly dependent columns from the dataset prior to training the model.
Random Survival Forest
Random Survival Forests were implemented using the rfsrc function in the R package randomForestSRC 4 . The number of trees was chosen to be 1000, and all other parameters were set to defaults.
DeepHit We implemented DeepHit (as well as DeepHit
+ and all its extensions) using Python's tensorflow 5 package. The fixed model settings and layer sizes used were as described in [10] , apart from early stopping, which was conducted using validation C-index performance, as opposed to validation loss.
The remaining hyperparameters β and σ were chosen by random search. This was conducted with 20 search iterations on the first cross-validation train/test split (almost amounting to exhaustive search given the small hyperparameter space). We determined the best hyperparameters based on average C-index performance across events and evaluation times on the validation dataset. During the random search procedure, values for the hyperparameters were chosen from the sets in Table 2 . The second to fifth cross-validations used the hyperparameters determined from the first split in order to improve computational efficiency. The size of the validation dataset for random search and early stopping was 20% of the original training data. 
DeepHit
+ Here we conduct additional hyperparameter random search for the number of layers and hidden nodes in each sub-network. In order to focus on these variables, we fix the hyperparameters β and σ to their optimal values determined by DeepHit's initial run on the same dataset. Given the larger hyperparameter space, we conduct 50 random search iterations on the first cross-validation, and apply the optimal parameters to all other train/test splits. The sets from which the hyperparameters were chosen are given in Table 3 . 
Hyperparameter
Set of choices ns, number of shared layers: 1, 2, 3 hs, nodes per hidden shared layer: 50, 100, 200 n k , number of cause-specific layers:
1, 2, 3 h k , nodes per hidden cause-specific layer: 50, 100, 200
Filter-, Sparse-and HybridDeepHit + These models are trained in the same way as DeepHit + . However, as each extension adds additional parameters, we restrict the choices for network sizing compared to DeepHit + in an effort to keep the search space manageable within the computational budget. The sets from which these hyperparameters were chosen are given in Table 4 . In order to reduce the search space for SparseDeepHit + , we set the weighting for the shared sub-network's regularisation term to be 
D Full results
We present full results for all algorithms and evaluation horizons in Tables 5 and 6 . Table 7 gives an example of the feature ranking output of FilterDeepHit + . This table, as well as all other feature ranking tables in this section, exhibits results from the first of the five cross-validation train/test splits. For SEERsynth, synthetic features are denoted as Synth** (** a placeholder for the feature number). It can be seen that on PLCO, the medically relevant PSA level and DRE result are ranked top, whilst on SEERsynth irrelevant synthetic features are correctly filtered out. Since the weights of SparseDeepHit + 's first layers are regularized, they also represent an indication of feature relevance. As an example, we present the top 10 for each sub-network for PLCO in Table 8 , denoting input features as Shared** (** a placeholder for the node number) when a cause-specific sub-network utilizes a feature from the shared connection f s (x). It can be seen that whilst PSA level and age at trial entry are dominating, further analysis of the weights is more difficult as shared features are highly ranked, but not immediately attributable to original features from the dataset. HybridDeepHit + 's feature importance values are by construction a direct representation of their relevance for the model's prediction. As can be seen in Table 9 , the top features overlap with those chosen by the ANOVA filter feature selection from Table 7 . 
E Feature rankings
