Let Z i (resp., X(w)) be the Bott-Samelson variety (resp., the Schubert variety), and L m (resp., L λ ) a line bundle on Z i (resp., on X(w)). We can think of
Introduction.
The theory of Newton-Okounkov bodies is introduced by Okounkov in order to study multiplicity functions for representations of a reductive group ([O1] , [O2] ), and afterward developed independently by ) and by Lazarsfeld-Mustata ([LM] ). The Newton-Okounkov body ∆(R, v) is a convex body constructed from a projective variety X, a homogeneous coordinate ring R of X, and a valuation v on R with one-dimensional leaves. The theory of Newton-Okounkov bodies is a generalization of that of Newton polytopes for toric varieties. Roughly speaking, in the case where the Newton-Okounkov body ∆(R, v) is a polytope, it is known that there exists a toric degeneration from X to the toric variety corresponding to ∆(R, v); this is proved in [A] and slightly expanded in [HK] . However, ∆(R, v) is not a polytope in general. Hence the following is a fundamental question: when is the Newton-Okounkov body ∆(R, v) a polytope? It is difficult to give a complete answer to this question. However, there exist some partial results in this direction (see, for instance, [A] , [SS] ). In this paper, we provide a series of examples, where ∆(R, v) is indeed a polytope.
Kaveh proved that the Newton-Okounkov body of a Schubert variety with respect to a specific valuation is identical to the string polytope constructed from the string parameterization for a Demazure crystal ( [Kav] ). The purpose of this paper is to extend this result to Bott-Samelson varieties. Let G be a reductive group and Z i a Bott-Samelson variety for G, and take a line bundle L m on Z i and a specific valuation v i (see Section 1.2). In [LLM] , they extend the notion of Demazure crystals to certain crystals, denoted by B(λ 1 , . . . , λ r ), for the modules H 0 (Z i , L m ) * (see Section 3.1). Furthermore, they prove that B(λ 1 , . . . , λ r ) parameterizes a basis of H 0 (Z i , L m ) * , and gives its character. Hence it is natural to ask whether there exists a basis of H 0 (Z i , L m ) parameterized by B(λ 1 , . . . , λ r ) such that it can be thought of as a perfect basis.
In Section 2.1, we extend the notion of string parameterization of a Demazure crystal to B(λ 1 , . . . , λ r ). Some properties of usual string parameterization are naturally extended to this parameterization of B(λ 1 , . . . , λ r ). Section 2.2 is devoted to the study of these properties. In a way similar to the construction of the string polytope, we can construct a polytope from the parameterization of B(λ 1 , . . . , λ r ). It is not obvious that this generalization of a string polytope is indeed a polytope. First, in Section 2.3, we prove that it is a finite union of convex rational polytopes. The main result of this paper states that our generalization of a string polytope is identical to the Newton-Okounkov body of Z i with respect to v i . Let V λ denote the irreducible G-module with highest weight λ. In the proof of the main result, we use the surjective homomorphism: V * λr ⊗· · ·⊗V * λ 1 ։ H 0 (Z i , L m ) (see Section 1.2). In Section 3.2, we construct the upper global basis of the tensor product V * λr ⊗ · · · ⊗ V * λ 1 , following [Lus] . The image of this basis under the surjective homomorphism above is a key to the connection of our generalization of a string polytope and a Newton-Okounkov body.
Our generalization of a string polytope is a finite union of convex rational polytopes, and the Newton-Okounkov body of Z i with respect to v i is a convex body. Therefore, as a corollary of our main result, it follows that these are indeed polytopes. Also, Schmitz and Seppänen proved that the Newton-Okounkov body of Z i with respect to a different valuation is a polytope ( [SS] ). However, our approach in this paper is quite different from their approach. As another corollary, we obtain a basis of H 0 (Z i , L m ), which has a good property with respect to the valuation used in this paper; this basis can be thought of as a perfect basis.
In the Appendix, we treat a certain valuation coming from a reduced word of a Weyl group element, which, however, is not the valuation v i above nor the valuation used in [SS] . For such a valuation, we also prove that a Newton-Okounkov body with respect to the valuation is identical to a polytope constructed by using the corresponding parameterization of B(λ 1 , . . . , λ r ); this Newton-Okounkov body is unimodularly equivalent to the NewtonOkounkov body with respect to the valuation v i .
Basic definitions.
First, we summarize the relevant material on Newton-Okounkov bodies (following [KK1] , [KK2] , and [HK] ). Let A be an algebra over C with no nonzero zero divisors, and < the lexicographic order on Z r , r ≥ 1. Definition 1.1. A map v : A \ {0} → Z r is called a valuation on A with values in Z r if the following hold: for every σ, τ ∈ A \ {0},
In this paper, we always require that valuations have values in Z r . The following is a fundamental property of valuations; its proof is straightforward. Proposition 1.2. Let v be a valuation on A. Assume that σ 1 , . . . , σ s ∈ A \ {0}, and that v(σ 1 ), . . . , v(σ s ) are distinct. Then,
(1) The elements σ 1 , . . . , σ s are linearly independent over C.
(2) For c 1 , . . . , c s ∈ C and σ = c 1 σ 1 + · · · + c s σ s , we have
For a valuation v on A and m ∈ Z r , we set A m = {σ ∈ A | σ = 0 or v(σ) ≥ m}; this is a C-subspace of A. The leaf above m ∈ Z r is defined to be the quotient space
r . Take a valuation v on A with one-dimensional leaves. The following proposition is obvious from the definitions. Proposition 1.3. Let H ⊂ A be a finite-dimensional subspace of A. Then, there exists a basis {σ 1 , . . . , σ s } ⊂ H such that v(σ 1 ), . . . , v(σ s ) are distinct. Let X be a projective variety over C of dimension r, and L a very ample line bundle on X. Since L is very ample, we can take a closed immersion ρ :
. Denote by R = k≥0 R k the homogeneous coordinate ring of X with respect to the closed immersion ρ. The ring of sections R(L) is the graded ring obtained from L by:
Note that each R k is identified with the image of
Therefore, R can be thought of as a graded subalgebra of R(L). We fix a valuation v : C(X) \ {0} → Z r with one-dimensional leaves and a section τ ∈ H 0 (X, L) \ {0}. From R, v, and τ , we construct a semigroup, a convex cone, and a convex body. Using the section τ , we can regard H 0 (X, L ⊗k ) as a finite-dimensional subspace of C(X) as follows:
From the definition of valuations, it is clear that S(R) is a semigroup. Let C(R) denote the real cone spanned by S(R), that is,
Since S(R) is a semigroup, it follows that C(R) is a closed convex cone. Define a convex set
We can view ∆(R) as the slice of C(R) at k = 1 by ∆(R) ֒→ C(R), m → (1, m). We know that the cone C(R) and {0} × R r intersect only at the origin ([KK2] Lemma 2.28). This implies that ∆(R) is bounded, i.e., is a convex body. This is called the Newton-Okounkov body associated to R, v, and τ . Note that if S(R) is a finitely generated semigroup, then ∆(R) is a convex rational polytope.
Therefore, S(R), C(R), and ∆(R) do not depend on the choice of τ ∈ H 0 (X, L) \ {0} essentially. For this reason, ∆(R, v, τ ) is simply denoted by ∆(R, v).
Bott-Samelson varieties.
Let G be a connected reductive algebraic group over C of rank n, g its Lie algebra, and W the Weyl group of g. Choose a Borel subgroup B and a maximal torus T ⊂ B. Denote by U (resp., U − ) the unipotent radical of the Borel subgroup (resp., the opposite Borel subgroup). For a dominant weight λ and w ∈ W , let V λ denote the irreducible G-module with highest weight λ over C, V λ (w) ⊂ V λ the Demazure module, and v λ ∈ V λ the highest weight vector. We denote by B λ (resp., B λ (w)) the crystal basis of V λ (resp., the crystal basis of V λ (w)). We fix an enumeration of the simple roots α 1 , . . . , α n , and set I = {1, 2, . . . , n}, an index set. Let P i (resp., U − i ) denote the minimal parabolic subgroup (resp., the opposite root subgroup) corresponding to α i , E i , F i , K i ∈ g, i ∈ I, the Chevalley generators, and ̟ i , i ∈ I, the fundamental weights. We consider an arbitrary word i = (i 1 , i 2 , . . . , i r ) for i 1 , . . . , i r ∈ I; we do not necessarily assume that i is reduced. For a word i = (i 1 , i 2 , . . . , i r ), define the Bott-Samelson variety Z i by
r , where B r acts on
r−1 p r b r ) for p 1 ∈ P i 1 , . . . , p r ∈ P ir , and b 1 , . . . , b r ∈ B.
Remark 1.5. Let G denote the connected, simply connected semisimple algebraic group with the same Cartan matrix as G. Then, Z i is also isomorphic to the Bott-Samelson variety for G.
By this remark, we may assume without loss of generality that G is a connected, simply connected semisimple algebraic group. Given m = (m 1 , m 2 , . . . , m r ) ∈ Z r , we set
where B r acts on P i 1 × · · · × P ir × C as follows:
. . , p r ∈ P ir , c ∈ C, and b 1 , . . . , b r ∈ B. For this line bundle, we know the following from [LT] . In this paper, we assume that m 1 , . . . , m r ≥ 0. Note that
m ) can be described explicitly. Following [LLM] , we review its description. Let P i denote the maximal parabolic subgroup corresponding to α i , and Gr i = G/ P i the Grassmann variety. Consider the morphism φ :
Then, φ is a closed immersion. Also, as a G-module, H 0 (Gr is , L λs ) is isomorphic to V * λs . Therefore, Gr is → P(V λs ), g P is → gv λs , is identified with Gr is → P(H 0 (Gr is , L λs ) * ). Also, for the map ψ :
* , and (ψ • φ) * induces an isomorphism of P i 1 -modules:
The module V i,m is called a generalized Demazure module in [LLM] . We set i(s) = (i s , i s+1 , . . . , i r ) and m(s) = (m s , m s+1 , . . . , m r ) for s = 1, . . . , r. Then, V i(s+1),m(s+1) can be regarded as a U-submodule of V i(s),m(s) through the restriction of
note thatι s and ι s do not respect the action of T unless λ s = 0. Then, ι s induces a surjective map:
We can also describe ι * s as follows. Note that
as B-modules. It follows that the restriction map is given by
, and e ∈ G the identity element. We can regard U as an affine open neighborhood of (e, . . . , e) mod B r ∈ Z i by
For a dominant weight λ, if we define
In particular, we have τ
We restrict our attention to the specific valuation on a Bott-Samelson variety used in [Kav] . Consider the map Φ i : C r → Z i given by
This induces an isomorphism of varieties C r ≃ U, and the function field C(Z i ) = C( U ) is identical to the rational function field C(t 1 , . . . , t r ). Note that Z i(s) ∩ U is given by:
Recall that we have taken the lexicographic order on Z r . Let us denote by v i the highest term valuation on C(
where c = 0 and "lower terms" means a linear combination of monomials with smaller exponents than (k 1 , . . . , k r ). Then v i is a valuation on C(Z i ) with one-dimensional leaves.
Remark 1.9. Assuming that L m is very ample, let R denote the homogeneous coordinate ring with respect to L m . Since Z i is smooth (and hence normal), R(L m ) k = R k for all k ≫ 0 (see [Hart, Chapter II, Ex. 5.14] 
We can describe the valuation v i in terms of the Chevalley generators (see [Kav] ). Let us recall its description. Note that v i is the highest term valuation on the function field of the affine space U
-subvariety of Z i , and the
Specifically, these are given by:
. . , t r ),
Because τ i,m is the image of the lowest weight vectorτ i,m , it follows that F i 1 τ i,m = 0 and
(1)
String polytopes.
In this section, we assume that i is a reduced word for w ∈ W . Consider the product map
It is known that π w induces a birational morphism onto the Schubert variety X(w) ⊂ G/B. Therefore, v i can be regarded as a valuation on the function field C(X(w)). Let us assume that i s / ∈ {i s+1 , . . . , i r } for all s ∈ I such that m s > 0. This condition is equivalent to the existence of a line bundle L λ on X(w) such that π * w (L λ ) = L m ; we denote by L λ the line bundle on X(w) corresponding to a dominant weight λ. The next proposition is well-known (see, for instance, [J, Chapter14] ). Proposition 1.11. The map π w induces an isomorphism of P i 1 -modules:
In particular, the generalized Demazure module V i,m is identical to the Demazure module
). This Newton-Okounkov body can be described in terms of crystal bases. Let ∆ λ w denote the polytope C λ w in [Lit] ; we call it the string polytope for B λ (w). From [Kav] , we know the following. Proposition 1.12. (see [Kav] ) The polytope −∆ λ w is identical to the Newton-Okounkov body
We will extend this result to ∆(R(L m ), v i , τ i,m ) for arbitrary i and m.
2 Generalized string parameterizations and generalized string polytopes.
In this section, we introduce a generalization of a string polytope.
Generalized string parameterizations.
Recall the word i = (i 1 , . . . , i r ) and the multiplicity list m = (m 1 , . . . , m r ); we write λ 1 = m 1 ̟ i 1 , . . . , λ r = m r ̟ ir . Denote by b λ the highest weight element in B λ . Letẽ i ,f i denote the Kashiwara operators corresponding to α i for i ∈ I.
Definition 2.1. (see [LLM] ) An element b ∈ B λ 1 ⊗ · · · ⊗ B λr is called a standard tableau of shape (λ 1 , . . . , λ r ) if it can be written as
Let B(λ 1 , . . . , λ r ) ⊂ B λ 1 ⊗ · · · ⊗ B λr be the set of all standard tableaux of shape (λ 1 , . . . , λ r ). In [LLM] , it is proved that B(λ 1 , . . . , λ r ) ∪ {0} is stable underẽ i for all i, and that B(λ 1 , . . . , λ r ) is a finite union of Demazure crystals. Furthermore, they give an explicit basis of H 0 (Z i , L m ) parametrized by standard tableaux of shape (λ 1 , . . . , λ r ), which is called a standard monomial basis. In Section 3.3, we construct a different basis of
, we can determine whether b is standard or not in the following way. Let us writeẽ
r and continue this procedure, with replacing b by b
(1) . If b is not standard, this procedure will stop eventually. For a standard tableau b, this procedure continues until we obtain the highest weight element b λr ∈ B λr . Definition 2.2. Let b ∈ B(λ 1 , . . . , λ r ). We define (l 1 , . . . , l r ) ∈ Z r ≥0 and b (s) ∈ B λ s+1 ⊗ · · · ⊗ B λr , s = 1, . . . , r − 1, inductively as follows. Take l 1 and b
(1) as above. If l s and b (s) are constructed, then take l s+1 and b (s+1) such thatẽ
. We call (l 1 , . . . , l r ) the generalized string parameterization of b, and denote it by Ω i (b).
Proposition 2.3. Take b ∈ B(λ 1 , . . . , λ r ), and write Ω i (b) = (l 1 , . . . , l r ). Then,
(2) For different standard tableaux, the generalized string parameterizations of them are different.
Proof.
(1) follows immediately from the definition of generalized string parameterization. By (1), b ∈ B(λ 1 , . . . , λ r ) can be reconstructed from the generalized string parameterization (l 1 , . . . , l r ), which implies (2).
Remark 2.4. In the situation of Section 1.3, B(λ 1 , . . . , λ r ) can be identified with the Demazure crystal B λ (w) for λ = λ 1 + · · · + λ r , and the generalized string parameterization is equal to the usual string parameterization.
Let us give some examples.
Example 2.5. As is well-known, in the case where g is of type A, elements of B λ 1 ⊗· · ·⊗B λr can be described by tableaux. Let G = SL 3 (C). Then the crystal graph of B ̟ 1 is as follows:
Similarly, the crystal graph of B ̟ 2 is as follows: Example 2.6. In the case where g is of type C, elements of B λ 1 ⊗· · · ⊗B λr can be described by marked tableaux (see [LLM] ). Let G = Sp 4 (C). Then the crystal graph of B ̟ 1 is as follows:
Similarly, the crystal graph of B ̟ 2 is as follows:
Therefore, for i = (1, 2, 1) and m = (1, 1, 1) , all the elements of B(λ 1 , λ 2 , λ 3 ) = B(̟ 1 , ̟ 2 , ̟ 1 ) are 
Some properties of generalized string parameterizations.
In this section, we consider arbitrary m 1 , . . . , m r ∈ Z ≥0 , and replace m r ̟ ir by a dominant weight λ.
, and a dominant weight λ, we write λ 1 = m 1 ̟ i 1 , . . . , λ r−1 = m r−1 ̟ i r−1 , and set
In this paper, we identify T ( m, λ, a) with a standard tableauf
Following the discussion in [Lit] for usual string parameterizations, we will prove that the generalized string parameterization of T ( m, λ, a) does not depend on λ, and that the generalized string polytope is a finite union of convex rational polytopes.
Proof. If T ( m, λ ′ , a) and T ( m, λ ′ , b) are both 0, then the claim is obvious. Hence we may assume that T ( m, λ ′ , a) = 0. Take dominant weights µ, µ ′ such that λ + µ = λ ′ + µ ′ is dominant. By the rule for the action off i on tensor products, T ( m, λ, a) = T ( m, λ, b) = 0 implies that
Similarly, T ( m, λ ′ , a) = 0 implies that
Proof. We write a = (a 1 , . . . , a r ), and let
Therefore, it follows from Lemma 2.8 that
By the definition of generalized string parameterizations, (2) implies that a 1 ≤ b 1 . Similarly, (3) implies that b 1 ≤ a 1 . Hence we obtain a 1 = b 1 , which gives equalities
By induction, we can conclude that a = b.
Let (·, ·) denote the standard form on i∈I Cα i , and set α , λ, a) ) for some λ}; S i is an analogue of S w in [Lit] . By Proposition 2.9, S i can also be described as
where "λ ≫ 0" means that (λ, α ∨ i ) ≫ 0 for all i ∈ I. Let C i denote the real cone spanned by S i . We show some properties of S i and C i . Let (c ij ) i,j∈I = ((α j , α ∨ i )) i,j∈I be the Cartan matrix of g. We set a k for 2 ≤ j ≤ r, 1 ≤ k ≤ j − 1, inductively by:
We can regard Ψ k ( m, a) ≥ 0 for all 2 ≤ j ≤ r and 1 ≤ k ≤ j − 1.
Sketch of proof.
We give only a sketch of the proof; see [Lit] for more details. We proceed by induction on r. If r = 1, then the assertion is obvious. Let r ≥ 2 and a r > 0. By induction, it suffices to prove that ( m, a) ∈ S i if and only if ((m 1 , . . . , m r−2 ), a (r−1) ) ∈ S (i 1 ,...,i r−1 ) and Ψ (r)
We assume that ( m, a) ∈ S i . Take
≥0 . We also prove that a . Take s j ≥ a r such that
Then, we have
This implies that
..,i r−1 ) . Now it follows from the equality (5) that Ψ k consists of min, max, and linear functions of variables m s , 1 ≤ s ≤ r − 1, and a s , 1 ≤ s ≤ r, we obtain the following from this proposition.
Corollary 2.11. The real cone C i is a finite union of convex rational polyhedral cones, and the set of all integral points in C i is identical to S i .
Generalized string polytopes.
In the following, we fix m = (m 1 , . . . , m r ) ∈ Z r ≥0 . We set kλ 1 , . . . , kλ r )}, and denote by C i,m the real cone spanned by S i,m . Then, as a corollary of Proposition 2.10, we obtain inequalities defining C i,m .
Proposition 2.12. For (k, a) ∈ Z >0 × Z r ≥0 , we have (k, a) ∈ S i,m if and only if
In particular, the real cone C i,m is a finite union of convex rational polyhedral cones, and the set of all integral points in C i,m is identical to S i,m .
Proof. Note that ifẽ
for all 1 ≤ j ≤ r. Therefore, by Proposition 2.10, we obtain the assertion.
we call this the generalized string polytope. Since ∆ i,m can be identified with the slice of C i,m at k = 1, Proposition 2.12 gives inequalities defining ∆ i,m . From these inequalities, we conclude that ∆ i,m is bounded, and is a finite union of convex rational polytopes. In Section 3.1, we will prove this is indeed a polytope. In the situation of Section 1.3, this is identical to the usual string polytope.
Example 2.13. Let G = SL 3 (C) and i = (1, 2, 1). Then, Ψ
For m = (1, 1, 1), these imply that ∆ i,m is given by
Example 2.14. Let G = Sp 4 (C) and i = (1, 2, 1). Then, Ψ
3 Main result.
Statement of the main result.
Let us denote by ω : Z × Z r → Z × Z r the group automorphism given by ω(k, a) = (k, −a). The main result of this paper is the following.
Theorem 3.1. Let i = (i 1 , i 2 , . . . , i r ) be an arbitrary word for i 1 , . . . , i r ∈ I, and m
We give the proof of this theorem in Section 3.3. In the rest of this section, we give a corollary. Since S(R(L m )) is a semigroup, S i,m is also a semigroup. Therefore, Proposition 2.12 implies that C i,m is a convex rational polyhedral cone. From Gordon's lemma (see, for instance, [CLS] ), it follows that S i,m is a finitely generated semigroup. Summarizing, we obtain the following. (2) The real cones C(R(L m )) and C i,m are convex rational polyhedral cones.
(3) The compact sets ∆(R(L m )) and ∆ i,m are convex rational polytopes.
Remark 3.3. By properties of valuations and Proposition 3.10 in Section 3.3, we can also prove that S i is a finitely generated semigroup, and that C i is a convex rational polyhedral cone.
Some properties of upper global bases.
We will prove Theorem 3.1, by using upper global bases. Following [Kas3] , we will show some properties of upper crystal bases and upper global bases. Recall that g is a semisimple Lie algebra, and that C = (c i,j ) i,j∈I is the Cartan matrix of g. The quantized enveloping algebra U q (g) is the Q(q)-algebra with generators e i , f i , t i , t −1 i , i ∈ I, and relations: (1) t i t −1 i = 1 and t i t j = t j t i for i, j ∈ I,
Here, e (s)
We denote by U + q (g) (resp., U − q (g)) the Q(q)-subalgebra of U q (g) generated by {e i | i ∈ I} (resp., {f i | i ∈ I}). For a dominant weight λ, let V q,λ denote the irreducible U q (g)-module with highest weight λ over Q(q), and u λ ∈ V q,λ the highest weight vector. In the following, we always assume that U q (g)-modules are defined over Q(q). We use the coproduct ∆ given by
. This is identical to the coproduct ∆ in [Lus] , and also to the coproduct ∆ + in [Kas2] . Take a Q[q,
i , and q = q −1 ; this is called the bar involution is an upper crystal lattice at
) and the bar involution, the following holds.
Proof. The first assertion of (1) is clear from the uniqueness of the upper crystal lattice ([Kas3, Theorem 3.3.1] ). Also, the second assertion of (1) and (2) are immediate consequences of [Kas3, Proposition 4.3 Proposition 3.5. (see [Kas3, Proposition 5.3 .1] and the remark following it) For every b ∈ B, i ∈ I, and k ≥ 1, there exist E (ik)
is a balanced triple. Now, following [Lus] , we construct the upper global basis of V q,µ 1 ⊗ · · · ⊗ V q,µr from the upper global bases of V q,µs , s = 1, . . . , r. Denote by Q the root lattice of g and set 
defined for all ν ∈ Q ≥0 , such that Θ 0 = 1 ⊗ 1 and such that for all u ∈ U q (g) and finite-dimensional U q (g)-modules V 1 , V 2 , we have ∆(u) • Θ = Θ • ∆(u) as an endomorphism of V 1 ⊗ V 2 , where Θ = ν∈Q ≥0 Θ ν (note that this is a well-defined operator on V 1 ⊗ V 2 ).
Let us show some properties of Θ. Write Θ = ν∈Q ≥0 Θ ν . Fix finite-dimensional U q (g)-modules V 1 , V 2 , and bar involutions − on V i , i = 1, 2.
Proposition 3.7. (see [Lus, Corollary 4.1.3 and Section 24 .1]) 
From the definition of Θ and Proposition 3.7(3), we see that there exists a unique family of elements
Therefore, by arguments similar to those in [Lus, Section 24.2 and 27.3] , we obtain the following proposition.
Proposition 3.8. There exists a unique family of elements
) is a balanced triple, and
⊗B 2 } is the upper global basis with respect to this balanced triple. Take dominant weights µ 1 , . . . , µ r , and repeat the argument above in the following order:
Then, we obtain a bar involution − on V q,µ 1 ⊗· · ·⊗V q,µr , and the upper global basis
} is the upper global basis with respect to a balanced triple
Remark 3.9. As is shown in [Lus, Section 27.3] , the bar involution − on V q,µ 1 ⊗ · · · ⊗ V q,µr and the upper global basis G up (b) are independent of the order of the construction in (6). However, in the proof of Theorem 3.1, we will use the fact that we have constructed G up (b) in the order of (6).
Proof of Theorem 3.1.
First of all, we recall some basic facts about dual crystals. For a crystal B, we denote by B * the dual crystal of B. The crystal graph of B * is obtained from the crystal graph of B by reversing all arrows; for b ∈ B, let us denote by b * the element of B * corresponding to b. Recall that λ 1 = m 1 ̟ i 1 , . . . , λ r = m r ̟ ir . Let w 0 ∈ W denote the longest element, and set λ * = −w 0 (λ). Then, we have B λ * = B * λ . Note that the map (
1 is an isomorphism of crystals, and hence the rule for the action of the Kashiwara operators on the tensor product B λ 1 ⊗· · ·⊗B λr is compatible with it for the action on B *
. We consider the upper global
defined in Section 3.2, and denote byp b the specialization of
. For the proof of Theorem 3.1, the following proposition is essential.
Proposition 3.10. For b ∈ B(λ 1 , . . . , λ r ), the generalized string parameterization
Proof. We write Ω i (b) = (l 1 , . . . , l r ). By the equalities (1) in Section 1.2, it suffices to prove that
We first prove similar statements forp b . By Proposition 3.5 and the definition of l 1 , we have
and f
. Therefore, we obtain 1 . Denote by r 1 (resp., r 2 ) the cardinality of B λ 1 ⊗· · ·⊗B λr (resp., B ′ ). Let A ∈ GL r 1 (C) be the change-of-basis matrix, i.e., Π 1 = Π 2 A. From the definition of G up (b * ), it follows that A is of the form
where I r 2 is the identity matrix of size r 2 and C is a lower triangular matrix with diagonal entries 1. Recall that for s = 1, . . . , r − 1, Proof. From Propositions 2.3 and 3.10, it follows that v i (p b /τ i,m ), b ∈ B(λ 1 , . . . , λ r ), are distinct. Therefore, Proposition 1.2 shows that p b , b ∈ B(λ 1 , . . . , λ r ), are linearly independent. Since dim(H 0 (Z i , L m )) is equal to the cardinality of B(λ 1 , . . . , λ r ) (see [LLM] ), the assertion follows.
This basis is an example of ones in Proposition 1.3, and can be thought of as a perfect basis of H 0 (Z i , L m ); this is indeed a perfect basis with respect to the action of g i 1 , where g i 1 is the Lie subalgebra of g generated by E i 1 and F i 1 . Hence it follows that S(R(L m )) = ω(S i,m ). The other assertions of Theorem 3.1 are clear from this one.
