Abstract Fractured crystalline rocks are under consideration by several countries as host formations for high-level nuclear waste repositories. The redox evolution in these host rock formations is an important issue for the stability and safety of these disposal sites. If, for example, during a glaciation/deglaciation event, oxygen-rich glacial meltwater penetrates to the depth of the planned repository, some of the engineered barriers would be adversely affected. Moreover, oxidizing conditions would increase the solubility and mobility of many radionuclides. Reactive transport simulations, which are typically used to assess the redox buffering capacity of these host rock formations, are computationally demanding, and thus, calculations for the evaluation of oxygen penetration are usually carried out over simplified geometries and the heterogeneity of the site, both physical (e.g., variability in the groundwater flow field and the kinematic porosity) and mineralogical (e.g., variability in the abundance of Fe(II)-bearing minerals), is usually represented in a simplified fashion. Here, it is shown how a recently developed numerical framework, combined with high performance computing technologies, allows the full geometrical, physical and mineralogical complexity of the site under study to be efficiently included in these types of reactive transport calculations. A synthetically generated realistic three-dimensional fractured medium is used to assess oxygen penetration patterns and their dependence on both the hydrogeological conditions and the availability of the calculations point out the significant influence of both physical and mineralogical heterogeneity on the oxygen penetration patterns, thus highlighting the importance of a model parameterisation consistent with the site complexity.
the calculations point out the significant influence of both physical and mineralogical heterogeneity on the oxygen penetration patterns, thus highlighting the importance of a model parameterisation consistent with the site complexity.
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Introduction
The intrusion of oxygenated water into anoxic and reducing fractured subsurface rocks is an issue of interest in safety assessment studies of deep geological disposal of nuclear waste. Given the high latitudes of some of the prospective disposal sites and the large time frames addressed in safety assessments for geological repositories, cyclic changes in climatic conditions (from temperate, to periglacial and eventually glacial) are expected. Studies based on natural analogues (Chapman et al. 1991; Romero et al. 1992; Cramer and Smellie 1994; Cera et al. 2002; Akagawa et al. 2006) or analytical and numerical calculations (Glynn et al. 1997; Auqué et al. 2006; Guimerà et al. 2006; Sidborn 2007; Sidborn and Neretnieks 2008; Spiessl et al. 2008 Spiessl et al. , 2009 Sidborn et al. 2010; MacQuarrie et al. 2010 ) have considered the possibility that during these glaciation/deglaciation cycles, oxygenated glacial meltwater could intrude to the depth of the planned repositories. This possibility is of primary concern for the safety assessment of these repositories as oxidizing conditions would (i) increase the solubility and mobility of many radionuclides (Glynn et al. 1997; Puigdomenech et al. 2001 ) and (ii) affect the long-term stability of some of the engineered barriers, such as the metallic (e.g., copper) canisters used to encapsulate the spent nuclear fuel or other nuclear wastes (Glynn et al. 1997; McMurry 2000; Puigdomenech et al. 2001) . Fe(II)-bearing reduced minerals (e.g., pyrite, chlorite, and biotite) present in the rock matrix or in fracture fillings may consume oxygen along the flow paths and thus buffer the reducing conditions currently observed at depth in candidate repository sites.
Most previous studies of oxygen intrusion are based on reactive transport modelling. Glynn et al. (1997) used a simplified mass balance calculation to estimate the buffering capacity of a single fracture-matrix system. In this model, oxygen is consumed in the rock matrix by biotite oxidation. The authors concluded that the rate of dissolution of biotite is not sufficiently fast to prevent dissolved oxygen from reaching the repository depth of 500 m. Spiessl et al. (2009) studied a similar system using a mechanistic model, which included advection processes along the fracture and diffusive processes and abiotic reactions in the rock matrix. The results of this model, which was solved using MIN3P (Mayer et al. 2002) , substantially differ from those of Glynn et al. (1997) , as dissolved O 2 in the fracture reaches a quasi-steady profile after about 1000 years, and the simulated O 2 migration depth after 10,000 years is < 100 m. Spiessl et al. (2009) attributed these differences to the different conceptual models used in the two studies. Guimerà et al. (2006) simulated the ingress of oxygenated water along a single fracture, in which oxygen was depleted by the oxidation of a fracture-filling mineral (annite, a Fe(II) mica). The numerical calculations were run out to 5000 years using the geochemical code PHREEQC (Parkhurst and Appelo 1999) . The results of this model, which neglected the influence of the surrounding matrix, show that no oxygen reaches repository depth (≈ 500 m) during the considered time frame. Sidborn et al. (2010) used previously developed analytical solutions (Sidborn 2007 ) and numerical calculations, carried out with PHAST (Parkhurst et al. 2004) , to evaluate oxygen ingress in a "typical" fracture-matrix system of Forsmark (Sweden). The geochemical processes considered in these calculations are non-oxidative dissolution of biotite and homogeneous oxidation of dissolved ferrous ions. The authors observed that a pseudo-steady-state oxygen profile is reached, where the steady-state oxygen penetration depth depends on the Fe(II) content of the rock and the hydrodynamic properties of the fracture. Close to the inlet boundary, oxygen penetrates approximately six millimeters into the rock matrix. MacQuarrie et al. (2010) evaluated different models for oxygen penetration and consumption in a fractured crystalline rock system. The authors demonstrated that results depend dramatically on the underlying conceptual model. For instance, if the reducing capacity of Fe(II) minerals is neglected, significant concentrations of O 2 may reach repository depth (i.e., 500 m depth) within a time frame of 10,000 years. However, in the "opposite extreme case", where chlorite is assumed to buffer oxygen migration along the fracture and biotite is considered to consume oxygen in the matrix, the penetration of O 2 is modest (i.e., < 20 m).
All the numerical studies cited above (and, to the knowledge of the authors, all the reactive transport models that so far have assessed the issue of oxygen penetration in fractured media) are based on simplified geometrical representations of fractured crystalline rock systems. The reason for these simplifications lies in the numerical stiffness of this reactive transport problem (e.g., Sidborn et al. 2010 ) rather than in the lack of detailed information about the physical heterogeneity of the fractured medium. However, recent studies have demonstrated that similarly complex reactive transport problems can be efficiently solved using high performance computing (HPC) (e.g., Hammond et al. 2011 Hammond et al. , 2014 Beisman et al. 2015; Molinero et al. 2015; Trinchero et al. 2017a) .
Besides physical heterogeneity, crystalline fractured rock systems are mineralogically heterogeneous (e.g., POSIVA 2011; SKB 2013) . In some cases Sidborn 2009, 2010) , the large amount of available information allows a statistical description of this heterogeneity. In all the aforementioned numerical studies, mineralogical heterogeneity is assessed by means of sensitivity analyses, where the mineral abundance or other related mineralogical parameters are varied and set to a new constant value in the whole model domain.
In this work, it is shown how a recently developed numerical framework [the interface between DarcyTools and PFLOTRAN, iDP (Molinero et al. 2015) ] can be used to carry out site-scale reactive transport calculations of oxygen intrusion in fractured media. The main novelty of the proposed approach lies in the integration of heterogeneity, both physical (i.e., variability in the groundwater flow field and in the kinematic porosity based on an underlying discrete fracture network, DFN, model) and mineralogical (e.g., variability in the abundance of Fe(II)-bearing minerals), in a HPC simulation. Numerical experiments, based on a synthetically generated fractured medium, are used for process understanding.
Conceptual Model
The different models used in this work mimic the inflow of oxygenated water from the recharge area of a low permeable highly heterogeneous fractured rock medium. Oxygen is transported by downward vertical fluxes and is progressively consumed by abiotic reactions.
Modelling Approach
The reactive transport calculations are carried out using iDP (Molinero et al. 2015) , a numerical tool that provides an interface between two computer codes: DarcyTools Svensson and Ferry 2014) and PFLOTRAN (Lichtner et al. 2013a, b) .
DarcyTools is a finite-volume computer code for the simulation of flow and transport in subsurface heterogeneous media. An added value of DarcyTools is the ability to simulate flow and transport processes in fractured crystalline rocks. This is done by generating a stochastic DFN, whose hydraulic and transport properties (i.e., transmissivity and kinematic porosity) are then represented onto an underlying grid, which is where the flow and transport equations are actually solved. DarcyTools has been used in the last Swedish and Finnish safety analyses [i.e., SR-Site (SKB 2011) and TURVA2012 (POSIVA 2012) ]. PFLOTRAN is a massively parallel finite-volume subsurface flow and reactive transport code. By combining the two codes, iDP profits from the ability of DarcyTools to solve accurately the flow in highly heterogeneous fractured media and the computational capacity of PFLOTRAN.
In the numerical exercises presented here, groundwater flow is first computed using DarcyTools. This calculation, which is computationally less expensive than the reactive transport simulations, is carried out in a powerful workstation. The Darcy-computed velocities and the DFN-derived kinematic porosities are retrieved by iDP and used as input for the PFLOTRAN simulations, which are solved in a supercomputer.
It is worthwhile noting that all the calculations are carried out over an equivalent porous medium (ECP) whose parameterisation is directly derived from the underlying distribution of fractures and deformation zones (see Sect. 2.2). Thus, the ECPM is a direct representation of the DFN and does not account for the influence of the rock matrix. However, matrix diffusion processes and the related reactions in the rock matrix could in principle be included in PFLOTRAN using a multi-continuum formulation (Lichtner 2000) .
Groundwater Flow and Transport
As mentioned in the Introduction, the numerical models presented in this and the next section are to be considered synthetic, and thus, their results are not representative of a specific real site. Yet, to provide these models with a realistic level of complexity, the set-up for groundwater flow is borrowed from an existing large scale hydrogeological model of the Forsmark area (Sweden), the designated site for a deep geological repository for spent nuclear fuel. Forsmark is located in northern Uppland within (2015)]. X and Y are local coordinates, whereas Z is expressed as meters above sea level (masl) the municipality of Östhammar, about 120 km north of Stockholm. The host rock formation consists of crystalline bedrock that belongs to the Fennoscandian Shield. The aforementioned model, which covers an area of 72 km 2 approximately and extends to 584 m depth, was solved using DarcyTools. The model consists of 105,044,948 cells and mimics a steady-state groundwater flow field during temperate climatic conditions. The hydraulic properties of the system (i.e., hydraulic conductivity and porosity) are derived from an underlying discrete fracture network (DFN) and represented onto an equivalent continuous porous medium (ECPM), using the approach described by Svensson (2001a, b) ; that is, intersecting volumes between fractures and grid cell control volumes are computed and contributions from all intersecting fractures are added to the related parameters for each grid cell. The DFN and corresponding ECPM used in this work are equivalent to those described in Svensson and Follin (2010) .
From a visual inspection of the hydraulic conductivity field (Fig. 1 ) the presence of a complex fracture system, including single fractures and highly permeable zones, is evident. In the central part of the domain, that is where this study is focused, a finer refinement was used, with regular hexahedron elements of size 4 m × 4 m × 2 m. In the near-surface part of the domain, groundwater flow is strongly influenced by topography. The Forsmark site is relatively flat, with low reliefs that act as local recharge (downward fluxes) and low-lying areas of local discharge (upward fluxes) (Follin et al. 2014) . Further details on the groundwater flow model can be found in Molinero et al. (2015) .
The reactive transport calculations described in Sect. 3 below, which are defined over sub-domains of the full site-scale hydrogeological model, are solved using PFLO-TRAN. For each selected sub-domain, the steady-state groundwater velocity field (i.e., Darcy fluxes computed at cell sides) and the distribution of kinematic porosity are passed to PFLOTRAN via HDF5 files, which are generated by iDP. In the six sides of the selected sub-domains, a "Dirichlet_zero_gradient" transport boundary condition is defined, meaning that on fluid-inflow boundaries a solution is specified (i.e., Dirichlet boundary condition), whereas zero diffusive gradient is considered on outflow (i.e., only advective transport is considered on outflow). An oxidative groundwater type (see Sect. 2.3) is assigned to the top side, whereas the other sides are linked to the initial ambient groundwater composition (see Sect. 2.3).
Geochemistry
The geochemical model is taken from Sidborn et al. (2010) . The main mineral involved in the calculations is biotite, which is assumed to be the source of dissolved ferrous iron. Its non-oxidative dissolution is represented using the following rate law
where be considered at all times in equilibrium with the aqueous solution. This is a conceptual simplification as the mineral surface should depend on the amount of mineral in contact with the fracture groundwater. In a recent work (Trinchero et al. 2017b) , the model presented here has been parameterised in a way consistent with field observations from Forsmark and an explicit relationship between the total amount of fracture surface and the mineral surface area is established.
The dissolved ferrous ions are oxidized by oxygen as follows
For pH > 4.5, a widely used rate law for this reaction is (Stumm and Lee 1961) 
where k r is a homogeneous oxidation rate constant [k r = 1.33 × 10 12 (1/mol 2 atm s)], P O 2 is the partial pressure of oxygen and c OH − is the concentration of OH − . As in Sidborn et al. (2010) , the rate of oxidation of ferrous iron (Eq. (3)) has been simplified by assuming a constant OH − concentration equal to 1 × 10 −6 mol/L (i.e., pH ≈ 8). With this simplification, Eq. (3) reduces to a second order kinetic reaction, which in PFLOTRAN can be easily defined using the "General_Reaction" card. The thermodynamic database used in the calculations is the Hanford database, which is included in the PFLOTRAN public distribution. The groundwater types used in the model are taken from Salas et al. (2010) . The initial groundwater type is derived from a mix of the water types "Altered Meteoric" [solution 3 of appendix A1.8.1 of Salas et al. (2010) Aggressive oxidizing conditions are simulated using an arbitrarily high oxygen content (6.0 × 10 −3 mol/L, which corresponds to 200 mg/L), which results in a value of pe around 13. This oxygen content is higher than the value typically used for glacial meltwaters [i.e., ≈ 1.5 × 10 −3 mol/L, which corresponds to 48 mg/L; MacQuarrie et al. 2010)] , and although there is no clear consensus on the maximum dissolved O 2 levels, Glynn et al. (1997) state that concentrations of dissolved oxygen in glacial meltwaters beneath an ice sheet could exceed 45 mg/L. Although lower O 2 concentrations for the infiltrating waters would result in shorter intrusion distances, the general conclusions of this study would remain unchanged.
To keep track of the conservative transport patterns, a conservative tracer in unitary concentration is added to the boundary water.
Reactive Transport Calculations
The reactive transport calculations are carried out over two different sub-domains of the Forsmark hydrogeological model:
1. Sub-domain 1 (50 kcells model): 50 × 49 × 20 cells (i.e., 49,000 cells). It corresponds to the blue box in Fig. 2 ; 2. Sub-domain 2 (4 Mcells model): 250 × 250 × 66 cells (i.e., 4,125,000 cells). It corresponds to the red box in Fig. 2 .
The grid cells are regular hexahedron elements of size 4 m × 4 m × 2 m. As specified in Sect. 2.2, Darcy fluxes and kinematic porosity are imported from the results of the DarcyTools groundwater flow calculation. The distribution of kinematic porosity is shown in Fig. 3 , for sub-domain 2 (similar heterogeneous distribution could be observed for the smaller sub-domain 1). Transport and reactions are assumed to take place in the ECPM only (i.e., matrix diffusion is not considered).
In the different set of calculations, two different "types" of models are considered. The "homogeneous" models denote cases where the spatial distribution of biotite is homogeneous. "Heterogeneous" calculations denote cases where the distribution of biotite is random, as detailed in Sects. 3.1 and 3.2, below. Both "homogeneous" and "heterogeneous" calculations use the same heterogenous Darcy fluxes and hydraulic properties. 
Sub-domain 1
Sequential indicator simulations were carried out using SGeMS (Remy et al. 2009 ) to produce equi-probable realizations of biotite distribution. Ten different realizations were generated, with the following categorigal values: c 1 : biotite present with initial volume fraction equal to 0.1 in 40% of the sub-domain volume; c 2 : biotite present with initial volume fraction equal to 0.01 in 20% of the sub-domain volume; c 3 : biotite present with initial volume fraction equal to 0.001 in 10% of the sub-domain volume; c 4 : biotite absent in 30% of the sub-domain volume. For these heterogeneous realizations, the resulting average volume fraction of biotite in the rock is around 0.042; that is about 4% of the total volume. A spherical isotropic semivariogram with a range equal to 20 m was used to generate the random distribution. Two out of the ten considered realizations are shown in Fig. 4 . A homogeneous case, where the biotite volume fraction was set equal to 0.1 in the whole domain, was also run.
The PFLOTRAN calculations were carried out in the supercomputer JUQUEEN of the Jülich Supercomputing Centre (Stephan and Docter 2015) and span 1000 years of simulation time. Each of the ten realizations was run using 1040 processor cores. Each processor has around 1 GB of memory, meaning that total memory used by each simulation was approximately 1 TB.
This sub-domain belongs to a recharge area of the regional hydrogeological model, and thus, groundwater velocities are mostly oriented in the vertical downward direction. The penetration of oxygen depends on possible preferential flow patterns, which in this model are related to the underlying discrete fracture network, and on the availability of dissolved ferrous ions. Dissolved iron, in turn, is released by biotite, if initially present and not yet completely dissolved.
The vertical extension of this model domain is limited (i.e., 40 m) and this is reflected in relatively fast travel times (from the surface to the bottom of the domain). After 50 years, the tracer, which is added to the boundary water, has reached a considerable area of the bottom side, whereas at the end of the simulation, unitary concentration is observed in the whole domain except for a very few localized spots where, due to the local flow circulation patterns, concentration is still lower (Fig. 5) . It is worthwhile noting that flow and conservative transport patterns are the same for all the considered realizations. pe is extremely sensitive to small variations in oxygen content, and thus, here it is used as a marker of oxygen. The spatial distribution of pe at 50 years and at the end of the simulation, computed for the homogeneous case and for two heterogeneous realizations (i.e., R1 and R8), is shown in Fig. 6 . The increase of pe is modest in the homogeneous model while it is slightly more pronounced in the heterogeneous simulations (particularly, in realization 8; bottom left corner). It is worthwhile noting that the shape of the redox front of the homogeneous case is "uneven" due to the underlying heterogeneous flow patterns. Sub-domain 1. pe at different simulations times computed for the homogeneous case and for the heterogeneous realizations R1 and R8. a Homogeneous; t = 50 years, b homogeneous; t = 1000 years, c R1; t = 50 years, d R1; t = 1000 years, e R8; t = 50 years and f R8; t = 1000 years An indicator, denoted as "relative footprint of the oxidizing plume", was defined and used to assess the results of the ten realizations. The "relative footprint of the oxidizing plume" is defined as the relative amount of cells of the bottom side of the sub-domain (or, of any considered control plane) with pe higher than a given threshold. The "relative footprint of the oxidizing plume" is computed at the bottom side of the domain for all the considered realizations, using a threshold pe of 2.0 (i.e., pe> 2.0; Fig. 7 ). In the homogeneous calculation, pe at the bottom side of the domain is always below the threshold during the whole simulation time frame (i.e., 1000 years). With this threshold, in the heterogeneous realizations (where biotite is randomly distributed and might be locally absent) the "relative footprint of the oxidizing plume" increases and asymptotically reaches a plateau value that ranges between 0.28 and 0.53 within the considered timeframe of 1000 years. Figure 8 provides information about the extension of oxygen penetration depth for the homogeneous case and the heterogeneous realization, R8. The grid cells that at 1000 years of simulation time have an oxygen concentration higher than 1×10 −7 mol/L (i.e., concentration close to the detection limit) are shown and colored according to their oxygen concentration; whereas the rest of the cells are hidden. Dramatic differences between the homogeneous and the heterogeneous realization are evident. In the homogeneous case, oxygen penetration (i.e., O 2 > 1 × 10 −7 mol/L) is strongly buffered and limited to the first three cells in z-direction (i.e., 6 m depth). In the selected heterogeneous realization, the "oxygen plume" travels the whole domain depth (i.e., 40 m).
The amount of biotite dissolution observed at the end of the simulations is modest (the results are not shown here for the sake of brevity).
Sub-domain 2
Given the large size of sub-domain 2, which implies high computational costs for the related reactive transport calculations, one single realization of hetereogenous biotite distribution was generated, using the same approach and parameters as for sub-domain 1 (see Sect. 3.1). A "homogeneous" case, as for sub-domain 1, was not calculated. The resulting spatial distribution of the biotite volume fraction is shown in Fig. 9 .
The PFLOTRAN reactive transport calculation was carried out in JUQUEEN, using 1040 processor cores. The maximum wall-clock time of the simulation was set to 11 h, meaning that approximately 12,000 h of supercomputing allocation time were consumed. With this maximum wall-clock time, the simulation run out to 70 years in time. Figure 10 shows the grid cells of the upper layer of the sub-domain that have a negative vertical component of the Darcy velocity (i.e., downward fluxes-recharge areas), whereas the rest of the cells (i.e., upward fluxes-discharge areas) are blanked. Snapshots of tracer concentration, taken at simulation time 10 years and 70 years, are shown in Fig. 11 . At early times the tracer infiltrates from the recharge areas and is channeled along a network of preferential paths. At the end of the simulation, the tracer has already traveled the whole domain depth (132 m) along the most connected paths whereas other parts of the domain appear to be less connected to the surface boundary. At the end of the simulation, the tracer is also observed in most of the discharge areas, except for small spots that are influenced by local flow circulation patterns. The evolution of pe is shown in Fig. 12 . After a quick penetration of the redox perturbation front, a steady-state profile is reached, in which advective processes, which carry oxygen from the recharge area, are counterbalanced by geochemical reactions, which oxidize iron and consume oxygen. The development of a steady state oxygen profile was also observed by Sidborn et al. (2010) using the same geochemical model, but a simplified single fracture-matrix system.
The penetration of the redox perturbation front is characterized by fingers, which are the result of the mutual interplay between preferential transport paths along transmissive and connected zones and the availability of biotite, which is responsible for the presence or absence of oxygen buffers (i.e., the ferrous ions). In the discharge areas, almost no redox perturbation is observed indicating that all the oxygen that in a hypothetical conservative case (i.e., without redox buffering reactions) would be observed Romero et al. (1992) , with permission from Elsevier in these discharge areas is actually consumed by the underlying buffering geochemical reaction. Interestingly, a similar finger-shaped redox transition zone was already observed in the natural analogue project Poço de Caldas, in Brazil (Romero et al. 1990 (Romero et al. , 1992 . By mapping observations on the walls of the Osamu Utsumi mine and in boreholes, the authors concluded that the redox front was very uneven and finger-shaped (Fig. 13) . The authors primarily attributed this evidence to channeling and preferential flow patterns, whereas the distribution of buffering minerals was not assessed in their study. However, the comparison between the model and the observations from Poço de Caldas should be considered as merely qualitative as the parameterisation of the model is based on synthetic parameters. In a recent study (Trinchero et al. 2017b) , the model presented here has been improved by providing a parameterisation of mineral surface area and volume fraction consistent with the underlying DFN. In this study a more exhaustive comparison with data Poço de Caldas is also provided.
The penetration of oxygen is shown in Fig. 14. In the figure, only the grid cells that at 70 years of simulation time have an oxygen concentration higher than 1 × 10 −7 mol/L (i.e., concentration close to the detection limit) are shown and colored according to their oxygen concentration, whereas the rest of the cells are hidden. With this range of concentration, the maximum oxygen penetration depth is 56 m. Figure 15 shows the oxygen concentration computed in the upper layer of the model domain at 70 years of simulation time. In the same figure, those grid cells of the upper layer that do not contain biotite are shown. These results point out that oxygen is observed in relatively high concentrations (O 2 > 1 × 10 −7 mol/L) only in the recharge areas while, as already observed for the pe, no oxygen is observed in the discharge areas. Very high oxygen concentrations (O 2 ≈ 1 × 10 −3 mol/L) are observed only in those cells of the recharge area where biotite is absent. In the rest of the recharge area, most of the oxygen is already consumed in the uppermost layer of the domain. The dissolution of biotite, expressed as whole rock volume fraction, is shown in Fig. 16 . Biotite is completely depleted only in the recharge area of the domain, in a few cells that are located in highly conductive zones. In the rest of the model, biotite depletion is modest and is only observed in the uppermost part of the domain.
When analyzing these results, it is also important to consider that the groundwater velocity field used in the reactive transport calculations is representative of temperate conditions. Typically, groundwater flow simulations of periods of glaciation/deglaciation events provide higher vertical hydraulic gradients (Vidstrand et al. 2010; Löfgren and Karvonen 2012) and this, in turn, would lead to higher oxygen penetration depths and to higher amounts of mineral consumption.
Conclusions
In this work it has been shown how a recently developed HPC-based numerical framework, iDP, can be used to carry out continuum-based reactive transport calculations in complex heterogeneous sparsely fractured media. iDP interfaces two unique computer codes: DarcyTools, which is particularly designed for accurate representation of flow in fractured media, and PFLOTRAN, a HPC reactive transport code with demonstrated scalability. To illustrate how the site-scale complexity (i.e., the physical heterogeneity due to the underlying fracture network and the mineralogical heterogeneity due to the uneven distribution of reactive mineral) can be efficiently included in reactive transport simulations, a problem of interest for the safety analysis of repositories of spent nuclear fuel has been assessed: the possible infiltration of oxygenated water into an anoxic and reducing fractured medium.
The results of synthetically based calculations show that the penetration of oxygen is relatively fast until the redox front reaches a steady state at which the rate of O 2 intrusion is balanced by the rate of iron mineral dissolution (biotite in this set of calculations). This steady state remains unaltered as long as the available biotite is not completely depleted. It may be noted that both the O 2 concentration in the infiltrating waters and the reactive surface area would affect the location of the redox front.
The oxygen penetration patterns and penetration depth are significantly influenced by both physical and mineralogical heterogeneity. For instance, when there are parts of the domain where the iron-bearing mineral is absent, oxygen penetrates significantly more than when biotite is available everywhere. The interplay between physical and mineralogical heterogeneity lead to a finger shaped redox front. Qualitatively similar penetration patterns were observed in the natural analogue project site Poço de Caldas, in Brazil (Romero et al. 1990 (Romero et al. , 1992 .
Given their illustrative purpose, the calculations presented here are based on a number of simplifying assumptions. For instance, the model accounts for fractures and deformation zones, which are represented in an equivalent porous medium, but neglects the influence of the matrix. In these types of media and for the problem assessed here, matrix diffusion could be an important additional buffer for oxygen, particularly when iron-bearing minerals are present also in the matrix . Furthermore, sub-grid heterogeneity is not accounted for. This could in principle be done using different alternative upscaling approaches (Malmström et al. 2000; Lichtner and Kang 2007; Willmann et al. 2008; Miller et al. 2010) . Finally, the parameterisation of geochemical reactions is not realistic. In a recent work (Trinchero et al. 2017b ) the model presented here was improved by providing an explicit parameterisation of mineral surface area and mineral volume fraction based on the underlying DFN. In that work, a more exhaustive comparison with the observations from the natural analogue project site Poço de Caldas is also provided.
