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DIAGONALIZATION OF SHIFT-PRESERVING OPERATORS
A. AGUILERA, C. CABRELLI, D. CARBAJAL, AND V. PATERNOSTRO
Abstract. In this note we study the structure of shift-preserving operators act-
ing on a finitely generated shift-invariant space. We define a new notion of diago-
nalization for these operators, which we call s-diagonalization. We give necessary
and sufficient conditions on a bounded shift-preserving operator in order to be
s-diagonalizable. These conditions are in terms of its range operator. We also
obtain a generalized Spectral Theorem for normal bounded shift-preserving op-
erators.
1. Introduction
Shift-invariant spaces are subspaces of L2(Rd) that are invariant under the action
of translations by integer vectors. These spaces have been used in approximation
theory, sampling theory, and wavelets, and their structure is very well known. See
[6, 9, 10, 14, 15] in the euclidean case, and [4, 7, 8] in the context of topological
groups.
Given an (at most countable) set of functions Φ ⊂ L2(Rd) the subspace
S(Φ) := span
{
Tkϕ : ϕ ∈ Φ, k ∈ Z
d
}
is shift invariant and Φ is called a set of generators. Moreover, every shift-invariant
space is of this form. A finitely generated shift-invariant space is one that has a
finite set of generators and the length is the minimum cardinal between all sets of
generators.
Each shift-invariant space V has an associated range function (see Def. 2.3) which
represents V as a measurable field of closed subspaces (the fiber spaces) of ℓ2(Zd).
The functions of V have its fibers in the fiber space (see Section 2) and the connection
between V and its associated range function is through an isometric isomorphism
that we denote by T .
The representation of a shift-invariant space through its fiber spaces is a key to
studying its structure. In fact, the integer translates of a set of functions in the
space form a basis or a frame if and only if the fibers of such functions form a
basis or a frame of the fiber spaces with uniform bounds (see [6]). On the other
hand, when the shift-invariant space is finitely generated, all these fiber spaces are
finite-dimensional. As a consequence, the representation by fiber spaces allows us
to translate problems that involve shift-invariant spaces into linear algebra.
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The natural operators acting on these spaces are those that commute with integer
translates, i.e shift-preserving operators. In [6], Bownik considers shift-preserving
operators acting on shift-invariant spaces and studies its properties through the
concept of range operator (see Def. 3.2). A range operator is a representation of a
shift-preserving operator as a measurable field of linear operators, obtained through
the intertwining map T mentioned before. Each fiber of a range operator acts on
the respective fiber space of the range function. In this way, the action of the range
operator through the fiber spaces permits us to decode the behavior of the associated
shift-preserving operator (see Section 3). For instance, Bownik proved in [6] that
certain properties such as normality and unitaryness of a shift-preserving operator
are inherited by its fibers.
When a shift-preserving operator acts on a finitely generated shift-invariant space,
each fiber of the range operator is a linear transformation acting on a finite dimen-
sional subspace of ℓ2(Zd). So, considering appropriate bases of the fiber spaces, one
can represent the range operator as a field of matrices. Given that, we want to
translate the structure of these matrices (or the linear transformations that they
induce) back to the shift-preserving operator.
There are two delicate issues when one tries to pursue this program. First, we
need some consistency in the structure of the field of linear transformations. Here,
the difficulty is to understand which is the precise uniformity condition to ask, to
be able to obtain a similar property for the shift-preserving operator. The second
issue is measurability. Since the field is measurable, the objects associated with
our linear transformations, such as eigenvalues, eigenvectors and kernels, have to
be measurable respect to its behavior along the field. This requires a significative
effort.
In this paper, we focus on a special notion of diagonalization for a shift-preserving
operator acting on a finitely generated shift-invariant space, which we call s-diagona-
lization (see Def. 6.1). This notion generalizes the usual concept of diagonalization.
An s-diagonalizable shift-preserving operator is associated with a decomposition of
the underlying shift-invariant space into a finite direct sum of closed subspaces,
each of them being invariant under the shift-preserving operator and under integer
translates. The shift-preserving operator has a simple form when it acts in each of
the invariant subspaces and when it is s-diagonalizable it can be written as a sum
of simpler operators.
Towards the concept of s-diagonalization, we define the notion of s-eigenvalue,
a concept that generalizes the classical definition. Let L : V → V be a shift-
preserving operator acting on a shift-invariant space V and a = {ak}k∈Zd ∈ ℓ
2(Zd)
a sequence of bounded spectrum (i.e. aˆ ∈ L∞([0, 1)d)). Define Λa :=
∑
k∈Zd akTk
where Tk is the translation operator by k. We say that Λa is an s-eigenvalue of L if
ker(L − Λa) 6= {0}. An s-eigenvalue is a very simple shift-preserving operator that
acts as a convolution in the following sense: Assume that {Tkϕi : i = 1, . . . , n, k ∈
Zd} is a frame of V . If f =
∑n
i=1
∑
k∈Zd bi(k)Tkϕi with b1, . . . , bn ∈ ℓ
2(Zd), then
Λaf =
∑n
i=1
∑
k∈Zd(a ∗ bi)(k)Tkϕi.
One of our main results, states that a shift-preserving operator acting on a finitely
generated shift-invariant space is s-diagonalizable if and only if its associated range
operator is a field of diagonalizable matrices satisfying a uniformity angle condition.
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As a consequence we obtain a type of spectral theorem for the case when the
shift-preserving operator is bounded and normal:
Theorem 1.1. Let L : V → V be a normal bounded shift-preserving operator on
a finitely generated shift-invariant space V. Then there exist m ∈ N, s-eigenvalues
Λ1, . . .Λm and shift-invariant subspaces of V , V1, . . . , Vm with V = V1 ⊕ · · · ⊕ Vm
such that
L =
m∑
j=1
ΛjPVj ,
where PS denotes the orthogonal projection onto a closed subspace S. Furthermore,
the shift-invariant subspaces Vj are invariant under L which implies that Lf = Λjf
for f ∈ Vj.
On the way, we prove that an invertible bounded shift-preserving operator is s-
diagonalizable if and only if its inverse is s-diagonalizable, and the decomposition
of the inverse is obtained inverting the s-eigenvalues (see Proposition 6.3). We also
show that a matrix with measurable entries has measurable eigenvalues. Based on
that result, we explicitly construct s-eigenvalues for those shift-preserving operators
acting on finitely shift-invariant spaces. Finally, we see that the minimum number
of s-eigenvalues in a decomposition of a shift-preserving operator agrees with the
essential supremum of the number of eigenvalues of the matrices of the associated
field of operators.
The paper is organized as follows. In Section 2, we give the basic known results
about shift-invariant spaces and range functions. Section 3 is devoted to shift-
preserving operators. We recall their definition, some known properties and prove
(under a mild condition) that they can be represented as matrices with measurable
entries. Additionally, we characterize the invertibility of a shift-preserving operator
in terms of the invertibility of its operator fibers. We introduce the concepts of
s-eigenvalue and s-eigenspace for a shift-preserving operator in Section 4 and study
their connection with the eigenvalues and eigenspaces of the associated range oper-
ator. Measurability issues related to s-eigenvalues and s-eigenspaces are developed
in Section 5. Moreover, towards the existence of s-eigenvalues of a shift-preserving
operator, we construct measurable functions in Theorem 5.9 by pasting eigenvalues
of the associated range operator. Finally, in Section 6, we introduce the notion
of s-diagonalization, show some of its properties and state and prove our main re-
sult, that relates s-diagonalization with the diagonalization of the associated field
of operators, obtaining as a consequence Theorem 1.1.
2. Shift-invariant Spaces
In this section we collect some of the properties of the theory of shift-invariant
spaces that we will need later.
Definition 2.1. We say that a closed subspace V ⊂ L2(Rd) is shift invariant if for
each f ∈ V we have that Tkf ∈ V , ∀ k ∈ Z
d. Here, Tkf(x) = f(x− k).
Given a countable set of functions Φ ⊂ L2(Rd), we will denote
S(Φ) = span
{
Tkϕ : ϕ ∈ Φ, k ∈ Z
d
}
.
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We say Φ is a set of generators of V if V = S(Φ). When Φ is a finite set, we say
that V is a finitely generated shift-invariant space. Moreover, we will denote
E(Φ) =
{
Tkϕ : ϕ ∈ Φ, k ∈ Z
d
}
.
An essential tool in the development of shift-invariant spaces theory is the tech-
nique known as fiberization that we present now. We follow the notation used in
[6].
Proposition 2.2. The map T : L2(Rd)→ L2
(
[0, 1)d, ℓ2(Zd)
)
defined by
T f(ω) = {fˆ(ω + k)}k∈Zd ,
is an isometric isomorphism. We call T f(ω) the fiber of f at ω. Moreover, it
satisfies that
(1) T Tkf(ω) = ek(ω)T f(ω),
where ek(ω) = e
−2πi〈ω,k〉.
Here, the Hilbert space L2
(
[0, 1)d, ℓ2(Zd)
)
consists of all vector-valued measur-
able functions ψ : [0, 1)d → ℓ2(Zd) with finite norm, where the norm is given by
‖ψ‖ =
(∫
[0,1)d
‖ψ(ω)‖2ℓ2 dω
)1/2
.
Definition 2.3. A range function is a mapping
J : [0, 1)d → { closed subspaces of ℓ2(Zd) }
ω 7→ J(ω).
We say J is measurable if the scalar function ω 7→ 〈PJ(ω)u, v〉 is measurable for
every u, v ∈ ℓ2(Zd), where PJ(ω) is the orthogonal projection of ℓ
2(Zd) onto J(ω).
Given a range function J , the following space can be defined
MJ = {ψ ∈ L
2
(
[0, 1)d, ℓ2(Zd)
)
: ψ(ω) ∈ J(ω)},
which is a closed modulation-invariant subspace of L2
(
[0, 1)d, ℓ2(Zd)
)
, i.e. for every
ψ ∈MJ we have that ekψ ∈MJ for all k ∈ Z
d.
In [6] and [14], it was proved that for every shift-invariant space V ⊂ L2(Rd)
there exists a measurable range function JV which satisfies that
f ∈ V if and only if T f(ω) ∈ JV (ω), for a.e. ω ∈ [0, 1)
d,
that is T (V ) =MJV . On the other hand, every measurable range function J defines
a shift-invariant space, namely V := T −1(MJ ). When identifying range functions
a.e. ω ∈ [0, 1)d, the correspondence between measurable range functions and shift-
invariant spaces is one-to-one (see [6, Proposition 1.5]).
Furthermore, if V = S(Φ) for some countable set Φ ⊂ L2(Rd), then for a.e.
ω ∈ [0, 1)d,
JV (ω) = span{T f(ω) : f ∈ Φ }.
In particular, when Φ is a finite set, this allows us to translate problems in infinite
dimensional shift-invariant spaces, into problems of finite dimension that can be
treated with linear algebra.
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We call the subspace JV (ω) the fiber space of V at ω and we will simply denote
J when it is evident that we are referring to the corresponding range function of V .
We have the following useful property.
Lemma 2.4. (Helson, [14]) Let V ⊂ L2(Rd) be a shift-invariant space with associ-
ated range function J . Then, for each f ∈ L2(Rd) we have that
T (PV f)(ω) = PJ(ω)(T f(ω)), for a.e. ω ∈ [0, 1)
d.
Definition 2.5. The length of a finitely generated shift-invariant space V ⊂ L2(Rd)
is denoted by L(V ) and defined as the smallest natural number ℓ such that there
exist ϕ1, ..., ϕℓ ∈ V with V = S(ϕ1, ..., ϕℓ). It is possible to give an equivalent
definition of L(V ) in terms of the range function J associated to V , which is
L(V ) = ess sup
ω∈[0,1)d
dim J(ω).
Since the range function of V can take the subspace {0} as value, the spectrum of
V is defined by
σ(V ) =
{
ω ∈ [0, 1)d : J(ω) 6= {0}
}
.
We now summarize some properties of shift-invariant spaces that we will need
along the paper. We refer for details and proofs to [10].
Lemma 2.6. Let V be a shift-invariant space of L2(Rd). Then, there exists ϕ ∈ V
such that supp‖T ϕ(·)‖ℓ2 = σ(V ).
Lemma 2.7. Let V,U be shift-invariant spaces of L2(Rd) with associated range
functions JV , JU respectively. Then we have:
(i) The orthogonal complement of V , V ⊥, is shift invariant and JV ⊥(ω) =
(JV (ω))
⊥ for a.e. ω ∈ [0, 1)d.
(ii) If U ⊆ V and JV (ω) = JU (ω) for a.e. ω ∈ [0, 1)
d, then U = V .
(iii) The space V ∩U is shift invariant and its range function satisfies JV ∩U(ω) =
JV (ω) ∩ JU (ω), for a.e. ω ∈ [0, 1)
d.
The last item of the above lemma was proved in [2]. The following Theorem is
due by Bownik in [6].
Theorem 2.8. Let V be a shift-invariant space of L2(Rd). Then V can be decom-
posed as an orthogonal sum
(2) V =
⊕
i∈N
S(ϕi),
where ϕi is a Parseval frame generator of S(ϕi), and σ(S(ϕi+1)) ⊂ σ(S(ϕi)) for
all i ∈ N. Moreover, dim JS(ϕi)(ω) = ‖T ϕi(ω)‖ for every i ∈ N and dim JV (ω) =∑
i∈N ‖T ϕi(ω)‖ for a.e. ω ∈ [0, 1)
d.
Observe that ϕ is a Parseval frame generator of S(ϕ) if and only if ‖T ϕ(ω)‖ =
1σ(S(ϕ))(ω) for a.e. ω ∈ [0, 1)
d (see Theorem 2.3 in [6]).
The following lemma is a consequence of Theorem 2.8, which will be a key to
working through measurability problems in Section 5. We require here, as well as
in many other places along this article, that dimJ(ω) <∞ for a.e. ω ∈ [0, 1)d. We
remark that this condition does not mean that V must be finitely generated.
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Lemma 2.9. Let V be a shift-invariant space with range function J such that
dim(J(ω)) < ∞ a.e. ω ∈ [0, 1)d. Then, there exist functions {ϕi}i∈N of L
2(Rd)
and a family of disjoint measurable sets {An}n∈N0 such that [0, 1)
d =
⋃
n∈N0 An and
the following statements hold:
(i) {Tkϕi : i ∈ N, k ∈ Z
d} is a Parseval frame of V ,
(ii) T ϕi(ω) = 0 for i > n and a.e. ω ∈ An,
(iii) {T ϕ1(ω), . . . ,T ϕn(ω)} is an orthonormal basis of J(ω) for a.e. ω ∈ An,
(iv) dim J(ω) = n for a.e. ω ∈ An.
Proof. Let {ϕi}i∈N ⊂ L
2(Rd) be the functions from the decomposition of V as in
Theorem 2.8. As ϕi is a Parseval frame generator of S(ϕi) for every i ∈ N, it is easy
to see that {Tkϕi : i ∈ N, k ∈ Z
d} is a Parseval frame of V . In addition, this implies
that {T ϕi(ω)}i∈N is a Parseval frame of J(ω) for a.e. ω ∈ [0, 1)d (see Theorem 2.3
in [6]).
Define A0 = [0, 1)
d \ σ(V ). Now, for n > 0 define the sets An = σ(S(ϕn)) \
σ(S(ϕn+1)). Since σ(S(ϕi+1)) ⊂ σ(S(ϕi)) for all i ∈ N, the sets {An}n∈N0 are
pairwise disjoint. Moreover, given that dimJ(ω) < ∞ for a.e. ω ∈ [0, 1)d, the sum∑
i∈N ‖T ϕi(ω)‖ must be finite for a.e. ω ∈ [0, 1)
d and so
⋂
i∈N σ(S(ϕi)) = ∅. From
this, we can finally conclude that [0, 1)d =
⋃
n∈N0 An.
Fix n > 0. By definition of the sets An, we have that (ii) is satisfied. Thus,
using that (i) holds, the sum in (2) is orthogonal and T is an isometry, we get that
the system {T ϕ1(ω), . . . ,T ϕn(ω)} must be an orthonormal basis of J(ω) and so
dim J(ω) = n for a.e. ω ∈ An. For n = 0, J(ω) = {0} for a.e. ω ∈ A0. 
Remark 2.10. Let n ∈ N. Given a measurable set B ⊆ [0, 1)d such that dim J(ω) =
n for a.e. ω ∈ [0, 1)d, then B ⊆ An. In other words, An = {ω ∈ [0, 1)
d : dim J(ω) =
n}.
3. Shift-preserving operators
We describe here some properties of shift-preserving operators that we will use in
the next section.
Definition 3.1. Let V ⊂ L2(Rd) be a shift-invariant space and L : V → L2(Rd) be
a bounded operator. We say that L is shift preserving if LTk = TkL for all k ∈ Z
d.
Definition 3.2. Let V be a shift-invariant space with range function J . A range
operator on J is a mapping
R : [0, 1)d →
{
bounded operators defined on closed subspaces of ℓ2(Zd)
}
,
such that the domain of R(ω) is J(ω) for a.e. ω ∈ [0, 1)d.
We say that R is measurable if ω 7→ 〈R(ω)PJ(ω)u, v〉 is a measurable scalar func-
tion for every u, v ∈ ℓ2(Zd).
In [6], Bownik proved that given a bounded, shift-preserving operator L : V →
L2(Rd), there exists a measurable range operator R on J such that
(3) (T ◦ L)f(ω) = R(ω) (T f(ω)) ,
for a.e. ω ∈ [0, 1)d and f ∈ V .
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Conversely, given a measurable range operator R on J with
ess sup
ω∈[0,1)d
‖R(ω)‖ <∞,
there exists a bounded shift preserving operator L : V → L2(Rd) such that (3) holds.
The correspondence between L and R is one-to-one under the convention that the
range operators are identified if they are equal a.e. ω ∈ [0, 1)d. Furthermore, he
also proved the following relation between the operator norm of L and its associated
range operator,
(4) ‖L‖ = ess sup
ω∈[0,1)d
‖R(ω)‖.
Let us now focus on the particular case where L : V → V . In this setting,
R(ω) : J(ω) → J(ω) for a.e. ω ∈ [0, 1)d. The following result, that was proved
in [6], shows that some properties of the operator L are intrinsically related to the
properties of its fibers.
Theorem 3.3. Let V be a shift-invariant space and L : V → V a shift-preserving
operator with associated range operator R. Then, the adjoint operator L∗ : V → V
is also a shift-preserving operator and its corresponding range operator R∗ satisfies
that R∗(ω) = (R(ω))∗ for a.e. ω ∈ [0, 1)d. As a consequence, L is self-adjoint if and
only if R(ω) is self-adjoint for a.e. ω ∈ [0, 1)d, and L is a normal operator if and
only if R(ω) is a normal operator for a.e. ω ∈ [0, 1)d.
When a shift-preserving operator acts on a shift-invariant space satisfying that
dim J(ω) <∞ for a.e. ω ∈ [0, 1)d, the fibers of its corresponding range operator can
be identified with matrices. This is done explicitly in the next proposition.
Proposition 3.4. Let V be a shift-invariant space with range function J such that
dim(J(ω)) < ∞ a.e. ω ∈ [0, 1)d and L : V → V a shift-preserving operator with
associated range operator R. Then, R(ω) has a matrix representation for a.e. ω ∈
[0, 1)d with measurable entries. More precisely, if dim(J(ω)) = n a.e. ω ∈ B
where B ⊆ [0, 1)d is measurable, then, there exist n2 measurable bounded Zd-periodic
functions defined on B, {mi,j}
n
i,j=1 such that the matrix representation of R(ω) is
(5)

m1,1(ω) m1,2(ω) · · · m1,n(ω)
m2,1(ω) m2,2(ω) · · · m2,n(ω)
...
. . .
mn,1(ω) mn,2(ω) · · · mn,n(ω)
 ,
for a.e. ω ∈ B.
Proof. Let {ϕi}i∈N ⊂ L
2(Rd) and the partition {An}n∈N0 of [0, 1)
d be the ones given
by Lemma 2.9. For a fixed n ∈ N we will see that for a.e. ω ∈ An, R(ω) has a matrix
representation as (5) relative to the basis {T ϕ1(ω), . . . ,T ϕn(ω)} of J(ω). The point
will be to prove that the matrix can be chosen to have measurable entries.
Since {Tkϕi : i ∈ N, k ∈ Z
d} forms a Parseval frame for V , then for every j ∈ N
we have that
Lϕj =
∑
i∈N
∑
k∈Zd
cji (k)Tkϕi,
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where {cji (k)}i∈N,k∈Zd ∈ ℓ
2(N × Zd). Thus, by (1), we obtain that T Lϕj(ω) =∑
i∈N
(∑
k∈Zd c
j
i (k)ek(ω)
)
T ϕi(ω), for a.e ω ∈ [0, 1)
d. Since we are assuming that
ω ∈ An, we have that
T Lϕj(ω) =
n∑
i=1
∑
k∈Zd
cji (k)ek(ω)
 T ϕi(ω)
and mi,j :=
∑
k∈Zd c
j
i (k)ek is a Z
d-periodic measurable function.
Now, for ω ∈ An, we denote by [R ](ω) the matrix form of R(ω) relative to the
basis {T ϕ1(ω), . . . ,T ϕn(ω)}. Then, we can describe [R ](ω) in terms of {mi,j(ω)}i,j
as follows: note that since ω ∈ An,
([R ](ω))i,j = (R(ω)T ϕj(ω))i = (T Lϕj(ω))i = mi,j(ω).
Notice that since L is a bounded operator and (4) holds, then |mi,j(ω)| ≤ ‖L‖
for i, j = 1, . . . , n and for a.e. ω ∈ An.
Since every B ⊆ [0, 1)d where dim J(ω) = n for a.e. ω ∈ B is included in An, the
statement of the proposition holds. 
In the same spirit of Theorem 3.3, we will show that invertibility of a shift-
preserving operator can be deduced from the invertibility of its fibers when dim(J(ω)) <
∞ for a.e. ω ∈ [0, 1)d.
Theorem 3.5. Let V be a shift-invariant space with range function J such that
dim(J(ω)) <∞ for a.e. ω ∈ [0, 1)d and L : V → V a shift-preserving operator with
associated range operator R. Then, the following statements hold:
(i) If L is invertible, then L−1 is also shift preserving.
(ii) L is invertible if and only if R(ω) is invertible for a.e. ω ∈ [0, 1)d and there
exist a constant C > 0 such that R(ω) is uniformly bounded from below by
C (i.e. for a.e. ω ∈ [0, 1)d we have that ‖R(ω)a‖ ≥ C‖a‖ for all a ∈ J(ω)).
In that case, if we denote by R−1 the range operator associated to L−1, we
have that (R(ω))−1 = R−1(ω) for a.e. ω ∈ [0, 1)d.
Proof. Assume that L is invertible. Then, the inverse of L is a bounded operator.
Now, for every f ∈ V and k ∈ Zd we see that
L−1Tkf = L
−1TkLL
−1f = L−1LTkL
−1f = TkL
−1f,
then L−1 is a shift-preserving operator. This proves (i).
For (ii), first assume that L is invertible and denote by R−1 the range operator
of L−1. It is not difficult to prove that ω 7→ R−1(ω)R(ω) and ω 7→ R(ω)R−1(ω)
are measurable and uniformly bounded range operators on J . Furthermore, their
associated shift-preserving operators are L−1L and LL−1 respectively. Hence, we
have that R−1(ω)R(ω) = R(ω)R−1(ω) = I, where I denotes the identity range
operator on J(ω) for a.e. ω ∈ [0, 1)d. Thus, R(ω) is invertible and (R(ω))−1 =
R−1(ω) for a.e. ω ∈ [0, 1)d. In addition, R(ω) is uniformly bounded from below,
since (R(ω))−1 is bounded uniformly from above by ‖L−1‖.
For the converse, assume that R(ω) is invertible for a.e. ω ∈ [0, 1)d and is uni-
formly bounded from below by C > 0. Then ω 7→ (R(ω))−1 is a measurable range
operator on J (see Proposition 5.1) which is uniformly bounded by C. Hence, it
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has a corresponding shift-preserving operator L˜ such that for every f ∈ V and a.e.
ω ∈ [0, 1)d, (R(ω))−1(T f(ω)) = T L˜f(ω). Given that
T f(ω) = (R(ω))−1R(ω)(T f(ω)) = T L˜Lf(ω),
T f(ω) = R(ω)(R(ω))−1(T f(ω)) = T LL˜f(ω),
for every f ∈ V and a.e. ω ∈ [0, 1)d, we deduce that L˜L = LL˜ = IV , and so L is
invertible and L˜ = L−1. 
Remark 3.6. The condition of R(ω) being uniformly bounded from below is natural
as we know that, in fact, L is bounded from below by a constant C > 0 (i.e.
‖Lf‖ ≥ C‖f‖ for all f ∈ V ), if and only if R(ω) is uniformly bounded from below
by C (see [6], Theorem 4.6). For example, let R be a range operator on a range
function J defined by R(ω)a = ωa for a ∈ J(ω) and ω ∈ [0, 1)d. This range operator
is measurable and is uniformly bounded from above, thus it has a corresponding
shift-preserving operator L. Notice that R(ω) is invertible for a.e. ω ∈ [0, 1)d.
However, since it is not uniformly bounded from below, then L is not bounded from
below and is not invertible.
We will now show some examples of shift-preserving operators and their corre-
sponding range operator. The first example was shown in [6].
Example 3.7. Let I be an index set. Suppose Φ = {ϕi : i ∈ I} is a set of functions
such that E(Φ) is a Bessel family. Then, the frame operator of E(Φ) is self-adjoint
and shift preserving with corresponding range operator R(ω) given by the frame
operator of {T ϕi(ω) : i ∈ I} for a.e. ω ∈ [0, 1)
d.
Example 3.8. Let V be a shift-invariant space of L2(Rd) with range function J .
Denote by PV : L
2(Rd) → L2(Rd) the orthogonal projection of L2(Rd) onto V .
Then, PV is shift preserving and, by Lemma 2.4, its range operator is given by
R(ω) = PJ(ω) for a.e. ω ∈ [0, 1)
d.
For the following example we need to introduce a new definition that will become
crucial later on.
Definition 3.9. We say that a sequence a = {aj} ∈ ℓ
2(Zd) is of bounded spectrum
if aˆ ∈ L∞([0, 1)d), where aˆ(ω) =
∑
j∈Zd ajej(ω).
Example 3.10. Let Φ = {ϕ1, ..., ϕn} ⊂ L2(Rd) be a set of functions such that
V = S(Φ) and E(Φ) is a Riesz basis of V . For every f ∈ V , there exist unique
sequences b1, ...bn in ℓ
2(Zd) such that f =
∑n
i=1
∑
k∈Zd bi(k)Tkϕi. Now, let a1, ..., an
be sequences of bounded spectrum and let us define an operator L : V → V by
(6) Lf :=
n∑
i=1
∑
k∈Zd
(bi ∗ ai)(k)Tkϕi.
Then, L is a bounded shift-preserving operator, and its range operator can be
written as an n × n diagonal matrix with diagonal aˆ1(ω), ..., aˆn(ω) in the basis
{T ϕ1(ω), ...,T ϕn(ω)} for a.e. ω ∈ [0, 1)
d.
Remark 3.11. Given a shift-invariant space V with range function J and a shift-
preserving operator L : V → V , define the operator L˜ := T LT −1 : MJ → MJ ,
where T is the map defined in the Proposition 2.2. Then, MJ can be written as
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a direct integral Hilbert space and the operator L˜ as a direct integral operator, (see
[12] for definitions).
That is
MJ =
∫ ⊕
[0,1)d
J(ω) dω, and L˜ =
∫ ⊕
[0,1)d
R(ω) dω,
where R is the range operator related to L.
Thus, most of the results of this paper can be extended to the general case of
direct integral operators acting on direct integral Hilbert spaces and hyper-invariant
subspaces, not necessarily associated with shift-invariant spaces.
4. s-eigenvalues and s-eigenspaces
In this section, we introduce the concepts of s-eigenvalue and s-eigenspace for a
shift-preserving operator L and we study the relation between these and the eigen-
values and eigenspaces of its range operator. This requires to deal with delicate
issues concerning the measurability of the eigenvalues of R(ω) and their associated
eigenspaces that we will study in Section 5.
We begin with a proposition that will serve as a starting point to define s-
eigenvalues of L.
Proposition 4.1. Given a = {ak}k∈Zd ∈ ℓ
2(Zd), define the operator Λa : L
2(Rd)→
L2(Rd) as
Λa =
∑
k∈Zd
akTk.
Then Λa is well-defined and bounded if and only if the sequence a is of bounded
spectrum.
Proof. Observe that the operator Ma : L
2(Rd)→ L2(Rd) defined byMa(ψ) = aˆψ, is
well defined and bounded if and only if aˆ ∈ L∞([0, 1)d). The result is a consequence
of the fact that Ma and Λa are unitarily equivalent via the Fourier transform. 
Remark 4.2. If a ∈ ℓ2(Zd) is of bounded spectrum, then Λa satisfies the intertwin-
ing property T (Λaf)(ω) = aˆ(ω)T f(ω) for every f ∈ L
2(Rd) and for a.e. ω ∈ [0, 1)d.
Observe that, if V is shift invariant, Λa : V → V is a shift-preserving operator and
its corresponding range operator is Ra(ω) = aˆ(ω)I for a.e. ω ∈ [0, 1)
d, where I
denotes the identity operator on J(ω).
Moreover, when E(Φ) is a frame of V where Φ = {ϕ1, . . . , ϕn} ⊂ L
2(Rd) we have
that every f ∈ V can be written as f =
∑n
i=1
∑
k∈Zd bi(k)Tkϕi with bi ∈ ℓ
2(Zd) for
all i = 1, . . . , n. Then,
Λ̂af(ω) = aˆ(ω)
n∑
i=1
bˆi(ω)ϕ̂i(ω) =
n∑
i=1
â ∗ bi(ω)ϕ̂i(ω) for a.e. ω ∈ R
d
and thus, Λaf =
∑n
i=1
∑
k∈Zd(a ∗ bi)(k)Tkϕi.
Definition 4.3. Let V be a shift-invariant space and L : V → V a bounded shift-
preserving operator. Given a ∈ ℓ2(Zd) a sequence of bounded spectrum, we say that
Λa is an s-eigenvalue of L if
Va := ker (L− Λa) 6= {0}.
We call Va the s-eigenspace associated to Λa.
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Remark 4.4. Observe that if λ ∈ C is an eigenvalue of L (i.e. ker(L− λI) 6= {0}),
then it is an s-eigenvalue Λa of L, taking the sequence a = λe0, where e0(k) = δ0,k,
k ∈ Zd. Thus, s-eigenvalues generalize the eigenvalues of L.
Notice that Va is always a shift-invariant subspace of V and it is L-invariant, that
is, LVa ⊆ Va. Also, observe that since for every f ∈ Va, Lf = Λaf, then
R(ω)(T f(ω)) = T (Lf)(ω) = T (Λaf)(ω) = aˆ(ω)T f(ω),
for a.e. ω ∈ [0, 1)d. Hence, this new definition of s-eigenvalue is related with the
eigenvalues of the range operator of L, as we state in the next proposition.
Proposition 4.5. Let V be a shift-invariant space with range function J such that
dim J(ω) < ∞ for a.e. ω ∈ [0, 1)d, L : V → V a bounded shift-preserving operator
with associated range operator R and a ∈ ℓ2(Zd) a sequence of bounded spectrum.
Then, the following statements hold:
(i) If Λa is an s-eigenvalue of L, then λa(ω) := aˆ(ω) is an eigenvalue of R(ω)
for a.e. ω ∈ σ(Va).
(ii) The mapping ω 7→ ker (R(ω)− λa(ω)I), ω ∈ [0, 1)
d is the measurable range
function of Va, which we will denote JVa .
Proof. (i). By Lemma 2.6, there exists ϕa ∈ Va such that supp ‖T ϕa(·)‖ℓ2 = σ(Va).
By (4), T ϕa(ω) ∈ ker (R(ω)− λa(ω)I) for a.e. ω ∈ [0, 1)
d. Now, given that
T ϕa(ω) 6= 0 almost everywhere in σ(Va), we have that for a.e. ω ∈ σ(Va),
ker (R(ω)− λa(ω)I) 6= {0},
i.e. λa(ω) is an eigenvalue of R(ω) for a.e. ω ∈ σ(Va).
(ii). It is clear that the mapping ω 7→ R(ω) − λa(ω)I is a measurable range
operator. Hence, by Proposition 5.2, the mapping ω 7→ ker (R(ω)− λa(ω)I) is a
range function which is measurable.
It remains to see that it is, in fact, the range function associated to Va. But this
is a straightforward consequence of (2) and (4). 
Note that we have proved that the range function associated to Va takes as values
the eigenspaces of R(ω) associated to the eigenvalues λa(ω) for a.e. ω ∈ σ(Va).
On the other hand, measurable eigenvalues of R(ω) induce s-eigenvalues of L, as
we state in the following lemma.
Lemma 4.6. Let V be a shift-invariant space and L : V → V a bounded shift-
preserving operator with range operator R. Let B ⊆ [0, 1)d be a measurable set of
positive measure. Suppose λ : B → C is a measurable function such that λ(ω) is an
eigenvalue of R(ω) for a.e. ω ∈ B, then there exists a ∈ ℓ2(Zd) of bounded spectrum
such that λ(ω) = aˆ(ω) a.e. ω ∈ B and Λa is an s-eigenvalue of L.
Proof. Observe that as R is the range operator of L, by (4) we get that |λ(ω)| ≤ ‖L‖
for a.e. ω ∈ B. Consider any bounded extension of λ to [0, 1)d, then, we have that
λ ∈ L∞([0, 1)d) and thus there exist a ∈ ℓ2(Zd) of bounded spectrum such that
aˆ(ω) = λ(ω). On the other hand, since λ(ω) is an eigenvalue of R(ω) for a.e. ω ∈ B,
then
ker (R(ω)− λ(ω)I) 6= {0}
for a.e. ω ∈ B, from which we deduce that Va 6= {0}, and therefore Λa is an
s-eigenvalue of L. 
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A natural question that arises here is whether these kind of measurable functions
exist. When dim J(ω) is constant, we can consider R(ω) as a matrix of measurable
entries (see Proposition 3.4). We will prove the existence of measurable eigenvalues
for that case in Subsection 5.2. Then, for the more general case on which dimJ(ω) <
∞ for a.e. ω ∈ [0, 1)d we will construct measurable functions and measurable sets
on which such functions are eigenvalues of R(ω) (see Theorem 5.9).
In the next proposition we give conditions on two s-eigenvalues in order that its
associated s-eigenspaces are in direct sum.
Proposition 4.7. Let V be a shift-invariant space and L : V → V a bounded shift-
preserving operator. Let a, b ∈ ℓ2(Zd) be two distinct sequences of bounded spectrum
such that Λa and Λb are s-eigenvalues of L. The following statements are equivalent:
(i) Va ∩ Vb = {0},
(ii) aˆ(ω) 6= bˆ(ω) almost everywhere in σ(Va) ∩ σ(Vb).
Proof. We assume that σ(Va) ∩ σ(Vb) 6= ∅ since, otherwise, the equivalence holds.
(i)⇒ (ii). By (iii) in Lemma 2.7, we have that JVa(ω)∩JVb(ω) = JVa∩Vb(ω) = {0},
i.e.
ker (R(ω)− λa(ω)I) ∩ ker (R(ω)− λb(ω)I) = {0},
for a.e. ω ∈ [0, 1)d.
Suppose there exists a measurable set A ⊂ σ(Va) ∩ σ(Vb) such that |A| > 0 and
aˆ(ω) = bˆ(ω) when ω ∈ A. Then, if ω ∈ A, we have that
ker (R(ω)− λa(ω)I) = ker (R(ω)− λb(ω)I) = {0},
which is a contradiction.
(ii)⇒ (i). Let f ∈ Va ∩ Vb, then Lf = Λaf = Λbf and thus,
(aˆ− bˆ)(ω)T f(ω) = 0,
for a.e. ω ∈ [0, 1)d. By (ii), we get that T f(ω) = 0 for a.e. ω ∈ σ(Va)∩ σ(Vb), given
that σ(Va ∩ Vb) ⊆ σ(Va) ∩ σ(Vb), we have that f = 0. 
5. Measurability
This section is dedicated to discussing measurability questions that arose in the
previous sections. It is divided into two subsections. In the first one, we prove the
measurability of the inverse of a range operator and the measurability of the kernel
of a range operator. The second subsection is devoted to studying the existence of
measurable eigenvalues for a range operator.
5.1. Measurability of ω 7→ (R(ω))−1 and ω 7→ ker(R(ω)). We begin by proving
the following proposition which was used in the proof of Theorem 3.5.
Proposition 5.1. Let R(ω) : J(ω) → J(ω) be a measurable range operator on a
range function J satisfying dim J(ω) < ∞ a.e. ω ∈ [0, 1)d. Assume that R(ω) is
invertible for a.e. ω ∈ [0, 1)d, then ω 7→ (R(ω))−1, ω ∈ [0, 1)d is a measurable range
operator.
Proof. Let {ϕi}i∈N ⊂ L
2(Rd) and the sets {An}n∈N0 be the ones given by Lemma
2.9. In order to prove that [0, 1)d ∋ ω 7→ (R(ω))−1 is a measurable range operator,
it suffices to prove that so is An ∋ ω 7→ (R(ω))
−1 for every n ∈ N0.
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It is clearly true for A0. Now, for a fixed n ≥ 1 we need to prove that An ∋
ω 7→ 〈(R(ω))−1PJ(ω)u, v〉 is measurable for every u, v ∈ ℓ
2(Zd). By Lemma 2.9, we
have that {T ϕ1(ω), . . . ,T ϕn(ω)} is an orthonormal basis of J(ω) for a.e. ω ∈ An.
Then, it is enough to see that ω 7→
〈
(R(ω))−1T ϕi(ω),T ϕj(ω)
〉
is measurable for
every i, j = 1 . . . , n. In order to do so, let {e1, . . . , en} be the canonical basis of C
n
and, for ω ∈ An, define ν(ω) : J(ω)→ C
n as
(7) ν(ω) (T ϕi(ω)) = ei,
for i = 1, . . . , n. This is the change-of-basis operator from {T ϕ1(ω), . . . ,T ϕn(ω)} to
{e1, . . . , en}, which is unitary for a.e ω ∈ An. We have that ν(ω)(R(ω))
−1ν(ω)−1 =
([R ](ω))−1, where [R ](ω) is the matrix form of R(ω) relative to the basis {T ϕ1(ω),
. . . ,T ϕn(ω)}.
Hence, given i and j, we see that〈
R(ω)−1T ϕi(ω),T ϕj(ω)
〉
=
〈
ν(ω)−1([R ](ω))−1ν(ω)T ϕi(ω),T ϕj(ω)
〉
=
〈
([R ](ω))−1ei, ej
〉
,
for a.e. ω ∈ An. Now, for ω ∈ An, recall that the coefficients of ([R ](ω))
−1, namely
ri,j(ω), are given by the formula ri,j(ω) = (−1)
i+j det(([R ](ω))ij)/det([R ](ω)),
where [R ](ω)ij denotes the minor matrix obtained from [R ](ω) removing the i-
th row and j-th column. Since these operations preserve measurability and [R ](ω)
has measurable functions as entries, we conclude that ([R ](ω))−1 is a matrix with
measurable entries as well. Finally, An ∋ ω 7→ 〈([R ](ω))
−1ei, ej〉 is a measurable
scalar function and so is An ∋ ω 7→ (R(ω))
−1, as we wanted to prove. 
Now we prove the condition of measurability that we used in Proposition 4.5.
Proposition 5.2. Let R(ω) : J(ω) → J(ω) be a measurable range operator on a
range function J satisfying dim J(ω) < ∞ a.e. ω ∈ [0, 1)d. Then ω 7→ ker(R(ω)),
ω ∈ [0, 1)d is a measurable range function.
For this, we will need the subsequent two lemmas which were proved in [1]. For
the sake of completeness we will include their proofs.
Lemma 5.3. Let M = M(ω) be an n × n matrix of measurable entries defined on
a measurable set B ⊂ Rd. If for k = 0, . . . , n
Bk := {ω ∈ B : rank(M(ω)) = k},
then Bk is measurable and B =
⋃n
k=0 Bk.
Proof. For k = 0, . . . , n consider Ck(ω) := {A(ω) ∈ C
k×k : A(ω) submatrix of M(ω)},
and let fk : B → R be defined as
fk(ω) =
∑
A(ω)∈Ck(ω)
|det(A(ω))|.
Then, fk is measurable for each k, and fk(ω) > 0 if and only if rank (M(ω)) ≥ k.
Since Bk = {ω ∈ B : fk(ω) > 0} \ {ω ∈ B : fk+1(ω) > 0}, it follows that Bk is
measurable. 
14 A. AGUILERA, C. CABRELLI, D. CARBAJAL, AND V. PATERNOSTRO
Lemma 5.4. Let B ⊂ Rd be a measurable set and M = M(ω) be an n× n matrix
of measurable entries defined on B. Suppose that rank (M(ω)) = k for a.e. ω ∈ B.
Then there exist measurable functions v1, . . . , vn−k : B → C
n such that the vectors
{v1(ω), . . . , vn−k(ω)} form an orthonormal basis for ker (M(ω)), for a.e. ω ∈ B. In
particular, if Pker(M(ω)) denotes the orthogonal projection of C
n onto ker (M(ω)), we
have that
B ∋ ω 7→ 〈Pker(M(ω))x, y〉
is measurable for every x, y ∈ Cn.
Proof. Define
Sk = {C ×D : C ⊂ {1, . . . , n}, D ⊂ {1, . . . , n},#C = #D = k}.
For h ∈ Sk, let Mh be the submatrix of M whose entries have subindexes in h. We
have that B =
⋃
h∈Sk
Bh, where Bh = {ω ∈ B : det(Mh(ω)) 6= 0}. The continuity
of the determinant function implies that Bh are measurable for all h ∈ Sk. From
the sets Bh we can construct measurable disjoint sets Eh, h ∈ Sk such that B =⋃
h∈Sk
Eh and det(Mh(ω)) 6= 0 for a.e. ω ∈ Eh. In this way, for each ω we selected
a unique invertible k×k submatrixMh(ω). Note that for a fixed h ∈ Sk the indexes
of the submatrices Mh(ω) are the same for all ω.
For each fixed h ∈ Sk we want to choose measurable functions v1, . . . , vn−k defined
on Eh, such that the vectors {v1(ω), . . . , vn−k(ω)} form a basis of ker(M(ω)) for a.e.
ω ∈ Eh.
Without loss of generality we may assume that h = {1, . . . , k} × {1, . . . , k} (the
general case can be reduced to this one by permutation of rows and columns). For
ω ∈ Eh let us define the vector functions:
vh1 = (x
h
11, . . . , x
h
1k, 1, 0, . . . , 0)
vh2 = (x
h
21, . . . , x
h
2k, 0, 1, 0, . . . , 0)
...
vhn−k = (x
h
(n−k)1, . . . , x
h
(n−k)k, 0, . . . , 0, 1)
with (xhi1(ω), . . . , x
h
ik(ω)) = −M
−1
h (ω)ci+k(ω) for i = 1, . . . , n − k, where ci+k is
the column vector containing the first k entries of the (i+ k)-column of M(ω).
It is straightforward to see that the vectors {vh1 (ω), . . . , v
h
n−k(ω)} are measurable
functions and form a basis of ker(M(ω)) for a.e. ω ∈ Eh.
Finally, if we set vi =
∑
h∈Sk
vhi χEh , i = 1, . . . ,m − k, we obtain a measurable
basis for ker(M(ω)), for a.e. ω ∈ B. Since the Gram-Schmidt orthogonalization
process conserves measurability, we obtain the desired result. 
Proof of Proposition 5.2. Let {ϕi}i∈N ⊂ L
2(Rd) and the sets {An}n∈N0 be the ones
given by Lemma 2.9. We will prove that [0, 1)d ∋ ω 7→ ker(R(ω)) is a measurable
range function by showing that so is An ∋ ω 7→ ker(R(ω)) for every n ∈ N0.
For A0 there is nothing to prove. Fix n ≥ 1. We need to prove that the scalar
function An ∋ ω 7→ 〈Pker(R(ω))u, v〉 is measurable for every u, v ∈ ℓ
2(Zd). As in the
proof of Proposition 5.1, it is enough to see that ω 7→ 〈Pker(R(ω))T ϕi(ω),T ϕj(ω)〉 is
measurable for every i, j = 1 . . . , n.
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Let ν(ω) : J(ω)→ Cn be defined as in (7), then we have that
Pker(R(ω)) = ν(ω)
−1Pker([R ](ω))ν(ω),
where [R ](ω) is the matrix form of R(ω) relative to the basis {T ϕ1(ω), . . . ,T ϕn(ω)}.
Therefore, given i and j, we have that〈
Pker(R(ω))T ϕi(ω),T ϕj(ω)
〉
=
〈
ν(ω)−1Pker([R ](ω))ν(ω)T ϕi(ω),T ϕj(ω)
〉
=
〈
Pker([R ](ω))ej , ej
〉
,
for a.e. ω ∈ An.
Consider now the partition of An into the sets {B1, · · · , Bn} given by Lemma 5.3.
Then, on each Bk, [R ](ω) is a matrix of rank k and, by Lemma 5.4, Bk ∋ ω 7→
〈Pker([R ](ω))ei, ej〉 is a measurable scalar function for every 1 ≤ k ≤ n. Then, so is
An ∋ ω 7→ 〈Pker([R ](ω))ei, ej〉 and this is what we wanted to prove. 
5.2. Measurable eigenvalues. In this subsection, we first assume that dim J(ω)
is constant and finite a.e. ω ∈ [0, 1)d in order to find measurable eigenvalues of
R(ω). Then, for the general case where dim J(ω) < ∞ a.e. ω ∈ [0, 1)d we obtain
measurable functions on [0, 1)d whose values are eigenvalues of R(ω) when ω is
restricted to appropriate measurable subsets of [0, 1)d.
5.2.1. Case dim J(ω) = n. As shown in Proposition 3.4, if dimJ(ω) = n almost
everywhere in a measurable set B ⊆ [0, 1)d, then, the range operator can be seen as
an n × n matrix of measurable functions over B. Thus, what we want to study is
how to find measurable eigenvalues of an n × n matrix M = M(ω) of measurable
functions defined on a measurable set B ⊂ Rd.
For every ω ∈ B, let λ1(ω), . . . , λn(ω) be the eigenvalues of M(ω), repeated
according to their multiplicity, and in some order, the order chosen for each ω being
arbitrary. In this way, we have defined n functions of ω with domain B. However,
it is not generally true that these selected functions are measurable.
In the case where M(ω) is a self-adjoint matrix for a.e. ω ∈ B, the eigenvalues
are real and it is known that ordering them by size λ1(ω) ≥ · · · ≥ λn(ω) for each
ω, one obtain measurable functions, see [15] and [1]. When the assumption of self-
adjointness is removed, the problem of how to order the eigenvalues into measurable
functions arise and the techniques used in [15] and [1] are not adjustable to the new
setting.
This problem can be reduced to the following question: Let
pω(z) =
n−1∑
i=0
ai(ω)z
i + zn, ω ∈ B
be a family of polynomials, where ai : B → C are measurable functions for i =
0, . . . , n − 1. Is it possible to find measurable roots? That is, is it possible to find
measurable functions λ1, . . . , λn : B → C, such that λ1(ω), . . . , λn(ω) are the roots
of pω(z) counted with multiplicity for almost all ω ∈ B?
To prove the existence of a way of ordering the roots into measurable functions
we will use the following theorem whose proof can be found in [3].
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Theorem 5.5. Let X and Y be complete separable metric spaces and E, a closed
σ-compact subset of X×Y . Then π1(E) is a Borel set in X and there exists a Borel
function ψ : π1(E)→ Y whose graph is contained in E.
We obtain our first result on the measurability of roots of a polynomial with
varying coefficients.
Theorem 5.6. Let n ∈ N. Then, there exist n Borel functions ψj : C
n → C,
j = 1, . . . , n, such that for every a0, . . . , an−1 ∈ C, we have that
ψ1(a0, . . . , an−1), . . . , ψn(a0, . . . , an−1) are the roots (counted with multiplicity) of
p(a0,...,an−1)(z) =
n−1∑
i=0
aiz
i + zn.
Proof. We will prove this by induction on n.
When n = 1, pa0(z) = a0 + z, and ψ1(a0) = −a0 is clearly a Borel function.
Suppose now that the statement holds for n− 1. Let
E =
{
(a0, . . . , an−1, z) ∈ C
n × C :
n−1∑
i=0
aiz
i + zn = 0
}
.
It is easy to see that E is closed in Cn × C and, since every polynomial of complex
coefficients has a complex root, π1(E) = C
n. Then, if we apply Theorem 5.5 with
X = Cn and Y = C, we get a Borel function ψn : C
n → C, such that
(a0, . . . , an−1, ψn(a0, . . . , an−1)) ∈ E,
i.e. ψn(a0, . . . , an−1) is a root of p(a0,...,an−1), for every a0, . . . , an−1 ∈ C.
Now, we can write
p(a0,...,an−1)(z) =
(
z − ψn(a0, . . . , an−1)
)
q(a0,...,an−1)(z),
where q(a0,...,an−1) is a monic polynomial of degree n− 1 with coefficients
b0(a0, . . . , an−1), . . . , bn−2(a0, . . . , an−1),
where bi : C
n → C are Borel functions for i = 0, . . . , n − 2 (since the division
algorithm has only Borel operations).
By induction hypothesis, there exist n − 1 Borel functions ψ˜j : C
n−1 → C,
j = 1 . . . , n − 1, such that for every b0, . . . , bn−2 ∈ C, we know that
ψ˜1(b0, . . . , bn−2), . . . , ψ˜n−1(b0, . . . , bn−2) are the roots of
∑n−2
i=0 biz
i + zn−1.
Then, let us define ψj : C
n → C for j = 1, . . . , n − 1 as
ψj(a0, . . . , an−1) := ψ˜j
(
b0(a0, . . . , an−1), . . . , bn−2(a0, . . . , an−1)
)
.
These are Borel functions since they are composition of Borel functions and, by
construction, they are the roots (counted with multiplicity) of q(a0,...,an−1), and hence
of p(a0,...,an−1). 
As a consequence, we get the result we were looking for.
Corollary 5.7. If M = M(ω) is an n × n matrix of measurable functions defined
on a measurable set B ⊂ Rd, then there exist n measurable functions λj : B → C,
j = 1, . . . , n, such that λ1(ω), . . . , λn(ω) are the eigenvalues of M(ω) for a.e. ω ∈ B,
counted with multiplicity.
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Proof. Since the entries of M(ω) are measurable, the characteristic polynomial of
M(ω) is pω(z) =
∑n−1
i=0 ai(ω)z
i + zn, where ai : B → C are measurable functions.
Then, consider the measurable function A : ω 7→ (a1(ω), . . . , an−1(ω), 1) defined on
B. Composing the Borel functions obtained in Theorem 5.6 with A, we get for each
j = 1 . . . , n a measurable function λj = ψj ◦ A, such that λj(ω) is a root of pω(z),
i.e. an eigenvalue of M(ω), for a.e. ω ∈ B. 
Finally we have:
Theorem 5.8. Let R(ω) : J(ω)→ J(ω) be a measurable range operator on a range
function J satisfying dim J(ω) = n a.e. ω ∈ B where B ⊆ [0, 1)d is measurable.
Then, there exist n measurable functions λj : B → C, j = 1, . . . , n, such that
λ1(ω), . . . , λn(ω) are the eigenvalues of R(ω) a.e. ω ∈ B, counted with multiplicity.
Proof. When dim J(ω) = n almost everywhere in a measurable set B ⊆ [0, 1)d, the
range operator R(ω) can be seen as an n × n matrix of measurable functions over
B, which we denote as [R ](ω) (see Proposition 3.4). Then, if ν(ω) : J(ω) → Cn is
defined as in (7) we have that
R(ω) = ν(ω)−1[R ](ω)ν(ω), for a.e. ω ∈ B.
Thus, if λ : B 7→ C is a measurable function, it holds that ker (R(ω)− λ(ω)I) =
ker
(
ν(ω)−1([R ](ω)− λ(ω)I)ν(ω)
)
for a.e. ω ∈ B. As a consequence, measurable
eigenvalues of R(ω) and [R ](ω) agree, and Corollary 5.7 gives what we wanted. 
In particular, the theorem holds for B = An, where An is defined in Lemma 2.9.
5.2.2. General case: dim J(ω) <∞. For the more general case when dim J(ω) <∞
a.e. ω ∈ [0, 1)d we can construct L∞-functions such that when restricted to some
measurable sets, they are eigenvalues of R(ω). This procedure is what we do next.
Assume that R is a measurable range operator on J that is a uniformly bounded
from above by a constant K > 0. Let {An}n∈N0 be the disjoint measurable sets
given by Lemma 2.9. Then, we have that σ(V ) =
⋃
n∈NAn. For every n ∈ N, by
Theorem 5.8, there exist n measurable functions defined on An, namely
λn1 , . . . , λ
n
n : An → C,
such that at a.e. ω ∈ An these are the eigenvalues of R(ω), counted with multiplicity.
Now, fix n ∈ N and for every 1 ≤ i ≤ n define the sets An,i on which we have
exactly i different eigenvalues, that is,
(8) An,i := {ω ∈ An : #{λ
n
1 (ω), . . . , λ
n
n(ω)} = i} .
These are also disjoint measurable sets (possibly of measure zero) such that An =⋃n
i=1 An,i, for every n ∈ N. On each of these sets An,i we have imeasurable functions
λn,i1 , . . . , λ
n,i
i : An,i → C,
such that λn,ij (ω) is an eigenvalue of R(ω) and λ
n,i
j (ω) 6= λ
n,i
j′ (ω) when j 6= j
′ for a.e.
ω ∈ An,i. The measurability of λ
n,i
j deserves a moment of thought: partitioning An,i
into all possibilities on which i eigenvalues from {λn1 (ω), . . . , λ
n
n(ω)} are different and
pasting them properly we get measurability.
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Moreover, since R is uniformly bounded by K, we have that |λn,ij (ω)| ≤ K for
a.e. ω ∈ An,i, and for every j ≤ i ≤ n and n ∈ N. We now proceed to paste these
functions in the following way:
For every j ∈ N, let λj : [0, 1)
d → C be defined as
λj(ω) :=
{
λn,ij (ω), when ω ∈ An,i, for n ≥ i ≥ j,
K + j otherwise.
These are measurable functions satisfying that λj(ω) 6= λj′(ω) when j 6= j
′ for a.e.
ω ∈ [0, 1)d and λj ∈ L
∞([0, 1)d) for j ∈ N.
Finally, note that for j ∈ N, ker(R(ω) − λj(ω)I) = ker(R(ω) − λ
n,i
j (ω)I) for
a.e. ω ∈ An,i, for every n ≥ i ≥ j. Therefore, λj(ω) is an eigenvalue of R(ω) for
a.e. ω ∈ An,i for every n ≥ i ≥ j. Otherwise, ker(R(ω) − λj(ω)I) = {0} since
λj(ω) = K + j is not an eigenvalue of R(ω).
The above argument proves the following result:
Theorem 5.9. Let R(ω) : J(ω)→ J(ω) be a measurable range operator on a range
function J satisfying dim J(ω) <∞ for a.e. ω ∈ [0, 1)d. If R is uniformly bounded
from above, then there exist functions λj ∈ L
∞([0, 1)d), j ∈ N, such that λj(ω) is
an eigenvalue of R(ω) for a.e. ω ∈ An,i and for every n ≥ i ≥ j, where An,i are the
sets defined in (8).
Remark 5.10.
(i) Assume that J is the range function of a shift-invariant space V which is
finitely generated. Then, for only finitely many values of n, the sets An have positive
measure. In particular, |An| = 0 for all n > L(V ). In that case, if we discard the
functions λj such that, for a.e. ω ∈ [0, 1)
d, λj(ω) is not an eigenvalue of R(ω), the
above procedure will generate at most L(V ) functions.
More precisely, for i ∈ N, we define
(9) Bi :=
∞⋃
n=i
An,i, and κmax := max{i ∈ N : |Bi| > 0}.
Observe that, in fact, Bi is the set of all the ω ∈ σ(V ) for which R(ω) has exactly i
different eigenvalues. Hence, it is easy to see that
(10) κmax = ess sup
ω∈σ(V )
#{λ ∈ C : λ is an eigenvalue of R(ω)}.
Then, we have that κmax is finite, with κmax ≤ L(V ) and the procedure will generate
exactly κmax functions.
(ii) For j ∈ N, define the sets
Cj :=
∞⋃
i=j
Bi,
where Bi are the ones defined in (9). Notice that Cj+1 ⊆ Cj ⊆ σ(V ) for every
j ∈ N. Each Cj is the set of all the ω ∈ σ(V ) for which R(ω) has at least j
different eigenvalues. Furthermore, from the construction done in Theorem 5.9, we
also observe that
Cj =
{
ω ∈ [0, 1)d : ker(R(ω)− λj(ω)I) 6= {0}
}
,
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for every j ∈ N and |Cj | = 0 for every j > κmax.
(iii) Later on, we will assume that J satisfies dim J(ω) ≤ ℓ for a.e. ω ∈ [0, 1)d,
for some 0 ≤ ℓ <∞. In that case, the functions constructed in Theorem 5.9 will be
used to define s-eigenvalues of the shift-preserving operator associated to R.
(iv) The functions {λj}j∈N of Theorem 5.9 are, clearly, not unique.
6. s-diagonalization
In this section, we introduce a new property for a bounded shift-preserving op-
erator L acting on a finitely generated shift-invariant space V , which we call s-
diagonalization. In order to establish conditions on L for being s-diagonalizable, we
exploit the finite dimensional structure of its range function and its range operator:
for almost each ω ∈ [0, 1)d, we have that R(ω) is a linear transformation acting on a
vector space of finite dimension. Thus, for instance, if L is a normal operator, R(ω)
is normal and then diagonalizable for a.e. ω ∈ [0, 1)d.
6.1. Definition and properties of s-diagonalizations.
Definition 6.1. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator. We say that L is s-diagonalizable if there exists
a finite number of sequences of bounded spectrum a1, . . . , am such that Λa1 , . . . ,Λam
are s-eigenvalues of L and
(11) V = Va1 ⊕ · · · ⊕ Vam ,
where Λaj and Vaj are the ones defined in Definition 4.3 for j = 1, . . . ,m. In that
case, we say that (V,L, a1, . . . , am) is an s-diagonalization of L.
Remark 6.2.
(i) Notice that if (V,L, a1, . . . , am) is an s-diagonalization of L, then each f ∈ V
can be written in a unique way as f = f1 + · · · + fm with fj ∈ Vaj . On the other
hand, we have Lfj = Λajfj, for j = 1, ...,m. If we denote by QVaj : V → V the
oblique projection onto Vaj respect to this decomposition, i.e. QVaj f = fj we can
write:
L =
m∑
j=1
ΛajQVaj .
(ii) The decomposition in (11) is not unique. Furthermore, the number m of s-
eigenspaces of L for which V admits a decomposition like in (11) could be arbitrarily
large. Indeed, take for example the first s-eigenvalue Λa1 , then, by Proposition 4.5,
λa1(ω) is an eigenvalue for R(ω) for a.e. ω ∈ σ(Va1). Now, split σ(Va1) = A∪B where
A∩B = ∅ and both sets are of positive measure. Then, define λA(ω) := λa1(ω)χA(ω)
and λB(ω) := λa1(ω)χB(ω). These are measurable functions which are eigenvalues
of R(ω) over a positive measure set. By Lemma 4.6, it is possible to construct
sequences aA and aB of bounded spectrum such that λA(ω) = aˆA(ω) for a.e. ω ∈ A,
λB(ω) = aˆB(ω) for a.e. ω ∈ B, ΛaA ,ΛaB are s-eigenvalues of L and Va1 = VaA⊕VaB .
Finally, we obtain the decomposition V = VaA ⊕ VaB ⊕ Va2 ⊕ · · · ⊕ Vam .
The next proposition shows that when L is invertible and s-diagonalizable, L−1
must be s-diagonalizable as well.
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Proposition 6.3. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator which is invertible. If L is s-diagonalizable then
L−1 is s-diagonalizable. Furthermore, if (V,L, a1, . . . , am) is an s-diagonalization of
L, then (V,L−1, b1, . . . , bm) is an s-diagonalization of L
−1 with bˆj(ω) = (aˆj(ω))
−1
for a.e. ω ∈ [0, 1)d and Vbj = ker(L
−1 − Λbj ) = Vaj for j = 1, . . . ,m.
Proof. Fix j ∈ {1, . . . ,m}. Since L is invertible and L
∣∣
Vaj
= Λaj : Vaj → Vaj , we
see that Λaj is invertible. Let Raj be the range operator corresponding to Λaj , this
is Raj (ω) = aˆj(ω)I for a.e. ω ∈ [0, 1)
d. By Theorem 4.6 in [6], we get that Raj (ω)
is uniformly bounded from below by a constant A > 0 for a.e. ω ∈ [0, 1)d, which
implies that |aˆj(ω)| ≥ A for a.e. ω ∈ [0, 1)
d. Also, since aj is of bounded spectrum,
there exists a constant B > 0 such that A ≤ |aˆj(ω)| ≤ B for a.e. ω ∈ [0, 1)
d.
Define bj ∈ ℓ
2(Zd) by its Fourier transform as bˆj(ω) := (aˆj(ω))
−1 for a.e. ω ∈
[0, 1)d. Then, we have that B−1 ≤ |bˆj(ω)| ≤ A
−1 for a.e. ω ∈ [0, 1)d and so bj is
of bounded spectrum. Let us see that Λbj is an s-eigenvalue of L
−1. Let f ∈ Vaj ,
then T (Lf)(ω) = aˆj(ω)T f(ω) for a.e. ω ∈ [0, 1)
d. Now, the function g := Lf is in
Vaj and we have that T g(ω) = aˆj(ω)T (L
−1g)(ω) for a.e. ω ∈ [0, 1)d, which is the
same that bˆj(ω)T g(ω) = T (L
−1g)(ω) for a.e. ω ∈ [0, 1)d. This proves that for every
g ∈ Vaj , L
−1g = Λbjg and thus Vaj ⊆ ker(L
−1 − Λbj ). A similar argument shows
that in fact Vaj = ker(L
−1 − Λbj ). 
One of our main goals is to explore the relation between the notion of s-diagonali-
zation for a shift-preserving operator L and the diagonalization of the fibers of its
range operator. In this direction, we have the following result.
Theorem 6.4. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator with range operator R. If L is s-diagonalizable,
then R(ω) is diagonalizable for a.e. ω ∈ σ(V ).
Proof. Suppose that (V,L, a1, . . . , am) is an s-diagonalization of L. Then, by Propo-
sition 4.5, for every j = 1, . . . ,m, λaj (ω) = aˆj(ω) is an eigenvalue of R(ω) for a.e.
ω ∈ σ(Vaj ) and JVaj (ω) = ker(R(ω)−λaj (ω)I) is its associated eigenspace. We will
see that J(ω) = JVa1 (ω)⊕ · · · ⊕ JVam (ω).
First, notice that since Vaj ⊆ V , we have that JVaj (ω) ⊆ J(ω) for every j =
1, . . . ,m, and hence JVa1 (ω) + · · · + JVam (ω) ⊆ J(ω). For the other inclusion,
let f ∈ V , then f = f1 + · · · + fm, where fj ∈ Vaj for j = 1, . . . ,m. Thus,
T f(ω) = T f1(ω) + · · ·+ T fm(ω) for a.e. ω ∈ [0, 1)
d, which implies that
J(ω) = span {T ϕ(ω) : ϕ ∈ Φ} ⊆ JVa1 (ω) + · · · + JVam (ω),
where Φ ⊂ L2(Rd) is such that V = S(Φ). Since J(ω) has finite dimension for a.e.
ω ∈ [0, 1)d, the sum is closed. By (iii) of Lemma 2.7, the sum is direct. 
Remark 6.5.
(i) Note that in the above theorem we have proved that if J is the range function
associated to V and if (V,L, a1, . . . , am) is an s-diagonalization of L, then J(ω) =
JVa1 (ω)⊕· · ·⊕JVam (ω), where JVaj (ω) is the eigenspace associated to the eigenvalue
λaj (ω) = aˆj(ω) of R(ω) for a.e. ω ∈ σ(Vaj ) for j = 1, . . . ,m. From this, we can
deduce that for a.e. ω ∈ σ(V ), the number of eigenvalues of R(ω) is at most m.
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(ii) Suppose L(V ) = ℓ. In Remark 6.2 we showed that the number of s-eigenspaces
for an s-diagonalization of L can be arbitrarily large. By Proposition 4.7 and by
the fact that dimJ(ω) ≤ ℓ for a.e. ω ∈ [0, 1)d we obtain that, for a.e. ω ∈ σ(V ), at
most ℓ of the eigenspaces JVaj (ω) will not be the zero subspace.
Let V be a finitely generated shift-invariant space, L : V → V a bounded shift-
preserving operator and R its associated range operator. We will denote for ω ∈
σ(V ),
(12) k(ω) := #{λ ∈ C : λ is an eigenvalue of R(ω)}.
Observe that, as seen in (i) of Remark 6.5, given any s-diagonalization (V,L, a1, . . . ,
am) of L, we have that k(ω) ≤ m for a.e. ω ∈ σ(V ). Moreover, we saw that if κmax
is as in (9), then κmax = ess sup
ω∈σ(V )
k(ω) and therefore, κmax ≤ m.
The next lemma shows an interesting relation between the spectrum of the s-
eigenspaces of an s-diagonalization and the function k(ω).
Lemma 6.6. Let V be a finitely generated shift-invariant space and L : V → V a
bounded shift-preserving operator which is s-diagonalizable. Let (V,L, a1, . . . , am) be
an s-diagonalization of L. Define for ω ∈ σ(V ),
(13) h(ω) :=
m∑
j=1
χσ(Vaj )(ω),
and let k(ω) be defined as in (12) for ω ∈ σ(V ). Then h(ω) = k(ω) for a.e.
ω ∈ σ(V ).
Proof. The function h(ω) is measurable and we have that h(ω) ∈ {1, . . . ,m} for a.e.
ω ∈ σ(V ). Let s ∈ {1, . . . ,m} and define Ps := {P ⊆ {1, . . . ,m} : #P = s}. We
have that h−1(s) =
⋃
P∈Ps BP where BP := {ω ∈ σ(V ) : ω ∈ σ(Vaj ) if and only if
j ∈ P}.
Given a set P = {j1, . . . , js} ∈ Ps we see, by Proposition 4.5 and Theorem 6.4,
that for a.e. ω ∈ BP , aˆj1(ω), . . . , aˆjs(ω) are eigenvalues of R(ω) and
J(ω) = JVaj1
(ω)⊕ · · · ⊕ JVajs (ω)⊕
⊕
1≤j≤m, j /∈P
{0}.
This shows that k(ω) = s for a.e. ω ∈ BP .
Since this holds for every P ∈ Ps and for every s ∈ {1, . . . ,m}, we can deduce
that h(ω) = k(ω) for a.e. ω ∈ σ(V ). 
Given an s-diagonalization (V,L, a1, . . . , am) of L, the collection of the spectrums
{σ(Vaj )}
m
j=1 is always a covering of σ(V ). We will prove in Theorem 6.13 that
every s-diagonalizable shift-preserving operator L acting on V has always an s-
diagonalization (V,L, a1, . . . , am) whose spectrums satisfy σ(Vaj+1) ⊆ σ(Vaj ) for
every j = 1, . . . ,m. In the following proposition we show that when this inclusion
holds, the number of s-eigenspaces in the asociated decomposition and its spec-
trums are uniquely determined. Later we will see (Theorem 6.15) that actually a
decomposition that satisfies the above inclusions has a minimal posible number of
s-eigenspaces.
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Proposition 6.7. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator which is s-diagonalizable. Let (V,L, a1, . . . , am)
be an s-diagonalization of L. If σ(Vaj+1) ⊆ σ(Vaj ) for every j = 1, . . . ,m, then the
spectrums are uniquely determined by
σ(Vaj ) = {ω ∈ σ(V ) : k(ω) ≥ j}
for j = 1, . . . ,m and m = κmax.
Proof. Since σ(Vaj+1) ⊆ σ(Vaj ) for every j = 1, . . . ,m, it is easy to see that σ(Vaj ) =
{ω ∈ σ(V ) : h(ω) ≥ j} where h is the function defined in (13). Then, by Lemma 6.6,
we immediately obtain that σ(Vaj ) = {ω ∈ σ(V ) : k(ω) ≥ j} for every j = 1, . . . ,m.
We know that κmax ≤ m. Suppose that κmax < m. Then, we have that |σ(Vaj )| =
0 for every κmax < j ≤ m. This implies that Vaj = {0} for every κmax < j ≤ m,
which is not possible. Thus, m = κmax. 
6.2. Range operators with diagonalizable fibers. The converse of Theorem
6.4 requieres more work. If we assume that for almost each ω the range operator
R(ω) is diagonalizable, then we can obtain a decomposition of J(ω) into a finite
number of measurable eigenspaces as we show in the theorem below. However,
in order that this decomposition corresponds to an s-diagonalization of the shift-
preserving operator L in V , we need to add an extra uniformity hypothesis which
we will explain in the next subsection.
Theorem 6.8. Let V be a finitely generated shift-invariant space with associated
range function J and L : V → V a shift-preserving operator with corresponding range
operator R. If R(ω) is diagonalizable for a.e. ω ∈ σ(V ), then there exist sequences of
bounded spectrum a1, . . . , aκmax such that the measurable range functions Jaj (ω) :=
ker(R(ω)− aˆj(ω)I) for j = 1, . . . , κmax satisfy the following statements:
(i) J(ω) = Ja1(ω)⊕ · · · ⊕ Jaκmax (ω) for a.e. ω ∈ [0, 1)
d.
(ii) The sets Cj =
{
ω ∈ σ(V ) : Jaj (ω) 6= {0}
}
have positive measure for every
j = 1, . . . , κmax and Cj+1 ⊆ Cj for every j = 1, . . . , κmax − 1.
In particular, Λa1 , . . . ,Λaκmax are s-eigenvalues of L.
Proof. Assume that L(V ) = ℓ. Then, by Theorem 5.9 and Remark 5.10 there exist
measurable functions λ1, . . . , λκmax ∈ L
∞([0, 1)d) based on the partition {An,i}1≤i≤n≤ℓ
of σ(V ), where An,i is defined in (8).
Then, we have the decomposition
(14) J(ω) =
κmax⊕
j=1
ker(R(ω)− λj(ω)I),
for a.e. ω ∈ [0, 1)d. Indeed, for a.e. ω /∈ σ(V ) we have that J(ω) = {0} and
ker(R(ω) − λj(ω)I) = {0} for j = 1, . . . , κmax. Whereas, for a.e. ω ∈ An,i for some
n, i, we have that
κmax⊕
j=1
ker(R(ω)− λj(ω)I) =
i⊕
j=1
ker(R(ω)− λn,ij (ω)I)⊕
κmax⊕
j=i
{0},
which is equal to J(ω) because {λn,ij (ω)}
i
j=1 are the eigenvalues of R(ω) on An,i and
R(ω) is diagonalizable for a.e. ω ∈ [0, 1)d.
DIAGONALIZATION OF SHIFT-PRESERVING OPERATORS 23
Finally, since λj ∈ L
∞([0, 1)d) for all j = 1, . . . , κmax, then, for each j =
1, . . . , κmax there exists a sequence aj ∈ ℓ
2(Zd) of bounded spectrum such that
λj(ω) = aˆj(ω) for a.e. ω ∈ [0, 1)
d and a measurable range function Jaj (ω) =
ker(R(ω) − aˆj(ω)I). Since we have that (14) is true for a.e. ω ∈ [0, 1)
d, these
range functions decompose J(ω) as we state in (i). Moreover, by item (ii) in Re-
mark 5.10, we see that the sets Cj have positive measure and Cj+1 ⊆ Cj for every
j = 1, . . . , κmax − 1. 
In the conditions of Theorem 6.8, by Proposition 4.5, each Jaj is the range func-
tion associated to the shift-invariant space Vaj , i.e. Jaj = JVaj , and we get the
decomposition J(ω) = JVa1 (ω)⊕ · · · ⊕ JVaκmax (ω) for a.e. ω ∈ [0, 1)
d. At this point,
one would like to conclude that V = Va1 ⊕ · · · ⊕ Vaκmax and hence deduce that L is
s-diagonalizable. For this to be true, a few considerations regarding the sum of infi-
nite dimensional spaces must be taken. Recall that the sum of infinite dimensional
closed subspaces is not necessarily closed. In particular, the sum of shift-invariant
spaces is not closed in general, although it is invariant under integer translations
(see [2] for an example of two shift-invariant spaces whose sum is not closed). A
condition which allows us to tackle this problem is described in the next subsection.
6.3. Angle between subspaces. We now turn to the definition of the angle be-
tween subspaces which provides a condition to determine when the sum of subspaces
is closed (see [11] and the references therein).
Definition 6.9. Let H be a Hilbert space. The angle of the r-tuple of closed
subspaces (M1, . . . ,Mr) in H is the angle in [0, π/2] whose cosine is given by
cb(M1,M2, . . . ,Mr) :=
∥∥∥∥∥∥∥∥PMr . . . PM2PM1P( r⋂
j=1
Mj
)⊥
∥∥∥∥∥∥∥∥ .
Notice that when r = 2 this definition is equivalent to the definition of the
Friedrichs angle between two spaces [13]. The following lemma gives a charac-
terization of when cb(M1, . . . ,Mr) < 1 and was proved in [5].
Lemma 6.10. Let M1, . . . ,Mr be closed subspaces of a Hilbert space H. The sub-
sequent statements are equivalent:
(i) cb(M1, . . . ,Mr) < 1,
(ii) M⊥1 + · · ·+M
⊥
r is closed.
In the next two results the shift-invariant spaces considered are not necessarily
finitely generated. The following lemma gives a relation between the angle of a tuple
of shift-invariant spaces and the angle of a tuple of their respective range functions.
Lemma 6.11. Let V1, . . . , Vr be shift-invariant spaces of L
2(Rd) and JV1 , . . . , JVr
their respective range functions. Then
(15) cb(V1, . . . , Vr) = ess sup
ω∈[0,1)d
cb (JV1(ω), . . . , JVr (ω)) .
This lemma was proved in [2] for the case of r = 2. The proof is easy to extend
to our context, as we show here.
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Proof. Let us call U :=
(
r⋂
j=1
Vj
)⊥
. By virtue of (iii) in Lemma 2.7, U is a shift-
invariant space and
JU (ω) =
 r⋂
j=1
JVj (ω)
⊥ ,
for a.e. ω ∈ [0, 1)d.
Since orthogonal projections onto shift-invariant spaces are shift-preserving oper-
ators (see Example 3.8), we have that PVr . . . PV2PV1PU is shift preserving and its
range operator at ω is
PJVr (ω) . . . PJV2 (ω)PJV1 (ω)PJU (ω).
Hence, by (4)
ess sup
ω∈[0,1)d
∥∥∥PJVr (ω) . . . PJV2 (ω)PJV1 (ω)PJU (ω)∥∥∥ = ‖PVr . . . PV2PV1PU‖ ,
and consequently (15) holds. 
As a consequence, we have:
Proposition 6.12. Let V1, . . . , Vr be shift-invariant spaces of L
2(Rd) and JV1 , . . . , JVr
their respective range functions. The following statements are equivalent:
(i) The space U := V1 + · · · + Vr is closed. In particular, it is a shift-invariant
space of L2(Rd).
(ii) cb(V
⊥
1 , . . . , V
⊥
r ) < 1.
(iii) ess sup
ω∈[0,1)d
cb
(
JV ⊥1
(ω), . . . , JV ⊥r (ω)
)
< 1.
(iv) ess sup
ω∈[0,1)d
cb
(
JV1(ω)
⊥, . . . , JVr (ω)
⊥
)
< 1.
Moreover, if (i)-(iv) hold, then we have that JU (ω) = JV1(ω) + · · ·+ JVr(ω), a.e.ω.
Proof. From Lemma 6.10 we know that (i) and (ii) are equivalent. By Lemma 6.11
we see that (ii) is equivalent to (iii). Finally, the equivalence between (iii) and (iv)
is immediate from item (i) in Lemma 2.7.
It remains to see that JU (ω) = JV1(ω)+ · · ·+JVr(ω). Analogously as in Theorem
6.4, we see that JV1(ω) + · · ·+ JVr(ω) ⊆ JU (ω) and JU (ω) ⊆ JV1(ω) + · · ·+ JVr(ω).
These spaces are not necessarily finite dimensional but, given that (iv) holds, the
latter sum is closed for almost every ω. 
6.4. Sufficient conditions for s-diagonalization and minimality. Using Propo-
sition 6.12, we are able to give sufficient conditions for a shift-preserving operator
to be s-diagonalizable.
As we already discussed, in order to deduce that L is s-diagonalizable from the
hypothesis that R(ω) is diagonalizable for a.e. ω, an uniformity condition on the
angle must be required.
For this, let R be a measurable range operator on J such that R(ω) is diagonal-
izable almost everywhere and let Z ⊆ [0, 1)d be the exceptional zero measure set.
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Then, for ω ∈ [0, 1)d \ Z and if k(ω) is as in (12), we know that
J(ω) = Eµ1(ω) ⊕ · · · ⊕ Eµk(ω)(ω),
where µ1(ω), . . . , µk(ω)(ω) are the different eigenvalues ofR(ω) andEµ1(ω) . . . Eµk(ω)(ω)
are their associated eigenspaces. Note that at this point we do not care about mea-
surability. Then, we can define
(16) Cb(ω) := cb
(
E⊥µ1(ω), . . . , E
⊥
µk(ω)(ω)
)
.
Suppose now that a1, . . . , am ∈ ℓ
2(Zd) are any sequences of bounded spectrum such
that {Jaj (ω) := ker(R(ω)− aˆj(ω)I)}
m
j=1 decomposes J(ω) as
J(ω) = Ja1(ω)⊕ · · · ⊕ Jam(ω)
for a.e. ω ∈ [0, 1)d. The existence of such sequences is guaranteed by Theorem 6.8.
Thus, for ω ∈ [0, 1)d \ Z we have that
{Eµ1(ω) . . . Eµk(ω)(ω)} = {Ja1(ω), . . . , Jam(ω)} \ {0}.
Therefore, Cb(ω) = cb
(
Ja1(ω)
⊥, . . . , Jam(ω)
⊥
)
almost everywhere and as a conse-
quence Cb is measurable.
Theorem 6.13. Let V be a finitely generated shift-invariant space with associated
range function J and L : V → V a shift-preserving operator with corresponding
range operator R. The following propositions are equivalent:
(i) L is s-diagonalizable.
(ii) R(ω) is diagonalizable for a.e. ω ∈ σ(V ) and ess sup
ω∈[0,1)d
Cb(ω) < 1.
Furthermore, when (i) or (ii) holds, there exist a1, . . . , aκmax sequences of bounded
spectrum, such that (V,L, a1, . . . , aκmax) is an s-diagonalization of L and σ(Vaj+1) ⊆
σ(Vaj ) for j = 1, . . . , κmax − 1.
Proof. Assume first that (ii) is satisfied and consider the sequences of bounded
spectrum a1, . . . , aκmax given by Theorem 6.8 and their respective measurable range
functions Jaj (ω) := ker(R(ω)− aˆj(ω)I) for j = 1, . . . , κmax.
By Proposition 4.5, we have that Vaj = ker(L− Λaj ) is the shift-invariant space
associated to the range function Jaj , i.e. Jaj = JVaj . From (ii) in Theorem 6.8,
we know that σ(Vaj ) has positive measure, Λaj is an s-eigenvalue of L for every
j = 1, . . . , κmax and σ(Vaj+1) ⊆ σ(Vaj ) for j = 1, . . . , κmax − 1.
Since Cb(ω) = cb
(
JVa1 (ω)
⊥, . . . , JVaκmax (ω)
⊥
)
, by Proposition 6.12, we have that
Va1 ⊕ · · · ⊕Vaκmax is a closed shift-invariant space which is contained in V and their
range functions coincide. By (ii) in Lemma 2.7, this implies that V = Va1 ⊕ · · · ⊕
Vaκmax . Hence, L is s-diagonalizable and (V,L, a1, . . . , aκmax) is an s-diagonalization
of L.
For the converse, Theorem 6.4 takes care of the diagonalization of R(ω) for a.e.
ω ∈ σ(V ). On the other hand, assume that (V,L, a1, . . . , am) is an s-diagonalization
of L. Since V is closed, by Proposition 6.12 we have that cb(V
⊥
a1 , . . . , V
⊥
am) < 1 and
so, equivalently, ess sup
ω∈[0,1)d
Cb(ω) < 1. 
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We already observed (see Remark 6.5) that κmax never exceeds the number of
components (or s-eigenvalues) in an s-diagonalization. Since, by Theorem 6.13 if L
is s-diagonalizable then there always exists a diagonalization with κmax components,
then κmax is the minimun possible number of components in an s-diagonalization.
More precisely:
Definition 6.14. Given V a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator which is s-diagonalizable, we define β(V,L) as
the smallest natural numberm for which there exist a1, . . . , am sequences of bounded
spectrum such that (V,L, a1, . . . , am) is an s-diagonalization of L. We will say that
an s-diagonalization is minimal if it has exactly β(V,L) components.
Proposition 6.15. Let V be a finitely generated shift-invariant space, L : V → V
a bounded shift-preserving operator which is s-diagonalizable.Then
β(V,L) = κmax.
6.5. Normal shift-preserving operators. When L is normal, R(ω) is normal
for a.e. ω ∈ [0, 1)d and so its eigenspaces are orthonormal. This fact allows us to
avoid the angle condition. Below is given a generalization of the finite dimensional
Spectral Theorem, for bounded normal shift-preserving operators.
Theorem 6.16. Let V be a finitely generated shift-invariant space and L : V → V
a bounded shift-preserving operator. If L is normal then it is s-diagonalizable and,
if (V,L, a1, . . . , am) is an s-diagonalization of L, we have that
(17) L =
m∑
j=1
ΛajPVaj ,
where PVaj denotes the orthogonal projection of L
2(Rd) onto Vaj for j = 1, . . . ,m.
Proof. If L is normal, by Theorem 3.3 we know that R(ω) is a normal operator for
a.e. ω ∈ [0, 1)d. Thus, R(ω) is diagonalizable a.e. ω ∈ [0, 1)d and its eigenspaces are
orthogonal (for a.e. ω ∈ [0, 1)d). Hence, if Cb is as in (16), we have that Cb(ω) = 0
for a.e. ω ∈ [0, 1)d and the angle condition always hold. Then, by Theorem 6.13, L
is s-diagonalizable.
Moreover, let (V,L, a1, . . . , am) be an s-diagonalization of L. Since the direct
sum J(ω) = JVa1 (ω) ⊕ · · · ⊕ JVam (ω) is orthogonal for a.e. ω ∈ [0, 1)
d and T is
an isometry, this implies that the decomposition V = Va1 ⊕ · · · ⊕ Vam must also be
orthogonal and the decomposition of L in (17) holds forthwith. 
Example 6.17. Let V = S(Φ) be a finitely generated shift-invariant space such
that E(Φ) is a Bessel sequence in L2(Rd). As we said in Example 3.7, the frame
operator associated to E(Φ) is shift preserving. Since it is self-adjoint, by Theorem
6.16, we have that it is s-diagonalizable.
Example 6.18. In the setting of Example 3.10, assume that E(Φ) is an orthonormal
basis and let L be the shift-preserving operator defined in (6). Then, since the
matrix form of R(ω) written on the basis {T ϕ1(ω), . . . ,T ϕn(ω)} is the diagonal
matrix [R ](ω) = diag(aˆ1(ω), . . . , aˆn(ω)) for a.e. ω ∈ [0, 1)
d, we have that R(ω) is
normal a.e. ω ∈ [0, 1)d. Observe that this is not the case when we have a Riesz
basis instead of an orthonormal basis. As a consequence, L is normal as well and
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by Theorem 6.16, it is s-diagonalizable. Moreover, Λa1 . . .Λan are the s-eigenvalues
of L and Vaj = S(ϕj) for every j = 1, . . . , n.
When E(Φ) is a Riesz basis, we still have that, for a.e. ω ∈ [0, 1)d, aˆ1(ω), . . . , aˆn(ω)
are the eigenvalues of R(ω) with associated eigenvectors T ϕ1(ω), . . . ,T ϕn(ω) and
that
J(ω) = span{T ϕ1(ω)} ⊕ · · · ⊕ span{T ϕn(ω)}.
However, in order to conclude that L is s-diagonalizable we have to impose that
ess sup
ω∈[0,1)d
cb
(
span{T ϕ1(ω)}
⊥, . . . , span{T ϕn(ω)}
⊥
)
< 1.
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