Abstract : A fractional lower-order moment based adaptive algorithm for estimating time difference of arrival between signals received at two spatially separated sensors in the presence of impulsive noise modeled as a stable process is proposed. The method is computationally efficient and is a generalization of the simplified explicit time delay estimator.
Introduction : The estimation of propagation delay in a common signal arriving at two spatially separated sensors is a problem of considerable interest in many areas such as radar, underwater acoustics and biomedical engineering [1] . In this Letter, we consider the time delay estimation problem in the presence of impulsive noise which is modeled as a stable non-Gaussian random process with characteristic exponent α ∈ (0, 2) [2] . Under impulsive environments, conventional methods based on the assumption of finite noise variance such as generalized cross correlation [3] and parameter estimation approach [4] fail to provide reliable delay estimates because the variance of the stable distribution does not exist. Using the theory of α-stable distributions, Ma and Nikias [5] have developed several robust algorithms to tackle the problem for 0 < α ≤ 2. However, these methods assume that the delay to be estimated is static and has a value equals to an integral multiple of the sampling interval. By extending the idea of [5] and generalizing the simplified explicit time delay estimator (SETDE) [6] , a computationally efficient adaptive algorithm is proposed which can track time-varying delays of any real values under stable noise condition.
The Proposed Method : Given the two received discrete-time sensor outputs,
where s(k) is the signal of interest, n 1 (k) and n 2 (k) are independent symmetric α-stable (SαS) noise processes with zero location parameter and 0 < α < 2 which are independent of s(k) and A ∈ (0, 1] is the attenuation factor between the sensors. The aim is to estimate the time difference of arrival (TDOA) D from r 1 (k) and r 2 (k). Without loss of generality, we assume that the signal and the noise spectra are bandlimited between −0.5 Hz and 0.5
Hz while the sampling period is 1 second.
Based on the SETDE [6] which iteratively maximizes the mean product of r 2 (k) and 2 This paper is a postprint of a paper submitted to and accepted for publication in Electronics Letters and is subject to Institution of Engineering and Technology Copyright. The copy of record is available at IET Digital Library.
the time-shifted version of r 1 (k) and extending the concept of the fractional lower order covariance approach [5] , a new adaptive algorithm for TDOA estimation in the presence of stable noise is proposed as follows,
where
andD(k) denotes the estimate of D which is updated on a sample-by-sample basis according to a least-mean-square (LMS) style method. The positive quantity µ as well as the non-negative constants a and b are parameters that control convergence rate and stability of the algorithm while P should be chosen large enough to reduce the delay modeling error [4] . Notice that when a = b = 1, it becomes the SETDE algorithm. With the use of the cosine and sinc look-up tables [6] , the algorithm requires (4P + 2) additions, (4P + 4) multiplications, two look-ups and two power operations for each sampling interval. Therefore, the proposed method is quite computationally simple and allows real-time implementation.
For ease of analysis, we assume that a = b and s(k) is a white process which is uncorrelated withD(k). The convergence behavior of the delay estimate is obtained by taking the expected value of (2):
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where E{|s(k)| 2a } represents the 2ath-order moment of s(k) which can be directly computed from [2] . Although a closed form expression for E{D(k)} is not available, the learning trajectory of the delay estimate can be easily acquired using (3) by brute force.
In doing so, the upper bound of µ can be deduced as well.
In order to ensure the variance of the delay estimate is finite, the last term of (2) should be bounded in the mean square sense. That is,
It can be revealed that the inequality holds if a < α/2 and b < α/2 and these choices of a and b also agree with [5] .
Simulation Results : Computer simulations had been conducted to evaluate the delay estimation performance of the proposed method in the presence of stable non-Gaussian noise. The source signal s(k) was a zero-mean white Gaussian process with variance 10 while the impulsive noises n 1 (k) and n 2 (k) were independent SαS processes with zero location parameter, α = 1.7 and unity dispersion. The attenuation A was assigned to one.
To provide a delay resolution of approximately 0.1% of the sampling interval, the size of the cosine and sinc tables were 1024 and 513 x 31 respectively, whilst P was chosen to 15 in order to maintain an acceptable truncation error. Without loss of generality, the initial delay estimate was selected to 0 and the values of both a and b were set to be equal. The results provided were averages of 100 independent runs.
The learning trajectory of the delay estimate for a static delay with D = 0.9s is shown in Figure 1 . In this test, µ = 2 × 10 −4 while a was set to 0.8. It is seen that the delay estimate converged to the desired value at approximately the 2000th iteration.
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The convergence time was slightly longer than the theoretical calculation because of the approximations made in deriving (3). Figure 2 plots the steady state mean square delay errors for different values of a when the convergence speeds of the delay estimates were kept identical to the previous test by properly adjusting µ. We observe that when a = 0.6, the algorithm gave the smallest delay variance of 5.1 × 10 −4 , although comparable mean square errors were provided by the adjacent a. As a rule of thumb, a should be chosen close to (α − 1) and equal to 0 for α ≥ 1 and α < 1, respectively, in order to attain optimum delay estimation performance. Figure 3 illustrates the ability of the proposed method to estimate time-varying delays.
In this trial, the delay was a sinusoidal function with D(k) = sin(0.0006πk) while µ was increased to 8 × 10 −4 for a faster convergence speed and a = 0.8. It is observed that the algorithm tracked the delay satisfactorily with a time lag of approximately 0.1s.
Conclusions : A computationally efficient algorithm which provides explicit delay measurements in the presence of stable non-Gaussian noise is proposed. Choices of the parameters that guarantee convergence of the algorithm are discussed and the learning trajectory of the delay estimate is derived. Computer simulations are presented to demonstrate its capability of estimating nonstationary delays.
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