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Cap´ıtulo 1
Introduccio´n
La competencia internacional actual ya no se realiza entre empresas, es el rendi-
miento de las cadenas de suministro, las que permiten evaluar los procesos log´ısticos,
as´ı que trabajar como silos independientes no es una opcio´n. Con clientes cada vez
ma´s exigentes se debe buscar la mejor manera de lograr su satisfaccio´n incurriendo
en los menores costos posibles. Las frecuentes innovaciones tecnolo´gicas se han con-
vertido pra´cticamente en una obligacio´n para los actores log´ısticos, ma´s que en una
ventaja competitiva, es por ende, que conceptos como Inteligencia Artificial (IA),
Aprendizaje Automa´tico o ML (Machine Learning), Industria 4.0, Internet de las
Cosas, Macro Datos o BD (Big Data), Miner´ıa de Datos o DM (Data Mining), entre
otros, esta´n cada vez ma´s presentes en el mundo empresarial.
En la bu´squeda de la satisfaccio´n de los clientes, el transporte tiene un papel
esencial, debido a que garantiza la entrega del producto en tiempo y forma requerido.
Los movimientos que implican la entrega de esos productos al cliente generan costos
y tiempos que se tratan de disminuir para conseguir un proceso ma´s eficiente, es por
ende, que el transporte es un tema importe dentro de las cadenas de suministro, ya
es un factor clave para la mejora de la gestio´n log´ıstica.
Muchas soluciones se han propuesto para resolver los problemas de transporte
que se presentan en el mundo actual, los Sistemas para la gestio´n del transporte o
1
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TMS por su nombre en ingle´s (Transportation Management System) han sido una
herramienta muy utilizada ya que permiten ahorros de costos, seleccio´n de las me-
jores rutas, toma de decisiones, entre otros, con el objetivo de responder de manera
a´gil a los requerimientos de talla mundial. Con los TMS se demuestra como las
tecnolog´ıas de la informacio´n (TICs) son fundamentales para ✭✭sobrevivir✮✮ en mer-
cados que evolucionan de manera ra´pida y para responder a clientes con mayores
requerimientos, asegurando el rendimiento econo´mico de la compan˜´ıa.
Por su parte, los me´todos nume´ricos siempre han sido una buena herramien-
ta para resolver los problemas de transporte y es, por ende, que la IA se vuelve
estrate´gica en este campo. Con algoritmos matema´ticos y a trave´s de te´cnicas de
ML y/o de DM se pueden crear modelos interesantes que permitan la mejora de
los procesos log´ısticos, por medio del ana´lisis de grandes datos y usando diferentes
herramientas, como los software MATLAB, R, Weka entre otros.
Teniendo en cuenta la utilidad de los TMS y su funcio´n de almacenamiento de
datos, en esta investigacio´n, sera´n transformados en informacio´n valiosa que sirva
para la toma de decisiones. Se comparara´n diferentes me´todos para determinar cual
produce resultados ma´s precisos en el prono´stico de la demanda de transporte de
mercanc´ıas, al tener como caso de estudio a una empresa manufactura que necesita
mejorar su proceso de transporte. As´ı que, se usara´n las Redes Neuronales (RNA)
para tratar de mejorar y superar los resultados que se obtengan con una te´cnica
tradicional de prediccio´n de series de tiempo.
Despue´s de tener un contexto de esta investigacio´n, en la siguiente seccio´n
plantea el problema que da origen al desarrollo de esta tesis.
1.1 Descripcio´n del problema
TICs como el TMS, son herramientas que contribuyen a la eficiencia de la
cadena de suministro debido a que permiten la optimizacio´n del transporte y ahorro
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de costos, adema´s de servir como base de almacenamiento de datos u´tiles que pueden
ser analizados de manera ✭✭inteligente✮✮, contribuyendo a estar preparados a sucesos
futuros, teniendo en cuenta eventos pasados.
El ana´lisis de datos aprovechando la informacio´n almacenada en el TMS, es
de vital importancia en el sector de transporte ya que permitira´ tener procesos
eficientes que respondan de manera a´gil, oportuna y eficaz a los requerimientos que se
presenten. La respuesta a las necesidades de transporte de mercanc´ıas entre plantas
y/o sucursales y hacia el cliente final y en reversa, se vuelve un factor cr´ıtico dentro
de las compan˜´ıas. Atender ra´pidamente a la demanda de movimiento desde un punto
A al B crea la necesidad de tener prono´sticos que permitan estar preparados para
responder a los requerimientos planeados y no planeados, adema´s de soportar la
toma eficiente de decisiones estrate´gicas, ta´cticas y operativas, las cuales se pueden
observar en la figura 1.1 y sera´n explicadas a continuacio´n:
Figura 1.1: Tipo de decisiones
Fuente: Elaboracio´n propia
Decisiones estrate´gicas:
Constituyen la toma de decisiones de transporte que afectan a toda la cadena
de suministro, abarcando plazos de un an˜o o ma´s. Son cruciales para prepararse
para cumplir con los requerimientos de demanda de transporte a largo plazo.
Decisiones ta´cticas:
Es el establecimiento de tiempos promedios de transporte que permitan la
evaluacio´n de desempen˜o de la cadena de suministro, desde el movimiento
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de mercanc´ıas entre plantas y/o hacia el cliente final, teniendo en cuenta la
demanda de transporte a mediano plazo, es decir, contemplado per´ıodos de
meses y/o semanas.
Decisiones operativas:
Se reflejan en la respuesta a los requerimientos del d´ıa a d´ıa y el manejo de
urgencias. Constituyen la demanda a corto plazo del transporte de mercanc´ıa
hacia plantas y/o hacia clientes finales.
Con la informacio´n anterior como contexto, se observa una oportunidad de
mejora en relacio´n al aprovechamiento de los datos almacenados por el TMS, debi-
do a que no son utilizados para realizar prono´sticos de demanda de transporte de
mercanc´ıas entre plantas y/o sucursales y hacia el cliente final, los cuales permitan
aumentar el rendimiento del desempen˜o de la distribucio´n log´ıstica y estar prepara-
dos a la incertidumbre de los mercados actuales, contribuyendo al proceso de toma
de decisiones.
Teniendo claridad del problema, la siguiente seccio´n presenta los objetivos que
se proponen alcanzar con esta investigacio´n.
1.2 Objetivo
Mejorar los prono´sticos de la demanda de transporte de mercanc´ıas, mediante
la aplicacio´n de te´cnicas de ana´lisis de datos almacenados en un TMS, como ML, en
comparacio´n a los generados con me´todos estad´ısticos tradicionales.
1.2.1 Objetivos espec´ıficos
Realizar una revisio´n de literatura que permita identificar las herramientas que
sean u´tiles para realizar prono´sticos.
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Determinar la informacio´n necesaria del TMS, que requieran las herramientas
seleccionadas para realizar prono´sticos.
Disen˜ar una metodolog´ıa que permita realizar el prono´stico deseado y comparar
los resultados generados por diferentes me´todos.
Analizar mediante un caso de estudio la efectividad de la propuesta planeada
en esta investigacio´n.
Teniendo claridad del problema y de los objetivos que se desean alcanzar, en
la siguiente seccio´n se presenta la hipo´tesis a comprobar con esta investigacio´n.
1.3 Hipo´tesis
Mediante te´cnicas de Machine Learning que permitan analizar los datos alma-
cenados en un TMS, se mejorara´n los prono´sticos de la demanda de transporte de
mercanc´ıas en comparacio´n a los generados con me´todos estad´ısticos tradicionales.
Comprendiendo la hipo´tesis planteada, en la siguiente seccio´n se presenta la
justificacio´n de la investigacio´n.
1.4 Justificacio´n
El ana´lisis de datos se ha convertido en una estrategia para generar valor en
las cadenas de suministro. Analizar datos subutilizados y convertirlos en informacio´n
valiosa, se vuelve crucial para la eficiencia de los procesos log´ısticos. Es ah´ı, en donde
las tecnolog´ıas ocupan un papel importante, al servir como fuente de almacenamiento
de esos datos que posteriormente sera´n usados para el proceso de toma de decisiones.
Las TICs son relevantes para crear ventajas competitivas en los mercados inter-
nacionales, para volver ma´s eficiente el flujo de la informacio´n y optimizar procesos,
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son las exigencias actuales para hacer frente a la competencia global y lograr la tan
anhelada satisfaccio´n del cliente, sin sacrificar los costos y obteniendo la rentabilidad
desea.
Esas tecnolog´ıas de la informacio´n se vuelven claves para procesos tan impor-
tantes como el transporte de mercanc´ıa, cuyos costos log´ısticos pueden representar
una ventaja competitiva para las organizaciones o significar pe´rdidas considerables
para las mismas. Es as´ı, como la bu´squeda de la disminucio´n de los costos incurridos
por el transporte y el ahorro de tiempo de traslado de la mercanc´ıa son sumamente
importantes dentro de los mercados internacionales actuales y se convierten en un
reto para los profesionales log´ısticos.
Por otra parte, el desconocimiento futuro de la demanda del transporte no
permite que las empresas este´n preparadas para responder de manera eficiente a
los requerimientos de las plantas y/o clientes finales, lo cual puede causar perdida
de rendimiento, retrasos de entregas, cuellos de botellas y aumento considerable
de costos por urgencias de entrega, entre otros factores que van a derivar en la
insatisfaccio´n del cliente final y en posibles disminuciones de ventas. Lo anterior,
demuestra la importancia de contar con soluciones que contribuyan al proceso de
toma decisiones para responder de manera a´gil a los respectivos requerimientos de
transporte, haciendo frente a los problemas que la incertidumbre puede provocar y
por ende, mejorando el desempen˜o de la distribucio´n log´ıstica.
Teniendo en cuenta la informacio´n anterior, los prono´sticos se convierten en
estrategias cruciales para conocer la tendencia futura de variables, con el fin de que
las empresas este´n preparadas a mercados inciertos contribuyendo a la toma de de-
cisiones (Gutie´rrez, 2013), es por ende, que son considerados como un requerimiento
de la cadena de suministro (Ballou, 2004) para lograr la alineacio´n de la red con las
necesidades de los clientes (Ross, 2015).
Despue´s de entender la justificacio´n de esta tesis, en la siguiente seccio´n se da
paso a la propuesta de la metodolog´ıa para alcanzar los objetivos planteados.
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1.5 Metodolog´ıa
El desarrollo de esta investigacio´n se llevara´ a cabo por medio de las tres fases
siguientes:
1. Revisio´n de literatura:
Se investigara´ informacio´n pertinente, u´til y de fuente confiable que tenga rela-
cio´n con TMS y con herramientas para el prono´stico de la demanda, ya sea de
productos o de transporte directamente, haciendo especial e´nfasis en el ana´lisis
de datos con el fin de ser transformados en informacio´n u´til que contribuya a la
mejora de la cadena de suministro. En esta fase se obtendra´ una metodolog´ıa que
permita solucionar el problema planteado anteriormente.
2. Metodolog´ıa de solucio´n:
De acuerdo con la informacio´n obtenida de la fase anterior, se desarrollara´ una
propuesta de solucio´n al problema planteado anteriormente a trave´s de diferentes
me´todos que sera´n comparados entre s´ı, los cuales permitira´n aprovechar los datos
almacenados por el TMS al crear prono´sticos de la demanda de transporte de
mercanc´ıa entre plantas y/o sucursales y hacia el cliente final. De esta fase se
obtendra´ una herramienta que sera´ comprobada en la fase siguiente.
3. Validacio´n de la metodolog´ıa de solucio´n:
Con una empresa manufactura como caso de estudio, se comprobara´ si la meto-
dolog´ıa de solucio´n propuesta cumple con lo hipo´tesis planteada anteriormente.
Con esta fase finalizara´ la investigacio´n, permitiendo dar una conclusio´n de la
tesis propuesta.
En la pro´xima seccio´n, se podra´ observar la secuencia que lleva esta tesis, es
decir, co´mo sera´ estructurada.
Cap´ıtulo 1. Introduccio´n 8
1.6 Estructura de la tesis
Este trabajo de investigacio´n esta´ divido en seis cap´ıtulos ordenados de la
siguiente manera:
En el cap´ıtulo uno se dara´ una breve introduccio´n con respecto a la mejora de
la distribucio´n log´ıstica de mercanc´ıas, por medio del ana´lisis de datos que permita
generar prono´sticos de la demanda de transporte y contribuir a la toma eficiente
de decisiones. Aqu´ı se abordara´ la introduccio´n y generalidades de este documento,
dando a conocer el problema, los objetivos planteados, la hipo´tesis, la justificacio´n
y la respectiva metodolog´ıa de la investigacio´n.
A trave´s de una revisio´n sistema´tica de literatura, por medio del cap´ıtulo dos,
se busca introducir al lector a los conceptos involucrados con el ana´lisis de datos y
la mejora en el proceso de transporte de mercanc´ıa, haciendo especial mencio´n en la
elaboracio´n de prono´sticos de demanda como te´cnica para crear ventaja competitiva,
y en las herramientas utilizadas por otros investigadores que han permitido lograr
objetivos similares al planteado en esta tesis.
De acuerdo con la revisio´n de literatura, el cap´ıtulo tres, permite conocer la
metodolog´ıa propuesta para dar solucio´n al problema de investigacio´n planeado
anteriormente, la cual sera´ aplicada en el caso de estudio que se describe en el
cap´ıtulo cuatro. En el cap´ıtulo cinco, se desarrollara´ la metodolog´ıa propuesta te-
niendo en cuenta el caso de estudio seleccionado y se presentara´n los resultados
respectivos.
Finalmente, en el cap´ıtulo seis se presentara´n las conclusiones de la investiga-
cio´n, haciendo e´nfasis en la contribucio´n realizada y alusio´n a lo que sera´ definido
como trabajo futuro o pendiente por realizar.
Segu´n esta estructura, a continuacio´n sera´ abordado el cap´ıtulo de anteceden-
tes.
Cap´ıtulo 2
Antecedentes
Este cap´ıtulo presenta informacio´n acerca de la importancia del transporte en
la cadena de suministro, resaltando la relevancia de TICs como el TMS, debido a
que han sido claves para mejorar la log´ıstica en ese sector.
Adicionalmente, muestra el uso de prono´sticos como un factor determinante
para resolver problemas de incertidumbre en la demanda de transporte. Se propone
herramientas de ML para resolver ese tipo de problemas, espec´ıficamente, se plantea
utilizar RNA desarrolladas en el software MATLAB.
Con respecto a la metodolog´ıa utilizada para realizar los antecedentes que
se presentara´n a continuacio´n, en la tabla 2.1 se puede observar las fases que se
siguieron para poder estructurar de manera ordenada los hallazgos encontrados,
principalmente en la base de datos de la Universidad Auto´noma de Nuevo Leo´n y
por medio del buscador Google Acade´mico, en donde se utilizaron palabras claves
como ✭✭Sistema para la Gestio´n del Transporte✮✮, ✭✭Machine Learning✮✮, ✭✭prono´stico
de la demanda✮✮, ✭✭series de tiempo✮✮, ✭✭redes neuronales artificiales✮✮ tanto en ingle´s
como en espan˜ol, la cuales adema´s fueron combinadas entre s´ı con la ayuda de
los operadores booleanos como ✭✭and✮✮, ✭✭not✮✮, ✭✭xor✮✮ y ✭✭or✮✮. Algunas de las revistas
consultadas fueron:
Elsevier (https://www.elsevier.com/)
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Springer (http://www.springer.com)
Emerald (www.emeraldinsight.com)
IEEE Xplore (http://ieeexplore.ieee.org)
En las pro´ximas secciones se contextualizara´ al lector sobre el tema que aborda
esta tesis, haciendo relacio´n con investigaciones realizadas por diferentes autores,
empezando con informacio´n general hasta llegar a puntos espec´ıficos. Este cap´ıtulo
sera´ finalizado con las conclusiones de los antecedentes, lo que permitira´ aclarar y
resaltar los aportes encontrados que sera´n u´tiles para plantear la metodolog´ıa de este
estudio.
2.1 Log´ıstica y transporte
Como se ha venido argumentado, el uso de TICs ha sido clave para la mejora
de procesos log´ısticos. En el campo del transporte de mercanc´ıa, se han presentado
varias soluciones en bu´squeda de realizar los traslados de manera estrate´gica, ase-
gurando a los clientes un producto en tiempo y forma que implique menor costo
posible para las empresas. Por lo tanto, mover mercanc´ıas y personas de un lugar
a otro ha sido un punto cr´ıtico para el desarrollo pol´ıtico, econo´mico y social. El
transporte esta´ inmerso en las actividades que se realizan en el d´ıa a d´ıa, ya que se
requiere una manera de trasladarse desde un punto A hacia un punto B, buscando
constantemente acortar distancias y disminuir costos que se podr´ıan generar por el
desplazamiento deseado.
Islas y Zaragoza (2007), despue´s de analizar varios conceptos sobre transporte,
concluyeron que es un feno´meno tanto econo´mico como social, que pretende trasladar
cosas y/o personas hac´ıa el lugar en donde tendra´n ma´s utilidad. Algunos an˜os
despue´s, en el 2010, otros investigadores parecen ratificar el argumento anterior,
al plasmar en su libro, que el transporte es de gran importancia en la sociedad
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Tabla 2.1: Metodolog´ıa de revisio´n de literatura
DESCRIPCIO´N DE FASE
Caracter´ısticas Objetivo
F
A
S
E
S
D
E
I
N
V
E
S
T
I
G
A
C
I
O´
N
Recolecio´n
de datos
Incluye art´ıculos relacionados
a los siguientes temas:
1. Optimizacio´n de transporte
2. TMS
3. Prono´sticos
4. RNA
Recopilacio´n de informacio´n
relacionada con el objetivo de
esta investigacio´n
Estrategia
de muestreo
Discriminativo y ana´lisis
descriptivo
Teniendo en cuenta que
las investigaciones de
prono´sticos no son tema
nuevo, se tuvieron en
consideracio´n documentos
desde el 2004, pero la
mayor informacio´n se
obtuvo a partir del 2012
Seleccio´n
de categor´ıas
La bu´squeda fue realizada por
categor´ıas y subcategor´ıas, las
cuales se relacionaron entre s´ı
Visualizar las investigaciones
que se han realizado con el
objetivo de mejorar la
distribucio´n log´ıstica de
mercanc´ıas y con respecto al
aprovechamiento de
tecnolog´ıas como el TMS
Evaluacio´n
del material
Se ordeno´ y estructuro´ de
acuerdo al tema y a la fecha
de publicacio´n
Conocer los diferentes
aportes con relacio´n a
la mejora de la distribucio´n
log´ıstica de mercanc´ıas por
medio de ana´lisis de datos
Fuente: Adaptada de Lara (2018)
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ya que afecta directa o indirectamente a cada individuo, al permitirles tener los
bienes y/o servicios que requieren por medio de la transportacio´n (Coyle et al.,
2010). En el 2017, Rodrigue et al. (2017) continu´an con el concepto de transporte
desde una perspectiva social y econo´mica, manifestando el incremento en el nivel de
dependencia de la sociedad hacia sus sistemas de transportes, haciendo e´nfasis en
que superar las restricciones f´ısicas y humanas es su objetivo fundamental.
Abordando el transporte desde una perspectiva econo´mica u´til para el movi-
miento de mercanc´ıas, pero que incide en el a´mbito social, debido a que permite que
el cliente final obtenga el producto que requiere tal y como lo necesita, se tiene una
concepcio´n directa entre este, cadena de suministro y log´ıstica. Teniendo en cuenta
el concepto de las 8Cs log´ısticas, ma´s conocidas como 8Rs log´ısticas por su nombre
en ingle´s (8 rights of logistics), propuesta por el Instituto Profesional de Log´ıstica
y Transporte; CITL (The Chartered Institute of Logistics and Transport) en Reino
Unido, log´ıstica implica tener el producto correcto, en el lugar correcto, en el tiempo
correcto, en la cantidad correcta, en las condiciones correctas y al costo correcto,
lo que permite evidenciar la importancia del transporte en la cadena de suministro,
debido a que garantizara´ cumplir con las entregas acordadas.
Jime´nez (2004), plantea al transporte como un factor cr´ıtico para el e´xito de
la cadena de suministro, describie´ndolo como una estrategia potencial para generar
ventajas competitivas, que se traducen en la agregacio´n de valor al producto. Para la
log´ıstica, la creacio´n de valor es un factor determinante debido a que un producto solo
adquiere valor hasta que se encuentre en manos del cliente final (Ballou, 2004). Es
as´ı, como la demanda del transporte ocupa un lugar importante en la administracio´n
de la cadena de suministro.
Como se puede observar en la figura 2.1, la cadena de suministro puede ser
vista como una red en donde las l´ıneas verdes y azules representan la conexio´n
entre los diferentes involucrados en la log´ıstica de entrada y la de salida (Veluscek,
2016), por ende Rodrigue et al. (2017) argumentan, que el transporte de mercanc´ıa
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es una demanda derivada directa ya que la necesidad de usarlo no surge de manera
esponta´nea, sino que es producto de actividades econo´micas sin las cuales no tendr´ıa
lugar. A medida que surquen esas actividades econo´micas, se necesitara´ al transporte
como punto conector entre un lugar y otro, contribuyendo en el flujo de informacio´n,
mercanc´ıa y recursos que se requieran para presar un servicio.
Figura 2.1: Red de la cadena de suministro
Fuente: Basada en Veluscek (2016) - Iconos tomados de es.pngtree.com y www.freepik.es
Segu´n lo anterior, se puede concluir que el transporte es trasversal a todas las
actividades de la cadena de suministro ya que permite una conexio´n entre todos los
eslabones que la componen, lo cual se puede ver representado en la figura 2.2.
Dentro de esa red de la cadena de suministro se incurrira´n en costos de in-
ventarios, laborales, entre otros, que se tratara´n de disminuir en la bu´squeda de la
eficiencia log´ıstica. Es as´ı como, seleccionar un modo de transporte adecuado se con-
vierte en una estrategia para reducir costos log´ısticos que pueden llegar a representar
un 10% del costo total del producto y que corresponden pra´cticamente a la mitad
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Figura 2.2: Transporte en la cadena de suministro
Fuente: Elaboracio´n propia - Iconos tomados de www.flaticon.com.
de esos costos (50.3%), seguido por el costo de inventario (21.8%) y por los costos
laborales (9.5%) relacionados al manejo f´ısico de los bienes, incluidas tareas como
el embalaje y etiquetado (Rodrigue et al., 2017). La figura 2.3, muestra con claridad
ese desglose log´ıstico de costos.
2.2 Tecnolog´ıas, reduccio´n de costos de
transporte y eficiencia de la cadena de
suministro
Las TICs han representado un papel central en la bu´squeda de ahorros y de
mejora de la cadena de suministro, al reducir considerablemente el tiempo y el costo
para el procesamiento de un pedido y al mejorar el flujo de la informacio´n, lo que ha
contribuido en volver ma´s eficientes los procesos log´ısticos (Cachon y Fisher, 2000;
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Figura 2.3: Costos log´ısticos
Fuente: Basada en Rodrigue, Comtois y Slack (2017)
Espinal y Go´mez, 2008). Espinal y Go´mez (2008), divide en tres grupos las TICs
aplicadas a la gestio´n de la cada de suministro; las que pertenecen a la log´ıstica
de entrada o de aprovisionamiento, las que hacen parte de la log´ıstica interna o de
produccio´n, y las que se utilizan para la log´ıstica de salida o de distribucio´n.
En la log´ıstica de entrada, se pueden encontrar TICs como: EDI (Electronic
Document Procurement), e-procurement, VMI (Vendor Managed Inventory), CRP
(Continous Replenishment Program), e-sourcing, Internet/correos electro´nicos y sis-
tema de administracio´n de la demanda (forecast); en la log´ıstica interna: ERP (En-
terprise Resource Planning), WMS (Warehouse Management System), LMS (La-
bor Management System), co´digo de barras, RFID (Radio Frequency Identification),
MRP I-II (Material Requierement Planning), EPC (Electronic Product Code) y Pick
to Light-Voice; y en la log´ıstica de salida: CRM (Consumer Relationship Manage-
ment), TMS, ECR (Efficient Consumer Response), EPC (Electronic Product Code),
GPS (Global Position System) y C-Commerce (Collaborative commerce).
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Con el transcurrir de los an˜os ma´s soluciones tecnolo´gicas se han presentado,
por ejemplo, Lemus et al. (2016), mencionan dos herramientas que tienen relacio´n
directa con la gestio´n del transporte; Waze, que se utiliza para la administracio´n
del tra´fico en tiempo real, y RS (Routing System,) usada para el enrutamiento de
veh´ıculos. Es decir, que existen una variedad de herramientas tecnolo´gicas para dar
solucio´n a diversos problemas log´ısticos.
Debido al buen desempen˜o de las herramientas log´ısticas, se ha aumentado su
adopcio´n en la cadena de suministro. Lo anterior se ve comprobado con los resultados
de la encuesta realizada por Lemus et al. (2016) en Bogota´, Colombia a 50 empresas,
en donde se determino´ que el 82% de las a´reas log´ısticas tienen TICs, mientras que
el resto no las utilizan, concluyendo que de ese porcentaje, la ma´s empleada es el
ERP, mientras el TMS se encuentra en el u´ltimo lugar, comparadas con herramientas
como GPS, EPC, Waze, WMS y otras.
2.3 Sistemas para la Gestio´n del Transporte
Como se pudo observar en la seccio´n anterior, dentro de las TICs existen he-
rramientas para la mejora del transporte de mercanc´ıas, como el TMS, el cual es
utilizado en la log´ıstica de salida para planificar y controlar los procesos de distri-
bucio´n de productos, manteniendo una relacio´n con la log´ıstica interna (Espinal y
Go´mez, 2008). El TMS surgio´ en la de´cada de los 90, por la necesidad de soluciones
para atender complejas cadenas de transportes, debido a la complejidad de cadenas
de suministro globales y estrechamente vinculadas (Nettstra¨ters et al., 2015), ha evo-
lucionado con el pasar de los an˜os, y como consecuencia, es una de las herramientas
de transporte ma´s utilizada por diversas empresas, ya que permite el control de cos-
tos de fletes, la integracio´n con otras tecnolog´ıas de informacio´n y la interaccio´n con
clientes, socios comerciales y operadores (Peerless Research Group, 2014). Es decir,
que se ha convertido en una herramienta u´til para la toma de decisiones, permitiendo
disminuir costos, y contribuyendo a la optimizacio´n del transporte. Por lo tanto, un
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TMS es una solucio´n de transporte que contribuye en la obtencio´n de ahorros de
tiempo y en la mejora de la productividad (Ross, 2016).
Los beneficios del uso del TMS se pueden evidenciar en art´ıculos como el de
Ballesteros et al. (2015), mediante el cual se realizo´ un disen˜o, desarrollo y validacio´n
del sistema de informacio´n de transporte y mensajer´ıa de Audifarma S.A (SITA),
cuyo objetivo se enfoco´ en mejorar los niveles de control, seguimiento y trazabilidad
de los env´ıos, en la eliminacio´n de actividades manuales requeridas para gestionarlos
y en la minimizacio´n de errores por procedimientos automatizados a trave´s del SITA.
Las ventajas que ofrece un TMS son ideales para competir en los mercados
actuales tan competitivos. En su art´ıculo, Barreto et al. (2017), recomiendan el uso
del TMS como una tecnolog´ıa que no puede faltar en la bu´squeda de eficiencia
a trave´s de la Industria 4.0., ✭✭TMS en la nube✮✮, con el fin de lograr una mayor
eficiencia y eficacia en los procesos log´ısticos. Llegaron a la conclusio´n de que permite
la localizacio´n de veh´ıculos, monitorear el movimiento de la carga, negociar con
los transportistas, consolidar env´ıos, entre otros, adema´s de admitir la integracio´n
con Sistemas Inteligentes de Transporte o ITS por su nombre en ingle´s (Intelligent
Transportation Systems).
Adicionalmente a los beneficios del TMS mencionados anteriormente, esa he-
rramienta presenta retornos de inversio´n relativamente ra´pido en comparacio´n con
otras TICs, pues ofrece muchos caminos para hacerlo por medio de la optimizacio´n
del transporte (Griffis y Goldsby, 2007).
En su tesis de maestr´ıa, Da Silva (2016) logro´ evidenciar los impactos de un
TMS en una industria brasilen˜a de bebidas, por medio de un estudio de caso uti-
lizando las siguientes herramientas de investigacio´n: observacio´n, entrevista semi-
estructurada al gerente de Log´ıstica y Suministro y al gerente de TICs, y uso de
cuestionario. Con la investigacio´n se determino´ que a pesar de que se requiere una
inversio´n para poder implementar un TMS, esta se ve retribuida por los beneficios
que la herramienta ofrece, por ejemplo, ahorro de costos, monitoreo de los camiones,
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brindar informacio´n para alimentar la ERP, ayudar en la toma de decisiones, etc. Se
concluye que el TMS proporciona gestio´n y control del sistema de transporte de la
empresa.
Con respecto al ahorro de costos, McCREA (2014) cita un estudio de la firma
ARC, en donde el 40% de los encuestados dijeron que si se ven forzados a dejar de
usar su TMS, sus costos totales de fletes sufrir´ıan un aumento entre un 5% a un 10%,
y presenta la figura 2.4 que muestra los resultados a su pregunta: ✭✭en comparacio´n
con los procesos manuales, ¿que´ cree que ahorra, como un porcentaje de los costos
de flete, al usar un TMS?✮✮
Figura 2.4: Ahorros al usar un TMS
Fuente: Basada en McCREA (2014)
Con relacio´n al uso de los TMS, a continuacio´n se muestra parte de los re-
sultados de la encuesta virtual realizada por Peerless Research Group (PRG) entre
diciembre de 2013 y enero de 2014 a los subscriptores de las revistas Supply Chain
Management Review y Logistics Management. En la figura 2.5 se puede observar
que con respecto a la adopcio´n de TMS, el 33% de los encuestados esta´ ejecutan-
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do esa herramienta mientras un 37% no planea hacerlo. Por otra parte, el 14% de
los encuestados tiene contemplado realizar alguna inversio´n durante los pro´ximos 12
meses en bu´squeda de mejorar la aplicacio´n que tiene actualmente, y un 10% esta´
evaluando la posibilidad de adoptar la herramienta durante ese mismo tiempo. De
esos 33% de encuestados que esta´n ejecutando actualmente el TMS, en la figura 2.6
se puede observar que el 40% se siente algo satisfecho, mientras el 14% no se siente
satisfecho y el porcentaje restante (46%) se siente muy satisfecho.
Figura 2.5: Adopcio´n del TMS
Fuente: Basada en Peerless Research Group (2014)
La satisfaccio´n de los usuarios de los TMS se deriva de las funciones que po-
see esta herramienta, en muchas investigaciones se aborda ese tema y la figura 2.7
de Ross (2015) las enlista de manera clara. As´ı que, disen˜o de redes, planificacio´n
de env´ıos, enrutamiento, combinacio´n de cargas, clasificacio´n de fletes, manifiesto,
programacio´n de entrega, seguimiento y liquidacio´n, herramientas de visibilidad y
ana´lisis postenv´ıo son las principales funcionalidades que ofrece un TMS.
Para aprovechar al ma´ximo las funciones que ofrece un TMS, su desarrollo se
debera´ estructurar pensando de manera hol´ıstica, ta´ctica, estrate´gica y operativa.
Con la figura 2.8, en el 2011 la consultora internacional experta en TICs, Capgemini
Consulting, da a conocer un modelo funcional para el desarrollo de un TMS, en donde
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Figura 2.6: Satisfaccio´n en relacio´n al TMS
Fuente: Elaboracio´n propia con informacio´n de Peerless Research Group (2014)
Figura 2.7: Funciones de un TMS
Fuente: Basada en Ross (2015)
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muestra una relacio´n entre la toma de decisiones estrate´gicas, ta´cticas, operativas,
y la planeacio´n, ejecucio´n, medios de transporte y temas financieros.
Partiendo del documento publicado por Capgemini Consulting, en la figura 2.9,
Cai y Ying (2012) establecen categor´ıas de un modelo funcional de TMS adaptado a
la investigacio´n que la consultora realizo´, en donde comparan el TMS de una empresa
local China con el de una multinacional como UPS, demostrando la utilidad de esa
herramienta con respecto a la administracio´n del transporte.
De acuerdo a la informacio´n anterior, se puede afirmar que los TMS propor-
cionan una variedad de beneficios para la cadena de suministro. Segu´n McCREA
(2014), el TMS es una herramienta muy u´til, pero a la misma vez poco aprovechada,
y es que ✭✭operar una instalacio´n de fabricacio´n, distribucio´n o venta minorista de
clase mundial en el competitivo entorno empresarial actual, requiere sistemas de tec-
nolog´ıa robustos y de u´ltima generacio´n disen˜ados para el e´xito y listos para servir✮✮
(Peerless Research Group, 2014).
En bu´squeda de aprovechar al ma´ximo los beneficios que ofrece un TMS, no
se puede ignorar su capacidad de recopilacio´n de datos de transporte, que pueden
ser transformados de manera gerencial y sirven para apoyar la toma de decisiones
(Martel y Klibi, 2016), adema´s brinda la oportunidad de realizar reportes que asegu-
ran la satisfaccio´n de los clientes debido a que permiten conocer el comportamiento
del transporte en el pasado para poder decidir sobre eventos futuros, por lo que, la
informacio´n se convierte en un recurso valioso para garantizar el cumplimiento a los
consumidores (Kisin et al., 2016).
Considerando lo mencionado anteriormente, se puede afirmar que el TMS es
una base de datos relacionada con el movimiento de mercanc´ıas que almacena in-
formacio´n desordenada, como: tipo de veh´ıculo, ubicaciones de parada, tiempos de
parada para cargar y descarga, etc., permitiendo planear env´ıos gracias a reglas de
decisio´n o algoritmos que posee la herramienta (Ballou, 2004). As´ı que, es claro que
con el TMS se puede hacer planeacio´n, pero a acorto plazo, destaca´ndose tres aspec-
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Figura 2.8: Modelo y dominios de referencia funcional de un TMS
Fuente: Basada en Capgemini Consulting (2011)
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Figura 2.9: Modelo de TMS seleccionado por Cai y Ying (2012)
Fuente: Basada en Cai y Ying (2012)
tos importantes que posea para la eficiencia del sistema de transporte: planificacio´n
a corto plazo y decisio´n, seguimiento del transporte, y medicio´n (Bowersox et al.,
2002). Por lo tanto, el uso de ese tipo de herramientas tecnolo´gicas contribuye a la
toma de decisiones de los gestores de tra´fico, proporciona´ndoles prediccio´n de la de-
manda de carga futura, lo cual les permitira´ estar preparados para atenderla (Ross,
2015).
Lo anterior permite concluir que el manejo de los datos recopilados por un
TMS es estrate´gico para la prediccio´n de demandas futuras considerando comporta-
mientos pasados sobre el movimiento de mercanc´ıas, teniendo en cuenta que no se
realiza prono´stico de ese tipo de evento, lo cual conlleva a resaltar que los prono´sticos
de demanda de transporte sirven para estar preparados para satisfacer la demanda
en te´rminos de cantidad y calidad con el menor consumo de recursos posible, recur-
sos que generalmente son desperdiciados al intentar mover tanto mercanc´ıa como
pasajeros de un lugar a otro (Dragu et al., 2017).
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2.3.1 Manejo de datos y mejoras de los TMS
La investigacio´n que se realizara´ en este documento se centra en la propuesta
de mejora de la funcionalidad del TMS, por medio del prono´stico de la demanda
de transporte y aprovechando los datos que almacena esa herramienta, teniendo en
cuenta, que con respecto al movimiento de mercanc´ıas, informacio´n y/o personas, el
ana´lisis de datos ha sido investigado por mu´ltiples autores y constantemente utiliza-
do en diferentes empresas (Karlaftis y Vlahogianni, 2011). Por su parte, el prono´stico
de la demanda de transporte permite estar preparados con las capacidades reque-
ridas, y de esa manera poder satisfacer tal demanda que podra´ ser derivada de la
produccio´n y/o de las necesidades del cliente final. Con esta tesis se busca aprovechar
la informacio´n almacenada en el TMS utilizando te´cnicas de ML.
Al revisar la literatura con respecto al TMS se encuentran las siguientes inves-
tigaciones que van muy relacionadas con el objetivo de esta tesis:
Drebler et al. (2015) propusieron un sistema integrado de planificacio´n y control
del transporte que junto con los TMS ataquen las ineficiencias del transporte en las
redes de produccio´n y suministro. Plantean 3 fases de la planificacio´n del TMS
Integrado:
1. Planificacio´n estimada:
En esta fase se pronostica la demanda futura de transporte (demanda inducida
por la produccio´n y por el cliente) para un per´ıodo de tiempo determinado y se
hace una estimacio´n de la demanda de capacidad de transporte que se requiere
en dicho per´ıodo.
2. Dos conceptos:
a) Planificacio´n detallada: Programacio´n y asignacio´n de las o´rdenes de trans-
porte (inducidas tanto por la produccio´n como por el cliente) a proveedores
de servicios.
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b) Procedimiento de planificacio´n fina: Plan para los proveedores de servicios de
transporte con informacio´n detallada sobre cuando estar en el sitio de carga
e informacio´n detallada para los puntos de carga relacionada a los tiempos de
llegada de los camiones internos y externos.
3. Manejo de la interrupcio´n:
Es trasversal a todas las fases, consiste en la deteccio´n de eventos inesperados que
puedan afectar al servicio de transporte. Se realiza la gestio´n de interrupcio´n de
componentes del TMS integrado a trave´s del ana´lisis, teniendo en cuenta la base
de datos de interrupcio´n, planificacio´n que se ejecuta por medio de simulacio´n, y
evaluacio´n por medido de estabilidad y salida del plan.
El TMS integrado es u´til para la previsio´n de la demanda de transporte, la pla-
nificacio´n integrada de la capacidad y la gestio´n de interrupciones, ya se argumenta
que un TMS por s´ı solo no contempla capacidades de transporte a nivel de red o
gestio´n de interrupciones, as´ı que lo propuesto sirve para (Drebler et al., 2015):
La planificacio´n a largo y corto plazo.
El respaldo de la ejecucio´n del transporte. Detectar a tiempo los cuellos de
botella que se presentan en el proceso de transporte.
Por otra parte, en el libro Colaboracio´n en un mundo hiperconectado: 17a Con-
ferencia de trabajo IFIP WG 5.5 sobre empresas virtuales, PRO-VE 2016, Oporto,
Portugal, 3-5 de octubre de 2016, Actas 1, se encuentran los siguientes art´ıculos
relacionados con el tema de investigacio´n que se aborda en este documento.
1. ✭✭Hacia un sistema para la gestio´n del transporte hiperconectado: Aplicacio´n a la
log´ıstica de sangre✮✮, en donde Schoen et al. (2016), proponen un innovador TMS
basado en eventos para la agilidad en la toma de decisiones de enrutamiento en
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tiempo real, teniendo como referencia el conocimiento generado por los disposi-
tivos y sistemas conectados, cuyos beneficios fueron comprobados por medio del
caso de estudio de la cadena de suministro de la sangre. La idea central es:
El uso de un TMS con arquitectura hiperconectada.
Comparar el proceso actual con el esperado.
La justificacio´n central de esa investigacio´n va dirigida a que hay pocos estudios
enfocados en utilizar los datos que producen los sistemas de informacio´n (como
ERP y WMS) para soportar la toma de decisiones, y que se requiere una propuesta
para dar a los usuarios informacio´n importante en tiempo real y presentar algu´n
comportamiento que se pueda adaptar a cada situacio´n particular. Pretenden ayudar
al profesional de salud en la toma de decisiones considerando de una mejor manera
la disrupcio´n, la variabilidad y el riesgo para garantizar el transporte o´ptimo de
la sangre, teniendo en cuenta sus caracter´ısticas especiales para su conservacio´n.
Concluyen que la hiperconexio´n es una solucio´n para disen˜ar y controlar las rutas
de transporte y que el sistema permite mejorar la relacio´n de todos los eslabones de
la cadena (embarcadores, transportistas y clientes).
2. “Ana´lisis colaborativo de datos en hiperconexio´n”, en donde Zarmehri y Soares
(2016), proponen Metalearning para la seleccio´n del nivel correcto de jerarqu´ıa de
los datos recopilados, para determinar cua´ndo y con quie´n compartirlos y para la
seleccio´n del algoritmo adecuado que permita obtener el rendimiento esperado.
Un Proyecto DRIVE IN (Distributed Routing and Infotainment Through Vehicu-
lar Inter-networking) o enrutamiento distribuido e infoentretenimiento a trave´s
de la interconexio´n de redes vehiculares, se utilizo´ para la recopilacio´n de datos
para llevar a cabo el Metalearning y posteriormente aplicarles ML (ma´quinas
de vectores de soporte - SVM, a´rbol de decisio´n de bosque aleatorio y regresio´n
lineal).
Los autores informan que la propuesta de usar sistemas inteligentes hiperconecta-
dos puede ser utilizada en la gestio´n de la cadena de suministro para la fabricacio´n
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de productos por medio de la prediccio´n de su demanda, de la mejor ruta para
las flotas, entre otras. Determinaron los siguientes objetivos centrales en su inves-
tigacio´n:
Mejorar la utilizacio´n del taxi y aumentar la satisfaccio´n de los clientes.
Prediccio´n de la duracio´n del viaje en taxi utilizando ML.
Encontrar la mejor ruta para los viajes.
Lo anterior se puede lograr por medio de una red hiperconectada que permita
recolectar datos de manera colaborativa entre taxis, lo que demuestra la importancia
del manejo de los datos para la mejora de proceso.
Con esa investigacio´n se concluyo´:
El metalearning ayuda a la seleccio´n del algoritmo que permita mejor rendi-
miento.
El metalearning pronostica la duracio´n del viaje en taxi con una tasa de error
inferior al 5%.
Con lo expuesto anteriormente, se puede concluir esta seccio´n argumentando
que el TMS permite obtener datos que pueden ser analizados de forma correcta para
la generacio´n de informacio´n u´til que contribuyan a la toma de decisiones. En esta
tesis se propone darle valor a esos datos por medido de prono´sticos de transporte
que sirvan para a la mejora log´ıstica de la distribucio´n de mercanc´ıas.
2.4 Prono´stico y transporte
Teniendo como premisa que el ana´lisis de datos es de vital importancia para
mejorar las operaciones log´ısticas, y que un TMS es una buena fuente para recolectar-
los, los prono´sticos se convierten en una estrategia para agregar valor a la cadena de
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suministro. Los prono´sticos son herramientas estrate´gicas que contribuyen a la toma
de decisiones, debido a que permiten realizar la planeacio´n organizacional, formu-
lacio´n de estrategias corporativas, desarrollo de previsio´n, entre otros (Makridakis,
1996). Se realizan con el objetivo de disminuir la incertidumbre que trae el futuro,
as´ı que, entre ma´s precisos estos sean, mayor control de recursos van a permitir, ya
que se podra´ estar preparados para afrontar situaciones previamente predichas. Es
decir que, a pesar de que un prono´stico no asegura la prediccio´n exacta de eventos
futuros, si se puede acercar tanto como sea posible a la realidad, por ende, entre
ma´s acertados sean, mucho mejor sera´ (Toro et al., 2004). Por lo tanto, la precisio´n
de los prono´sticos es fundamental para la gestio´n empresarial, debido a que permite
planificar, organizar, implementar y controlar actividades o procesos con el fin de
alcanzar la eficiencia log´ıstica (Lao et al., 2017)
La 15.a edicio´n del diccionario de APICS (American Production and Inven-
tory Control Society) define la palabra pronosticar como ✭✭la funcio´n comercial que
intenta predecir las ventas y el uso de los productos para que puedan comprarse
o fabricarse en cantidades apropiadas con anticipacio´n✮✮, mientras, Heizer y Render
(2009), afirman que es ✭✭el arte y la ciencia de predecir los eventos futuros✮✮ y argu-
mentan que a pesar de que existen diferentes me´todos para realizar predicciones no
hay uno mejor que otro, debido a que los resultados pueden variar de un empresa
o a´rea a otra, y por lo general no resultan ser perfectos. Adicionalmente, informan
que las organizaciones emplean principalmente tres tipos de prono´sticos; econo´micos,
tecnolo´gicos y de la demanda, que deben tener en cuenta los horizontes de tiempos
que se muestran en la tabla 2.2 para su disen˜o, y que los prono´sticos a corto plazo
tienden a ser ma´s precisos que los que se realizan a largo plazo. La figura 2.10 per-
mite observar los siete pasos que presentaron para iniciar, disen˜ar e implementar un
sistema de prono´sticos.
Los pasos presentados por Heizer y Render (2009), se pueden complementar
con los que planea Ghazali et al. (2012) en la figura 2.11, en donde se muestran
diferentes modelos en la bu´squeda de la prediccio´n de eventos futuros.
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Figura 2.10: Pasos para hacer un prono´stico
Fuente: Elaboracio´n propia basada en informacio´n tomada de Heizer y Render (2009)
Tabla 2.2: Horizontes de tiempo del prono´stico
Horizontes de tiempo
del prono´stico
Extensio´n
de tiempo
Tipo de
Decisiones
A corto plazo
Menos de 3 meses
(con extensio´n de hasta 1 an˜o)
Operativas
A mediano plazo 3 meses - 3 an˜os Ta´cticas
A largo plazo 3 an˜os o ma´s Estrate´gica
Fuente: Elaboracio´n propia basada en informacio´n tomada de Heizer y Render (2009)
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Figura 2.11: Principales pasos para el prono´stico
Fuente: Basada en Ghazali et al. (2012)
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Los prono´sticos se pueden realizar con un enfoque cuantitativo, es decir, a
trave´s de herramientas matema´ticas, o con uso de te´cnicas cualitativas que se ba-
san principalmente en la subjetividad. Heizer y Render (2009), aseguran que una
combinacio´n de ambos enfoques vuelve ma´s efectivo a los prono´sticos. La figura
2.12 muestra diferentes soluciones dependiendo del enfoque a utilizar. Esta tesis es-
tara´ enfocada en modelos de series de tiempo a intervalos regulares (d´ıas, meses,
an˜os), teniendo en cuenta que una serie de tiempo es todo lo que se puede observar
de manera secuencial durante un per´ıodo de tiempo (Hyndman y Athanasopoulos,
2018) con el propo´sito de predecir eventos futuros. Es decir, que este tipo de mode-
los generan prono´sticos por medio de la extrapolacio´n del comportamiento de datos
histo´ricos de alguna variable en particular (Eppen et al., 2000). Adicionalmente a los
modelos presentados por Heizer y Render (2009), Eppen et al. (2000) y Hyndman
y Athanasopoulos (2018), mencionan los siguientes: Ajuste de curvas, modelo de
Holt (ponderacio´n exponencial con tendencia), modelos de descomposicio´n y mode-
los ARIMA. Por su parte, San Miguel Salas (2016) informa que me´todos heur´ıtiscos
han sido utilizados para predecir el consumo de energ´ıa y resalta el uso de redes neu-
ronales artificiales conocido como un me´todo no tradicional de prediccio´n, el cual
tambie´n se puede ver enlistado en la figura 2.11.
Con respecto a prono´sticos teniendo en cuenta una serie de tiempo, se han
hecho muchas investigaciones, la tabla 2.3, nos presenta el resumen de algunas,
principalmente relacionadas con prediccio´n de la demanda. Ma´s adelante se ahondara´
ma´s sobre ciertas investigaciones en las cuales RNA fue usado como me´todo de
solucio´n.
Tabla 2.3: Prono´sticos con diferentes me´todos
Autor Propo´sito Me´todos
Lim y McAleer
(2002)
Demanda de viajes
internacionales
ARIMA
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Table 2.3 continu´a de la pa´gina anterior
Autor Propo´sito Me´todos
Sebastian et al.
(2003)
Ventas de petro´leo
RNA vs.
12 me´todos cla´sicos*
Castro y Torres
(2008)
Tendencia del
Certificado de
Tesorer´ıa en Me´xico
ARIMA vs. RNA
Xu et al.
(2010)
Demanda despue´s de
desastres naturales
Hı´brido (EMD-ARIMA)
Ortiz
(2012)
Oferta de madera en
Me´xico
ARIMA vs. NAR,
ARMAX vs. NARX
Narva´ez et al.
(2013)
Demanda del fijador
dina´mico interespinoso
Hı´brido (ARIMA-RNA)
Jime´nez
(2013)
De llamadas en los
Call Center
3 me´todos cla´sicos*
vs. RNA
Pereira et al.
(2014)
Demanda de productos
la´cteos
HW vs. ARIMA
Babu y Reddy
(2014)
Datos de series de
tiempo de diversas a´reas
ARIMA vs. RNA vs.
Hı´brido (ARIMA-RNA)
Ruelas y Laguna
(2014)
Venta de productos
alimencios
3 me´todos estad´ıstica
vs. RNA
Venkatesh et al.
(2014)
Demanda de efectivo
en cajeros automa´ticos
RNA
Ikeda y Matsumoto
(2015)
Demanda de productos
remanufacturados
Suavizado Exponencial
Szoplik
(2015)
Consumo de gas natural RNA
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Table 2.3 continu´a de la pa´gina anterior
Autor Propo´sito Me´todos
Amini et al.
(2016)
Demanda de carga
ele´ctrica convencional
y de carga de estaciones
de veh´ıculos ele´ctricos
ARIMA
Cheng et al.
(2016)
Demanda de suministros
me´dico
SMA v.s
Hı´brido (Croston-SES)
Tsai y Huang
(2017)
Del flujo de contenedores RNA
Fuente: Elaboracio´n propia
*12 me´todos cla´sicos = Porcentaje sobre las ventas del an˜o anterior, porcentaje calculado sobre el an˜o pasado, ventas del an˜o anterior,
promedio mo´vil, aproximacio´n lineal, regresio´n de cuadrados mı´nimos, aproximacio´n de segundo grado, me´todo flexible, promedio
mo´vil ponderado, decaimiento lineal, decaimiento exponencial y decaimiento exponencial con tendencia y estacionalidad.
*3 me´todos tradicionales = Metodolog´ıa de descomposicio´n de serie de tiempo, me´todo de ajuste exponencial de Winter, me´todo de
Box-Jenkins (ARIMA).
*3 me´todos estad´ısticos = Me´todo de Holt, Winters y metodolog´ıa Box Jenkins (ARIMA).
Se debe resaltar que los prono´sticos tambie´n aplican para el sector servicios,
implicando a su vez un reto el hacerlos (Heizer y Render, 2009). Es ese reto de
hacer prono´sticos en el sector transporte el que se abordara´ en esta investigacio´n. Se
propone pronosticar la demanda del servicio de transporte entre plantas/sucursales
de una compan˜´ıa y hacia los clientes finales, lo que les permitira´ estar preparados con
los recursos tangibles que se necesitan para no obstaculizar su objetivo de satisfaccio´n
al cliente final, por ejemplo, tener los camiones necesarios disponibles, el personal,
etc.
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Figura 2.12: Enfoques de prono´sticos
Fuente: Elaboracio´n propia con informacio´n tomada de Heizer y Render (2009)
2.5 Evaluacio´n de prono´sticos
Es importante estar seguros de la exactitud del me´todo de prono´stico seleccio-
nado, as´ı que, las mediciones de su error ocupan un lugar clave para poder garantizar
precisio´n en los resultados generados, por lo que, diferentes medidas son utilizadas
para comprobar su desempen˜o. Ba´sicamente, se compara la informacio´n real contra
los resultados de la respectiva prediccio´n.
Desviacio´n absoluta media o MAD (Mean Absolute Desviation), error cuadra´ti-
co medio o MSE (Mean Squared Error), ra´ız del error cuadra´tico medio o RMSE
(Root Mean Squared Error) y error porcentual absoluto medio o MAPE (Mean Abso-
lute Percent Error), son los indicadores ma´s utilizadas para comprobar la exactitud
de los modelos de prono´sticos. En la literatura se encontro´ que los datos generados
por MSE son fa´ciles de interpretar, es utilizado constantemente en muchas inves-
tigaciones, elimina los valores negativos de los datos y penaliza los errores grandes
Cap´ıtulo 2. Antecedentes 35
frente a los pequen˜os (Pe´rez, 2009), es por ende, que ese sera´ el que se usara´ en esta
tesis para comparar los prono´sticos obtenidos con los diferente me´todos que se van
a usar.
Formulas:
*n= Nu´mero de per´ıodos
MAD =
Σ(Real − Prono´stico)
n
(2.1)
MSE =
Σ(Real − Prono´stico)2
n
(2.2)
RMSE =
√
MSE (2.3)
MAPE =
Σni=1(100(Reali − Prono´sticoi))/Reali
n
(2.4)
2.5.1 Prono´stico, Data Mining y Machine Learning
Data Mining y Machine Learning son herramientas para la extraccio´n de in-
formacio´n u´til para la toma de decisiones, su principal diferencia radica en que la
primera tiene como punto fuerte la prediccio´n de resultados por medio del apren-
dizaje1, mientras la segunda se enfoca en encontrar los rasgos desconocidos en el
conjunto de datos. Es decir, que DM extrae conocimiento desconocido utilizando
te´cnicas de ML (Trujillo Ferna´ndez, 2017).
ML y DM son herramientas u´tiles que contribuyen en la toma de decisiones
log´ısticas y que interactu´an con otras herramientas. Como se puede observar, la
1
✭✭Se dice que un programa de computadora aprende de la experiencia E con respecto a alguna clase de tarea T y la medida de
rendimiento P, si su desempen˜o en tareas en T, medido por P, mejora con la Experiencia E✮✮(Mitchell, 1997)
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figura 2.13 muestra la relacio´n existente entre estad´ıstica, patrones, IA, ML, RNA,
DL (Deep Learning), BD y DM; ML hace parte de las herramientas de IA, RNA viene
de ML y DL se centra en una de sus te´cnicas, mientras IA y estad´ıstica comparten
relaciones por medio del trabajo con patrones de datos y DM se relaciona con todos
los a´mbitos en bu´squeda de dar respuesta a problemas complejos (Trujillo Ferna´ndez,
2017).
Como se menciono´ anteriormente, IA y estad´ıstica tienen una relacio´n estre-
cha, espec´ıficamente ML y los modelos estad´ısticos cla´sicos ya que comparten varias
similitudes relacionadas con el aprendizaje de datos, aunque poseen una notable di-
ferencia debido a las metodolog´ıas que utilizan para el tratamiento de dichos datos
y los modelos que generan (Trujillo Ferna´ndez, 2017).
Figura 2.13: Diagrama de Venn – Relacio´n de herramientas
Fuente: Adaptada de Trujillo Ferna´ndez (2017)
Con respecto al funcionamiento del ML, Zhou et al. (2017) informan que existe
una relacio´n bidireccional de esa herramienta con Big Data, con el usuario, con el
dominio y con el sistema; macrodatos sera´n procesados por ML y su resultado se
convertira´ en fuente de alimentacio´n del BD. Por su parte, el usuario le proporciona
informacio´n al ML, y este le generara´ resultados para contribuir en la toma de
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decisiones. El dominio servira´ para guiar el proceso y el sistema permitira´ darle una
arquitectura.
En relacio´n a investigaciones sobre prono´sticos a trave´s ML, Toro et al. (2004),
realizaron una investigacio´n comparando algunas te´cnicas de prono´stico tradiciona-
les comu´nmente utilizadas (juicio ejecutivo, encuestas, ana´lisis de series de tiempo,
ana´lisis regresio´n y pruebas de mercado) con el uso de RNA, con el objetivo de
obtener una prediccio´n de ventas usando principalmente sus datos histo´ricos. Pro-
pusieron el uso de una red neuronal como una te´cnica prometedora para obtener
prono´sticos con informacio´n no lineal y las compararon con te´cnicas de ana´lisis de
series de tiempo, como el Simple Promedio Mo´vil (SPM) y el Doble Promedio Mo´vil
(DPM), concluyendo que las primeras ofrecen resultados ma´s robustos y precisos.
Con respecto a RNA con relacio´n a la prediccio´n de eventos, Salazar y Cabrera
(2007), presentaron una investigacio´n en donde las usaron para realizar prono´stico de
demanda, teniendo en cuenta informacio´n historia a trave´s del tiempo, es decir, con
el uso de un ana´lisis de series de tiempo, tema muy reciente para esa e´poca y poco
explorado pero con resultados muy prometedores. Ese modelo de RNA fue compa-
rado con me´todos lineales tradicionales (promedios mo´viles, regresio´n lineal, etc.),
obteniendo mejores resultados, confirmando su valor como una te´cnica confiable para
la realizacio´n de prono´sticos.
A continuacio´n se profundizara´ ma´s sobre prono´stico de demanda con Data y
Machine Learning.
2.5.1.1 Prono´stico de demanda con Data Mining y Machine
Learning
Algunos autores han utilizado DM y ML para el prono´stico de la demanda en
funcio´n de la produccio´n, pero en la revisio´n de literatura abordada en esta tesis,
no se encontro´ informacio´n espec´ıfica con respecto al prono´stico de la demanda de
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transporte de mercanc´ıa que realizan las compan˜´ıas, as´ı que se revisara´n esos art´ıcu-
los para poder adaptarlos al problema que se desea abordar en esta investigacio´n.
A continuacio´n, se presenta literatura relacionada con te´cnicas de DM y de ML uti-
lizadas para el prono´stico de la demanda, estas te´cnicas podr´ıan ser u´tiles para la
seleccio´n de la herramienta que ma´s se adecue para realizar prediccio´n de la demanda
de transporte de mercanc´ıas.
Un modelo de ML para las tasas de ocupacio´n y el prono´stico de la demanda
en la industria hotelera fue propuesto por Torres y Payaters (2016); Teniendo en
cuenta los datos histo´ricos (desde julio 1 del 2008 a junio 30 del 2014) recopilados con
respecto a los registros de reserva y ocupacio´n de un hotel en Cartagena, Colombia,
se presentaron modelos entrenados y validados para el prono´stico de las tasas de
ocupacio´n diaria, prono´sticos para predecir la ocupacio´n del d´ıa siguiente (One-
Step-Ahead) y prediccio´n de ocupacio´n con siete d´ıas de anticipacio´n (Multi(h)-
Step-Ahead, h=7). El rendimiento del modelo fue medido a trave´s de MAPE.
Se desarrollaron varios enfoques relacionados con la construccio´n del conjunto
de datos y la validacio´n del modelo:
Regresio´n Ridge
Regresio´n de Kernel Ridge
Perceptron multicapa
Redes de funcio´n de base radial
Los resultados obtenidos en esa investigacio´n plantean al ML como una pro-
metedora herramienta para ayudar a resolver el problema de las tasas de ocupacio´n
y la previsio´n de la demanda en la industria hotelera. El modelo de regresio´n Ridge
con caracter´ısticas cuadra´ticas entrenadas, supero´ a los otros con un conjunto de
validacio´n, con MAPE de 8.2012% y una prueba de validacio´n de 8.6561%.
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Por su parte, Bajari et al. (2015) presentaron una art´ıculo en donde estudia-
ron el problema de estimacio´n de la demanda y propusieron una solucio´n usando
regresio´n lineal. El enfoque fue comprobado utilizando datos de ventas de bocadillos
salados durante seis an˜os obtenidos del panel de esca´ner de las tiendas de abarrotes
dentro de una cadena de supermercados. Ba´sicamente, realizaron una comparacio´n
de los modelos econome´tricos que se han utilizado tradicionalmente (regresio´n lineal
y logit) para el estudio del comportamiento de la demanda versus herramientas un
poco ma´s nuevas, como las siguientes te´cnicas de ML:
Square-root LASSO
Regresio´n SVM (Support Vector Machines)
Boosting L2
Modelos Forward Stepwise y Forward Stagewise
A´rboles de Regresio´n y Random Forest
El software de co´digo abierto llamado R fue el utilizado por los autores para
realizar sus respectivos ca´lculos y usaron una gran cantidad de datos en vez de
optar por la cuasialeatoriedad, contribuyendo as´ı a la eliminacio´n del sesgo en las
estimaciones. Recomiendan el uso de Revolution R y MATLAB Parallel Computing
Toolbox para agilizar el procesamiento de una gran cantidad de datos que podr´ıan
causar restricciones en la memoria y la CPU.
La secuencia del modelo propuesto fue la siguiente:
1. Entrenamiento del modelo en los datos en donde no hay promocio´n.
2. Se mantienen los datos del modelo y se predice las observaciones donde hay pro-
mocio´n.
3. Se compara la demanda observada y la pronosticada para cada observacio´n en los
datos con el propo´sito de resaltar la diferencia entre esos dos escenarios
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4. Se promedia todas las observaciones en la muestra, lo que permite construir una
estimacio´n del efecto promedio del procedimiento aplicado.
Para demostrar las propiedades de los modelos usaron simulacio´n Monte Carlo
y se concluyo´ que los 6 modelos de ML realizan estimaciones ma´s precisas en compa-
racio´n con algunas alternativas de uso comu´n como son los modelos econome´tricos.
Adicionalmente, argumentaron ML puede funcionar con datos no estructurados y
con datos dispersos, cosa que se les dificulta a los otros modelos.
Una unio´n de todos los modelos con regresio´n lineal ponderada fue usada,
incrementando la exactitud de la prediccio´n y los autores indicaron que los me´todos
presentados para la estimacio´n de la demanda pueden aplicarse a otros problemas
microeconome´tricos.
El uso de ML y DM fue propuesto para realizar el ana´lisis de datos aleatorios
de tra´fico (informacio´n correspondiente a accidentes entre 1999 al 2009.), los cuales
fueron obtenidos del Sistema de Informes de Ana´lisis de Fatalidades (FARS), y se
tuvo en cuenta variables como la edad del conductor, el sexo del conductor, el d´ıa de
la semana, la condicio´n atmosfe´rica y la cantidad de alcohol en la sangre del conduc-
tor. Con el ana´lisis buscaban contribuir en la toma de decisiones para aplicaciones de
transporte y se realizo´ utilizando cinco te´cnicas diferentes de ana´lisis multivariado
y ML en DM: ana´lisis de clu´ster, regresio´n lineal multivariable, regresio´n jera´rqui-
ca mu´ltiple, ana´lisis factorial y ana´lisis discriminante en dos paquetes de software
diferentes, SPSS y R (Vishal, 2015).
El art´ıculo presentado por Vishal (2015) permite concluir que las principales
causas de los accidentes de tra´fico se debieron a condiciones atmosfe´ricas, el contenido
de alcohol en sangre y al d´ıa de la semana.
Con respecto al uso de DM, I˙s¸lek y O¨g˘u¨du¨cu¨ (2015), propusieron una adecuada
planeacio´n de la demanda para obtener ahorros para los fabricantes, ya que se espera
fabricar lo que realmente el cliente va a requerir, evitando as´ı costos innecesarios de
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inventario, adema´s de que se comprara´ una cantidad adecuada de materiales de
suministro.
El modelo fue propuesto usando informacio´n adquirida de una compan˜´ıa nacio-
nal de frutos secos y frutas de Turqu´ıa,el cual permitio´ pronosticar la demanda para
sus principales almacenes de distribucio´n, usando te´cnicas de DM, considerando a
varios almacenes, productos, compradores demogra´ficos y a tributos de tiempo.
La metodolog´ıa propuesta consta de los siguientes pasos:
Construccio´n de un conjunto de datos: A partir de las facturas de venta de la
empresa que abarcaron los an˜os 2011, 2012 y 2013.
Preparacio´n de los datos: ✭✭Limpieza✮✮ de datos para aplicar los algoritmos del
DM, por medio de una ontolog´ıa de producto implementada en Prote´ge´. Adi-
cionalmente, se realizo´ un ca´lculo de los valores de la media mo´vil de las can-
tidades de venta de productos de las u´ltimas tres semanas usando la ecuacio´n
2.5:
Media Mo´vil =
Σ3i=1Monto en ventas(t− i)
3
(2.5)
Agrupamiento de los principales almacenes de distribucio´n y los depo´sitos de
subdistribucio´n por medio del me´todo de agrupamiento bipartito, espec´ıfica-
mente a trave´s de un grafo bipartito.
Uso de un algoritmo de ML, conocido como la red bayesiana que permite la
previsio´n de la demanda usando los valores de la media mo´vil, los atributos
relacionados con el almace´n y los relacionados con el producto.
Para medir la tasa de error del modelo propuesto, usaron el indicador MAPE.
Con ese estudio, se comprobo´ que es ma´s eficiente usar un modelo h´ıbrido en donde
se considere tanto la media mo´vil como las redes bayesianas, que usar solo el primero
(media mo´vil) como tradicionalmente se ha venido haciendo, y que la tasa de error
es menor cuando se aplica modelos separando a los clu´steres de subalmacenamiento,
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que uno para todos los almacenes o para clu´steres de almacenes de distribucio´n
principal.
Ahmet y Sezer (2011) comprobaron que se puede predecir la demanda de ali-
mentos en las plazas de comidas mediante enfoques de a´rbol de decisiones, realizando
la prediccio´n del menu´ de comidas, usando DM, espec´ıficamente mediante tres me´to-
dos de a´rbol de decisio´n (CART, CHAID y Microsoft Decision Trees), probados con
datos de dos an˜os recolectados en las plazas de comidas de la Universidad de Hacette-
pe en Turqu´ıa. Adicionalmente, tambie´n buscaron identificar los factores que afectan
los consumos segu´n cada tipo de cliente. Para medir el rendimiento de prediccio´n
usaron el indicador de rendimiento R2 y SPSS Clementine, y Microsoft Analysis
Services, fue la herramienta utilizada para la preparacio´n de datos que permiten
generar informes.
Dentro de los trabajos futuros que se han planteado los autores se encuentra,
utilizar datos de tres an˜os, para as´ı aumentar la exactitud de los resultados. Como
resultados de la investigacio´n anterior se demostro´ una precisio´n de prediccio´n de
hasta 0.83 en R2. Con lo anterior, se comprueba la efectividad de los a´rboles de
decisio´n en la prediccio´n del consumo de alimentos, incluyendo las combinaciones de
menu´s que au´n no se presentan.
De la comparacio´n de los tres me´todos de a´rbol de decisio´n empleados, se
concluye que CHAID es el algoritmo con los resultados ma´s precisos con respecto a
valores promedios, pero eso no significa que sea el mejor, ya que en dos casos MSDT
rindio´ de mejor manera.
Teniendo en cuenta la informacio´n anterior con respecto a investigaciones usan-
do ML, en la pro´xima seccio´n se abordara´ la herramienta RNA que hace parte de
esta, la cual sera´ utilizada al desarrollar esta tesis.
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2.6 Prono´sticos y Redes Neuronales
Artificiales
Debido a un modelo de neurona cerebral que propusieron en 1943, Warren
McCulloch y Walter Pitts, han sido considerados como los creadores de las RNA
(Ortiz, 2012). A pesar, de que inicialmente hubo mucho entusiasmo al rededor de
las investigaciones con RNA, estas vivieron un per´ıodo de frustracio´n y desprestigio,
etapa caracterizada por poco apoyo econo´mico y limites computacionales, originada
principalmente por un trabajo presentado por Minsky y Papert en 1963, con el
cual mostraron las limitaciones del perceptro´n para resolver problemas complejos
y la fase este´ril en la que se encontraba el proceso de creacio´n de redes neuronales
multicapas. Superados esos inconvenientes, las RNA actualmente son muy utilizadas
para el procesamiento de sen˜ales con te´cnicas adaptativas (Caicedo y Lo´pez, 2009).
Las RNA han demostrado ser una herramienta potente y eficaz para la predic-
cio´n de eventos, por ende, han sido investigadas por diferentes autores en distintos
campos o a´reas de gestio´n, por ejemplo en finanzas, generacio´n de energ´ıa, servicios,
medicina, ciencias ambientales y ciencias materiales (Lao et al., 2017)(ver figura
2.14). En relacio´n a prono´sticos de la demanda, el campo de energ´ıa ele´ctrica ha
sido ampliamente investigado debido a su importancia para la sociedad. Ghalehk-
hondabi et al. (2017) mostraron una visio´n general de los me´todos de prono´stico de
la demanda de energ´ıa publicados en 2005–2015, concluyendo que el ma´s utilizado
por los investigadores ha sido RNA, demostrando su efectividad en realizar predic-
ciones, caso contrario ocurrido con los me´todos cla´sicos ya que sus desempen˜os no
han sido superiores. Adicionalmente, plantean como campo de investigacio´n futura
el desarrollo de me´todos h´ıbridos en donde se utiliza una combinacio´n de diferentes
te´cnicas de prono´stico.
Las RNA tambie´n han sido utilizadas en el a´rea de transporte, y estudios co-
mo el realizado por Bilegan et al. (2008) comprueban su efectividad. Usando esa
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Figura 2.14: RNA en algunas a´reas de gestio´n
Fuente: Elaboracio´n propia basada de Lao et al. (2017)
herramienta, disen˜aron una metodolog´ıa para pronosticar la demanda de transporte
intermodal, es decir, la liberacio´n diaria de contenedores desde las terminales por-
tuarias, concluyendo que, con la informacio´n recolectada sobre el d´ıa actual (llegada
del barco, cantidad de contenedores segu´n el destino, cantidades histo´ricas de lle-
gada, etc.), se predice el nu´mero de contenedores de 20 y 40 pies que dejara´n el
puerto el d´ıa siguiente, lo que mejorara´ la eficiencia de su transporte en una cadena
intermodal.
Por su parte, Rahman et al. (2014), usaron tres algoritmos para predecir el peso
transportado (unidad por tonelada) por la empresa Iran Khodro Company (IKCO),
demostrando que es viable el uso de RNA con los algoritmos de retropropagacio´n
incremental (IBP), algoritmo gene´tico (GA) y Levenberg-Marquardt (LM), para el
prono´stico de la demanda de transporte. Adicionalmente, realizaron una revisio´n de
literatura que permite ver diferentes usos que se les han dado a las RNA dentro de
la cadena de suministro, resaltando la relevancia y pertinencia de esa herramienta,
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Tabla 2.4: Resumen de los problemas de modelado de prono´sticos con RNAs
Tipo de datos
Algoritmo de
entrenamiento
Medida de
rendimiento
An˜o
Serie de precios mensuales
Manchas solares anuales
Datos anuales y mensuales
GPA de estudiantes
Mensual S y P y oro
Series simuladas y en tiempo real
Precios del trigo
Tasas de cambio diarias
Flujo y carga anual del r´ıo
Tra´fico mensual de aerol´ıneas
M-competencia mensual
Precio diario de las acciones
Series temporales de M-competencia
Carga diaria y datos relevantes
Ventas mensuales de l´ıneas ae´reas y automo´viles
M-competencia
Datos econo´micos mensuales
Tasa de cambio de las manchas solares (diaria)
Serie de tiempo cao´tica
BP
Segundo orden
BP.BFGS, LM, etc.
GRG2
Newton
BO
MSE
Varianza residual y BIC
Varianza residual
MdAPE y GMARE
RMSE
ME y MAD
% de precisio´n de prediccio´n
MSE, MAPE, MAD, U-coeff.
MSE, AME, MAPE
RMSE y Rank Sum
MAD
MAPE
SSE
ARV
1990
-
1996
Fuente: Adaptada de Zhang et al. (1998)
en la bu´squeda de mejora de procesos y actividades.
Lo anterior, deja claro la utilidad de las RNA...Pero, ¿que´ son las RNA? Como
se pude observar en la figura 2.13, ML hace parte de la IA y a su vez RNA hace
parte de ML. El estudio de las redes neuronales inicia en 1943 con la investigacio´n de
Warren McCulloch y Walter Pitts, creando modelos de redes neurolo´gicas (Kriesel,
2007). Algunos an˜os despue´s Zhang et al. (1998), presentan una investigacio´n en
donde es revelado el estado del arte con respecto a predicciones utilizando RNA,
lo que demuestra el intereses por el uso de esa herramienta. La tabla 2.4 resume el
trabajo realizado por estos autores.
Hoy en d´ıa, las RNA esta´n siendo usadas en diferentes escenarios, incluyendo
por supuesto el campo log´ıstico, en donde realizar prono´sticos lo ma´s exactos posibles
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se convierte en una ventaja en mercados actuales llenos de incertidumbre, debido
a que permite la correcta asignacio´n de recursos, siempre y cuando se conozca la
demanda con antelacio´n (Rahman et al., 2014).
Ferreira et al. (2016), realizaron el prono´stico de la demanda diaria de un centro
de tratamiento de pedidos durante una quincena, hicieron cambios a la estructura
de la red 10 veces en funcio´n de los siguientes para´metros: nu´mero de capas ocultas,
nu´mero de neuronas en las capas ocultas, tasa de aprendizaje, tasa de impulso y
criterios de parada (al llegar a 200 e´pocas o al encontrar un error superior a 0.01).
La base de datos utilizada por los autores, comprend´ıa informacio´n de 60 d´ıas (datos
para el entrenamiento y prueba), contemplando variables como: semana del mes
(primera, segunda, tercera o cuarta semana), d´ıa de la semana (lunes a viernes),
pedidos urgentes, pedidos no urgentes, pedidos del tipo A, del tipo B, del tipo C,
pedidos del sector fiscal, pedidos del sector controlador de tra´nsito y o´rdenes del
sector bancario 1, 2 y 3. La investigacio´n concluyo´ con buenos resultados en la fase
de entrenamiento y prueba, la estructura de red con mejor desempen˜o fue la de
2 capas ocultas con una tasa de aprendizaje igual a 0.95 y una tasa de impulso
igual a 0.99. La contribucio´n final fue el prono´stico de la demanda en una empresa
de transporte, tratamiento y distribucio´n de pedidos por medio de RNA usando el
perceptro´n multicapa.
En el campo del transporte, las RNA han tenido buena acogida gracias a su
capacidad de hacer ana´lisis de gran cantidad de datos, a su flexibilidad de modelado,
a su exactitud al generar resultados, a su adaptabilidad, a su capacidad de aprendi-
zaje y a que, por lo general realizan buenas predicciones (Karlaftis y Vlahogianni,
2011).
Continuando con la explicacio´n de las redes neuronales artificiales, se debe tener
presente que el ser humano ha realizado muchos inventos a partir de la emulacio´n
de las funciones de otros seres vivos, un ejemplo de eso, es la creacio´n del radar, el
cual intenta imitar la manera en la que los murcie´galos detectan los objetos. Otros
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ejemplos podr´ıan ser, el helico´ptero, el avio´n, el submarino, las RNA, entre otros.
Estas u´ltimas al tratar de imitar el funcionamiento de de las neuronas cerebrales
humanas. (Caicedo y Lo´pez, 2009).
Las RNA nacen a partir de la interpretacio´n de las redes neuronales biolo´gicas,
es as´ı, como se ha logrado que las primeras aprendan de la experiencia, tal como
funciona con las segundas. En la figura 2.16, se puede ver la relacio´n de similitud
existente entre una neurona biolo´gica y una artificial; a grandes rasgos, en ambas la
informacio´n inicial entra por medio de las dendritas y sale a trave´s de un axo´n, pero
antes deben pasar por lo que se conoce como cuerpo celular (Sa´nchez Mesa et al.,
2005). La figura 2.16 muestra como esas dendritas son llamadas entradas en la RNA,
los Axo´n, salidas, y que ambas utilizan pesos, pesos que en biolo´gica son conocidos
como sinapsis (ver neurona biolo´gica en la figura 2.15).
Figura 2.15: Neurona biolo´gica
Fuente: Caicedo y Lo´pez (2009)
Como se puede observar en la figura 2.17, una neurona de una RNA recibe
entradas (xi) desde un entorno externo o desde la salida de otra neurona que hace
parte de la red. Cada entrada tiene su peso correspondiente (wi), el cual sera´ mul-
tiplicado por su respectiva entrada. El resultado de la operacio´n anterior se sumara´,
generando un total que junto con el valor del bias (b= sesgo o umbral) de la neurona,
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Figura 2.16: Comparacio´n entre una neurona biolo´gica y una neurona artificial
Fuente: Lao et al. (2017)
conforman la entrada neta que es representada con la ecuacio´n 2.6; el bias es una
cantidad constante encargada de aumentar o de disminuir esa ponderacio´n que se
realizo´ anteriormente. Despue´s de obtener la entrada neta, esta sera´ transformada
por la funcio´n de activacio´n, tambie´n conocida como funcio´n de transferencia, la
cual a pesar de no tener relacio´n con las neuronas biolo´gicas es la que permite que
una RNA sea aplicada a diferentes tipos de problemas reales y tiene como objetivo
acotar los valores de respuesta de la neurona (Caicedo y Lo´pez, 2009; Sarmiento y
Soto, 2014; Zarza, 2012).
Entrada neta =
n∑
i=1
xiwi + b (2.6)
Existen diferentes tipos de funciones de activacio´n, pueden ser de paso, lineal,
rampa, log´ıstica (o sigmoidea), tangente hiperbo´lica o gaussina. Su seleccio´n depen-
dera´ del criterio del investigador y del tipo de problema que este intentando resolver.
En RNA la funcio´n log´ıstica cuya salida comprende valores entre 0 y 1, es la ma´s
utilizada y es recomendada para realizar predicciones, mientras que la hiperbo´lica,
muy similar a la sigmoidea pero con salida entre -1 y 1, es utilizada frecuentemente
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en redes multicapas (Jime´nez, 2013). Kalman y Kwasny (1992), ya hab´ıan recomen-
dando a la funcio´n hiperbo´lica como una funcio´n de transferencia ideal, la cual ha
sido utilizada en diferentes estudios, como el realizado por Ortiz (2012), en donde
pronosticaron el Certificado de la Tesorer´ıa de la Federacio´n (CETES) en Me´xico
usando RNA y modelos ARIMA, o el desarrollado por Zarza (2012) para el ca´lcu-
lo del transporte neocla´sico en reactores de fusio´n termonuclear por confinamiento
magne´tico con el uso de Redes Neuronales Artificiales, entre otras investigaciones.
Teniendo como premisa la informacio´n anterior, en esta tesis se utilizara´ la
funcio´n hiperbo´lica, as´ı que, se deben normalizar o escalar los datos de la serie
en el intervalo [-1, 1], para posteriormente (al tener el prono´stico) ser reescalados o
desnormalizados a su valor inicial, invirtiendo la ecuacio´n utilizada (Castro y Torres,
2008). Con la ecuacio´n 2.7, se hara´ la normalizacio´n de la serie de tiempo en relacio´n
al valor ma´ximo y mı´nimo del conjunto de datos.
xn = 2
(
x− xmin
xmax − xmin
)
− 1 (2.7)
En donde, x es igual a un valor del conjunto de datos; xmax es igual a un valor
ma´ximo del conjunto de datos; xmin es igual a un valor mı´nimo del conjunto de
datos
El nu´mero de neuronas como la representada en la figura 2.17 es determinante
para obtener buenos resultados en los prono´sticos cuando se esta´ usando redes con
capa oculta. El me´todo ma´s comu´n para hallar el nu´mero de neuronas que genere
menor error de prediccio´n, es el de prueba y error, aunque la ecuacio´n ad hoc 2.8
propuesta por Masters ha tenido buena acogida (Jime´nez, 2013), por lo que, sera´ la
que se usara´ de manera inicial en esta tesis.
√
m.n (2.8)
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Figura 2.17: Estructura de una neurona de una RNA.
Fuente: Elaboracio´n propia
En donde m es igual al nu´mero de entradas y n es igual al nu´mero de salidas
Por otra parte, Gardner y Dorling (1998) argumentan que las RNA se divi-
den en dos grandes ramas: redes Unidireccionales/Feed-forward y Redes Recurren-
tes/Feedback. Dentro de las Recurrentes, se pueden encontrar las redes competitivas,
Kohene’s SOM, Red Hopfield y modelos ART, mientras que dentro de las Unidirec-
cional esta´n el Perceptro´n Unicapa, el Perceptro´n Multicapa (PMC) y las redes de
funcio´n de base radial. El PMC es una de las herramientas ma´s usadas para reali-
zar prono´sticos; en esta investigacio´n se considera como una solucio´n adecuada para
hacer prediccio´n de la demanda de transporte de mercanc´ıas.
2.6.0.1 Perceptro´n Multicapa
El Perceptro´n es la red neuronal ma´s antigua que se conoce, cuyo desarrollo
comenzo´ en 1957 (Sarmiento y Soto, 2014) con la propuesta de una red simple,
la cual fue mejorada posteriormente con la versio´n multicapa para solucionar las
limitaciones de las primeras (Caicedo y Lo´pez, 2009). El PMC o MLP por su nombre
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en ingle´s (Multilayer Perceptron), es una herramienta perteneciente a las RNA que
ha sido utilizada en vez de te´cnicas tradicionales de modelado estad´ıstico (Gardner
y Dorling, 1998) o que se han usado para mejorarlas. En la figura 2.18, se puede
observar una representacio´n ba´sica de un PMC, la cual consta una capa de entrada,
una oculta (podr´ıan ser ma´s) y una de salida. Cada capa tiene neuronas o nodos
interconectados por pesos con el fin de generar datos de salida, los cuales sera´n
confrontados con la informacio´n esperada y medidos para conocer el nivel de error
que poseen.
x1
x2
xn
Capa
de Entrada
Capa
Oculpa
x1
x2
xn
Capa
de Salida
...
...
Figura 2.18: Disen˜o de una RNA ba´sica
Fuente: Ano´nima
El PMC se ha desempen˜ado de manera exitosa como una alternativa a las
te´cnicas estad´ısticas tradicionales, la cual es u´til para desarrollar modelos nume´ricos
debido a sus caracter´ısticas. Ba´sicamente es usado para realizar prono´sticos, apro-
ximacio´n de funciones o clasificacio´n de patrones, y la propagacio´n hacia atra´s de
errores (retropropagacio´n) o BP por su nombre en ingle´s (Backpropagation) ha sido
frecuentemente utilizado para su entrenamiento debido a su sencillez computacional
(Gardner y Dorling, 1998). La invencio´n del algoritmo BP fue vital para que resur-
giera el intere´s de los investigadores en volver a estudiar las RNA, ya que por medio
del entrenamiento de las capas ocultas pudo superar las limitaciones de las redes
de una capa, las cuales hab´ıan originaron su abandono durante dos de´cadas (Zarza,
2012).
Gardner y Dorling (1998), identificaron las siguientes caracter´ısticas del PMC:
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No hace suposiciones previas con respecto a la distribucio´n de datos.
Puede modelar funciones altamente no lineales.
Puede ser entrenado para generalizar con precisio´n cuando se le presenten datos
nuevos no vistos.
El PMC ha sido utilizado en diferentes campos, por ejemplo, se comprobo´
su capacidad para realizar la prediccio´n de la sequ´ıa, lo que permite la toma de
decisiones sobre suministro de agua para evitar ese feno´meno que puede afectar el
entorno un pa´ıs, la comunidad y de las industrias. A continuacio´n se hara´ referencia
a algunas investigaciones relacionadas con el uso de PMC para realizar prono´sticos:
PMC de forma supervisada fue utilizado por Torres (2010) para el prono´stico
de inundaciones por penetraciones del mar en la Costa Norte Occidental de Cuba,
mediante la clasificacio´n binaria de los datos utilizando el algoritmo de aprendizaje
supervisado BP. La metodolog´ıa propuesta por el autor consiste en relacionar los
ejemplos de entrada, los valores de precisio´n de la rejilla, y la clase correspondiente,
para posteriormente pasar a una fase de entrenamiento, seguida por una fase de
aprendizaje; en la fase de entrenamiento se define si se produjo o no la inundacio´n
costera mediante lo que arrojara´ la informacio´n de la clase; por su parte, la fase de
aprendizaje categoriza un ejemplo de entrada cuya salida se desconoce.
Argumentando que al tener datos no lineales, las te´cnicas de IA son ma´s pre-
cisas que los enfoques estad´ısticos, Raheli et al. (2017), propusieron una mejora del
modelo PMC utilizando un algoritmo optimizador conocido como FFA (Firefly) o
lucie´rnaga, con el fin de predecir la demanda bioqu´ımica de ox´ıgeno (DBO) y ox´ıgeno
disuelto (OD) en el agua, lo que determina la calidad de la misma. La integracio´n
del algoritmo FFA a un modelo PMC resulto´ en el desarrollo del modelo h´ıbrido
PMC-FFA o MLP-FFA2. Por medio del caso de estudio del r´ıo Langat en Malasia y
2
✭✭El procedimiento de simulacio´n del modelo MLP-FFA implica determinar la combinacio´n de para´metros de entrada con respecto
al coeficiente de correlacio´n entre las variables de entrada y salida (objetivo). Posteriormente, el algoritmo de lucie´rnaga se suministra
con una seleccio´n de las mejores entradas en funcio´n de su congruencia con la variable objetivo normalmente evaluada por la funcio´n
objetivo, y las entradas elegidas se utilizan en el modelo MLP-FA para generar la prediccio´n de DBO y OD✮✮ (Raheli et al., 2017).
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haciendo uso de la informacio´n de 10 an˜os con respecto a la calidad del agua, com-
probaron que el modelo MLP-FFA es ma´s preciso que el modelo MLP tradicional.
Los para´metros utilizados fueron los siguientes:
Arquitectura del modelo = Me´todo de prueba y error
Estructura del modelo = Es determinada por las capas ocultas y se basa en
las siguientes formulas:
En la ecuacio´n 2.9 se halla el valor ponderado entre las entradas (x1 a xj)
y sus pesos asignados (wi1 a wij), resultado que se suma al umbral (bi). Lo
anterior genera lo que es conocido como la entrada neta (Neti). Mientras que,
la ecuacio´n 2.10 es la que representa las entradas y salidas para luego ser
transferidas a la pro´xima capa.
Neti = bi +
n∑
j=1
wijxj (2.9)
f(Neti) =
1
1 + e−Neti
(2.10)
La metodolog´ıa usada en esa investigacio´n fue la representada en la figura 2.19.
Para aprovechar las capacidades de aprendizaje que tiene una neurona artifi-
cial, Lao et al. (2017), crearon el procedimiento ilustrado en la figura 2.20 para la
obtencio´n del prono´stico de la demanda a trave´s de RNA, teniendo en cuenta una se-
rie de tiempo. Los autores argumentan que el procedimiento nace de la necesidad de
un herramental meto´dico que permita desarrollar predicciones certeras, esta dividi-
do en tres fases (ana´lisis, disen˜o del instrumento para el prono´stico e implantacio´n),
y se llevo´ acabo por medio de un caso pra´ctico, demostrando su pertinencia y la
efectividad de la red neuronal PMC. Concluyeronn que las RNA son herramientas
confiables para realizar prono´stico de demanda.
El procedimiento consta de las siguientes fases:
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Recoleccio´n de datos
de calidad del agua
Ana´lisis preliminar
Seleccio´n de las mejores
variables de entrada
Modelado
PMC-FFA
Estimacio´n de la calidad
del agua (BOD, DO)
Correlacio´n de datos
RNA
Seleccionar el mejor modelo
Evaluacio´n de incertidumbre
PMC
95 ppu Factor d
Salida
Figura 2.19: Modelacio´n de la metodolog´ıa propuesta por Raheli et al. (2017)
Fuente: Basada en Raheli et al. (2017)
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Paso 2. Selección del producto y (o)
servicio para el pronóstico
Paso 3. Recopilación de la información
Paso 4. Requerimientos
Paso 5. Instancias de pruebas
Paso 6. Diseño del modelo
Paso 7. Validación del instrumento
Paso 8. Pronóstico de la demanda
Tarea 1. Conversión de los datos de entrada
Tarea 2. Cargar el fichero de datos
Tarea 3. Seleccionar la variable a pronosticar
Tarea 4. Especificar parámetros de la red
Tarea 5. Precisar entrenamiento
Tarea 6. Precisar los resultados
Tarea 7. Guardar el modelo y exportar los resultados
Paso 1. Caracterización de la entidad a partir 
de los elementos relevantes para el pronóstico
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Figura 2.20: Procedimiento para el prono´stico de la demanda a trave´s de RNA
Fuente: Lao et al. (2017)
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En la fase I se recolecta la informacio´n necesaria para que pueda funcionar el
modelo de red neuronal. Con el ana´lisis de Pareto se hace la seleccio´n del bien objeto
de estudio, para posteriormente, recopilar la informacio´n que se requiere para hacer
el prono´stico considerando las variables que permitira´n desarrollarlo.
En la fase II se disen˜a el instrumento teniendo en cuenta que el procedimiento
trabaja con RNA PMC de dos capas (capa oculta y de salida). Se define el software
a utilizar y se seleccionan las variables que tengan relacio´n con el prono´stico de la
demanda, para eso los autores proponen el uso de criterios de expertos o te´cnicas de
correlacio´n (en su estudio utilizaron criterio de expertos).
En la fase III se busca conocer la exactitud del prono´stico y para eso se evalu´a
su nivel de error en comparacio´n con el me´todo Suavizado Exponencial Simple. Los
resultados de la investigacio´n arrojaron que las RNA son las te´cnicas con prono´sticos
ma´s precisos en comparacio´n con el otro me´todo trabajado.
Los autores disen˜aron la red mediante el software libre Weka, la cual fue entre-
nada con el algoritmo BP usando el 100% de la muestra (planes de comercializacio´n
mensuales desde el 2008 al primer semestre del 2014). En esta investigacio´n se usara´
el software MATLAB debido a que ha sido muy utilizado por varios investigadores,
a los buenos resultados que genera y a que es una herramienta dina´mica e intuitiva.
2.7 Prono´sticos con MATLAB
El Software MATLAB con su herramienta Neural Network Toolbox ha sido
ampliamente utilizado para la prediccio´n de eventos teniendo en cuenta una serie de
tiempo de datos histo´ricos, a continuacio´n se presentara´ algunas investigaciones que
lo demuestran:
Con base en matrices de insumo productos de los an˜os 1960 y 1970 obtenidos
del Banco de Me´xico y de la encuesta industrial mensual realizada por Instituto Na-
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cional de Estad´ıstica y Geograf´ıa mexicano (INEGI), Ortiz (2012) logro´ pronosticar
la oferta de madera en ese pa´ıs, comparando las siguientes alternativas que ofrece
MATLAB para el ana´lisis de series de tiempo, a trave´s de una interfaz gra´fica de
usuario, ma´s conocida como GUI por su nombre en ingle´s (Graphical User Interface).
El autor buscaba resultados ma´s precisos, evaluados mediante el indicador MSE.
Modelos utilizados por Ortiz (2012):
Modelo univariado: Comparacio´n de la te´cnica econome´trica ARIMA versus la
te´cnica de prediccio´n por medio de RNA NAR.
MATLAB incluye el modelo dina´mico Autorregresivo No Lineal o NAR por
su nombre en ingle´s (Nonlinear Autoregressive), un tipo de PMC de dos capas
(una oculta y una de salida), el cual es considerado como una excelente herra-
mienta para predecir series de tiempo, teniendo en cuenta sus valores pasados,
es decir, un conjunto de datos que funcionara´ como entradas y salidas de la
red (Ortiz, 2012). La ecuacio´n 2.11 muestra como NAR puede ser escrita de
manera matema´tica, en donde se busca predecir los valores de y(t) dado los
datos histo´ricos de d de la serie y.
y(t) = f(y(t− 1), ..., y(t− d)) (2.11)
Para entrenar la red el autor utilizo´ la funcio´n ✭✭trainlm✮✮ (funcio´n de retro-
propagacio´n de LM), como funcio´n de transferencia para la capa oculta uso´ la
sigmoidal y para la capa de salida, la lineal. Para entrenar, validar y probar la
red, dejo´ los valores predeterminados que trae el software (70% del conjunto
de datos para entrenamiento y el resto para validacio´n y prueba) y la arquitec-
tura fue determinada como lo hacen muchos investigares, probando diferentes
estructuras, tomando en consideracio´n el error en los resultados, de ese proceso
se obtuvo que el mejor modelo fue uno con 12 retardos y 5 neuronas.
Modelo multivariado: Comparacio´n de te´cnica econome´trica ARMAX versus
la te´cnica de prediccio´n por medio de RNA NARX.
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Al igual que el modelo NAR, MATLAB tambie´n incluye un tipo de PMC de
dos capas (una oculta y una de salida) llamado Red No Lineal Autoregresiva
con Entrada Exo´gena o NARX por su nombre en ingle´s (Nonlinear Autore-
gressive Network with Exogenous), una red recurrente dina´mica basada en el
modelo lineal ARX (MAT, 2015), cuya principal diferencia es que contempla
valores de otra serie, es decir, se deben tener variable(s) dependiente(s) e in-
dependientes(s) para poder desarrollarlo, el cual tambie´n es considerado una
excelente herramienta para la prediccio´n de series de tiempo de RNA con ese
software (Ortiz, 2012). La ecuacio´n 2.12 muestra como NARX puede ser escri-
ta de manera matema´tica, en donde se busca predecir los valores de y(t) dado
los datos histo´ricos de d de la serie y y de los datos de la serie externa x(t).
y(t) = f(y(t− 1), ..., y(t− d), x(t− 1), ..., (t− d)) (2.12)
Para entrenar la red, el autor tambie´n utilizo´ la funcio´n ✭✭trainlm✮✮ y la funcio´n
de transferencia sigmoidal para la capa oculta y lineal para la capa de salida. La
arquitectura fue determinada como lo hacen muchos investigadores, probando
diferentes estructuras, tomando en consideracio´n el error en los resultados. De
ese proceso se obtuvo que el mejor modelo fue el de 12 retardos y 11 neuronas.
Adema´s de usar los modelos NAR y NARX investigados por Ortiz (2012),
Garc´ıa (2014) utilizo´ el modelo No Lineal Entrada-Salida que ofrece el software
MATLAB para la prediccio´n de los para´metros de aceleracio´n del sensor de un robot
RH-2 basado en el aprendizaje de experiencias pasadas. Despue´s de realizar algunos
experimentos, el autor concluyo´ que NARX fue el modelo que genero´ menos errores
con los siguientes para´metros:
Capa oculta de 130 neuronas.
Funcio´n de activacio´n tangente hiperbo´lica conocida como tanh(x), para la
capa oculta.
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Funcio´n de activacio´n lineal para la capa de salida.
Retraso o retardo de dos valores.
80%, 5% y 15% de los datos fueron usados para entrenamiento, validacio´n y
evaluacio´n, respectivamente (inicialmente usaron el 70%, 15%, 15% que trae
por defecto MATLAB).
LM como algoritmo de entrenamiento.
MSE para medir el error del prono´stico.
Continuando con la demostracio´n de la importancia de MATLAB en las inves-
tigaciones sobre prono´sticos teniendo en cuenta series de tiempo, se presentan los
siguientes estudios:
Usando el comportamiento pasado de los dia´metros internos de emisor y la-
teral, respectivamente, de la longitud del emisor, de la separacio´n entre emisores
consecutivos, del nu´mero de Reynolds de la tuber´ıa y del caudal circulante, con una
red PMC y con el algoritmo de entrenamiento LM, Pe´rez (2009) realizo´ el prono´sti-
co de la evapotranspiracio´n (ET) de referencia y las pe´rdidas de carga localizadas
provocadas por los emisores integrados. La tesis fue divida en varias partes: en la
primera propuso un modelo para pe´rdidas de presio´n ocasionadas por la insercio´n
de emisores integrados en los laterales de riego localizado; en la segunda realizo´ la
validacio´n de un modelo ya existente que utiliza 4 datos como entrada a la red;
por u´ltimo, genero´ un nuevo modelo de 6 entradas en la bu´squeda de mejorar el
rendimiento del modelo de 4 entradas, ya existente. En todos los casos se utilizaron
diferentes configuraciones y se reentreno´ varias veces la red. El ı´ndice de error fue
medido con MSE, permitiendo concluir lo siguiente: Con respecto a la primera pre-
diccio´n, todos los modelos probados tuvieron mejores resultados que los de regresio´n.
El modelo de 4 entradas (dia´metro interior de la tuber´ıa, dia´metro interior del emi-
sor, longitud del emisor y caudal circulante por la tuber´ıa) fue el ma´s exacto. Para la
prediccio´n del ET, el modelo propuesto en donde se consideraron datos adicionales
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como la humedad relativa y utilizar datos clima´ticos, obtuvo mejores resultados que
el modelo ya existente con 4 entradas.
Otra investigacio´n es presentada, a trave´s de la serie histo´rica de datos (en-
trenamiento y prediccio´n) sobre precios diarios del oro fijados en Londres (LBMA,
2015), obtenidos de la plataforma Bloomberg (www.bloomberg.com), de la cual se
descargo´ la siguiente informacio´n: precios de petro´leo de referencia para Estados
Unidos, serie de datos del ı´ndice del do´lar americano (DXY) y serie del ı´ndice Stan-
dard and Poor’s 500 (S&P500). 62% de los datos seleccionados aleatoriamente se
usaron para entrenar la red, 20% para validacio´n y 18% para prueba, con el histo´ri-
co de 5 meses (30 de junio de 2014 - 30 de diciembre de 2014) y usando PMC con
el algoritmo LM (Villada y Mun˜oz, 2016) predijeron los 22 d´ıas ha´biles siguientes
del comportamiento del precio del oro. La red obtuvo buenos resultados tanto en
el per´ıodo de entrenamiento como en el prono´stico generado, y a pesar de su buen
desempen˜o al utilizar la serie de precios como u´nica variable de entrada, el mejor
desempen˜o lo logro´ con series de precios diarios del oro. El ı´ndice DXY y el ı´ndice
SP500, permitieron concluir que las RNA se pueden aplicar al mercado de bienes
ba´sicos.
El uso de MATLAB tambie´n ha sido fuerte para realizar prono´sticos de dife-
rentes tipos de demanda. Vargas (2006), aporto´ a la literatura el desarrollo de un
prono´stico de la carga de energ´ıa, es decir, de la demanda de la misma, por medio
de la RNA PMC con algoritmo de entrenamiento LM y utilizando ese software pa-
ra realizar el respectivo entrenamiento. El rendimiento de la red fue evaluado por
medio de la ecuacio´n de error medio y con el ca´lculo del error ma´ximo (porcentaje
que muestra la diferencia ma´xima entre lo pronosticado y lo real). El resultado de
la investigacio´n arrojo´ un error promedio de 1.3882% y error ma´ximo de 4.7615%,
lo que comprueba la efectividad de las RNA para predecir la demanda de energ´ıa
ele´ctrica a corto plazo.
Sin duda, el software matema´tico MATLAB brinda la opcio´n de trabajar ese
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tipo de problemas de prono´stico de la demanda. Lo anterior puede ser evidenciado a
trave´s de la investigacio´n presentada por San Miguel Salas (2016), en donde realizo´
la prediccio´n del consumo ele´ctrico de un hospital usando PMC con el me´todo LM.
El autor hizo uso de 2880 datos correspondientes a 2 an˜os de potencia consumida
del hospital (abril 2008 - abril 2010), entrenando la red con informacio´n de 28 d´ıas,
con el propo´sito de que predijera la semana siguiente a ese periodo. Las variables
de entrada utilizadas fueron: potencia consumida hace 1 semana, hace 1 d´ıa, hace
3 horas, hace 2 horas, hace 1 hora, distincio´n entre d´ıa laborable o festivo, hora
del d´ıa, temperatura horaria o temperatura ma´xima y mı´nima del d´ıa. Con el uso
de diferentes instancias buscando la combinacio´n de variables que mejor resultados
brindara, la respuesta final de la investigacio´n permite concluir que, en ese tipo de
casos la temperatura es determinante para predecir, y que la falta de variables claves
como luminosidad o humedad aumentan los errores del prono´stico.
Continuando con el sector ele´ctrico, Chen et al. (2017) realizaron una inves-
tigacio´n, en donde los autores exponen que debido a la importancia que tiene la
electricidad en nuestro mundo se requieren prono´sticos ma´s exactos de su demanda,
aunque eso sea dif´ıcil de lograr ya que los datos generados contienen tendencias im-
predecibles, altos niveles de ruido y variables exo´genas como factores relacionados
con la economı´a y el cambio clima´tico. En ese art´ıculo, se propone que el prono´stico
de la demanda de la electricidad se determina teniendo en cuenta el corto, mediano
y largo plazo, considerando lo siguiente:
Corto plazo: Prono´stico de la demanda de electricidad de varias horas o d´ıas
antes, lo que contribuye a la operacio´n diaria de las instalaciones.
Mediano plazo: Prono´stico de la demanda ele´ctrica de las siguientes semanas
o meses.
Largo plazo: Prono´stico de la demanda de electricidad de los pro´ximos an˜os,
lo que permite realizar la planificacio´n de la red ele´ctrica.
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La investigacio´n fue centrada en el prono´stico mensual de la demanda ele´ctrica,
es decir, en una prediccio´n de mediano plazo, explicando los me´todos utilizados
por otros autores para lograr dicha prediccio´n; me´todos tradicionales basados en
enfoques matema´ticos como ARIMA y Regresio´n Lineal Mu´ltiple (MLR), y te´cnicas
ma´s modernas, conocidas como ✭✭inteligentes✮✮, como Lo´gica Difusa y RNA. Te´cnicas
de IA, que los autores argumentan son ma´s efectivas que los me´todos tradicionales,
por ejemplo, informan que las RNA han sido usadas por investigadores para realizar
el prono´stico de demanda de electricidad debido a su velocidad y precisio´n, adema´s
de ser fa´ciles de implementar en el desarrollo de software.
Con relacio´n a las RNA, utilizaron el modelo de red neuronal PMC, ya que
segu´n su investigacio´n ha sido el ma´s usado por varios investigadores. Propusieron
realizar el prono´stico de la demanda mensual de electricidad por medio de RNA
entrenadas con algoritmos heur´ısticos como el de Bu´squeda Gravitacional (GSA) y
el de Optimizacio´n de Cuco (COA), argumentando que han demostrado ser supe-
riores a otros utilizados para resolver problemas de optimizacio´n, los cuales fueron
comprobados con criterios de error, como RMSE y el MAPE. Para disen˜arlos tuvie-
ron en cuenta datos histo´ricos obtenidos de la demanda de Hanoi, Vietnam desde
el 2009-2013 y fueron desarrollados en MATLAB R2014a, MathWorks Inc, Natick,
MA, EE. UU.
Continuando con la prediccio´n de la demanda de electricidad, un prono´stico de
carga a corto plazo por medio de te´cnicas de RNA fue propuesto por Singh y Tripathi
(2016), utilizando espec´ıficamente la red MLFFN (Multilayer Feedforward Network),
entrenada por el algoritmo LM BP, desarrollada en el modulo de Redes Neuronales
Artificiales de MATLAB, y determinando su precisio´n para la produccio´n por medio
del indicador MAPE. Los hallazgos de esa investigacio´n permitieron concluir que
MLFFN es modelo de red muy preciso y fa´cil de usar, ideal para realizar prono´stico
de carga a corto plazo.
Con respecto a la prediccio´n de la demanda, Narva´ez, Jairo et al. (2013) reali-
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zaron un modelo de prono´stico para la demanda del fijador dina´mico interespinoso
teniendo en cuenta una serie de tiempo, usando te´cnicas estad´ısticas avanzadas y
RNA. El proceso inicio´ con la recoleccio´n histo´rica y filtracio´n de datos sobre el
comportamiento de la demanda para el producto analizado, luego procedieron a
graficar la serie de tiempo, a determinar la correlacio´n respectiva y a hacer un ana´li-
sis estad´ıstico en el software Statgraphics, con el objetivo de seleccionar el me´todo
estad´ıstico que ma´s se ajustara a dichos datos.
Despue´s de determinar el me´todo estad´ıstico que ma´s se ajusto´ a los datos,
realizaron un prono´stico de 10 per´ıodos futuros e hicieron la validacio´n del mismo
con diferentes me´todos: prueba de Jarque Bera (en el software ✭✭R✮✮), correlograma
de residuales (en el software Stargraphics), prueba de Durbin Watson (en Excel y
en el software ✭✭R✮✮ y prueba de Ljungbox (en el software ✭✭R✮✮). Como paso final,
con la informacio´n de la prediccio´n de los valores que ya conoc´ıan, realizaron el
prono´stico de 10 per´ıodos futuros en MATLAB, para la serie de tiempo implantes
consumidos. Los resultados fueron comparados con los del mismo ejercicio realizado
con el me´todo estad´ıstico tradicional seleccionado, es decir, que usaron como en-
trada las observaciones reales de la serie de tiempo y como objetivo los resultados
del prono´stico realizado con el me´todo ARIMA (1,0,2). El error del prono´stico fue
medido con el residual de la demanda pronosticada menos la real y con el RMSE,
arrojando que el modelo con RNA obtuvo mejor desempen˜o que el realizado con el
me´todo estad´ıstico que mejor se ajustaba a los datos (ARIMA 1,2).
La contribucio´n realizada por los autores fue la propuesta de un modelo de
prono´stico h´ıbrido (supervisado), en el cual se utilizan RNA combinadas con la
te´cnica tradicional ARIMA, logrando disminuir el error de prediccio´n del prono´sti-
co. Adicionalmente, concluyen que, a pesar de que la RNA son ma´s precisas, para
ese tipo de problemas no es conveniente usarlas debido a que se requieren recursos
informa´ticos elevados y conocimientos adecuados, argumentando que para este caso
se pueden utilizar te´cnicas estad´ısticas tradicionales que dan un resultado satisfac-
torio. Al finalizar el art´ıculo, los autores generan la propuesta de profundizar en
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aprendizaje supervisado a trave´s de modelos h´ıbridos como el que propusieron, lo
que se soporta con otras investigaciones como la de Babu y Reddy (2014), en donde
argumentan que combinar me´todos lineales y no lineales como ARIMA y RNA para
el prono´stico de datos de series de tiempo de diversas a´reas, genera resultados ma´s
precios.
Por su parte, Kalu et al. (2015) presentaron el uso de un software basado
en MATLAB (ejecutado de acuerdo con la metodolog´ıa de desarrollo de software
Waterfall) para la estimacio´n y la prevencio´n de la demanda ma´xima de energ´ıa
con el fin de evitar sobrecarga en los sistemas ele´ctricos, el cual permite estimar
la demanda de energ´ıa ma´xima actual y la futura. La recopilacio´n de datos y las
pruebas respectivas se llevaron a cabo usando un estudio de caso de la Facultad de
Ingenier´ıa en la Universidad Estatal de Imo Owerri (IMSU), cuyo resultado fue el
desarrollo de un modelo de previsio´n de ma´ximos de demanda, el cual muestra el
prono´stico de la misma para los an˜os 2014 a 2020, a trave´s del uso de datos de la
demanda ma´xima de los an˜os 2011, 2012 y 2013.
Las RNA tambie´n han sido usadas en el mercado de valores. Villada y Mun˜oz
(2012), probando diferentes configuraciones de redes (retardos, nu´mero de neuronas,
datos de entrada) realizaron el prono´stico de precios de acciones de Ecopetrol y Pre-
ferencial Bancolombia, empresas colombianas que negocian en la bolsa de Colombia
y Nueva York. Series de precios de seis meses fueron usados como base de datos,
en donde los primeros 5 meses se tomaron para entrenar la red y con el sexto fue
probada. Lo anterior corresponde a 124 datos de entrada, representando los precios
de cierres diarios durante 6 meses (01 de abril - 30 de septiembre de 2011), 102 para
entrenamiento (5 meses) y 22 para el prono´stico fuera de la muestra (1 mes).
Los autores usaron dos estructuras de red, en una ten´ıan como entradas las
serie de precios diarios y en la otra la serie de precios diarios incluyendo el ı´ndice
del do´lar estadounidense DXY. Al medir las inexactitudes del prono´stico con los
ı´ndices RMSE y MAPE, obtuvieron buenos resultados con los datos de los cinco
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meses anteriores y en general hubo pocos errores en el aprendizaje y en la prediccio´n
de un mes siguiente. Los autores argumentaron que las RNA son fa´ciles de utilizar
y arrojan buenos resultados y que al tener como entrada solo los datos de serie de
precios, el resultado es confiable.
Tres an˜os despue´s, Millevik y Wang (2015), con una base de datos normalizada
realizaron el prono´stico del precio de la accio´n del d´ıa siguiente y la prueba de
distintas configuraciones para lograr una exactitud del 99%. Usaron serie de tiempos
correspondiente a los datos histo´ricos del valor de la accio´n segu´n el ı´ndice bursa´til
del promedio industrial Dow Jones o DJIA por su nombre en ingle´s (Dow Jones
Industrial Average), teniendo como variables de entrada el precio abierto, ma´ximo,
mı´nimo y el precio de cierre del ı´ndice bursa´til del d´ıa, y como variable objetivo
el precio de cierre del d´ıa siguiente. La red fue entrenada con los primeros 5 an˜os
de DJIA y la respectiva prediccio´n se hizo con el valor su u´ltimo an˜o. Usando el
indicador MSE, se pudo medir los errores de la red y como conclusio´n obtuvieron
una exactitud de un 99% en la prediccio´n del mercado de valores de un d´ıa.
Otras investigaciones realizadas fueron las de Rodr´ıguez-Rueda y Turias-Domı´nguez
(2017) y Rodr´ıguez (2016):
Rodr´ıguez-Rueda y Turias-Domı´nguez (2017), realizaron un prono´stico de la
demanda de viajeros por medio de la comparacio´n de RNA con te´cnicas de predic-
cio´n tradicionales como, Modelo Directo, Funcio´n Exponencial Negativa, Funcio´n
Exponencial Inversa y Funcio´n Gamma. La informacio´n para llevar a cabo la inves-
tigacio´n fue obtenida de la encuesta de movilidad en d´ıa laborable en el Campo de
Gibraltar y a´rea de Ma´laga, el software MATLAB fue utilizado para modelar las
ecuaciones de los modelos cla´sicos de estimacio´n de viajes y en su modulo Neural
Network Toolbox se realizo´ el entrenamiento de la funcio´n requerida para realizar
la red. La investigacio´n concluyo´ que Las RNA proporcionan un resultado ma´s pre-
ciso en comparacio´n a las modelos tradicionales con respecto a la estimacio´n de la
movilidad entre zonas.
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Rodr´ıguez (2016), realizo´ prediccio´n de la demanda de la produccio´n de agua
en un mediano y largo plazo, con el fin de contabilizar el agua producida faltante
(diferencia entre el agua producida y la facturada), por medio del disen˜o de una RNA
y utilizando MATLAB con la librer´ıa Neural Network Toolbox. La autora argumenta
que las RNA esta´n ofreciendo mejores resultados que los me´todos convencionales
en temas econo´micos y financieros, como es el caso de la creacio´n de prono´sticos
econo´micos, volu´menes de venta y niveles de produccio´n.
En la figura 2.21 se presenta la metodolog´ıa utilizada por la autora, la cual
consta ba´sicamente de 3 grandes partes que sera´n descritas a continuacio´n:
I. Disen˜o de la red neuronal.
Este apartado fue divido de la siguiente manera:
1. Seleccio´n de la variable: Determinaron que la temperatura y los datos de la
demanda segu´n un serie de tiempo, eran las variables requeridas para poder
realizar el prono´stico del comportamiento del consumo de agua.
2. Recoleccio´n de datos: La base de datos utilizada fue suministrada por la
empresa de servicios sanitarios ESVAL de Valpara´ıso, Chile, con informacio´n
sobre las mediciones de demanda diaria de agua potable en litros/d´ıa desde
enero de 2005 hasta septiembre de 2015. Con respecto a la temperatura,
usaron datos de temperaturas diarias ma´ximas y mı´nimas de enero de 2005
a marzo de 2015, que afectaron a la localidades investigadas.
3. Pre-procesamiento de datos: Con el fin de presentar un buen set de datos
de entrenamiento a la red, realizaron los siguientes pasos para poder tener
informacio´n confiable:
a. Trasladaron los datos a un nuevo archivo de Excel.
b. Organizaron los datos por fecha (antigu¨edad) y segu´n el sistema produc-
tivo.
c. Revisaron los datos para correccio´n de valores errados o inexistentes.
Cap´ıtulo 2. Antecedentes 67
d. Normalizaron los datos segu´n ecuacio´n 2.13, para que la red pudiera tra-
bajar de manera ma´s ra´pida.
yn =
yreal
ymedia
(2.13)
En donde, yn es igual a los datos normalizados; yreal es igual a los datos
de la plantilla de Excel; y, ymedia es igual al promedio de todos los datos.
4. Definicio´n del conjunto de entrenamiento: Los datos recolectados fueron re-
partidos de la siguiente manera:
80% = Datos de entrenamiento.
20% = Datos de prueba.
5. Seleccio´n de la arquitectura: A continuacio´n se presentara´n las caracter´ısticas
que tuvieron en cuenta para la arquitectura de la red, con el fin de probar
cual daba mejores resultados:
Uso de red dina´mica y esta´tica.
Disen˜o de red lineal y no lineal.
Usaron 3 combinaciones de variables: Datos histo´ricos de demanda de
agua/demanda y temperaturas ma´ximas diarias/demandas, temperatu-
ras ma´ximas y temperaturas mı´nimas.
Frencuencia de datos: diarios y mensuales.
Desfase de entrenamiento.
Entrenamiento de la red con un desfase entre las variables de entrada y
las de salida.
6. Criterios de evaluacio´n: Para medir el rendimiento de cada una de las alter-
nativas anteriores, utilizaron los siguientes indicadores:
MSE
MSPE (Error porcentual cuadra´tico medio)
MAPE
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7. Implementacio´n: Usaron el Software MATLAB para la implementacio´n de
las arquitecturas que propusieron.
II. Filtracio´n de datos.
En este apartado los autores le quitaron la aleatoriedad a los datos en bu´squeda
de mejorar los resultados de la prediccio´n.
III. Re-entrenamiento.
En este apartado los autores realizaron un re-entrenamiento con el fin de logar
una disminucio´n de los errores del prono´sticos
Figura 2.21: Desarrollo del proyecto de Rodr´ıguez (2016)
Fuente: Elaboracio´n propia basada en informacio´n tomada de Rodr´ıguez (2016)
Segu´n la investigacio´n realizada por la autora, se concluyo´ que:
Las redes con mejor desempen˜o son las que trabajan con datos mensuales.
Se mejorara´ el desempen˜o de la red al trabajar con una o ma´s variables, de-
mostrado al incluir en su trabajo la variable de la temperatura.
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Al incluir ma´s datos histo´ricos en el disen˜o y entreno de la red, se mejorara´ la
exactitud de sus resultados.
No se puede finalizar esta sesio´n sin antes mencionar la investigacio´n de Hill
y Bo¨se (2017), en donde proponen un sistema de soporte de decisiones en la nube
(iLoads1 ) usando RNA por medio de MATLAB Neural Networks Toolbox, para pre-
decir la llegada de camiones a los nodos (terminales de contenedores, depo´sitos de
contenedores o instalaciones de carga de contenedores), y los tiempos de espera de
las compuertas de los camiones en esos nodos, teniendo en cuenta datos histo´ricos
segu´n series de tiempo. Lo anterior, tiene un impacto de manera econo´mica y am-
biental, logrando una mejor planificacio´n de recursos y enrutamiento de camiones en
nodos log´ısticos. MSE y MAPE fueron usados para mediar los errores del prono´stico,
comprobando su afectividad.
Con la siguiente sesio´n se concluye el cap´ıtulo, resaltando los hallazgos recopi-
lados por medio de la revisio´n de literatura, los cuales sera´n u´tiles para el desarrollo
metodolo´gico del cap´ıtulo siguiente.
2.8 Conclusiones de los antecedentes
La figura 2.22 muestra un resumen de la literatura investigada, en donde se
puede observar que el TMS tiene la oportunidad de ser mejorado, por medio del
ana´lisis de los datos que almacena, los cuales se pueden procesar a trave´s de IA.
Por ende, los datos del TMS de acuerdo a series de tiempo son u´tiles para crear
prono´sticos con te´cnicas de DM y/o ML que hacen parte de la IA.
Con lo anterior, se concluye que el uso de ML a trave´s de RNA es una estrategia
adecuada para aprovechar TICs de la cadena de suministro, como es el caso del TMS,
y la tabla 2.5 presenta un resumen de estudios que comprueban su efectividad.
Cap´ıtulo 2. Antecedentes 70
Figura 2.22: Diagrama de antecedentes
Fuente: Elaboracio´n propia
Tabla 2.5: Resumen de antecedentes
Autor An˜o
Tipo de
prono´stico
Toro et al. 2004 De ventas
Vargas 2006 De carga a corto plazo
Salazar y Cabrera 2007 De demanda (red de transmisio´n)
Bilegan et al. 2008 De la demanda de transporte intermodal
Mart´ı 2009
De variables de riego y mejoramiento de
modelos ya existentes
Torres 2010
Prono´stico de inundaciones por penetracio´n
del mar
Ahmet y Sezer 2011
De la demanda de alimentos en una plaza
de comidas e identificacio´n factores que
afecten el consumo segu´n tipo de cliente
Villada y Mun˜oz 2012
De los precios de acciones transadas en
bolsa de valores
Narvae´z et al. 2013
De la demanda del fijador dina´mico
interespinoso
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Table 2.5 continu´a de la pa´gina anterior
Autor An˜o
Tipo de
prono´stico
Garc´ıa 2014
De los para´metros de aceleracio´n del sensor
de un robot
Mohd Nizam et al. 2014 Del peso transportado
Bajari et al. 2015 De la demanda (tienda de venta de comestibles)
Vishal 2015 De los accidentes de tra´fico
Islek y Oguducu 2015
De productos de los principales almacenes
de distribucio´n
Kalu et al. 2015 De la demanda ma´xima de energ´ıa
Millevik y Wang 2015 Del mercado de valores
Torres y Payaters 2016
De la tasa de ocupacio´n y de la demanda
de la industria hotelera, registros de reserva
y ocupacio´n de un hotel
Singh y Tripathi 2016 De la carga a corto plazo
Rodr´ıguez 2016
De la demanda de la produccio´n de agua
en un mediano a largo plazo
Salas 2016 De la demanda de energ´ıa ele´ctrica
Villada y Mun˜oz 2016 Del comportamiento del precio del oro
Ferreira et al. 2016 De los pedidos diarios
Chen et al. 2017 De la demanda de electricidad
Raheli et al. 2017
De la demanda bioqu´ımica del ox´ıgeno y
ox´ıgeno disuelto en el agua para determinar
su calidad
Lao et al. 2017 De la demanda (de medicamentos)
Rodr´Iguez-Rueda
y Turias-domı´nguez
2017 De la demanda de viajeros
Hill y Bo¨se 2017 De la llegada de camiones a los nodos log´ısticos
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Table 2.5 continu´a de la pa´gina anterior
Autor An˜o
Tipo de
prono´stico
Fuente: Elaboracio´n propia
Adicionalmente, la revisio´n de la literatura permitio´ establecer los siguientes
puntos claves que sera´n de vital importancia para el cap´ıtulo siguiente, es decir, para
el desarrollo de la metodolog´ıa que se propondra´ en esta tesis.
Puntos claves para la propuesta metodolo´gica:
Fuente de datos: TMS
Aprovechando su capacidad de almacenamiento de datos. La informacio´n tendra´
que tener datos del comportamiento en el tiempo de la variable a pronosticar.
La base de datos que se obtenga se repartira´ de la siguiente manera:
• Una parte de los datos se usara´ para hacer el prono´stico y se dejara´ algunos
per´ıodos por fuera para poder comprobar el resultado que se obtenga.
• Adicionalmente a lo anterior y de acuerdo al proceso realizado por Ba-
jari et al. (2015), inicialmente, para entrenar, validar y probar la red, se
dejara´n los valores predeterminados que trae el software MATLAB (70%
del conjunto de datos para entrenamiento y el resto para validacio´n y
prueba).
Datos de entrada: Serie de tiempo de la demanda que se desea pronosticar.
Al usar RNA se aplicara´ la funcio´n de activacio´n tangente hiperbo´lica, por
ende los datos se normalizara´n con la ecuacio´n 2.7 para que esta pueda ser
entrenada de manera fa´cil y para garantizar resultados precisos (Zarza, 2012).
Datos de salida esperados: Prono´stico a un mediano plazo, teniendo en cuenta
que entre ma´s cercano sea el prono´stico, ma´s exacto sera´ (Heizer y Render,
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2009).
Al realizar el respectivo prono´stico con ayuda de RNA, los datos de salida se
desnormalizara´n invirtiendo la ecuacio´n 2.7.
Herramientas: Se comparara´n los siguientes modelos para determinar el que
mejor resultado de prediccio´n proporcione:
• Modelo tradicional.
Se seleccionara´ el que mejor se ajuste al conjunto de datos.
- Variable de entrada: Demanda del producto en el transcurso del tiempo.
• RNA.
Se utilizara´n los siguiente modelos:
◦ Modelo NAR caso univariado:
Aqu´ı se usara´ una variable entrada que sera´ determinada por los va-
lores de la serie de tiempo.
- Variable de entrada: Demanda del producto en el transcurso del
tiempo.
Mediante la ecuacio´n 2.7 se normalizara´n los datos para poder ingre-
sarlos a la red.
◦ Modelo NARX caso multivariado:
Al igual que en el modelo NAR, se usara´ como variable de entrada los
valores de la serie de tiempo, pero adicionalmente, la variable objeti-
vo sera´ determinada por los resultados de la prediccio´n realizada con
el me´todo tradicional seleccionado previamente. Lo anterior se hara´
con el propo´sito de mejorar el prono´stico realizado con el me´todo tra-
dicional que ma´s se haya ajustado al conjunto de datos, tal como lo
realizo´ Narva´ez, Jairo et al. (2013) en su estudio.
- Variable de entrada: Demanda del producto en el transcurso del
tiempo.
Mediante la ecuacio´n 2.7 se normalizara´n los datos para poder ingre-
sarlos a la red.
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- Variable de salida: Valores resultantes del prono´stico realizado con
el me´todo tradicional.
Tipo de red: PMC
Se selecciona esta red debido a su constante utilizacio´n por los investigadores
y a que permite obtener buenos resultados de prediccio´n.
Algoritmo de entrenamiento: LM
LM es una combinacio´n entre el algoritmo ma´s usado por lo investigadores
en la prediccio´n de eventos; BP y Gauss-Newton (San Miguel Salas, 2016),
adicionalmente, fue el que mejor resultado obtuvo cuando Rodr´ıguez (2016) lo
comparo´ con las otras dos alternativas (algoritmo Scaled Conjugate Gradient y
algoritmo Quasi-Newton) que ofrece el software MATLAB bajo los siguientes
criterios de rendimiento: tiempo de convergencia, resistencia a la cantidad de
los datos, capacidad de disminuir el error, complejidad del algoritmo y costo
computacional.
E´pocas ma´ximas con las que la red repite el algoritmo de entrenamiento: Au-
toma´tico.
Con el asistente de generacio´n de redes que tiene MATLAB, el nu´mero de e´po-
cas se determinara´ de manera automa´tica debido a que este parara´ los ciclos
de entrenamiento cuando el error empiece a aumentar.
Nu´mero de capas: 2 (una oculta y una de salida).
Debido a que, por lo general un problema puede ser resuelto al utilizar una o dos
capas (Jime´nez, 2013) y teniendo en cuenta que el PMC nace para solucionar
problemas presentados con perceptro´n con una sola capa (Caicedo y Lo´pez,
2009).
Funcio´n de activacio´n o de transferencia de la capa oculta: Tangente hiperbo´li-
ca.
Debido a que la red seleccionada es multicapa.
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Funcio´n de activacio´n o de transferencia de la capa de salida: Lineal.
Utilizada por autores como Ortiz (2012) y Jime´nez (2013).
Nu´mero de neuronas: As´ı se seleccionara´ el nu´mero de neuronas que tendra´
cada capa:
• En la capa oculta.
A pesar de que prueba y error ha sido el me´todo ma´s usado para de-
terminar el nu´mero de neuronas de la red, inicialmente en esta tesis se
empleara´ la ecuacio´n 2.8 propuesta por Masters en 1993.
• En la capa de salida.
Se utilizara´ una neurona ya que solo se pronosticara´ una variable.
Delays, Retardos o retrasos: 2
Es otro valor que suele ser descubierto a prueba y error, pero en esta tesis se
tienen en cuenta los resultados e´xitos logrados por (Garc´ıa, 2014) al usar 2
retardos.
Medicio´n de error del prono´stico: MSE.
Para medir el error del prono´stico se utilizara´ el indicador MSE segu´n ecuacio´n
2.2.
Se selecciona MSE ya que junto con MAPE y MAE son las medidas de error
ma´s utilizadas por los investigadores para evaluar la precisio´n de sus prono´sti-
cos y porque para implementarla solo se debe elevar al cuadrado el residual
entre el valor real y el valor pronosticado, adema´s de que genera buenos resulta-
dos, elimina los valores negativos y penaliza errores grandes frente a pequen˜os.
Software:
• SPSS: para confirmar la correlacio´n de las variables.
• Statgraphics: para la seleccio´n e implementacio´n del modelo estad´ıstico
tradicional que mejor se ajuste a los datos.
• MATLAB: para realizar el prono´stico usando RNA.
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De acuerdo a la informacio´n anterior, se establece que para el desarrollo de
la metodolog´ıa se analizara´n diferentes escenarios, con los cuales se comparara´n
me´todos de prediccio´n tradicional versus RNA, usando solo los valores pasados de
la variable a pronosticar. Adicionalmente, se desarrollara´ una RNA en bu´squeda de
mejorar los resultados de prediccio´n arrojados por el me´todo tradicional que haya
sido seleccionado previamente, es decir, que esos sera´n los datos objetivos de la red,
con lo cuales aprendera´. Los resultados de los diferentes escenarios sera´n evaluados
por medio de su error con la ayuda del ı´ndice MSE, garantizando la recomendacio´n
del modelo con ma´s precisio´n en su resultado.
Teniendo claro lo anterior, en el pro´ximo cap´ıtulo se puede ver reflejada la
aplicacio´n de la literatura revisada ya que se presentara´ la metodolog´ıa propuesta
en esta tesis.
Cap´ıtulo 3
Metodolog´ıa
Debido a la efectividad del uso de las RNA para el prono´stico de diversos tipos
de demanda, en esta tesis se utilizara´n para el prono´stico de la demanda de transporte
de acuerdo a una serie de tiempo. Se selecciono´ el uso de serie de tiempo ya que es
una muy buena fuente para hacer predicciones teniendo en cuenta el comportamiento
de valores en el tiempo (Ortiz, 2012).
La informacio´n de entrada que se encargara´ de alimentar la Red Neuronal
Artificial sera´ obtenida a trave´s de un TMS, debido a la cantidad de datos que
puede almacenar. Esos datos sera´n transformados en informacio´n u´til para la toma
de decisiones, para as´ı permitir un mejor aprovechamiento de esa herramienta.
El software que se usara´ para el procesamiento de los datos sera´ MATLAB con
Neural Network Toolbox, debido a que es un modulo intuitivo especializado para
el manejo de RNA, el cual ha sido utilizado por muchos autores dando resultados
favorables en sus respectivas investigaciones. Tres escenarios sera´n desarrollados para
realizar una comparacio´n de sus resultados de prediccio´n por medio de la ecuacio´n
2.2 y un caso de estudio de una empresa manufacturera permitira´ desarrollar la
metodolog´ıa propuesta en este cap´ıtulo.
A continuacio´n, se describe la metodolog´ıa que se propone para abordar el
problema del prono´stico de demanda de transporte de mercanc´ıas entre plantas y/o
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sucursales y hac´ıa el cliente final. Consta de 4 fases (ana´lisis de la informacio´n, disen˜o
de la herramienta, implementacio´n y evaluacio´n), y cada una esta´ conformada por
unas actividades o pasos espec´ıficos.
3.1 Descripcio´n de la metodolog´ıa
La figura 3.1 representa la metodolog´ıa que se utilizara´ para la solucio´n del
problema de prono´stico de demanda de transporte entre plantas y/o sucursales, y
hac´ıa el cliente final. Ma´s adelante cada fase sera´ abordada de manera individual.
El procedimiento que se llevara´ acabado en esta tesis se basara´ principalmente
en las metodolog´ıas propuestas por Heizer y Render (2009); Lao et al. (2017); I˙s¸lek
y O¨g˘u¨du¨cu¨ (2015); Ortiz (2012); Raheli et al. (2017); Rodrigue et al. (2017), ya
que tienen como factor comu´n disen˜ar e implementar un sistema de prono´stico que
contribuya a la toma de decisiones, disminuyendo as´ı, la incertidumbre que genera
el futuro incierto.
3.1.1 Fase I: Ana´lisis de la informacio´n.
Recopilacio´n de informacio´n para alimentar el modelo. En esta fase los valores
de entrada para la red o para el me´todo estad´ıstico tradicional seleccionado, sera´n
datos de la compan˜´ıa que permita caracterizarla, esta´ compuesta por los siguientes
puntos, lo cuales se abordara´n individualmente ma´s adelante:
Caracterizacio´n de la entidad a partir de los elementos relevantes para el
prono´stico.
Seleccio´n del producto y(o) servicio para el prono´stico.
Recopilacio´n de los datos necesarios para elaborar el prono´stico.
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FASE I.
Análisis de la información
FASE II.
Diseño de la herramienta
FASE III
Implementación
Modelo Tradicional  RNA
FASE IV
Evaluación
Modelo Tradicional-RNA
PRONÓSTICO
DEMANDA 
Figura 3.1: Metodolog´ıa propuesta
Fuente: Elaboracio´n propia
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3.1.1.1 Caracterizacio´n de la entidad a partir de los
elementos relevantes para el prono´stico.
Se determinan las cualidades o rasgos de la empresa caso de estudio, que sera´n
determinantes para realizar el prono´stico propuesto. Esta etapa se divide en los
siguientes puntos:
a) Determinar el uso del prono´stico:
Describir para que´ se usara´ el prono´stico.
b) Seleccionar los aspectos que se deben pronosticar:
Establecer lo que se quiere pronosticar.
c) Determinar el horizonte de tiempo del prono´stico:
Definir que per´ıodo abarcara´ el prono´stico que se desea realizar. Se debe tener
en cuenta que el corto plazo por lo general abarca per´ıodos de hasta 3 meses,
el mediano plazo de 3 a 18 meses y el largo plazo sera´ mayor a 1 an˜o. Segu´n
esos horizontes de tiempo se podra´ tomar decisiones como agregar instalaciones,
subcontratar, agregar equipo, agregar turnos, agregar personal, construir o utili-
zar el inventario, programar trabajos, programar personal y asignar maquinaria
(Heizer y Render, 2009).
d) Seleccionar los modelos de prono´stico:
Se especificara´ que modelos sera´n utilizados para realizar el prono´stico propuesto
teniendo en cuenta la revisio´n de literatura realizada previamente.
3.1.1.2 Seleccio´n del producto y(o) servicio para el prono´stico
Se debe realizar un ana´lisis que permita seleccionar el producto y(o) servicio
que se utilizara´ para hacer el prono´stico. La seleccio´n se puede hacer teniendo en
cuenta el producto y(o) servicio con mayor nivel de utilizacio´n en la compan˜´ıa.
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3.1.1.3 Recopilar los datos necesarios para elaborar el
prono´stico
Obtener informacio´n relevante que permita generar los resultados de prono´sti-
cos esperados (I˙s¸lek y O¨g˘u¨du¨cu¨, 2015), es decir, adquirir una base de datos con
observaciones histo´ricas apropiadas para realizar la prediccio´n propuesta.
En la revisio´n de literatura realizada para desarrollar esta tesis, no se ha encon-
trado informacio´n en donde un TMS sea utilizado como base de datos para obtener
las entradas que requiere el modelo, por lo que se debe aclarar que hallarla no hace
parte del alcance de esta investigacio´n.
En algunas investigaciones revisadas, han utilizado los datos que almacena un
TMS para la mejora de la cadena de suministro, mediante la prediccio´n de eventos,
es as´ı, como en esta tesis se propone obtener informacio´n de ese sistema para llevar a
cabo prono´sticos, teniendo en cuenta que el conjunto de datos a recopilar debe estar
relacionado con procesos de transporte pasados que permitan predecir movimientos
futuros de mercanc´ıas, por ejemplo, fecha de salida del veh´ıculo, hora, destino, tiempo
de transito, etc.
3.1.2 Fase II: Disen˜o de la herramienta
Aqu´ı se determinara´ la informacio´n que permitira´ la correcta utilizacio´n de
la herramienta y se establecera´ la arquitectura, estructura o topolog´ıa de la RNA
que realizara´ el prono´stico propuesto. Esta fase se divide en los siguientes pasos, los
cuales sera´n explicados ma´s adelante de manera individual:
Requerimientos.
Seleccio´n de variable y preparacio´n de datos.
Modelado.
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Definicio´n del conjunto de datos para prono´stico y validacio´n.
3.1.2.1 Requerimientos
De acuerdo a la revisio´n de literatura realizada previamente y analizando las
caracter´ısticas del problema a resolver, se debe establecer que recursos sera´n nece-
sarios para poder realizar el prono´stico propuesto.
3.1.2.2 Seleccio´n de variable y preparacio´n de datos
Determinar la variable necesaria para realizar la respectiva prediccio´n. Para
pronosticar la demanda del transporte, se requiere conocer las variables que puedan
explicarla, las cuales, se recolectara´n por medio de una extensa recogida de informa-
cio´n en cada una de las fases de la demanda (Rodr´ıguez-Rueda y Turias-Domı´nguez,
2017). Es por ende, que se debe hacer un ana´lisis preliminar de datos para seleccionar
las variables que permitan realizar el prono´stico requerido, determinando los atribu-
tos precisos que contribuyan a alcanzar ese propo´sito en relacio´n con la informacio´n
histo´rica de la demanda, teniendo en cuenta una respectiva serie de tiempo.
Como lo que se requiere es observar el comportamiento de una sola variable en
el tiempo, entonces se debe tener claro esa informacio´n en la base de datos, para as´ı
poder analizarla. La tabla 3.1, presenta ejemplos de variables que han sido utilizadas
por algunos autores en sus investigaciones sobre prono´sticos con RNA.
Tabla 3.1: Variables y prono´sticos
Variables dependiente Variables independientes
Prediccio´n de las
ventas del cuarto mes
V (t) que es el nivel de ventas
del mes t y k que es el nu´mero
de per´ıodos (meses) anteriores
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Table 3.1 continu´a de la pa´gina anterior
Variables dependientes Variables independientes
Inundaciones por
penetracio´n del mar
Comportamiento de las variables
meteorolo´gicas: muestras de
frentes fr´ıos, muestras de bajas
extratropicales
Demanda
(en general)
Variables que influyen en los ha´bitos
de consumo de las personas, tales
como el clima, el tipo de d´ıa, la
estacio´n del an˜o, variables sociales,
etc.
Demanda de carga
a corto plazo
Valores de carga en horas previstas,
valor de carga en la semana previa,
valores de temperatura, codificaciones
de tiempo
Nu´mero de ventas
en la sesio´n de
almuerzo y de cena
Dı´a, mes, nombre del d´ıa (lunes -
sa´bado), es festivo (una variable de
indicador (0/1) que denota que ese d´ıa
es en fin de semana / feriado o en d´ıa
de la semana), calor´ıas, nombre de la
primera, segunda, tercera y cuarta
comida del menu´
Demanda de productos
de tienda de comestibles
Atributos: precio, cantidad /
Adicional ->Atributos de los productos:
marca, volumen, sabor, tipo de corte,
me´todo de coccio´n, taman˜o del paquete,
niveles de grasa y sal / variables
promocionales (promocio´n, visualizacio´n
y caracter´ıstica)
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Table 3.1 continu´a de la pa´gina anterior
Variables dependientes Variables independientes
Accidentes de tra´nsito
Edad del conductor, el sexo del conductor,
el d´ıa de la semana en el cual ocurrio´ el
accidente (aumenta en los fines de semana),
la condicio´n atmosfe´rica presentada en el
momento del accidente (soleado, lluvioso,
nublado, etc.), la velocidad del veh´ıculo en
el momento del accidente y la cantidad de
alcohol en la sangre del conductor
Demandas de productos
de los principales
almacenes de
distribucio´n
Atributos relacionados con los almacenes:
ubicacio´n, atributos relacionados con el
taman˜o, como cantidad de sub-depo´sitos
que tiene, nu´mero de veh´ıculos de
transporte, cantidad total de productos
de venta semanales, a´rea de venta en metro
cuadrado, nu´mero de empleados, nu´mero
de clientes.
Atributos relacionados con el producto:
categor´ıa de producto, cantidad de venta,
tiempo de venta
Demanda ma´xima de
energ´ıa
Demanda pico de carga en KW y V
Tasa de ocupacio´n y
demanda de la industria
hotelera, registros de
reserva y ocupacio´n
de un hotel
Datos de series de tiempos de ocupacio´n
ma´s variables adicionales y datos de
reservas
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Table 3.1 continu´a de la pa´gina anterior
Variables dependientes Variables independientes
Prono´stico de carga
Factor de tiempo, clima, tipo de cliente y
datos pasados
Demanda de agua
Serie de tiempo de datos de demanda de
agua y temperatura
Demanda bioqu´ımica
de oxigeno y ox´ıgeno
disuelto
Diferentes para´metros de entrada
Nivel de ventas
(de medicamentos)
histo´rico ma´s las faltas
registradas (nominal)
Ponderacio´n de los meses, la existencia de
medicamentos similares, estatus de venta y la
oportunidad de los suministros
Demanda de viajeros
Informacio´n sobre todos los viajes
realizados por la poblacio´n durante un d´ıa
determinado: motivo del viaje, modos de
transporte utilizados, coste del viaje, etc.,
e informacio´n socioecono´mica: renta,
ocupacio´n, estudios, etc.
Llegada de camiones
a los nodos log´ısticos
Horarios de trabajo, informacio´n de
clientes y pedidos
Peso transportado
La temporada, las semanas, el nu´mero de
furgonetas, camiones, mano de
obra y consumo de combustible
Dı´a de la semana que
tiene relacio´n con la
disponibilidad de mano
de obra
Datos histo´ricos: Fecha de arribo de
buques a puerto, volu´menes totales
de importacio´n, volu´menes de contenedores
(cargados sobre vagones) que salen diariamente
de las terminales portuarias
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Table 3.1 continu´a de la pa´gina anterior
Variables dependientes Variables independientes
Fuente: Elaboracio´n propia basada en informacio´n
recolectada del cap´ıtulo de antecedentes
Posterior a la seleccio´n de la variable, se deben preparar los datos que sera´n
utilizados para realizar el prono´stico siguiendo los pasos que se mencionara´n a con-
tinuacio´n:
1. Trasladar los datos a un nuevo archivo en donde se tenga en cuenta la informacio´n
relevante que permitira´ hacer el prono´stico.
2. Teniendo en cuenta que el prono´stico que se realizara´ tiene relacio´n directa con
una serie de tiempo, los datos deben ser organizados de acuerdo a las fechas
determinadas por la respectiva antigu¨edad. Adicionalmente, se debe realizar las
agrupaciones que sean necesarias para obtener el resultado esperado al realizar la
prediccio´n (por ejemplo, agrupacio´n por regiones mexicanas).
3. Se debe hacer una revisio´n de la informacio´n recopilada para asegurar que la base
de datos esta completa y es pertinente. Se hara´ correccio´n de informacio´n erro´nea,
se eliminara´ la que no sea relevante para el estudio y se adicionara´ cualquier dato
faltante.
4. Si se esta´ realizando el prono´stico con RNA, se debera´ crear otra columna en
el Excel en donde se tienen los datos, para poder normalizarlos o escalarlos de
acuerdo al tipo de funcio´n de activacio´n o de transferencia que se vaya a utilizar.
5. Si se esta´ realizando el prono´stico con RNA, se debera´ crear otra columna en
el Excel en donde se tienen los datos, para poder desnormalizarlos al obtener el
prono´stico, invirtiendo la funcio´n de activacio´n o de transferencia que se vaya a
utilizar.
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3.1.2.3 Modelado
De acuerdo con la revisio´n de literatura realizada previamente, la cual permite
conocer los resultados de diferentes investigaciones, se debe especificar los siguientes
para´metros en relacio´n al tipo de herramienta que se usara´ para realizar el prono´stico.
Modelado con me´todo tradicional o cla´sico:
Aqu´ı se definira´ el software o me´todo a utilizar para determinar el modelo que mejor
se ajuste al conjunto de datos.
Modelado con me´todo h´ıbrido (modelado tradicional + RNA) y modelado con RNA:
A continuacio´n los para´metros que se deben definir segu´n la revisio´n de literatura:
Datos de entrada y datos objetivos (para un modelo de red NARX) que se
ingresara´n a la red.
Porcentaje de datos para entrenamiento, validacio´n y prueba de la red.
Software a utilizar.
Modelo de red.
Tipo de red.
Algoritmo de entrenamiento.
Nu´mero de capas de la red.
Funcio´n de activacio´n de la capa oculta.
Funcio´n de activacio´n de la capa de salida.
Ecuacio´n para la normalizacio´n y desnormalizacio´n de los datos segu´n la fun-
cio´n de activacio´n.
Nu´mero de neuronas.
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Delays, retardos o retrasos.
E´pocas.
Ecuacio´n para medir el desempen˜o del prono´stico.
3.1.2.4 Definicio´n del conjunto de datos para prono´stico y
validacio´n
Establecer los datos que se utilizara´n para realizar el prono´stico y los que se
dejara´n para validarlo.
3.1.3 Fase III: Implementacio´n
Se llevara´ a cabo el respectivo prono´stico, para posteriormente ser evaluado.
A continuacio´n los pasos en los que se divide esta fase teniendo en cuenta el tipo
de herramienta a utilizar. Estos pasos sera´n detallados ma´s adelante de manera
individual.
Pasos de la implementacio´n segu´n modelo a utilizar para realizar el prono´stico.
Realizacio´n del prono´stico.
3.1.3.1 Pasos de la implementacio´n
Teniendo en cuenta la herramienta a utilizar, estos sera´n los pasos para llevar
a cabo el prono´stico.
Prono´stico con me´todo tradicional:
A continuacio´n se pueden observar los pasos que se deben realizar con este me´todo.
Cap´ıtulo 3. Metodolog´ıa 89
1. Ana´lisis estad´ıstico:
Graficar la demanda.
Calcular coeficiente de autocorrelacio´n en Excel.
Graficar la Funcio´n de Autocorrelacio´n o ACF por su nombre en ingle´s
(Autocorrelation Function) y la Funcio´n de Autocorrelacio´n o PACF por
su nombre en ingle´s (Partial Autocorrelation Function).
2. Determinar el me´todo tradicional que ma´s se ajuste al conjunto de datos.
3. Desarrollar del me´todo seleccionado en el punto anterior.
4. Realizar la validacio´n del modelo seleccionado previamente con los datos que se
apartaron para tal fin.
Prono´stico con RNA:
A continuacio´n los pasos que se deben seguir para realizar el prono´stico con RNA.
1. Ingresar los datos normalizados al software que se utilizara´ para modelar la red,
teniendo en cuenta su estructura, la cual fue especificada anteriormente. Los datos
que se ingresara´n sera´n:
Datos de entrada.
Datos histo´ricos de la variable o variables a pronosticar.
Datos objetivos (para el modelo de red NARX).
Sera´n los datos resultantes del prono´stico realizado con el me´todo tradicio-
nal.
2. Desarrollar la red.
3. Realizar la validacio´n del modelo seleccionado previamente con los datos que se
apartaron para tal fin.
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3.1.3.2 Realizar el prono´stico
Se realiza el prono´stico segu´n los pasos anteriores.
3.1.4 Fase IV: Evaluacio´n
En esta´ u´ltima fase se selecciona la ecuacio´n que se usara´ para medir el desem-
pen˜o del prono´stico realizado por cada uno de los me´todos, para as´ı poder compa-
rarlos en relacio´n a la exactitud de los resultados que hayan generado.
Se debe tener en cuenta que los indicadores MAPE, MSE, MAD (ver ecuaciones
2.1, 2.2 y 2.4) han sido los ma´s usados por los investigadores en temas de prono´sticos.
3.2 Conclusio´n metodolog´ıa
La metodolog´ıa de esta investigacio´n se llevara´ a cabo en 4 fases. En la fase I
se realizara´ un ana´lisis de la informacio´n requerida para llevar a cabo el prono´stico
propuesto, mientras que en la fase II se disen˜ara´ la herramienta con el propo´sito de
tener claro que se requerira´ para cumplir con el objetivo de esta tesis. Por su parte, la
fase III, sera´ la encargada de desarrollar la prediccio´n con las diferentes herramientas
que se hayan determinado previamente, generando resultados que sera´n evaluados y
comparados en la fase final, es decir en la fase IV.
Hasta ahora se ha detallado la estructura metodolo´gica que soporta la inves-
tigacio´n, en el siguiente cap´ıtulo se presentara´ el caso de estudio con el cual se
desarrollara´ dicha metodolog´ıa.
Cap´ıtulo 4
Caso de estudio
Este cap´ıtulo presenta a una empresa manufacturera de San Nicola´s de los
Garza, Nuevo Leo´n, Me´xico, l´ıder en su sector, la cual sera´ utilizada como caso de
estudio que permitira´ llevar a cabo la metodolog´ıa propuesta anteriormente, con el
objetivo de realizar un prono´stico de demanda de transporte por medio del aprove-
chamiento de los datos almacenados en el TMS con el que cuenta. Segu´n el nivel de
integracio´n presentada por Stevens (1989); representado por la figura 4.1, la empresa
se podr´ıa ubicar en la etapa de integracio´n funcional, la cual se caracteriza por el
flujo interno de bienes que esta´ centrada ma´s en la reduccio´n de costos que en la
mejora del desempen˜o.
4.1 Proceso de transporte en la empresa caso
de estudio
La figura 4.2, presenta de manera breve los procesos que inician los requeri-
mientos de transporte de la empresa, y a los procesos a los cuales atiende. A conti-
nuacio´n se describira´ de manera general el sistema de transporte en la empresa caso
de estudio.
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Figura 4.1: Integracio´n de la cadena de suministro
Fuente: Basada en Stevens (1989)
Figura 4.2: Flujo de transporte de la empresa caso de estudio
Fuente: Elaboracio´n propia
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1. Activadores del proceso de transporte:
La asignacio´n de materiales a una Orden de Distribucio´n (OD) y/o una Orden
de Venta (OV), es el proceso que se encarga de activar los requerimientos de
transporte.
OD: Son requerimientos ✭✭estables✮✮ de las sucursales hacia las plantas. Normal-
mente se hacen en materiales de stock (reposiciones de material) -> make to
stock.
OV: Son requerimientos que realizan los clientes, sufren de cierta ✭✭variabilidad✮✮
inherente al mercado, en cuanto a destinos, cantidades y productos -> make to
order.
2. Planeacio´n del transporte:
La planeacio´n del transporte va a depender del tipo de orden que activa el proceso.
a) OD: Se planea en cuanto se tiene identificado el producto requerido.
b) OV: Una vez fabricado el requerimiento, entra a producto terminado y en ese
momento se planea el transporte.
El transporte depende de:
Disponibilidad de las unidades de transporte.
Precios.
Requerimiento de carga y descarga del cliente: condiciones especiales, por
ejemplo, un veh´ıculo con especificaciones particulares como puertas con cor-
tinas.
3. Entrega de mercanc´ıas:
Posterior a la planeacio´n del transporte, se procede a realizar la respectiva entrega
de mercanc´ıas a plantas y/o sucursales o al cliente final.
La empresa caso de estudio, tiene un TMS desde el 2014 y paralelamente a los
pasos anteriores, con relacio´n a ese sistema ocurre lo siguiente:
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1. Env´ıo de informacio´n:
En el momento en el que un material se asigna a bodega (OD) o a cliente (OV), se
env´ıa la informacio´n a trave´s de archivos XML al TMS. Esa informacio´n contiene
los siguientes datos:
Origen
Destino
Peso
Dimensiones
2. Planeacio´n:
Dicha informacio´n convertida en o´rdenes, se env´ıa a los usuarios. Posteriormente,
las o´rdenes son planeadas para obtener las mejores opciones de env´ıo usando los
itinerarios que brinda el sistema para lograr una optimizacio´n de costos.
3. Generacio´n de documentos de embarque:
La informacio´n de embarque llega al planificador de recursos empresariales o
ERP, que maneja la empresa para la generacio´n de los siguientes documentos de
embarque:
Carta de instrucciones con sus respectivas facturas u orden de embarque.
Lista de empaque.
4. Contacto al proveedor:
Se contacta al proveedor para acordar la recoleccio´n.
5. Env´ıo:
Se realiza el env´ıo segu´n requerimientos previos.
6. Pago a proveedores:
Los proveedores llevan las evidencias de entregas para solicitud de pago.
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4.2 TMS en la empresa caso de estudio
La empresa maneja el TMS de la empresa Oracle, el cual es conocido como
OTM1 por su nombre en ingle´s (Oracle Transportation Management).
A continuacio´n se describira´n las utilidades del OTM en la empresa:
4.2.1 OTM en la empresa
La figura 4.3 muestra las funcionalidades del OTM que son aprovechadas por
todas las unidades de negocio de la empresa, las cuales son descritas a continuacio´n:
Figura 4.3: Utilidades del OTM
Fuente: Elaboracio´n propia
OTM recibe los requerimientos de movimiento de material de los sistemas
1
Klappich y Muynck (2015), argumenta que en el 2014, OTM y JDA Software estuvieron liderando nuevamente el mercado de
TMS considerados como complejos
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fuente de todas las unidades de negocio.
Los embarques son planeados en cada nodo con la mejor tarifa disponible.
El proceso de planeacio´n toma en cuenta restricciones como tipo de veh´ıculo,
ruta y modo de transporte.
Tras aprobar un env´ıo para ejecucio´n, se contacta al proveedor de servicios
para confirmar la disponibilidad de las unidades de transporte en la ruta se-
leccionada.
Los env´ıos pueden recibir eventos en ruta mediante integracio´n, tales como
llegada a cargar, salida de planta, entrega en cliente, retrasos e incidentes.
OTM puede administrar la liquidacio´n a proveedores de transporte, incluyen-
do pruebas de entrega, integracio´n de facturas de proveedores y la aprobacio´n
de pagos y su correspondiente notificacio´n a cuentas por pagar.
Se debe destacar que a trave´s de todo el proceso es posible generar reportes
con la informacio´n de la base de datos del sistema. Los reportes pueden adecuarse a
los requerimientos de la empresa, e integrarse con otros sistemas.
4.2.2 OTM: Interfaces – Transmisio´n de informacio´n
La figura 4.4 esboza la transmisio´n de informacio´n que ocurre entre la ERP y
el OTM de la empresa, en donde se puede observar el flujo de informacio´n ya sea en
formato XML o SQL.
Por medio de archivos XML, informacio´n como tipo de productos, empaque,
ubicaciones de env´ıo, clientes y tipo de orden (OV, OD) es enviada al OTM para
realizar el respectivo proceso de embarque, el cual estara´ soportado por las tarifas,
cotizaciones, itinerarios, etc., que previamente deben haber sido ingresados en el
sistema. El paso siguiente, consiste en la seleccio´n de proveedores basado en los
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costos del transporte y en realizar el embarque de la mercanc´ıa. Despue´s de realizar
ese proceso, por medio de archivos XML se env´ıa los documentos para el embarque
a la ERP y con el uso de SQL, se crean los querys necesarios para poder desarrollar
reportes y estad´ısticas log´ısticas. El paso final consiste en el pago al proveedor, en
donde por medio de archivos XML se env´ıa informacio´n a la ERP con el fin de
realizar el proceso contable, los cuales son controlados por medio de querys, al igual
que las tarifas y los sobrecostos.
Figura 4.4: OTM - Transmisio´n de informacio´n
Fuente: Elaboracio´n propia
4.2.3 Relacio´n ERP, OTM y Transportista
En la figura 4.5 se puede ver un diagrama en donde se presenta la interaccio´n
del OTM con la ERP de la empresa y con sus transportistas. Se puede observar que
el proceso inicia con una orden creada y finaliza con el pago al transportista.
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Figura 4.5: Diagrama de flujo: ERP - OTM - Transportista
Fuente: elaboracio´n propia
4.3 Oportunidades de Mejora
Despue´s de la implementacio´n del OTM, la empresa se volvio´ ma´s eficiente. Los
beneficios principales que han percibido esta´n relacionados con el ahorro de costo y
la mejora de los procesos de transporte; al implementar el OTM la empresa redujo
su tiempo de transporte (lead time) un 43% (ver tabla 4.1) y obtuvo un ahorro de
costos de alrededor del 40%.
Tabla 4.1: Tiempos de proceso antes y despue´s del OTM
Espera (Mı´n) Ciclo (Mı´n) Lead Time (Mı´n)
Antes del OTM 25 70 95
Despue´s del OTM 15 25 41
Fuente: Elaboracio´n propia
Mediante el OTM, de manera manual, la empresa establece algunos indicado-
Cap´ıtulo 4. Caso de estudio 99
res de gestio´n. El proceso consiste en que un empleado de la empresa exporta la
informacio´n del sistema a una hoja de Excel para posteriormente crear las siguientes
me´tricas:
Costo por tonelada.
Costo por tonelada a la distancia (costo/ton/kmpromedio).
Utilizacio´n de las unidades de transporte.
Eficiencia de unidades propias.
A pesar del procesamiento de datos que realizan para generar los indicado-
res mencionados anteriormente, en la empresa no los analizan para la prediccio´n
de eventos futuros relacionados con su sistema de transporte, y frecuentemente se
encuentran trabajando en funcio´n a urgencias, lo que no les permite hacer una labor
eficiente. No cuentan con prono´sticos de la demanda de transporte, as´ı que ope-
ran bajo total incertidumbre sin estar preparados previamente a los requerimientos
futuros .
Lo anterior se puede mejorar con prono´sticos de la demanda del transporte
de mercanc´ıa entre plantas y/o sucursales, y hac´ıa el cliente, lo que permitira´ rea-
lizar una planeacio´n ma´s precisa, creando los siguientes beneficios, que finalmente
repercutira´n en la satisfaccio´n del cliente:
Anticipacio´n en la reserva de capacidades.
Identificar de manera oportuna los cuellos de botella.
Evitar tiempos de espera.
Evitar sobrecarga de capacidades.
Contribuir a la toma de decisiones.
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Estas sera´n algunas decisiones que en la empresa pondra´n tomar de manera
eficiente con la ayuda de un prono´stico de la demanda de transporte:
Programacio´n de rutas contemplando un corto, mediano y largo plazo.
Programacio´n de personal de trabajo.
Programacio´n de proveedores.
Programacio´n de redes log´ısticas internas (cross dock – sucursales – plantas).
Construccio´n o utilizacio´n del inventario (flota de transporte propia).
Subcontratacio´n (flota de transporte externa).
Finalmente, lo anterior permitira´ disminuir las urgencias o estar preparados a
atenderlas de la mejor manera posible.
4.4 Conclusio´n caso de estudio
En ese cap´ıtulo se pudo observar el proceso de transporte de la empresa caso
de estudio. La manufacturera, tiene un OTM subutilizado con respecto al ana´lisis
sus datos almacenados desde el 2014. Se concluye que un prono´stico de la demanda
de transporte entre plantas y/o sucursales y hacia el cliente, es una estrategia opor-
tuna para que puedan estar preparados a acontecimientos futuros y de esa manera
disminuir la incertidumbre, reducir las urgencias o en su defecto poder responder a
estas de una manera ma´s eficiente.
En el siguiente cap´ıtulo se estara´ realizando la aplicacio´n de la metodolog´ıa
propuesta con la informacio´n obtenida de la empresa caso de estudio y se presentara´n
los respectivos resultados.
Cap´ıtulo 5
Implementacio´n y resultados
Este cap´ıtulo presenta la implementacio´n de la metodolog´ıa descrita en el
cap´ıtulo 4 con datos recopilados del caso de estudio de una empresa manufacturera
abordada en la seccio´n anterior. A continuacio´n se desarrollara´n las fases ilustradas
en la figura 3.1.
5.1 Fase I: Ana´lisis de la informacio´n
Se procedio´ a realizar los siguientes pasos para poder obtener los datos con lo
que se llevar´ıa a cabo la metodolog´ıa.
5.1.1 Caracterizacio´n de la entidad a partir de los
elementos relevantes para el prono´stico
Se determinaron los siguiente aspectos:
a) Uso del prono´stico:
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Se pronostico´ la demanda del transporte de mercanc´ıas de una empresa manu-
facturera mexicana, l´ıder en su ramo.
b) Aspectos que se deben pronosticar:
Se pronostico´ la cifra de equipos de transporte que requerira´ la empresa, para
que de esa manera se pueda preparar para atender a su demanda.
c) Horizonte de tiempo del prono´stico:
Se realizo´ la prediccio´n de seis meses de transporte, es decir, a un mediano plazo.
d) Modelos de prono´stico:
Los datos fueron analizados por diferentes me´todos estad´ısticos, concluyendo que
el ARIMA fue el que ma´s se ajusto´ a estos. Los resultados del prono´stico con el
me´todo ARIMA fueron usados como informacio´n objetivo para la RNA, creando
as´ı un modelo h´ıbrido ARIMA-RNA. Finalmente, se realizo´ el prono´stico usando
solamente RNA para as´ı poder comparar el resultando de los tres escenarios
propuestos.
5.1.2 Seleccio´n del producto y(o) servicio para el
prono´stico
Se selecciono´ la regio´n con ma´s movimiento con respecto al transporte de mer-
canc´ıas y al tipo de unidad ma´s usada (camiones o camionetas 3.5 en la regio´n
Noreste), para posteriormente realizar el prono´stico sobre el historial de su deman-
da.
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5.1.3 Recopilacio´n de los datos necesarios para
elaborar el prono´stico
Un TMS fue la fuente primaria usada para la obtencio´n de los datos necesarios
para poder desarrollar la metodolog´ıa propuesta. Los datos recolectados compren-
dieron informacio´n referente al movimiento de mercanc´ıas (tipo de unidad, punto de
despacho, destino, fechas, nu´mero de paradas, entre otros) desde enero del 2015 a
septiembre del 2018.
5.2 Fase II: Disen˜o del instrumento para el
prono´stico
5.2.1 Requerimientos
Se hizo uso de las siguientes herramientas:
Microsoft Excel: Para ordenar la base de datos, hallar su correlaciones, nor-
malizarlos y hacer la respectiva desnormalizacio´n.
IBM SPSS Statistics: Para graficar las funciones de autocorrelacio´n.
Statgraphhics Centurion XVIII: Para la seleccio´n del me´todo tradicional que
mejor se ajustara al conjunto de datos.
Modulo Neural Network Toolbox de MATLAB: Para el desarrollo de la RNA.
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5.2.2 Preparacio´n de datos y seleccio´n de variables
La variable que se analizo´ fue la demanda histo´rica del transporte, es decir,
la frecuencia de utilizacio´n de los tipos de equipo teniendo en cuenta una serie de
tiempo.
Posteriormente a la seleccio´n de la variable, se realizaron lo siguientes pasos:
1. Se trasladaron los datos a un nuevo archivo de Excel. Los datos traslados fueron
los que ten´ıan relacio´n directa con el prono´stico de la demanda de camiones segu´n
una serie de tiempo, es decir, tipo de equipo, estado de env´ıo de mercanc´ıa y fecha
de embarque.
2. Se organizaron los datos en orden de fecha (mes y an˜o), por tipo de unidad con su
respectiva frecuencia de utilizacio´n por mes, y segu´n la regio´n a la cual fue enviada
la mercanc´ıa. Se debe resaltar que la base de datos fue acotada a la informacio´n
originada por la planta de Monterrey de la empresa caso de estudio.
3. Se revisaron los datos para verificar su pertinencia e idoneidad, en donde fueron
detectadas anomal´ıas se procedio´ a hacer la respectiva correccio´n, caso concreto
fue la eliminacio´n de la informacio´n que estaba en la columna de tipo de equipo
pero que no correspond´ıa a una unidad de transporte si no a la aclaracio´n de que
el cliente recogio´ en planta.
4. Se creo´ otra columna en la hoja de Excel, en donde fueron normalizados los datos
teniendo en cuenta la ecuacio´n 2.7 debido a que la RNA se modelo´ con una funcio´n
tangente hiperbo´lica.
5. Al obtener los resultados del prono´stico con RNA, se creo´ otra columna en la
hoja de Excel para desnormalizar los datos, invirtiendo la ecuacio´n 2.7, es decir
utilizando la ecuacio´n 5.1.
xn =
((
xn + 1
2
)
(xmax − xmin)
)
+ xmin (5.1)
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En donde xn es igual al valor normalizado; xmax es igual al valor ma´ximo del
conjunto de datos; y xmin es igual al valor mı´nimo del conjunto de datos.
5.2.3 Modelado
Lo primero que se realizo´ fue la gra´fica de la demanda en Excel, para poder
observar su comportamiento. Despue´s, usando la misma herramienta se calculo´ la
correlacio´n de la demanda del tipo de equipo con la serie de tiempo mensual.
Posteriormente, en bu´squeda de la estructura de la red con los mejores resul-
tados, se realizaron los siguientes tres escenarios:
1. Prono´stico con me´todo estad´ıstico tradicional.
Se siguieron los siguientes pasos:
a) Con el software SPSS se hizo el gra´fico de ACF y de PACF para observar que
modelo estad´ıstico podr´ıa ser el ma´s apropiado segu´n el comportamiento de
los datos.
b) Con ayuda del software Statgraphics se realizo´ una comparacio´n automa´tica
de modelos estad´ısticos, lo que permitio´ seleccionar a ARIMA como el me´todo
que mejor se ajusta a los datos.
c) Con el software Statgraphics se desarrollo´ el modelo estad´ıstico seleccionado en
el punto anterior (ARIMA) y se realizo´ el prono´stico de seis per´ıodos siguientes.
d) El modelo fue validado usando datos reales de los 6 u´ltimos per´ıodos de la
base de datos (abril del 2015 a septiembre del 2018) y con el correlograma de
residuales desarrollado en Statgraphics.
2. Prono´stico con modelado h´ıbrido (me´todo tradicional + RNA).
Teniendo los datos de la entrada segu´n una serie de tiempo y los datos de salida
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pronosticados con ayuda del me´todo ARIMA, la arquitectura que se definio´ para
la red fue la siguiente:
Datos de entrada: demanda histo´rica de transporte.
Datos objetivos: resultados de prediccio´n obtenidos con el me´todo ARIMA.
Porcentaje de datos para entrenamiento, validacio´n y prueba de la red: 70%,
15% y 15% respectivamente.
Software a utilizar: Neural Network Toolbox de MATLAB.
Modelo de red: NARX.
Tipo de red: PMC.
Algoritmo de entrenamiento: LM.
Nu´mero de capas de la red: 2 (1 oculta y 1 de salida).
Funcio´n de activacio´n capa oculta: tangente hiperbo´lica.
Funcio´n de activacio´n capa de salida: lineal.
Ecuacio´n para normalizacio´n de datos segu´n funcio´n de activacio´n: ecuacio´n
2.7.
Nu´mero de neuronas: 6 en la capa oculta (hallada usando la ecuacio´n 2.8,
teniendo en cuenta que se cuentan con 39 datos de entrada y 1 de salida), y
1 en la capa de salida.
Delays, retardos o retrasos: 2
E´pocas: sera´n determinadas por MATLAB de manera automa´tica.
Ecuacio´n para medir el desempen˜o del prono´stico: MSE.
3. Prono´stico con RNA.
Teniendo solo los datos de entrada segu´n una serie de tiempo, la arquitectura
que se definio´ sin utilizar la informacio´n del prono´stico realizado con el me´todo
ARIMA, fue muy similar a la definida para la prediccio´n con el modelado h´ıbrido,
las u´nicas variaciones son las siguientes:
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Datos objetivos: no aplica.
Modelo de red: NAR.
5.3 Fase III: Implementacio´n
En esta seccio´n se realizaron 3 pasos principales para identificar el compor-
tamiento de los datos, su correlacio´n y su autocorrelacio´n, para despue´s realizar el
prono´stico en cada uno de los escenarios propuestos.
Ana´lisis estad´ıstico:
1. Gra´fica de la demanda de transporte (equipos):
Se grafico´ la demanda de transporte de camiones o camionetas 3.5 en el Noreste
de Me´xico, desde enero del 2015 a marzo del 2018, la cual se puede observar en
la figura 5.1 sin presentar una tendencia marcada hacia la alza o hacia la baja.
2. Ca´lculos para obtener el coeficiente de autocorrelacio´n:
La figura 5.2 representa los ca´lculos realizados en Excel para obtener el coeficiente
de autocorrrelacio´n. Un r1 cercano a 0 confirma el comportamiento estacionario
de los datos ya que el coeficiente de autocorrelacio´n esta pro´ximo a ese valor.
3. Gra´ficas de autocorrelacio´n:
Se realizaron dos gra´ficas (figura 5.3 y 5.4) en SPSS, las cuales muestran que
los valores del coeficiente de correlacio´n se encuentran dentro de los l´ımites de
confianza y presentan un comportamiento estacionario. Como primera impresio´n
visual se puede decir que la serie de tiempo es estacionaria ya que las barras no
salen de las bandas, lo que muestra una covarianza de cero, por lo que se podr´ıa
utilizar un modelo ARIMA (Ortiz, 2012).
A continuacio´n se presentan los resultados obtenidos de los tres escenarios
propuestos:
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Figura 5.1: Serie de tiempo (demanda de transporte)
Fuente: Elaboracio´n propia
5.3.1 Prono´stico con me´todos tradicionales
Esta seccio´n permite observar el resultado de la comparacio´n de modelos reali-
zado en Statgraphics, en donde se indica que ARIMA es el me´todo que ma´s se ajusta
a los datos que se tienen.
Resultados Statgraphics
Comparacio´n de modelos:
Variable de datos: demanda de camiones
Nu´mero de observaciones = 39
I´ndice Inicial = 1.0
Intervalo de Muestra = 1.0
Modelos
(A) Caminata Aleatoria
(B) Caminata Aleatoria con drift = 5.18421
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Figura 5.2: Ca´lculos para obtener el coeficiente de autocorrelacio´n
Fuente: Elaboracio´n propia
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Figura 5.3: Funcio´n de autocorrelacio´n
Fuente: Elaboracio´n propia
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Figura 5.4: Funcio´n de autocorrelacio´n parcial
Fuente: Elaboracio´n propia
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(C) Media Constante = 118.179
(D) Tendencia Lineal = 61.1309 + 2.85243t
(E) Promedio Mo´vil Simple de 2 te´rminos
(F) Suavizacio´n Exponencial simple con α = 0.7668
(G) Suavizacio´n Exponencial de Brown con α = 0.205
(H) Suavizacio´n Exponencial de Holt con α = 0.7422 y β = 0.049
(I) ARIMA(2,0,2) con constante
(J) ARIMA(1,0,2) con constante
(K) ARIMA(0,1,2)
(L) ARIMA(0,1,2) con constante
(M) ARIMA(1,0,2)
Teniendo en cuenta los indicadores de error mostrados en la tabla 5.1, el modelo
que ma´s se ajusta a los datos con los que se cuenta y por ende, el que se utilizara´
para hacer el prono´stico de la demanda de transporte es el ARIMA(2,0,2).
Desarrollo del modelo estad´ıstico ARIMA (2,0,2) con constante
En Stargraphics se realizo´ el respectivo prono´stico con el modelo estad´ıstico
ARIMA (2,0,2). La tabla 5.2 muestra la prediccio´n realizada para la demanda de
equipos durante el per´ıodo en donde hay disponibilidad de datos (el histo´rico de los
39 meses) y los residuos generados (dato - prono´stico). Mientras que la tabla 5.3,
presenta los valores de los per´ıodos de tiempo que se determinaron como ✭✭ma´s alla´
de la serie de tiempo✮✮, permitiendo visualizar una prediccio´n de los 6 pro´ximos meses
siguientes a los 39 meses iniciales (abril del 2018 a septiembre del 2018). Como los
valores de la predidccio´n para los 6 pro´ximos meses esta´n dentro de los l´ımites de
establecidos, se puede decir que, el prono´stico realizado tiene un 95% de confianza.
La informacio´n anterior se puede observar en la figura 5.5 y en la 5.6.
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Tabla 5.1: Comparacio´n de Modelos
Modelo RMSE MAE ME
(A) 29.858 23.868 5.18421
(B) 29.799 24.098 1.50E-15
(C) 43.851 32.072 -2.92E-15
(D) 29.809 25.153 -2.19E-15
(E) 29.172 22.27 6.78378
(F) 28.802 22.087 6.0343
(G) 33.42 25.92 6.59812
(H) 29.241 22.845 -3.53437
(I) 25.373 19.414 0.721978
(J) 25.62 19.638 1.58612
(K) 26.579 20.275 3.80041
(L) 26.601 20.25 -0.77536
(M) 26.839 20.192 4.85412
Fuente: Elaboracio´n propia
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Tabla 5.2: Prono´stico de la serie temporal de demanda
de transporte, para los tiempos en donde se tiene infor-
macio´n disponible
Per´ıodo Datos Prono´stico Residuo
1 0 15.2858 -15.2858
2 28 33.7642 -5.76418
3 75 52.0157 22.9843
4 115 87.6685 27.3315
5 118 133.016 -15.0161
6 125 146.47 -21.4701
7 120 129.93 -9.93041
8 66 111.278 -45.2776
9 52 75.6656 -23.6656
10 45 45.6491 -0.649053
11 103 44.4207 58.5793
12 79 98.762 -19.762
13 151 127.629 23.3712
14 136 148.567 -12.5666
15 129 150.268 -21.2683
16 137 129.324 7.67628
17 110 120.631 -10.6309
18 125 113.995 11.0052
19 98 118.724 -20.7237
20 121 111.828 9.17234
21 95 113.058 -18.0581
22 95 107.244 -12.2444
23 107 96.5935 10.4065
24 92 102.519 -10.5192
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Tabla 5.2 continu´a de la pa´gina anterior
Per´ıodo Datos Prono´stico Residuo
25 125 105.819 19.1813
26 114 121.27 -7.26977
27 117 128.769 -11.7693
28 111 121.906 -10.9055
29 120 110.418 9.58208
30 161 113.052 47.9481
31 157 150.754 6.24637
32 190 176.976 13.0241
33 136 187.052 -51.0523
34 186 149.184 36.8155
35 176 141.242 34.7584
36 148 167.854 -19.8543
37 185 166.042 18.9576
38 164 164.812 -0.811598
39 197 161.388 35.6117
Fuente: Elaboracio´n propia
Tabla 5.3: Prono´stico de 6 per´ıodos futuros para la demanda de transporte
L´ımite en 95.0% L´ımite en 95.0%
Per´ıodo Prono´stico Inferior Superior
40 176.308 124.302 228.315
41 181.521 119.504 243.538
42 172.694 90.9291 254.458
43 160.379 64.6229 256.136
44 149.244 46.0478 252.441
45 140.802 34.2736 247.331
Fuente: Elaboracio´n propia
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Figura 5.5: Gra´fica de secuencia de tiempo para la demanda de la camioneta 3.5 en
el Noreste mexicano
Fuente: Elaboracio´n propia
Figura 5.6: Gra´fica prono´stico para la demanda de la camioneta 3.5 en el Noreste
mexicano
Fuente: Elaboracio´n propia
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Validacio´n del modelo
Para comprobar si el modelo que se realizo´ fue el adecuado, se grafico´ en Statgraphics
el correlograma de residuales que presentan la figuras 5.7 y 5.8, las cuales permiten
concluir que el modelo usado fue va´lido debido a que todas las autocorrelaciones
esta´n dentro de los l´ımites, es decir, que no fueron significativas. Adicionalmente,
la figura 5.9 muestra una distribucio´n normal de los residuos, ya que los puntos se
acercan a la l´ınea de tendencia.
Figura 5.7: Correlograma de residuales despue´s de usar el modelo de prono´stico
ARIMA (2,0,2) sobre la serie temporal de la demanda de transporte
Fuente: Elaboracio´n propia
Por u´ltimo, los valores pronosticados de los 6 per´ıodos siguientes se compararon
con los reales, lo que genero´ los residuos que se presentan en la tabla 5.4.
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Figura 5.8: Autocorrelaciones de residuos parciales para la demanda de la camioneta
3.5 en el Noreste mexicano
Fuente: Elaboracio´n propia
Figura 5.9: Gra´fica de probabilidad normal para residuos
Fuente: Elaboracio´n propia
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Tabla 5.4: Demanda real versus demanda pronosticada
Per´ıodo Demanda real Demanda pronosticada Residuo
40 182 176.308 5.692
41 181 181.521 -0.521
42 154 172.694 -18.694
43 175 160.379 14.621
44 229 149.244 79.756
45 218 140.802 77.198
Fuente: Elaboracio´n propia
En la siguiente seccio´n se presentara´ el prono´stico realizado con el modelo
h´ıbrido (ARIMA + RNA).
5.3.2 Prono´stico con modelo h´ıbrido: Me´todo
tradicional + RNA
Para el desarrollo del prono´stico usando un modelo h´ıbrido, se implemento´
la arquitectura inicial establecida en las conclusiones de los antecedentes, pero se
realizaron algunos ajustes para encontrar la red con menores errores. El esquema de
la red neuronal final se muestra en la figura 5.10. La red seleccionada cumple con
los para´metros:
Datos de entrada (x): historial de 39 meses de demanda del veh´ıculo ma´s usado
en la empresa (camioneta 3.5) en la zona con ma´s movimiento de transporte
de mercanc´ıa (Noreste de Me´xico).
Datos objetivos (y): resultados del prono´stico realizado con el me´todo ARIMA.
Porcentaje de datos para entrenamiento, validacio´n y prueba de la red: 80%,
5% y 15% respectivamente.
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Software a utilizar: Neural Network Toolbox de MATLAB.
Modelo de red: NARX.
Tipo de red: PMC.
Nu´mero de capas de la red: 2 (1 oculta y 1 de salida).
Funcio´n de activacio´n capa oculta: tangente hiperbo´lica.
Funcio´n de activacio´n capa de salida: lineal.
Ecuacio´n para normalizacio´n de datos segu´n funcio´n de activacio´n: ecuacio´n
2.7.
Ecuacio´n para desnormalizacio´n de datos de salida: la ecuacio´n inversa de la
2.7, es decir, la ecuacio´n 5.1.
Algoritmo de entrenamiento: LM.
Nu´mero de neuronas: 6 en la capa oculta (hallada usando la ecuacio´n 2.8
teniendo en cuenta que se cuentan con 39 datos de entrada y 1 de salida) y 1
en la capa de salida.
Retardos: 2
E´pocas: 15
Ecuacio´n para medir el desempen˜o del prono´stico: MSE.
¿Se reentreno´ la red?: s´ı, se adapto´ la red en reiteradas ocasiones con diferentes
arquitecturas (nu´mero de neuronas, nu´mero de retardos y porcentaje de datos
para validacio´n, prueba y entrenamiento) hasta encontrar el resultado que se
ajustara ma´s a los datos reales.
Explicacio´n de gra´ficas generadas:
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Figura 5.10: Esquema de la red NARX.
Fuente: Elaboracio´n propia
Figura 5.11: representa la respuesta del modelo NARX, en donde se puede
observar que existe convergencia entre los datos de entrenamiento y las salidas
generadas, con errores relativamente constantes y cercanos a cero.
Figura 5.12: representa el mejor desempen˜o de validacio´n, es decir, 1.561e-06
en la e´poca 9, un indicador positivo debido a su proximidad a cero.
Figura 5.13: representa la regresio´n de las variables, observando que los valores
se distribuyen de manera perfecta en el proceso de validacio´n y casi perfecta
en los dema´s procesos, teniendo como premisa que entre ma´s cerca este la R a
1, mayor dependencia existira´ entre los valores reales y los pronosticados (Mo
et al., 2016). Con lo anterior, queda comprobado la capacidad de prediccio´n
de la red desarrollada.
Figura 5.14: representa el histograma de error en donde se puede observar un
buen desempen˜o, ya que los valores se encuentran en 0.
Figura 5.15: representa las medidas de confianzas con las que se cuentan, debido
a que los valores no sobrepasan los l´ımites indicados.
Figura 5.16: demuestra que no hay correlacio´n de error entre la entrada y la
salida ya que de manera general los valores se encuentran dentro de los l´ımites
de confianza.
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Fuente: Elaboracio´n propia
La salida que genero´ la red h´ıbrida (ARIMA-RNA) tipo NARX son presentados
en tabla 5.5.
Tabla 5.5: Prono´stico hibr´ıdo (ARIMA-NARX) para los
tiempos en donde se tiene informacio´n disponible
Per´ıodo
Entradas
Norm
Salida ARIMA
Norm
Salida NARX
Norm
Error NARX
Norm
1 -1 -1
2 -0.715736041 -0.78484242
3 -0.23857868 -0.57232680 -0.54805179 -0.02427502
4 0.16751269 -0.157195071 -0.15438024 -0.00281483
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Tabla 5.5 continu´a de la pa´gina anterior
Per´ıodo
Entradas
Norm
Salida ARIMA
Norm
Salida NARX
Norm
Error NARX
Norm
5 0.197969543 0.370819172 0.36873135 0.00208782
6 0.269035533 0.527473973 0.52364514 0.00382883
7 0.218274112 0.334886607 0.33507255 -0.00018594
8 -0.329949239 0.117707675 0.12055365 -0.00284598
9 -0.472081218 -0.29695365 -0.29201149 -0.00494216
10 -0.543147208 -0.64645780 -0.61302369 -0.03343411
11 0.045685279 -0.660760965 -0.65221130 -0.00854967
12 -0.197969543 -0.02802530 -0.02443403 -0.00359128
13 0.532994924 0.308094375 0.29120774 0.01688664
14 0.38071066 0.551890884 0.55016841 0.00172248
15 0.30964467 0.571696876 0.57167506 0.00002182
16 0.390862944 0.32783050 0.32815072 -0.00032022
17 0.116751269 0.226611522 0.22987081 -0.00325929
18 0.269035533 0.14934370 0.15117257 -0.00182886
19 -0.005076142 0.204406921 0.20668844 -0.00228152
20 0.228426396 0.124111729 0.12562850 -0.00151677
21 -0.035532995 0.138433522 0.13983323 -0.00139971
22 -0.035532995 0.07073685 0.07226715 -0.00153030
23 0.086294416 -0.053274742 -0.04837834 -0.00489640
24 -0.065989848 0.015720206 0.01980852 -0.00408832
25 0.269035533 0.054144529 0.05457050 -0.00042597
26 0.157360406 0.234051868 0.23531973 -0.00126786
27 0.187817259 0.321368232 0.32139402 -0.00002579
28 0.126903553 0.241457283 0.24210001 -0.00064272
29 0.218274112 0.107694063 0.11010383 -0.00240977
30 0.634517766 0.138363659 0.14186439 -0.00350073
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Tabla 5.5 continu´a de la pa´gina anterior
Per´ıodo
Entradas
Norm
Salida ARIMA
Norm
Salida NARX
Norm
Error NARX
Norm
31 0.593908629 0.577355731 0.57733313 0.00002260
32 0.92893401 0.882677733 0.87707889 0.00559885
33 0.38071066 1 0.99482526 0.00517474
34 0.888324873 0.559075068 0.55667897 0.00239610
35 0.78680203 0.46660053 0.47039928 -0.00379875
36 0.502538071 0.776463588 0.77492254 0.00154105
37 0.878172589 0.755365142 0.75111346 0.00425168
38 0.664974619 0.741043348 0.73978289 0.00126046
39 1 0.701175202 0.69957030 0.00160490
Fuente: Elaboracio´n propia
Para realizar prediccio´n de los 6 per´ıodos siguientes a los que ya se conocen,
la funcio´n de bucle abierto que se hab´ıa utilizado anteriormente, fue cambiada por
la funcio´n de bucle cerrado, la cual es usada por la red para hacer predicciones de
varios pasos hacia adelante. La funcio´n bucle cerrado realiza lo que se puede observar
en la figura 5.17, es decir que reemplaza la entrada de retroalimentacio´n con una
conexio´n directa desde la capa de salida, al mismo tiempo que elimina un retraso o
retardo para predecir y(t + 1), una vez que y(t) este´ disponible, lo cual puede ser
observado en la figura 5.18 (MAT, 2015).
En la tabla 5.6 se puede observar los resultados del prono´stico realizado con la
red NARX, en donde se muestran las unidades de transporte que se requerira´n para
los per´ıodos 40, 41, 42, 43, 44, y 45.
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Tabla 5.6: Prono´stico de 6 per´ıodos futuros - Red tipo NARX
Per´ıodo
Prono´stico
Datos Norm
Prono´stico
Datos Desnorm
40 0.87492826 184.6804338
41 0.99999247 196.9992580
42 0.55907071 153.5684648
43 0.46659739 144.4598425
44 0.77646244 174.9815505
45 0.75537053 172.9039967
Fuente: Elaboracio´n propia
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Figura 5.17: Esquema de la red NARX bucle cerrado
Fuente: Elaboracio´n propia
Figura 5.18: Esquema de la red NARX con prediccio´n
Fuente: Elaboracio´n propia
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5.3.3 Prono´stico con RNA
Para el desarrollo del prono´stico usando solo RNA, se implemento´ la arquitec-
tura inicial establecida en las conclusiones de los antecedentes, pero se realizaron
algunos ajustes para encontrar la red con menores errores. El esquema de la red
neuronal final se muestra en la figura 5.19. La red seleccionada cumple con los
para´metros:
Datos de entrada (x): historial de 39 meses de demanda del veh´ıculo ma´s usado
en la empresa (camioneta 3.5) en la zona con ma´s movimiento de transporte
de mercanc´ıa (Noreste de Me´xico).
Porcentaje de datos para entrenamiento, validacio´n y prueba de la red: 70%,
15% y 15% respectivamente (valores que trae MATLAB por defecto).
Software a utilizar: Neural Network Toolbox de MATLAB.
Modelo de red: NAR.
Tipo de red: PMC.
Algoritmo de entrenamiento: LM.
Nu´mero de capas de la red: 2 (1 oculta y 1 de salida).
Funcio´n de activacio´n capa oculta: tangente hiperbo´lica.
Funcio´n de activacio´n capa de salida: lineal.
Ecuacio´n para normalizacio´n de datos segu´n funcio´n de activacio´n: ecuacio´n
2.7.
Ecuacio´n para desnormalizacio´n de datos de salida: la ecuacio´n inversa de la
2.7, es decir, la ecuacio´n 5.1.
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Nu´mero de neuronas: 18 en la capa oculta y 1 en la capa de salida. Se reali-
zaron varias corridas de la red con diferentes nu´meros de neuronas en la capa
oculta, empezando con 6 (debido a resultado hallado con la ecuacio´n 2.8 te-
niendo en cuenta que se cuentan con 39 datos de entrada y 1 de salida). La
experimentacio´n se detuvo al obtener buenos resultados con 18 neuronas.
Delays, retardos o retrasos: 2. Se realizaron varias corridas con diferentes nu´me-
ros de retrasos y distinto nu´mero de neuronas en la capa oculta. La experi-
mentacio´n se detuvo al obtener buenos resultados con 2 retrasos.
E´pocas: 8
Ecuacio´n para medir los errores del prono´stico: MSE.
¿Se rentreno´ la red?: s´ı, se adapto´ la red en reiteradas ocasiones con diferentes
arquitecturas (nu´mero de neuronas, nu´mero de retardos y porcentaje de datos
para validacio´n, prueba y entrenamiento) hasta encontrar el resultado que se
ajustara ma´s a los datos reales.
Figura 5.19: Esquema de la red NAR
Fuente: Elaboracio´n propia
Explicacio´n de gra´ficas generadas:
Figura 5.20: representa la respuesta del modelo NAR, en donde se puede ob-
servar que existe convergencia entre los datos de entrenamiento y las salidas
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generadas, adema´s de destacarse errores muy cercanos a 0, los cuales oscilan
entre 1 y -1.
Figura 5.21: representa el mejor desempen˜o de validacio´n, es decir, 0.079067
en la e´poca 2, un indicador positivo debido a su proximidad a cero.
Figura 5.22: representa la regresio´n de las variables, observando que los valo-
res poseen buena distribucio´n en los procesos de entrenamiento, validacio´n y
prueba, teniendo como premisa que entre ma´s cerca este la R a 1, mayor de-
pendencia existira´ entre los valores reales y los pronosticados Mo et al. (2016).
Con lo anterior queda comprobado la capacidad de prediccio´n de la red desa-
rrollada.
Figura 5.23: representa el histograma de error en donde se puede observar un
buen desempen˜o, ya que los valores se encuentran en 0.
Figura 5.24: representa las medidas de confianzas con las que se cuentan, en
donde se indica que en general los valores no sobrepasan los l´ımites indicados.
Figura 5.25: demuestra que no hay correlacio´n de error entre la entrada y la
salida, ya que de manera general los valores se encuentran dentro de los l´ımites
de confianza.
La salida que genero´ la RNA tipo NAR son presentados en tabla 5.7.
Tabla 5.7: Prono´stico con RNA, para los tiempos en don-
de se tiene informacio´n disponible
Per´ıodo
Entradas
Norm
Salidas NAR
Norm
Error NAR
Norm
1 -1
2 -0.715736041
3 -0.23857868 -0.31260099 0.07402231
4 0.16751269 -0.37176387 0.53927656
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Tabla 5.7 continu´a de la pa´gina anterior
Per´ıodo
Entradas
Norm
Salidas NAR
Norm
Error NAR
Norm
5 0.197969543 0.20994749 -0.01197795
6 0.269035533 0.28043460 -0.01139906
7 0.218274112 0.24487524 -0.02660113
8 -0.329949239 0.16465212 -0.49460136
9 -0.472081218 -0.45056648 -0.02151474
10 -0.543147208 -0.47806981 -0.06507740
11 0.045685279 -0.62458806 0.67027334
12 -0.197969543 0.19075381 -0.38872336
13 0.532994924 0.10185082 0.43114410
14 0.38071066 0.34300915 0.03770151
15 0.30964467 0.80635409 -0.49670942
16 0.390862944 0.30975764 0.08110530
17 0.116751269 0.33526044 -0.21850917
18 0.269035533 0.15640533 0.11263020
19 -0.005076142 0.30773696 -0.31281310
20 0.228426396 0.09356710 0.13485930
21 -0.035532995 0.19010419 -0.22563718
22 -0.035532995 0.11853038 -0.15406337
23 0.086294416 0.07781306 0.00848136
24 -0.065989848 0.05851127 -0.12450112
25 0.269035533 0.17995544 0.08908009
26 0.157360406 0.21007746 -0.05271705
27 0.187817259 0.14871223 0.03910503
28 0.126903553 0.28700518 -0.16010163
29 0.218274112 0.23073326 -0.01245915
30 0.634517766 0.30874370 0.32577406
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Tabla 5.7 continu´a de la pa´gina anterior
Per´ıodo
Entradas
Norm
Salidas NAR
Norm
Error NAR
Norm
31 0.593908629 0.62545405 -0.03154542
32 0.92893401 0.91294329 0.01599072
33 0.38071066 0.74056955 -0.35985889
34 0.888324873 1.51546732 -0.62714244
35 0.78680203 0.75217717 0.03462486
36 0.502538071 0.71674354 -0.21420547
37 0.878172589 0.94779519 -0.06962260
38 0.664974619 0.82755375 -0.16257913
39 1 0.83587928 0.16412072
Fuente: Elaboracio´n propia
Al igual que con la red tipo NARX, para realizar prediccio´n de los 6 per´ıodos
siguientes a los que ya se conocen, la funcio´n de bucle abierto que se hab´ıa utilizado
anteriormente fue cambiada por la funcio´n de bucle cerrado, la cual es usada por la
red para hacer predicciones de varios pasos hacia adelante. La funcio´n bucle cerrado
realiza lo que se puede observar en la figura 5.26, es decir que reemplaza la entrada
de retroalimentacio´n con una conexio´n directa desde la capa de salida, al mismo
tiempo que elimina un retraso o retardo para predecir y(t+1), una vez que y(t) este´
disponible, lo cual puede ser observado en la figura 5.27 (MAT, 2015).
En la tabla 5.8 se puede observar los resultados del prono´stico realizado con la
red NAR, en donde se muestran las unidades de transporte que se requerira´n para
los per´ıodos 40, 41, 42, 43, 44, y 45.
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Tabla 5.8: Prono´stico de 6 per´ıodos futuros - Red tipo NARX
Per´ıodo
Prono´stico
Datos Norm
Prono´stico
Datos Desnorm
40 0.71186178 168.61838527
41 0.71186178 168.61838527
42 1.09813085 206.66588864
43 0.82915660 180.17192468
44 1.33011446 229.51627406
45 0.91448781 188.57704894
Fuente: Elaboracio´n propia
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Figura 5.24: Error de autocorrelacio´n del modelo de red NAR
Fuente: Elaboracio´n propia
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Figura 5.25: Correlacio´n del error del modelo de red NAR
Fuente: Elaboracio´n propia
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Figura 5.26: Esquema de la red NAR bucle cerrado
Fuente: Elaboracio´n propia
Figura 5.27: Esquema de la red NAR con prediccio´n
Fuente: Elaboracio´n propia
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5.3.4 Fase IV: Evaluacio´n
A continuacio´n se mostrara´ una comparacio´n de los resultados obtenidos con los
tres modelos de prono´stico de serie de tiempo realizados (ARIMA, me´todo h´ıbrido y
RNA), para as´ı poder determinar cual es el que proporciona resultados ma´s exactos.
La tabla 5.9 muestra los resultados del prono´stico de la demanda de transporte
de mercanc´ıas de los datos de 39 per´ıodos con los que se cuentan en la base de
datos usada, para la zona Noreste de Me´xico, espec´ıficamente para la demanda de
camiones o camionetas 3.5 de una empresa manufacturera l´ıder en su ramo, ubicada
en San Nicola´s de los Garzas, Nuevo Le´on. Comparando el MSE de los tres modelos
realizados, se puede observar que los resultados del me´todo ARIMA tienen menos
errores que los de los me´todos de RNA, aunque es necesario resaltar que esa diferencia
no es sustancial y se debe tener en cuenta que en los dos primeros per´ıodos las RNA
no arrojaron informacio´n debido al retardo seleccionado.
Tabla 5.9: Comparacio´n de resultados
Per´ıodo Datos
Resultado
ARIMA
Resultado
NARX
Resultado
NAR
1 0 15 - -
2 28 34 - -
3 75 52 42 68
4 115 88 83 62
5 118 133 135 119
6 125 146 150 126
7 120 130 131 123
8 66 111 110 115
9 52 76 69 54
10 45 46 35 51
11 103 44 33 37
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Tabla 5.9 continu´a de la pa´gina anterior
Per´ıodo Datos
Resultado
ARIMA
Resultado
NARX
Resultado
NAR
12 79 99 96 117
13 151 128 129 109
14 136 149 153 132
15 129 150 155 178
16 137 129 131 129
17 110 121 121 132
18 125 114 113 114
19 98 119 119 129
20 121 112 111 108
21 95 113 112 117
22 95 107 105 110
23 107 97 93 106
24 92 103 100 104
25 125 106 104 116
26 114 121 122 119
27 117 129 130 113
28 111 122 122 127
29 120 110 109 121
30 161 113 112 129
31 157 151 155 160
32 190 177 185 188
33 136 187 197 171
34 186 149 154 248
35 176 141 144 173
36 148 168 175 169
37 185 166 173 192
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Tabla 5.9 continu´a de la pa´gina anterior
Per´ıodo Datos
Resultado
ARIMA
Resultado
NARX
Resultado
NAR
38 164 165 171 180
39 197 161 168 181
MSE 561 647 674
Fuente: Elaboracio´n propia
En contraste a la tabla 5.9, la tabla 5.10 muestra una disminucio´n sustancial
de errores en los resultados del prono´stico de 6 per´ıodos futuros realizados con RNA
en comparacio´n con el me´todo ARIMA, en donde se observa que la red tipo NAR
tuvo un MSE menor, por lo que, se puede confirmar el proceso de aprendizaje que
realizaron las redes con los 39 per´ıodos anteriores. La comparacio´n de los resultados
del prono´stico de los 6 per´ıodos futuros realizados con los 3 me´todos propuestos,
pueden ser observados en la figura 5.28.
Tabla 5.10: Comparacio´n de prono´stico de 6 per´ıodos futuros
Per´ıodo
Datos
reales
Resul.
ARIMA
Eror
ARIMA
Resul.
NARX
Error
NARX
Resul.
NAR
Error
NAR
40 182 176 6 185 -3 169 13
41 181 182 -1 197 -16 169 12
42 154 173 -19 154 0 207 -53
43 175 160 15 144 31 180 -5
44 229 149 80 175 54 230 -1
45 218 141 77 173 45 189 29
MSE 2,153 1,025 666
Fuente: Elaboracio´n propia
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Figura 5.28: Prono´stico per´ıodos futuros (camioneta 3.5 Noreste de Me´xico) - Com-
paracio´n de modelos
Fuente: Elaboracio´n propia
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5.4 Conclusio´n de implementacio´n y
resultados
Hasta el momento se han presentando hallazgos de la investigacio´n realizada,
en donde se puede observar que con respecto a la fase de entrenamiento, un modelo
tradicional como ARIMA genero´ mejores resultados en comparacio´n con los propor-
cionados por las RNA, los cuales no fueron muy sustanciales. Al concluir su fase
de entrenamiento con los datos que ya se conoc´ıan (primeros 39 peridos), las RNA
obtuvieron mejor desempen˜o que ARIMA realizando prono´stico del transporte de
mercanc´ıas de 6 per´ıodos futuros (per´ıodo 40 al 45), es por ende que se resalta su
utilidad dentro del a´mbito log´ıstico.
Despue´s de haber desarrollado la metodolog´ıa propuesta con la cual se puede
observar un buen desempen˜o de aprendizaje y de prediccio´n de las Redes Neuronales
Artificiales, en el pro´ximo cap´ıtulo se presentara´n las conclusiones de esta investiga-
cio´n.
Cap´ıtulo 6
Conclusiones
El uso de prono´sticos es un proceso clave que contribuye a la toma de decisio-
nes estrate´gicas, ta´cticas y operativas, es por ende, que el ana´lisis de la informacio´n
generada en las empresas se convierte en un factor esencial en la bu´squeda de pre-
dicciones muy cercanas a la realidad. Frecuentemente los actores de las cadenas de
suministro intentan predecir eventos futuros para poder hacer frente a la incertidum-
bre de mercados dina´micos, es as´ı como en esta tesis se realizo´ una comparacio´n de
diferentes herramientas para evaluar la precisio´n de sus resultados aprovechando los
datos almacenados en un TMS, con lo que se genero´ un prono´stico de la demanda
de transporte de mercanc´ıas (de una unidad de transporte, en un zona respectiva)
de una empresa manufacturera, a trave´s del me´todo ARIMA, de RNA tipo NARX y
tipo NAR. A continuacio´n se presentara´n los hallazgos de la investigacio´n realizada:
Un TMS puede ser aprovechado de mejor manera, haciendo uso de su capa-
cidad de almacenamiento de datos mediante el ana´lisis de los mismos, tras-
forma´ndolos en informacio´n u´til para la toma de decisiones. Cabe a aclarar,
que la metodolog´ıa propuesta tambie´n aplica para empresas que no cuentan
con un software como TMS (aunque no se asegura la confiabilidad de los datos
debido a la manipulacio´n humana), solo requieren tener un base de datos con
informacio´n histo´rica de la variable que se requiera pronosticar.
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No se encontro´ un me´todo perfecto para la prediccio´n de eventos futuros de
transporte de mercanc´ıa, pero s´ı se obtuvieron buenos resultados con los 3
me´todos utilizados.
Las RNA son herramientas prometedoras en el campo de la log´ıstica, en esta
investigacio´n la red NARX mejoro´ los resultados del me´todo ARIMA y la red
NAR obtuvo el mejor desempen˜o de prediccio´n de los 6 per´ıodos futuros.
Como lo han afirmando diferentes autores, no existe una fo´rmula determinada
que permita hallar la arquitectura perfecta para realizar prono´sticos con RNA,
as´ı que, la experimentacio´n es un proceso u´til para poder encontrar resultados
satisfactorios.
6.1 Contribuciones
Esta investigacio´n realiza una aportacio´n log´ıstica, al proponer una metodo-
log´ıa para realizar un prono´stico de la demanda de transporte de mercanc´ıas, que
contribuya a la toma de decisiones estrate´gicas, ta´cticas y operativas en las empresas,
comparando modelos tradicionales con la utilizacio´n de RNA. El propo´sito central
de esta tesis es reforzar la importancia del ana´lisis de la informacio´n para combatir la
incertidumbre del futuro por medio de prono´sticos lo ma´s certeros posibles, usando
las herramientas que mejor se adapten a la base de datos con la que se cuenta o
mediante el uso de te´cnicas adaptativas aportadas por el ML.
6.2 Trabajo futuro
Como trabajo futuro se proponen los siguientes puntos:
Generar pruebas de hipo´tesis para medias y diferencias de medias con diferentes
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casos de estudio para la validez general de la hipo´tesis, y as´ı comprobar que
funciona para el prono´stico transporte de mercanc´ıas en cualquier caso.
Utilizar una base de datos ma´s robusta, es decir, con ma´s informacio´n histo´rica
para observar si los resultados son mejorados.
Al obtener ma´s informacio´n histo´rica, se podr´ıa realizar prono´sticos a largo
plazo para observar el comportamiento futuro de los datos en un per´ıodo mayor
al determinado en esta investigacio´n.
Adicionar a la comparacio´n, el prono´stico realizado con una variable exo´gena
diferente al resultado obtenido con el me´todo ARIMA.
Realizar un prono´stico que no sea basado en series de tiempo para poder ob-
servar los resultados cuando se tiene ma´s de una variable dependiente.
Replicar la metodolog´ıa en una ambiente log´ıstico ma´s amplio (por ejemplo,
con un transportista) para observar si se obtienen resultados similares a los
que fueron logrados en esta tesis.
Realizar una interfaz gra´fica, ma´s conocida como GUI por su nombre en ingle´s
(Graphical User Interface) en la herramienta MATLAB para crear un espacio
ma´s interactivo que permita la prediccio´n de eventos futuros.
Probar con otras configuraciones de arquitectura de RNA para realizar una
comparacio´n ma´s amplia de los resultados de prediccio´n, por ejemplo, usar
otra funcio´n de entrenamiento, de activacio´n, etce´tera.
Comparar el resultado del prono´stico con otras herramientas, por ejemplo con
diferentes software estad´ısticos (R, Weka, IBM SPSS Statistics, etc.).
Utilizar la metodolog´ıa propuesta para hacer prono´stico de la demanda de
ventas.
Identificar si existe alguna relacio´n entre el nivel de integracio´n de una empresa;
segu´n la figura 4.1, y el error del prono´stico.
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6.3 Recomendaciones
Organizaciones como la utilizada en el caso de estudio, deben ser conscientes
que la competencia actual no es entre empresas, sino entre cadenas de sumu-
nistro, por lo que su integracio´n es un proceso fundamental, la cual empieza de
manera interna, es por ende, que los prono´sticos se deben hacer de forma global
para que puedan ser extendidos a todas las a´reas que lo requieran, teniendo en
consideracio´n su historial de ventas.
Las empresas tienen como reto, alinearse a los requerimientos actuales de sus
clientes aprovechando las TICs existentes, deben tener presente que la tenden-
cia mundial es hacia una ✭✭log´ıstica predictiva✮✮.
Ape´ndice A
Abreviaturas
La tabla A.1 muestra el significado de las abreviaturas que fueron usadas en
esta tesis.
Tabla A.1: Abreviaturas
Abrev Significado Traduccio´n
8Rs 8 rights of logistics 8Rs log´ısticas (8 Cs log´ısticas)
ACF Autocorrelation Function Funcio´n de Autocorrelacio´n
AME Mean Absolute Error Error absoluto medio
ANN Artificial Neural Network Red Neuronal Aritificial
ARIMA
Autoregressive Integrated
Moving Average
Media mo´vil integrado
autorregresivo
ARV Average Relative Variance Varianza relativa promedio
BD Big Data Macro datos
BFGS
Broyden–Fletcher–
Goldfarb–Shanno
-
BIC
Bayesian information
criterion
Criterio de informacio´n
bayesiano
BP Backpropagation Algoritmo repropagacio´n
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Table A.1 continu´a de la pa´gina anterior
Abrev Significado Traduccio´n
CETE -
Certificado de la Tesorer´ıa
de la Federacio´n
CRM
Consumer Relationship
Management
Gestio´n de relaciones con
el consumidor
CRP
Continous Replenishment
Program
Programa de reposicio´n
continua
DJIA
Dow Jones Industrial
Average
Promedio Industrial Dow
Jones
DL Deep Learning -
DM Data Mining -
ECR
Eficient Consumer
Response
Respuesta eficiente al
consumidor
EDI
Electronic Document
Procurement
Obtencio´n de documentos
electro´nicos
EMD
Empirical Model
Decomposition
Me´todo descomposicio´n
de modo emp´ırico
EPC
Electronic Product
Code
Co´digo de producto
electro´nico
ERP
Enterprise Resource
Planning
Planificador de recursos
empresariales
FFA Firefly algorithm Algoritmo lucie´rnaga
GA Genetic Algorithm Algoritmo gene´tico
GMARE
Geometric Mean Relative
Absolute Error
Error absoluto de media
geome´trica relativa
GPA Grade Point Average Promedio de calificaciones
GPS Global Position System
Sistema de posicionamiento
global
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Table A.1 continu´a de la pa´gina anterior
Abrev Significado Traduccio´n
GRG2
Generalized Reduced
Gradient 2
Gradiente reducido
generalizado (versio´n
mejorada)
GUI Graphical User Interface Interfaz gra´fica del usuario
HW Holt-Winters Me´todo Holt-Winters
IA - Inteligencia Artificial
IBP
Incremental Back
Propagation algorithm
Algoritmo de repropagacio´n
incremental
INEGI -
Instituto Nacional de
Estad´ıstica y Geograf´ıa
ITS
Intelligent Transportation
Systems
Sistemas inteligentes de
transporte
kW Kilovatio -
LM Levenberg-Marquardt
Algoritmo
Levenberg-Marquardt
LMS Labor Management System Sistema de gestio´n laboral
LS-SVM
Least Squares-Support
Vector Machine
Me´todo de prediccio´n
LS-SVM
MAD Mean Absolute Deviation Desviacio´n media absoluta
MAPE
Mean Absolute Percentage
Error
Error porcentual absoluto medio
MATLAB Matrix Laboratory Laboratorio de matrices
MdAPE
Median Absolute
Percentage Error
Error porcentual absoluto
medio
ME Mean Error Error medio
ML Machine Learning -
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Table A.1 continu´a de la pa´gina anterior
Abrev Significado Traduccio´n
MLFFN
Multilayer Feedforward
Network
Red multicapa prealimentada
MRP
Material Requirement
Planning
Planeacio´n de recursos de
materiales
MSE Mean Squared Error Error cuadra´tico medio
MSPE
Mean Squared Prediction
Error
Error porcentual cuadra´tico
medio
NAR
Nonlinear Autoregressive
Network
Modelo dina´mico
autorregresivo no lineal
NARX
Nonlinear Autoregressive
Network with Exogenous
Inputs
Modelo dina´mico
autorregresivo no lineal
con variables exo´genas
OD - Orden de Distribucio´n
OTM
Oracle Transportation
Management
Administrador de transporte
de Oracle
OV - Orden de Venta
PACF
Partial Autocorrelation
Function
Funcio´n de Autocorrelacio´n
Parcial
RFID
Radio Frequency
Identification
Identicacio´n por radiofrecuencia
RMSE Root Mean Squared Error Ra´ız del error cuadra´tico medio
RNA - Red(es) Neuronal(es) Artificial(es)
RS Routing System Sistema de enrutamiento
SES
Single Exponential
Smoothing
Suavizacio´n exponencial simple
SMA Simple Moving Average Media mo´vil simple
SSE Sum of Squared Error Suma de error al cuadrado
Ape´ndice A. Abreviaturas 154
Table A.1 continu´a de la pa´gina anterior
Abrev Significado Traduccio´n
SVM Support Vector Machine
Me´todo de prediccio´n
Support Vector Machine
TIC -
Tecnolog´ıa de la informacio´n
y de comunicacio´n
TMS
Transportation Management
System
Sistema para la gestio´n de
transporte
U-coeff - Coeficiente U
V Voltio -
VMI Vendor Managed Inventory
Inventario administrado por el
proveedor
WMS
Warehouse Management
System
Sistema de gestio´n de almacenes
Fuente: Elaboracio´n propia
A continuacio´n se muestran los co´digos utilizados para generar el prono´stico
requerido por medio de RNA.
Ape´ndice B
Co´digo MATLAB
B.1 Red tipo NARX
% Solve an Autoregression Problem with External Input with a NARX Neural
Network
% Script generated by Neural Time Series app
% Created 10-Nov-2018 14:20:59
%
% This script assumes these variables are defined:
%
% InputNormH - input time series.
% OutputNormH - feedback time series.
load(’InputNormH.mat’)
load(’OutputNormH.mat’)
X = InputNormH;
T = OutputNormH;
% Choose a Training Function
% For a list of all training functions type: help nntrain
% ’trainlm’ is usually fastest.
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% ’trainbr’ takes longer but may be better for challenging problems.
% ’trainscg’ uses less memory. Suitable in low memory situations.
trainFcn = ’trainlm’;% Levenberg-Marquardt backpropagation.
% Create a Nonlinear Autoregressive Network with External Input
inputDelays = 1:2;
feedbackDelays = 1:2;
hiddenLayerSize = 6;
net = narxnet(inputDelays,feedbackDelays,hiddenLayerSize,’open’,trainFcn);
% Choose Input and Feedback Pre/Post-Processing Functions
% Settings for feedback input are automatically applied to feedback output
% For a list of all processing functions type: help nnprocess
% Customize input parameters at: net.inputsi.processParam
% Customize output parameters at: net.outputsi.processParam
net.inputs1.processFcns = ’removeconstantrows’,’mapminmax’;
net.inputs2.processFcns = ’removeconstantrows’,’mapminmax’;
% Prepare the Data for Training and Simulation
% The function PREPARETS prepares timeseries data for a particular network,
% shifting time by the minimum amount to fill input states and layer
% states. Using PREPARETS allows you to keep your original time series data
% unchanged, while easily customizing it for networks with differing
% numbers of delays, with open loop or closed loop feedback modes.
[x, xi, ai, t] = preparets(net,X, , T );
% Setup Division of Data for Training, Validation, Testing
% For a list of all data division functions type: help nndivide
net.divideFcn = ’dividerand’;% Divide data randomly
net.divideMode = ’time’;% Divide up every sample
net.divideParam.trainRatio = 80/100;
net.divideParam.valRatio = 15/100;
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net.divideParam.testRatio = 5/100;
% Choose a Performance Function
% For a list of all performance functions type: help nnperformance
net.performFcn = ’mse’;% Mean Squared Error
% Choose Plot Functions
% For a list of all plot functions type: help nnplot
net.plotFcns = ’plotperform’,’plottrainstate’, ’ploterrhist’, ...
’plotregression’, ’plotresponse’, ’ploterrcorr’, ’plotinerrcorr’;
% Train the Network
[net, tr] = train(net, x, t, xi, ai);
% Test the Network
y = net(x,xi,ai);
e = gsubtract(t,y);
performance = perform(net,t,y)
% Recalculate Training, Validation and Test Performance
trainTargets = gmultiply(t,tr.trainMask);
valTargets = gmultiply(t,tr.valMask);
testTargets = gmultiply(t,tr.testMask);
trainPerformance = perform(net,trainTargets,y)
valPerformance = perform(net,valTargets,y)
testPerformance = perform(net,testTargets,y)
% View the Network
view(net)
% Plots
% Uncomment these lines to enable various plots.
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% figure, plotperform(tr)
% figure, plottrainstate(tr)
% figure, ploterrhist(e)
% figure, plotregression(t,y)
% figure, plotresponse(t,y)
% figure, ploterrcorr(e)
% figure, plotinerrcorr(x,e)
% Closed Loop Network
% Use this network to do multi-step prediction.
% The function CLOSELOOP replaces the feedback input with a direct
% connection from the outout layer.
netc = closeloop(net);
netc.name = [net.name ’ - Closed Loop’];
view(netc)
[xc, xic, aic, tc] = preparets(netc,X, , T );
yc = netc(xc,xic,aic);
closedLoopPerformance = perform(net,tc,yc)
% Multi-step Prediction
% Sometimes it is useful to simulate a network in open-loop form for as
% long as there is known output data, and then switch to closed-loop form
% to perform multistep prediction while providing only the external input.
% Here all but 5 timesteps of the input series and target series are used
% to simulate the network in open-loop form, taking advantage of the higher
% accuracy that providing the target series produces:
numTimesteps = size(x,2);
knownOutputTimesteps = 1:(numTimesteps-5);
predictOutputTimesteps = (numTimesteps-4):numTimesteps;
X1 = X(:,knownOutputTimesteps);
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T1 = T(:,knownOutputTimesteps);
[x1, xio, aio] = preparets(net,X1, , T1);
[y1, xfo, afo] = net(x1, xio, aio);
% Next the the network and its final states will be converted to
% closed-loop form to make five predictions with only the five inputs
% provided.
x2 = X(1,predictOutputTimesteps);
[netc, xic, aic] = closeloop(net, xfo, afo);
[y2, xfc, afc] = netc(x2, xic, aic);
multiStepPerformance = perform(net,T(1,predictOutputTimesteps),y2)
% Alternate predictions can be made for different values of x2, or further
% predictions can be made by continuing simulation with additional external
% inputs and the last closed-loop states xfc and afc.
% Step-Ahead Prediction Network
% For some applications it helps to get the prediction a timestep early.
% The original network returns predicted y(t+1) at the same time it is
% given y(t+1). For some applications such as decision making, it would
% help to have predicted y(t+1) once y(t) is available, but before the
% actual y(t+1) occurs. The network can be made to return its output a
% timestep early by removing one delay so that its minimal tap delay is now
% 0 instead of 1. The new network returns the same outputs as the original
% network, but outputs are shifted left one timestep.
nets = removedelay(net);
nets.name = [net.name ’ - Predict One Step Ahead’];
view(nets)
[xs, xis, ais, ts] = preparets(nets,X, , T );
ys = nets(xs,xis,ais);
stepAheadPerformance = perform(nets,ts,ys)
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% Deployment
% Change the (false) values to (true) to enable the following code blocks.
% See the help for each generation function for more information.
if (false)
% Generate MATLAB function for neural network for application
% deployment in MATLAB scripts or with MATLAB Compiler and Builder
% tools, or simply to examine the calculations your trained neural
% network performs.
genFunction(net,’myNeuralNetworkFunction’);
y = myNeuralNetworkFunction(x,xi,ai);
end
if (false)
% Generate a matrix-only MATLAB function for neural network code
% generation with MATLAB Coder tools.
genFunction(net,’myNeuralNetworkFunction’,’MatrixOnly’,’yes’);
x1 = cell2mat(x(1,:));
x2 = cell2mat(x(2,:));
xi1 = cell2mat(xi(1,:));
xi2 = cell2mat(xi(2,:));
y = myNeuralNetworkFunction(x1,x2,xi1,xi2);
end
if (false)
% Generate a Simulink diagram for simulation or deployment with.
% Simulink Coder tools.
gensim(net);
end
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B.2 Red tipo NAR
% Solve an Autoregression Time-Series Problem with a NAR Neural Network
% Script generated by Neural Time Series app
% Created 20-Nov-2018 17:32:56
%
% This script assumes this variable is defined:
%
% InputNormH - feedback time series.
load(’InputNormH.mat’)
T = InputNormH;
% Choose a Training Function
% For a list of all training functions type: help nntrain
% ’trainlm’ is usually fastest.
% ’trainbr’ takes longer but may be better for challenging problems.
% ’trainscg’ uses less memory. Suitable in low memory situations.
trainFcn = ’trainlm’;% Levenberg-Marquardt backpropagation.
% Create a Nonlinear Autoregressive Network
feedbackDelays = 1:2;
hiddenLayerSize = 18;
net = narnet(feedbackDelays,hiddenLayerSize,’open’,trainFcn);
% Choose Feedback Pre/Post-Processing Functions
% Settings for feedback input are automatically applied to feedback output
% For a list of all processing functions type: help nnprocess
net.input.processFcns = ’removeconstantrows’,’mapminmax’;
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% Prepare the Data for Training and Simulation
% The function PREPARETS prepares timeseries data for a particular network,
% shifting time by the minimum amount to fill input states and layer
% states. Using PREPARETS allows you to keep your original time series data
% unchanged, while easily customizing it for networks with differing
% numbers of delays, with open loop or closed loop feedback modes.
[x, xi, ai, t] = preparets(net, , , T );
% Setup Division of Data for Training, Validation, Testing
% For a list of all data division functions type: help nndivide
net.divideFcn = ’dividerand’;% Divide data randomly
net.divideMode = ’time’;% Divide up every sample
net.divideParam.trainRatio = 70/100;
net.divideParam.valRatio = 15/100;
net.divideParam.testRatio = 15/100;
% Choose a Performance Function
% For a list of all performance functions type: help nnperformance
net.performFcn = ’mse’;
% Choose Plot Functions
% For a list of all plot functions type: help nnplot
net.plotFcns = ’plotperform’,’plottrainstate’, ’ploterrhist’, ...
’plotregression’, ’plotresponse’, ’ploterrcorr’, ’plotinerrcorr’;
% Train the Network
[net, tr] = train(net, x, t, xi, ai);
% Test the Network
y = net(x,xi,ai);
e = gsubtract(t,y);
performance = perform(net,t,y)
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% Recalculate Training, Validation and Test Performance
trainTargets = gmultiply(t,tr.trainMask);
valTargets = gmultiply(t,tr.valMask);
testTargets = gmultiply(t,tr.testMask);
trainPerformance = perform(net,trainTargets,y)
valPerformance = perform(net,valTargets,y)
testPerformance = perform(net,testTargets,y)
% View the Network
view(net)
% Plots
% Uncomment these lines to enable various plots.
% figure, plotperform(tr)
% figure, plottrainstate(tr)
% figure, ploterrhist(e)
% figure, plotregression(t,y)
% figure, plotresponse(t,y)
% figure, ploterrcorr(e)
% figure, plotinerrcorr(x,e)
% Closed Loop Network
% Use this network to do multi-step prediction.
% The function CLOSELOOP replaces the feedback input with a direct
% connection from the outout layer.
netc = closeloop(net);
netc.name = [net.name ’ - Closed Loop’];
view(netc)
[xc, xic, aic, tc] = preparets(netc, , , T );
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yc = netc(xc,xic,aic);
closedLoopPerformance = perform(net,tc,yc)
% Multi-step Prediction
% Sometimes it is useful to simulate a network in open-loop form for as
% long as there is known data T, and then switch to closed-loop to perform
% multistep prediction. Here The open-loop network is simulated on the
% known output series, then the network and its final delay states are
% converted to closed-loop form to produce predictions for 5 more
% timesteps.
[x1, xio, aio, t] = preparets(net, , , T );
[y1, xfo, afo] = net(x1, xio, aio);
[netc, xic, aic] = closeloop(net, xfo, afo);
[y2, xfc, afc] = netc(cell(0, 5), xic, aic);
% Further predictions can be made by continuing simulation starting with
% the final input and layer delay states, xfc and afc.
% Step-Ahead Prediction Network
% For some applications it helps to get the prediction a timestep early.
% The original network returns predicted y(t+1) at the same time it is
% given y(t+1). For some applications such as decision making, it would
% help to have predicted y(t+1) once y(t) is available, but before the
% actual y(t+1) occurs. The network can be made to return its output a
% timestep early by removing one delay so that its minimal tap delay is now
% 0 instead of 1. The new network returns the same outputs as the original
% network, but outputs are shifted left one timestep.
nets = removedelay(net);
nets.name = [net.name ’ - Predict One Step Ahead’];
view(nets)
[xs, xis, ais, ts] = preparets(nets, , , T );
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ys = nets(xs,xis,ais); stepAheadPerformance = perform(nets,ts,ys)
% Deployment
% Change the (false) values to (true) to enable the following code blocks.
% See the help for each generation function for more information.
if (false)
% Generate MATLAB function for neural network for application
% deployment in MATLAB scripts or with MATLAB Compiler and Builder
% tools, or simply to examine the calculations your trained neural
% network performs.
genFunction(net,’myNeuralNetworkFunction’);
y = myNeuralNetworkFunction(x,xi,ai);
end
if (false)
% Generate a matrix-only MATLAB function for neural network code
% generation with MATLAB Coder tools.
genFunction(net,’myNeuralNetworkFunction’,’MatrixOnly’,’yes’);
x1 = cell2mat(x(1,:));
xi1 = cell2mat(xi(1,:));
y = myNeuralNetworkFunction(x1,xi1);
end
if (false)
% Generate a Simulink diagram for simulation or deployment with.
% Simulink Coder tools.
gensim(net);
end
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