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MULTIDIMENSIONAL ROVELLA-LIKE ATTRACTORS
V. ARAUJO, A. CASTRO, M. J. PACIFICO AND V. PINHEIRO
Abstract. We present a multidimensional flow exhibiting a Rovella-like attractor: a
transitive invariant set with a non-Lorenz-like singularity accumulated by regular orbits
and a multidimensional non-uniformly expanding invariant direction. Moreover, this at-
tractor has a physical measure with full support and persists along certain submanifolds
of the space of vector fields. As in the 3-dimensional Rovella-like attractor, this example
is not robust. As a sub-product of the construction we obtain a new class of multi-
dimensional non-uniformly expanding endomorphisms without any uniformly expanding
direction, which is interesting by itself. Our example is a suspension (with singularities)
of this multidimensional endomorphism.
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1. Introduction and statements of the results
Flows in compact (two-dimensional) surfaces are very well understood since the ground-
breaking work of Peixoto [25, 26]. A theory of three-dimensional flows has steadily been
developing since the characterization of robust invariant sets in [21]. The study of singular
attractors for flows in higher dimensions is, however, mostly open; see [9, 20] and the recent
book [7] and references therein.
For non-robust but persistent attractors, like the Rovella attractor presented in [31],
there is still no higher-dimensional analogue. Other previous constructions yielding similar
behavior can be found in, e.g., [33, 32, 16, 36, 12, 11]. Of course, one may embed the
usual Rovella attractor (also known as contracting Lorenz attractor) into flows in any
dimension, just by multiplying by a strong contraction (the attractor is contained in a three-
dimensional submanifold, which is invariant and normally contracting for the flow). But
this procedure leads to flows without new dynamical phenomena. Moreover, it remains an
open problem, since the introduction of the contracting Lorenz models about two decades
ago, whether persistent non-robust attractors for singular flows may contain singularities
with multidimensional expanding directions.
Here we present a positive solution to this problem.
In a rather natural way, since low dimensional dynamics is much better understood than
the dynamics of general systems, the techniques used in the mathematical analysis of three-
dimensional attractors for flows frequently depend on a dimensional reduction through
projection along a stable manifold inside some Poincare´ cross-section. This method yields
a one-dimensional system whose dynamics can be nearly completely understood as well as
the dynamics of its small perturbations; see e.g. [19, 10].
In this work we start a rigorous study of a proposed higher dimensional analogue of
the three-dimensional Rovella attractor. Other examples of higher dimensional chaotic
attractors have been recently presented, e.g. by Bonatti, Pumarin˜o and Viana in [9] and
by Shilnikov and Turaev in [35], but these are robust sets, while our construction leads to
a persistent non-robust singular attractor.
In [9] the authors define a uniformly expanding map on a higher-dimensional torus, sus-
pend it as a time-one map of a flow, and then singularize the flow adding a singularity in a
convenient flow-box. This procedure creates a new dynamics on the torus presenting a mul-
tidimensional version of the one-dimensional expanding Lorenz-like map, and a flow with
robust multidimensional Lorenz-like attractors : the singularity contained in the attractor
may have any number of expanding eigenvalues, and the attractor remains transitive in a
whole neighbourhood of the initial flow. The construction in [35] is also robust but yields
a quasi-attractor: the attracting invariant set is not transitive but it is the maximal chain
recurrence class in its neighborhood.
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For the case of the Lorenz attractor and singular-hyperbolic attractors in general, see
e.g. [39] and [7]. In this class the equilibrium accumulated by regular orbits inside the
attractor has real eigenvalues λss < λs < 0 < λu satisfying λs+λu > 0 and a type of global
(collection of) cross-section(s) can be defined endowed with invariant stable laminations.
The quotient of the return map to the global cross-section over the stable leaves (see
contracting
directions
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Figure 1. On the left, the geometric Lorenz attractor with the contracting
directions on the cross-section Σ; on the right, the Lorenz one-dimensional
transformation.
Figure 1) is the one-dimensional Lorenz transformation. Our goal is to construct a flow
such that “after the identification by the stable directions”, the first return map in a
certain cross section M is a multidimensional version of the one-dimensional map of the
contracting Lorenz model (or Rovella attractor); see [31].
A Rovella-like attractor is the maximal invariant set of a geometric flow whose construc-
tion is very similar to the one that gives the geometric Lorenz attractor, [13, 1, 7], except
for the fact that the eigenvalues relation λu+λs > 0 there is replaced by λu+λs < 0, where
λu > 0 and λs is the weakest contractive eigenvalue at the origin. We remark that, unlike
the one-dimensional Lorenz map obtained from the usual construction of the geometric
Lorenz attractor, a one-dimensional map associated to the contracting Lorenz model has a
criticality at the origin, caused by the eigenvalue relation λu+λs < 0 at the singularity. In
Figure 2 we present some possible one-dimensional maps obtained through quotienting out
the stable direction of the return map to the global cross-section of the geometric model
of the contracting Lorenz attractor, as in Figure 1.
Figure 2. Several possible cases for the one-dimensional map for the con-
tracting Lorenz model
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The interplay between expansion away from the critical point with visits near the crit-
icality prevents this system to have uniform expansion and also prevents robustness, that
is, the attractor is not transitive on a whole neighborhood of the original flow. However
the Rovella attractors are persistent.
We say that an attractor Λ of a vector field X ∈ X3(M) is k-dimensionally persistent,
if there exists a C∞ submanifold P of X3(M) with codimension k and Λ admits a neigh-
borhood U in M such that for every Y ∈ T := {Y ∈ X3(M) : ∩t≥0Y
t(U) is transitive } we
have
lim
r→0
m(T ∩ S ∩ Br(Y ))
m(S ∩Br(Y ))
= 1
where S is any k-dimensional submanifold of X3(M) intersecting P transversely, m is k-
dimensional Lebesgue (volume) measure in S and Br(Y ) is the ball of radius r > 0 in S in
the C3 topology.
Rovella in [31] showed that this class of three-dimensional attractors is 2-dimensionally
persistent in the C3 topology. That is, for generic parameterized families of vector fields
passing through the original vector field X0, the parameters corresponding to transitive
attractors, with the same features of the Rovella attractor, form a positive Lebesgue measure
subset and full density at X0. We stress that Rovella-like and Lorenz-like attractors are
rather natural dynamical models since they appear in the generic unfolding of resonant
double homoclinic loops; see e.g. [28, 29, 30, 22, 23].
In this work we provide a multidimensional counterpart of this result. First we obtain
the attractor as follows.
Theorem A. For any dimension m = k + 5, k ∈ Z+, there exist a C∞ vector field
X ∈ X∞(Mm) on a m-dimensional manifold exhibiting a singular-attractor Λ, containing a
pair of hyperbolic singularities s0, s1 with different indexes in a trapping region U . Moreover
(1) there exists a map R : Σ 	 on a (k + 4)-dimensional cross-section Σ of the flow of
X such that
(a) the set Λ is the suspension of an attractor ΛΣ ⊂ Σ with respect to R;
(b) R admits a 3-dimensional stable direction Es and (k + 1)-dimensional center-
unstable direction Ec such that Es ⊕ Ec is a partially hyperbolic splitting of
TΣ | ΛΣ;
(c) ΛΣ supports a physical measure ν for R.
(2) Λ is the support of a physical hyperbolic measure µ for the flow X t: the ergodic basin
of µ is a positive Lebesgue measure subset of U and every Lyapunov exponent of µ
along the suspension of the bundle Ec is positive, except along the flow direction.
To prove Theorem A we follow the same strategy of [9] with two main differences.
On the one hand, since we aim at a multidimensional version of the one-dimensional
map of the contracting Lorenz model, we have to deal with critical regions, that is, regions
where the derivative of the return map to a global cross-section vanishes. Because of this,
proving the existence of non-trivial attractors for the flow arising from such construction
requires a more careful analysis. Indeed, as in the one-dimensional case, depending on
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the dynamics of the critical region, every attractor for the return map may be periodic
(trivial).
On the other hand, our construction leads to the presence of a pair of hyperbolic saddle
equilibria accumulated by regular orbits inside the attractor but with different indexes (the
dimension of their stable manifolds). This feature creates extra difficulties for the analysis
of the possible dynamics arising under small perturbations of the flow.
Typically, when the critical region is non-recurrent (which corresponds to Misiurewicz
maps in one-dimensional dynamics), most of the difficulties introduced by the critical region
can be bypassed. That is one of the main reasons for us to construct a kind of multidimen-
sional Misiurewicz dynamics. In general, such critical regions in dimension greater than one
are sub-manifolds, and one cannot rule out that they intersect each other under the action
of the dynamics. Albeit this, we shall exhibit a class of multidimensional Misiurewicz-like
endomorphisms that appears naturally in a flow dynamics; see Theorem 2.1 in Section 2.
This is an example of non-uniformly expading dynamics in higher dimensions which does
not exhibit any uniformly expanding direction and is conjugated to a skew-product of a
quadratic map with an expanding map, with the exception of at most two orbits.
This is the basic dynamics which we modify to obtain the return map R to a cross-
section of the flow, exhibiting an expanding invariant torus Tk1 that will absorve the image
of the critical region after the singularization of the associated flow. By topological reasons,
this map can not be seen as a time-one map of a suspension flow: locally its degree is not
constant. To bypass this new difficulty, we realize this map as a first return map of a flow
with singularities (after identification by stable directions). Afterwards, we singularize
a periodic orbit of this flow, i.e., we introduce a new singularity s of saddle-type, with
(k+1)-dimensional unstable manifold and 4-dimensional stable manifold. Moreover, all the
eigenvalues of s are real and if σs,i, and σu,j denote the stable and the unstable eigenvalues
at s respectively, then max{σs,i}+max{σu,j} < 0 for 1 ≤ i ≤ 4 and 1 ≤ j ≤ k+1. We say
that this kind of singularity is a Rovella-like singularity . The resulting flow will present a
multidimensional transitive Rovella-like attractor, supporting a physical measure, as stated
in Theorem A.
The existence of the physical/SRB measure for the original flow is obtained taking ad-
vantage of the fact that, through identification of stable leaves, we can project the dynamics
of the first return map R of the flow to a global cross-section into a one-dimensional trans-
formation with a Misiurewicz critical point.
We point out that the analysis of the dynamics of most perturbations of our flow cannot
be easily reduced (perhaps not at all) to a one-dimensional model. This indicates that
intrinsic multidimensional tools should be developed to fully understand this class of flows.
Thus extra difficulties arise to verify that this kind of multidimensional contracting Lorenz
attractor is persistent. We obtain the following partial result in this direction.
Theorem B. For any k ∈ Z+, there exists a (k + 2)-codimension submanifold P of the
space of C2 vector fields X2(M) such that
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(1) the vector field X from Theorem A belongs to P and, for all Y ∈ P in a neighborhood
U of X in X2(M), the Poincare´ return map RY to the cross-section Σ admits a 3-
dimensional strongly contracting Cγ foliation F, for some γ > 1. The induced map
gY on the quotient of Σ over F is a C
γ endomorphism on a cylinder [−1, 1]× Tk.
(2) for vector fields Y ∈ U \ P, the Poincare´ return map RY to the cross-section Σ
admits a one-dimensional strongly contracting Cγ foliation F, for some γ > 1. The
induced map gY on the quotient of Σ over F is a C
γ endomorphism on a manifold
diffeomorphic to the unit ball in Rk+3.
(3) for a vector field Y ∈ U ∩ P, if the quotient map gY sends the critical set inside
the stable manifold of the sink p(Y ), then this stable manifold contains the trapping
region U except for a zero Lebesgue measure subset.
Next we give the precise definitions and concepts involved in the previous statements.
1.1. Preliminary definitions and conjectures. In what followsM is a compact bound-
aryless finite dimensional manifold and X1(M) is the set of C1 vector fields onM , endowed
with the C1 topology. From now on we fix some smooth Riemannian structure on M and
an induced normalized volume form m that we call Lebesgue measure. We write also dist
for the induced distance on M and ‖ · ‖ for the induced Riemannian norm on TM . Given
X ∈ X1(M), we denote by X t, t ∈ R the flow induced by X , and if x ∈ M and [a, b] ⊂ R
then X [a,b](x) = {X t(x), a ≤ t ≤ b}.
We say that a differentiable map f : M 	 is C1+ if the derivative Df of f is Ho¨lder :
there are α,C > 0 such that for every x ∈ M we can find parametrized neighborhoods
U = φ(U0) of x and V = ψ(V0) of f(x) in M , where U0, V0 are neighborhoods of 0 in
Rdim(M) and φ, ψ are parametrizations of M , such that for all y1, y2 ∈ U
‖D(ψ−1 ◦ f ◦ φ)(y1)−D(ψ
−1 ◦ f ◦ φ)(y2)‖ ≤ C dist(y1, y2)
α.
A point p ∈ M is a periodic point for X t if X(p) 6= 0 and there exists τ > 0 such that
Xτ (p) = p. The minimal value of τ such that Xτ(p) = p is the period of p. If p is a
periodic point, we also say that the orbit O(p) = {X t(p) : t ∈ R} of p is a periodic orbit.
A singularity σ is an equilibrium point of X t, that is, X(σ) = 0. If X(p) 6= 0 then we say
that p is a regular point and its orbit O(p) is a regular orbit.
Let Λ be a compact invariant set of X ∈ X1(M). We say that Λ is an attracting set if
there exists an trapping region, i.e. an open set U ⊃ Λ such that X t(U) ⊂ U for t > 0 and
Λ =
⋂
t∈RX
t(U). Here A means the topological closure of the set A in the manifold we
are considering.
We say that an attracting set Λ is transitive if it is equal to the ω-limit set of a regular
X-orbit. We recall that the ω-limit set of a given point x with respect to the flow X t
of X is the set ω(x) of accumulation points of (X t(x))t>0 when t → +∞. An attractor
is a transitive attracting set and a singular-attractor is an attractor which contains some
equilibrium point of the flow. An attractor is proper if it is not the whole manifold. An
invariant set of X is non-trivial if it is neither a periodic orbit nor a singularity.
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Definition 1.1. Let Λ be a compact invariant set of a C1+ map f : M 	 , c > 0, and
0 < λ < 1. We say that Λ has a (c, λ)-dominated splitting if the bundle over Λ splits as
a Df -invariant sum of sub-bundles TΛM = E
s ⊕ Ecu, such that for all n ∈ Z+ and each
x ∈ Λ
‖Dfn | Esx‖ · ‖(Df
n | Ecux )
−1‖ < cλn. (1)
We say that a f -invariant subset Λ ofM is partially hyperbolic if it has a (c, λ)-dominated
splitting, for some c > 0 and λ ∈ (0, 1), such that the sub-bundle Es is uniformly contract-
ing: for all n ∈ Z+ and each x ∈ Λ we have
‖Dfn | Esx‖ < cλ
n. (2)
We denote by A the topological closure of the set A ⊂M in what follows.
Definition 1.2. A C1+ map g : M → M is non-uniformly expanding if there exists a
constant c > 0 such that
lim inf
n→+∞
1
n
n−1∑
j=0
log ‖(Dg(gj(x))−1‖ ≤ −c < 0 for Lebesgue almost every x ∈M.
Non-uniform expansion ensures the existence of absolutely continuous invariant proba-
bility measures under some mild extra assumptions on g, see below. One property of such
measures is that they have a “large ergodic basin”.
Definition 1.3. (physical measure and Ergodic basin for flows.) We say that an invariant
probability measure µ is a physical measure for:
• the flow given by a field X : M → TM if there exists a positive Lebesgue measure
B(µ) ⊂M such that for all x ∈ B(µ) we have 1
T
∫ T
0
ϕ ◦X t(x)dt −−−−→
T→+∞
∫
M
ϕdµ for
all continuous functions ϕ : M → R;
• the map g : M → M if there exists a positive Lebesgue measure B(µ) ⊂ M such
that for each x ∈ B(µ) we have 1
n
∑n−1
j=0 ϕ(g
j(x)) −−−−→
n→+∞
∫
M
ϕdµ for all continuous
functions ϕ :M → R.
The set B(µ) is called the ergodic basin of µ.
Note that Theorems A and B show that the singular-attractor Λ is not robustly transitive
not even robust: there exist arbitrary small perturbations Y of the vector field X such that
the orbits of the flow of Y , in a full Lebesgue measure set of points in U , converge to a
periodic attractor (a periodic sink for the flow). The singular-attractor Λ is not partially
hyperbolic in the usual sense (1) and (2) adapted to the flow setting, since we can only
define the splitting on the points of Λ which do not converge to the singular points s0, s1,
that is, we exclude the stable set of the singularities within Λ. The remaining set, however,
has full measure with respect to µ. Since the equilibria s0, s1 contained in Λ are hyperbolic
with different indexes (i.e. the dimension of their stable manifolds) we believe the following
can be proved.
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Conjecture 1. It is not possible to extend the dominated splitting on Λ away from equilibria
to the equilibria s0, s1 which belong to Λ.
In addition, the attractor Λ for X in U is such that the Jacobian along any 2-plane
Px, inside the central subbundle E
c
x for Lebesgue almost all x ∈ U , is asymptotically
expanded but not uniformly expanded, that is we can find a constant c > 0 such that
limt→+∞
1
t
log | detDX t | Px| ≥ c, but
1
t
log | detDX t | Px| can take an arbitrary long time
(depending on x) to become positive.
For the remaining cases, not analyzed in Theorem B, we conjecture that the quotient
map behaves in a similar way to the typical perturbations of a smooth one-dimensional
multimodal map.
Conjecture 2. For a vector field Y ∈ U, where U is the neighborhood of X in X2(M)
introduced in Theorem B, if the quotient map gY does not send the critical set inside the
stable manifold of the sink p(Y ), then the complement of this stable manifold contains the
basin of a physical measure for gY whose Lyapunov exponents are positive.
To make any progress in the understanding of this conjecture one needs to study the
interplay between the critical set, the expanding behavior in some regions of the space,
and the stable manifold of the sink, in a higher dimensional setting. We believe this will
demand the development of new ideas in dynamics and ergodic theory.
1.2. Organization of the text. We present the construction of the vector field X in
stages in Section 2. We start by constructing a non-uniformly expanding higher dimensional
endomorphism with critical points in Section 2.1. This provides a starting point for the
Poincare´ return maps R : Σ 	 of the statement of Theorem A. Then we adapt this first
construction to become the quotient of the return map of the flow we will construct, in
Section 2.2. In Section 2.3 we start the construction of the singular flow we are interested
in. This is done again in stages, and here we obtain a first candidate. Next we obtain the
vector field X after perturbing the candidate in Section 2.4.
We study the properties ofX and its unfolding in Section 3. We prove the existence of the
dominated splitting for the return map to the cross-section and describe the construction
of the physical measure with positive multidimensional Lyapunov exponents in Section 3.1,
completing the proof of Theorem A. The details on the existence of the physical measure
for the return map are left for Section 4, where “Benedicks-Carleson type” arguments are
adapted to our higher-dimensional setting.
The unfolding of the vector field X is studied in Section 3.2, where items (1-2) of The-
orem B are proved and the argument for the proof of item (3) is described. The proof of
this last item is given in Section 5.
We end with two appendixes. Appendix A provides an adaptation of a major technical
tool to our setting to prove the existence of an absolutely continuous measure for higher
dimensional non-uniformly expanding maps. Appendix B provides a topological argument
for the existence of a certain isotopy we need during the construction of the vector field X .
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2. The construction
Here we prove Theorem A. We start by providing an example of non-uniformly expading
dynamics in higher dimensions which is interesting by itself since it does not exhibit any
uniformly expanding direction. Then we adapt this example to obtain the Poincare´ return
map R in the statement of Theorem A. At the end of this section, we show how this yields
a construction of a singular attractor with k + 1 non-uniformly expanding directions on a
compact boundaryless (k + 5)-dimensional manifold M .
2.1. An example of non-uniformly expanding dynamics in high dimension. We
start by defining a non-uniformly expanding endomorphism of a (k+1)- dimensional man-
ifold N .
Let Υ : R × Ck → R × Ck be given by (t, z) 7→ (cos(πt), z sin(πt)). We consider
Tk = S1 × k. . .× S1 where S1 = {z ∈ C : |z| = 1} and let N = Υ([−1, 1]× Tk). Clearly N
has a natural differential structure: N = G−1({1, . . . , 1}) for
G : R× Ck → Rk : (t, z1, . . . , zk) = (t
2 + |z1|
2, . . . , t2 + |zk|
2)
which we name ”torusphere” and is a manifold of dimension k + 1, see Figure 3.
PSfrag replacements
−1 +1 T
k
N
Figure 3. The ”torusphere”: each parallel is a k-torus.
We remark that this manifold is the boundary of M := G−1([0, 1]k), which is a “solid
torusphere”, that is M ∩ ({t} ×Rk) ≃ Tk ×D for all −1 < t < 1, where D is the unit disk
in C. In what follows we write I = [−1, 1].
Let g0 : I 	 be a C
1+ non-flat unimodal map with the critical points c0 = 0 and
c1 = g0(c0) = 1 as follows
g0(x) =
{
ς+
(∣∣x
2
(
1− x
2
)∣∣α) if x ∈ [0, 1]
ς−(|x|α) if x ∈ [−1, 0)
;
for C∞ diffeomorphisms ς± : [0, 1]→ I such that both ς+ and ς− are monotonous decreas-
ing. Moreover we assume that the critical order α is strictly between 1 and 2, 1 < α < 2,
and that g0 satisfies (see Figure 4):
(1) g0(±1) = −1 and g0 has exactly two fixed points, namely, p0 = −1 and 0 < p1 < 1;
(2) g′0(p0) > 1 and g
′
0(p1) < −1.
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Figure 4. The one-dimensional map g0.
It is well known that these maps are non-uniformly expanding and conjugated to the tent
map (see the proof of Lemma 2.3 in what follows). Thus, in particular, they are topolog-
ically transitive and admit a unique absolutely continuous probability measure supported
on the entire interval.
Now we define f1 : C
k → Ck by (w1, . . . , wk) 7→ (w
2
1, . . . , w
2
k). Then the map g0 × f1 :
[−1, 1] × Tk 	 induces a C1+α map g : N 	 by g := Υ ◦ (gˆ0 × f1) ◦ Υ
−1. It is easy to see
that g takes meridians onto meridians and parallels onto parallels of the torusphere. This
means that the derivative of g preserves the directions associated to such foliations.
Next we state and prove the main properties of the map g defined above. This is the
main result of this subsection.
Theorem 2.1. For any k ∈ Z+, g is a non-uniformly expanding map of class C1+ on the
(k + 1)-manifold N , without any uniformly expanding directions, admitting an absolutely
continuous invariant probability measure with full ergodic basin in N , whose Lyapunov
exponents are all positive.
For the proof of theorem above we start with the following
Claim 2.2. The map g is a non-uniformly expanding map.
Using polar coordinates, we can take a parametrization h : (−1, 1)× (0, 2π)k → N given
by h(t,Θ) = h(t, θ1, . . . , θk) := (sin(
π
2
t), z(Θ) cos(π
2
t)), where Θ := (θ1, . . . , θk) and
z(Θ) := (cos(θ1), sin(θ1), . . . , cos(θk), sin(θk)) ∈ R
2k.
The image of h covers N except for a null Lebesgue measure set. Therefore, the expression
of g in these coordinates is(
sin(
π
2
t), cos(
π
2
t)z(Θ)
)
︸ ︷︷ ︸
:=x
7−→
(
sin(
π
2
g0(t)), cos(
π
2
g0(t))z(2Θ)
)
.
In the meridian directions, this implies that the derivative Dg(x) : TxN → Tg(x)N takes
the vector v :=
(
cos(π
2
t), sin(π
2
t)z(Θ)
)
to Dg(x)·v = g′0(t)·
(
cos(π
2
g0(t)), sin(
π
2
g0(t))z(2Θ)
)
.
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We adopt in R × R2k (where N is embedded) the norm 9(t, z)9 :=
√
|t|2 + ‖z‖2/k,
where ‖z‖ is the standard Euclidean norm in R2k. Therefore
9Dg(x) · v9
9v9
= |g′0(t)| ·
√
cos2(π
2
g0(t)) + sin
2(π
2
g0(t)) · ‖z(2Θ)‖2/k
cos2(π
2
t) + sin2(π
2
t) · ‖z(Θ)‖2/k
= |g′0(t)| ·
√
cos2(π
2
g0(t)) + sin
2(π
2
g0(t))
cos2(π
2
t) + sin2(π
2
t)
= |g′0(t)|.
Along the directions of the parallels, given any j ∈ {1, . . . , k} the derivative Dg(x) takes
the vector vj := (0, . . . ,− cos(
π
2
t) sin(θj), cos(
π
2
t) cos(θj), 0, . . . 0) to the vector
Dg(x) · vj = (0, . . . ,−2 cos(
π
2
g0(t)) sin(2θj), 2 cos(
π
2
g0(t)) cos(2θj), 0, . . . 0).
Therefore
‖|Dg(x) · vj |‖
‖|vj|‖
= 2
| cos(π
2
g0(t))| ·
√
sin2(2θj) + cos2(2θj)
| cos(π
2
t)| ·
√
sin2(θj) + cos2(θj)
= 2
∣∣∣cos(π2g0(t))
cos(π
2
t)
∣∣∣.
We note that for w =
∑k
j=1 αjvj , the relation
9Dg(x)·w9
9w9
= 2
∣∣∣cos(pi2 g0(t))cos(pi
2
t)
∣∣∣ also holds. Let
us call Ex the space generated by the directions of the parallels through x in TxN , and
m(x) := infw∈Ex
9Dg(x)·w|9
9w9
the minimum norm (or conorm) of Dg(x) restricted to Ex. We
have
1
n
n−1∑
j=0
logm(gj(x)) = log(2) +
1
n
n−1∑
j=0
log
∣∣∣cos(π2gj+10 (t))
cos(π
2
gj0(t))
∣∣∣ = log(2) + 1
n
log
∣∣∣∣cos(π2gn0 (t))cos(π
2
t)
∣∣∣∣ .
Thus we will have n−1
∑n−1
j=0 logm(g
j(x)) ≥ log 2 whenever | cos(π
2
gn0 (t))| ≥ | cos(
π
2
t)|,
which is true if, and only if, |gn0 (t)| ≤ |t|.
To conclude the proof of Claim 2.2 we use Lemma 2.3 below, whose proof we postpone
to the end of this subsection.
Lemma 2.3. Given a neighborhood U of c0, Lebesgue almost every orbit visits U infinitely
often.
Since c0 = 0, Lemma 2.3 ensures that for every given t ∈ I\{0} the inequality |g
n
0 (t)| ≤ |t|
is true for infinitely many values of n ≥ 1. This implies that
lim inf
n→+∞
1
n
n−1∑
j=0
log9(Dg | Egj(x))
−19 ≤ − log 2 < 0 for Lebesgue almost every x. (3)
Denoting Fx the direction of the meridian at TxN , for x = (t,Θ), we also showed that
lim inf
n→+∞
1
n
n−1∑
j=0
log9(Dg | Fgj(x))
−19 = − lim sup
1
n
n−1∑
j=0
log |g′0(g
j
0(t))| < 0 (4)
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for Lebesgue almost every t ∈ I, which is strictly negative by known results on unimodal
maps (see e.g. [10]). From (3) and (4) we obtain
lim sup
n→+∞
1
n
n−1∑
j=0
log9Dg(gj(x))−19−1 > 0 for Lebesgue almost every x. (5)
Hence, according to [27], g is a non-uniformly expanding map since, besides (5), the orbit
of the critical set clearly does not accumulate the critical set. This ensures that g admits
an absolutely continuous invariant probability measure, which is unique because g is a
transitive map (see the proof of Lemma 2.3 below).
To complete the proof of Theorem 2.1, we are left to prove Lemma 2.3.
Proof of Lemma 2.3. It is not difficult to see that g0 is topologically conjugated to the Tent
Map T (x) := 1 − 2|x| for x ∈ I under some homeomorphism h of the interval I. Indeed,
searching for h of the form h(x) = x + u(x) on each interval [−1, 0] and [0, 1] for some
continuous u : ±[0, 1]→ I with small C0-norm, we get the relation
h(g0(x)) = 1− 2|h(x)| or g0(x) + u(g0(x)) = 1− 2|x+ u(x)|.
For x ∈ [0, 1] we have h(x) ≥ 0 and so we obtain
2−1u(g0(x)) + u(x)︸ ︷︷ ︸
L(u)x
=
1
2
(
1− 2x− g0(x)
)
.
We remark that from this relation it follows that u(0) = u(1) = 0 and, moreover, the right
hand side is strictly smaller than 1/2 uniformly on [0, 1], that is, L(u) ≤ 1/2− ξ for some
0 < ξ < 1/2. Clearly L(u) = I + L where I is the identity on C0([0, 1], I) and (Lu)x =
2−1u(g0(x)) has C
0 norm ≤ 1/2. Thus the linear operator L : C0([0, 1], I) → C0([0, 1], I)
admits an inverse. Analogously for the conjugation equation on [−1, 0]. So we can find
h = I + u with u having C0 norm < 1, as needed to ensure that h is invertible, thus a
homeomorphism of I.
This guarantees that g0 is transitive and, in particular, has no attracting periodic orbits.
The subset K := ∩n≥0T
−n([−1, 1 − ε]) is a T -invariant Cantor set with zero Lebesgue
measure, for each 0 < ε < 1. Thus K0 := h(K) is also a g0-invariant Cantor set such that,
for some δ > 0 and every z ∈ K0 satisfies g
n
0 (z) ∈ I \
(
(−δ, δ) ∪ (1− δ, 1]
)
for all n ≥ 0.
That is, K0 is the set of points whose future orbits under g0 do not visit a neighborhood
V0 of the critical set, so that g0 | (I \ V0) is a C
∞ map acting on K0, by the definition
of g0. Hence in K0 we have no critical points and no attracting periodic orbits, thus the
restriction g0 | K0 : K0 → K0 is a uniformly expanding local diffeomorphism by Man˜e´’s
results in [17].
Therefore the Lebesgue measure of K0 is zero, for otherwise this set would have a
Lebesgue density point p. Since g0 is C
∞ is a neighborhood of K0, this would imply
that K0 would contain some interval J (see e.g. [38] or [5]). But g0 is uniformly expanding
on K0, thus the length of the successive images g
k
0(J) of J would grow to at least the length
of one of the domains of monotonicity of g0, in a finite number of iterates. The next iterate
would contain the critical point, contradicting the definition of K0.
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It follows that the set E(δ) of points of I which do not visit a δ-neighborhood of c0
under the action of g0 has zero Lebesgue measure, for all small δ > 0. This ensures
that ∪n>N ∩k>n g
−k
0
(
E(k−1)
)
has zero volume for every big N > 1. Consequently the set
∩n>N ∪k>n g
−k
0
(
M \E(k−1)
)
has full measure, and for points in this set there are infinitely
many iterates visiting any given neighborhood of c0. 
This completes the proof of Theorem 2.1.
2.2. The unperturbed basic dynamics. We now adapt the example in Section 2.1 in
order to obtain a map f which will be a kind of Poincare´ return map for a singular flow,
that we will perturb later to obtain a Rovella-like flow. We again construct a map f in the
torusphere by defining its action in the meridians and parallels.
Let f0 : I → I be a C
1+ non-flat unimodal map with the critical point c = 0, that is,
f0(x) =
{
ψ+(xα) if x ∈ (0, 1]
ψ−(|x|α) if x ∈ [−1, 0)
;
for smooth monotonous increasing diffeomorphisms ψ± : [0, 1] → I. Moreover we assume
that the critical order α is at least 2 and that f satisfies (see Figure 5):
PSfrag replacements
−1 = p0 p1 p2 +10
Figure 5. The one-dimensional map f0.
(1) f0(±1) = −1, f0 has exactly three fixed points: p0 = −1 < p1 < c = 0 < p2 < 1;
(2) f ′0(p2) < −1 < 0 ≤ f
′
0(−1) < 1 < f
′
0(p1).
The map f0 × f1 induces a C
1+α map f : N → N by f = Υ ◦ (f0 × f1) ◦ Υ
−1. Let
T
k
1 = Υ({p1} × T
k). Note that f(Tk1) = T
k
1, in other words, T
k
1 is positively invariant by f
and a uniform repeller, see Figure 6.
2.3. The unperturbed singular flow. Here we build a geometric model for a (k + 5)-
dimensional flow X t0, t ≥ 0. We write B
n for the n-dimensional unit ball in Rn, that is
Bn := {x = (x1, . . . , xn) ∈ R
n :
∑n
i=1 x
2
i < 1}.
Recall that f1 : T
k → Tk is the expanding map defined in section 2.1. Such map has a
lift to an inverse limit which is a higher dimensional version of a Smale solenoid map, see
[34].
More precisely, as shown in Appendix B, given a solid k-torus T := Tk × D, where
D = {z ∈ C : |z| ≤ 1}, there exists a map S : e(T)→ e(T) defined on the image of a smooth
embedding e : T → Bk+2 such that πD ◦ S = f1 ◦ πD, where πD : e(T)→ e(T
k × 0) ≃ Tk is
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Figure 6. The parallel corresponding to the expanding fixed point is a
uniform repeller for f , a vector ~u tangent to a meridian, and a vector ~v
tangent to a parallel.
the projection along the leaves of the foliation Fs := {e(Θ × D)}Θ∈Tk of T. Moreover, F
contracts the disks in Fs by a uniform contraction rate λ ∈ (0, 1). We remark that Tk is
the quotient of e(T) over Fs. From now on we identify e(T) with T and Tk with e(Tk × 0).
The map S is the higher dimensional version of a Smale solenoid map we mentioned above.
We also have (see Appendix B) that there exists an smooth isotopy φt : B
k+2 → Bk+2
between S = φ1 and the identity map φ0 on B
k+2.
We define a flow between two cross sections Σj = π1(I
2 × {3− j} ×Bk+2), j = 1, 2, by
Y t
(
π1(x1, x2, 2,W )
)
= π1
(
x1, x2, 2− t, φt(W )
)
, 0 ≤ t ≤ 1
where (x1, x2, 2− t,W ) ∈ I
2 × [1, 2]× Bk+2 and
π1 : R× R× R× B
k+2
	, (x1, x2, x3,W ) 7→ (x1, x2, x3, (1− x
2
1)
1/2W ).
We note that Σj ≃ I × Bk+3 naturally for any j = 1, 2. We extend this flow so that there
exists a Poincare´ return map from Σ2 to Σ1 with the properties we need. For this we take a
linear flow on R3×Rk+2 with a singularity s0 at the origin having real eigenvalues λ1 > 0,
and λ1+λj < 0 for 2 ≤ j ≤ k+5. For simplicity, we also assume that λj = λ3 for all j ≥ 4
and that α := −λ3/λ1 and β := −λ2/λ1 satisfy β > α + 2. This last strong dissipative
condition on the saddle s0 ensures that the foliation corresponding to the x2 direction is
dominated, and so persists for all C2 nearby flows.
We note that the subspace {0} × R2 × Bk+2, excluded from further considerations, is
contained in the stable manifold of s0 and so its points never return no Σj .
We write (x1, x2, 1,W ) for a point on Σ2, with xi ∈ R and W ∈ B
k+2, and consider
the cross-sections Σ± = {(±1, x2, x3,W ) : (x2, x3) ∈ I
2,W ∈ Rk+2} to the flow and the
Poincare´ first entry transformations given by (see Figure 7):
L± : Σ1 ∩ {∓x1 > 0} → Σ
± : (x1, x2, 1,W ) 7→ (±1, x2|x1|
β, |x1|
α, |x1|
αW ). (6)
Remark 2.4. The maps L± given in (6) are clearly Ho¨lder maps in their domain of
definition. Moreover the time the flow needs to take the point (x1, x2, 1,W ) to Σ
± is given
by − log |x1|, where |x1| is the distance to the local stable manifold of s0 on Σ2.
Now we define diffeomorphisms from the image of L± to Σ1 which can be realized as the
first entry maps from Σ± to Σ1 under a flow defined away from the origin in R
k+5. Since we
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Figure 7. The starting singular flow with the transformations Y 1, L± and
the projections π1 and π2.
want to define a flow with an attractor containing the origin in Rk+5, we need to ensure that
the return map defined on Σ1 through the composition of all the above transformations
does preserve the family of tori together with their stable foliations. Moreover the quotient
of this return transformation over the stable directions should be the map f . We write
these transformations as T± : Σ± → Σ2 given by
(±1, z2, z3, V ) 7→
(
ψ±(z3),±
1
2
+
z2
C
, 2,Ψ±(z3)V
)
where C > 0 is big enough so that the map restricted to the first 3 coordinates is injective
and thus a diffeomorphism with its image. We recall that ψ± is part of the definition of
the one-dimensional map f0. The diffeomorphisms Ψ
± : [0, 1] → I are chosen to ensure
that the quotient map is well defined on N , as follows:
z3 7→ Ψ
±(z3) :=
1
z3
√
1− ψ±(z3)2
1− z
2/α
3
, for z3 ∈ (0, 1)
and we set Ψ±(0) := ∓1 and Ψ±(1) = ±1. We remark that Ψ± are diffeomorphisms,
see Figure 7. Indeed both the numerator and denominator inside the square root can be
written as a Taylor series around z3 = 1 with an expression like const · (1− z3) + o(1− z3)
for some non-zero constant, thus Ψ± is differentiable at 1. Now ψ± can be expanded
around z3 = 0 as 1 + const · z3 + o(|z3|) for some positive constant. Hence
√
1− (ψ±)2
can be expanded as
(
1− (1− const · z3 + o(|z3|))
2
)1/2
= const ·z3 + o(|z3|) thus Ψ
± is also
differentiable at 0.
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Now we check that the return map R0 given by R0 := T
± ◦ L± ◦ Y 1 : Σ2 	 can be seen
as a map on N . Indeed notice that Y 1 commutes with π1 by construction and that for
x1 > 0
(T+ ◦ L+ ◦ π1)(x1, x2, 1,W ) = (T
+ ◦ L+)
(
x1, x2, 1, (1− x
2
1)
1/2W
)
= T+
(
ψ+
(
|x1|
α
)
, x2|x1|
β, |x1|
α, |x1|
α(1− x21)
1/2W
)
=
(
f0(x1),
1
2
+
x2|x1|
β
C
, 2,W
√
1− ψ+(|x1|α)2
)
= π1
(
f0(x1),
1
2
+
x2|x1|
β
C
, 2,W
)
.
Hence we get
R0(x1, x2, 2,W ) = (Y
1 ◦ T+ ◦ L+ ◦ π1)(x1, x2, 2,W )
= π1
(
f0(x1),
1
2
+
x2|x1|
β
C
, 2, φ1(W )
)
, (7)
where x1 > 0 and φ1 = F by the definition of Y
1. Analogous calculations are valid for
x1 < 0 taking the maps T
− and L− into account. By the definition of φt we get that R0
maps Σˆ = Σ2 ∩ π1(I
2 × {1} × T) inside itself.
Remark 2.5. The contracting direction along the eigendirection of the eigenvalue λ2 can be
made dominated by the other directions in this construction by increasing the contraction
rates given by C and λ2. This is very important to ensure the persistence of the stable
lamination, see e.g. [15] and Section 3.1. This is why we assumed the strong dissipative
condition β > α+ 2 on the saddle equilibrium s0. We note that this domination is for the
action of the flow we are constructing.
We now remark that quotienting out the contracting directions of Fs we obtain the map
f on N . Indeed, each element of the quotient can be seen as the image of the following
projection π2 : Σˆ2 → N given by (x1, x2, 1,W ) 7→ (x1, (1− x
2
1)
1/2πD(W )) where, we recall,
πD : T → T
k = S1 × k. . . × S1 ⊂ Ck ≃ R2k. It is easy to see that the return map R0 is
semiconjugated to f through π2, that is π2 ◦R0 = f ◦ π2.
Remark 2.6. We take advantage of the fact that the hyperplanes {x1 = ±1} can be
identified to a single point due to the dynamics of gˆ0. If we do not perform this type
of identification, i.e. if we consider instead the projection π3 : Σˆ2 → I × T
k given by
(x1, x2, 1,W ) 7→ (x1, πD(W )), then we get a cylinder I × T
k as the domain of the quotient
map, instead of the torusphere N , and likewise π3 ◦R0 = (f0 × f1) ◦ π3, where f1 : T
k 	 is
the expanding map on the k-torus defined in Section 2.1.
2.3.1. Localizing some periodic orbits of the flow. The vector field X0 just constructed has
a flow with an attracting periodic orbit, the orbit of P0 = π1(−1, y∗, 2, 0) for some y∗ ∈ I.
Indeed, we note that −1 is an attracting fixed point for the one-dimensional map f0 and
that the f0 orbit of almost every x ∈ I tends to −1. Then, since on the second coordinate
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in Σ2 we have a strong contraction under the action of R0, this ensures that there exists
y∗ as above satisfying R0(π1(−1, y∗, 2, 0)) = π1(−1, y∗, 2, 0). We note that along the x1
and x2 directions the flow clearly is a contraction. Moreover, for x in the interval (−1, p1),
the ”toruspherical coordinates” of π1(x, y, 2,W ) (that is, the last coordinate of dimension
k + 2) tend to 0 since they are multiplied by
√
1− fk0 (x)
2 and fk0 (x)→ −1 as k → +∞.
In addition the fixed point p1 of f0 corresponds to a hyperbolic invariant subset for
the flow inside the solid torus P1 = π1((p1, y
∗, 2) × T) for some y∗ ∈ I. We observe that
quotienting out the stable directions we get the invariant torus Tk1 as already mentioned
before, see Figure 7.
Finally the orbit of P2 = π1(1, y¯, 2, 0) is in the stable manifold of P0 for any y¯ ∈ I.
Indeed it returns to the stable leaf {π1(−1, y, 2, 0) : y ∈ I} and never leaves this leaf in all
future returns. In the quotient π2(Σˆ2) the point P0 is fixed and P2 is one of its preimages
under f .
2.4. Perturbing the original singular flow. Now we make a perturbation X of the
vector field X0 constructed in the previous section to obtain a Rovella-like attractor.
From now on we assume that P2 is the point where the component of the unstable
manifold of s0 through Σ
+ first arrives at I2 × {2} ×Bk+2. We consider then the positive
orbit of P2 up until it returns to Σˆ2. By construction the return point R0(P2) has the
expression Pˆ = π1(−1, yˆ, 2, 0), so it returns in π2(−1, 0), after the quotient through π2.
PSfrag replacements
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Figure 8. This represents the initial flow before the perturbation and the
one-dimensional quotient.
This is a regular orbit, so it admits a tubular neighborhood. We can assume that the
orbit chosen above returns to Σˆ2 close enough to P0, that is yˆ is close to y∗. We also assume
that P1 is also very close to P0 so that the tubular neighborhood contains both P0 and P1,
see Figure 8.
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We note that since P0 is a hyperbolic attracting orbit it is easy to extend the tubular
neighborhood to its local basin of attraction whose topological closure contains P1.
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Figure 9. The perturbed singular flow seen through the projections π1 and π2.
In this setting we can now perturb the flow inside the tubular neighborhood in the same
way as to produce a kind of Cherry flow, introducing two hyperbolic saddle singularities
sˆ and s1. Here the extra dimensions are very useful to enable us to introduce such saddle
fixed point with the adequate dimensions of stable and unstable manifolds. The saddle
s1 has k + 1 expanding eigenvalues λ¯0, . . . , λ¯k, the remaining 4 contracting eigenvalues
λ¯j, j = k+1, . . . , k+4, and s1 is sectionally dissipative: λ¯i+ λ¯j < 0 for all i ≤ k and j > k.
In fact the extra dimensions are essential to allow the construction of such a saddle.
The other saddle sˆ has k+ 2 expanding eigenvalues and 3 contracting ones. We assume
that this perturbation is done in such a way that the (k+1)-dimensional unstable manifold
of s1 contains T
k
1, see Figure 9, and the stable manifold of s1 is everywhere tangent to the
subspace given by the direction of the stable manifolds of the solid tori together with the
x2 direction. In this way we can still quotient out the stable leaves, which are preserved
by the perturbed flow. This is the flow of X in the statement of Theorem A.
Remark 2.7. Since P2 is part of the unstable manifold of s0, then we have constructed a
saddle connection between s0 and s1. Because the stable manifold of s1 is 3-dimensional,
we can keep the connection for nearby vector fields restricted to a (k + 2)-codimension
submanifold of the space of all smooth vector fields: all we have to do is to keep one
branch of the one-dimensional unstable manifold of s0 contained in the 3-dimensional local
stable manifold of s1, and this submanifold has codimension k + 2. See Figure 10.
MULTIDIMENSIONAL ROVELLA-LIKE ATTRACTORS 19
PSfrag replacements
W s(s1)
W u(s0)
sˆ
W ss(s0) s1
s0
W u(s1)W s(s0)
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The action of the first return map R of the new flow X t to Σ2, on the family of stable
leaves which project to the interval [p1, 1], equals (except for a linear change of coordinates)
the map g presented in Section 2.1, see Figure 9. That is, we have a multidimensional
non-uniformly expanding transformation as the quotient of the first return map. This
transformation sends each k-torus in N to another k-torus and so it can be further reduced
to the interval map g0, by considering its action on the tori.
Remark 2.8. The introduction of the saddle-connection changes the return time of the
points in Σ2 under the new flow, but we can assume that the distance from the stable
manifold of s1 of the orbit of (x1, x2, 2,W ) ∈ Σ2 near s1 is given by the x3 coordinate of
L±(x1, x2, 2,W ), that is, by |x1|
α. Therefore the Poincare´ return time is now bounded,
after Remark 2.4, by some uniform constant plus const · log |x1|. The value |x1| equals the
distance of (x1, x2, 2,W ) to the critical set of g.
This reduction to a one-dimensional model will be essential to our analysis of the exis-
tence of a absolutely continuous invariant probability measure for g and the existence of a
physical probability measure for the attracting set of the flow near the origin.
2.4.1. The attracting set and an invariant stable foliation. We note that the set Λ˜Σ :=
∩n>0R
n(Σ2) contains a subset ΛΣ := ∩n>0R
n(U˜), where U˜ is a small neighborhood in Σ2
of π−12 [p1, 1], which is an attracting set for R, that is, R(U˜) ⊂ U˜ . Hence the saturation
Λ = ∪t∈RX
t(ΛΣ) is also an attracting set for X
t such that ΛΣ = Λ ∩ Σ2.
It is easy to see that every point z = π1(x1, x2, 1,W ) of ΛΣ belongs to the solenoid
attractor in {(x1, x2, 1)} × B
k+2. Therefore it is straightforward to define a local stable
foliation Fss through the points of ΛΣ: we define F
ss
z to be the stable disk through z of the
solid torus {(x1, x2, 1)} × φ1(T). Hence we get a DR-invariant continuous and uniformly
contracting subbundle Ess of TΛΣ given by E
ss
z = TzF
ss
z .
From the existence of the invariant contracting subbundle Ess over TΛΣ, we can define
the normal subbundle G = (Ess)⊥ ∩ R × {(0, 0)} × Rk+2 to Ess in the tangent space to
I × {(x2, 1)} × B
k+2, and use this pair of continuous bundles to define a stable cone field
and the complementary cone field
Cs(z) = {(u, v) ∈ Essz ⊕Gz : ‖u‖ ≥ ‖v‖}, C
u(z) = {(u, v) ∈ Essz ⊕Gz : ‖u‖ ≤ ‖v‖}
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for all points z ∈ ΛΣ.
Is is clear that the bundle of tangent spaces to {I × {(x2, 1)} × B
k+2}x2∈I is invariant
under DR, under both forward and backward iteration. Moreover, we have that Cs is
strictly invariant under backward iteration by DR and, consequently, the complementary
cone is invariant under forward iteration by DR. Therefore vectors in Cu(z) make an angle
with vectors in Essz uniformly bounded away from zero. We use this in the next section to
prove the existence of a dominated splitting over TΛΣ.
3. Properties of the vector field and its unfolding
We now prove all items of Theorem A and show that the flow of X is chaotic with
multidimensional expansion. We also consider its perturbations and prove Theorem B.
Some technical points are postponed to Sections 4 and 5 and Appendix A.
3.1. X is chaotic with multidimensional nonuniform expansion. We observe that,
since we have a one-dimensional quotient map where the critical point is mapped to a
repelling fixed point, we are in the setting of “Misiurewicz maps”, see the right hand side
of Figure 9.
We note that the map on the torusphere for the perturbed flow is non-uniformly ex-
panding in all directions, because the non-uniformity is seen on every direction away from
the repelling torus Tk1, and because the singularity contracts also in every direction, see
Figure 11. This was already proved in Section 2.1.
sr
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Figure 11. The last perturbation defining the flow X . We can project the
dynamics into a one-dimensional map.
3.1.1. Invariant probability measure. The results in Section 4 ensure that there exists an
ergodic absolutely continuous invariant probability measure υ for the transformation g,
which is the action of the first return map R of the flow of X to Σ2 on the stable leaves.
Indeed g satisfies all the conditions of Theorem 4.5 since its quotient g0 is a Misiurewicz
map of the interval. Moreover υ is an expanding measure: all Lyapunov exponents for
υ-a.e. point are strictly positive, as shown in Section 2.1.
From standard arguments using the uniformly contracting foliation through ΛΣ (recall
Section 2.4.1), see e.g. [8, Section 6], we can construct an R-invariant ergodic probability
measure ν, whose basin has positive Lebesgue measure on Σ2, and which projects to υ
along stable leaves. Finally, using a suspension flow construction over the transformation
R we can easily obtain (see [8, Section 6] for details) a corresponding ergodic physical
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probability measure µ for the flow of X , which induces ν as the associated R-invariant
probability on Σ2.
We claim that µ is a hyperbolic measure for X t with k+1 positive Lyapunov exponents.
To prove this, we first obtain a dominated splitting for the tangent DR of the return map
R which identifies the bundle of directions with nonuniform expansion.
3.1.2. Strong domination and smooth stable foliation. We now consider the return map
R to Σ2 and show that the subbundle E
s corresponding to the tangent planes to the
local stable leaves of the solenoid maps is “strongly γ-dominated” by the non-uniformly
expanding direction “parallel” to the toruspheres, for some γ > 1.
Let Fsa,b be the bidimensional stable foliation of the solenoid map acting on the section
{x1 = a, x2 = b}∩ (I
2{1}×Bk+2) for each (a, b) ∈ I2. Then, from the expression (7) of R0,
which is only modified to R by putting g0 in the place of f0, we see that the derivative of
R0 along some leaf γ ∈ F
s
a,b equals the derivative of φ1 along the same direction multiplied
by (1 − g0(a)
2)1/2. Since ‖Dφ1 | γ‖ ≤ λ for some constant (not dependent on a, b nor on
the particular leaf of Fsa,b) λ ∈ (0, 1), we get that ‖DR | γ‖ ≤ λ(1− g0(a)
2)1/2.
We can estimate expansion/contraction rates of the derivative of the quotient map g
as in Section 2.1. Since this map is obtained through a projection of R along Fs, the
real expansion and contraction rates of the derivative of R along any direction in the
complementary cone Cu are bounded by the corresponding rates of Dg up to constants.
These constants depend on the angle between the stable leaves and the direction on the
complementary cone field, which is uniformly bounded away from zero.
Hence, recalling that m(x) is the minimum norm of Dg(x) for x = π1(t, b, 1, z,Θ) with
t ∈ I, z ∈ D and Θ ∈ [0, 2π)k, to obtain the smoothness of the foliation, it is enough to
get that
d(x) :=
(1− g0(t)
2)1/2
‖Dg(x)‖γm(x)ω
(8)
is bounded by some constant uniformly on every point x, for some γ > 1 and ω > 0. This
implies that for a small enough λ > 0 we have λ(1−g0(t)
2)1/2‖Dg(x)‖−γ < λm(x)ω < m(x),
since ω > 0 and m(x) is bounded from above. This ensures (see [14, Theorem 6.2]) that
Fs is a Cγ foliation, so that holonomies along the leaves of Fs are of class Cγ.
From Section 2.1 we know that
m(x) = m(t) = min
{
|g′0(t)|, 2
∣∣∣cos(π2g0(t))
cos(π
2
t)
∣∣∣} , and (9)
‖Dg(x)‖ = max
{
|g′0(t)|, 2
∣∣∣cos(π2g0(t))
cos(π
2
t)
∣∣∣} . (10)
Hence d(x) = d(t) only depends on t ∈ I.
Now we note that for t ∈ I \ {−1, 0, 1} the quotient d(t) is continuous. Therefore, if we
show that d can be continuously extended to {−1, 0, 1}, then d is bounded on I and λd(t)
can be made arbitrarily small letting the contraction rate λ be small enough, which can
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be done without affecting the rest of the construction. Having this concludes the proof of
the smoothness of Fs.
Finally, we compute, on the one hand limt→±1 |cos(
π
2
g0(t))/ cos(
π
2
t)| = |g′0(±1)| 6= 0
which shows that d can be continuously extended to ±1. On the other hand, by the choice
of the map g0 in Section 2.1, we have that both m(x) and ‖Dg(x)‖ are of the order of
|t|α−1 for t near 0 (ignoring multiplicative constants). Thus
d(x) = O
(
(|t|α)1/2
(|t|α−1)γ(|t|α−1)ω
)
= O(|t|α/2−(γ+ω)(α−1)). (11)
For 1 < α < 2 we have α/(2(α − 1)) > 1 so that, in this setting, we can take γ > 1 and
ω > 0 in order that α/2−(γ+ω)(α−1) ≥ 0. Hence d can also be extended continuously to
0. This concludes the proof that Fs is strongly dominated by the action of DR along the
directions on the complement Cu of the stable cone field, so that it becomes a Cγ foliation.
Now we define the subspace E to be the sum of the tangent space Es := TFs to Fs with
the x2 direction E
ss on Σ2, i.e. E := E
ss⊕Es. This bundle E is aDR-invariant contracting
subbundle which is also strongly dominated by the directions on the center-unstable cone
Cu (see Section 2.4.1), since the direction Ess can be made even more strongly contracted
than the bundle Es, see Remark 2.5. In fact, the same argument as above, especially the
relation (11), is analogous. The foliation F tangent to E is then uniformly contracting,
with 3-dimensional C1-leaves and Cγ holonomies, for some γ > 1.
Remark 3.1. The foliation Fss is a subfoliation of F in the sense that every leaf γ ∈ F
admits a foliation γ ∩ Fss by leaves of Fss tangent to Ess at every point.
Remark 3.2. Arguing with the flow of X , there exists a one-dimensional foliation Fss
tangent to the one-dimensional field of directions ∪t≥0DX
t(Essz ), since this line bundle is
uniformly contracted by X t. This one-dimensional bundle is also strongly dominated by
the “saturated” bundle ∪t≥0DX
t(Es⊕EX), by the choice of the constants C and β in the
construction of the vector field, see Section 2.3.
We can now complete the construction of the center subbundle Ec. The domination just
obtained shows that the complementary cone field Cu through the points of ΛΣ is strictly
invariant by forward iteration under DR, so there exists a unique DR-invariant subbundle
Ec contained in Cu and defined on all points of ΛΣ. We thus obtain a dominated splitting
Es ⊕ Ec of the tangent bundle of Σ2 over ΛΣ.
3.1.3. Hyperbolicity of the physical measure. The suspension µ of the ergodic and physical
invariant probability measure ν for R is also an ergodic and physical measure for X t on
U . In addition, denoting τ(z) the Poincare´ return time for z ∈ Σ2 (which a well defined
smooth function except on {0} × I × {1} × Bk+2) and τn(z) = τ(Rn−1(z)) + · · · + τ(z)
for all n ∈ Z+ such that τn(z) < ∞, we have DRn(z) = PRn(z) ◦ DX
τn(z) | TzΣ2, where
Pz : TzM → TzΣ2 is the projection parallel to the direction X(z) of the flow at z ∈ Σ2.
Therefore we can write, for z ∈ Σ2 such that R
n(z) is never in the local stable manifold of
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s0 for n ∈ Z
+ and v ∈ Ec(z) ⊂ TzΣ2
0 < lim sup
n→+∞
1
n
log ‖DRn(z)v‖ ≤ lim sup
n→+∞
τn(z)
n
·
1
τn(z)
log ‖DXτ
n(z)(z)v‖. (12)
But τn(z)/n −−−→
n→∞
ν(τ) is finite for z in the basin of ν. Indeed, by Remark 2.8, τ(z) is
essentially the logarithm of the distance to the critical set of R, i.e. the intersection of
the local stable manifold of s0 with Σ2. Indeed, the main contribution to the return time
comes from the time it takes z ∈ Σ2 to pass near the singularities, which is given by the
logarithm of the distance to Σ2 ∩W
s
loc(s0) and this same value controls the time it takes
the point to pass near s1 also, except for a multiplication by a positive constant, because
of the local expression of the flow near a hyperbolic equilibrium and by the form of the
connection between s0 and s1, see Figure 10 and Remark 2.8.
In the quotient dynamics of R, i.e. for the map f on N , the function τ is comparable to
the logarithm of the distance to the critical set. This function is ν-integrable as a conse-
quence of the non-uniformly expanding properties of the map f , as stated in Theorem 4.5
of Section 4.
Hence (12) implies that the Lyapunov exponents along µ-almost every orbit of X t are
positive along the directions of the bundle Ecu(X t(z)) := DX t(Ec(z)⊕ RX(z)) for z ∈ Λ
with the exception of the flow direction (along which the Lyapunov exponent is zero).
In this way we show that the attractor for the flow of X is chaotic, in the sense that it
admits a physical probability measure with k + 1 positive Lyapunov exponents.
This concludes the proof of Theorem A.
3.2. Unfolding X. The Ess direction on Σ2 can be made uniformly contracting with
arbitrarily strong contraction rate (see Section 2.3 and Remark 2.5). Moreover, the x2
direction is dominated by all the other directions under the flow X t. Thus Ess is a stable
direction for the flow over Λ which is dominated by any complementary direction.
Hence this uniformly contracting foliation FssX admits a continuation F
ss
Y for all flows Y
t
where Y is close to X in X2(M), that is, in the C2 topology. Since it is a one-dimensional
foliation whose contraction rate can be made arbitrarily small, the holonomies along its
leaves are of class Cγ for some γ > 1, see [14, Theorem 6.2].
This ensures that the return map RY to the cross-section Iε × Iε × {1} × B
k+2, where
Iε := (−1 − ε, 1 + ε), admits a one-dimensional invariant foliation such that the quotient
map gY of RY on the leaves of this foliation is a (k+3)-dimensional C
γ map, for any vector
field Y close to X in the C2 topology. In addition, the leaves of FssY are C
1-close to the
leaves of the original FssX foliation.
Considering the set Iε × {(0, 1)} × B
k+2 diffeomorphic to Iε × B
k+2, we see that FssX is
transverse to this set and thus the continuation remains transverse. Hence we can see the
map gY as a map between subsets of Iε×B
k+2. Let πssY : Σ2 → Iε×B
k+2 be the projection
along the leaves of FssY in what follows and let ℓ := Σ2 ∩ W
s
loc(s0(Y )) be the connected
component of the local stable manifold of the continuation of s0 for Y on the cross-section
Σ2.
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We have scarce information about the dynamics of this map: it has a sink p(Y ) (the
continuation of the sink of R) and is Cγ close to the quotient of the map R over the foliation
FssX . Thus, for points outside a neighborhood of π
ss
Y (ℓ) and away from the stable manifold
of p(Y ), we should have “hyperbolicity” for gY due to proximity of RY to R, that is, there
is a pair of complementary directions on the tangent space such that one is expanded and
the other contracted by the derivative of gY . The interplay of this hyperbolic-like behavior
with the behavior near ℓ is unknown to us.
Conjecture 3. Similarly to the one-dimensional setting, gY admits a physical hyperbolic
measure µY for all those vector fields Y which are C
2 close to X and the stable manifold
of the sink does not contain the critical region. Moreover the basin of µY should be the
complement of the stable manifold of the sink.
However, we can be more specific along certain submanifolds of the space of vector fields,
as follows.
3.2.1. Keeping the domination on Σ2 under perturbation. The argument presented in the
Section 3.1.2, proving smoothness of a 3-dimensional stable foliation F after quotienting
by π1, strongly depends on the fact that π1 identifies every point whose first coordinate
is 1, which is represented by an infinite contraction there. We just have to consider (11),
which holds because the point 0, corresponding to the intersection of Σ2 with the local
stable manifold of s0, is sent by g0 to 1 on each side, that is g0(0
±) = limt→0± g0(t) = 1.
In order to keep the strong domination for a perturbation Y of X in the C2 topology, we
restrict the perturbation in such a way that the corresponding points P2(Y ) and P3(Y ) are
in the same stable leaf ξ ∈ FY . This is well defined according to Remark 3.2, see Figure 7
for the positions of P2 and P3. Here P2(Y ) and P3(Y ) are the points of first intersection
of each branch W u(s0) \ {s0} of the one-dimensional unstable manifold of the equilibrium
s0. We note that we can write each branch as an orbit of the flow of Y and so the notion
of first intersection with Σ2 is well defined. This restriction on the vector field corresponds
to restricting to a (k + 4)-codimension submanifold P of the space of vector fields X2(M).
In this way, on the one hand, the same arguments of Section 3.1.2 can be carried through
and the strong domination persists for vector fields Y ∈ P. On the other hand, this implies
that there exists a RY -invariant 3-dimensional contracting C
γ foliation FY of Σ2, for some
γ > 1, with C1 leaves, for all vector fields Y close enough to X within P.
We can then quotient RY over the leaves of FY to obtain a (k + 1)-dimensional map
gY . We note that, defining the cylinder C := Iε × {0} × {1} × e(T
k × 0) (diffeomorphic to
Iε×T
k) inside Iε× I×{1}×B
k+2 (recall that Iε = (−1−ε, 1+ ε)) we have that the initial
foliation F is everywhere transverse to C. Therefore, since C is a proper submanifold, the
continuation FY is still transverse to C for Y ∈ N∩P. Hence we can define a corresponding
quotient map gY : Iε × T
k 	 which will not be, in general, either a direct or skew-product
along the Iε and T
k directions.
We observe that gY is close to f0×f1 on I×T
k, recall Remark 2.6 during the construction
of the original flow. Hence for pieces of orbits which remain away from a neighborhood
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of the critical set and away from the basin of the sink, we have uniform expansion in all
directions (akin to condition C on the statement of Theorem 4.5).
3.2.2. Keeping the saddle-connection. In addition to keeping the foliation F, we may im-
pose the restriction already mentioned in Remark 2.7 to keep also the connection between
s0 and s1: the component of the unstable manifold of s0 through Σ
+ (i.e. the orbit of
P2(Y )) is contained in the stable manifold of s1, a (k + 1)-codimension condition on the
family of all vector fields Y C2 close to X . Let N be the submanifold of such vector fields
in a neighborhood of X .
Therefore we can ensure that there exists a stable foliation FY nearby FX for every
vector field Y ∈ N ∩ P, invariant under the corresponding return map RY . We can again
quotient RY over the leaves of FY to obtain a (k+1)-dimensional map gY . We observe that
N∩P will have codimension 2k+5 since the conditions defining N and P are independent.
3.2.3. Keeping the one-dimensional quotient map. We can also perturb the vector field X
within the manifold N ∩ P keeping the saddle-connection in such a way that we obtain
a one-dimensional C1+ quotient map. In this setting we can apply Benedicks-Carleson
exclusion of parameters techniques along these families of flows, exactly in the same way
Rovella proved his main theorem in [31]. So we have an analogous result to Rovella’s if
we perturb the flow keeping the symmetry which allows us to project to a one-dimensional
map, that is, if gY is a skew-product over Iε.
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Figure 12. A symmetrical unfolding. We can still project the dynamics
into a one-dimensional map.
Since we have a well defined strong stable foliation for the Poincare´ map, we can quotient
out along such stable foliation obtaining a map in the torusphere. By keeping the symmetry
we mean that we unfold our Misiurewicz type flow preserving the invariance of each parallel
torus in the torusphere. We can consider families which unfold the criticality introduced
by the singularity s1 (as in the right hand side of Figure 2) and/or unfold the intersection
of the unstable manifold of s1 with T
k
1, see Figure 12. Once more, this permits us to reduce
the study of the attractor to a one-dimensional problem.
In the very small manifold within P∩N where the one-dimensional quotient map is kept,
we can argue just like Rovella in [31] obtaining the same results.
3.2.4. Loosing the one-dimensional quotient map. We note also that, even if we keep the
saddle-connection, it is very easy to perturb this flow to another arbitrarily close flow such
that the quotient to a one-dimensional map is not defined, as the left hand side of Figure 13
suggests.
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Figure 13. On the left: a non-symmetrical perturbation. We cannot re-
duce the analysis to a one-dimensional map. On the right: An open region
nearby the singularity is sent into the basin of a sink.
3.2.5. Breaking the saddle-connection. Another way to break the one-dimensional quotient
is to break the saddle-connection. Then the orbit of P2(Y ) is no longer contained in the
stable manifold of s1. So the positive orbit of P2(Y ) under Y
t follows the unstable manifold
of s1 and crosses Σ2 at some point, but points in the image T
+
Y (Σ
+) near P2(Y ) may no
longer be mapped preserving the stable foliation of the solenoids (see Figure 7). In this
case we still have a quotient map gY : Iε×T
k 	 but it is no longer a skew-product over Iε.
3.2.6. Returning away from the sink. We conjecture that, in the situation depicted in the
left side of Figure 13, that is, we have a non-skew-product map gY but the image of P2(Y )
under RY does not intersect the basin of the sink P0, either with or without a saddle-
connection between s0 and s1, then it is always true that there exists an expanding (all
Lyapunov exponents are positive) physical measure with full basin outside the basin of the
sink.
The motivation behind this conjecture is that gY is close to g0 and away from the singular
set and away from the basin of the sink we have uniform expansion, since this behavior was
present in the original map g0 and is persistent. Therefore, we have the interplay between
expansion and a critical region which will be approximately a circle on the cylinder Iε×T
k.
This setting is similar to the one introduced by Viana in [37, Theorem A] and carefully
studied in e.g. [6, 2, 5].
3.2.7. Returning inside the basin of the sink. On the one hand, the perturbation can send
points nearby P2 into the basin of the sink P0, either with or without a saddle-connection
between s0 and s1, as shown in the right hand side of Figure 13. We prove, in Section 5,
that this implies that the basin of the sink grows to fill the whole manifold Lebesgue modulo
zero, for such vector fields in the submanifold P ∩N.
This completes the proof of Theorem B except for the last item proved in Section 5.
4. Higher dimensional Benedicks-Carleson conditions
To present the statement and proof of the existence of an absolutely continuous invariant
probability measure on the setting of higher dimensional maps, we need to recall some
notions from non-uniformly expanding dynamics.
MULTIDIMENSIONAL ROVELLA-LIKE ATTRACTORS 27
4.1. Non-flat critical or singular sets. Let f be a C1+ local diffeomorphism outside a
compact proper submanifold S ofM with positive codimension. The set S may be taken as
some set of critical points of f or a set where f fails to be differentiable. The submanifold
S has an at most countable collection of connected components {Si}i∈N, which may have
different codimensions. This is enough to ensure that the volume or Lebesgue measure of
S is zero and, in particular, that f is a regular map, that is, if Z ⊂ M has zero volume,
then f−1(Z) has zero volume also.
In what follows we assume that the number of connected components of S is finite. It
should be possible to drop this condition if we impose some global restrictions on the
behavior of the map f , see [24] for examples with one-dimensional ambient manifold M of
non-uniformly expanding maps with infinitely many critical points. We do not pursue this
issue in this work.
We say that S ⊂M is a non-flat critical or singular set for f if the following conditions
hold for each connected component Si. The first one essentially says that f behaves like a
power of the distance to Si: there are constants B > 1 and real numbers αi > βi such that
αi − βi < 1, 1 + βi > 0 and on a neighborhood Ui of Si (where Ui ∩ Sj = ∅ if j 6= i and we
also take Ui ⊂ B(Si, 1/2)) for every x ∈ Ui
(S1)
1
B
dist(x, S)αi ≤
‖Df(x)v‖
‖v‖
≤ B dist(x, S)βi for all v ∈ TxM .
Moreover, we assume that the functions log | detDf(x)| and log ‖Df(x)−1‖ are locally
Lipschitz at points x ∈ Ui with Lipschitz constant depending on dist(x, S): for every
x, y ∈ Ui with dist(x, y) < dist(x, Si)/2 we have
(S2)
∣∣log ‖Df(x)−1‖ − log ‖Df(y)−1‖ ∣∣ ≤ B
dist(x, Si)αi
dist(x, y);
(S3) |log | detDf(x)| − log | detDf(y)| | ≤
B
dist(x, Si)αi
dist(x, y).
The assumption that the number of connected components is finite implies that there exists
β > 0 such that maxi{|αi|, |βi|} ≤ β and we also assume that for all x ∈M \ S
(S4)
1
B
dist(x, S)β ≤
‖Df(x)v‖
‖v‖
≤ B dist(x, S)−β for all v ∈ TxM .
The case where S is equal to the empty set may also be considered. The assumption
1 + βi > 0 prevents that the image of arbitrary small neighborhoods around the singular
set accumulates every point of M (consider e.g. the Gauss map [0, 1] ∋ x 7→ x−1 mod 1)
which would prevent a meaningful definition of “singular value”, see the statement of
Theorem 4.5 in what follows.
4.2. Hyperbolic times. We write xi = f
i(x) for x ∈ M , i ≥ 0, and also Sfnϕ(x) =
Snϕ(x) =
∑n−1
i=0 ϕ(xi), n ≥ 1 for the ergodic sums of a function ϕ : M → R with respect
to the action of f , in what follows. For the next definition it will be useful to introduce
distδ(x, S), the δ-truncated distance from x to S, defined as distδ(x, S) = dist(x, S) if
dist(x, S) ≤ δ, and distδ(x, S) = 1 otherwise. From now on we write ψ(x) = log ‖Df(x)
−1‖
and Dr(x) = − log distr(x, S) for x ∈M \ S and r > 0.
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Let β > 0 be given by the non-flat conditions on S, and fix b > 0 such that b <
min{1/2, 1/(4β)}. Given c > 0 and δ > 0, we say that h is a (ec, δ)-hyperbolic time for a
point x ∈M if, for all 0 ≤ k ≤ h,
Skψ(xn−k) ≤ −ck and SkDδ(xn−k) ≤ bck (13)
We convention that an empty sum evaluates to 0 so that the above inequalities make sense
for all indexes in the given range.
We say that the frequency of (ec, δ)-hyperbolic times for x ∈M is greater than θ > 0 if,
for infinitely many times n, there are h1 < h2 · · · < hℓ ≤ n which are (e
c, δ)–hyperbolic
times for x and ℓ ≥ θn.
The following statement summarizes the main properties of hyperbolic times. For a
proof the reader can consult [4, Lemma 5.2] and [4, Corollary 5.3].
Proposition 4.1. There are 0 < δ1 < δ/4 and C1 > 0 (depending only on δ and σ) such
that if h is a (ec, δ)-hyperbolic time for x, then there is a hyperbolic neighborhood Vx of
x = x0 in M for which
(1) fh maps Vx diffeomorphically onto the ball of radius δ1 around xn;
(2) for 1 ≤ k ≤ h and y, z ∈ Vx, dist(yn−k, zn−k) ≤ C1e
ck/2 dist(yh, zh);
(3) for all y ∈ Vx, ShDδ(y) ≤ ShDδ(x) + o(δ) where o(δ)/δ → 0 when δ → 0;
(4) fh|Vx has distortion bounded by C1: if y, z ∈ Vx, then
|detDfh(y)|
|detDfh(z)|
≤ C1.
Remark 4.2. The image of Vx by f
h is away from B(S, 3δ/4): for y ∈ Vx
dist(yh, S) ≥ dist(xh, S)− dist(yh, xh) ≥ δ − δ1 >
3
4
δ
since distδ(xh, S) ≥ 1.
Item (3) above, which is not found in [4], is an easy consequence of item (2): for every
1 ≤ k ≤ h and y ∈ Vx
− log
distδ(yh−k, S)
distδ(xh−k, S)
≤ − log
distδ(xh−k, S)− dist(yh−k, xh−k)
distδ(xh−k, S)
= − log
(
1−
dist(yh−k, xh−k)
distδ(xh−k, S)
)
≤ − log
(
1−
δ1σ
k/2
ebck
)
≤ − log
(
1−
3
4
δe(1/2−b)ck
)
≤
(3/4)δ
1− (3/4)δ
·
3
4
δe(1/2−b)ck.
So each point y in a hyperbolic neighborhood as above satisfies
ShDδ(y) ≤ ShDδ(x) +
(3/4)2δ2
1− (3/4)δ
h∑
j=0
e(1/2−b)cj ≤ ShDδ(x) +
(3/4)2δ2
1− (3/4)δ
·
1
1− ebc
,
and the last term is o(δ).
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In what follows we say that an open set V is a hyperbolic neighborhood of any one
of its points x ∈ V , with (ec/2, δ)-distortion time h (or, for short, a (ec/2, δ)-hyperbolic
neighborhood), if the properties stated in items (1) through (4) of Proposition 4.1 are true
for x and k = h.
We also say that a given point x has positive frequency of hyperbolic neighborhoods
bounded by θ > 0 if there exist c, δ > 0 and neighborhoods Vhk of x with (e
c, δ)-distortion
time hk, for all k ≥ 1, such that for every big enough k we have k ≥ θhk.
4.3. Existence of many hyperbolic neighborhoods versus absolutely continuous
invariant probability measures. Hyperbolic times appear naturally when f is assumed
to be non-uniformly expanding in some set H ⊂M : there is some c > 0 such that for every
x ∈ H one has
lim inf
n→+∞
1
n
Snψ(x) < −c, (14)
and points in H satisfy some slow recurrence to the critical or singular set: given any ε > 0
there exists δ > 0 such that for every x ∈ H
lim sup
n→+∞
1
n
SnDδ(x) ≤ ε. (15)
The next result has been proved in [4, Theorem C & Lemma 5.4]. It provides sufficient
conditions for the existence of many hyperbolic times along the orbit of points satisfying
the non-uniformly expanding and slow recurrence conditions.
Theorem 4.3. Let f : M → M be a C1+ local diffeomorphism outside a non-flat critical
or singular set S ⊂M . If there is some set H ⊂M \S such that (14) and (15) hold for all
x ∈ H, then for any given 0 < ξ < 1 and 0 < ζ < bc there exist δ > 0 and θ > 0 such that
the frequency of (e−cξ, δ)-hyperbolic times for each point x ∈ H is bigger than θ. Moreover
for such hyperbolic times h we have ShDδ(x) ≤ ζh.
Together with Proposition 4.1 the results from Theorem 4.3 ensure the existence of
positive frequency of hyperbolic neighborhoods around Lebesgue almost every point.
This will imply the existence of absolutely continuous invariant probability measures for
the map f through the following result from [27].
Theorem 4.4. Let f : M → M be a C1+ local diffeomorphism outside a non-degenerate
exceptional set S ⊂ M . If there are c, δ > 0 such that the frequency of (ec, δ)-hyperbolic
neighborhoods is bigger than θ > 0 for Lebesgue almost every x ∈ M , then f has some
absolutely continuous invariant probability measure.
Since we are using a modified definition of hyperbolic time, we present a proof of Theo-
rems 4.3 and 4.4 in Section A for completeness.
4.4. Existence of absolutely continuous probability measures. The following the-
orem provides higher dimensional existence result for physical measures which applies to
our setting.
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Theorem 4.5. Let f : M \ S → M be a C1+ local diffeomorphism, where S is a compact
sub-manifold of M which is a non-flat critical/singular set for f . We define
f(S) := ∩n≥1f
(
B1/n(S)
)
,
the set of all accumulation points of sequences f(xn) for xn converging to S as n → +∞,
and assume that f also satisfies:
A: f is non-uniformly expanding along the orbits of critical values: there exist c0 > 0
and N ≥ 1 such that for all x ∈ f(S) and n ≥ N we have Snψ(x) ≤ −c0n;
B: the critical set has slow recurrence to itself: given ε > 0 we can find δ > 0 such that
for all x ∈ f(S) there exists N = N(x) satisfying SnDδ(x) ≤ εn for every n ≥ N ;
C: f is uniformly expanding away from the critical/singular set: for every neighborhood
U of S there exist c = c(U) > 0 and K = K(U) > 0 such that for any x ∈ M and
n ≥ 1 satisfying x = x0, x1, . . . , xn−1 ∈ M \ U , then Snψ(x) ≤ K − cn.
D: f does not contract too much when returning near the critical/singular set: that is,
there exists κ > 0 and a neighborhood Uˆ of S such that for every open neighborhood
U ⊂ Uˆ of S and for x = x0 satisfying x1, . . . , xn−1 ∈ M \ U and either x0 ∈ U or
xn ∈ U , then Snψ(x0) ≤ κ.
Then f has an absolutely continuous invariant probability measure ν such that Dd is ν-
integrable for some (and thus all) d > 0.
We observe that condition B above ensures, in particular, that f(S)∩S = ∅, for otherwise
Dδ(x) is not defined for x ∈ S ∩ f(S). Moreover, condition C above is just a convenient
translation to this higher dimensional setting of the conclusion of the one-dimensional
theorem of Man˜e´ [17], ensuring uniform expansion away from the critical set and basins of
periodic attractors. It can be read alternatively as: given δ > 0 there are C, λ > 0 such that
if xi ∈M \B(S, δ) for i = 0, . . . , n−1, then ‖Df
n(x)−1‖ ≤ Ce−λn. In addition, condition D
is a translation to our setting of a similar property that holds for unidimensional multimodal
“Misiurewicz maps”, that is, for maps whose critical orbits are non-recurrent, ensuring a
minimal lower bound for the derivative of the map along orbits which return near S.
Now we show that under the conditions in the statement of Theorem 4.5, we can find a
full measure subset of points of M having positive density of hyperbolic times.
Theorem 4.6. Let f : M \ S → M be a C1+ local diffeomorphism away from a non-flat
critical/singular set S, satisfying all conditions in the statement of Theorem 4.5. Then for
every small enough 0 < ξ < 1 there exists δ = δ(ξ) > 0 and θ = θ(ξ, δ) > 0 such that
Lebesgue almost every x ∈M admits positive frequency bounded by θ of (e−ξc0, δ)-hyperbolic
neighborhoods.
From this result we deduce Theorem 4.5 appling Theorem 4.4. So all we need to do is
prove Theorem 4.6. For the integrability of D see Remark 4.14 in what follows.
4.4.1. Existence of hyperbolic neighborhoods. Fix ξ0, ε, δ˜ > 0 and small enough so that
condition B is satisfied in what follows and ξ0c0 < b. Let ζ > 0 be small enough in order
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that
ξ0c0
1 + αi
+ 2ζ <
ξ0c0
1 + ζ
for all i. (16)
Depending on f and ξ0, we can choose the pair (ε, δ˜) so that, from conditions A and B above
together with Theorem 4.3, every point z ∈ f(S) has infinitely many (e−2ξ0c0 , δ˜)-hyperbolic
times h1 < h2 < h3 < . . . satisfying
ShiDδ˜(z) ≤ ζhi for i ≥ 1. (17)
Then there are corresponding hyperbolic neighborhoods Vi of z satisfying the conclusions
of Proposition 4.1 for each hyperbolic time hi of z, where δ˜ > 0 does not depend on z ∈ S,
that is fhi | Vi : Vi → B(zhi , δ1) is a diffeomorphism with a ball of radius δ1 ∈ (0, δ˜/4)
whose inverse is a contraction with rate bounded by e−ξ0c0hi.
We will consider, instead of Vi, the subset Bi ⊂ Vi given by
Bi =
(
fni | Vi
)−1
(B(zn, δ2)) (18)
where we set 2δ2 = δ1. Since f(S) is compact, we can cover this set by finitely many
hyperbolic neighborhoods of the type Bi.
Now we fix a connected component Si of S.
4.4.2. Hyperbolic neighborhoods near the critical/singular set. Let Ti be the smallest dis-
tortion (or hyperbolic) time associated to the balls covering f(Si). We remark that Ti
can be taken arbitrarily big, independently of ξ0, ζ, δ˜, because every z ∈ f(Si) has positive
frequency of hyperbolic neighborhoods and, consequently, the open neighborhoods in the
above covering can be made arbitrarily small.
We observe that, by definition of hyperbolic neighborhoods, if dist(z, f(Si)) < e
−bjξ0c0
for some j ≥ 1 and there exists x ∈ f(Si) such that z ∈ Vi(x), then the corresponding
distortion time hi satisfies hi ≥ j.
We note also that, by the non-flat condition (S1) on f near Si, a ̺-neighborhood of S is
sent into a ̺1+βi-neighborhood of f(Si), for each ̺ > 0. Indeed, since Si is assumed to be
a submanifold, we can find for x, on a tubular neighborhood of Si with radius ̺, a curve
γ : [0, ̺] → M from γ(0) ∈ Si to γ(1) = x such that dist(γ(t), Si) = t and ‖γ˙(t)‖ = 1 for
t ∈ [0, ̺]. Hence
dist(f(x), f(Si)) ≤
∫ ̺
0
‖Df(γ(t))γ˙(t)‖ dt ≤
∫ ̺
0
B dist(γ(t), S)βi dt
=
B̺1+βi
1 + βi
=
B
1 + βi
dist(x, S)1+βi. (19)
Therefore we can find C2 = C2(δ2) > 0 such that C
1+βi
2 B/(1 + βi) = δ2 and if, for some
j ≥ 0
dist(x, Si) ≤ C2e
−ξ0c0(Ti+j)/(1+αi) := dj, (20)
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then the smallest possible distortion time h of f(x) is at least 1+βi
1+αi
(Ti + j), since
δ2e
−ξ0c0h ≤ dist(f(x), f(Si)) ≤ δ2e
−ξ0c0
1+βi
1+αi
(Ti+j) ≤ δ2e
−bξ0c0
1+βi
1+αi
(Ti+j).
Note that by the previous observations and Remark 4.2 we have
f(B(Si, δ˜) ⊂ B
(
f(Si),
B
1 + βi
δ˜1+βi
)
and we can assume without loss of generality that
d0 < δ˜ − δ1, (21)
letting Ti grow if necessary.
In the opposite direction, we can find an upper bound for the distortion time associated
with a given distance to Si reversing the inequality in (19) as follows. Letting γ denote a
smooth curve γ : [0, 1] → M such that γ(0) ∈ Si and γ(1) = x for any given fixed x near
Si, we get
dist(f(x), f(Si)) = inf
γ
∫ 1
0
‖Df(γ(t))γ˙(t)‖ dt ≥
1
B
inf
γ
∫ 1
0
dist(γ(t), Si)
αi‖γ˙(t)‖ dt
≥
1
B
inf
γ
∫ 1
0
dist(γ(t), Si)
αi
∣∣∣∣ ddt dist(γ(t), S)
∣∣∣∣ dt
=
1
B
inf
γ
∫ 1
0
∣∣∣∣ ddt dist(γ(t), Si)1+αi1 + αi
∣∣∣∣ dt
=
1
B(1 + αi)
inf
γ
vart∈[0,1] dist(γ(t), S)
1+αi ≥
dist(x, S)1+αi
B(1 + αi)
, (22)
where we use, beside the non-flat condition (S1), the relation∣∣∣∣ ddt dist(γ(t), Si)
∣∣∣∣ = ‖πt(γ˙(t))‖ = ‖γ˙(t)‖ · | cos∡(γ˙(t), Nt)| ≤ ‖γ˙(t)‖
and write Nt for the normal direction to the level submanifold
St = {z ∈ M : dist(z, Si) = dist(γ(t), Si)} at γ(t);
and πt for the orthogonal projection from Tγ(t)M to Nt. We also use the well known relation
var[0,1] ϕ =
∫ 1
0
|Dϕ(t)| dt for the total variation of a differentiable function ϕ : [0, 1]→ R.
From the inequality (22) we see that if dj ≥ dist(x, S) ≥ dj+1 and f(x) ∈ Bi for some
hyperbolic neighborhood with distortion time h, then
δ2e
−ξ0c0h ≥ dist(f(x), f(Si)) ≥
C1+αi2
B(1 + αi)
e−ξ0c0(Ti+j+1) =
C1+βi+αi−βi2
B(1 + αi)
e−ξ0c0(Ti+j+1)
= δαi−βi2
(1 + βi)
αi−βi
B1+αi−βi(1 + αi)
e−ξ0c0(Ti+j+1) ≥ C3δ
αi−βi
2 e
−ξ0c0(Ti+j+1) or
h ≤ (Ti + j + 1)−
logC3
ξ0c0
+
1− (αi − βi)
ξ0c0
log δ2 ≤ (1 +
ζ
2
)(Ti + j + 1)
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as long as Ti is big enough, depending on f and ξ0, c0, δ2. We remark that we have used
the condition 0 < αi − βi < 1 in the inequalities above. For future reference we write this
inequalities (for a big enough Ti) in the convenient format
dj ≥ dist(x, Si) ≥ dj+1, j ≥ 0 =⇒
1 + βi
ξ0c0
Dd0(x) ≤ h ≤
(1 + ζ/2)(1 + αi)
ξ0c0
Dd0(x). (23)
We are now ready for the main arguments.
Claim 4.7. There are (eξc0, δ)-hyperbolic neighborhoods for each point in B(Si, δ) \ Si, for
suitable constants ξ, δ ∈ (0, 1).
Indeed, for each y0 ∈ B(Si, d0) \ Si there exists a unique integer k such that y0 ∈
B(Si, dk) \ B(Si, dk+1). By the choice of k we know that y1 = f(y0) has some distortion
time 1+βi
1+αi
(Ti + k) ≤ h ≤ (1 + ζ/2)(Ti + k + 1). Using the non-flat conditions on Si we can
estimate the norm of the derivative and the volume distortion in a suitable neighborhood
of y0, and show that y0 has a hyperbolic neighborhood with h+ 1 as distortion time, with
slightly weaker constants of expansion and distortion, as follows.
Let Bi be the hyperbolic neighborhood containing y1 with distortion time h (as defined
in (18)). The image of Bi under f
h is the δ2-ball around zh for some point z0 ∈ f(Si) and
yh+1 is inside this ball. Note that since dist(y1, f(Si)) ≥ d
1+αi
k+1 /(B(1 + αi)) from (22), then
dist(yh+1, zh) ≥
d1+αik+1
B(1 + αi)
eξ0c0h =
C1+αi2
B(1 + αi)
eξ0c0h(1−
T+k+1
h
) ≥ C3δ
αi−βi
2 . (24)
Thus if we set 2δ3 = C3δ
αi−βi
2 , then we can take a hyperbolic neighborhood of y1 defined
by W := (fh | Vi)
−1(B(yn+1, δ3)), where Vi is the original neighborhood associated to Bi,
see (18). Observe that because diamW ≤ δ3e
−ξ0c0h
dist(W, f(Si)) ≥
C1+αi2
B(1 + αi)
d1+αik+1 − δ3e
−ξ0c0h
=
(
C3δ
αi−βi
2 d
1+αi
k+1 e
ξ0c0h − δ3
)
e−ξ0c0h ≥ δ3e
−ξ0c0h
by the definition of δ3.
Now we find a radius ̺ > 0 such that the image f(B(y0, ̺)) covers the hyperbolic
neighborhood W of y1. By the definition of k and the non-flatness condition (S1) we have
that f(B(y0, ̺)) ⊃ B(y1, ̺1) for all small enough ̺ > 0, where ̺1 ≥ ̺‖Df(y0)
−1‖−1 ≥
B−1̺d−αik+1. Since we want ̺1 ≥ δ3e
−ξ0c0h it is enough that
̺
B
e
−
αi
1+αi
ξ0c0(T+k+1) ≥ δ3e
−ξ0c0h ⇐⇒ ̺ ≥ Bδ3e
−ξ0c0
T+k+1
1+αi
(
(1+αi)
h
T+k+1
−αi
)
.
But using the relations obtained between h and T + k + 1 we get
̺ ≥ Bδ3e
−ξ0c0
T+k+1
1+αi
(
(1+αi)(1+ζ/2)−αi
)
= Bδ3d
1+(1+αi)ζ/2
k+1 .
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We note that γ := (1 + αi)ζ/2 is positive due to the non-flatness conditions. If we take
w, w˜ ∈ B(y0, d
1+γ
k+1), then
dist(w, Si) ≥ dist(y0, Si)− dist(w, y0) ≥ dk+1 − d
1+γ
k+1 = dk+1
(
1− dγk+1
)
> dk+2 (25)
whenever Ti is big enough in order that 1 − d
γ
k+1 > dk+2/dk+1 = e
−ξ0c0/(1+αi). Thus if
w1 = f(w) and w˜1 = f(w˜) are both in W , then using the bound for the inverse of the
derivative provided also by the non-flatness condition (S1)
dist(w, w˜) ≤ Bd−αik+2 dist(w1, w˜1) ≤ Bd
−αi
k+2e
−ξ0c0h dist(wh+1, w˜h+1)
= B exp
(
−ξ0c0(h + 1)
( h
h+ 1
−
αi
1 + αi
Ti + k + 2
h+ 1
))
dist(wh+1, w˜h+1)
≤ e
−ξ0c0(1−
αi
1+βi
)(h+1)
dist(wh+1, w˜h+1) (26)
for all big enough h since h+1 > 1+βi
1+αi
(Ti+k)+1 >
1+βi
1+αi
(1+ o(Ti))(Ti+k+2) where o(Ti)
is a small quantity which tends to zero when Ti is taken arbitrarily large. We recall that
condition (S1) on αi, βi ensures that 1 + βi > αi, so that 0 < ξ1 := ξ0
(
1 − αi
1+βi
)
and the
contraction rate is bounded by e−ξ1c0. In particular this shows that we can indeed take a
neighborhood with the radius ̺ we estimated above.
This means that every point w1 inW is the image of some point w ∈ B(y0, d
1+γ
k+1), and the
connected component W0 containing y0 of the pre-image of W under f is fully contained
in M \B(Si, dk+2), by the relation (25). Thus the neighborhood W0 of y0 satisfies items (1)
and (2) of Proposition 4.1 for n = h+1 iterates and for a e−ξ1c0 contraction rate. Therefore
item (3) of the same proposition also holds as a consequence with δ = d0, see Section 4.2.
In addition we can estimate
Sh+1Dd0(y0) = Dd0(y0) + ShDd0(y1) ≤ − log dk+1 + ζh+ o(δ˜)
≤
(
ξ0c0
Ti + k + 1
(h+ 1)(1 + αi)
+ ζ
h
h+ 1
+
o(δ˜)
h+ 1
)
(h + 1)
≤
(
ξ0c0
1 + αi
+ 2ζ
)
(h+ 1) ≤
ξ0c0
1 + ζ
(h + 1), (27)
where we have used item (3) of Proposition 4.1 applied to the hyperbolic neighborhood
W of y1 and the choice of ζ in (16) and (17). This bound is essential to obtain positive
frequency of hyperbolic neighborhoods in the final stage of the proof. We use here the
assumption B of the statement of Theorem 4.5 with appropriately chosen constants.
Moreover we also have the following estimate for the bounded distortion of volume, again
using the non-flat conditions together with the above inequalitiesfor w, w˜ ∈ W0
log
| detDf(w)|
| detDf(w˜)|
≤ B dist(W0, Si)
−αi dist(w, w˜) ≤ e−ξ1c0(h+1) dist(wh+1, w˜h+1).
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Therefore we can bound (using that f(w), f(w˜) ∈ Bi and Proposition 4.1)
log
| detDfh+1(w)|
| detDfh+1(w˜)|
≤
h∑
j=0
log
| detDf(wj)|
| detDf(w˜j)|
≤
h∑
j=0
e−ξ1c0j dist(wh+1, w˜h+1) ≤
δ3
1− e−ξ1c0
= C1.
Hence W0 satisfies all the conditions of Proposition 4.1 with appropriate constants.
We stress that the value of Ti (thus the value of d0) depends only on αi, βi and ξ0, c0, δ1.
This completes the proof of Claim 4.7.
Remark 4.8. The minimal backward contraction in B(Si, d0) near a singularity can be
made arbitrarily big in a single iterate taking Ti large enough or, which is the same, taking
the neighborhood of the singularities small enough.
Remark 4.9. The constant of average expansion ξc0 is the same in all cases for each
connected component of S, but in principle the radius δ3 = δ3(i) and the distance d0 = d0(i)
to Si ensuring existence of distortion times depend on the connected component. However
we assume that the values of Ti are big enough so that all the inequalities above are satisfied
for all connected components Si and such that the corresponding neighborhoods of Si be
contained in the δ˜-neighborhood of S.
In what follows we write δ (which is smaller than δ˜) for the smallest value d0(i) over all
connected components.
4.4.3. Hyperbolic neighborhoods for almost every point. We use the statement of Claim 4.7
from now on and show that all points whose orbit does not fall into the singular/critical
set admit some distortion time with well defined contraction rate and slow approximation
rate.
Claim 4.10. Lebesgue almost every point admits a (e−ξ2c0, δ)-hyperbolic neighborhood for
some iterate ℓ and the frequency of visits of the ℓ-iterates to a δ-neighborhood of S is
bounded by ξ0c0
1+ζ
.
In a similar way to the one-dimensional multimodal case, we use condition D on Uˆ to
show that we can obtain a minimal derivative when an orbit returns to any fixed arbitrarily
small neighborhood U ⊂ Uˆ of the critical/singular set. From this intermediate result we
deduce that most points on M \ U have some distortion time. We prove first an auxiliary
result.
Claim 4.11. There exists a minimal average expansion rate e−c/2 either for the first return
of x0 to a small enough neighborhood U of S, or for the first N iterates, where N does not
depend on the starting point x0 ∈ U .
Let U = B(S, δ) be an open neighborhood of S compatible with the choices of the Ti as
in the proofs of the previous claims. So U is the union of a number of connected open sets,
one for each connected component of S.
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The first h iterates of x0 correspond to a (e
−ξc0, δ)-distortion time. From condition (C)
there are K, c > 0 such that for n ≥ h satisfying xh, . . . , xn−1 ∈ M \ U we have that
Snψ(x0) ≤ −ξc0h+K − c(n− h).
We shrink the neighborhood U so that the smaller distortion time h for points x0 ∈ U \S
satisfies
κ
h
< min
{
ξc0
4
,
c
8
}
and
h
h + 2K/c
≥
1
2
. (28)
We write [t] := max{i ∈ Z : i ≤ t} for all t ∈ R in what follows and set N = [2K/c].
Case (i) – the orbit returns to U in more than N iterates: In this case we have
for n > N that Snψ(x0) ≤ −
c
2
n, since we can assume without loss that c < ξc0.
Notice that we have the same conclusion if the orbit of x0 never returns to U .
Case (ii) – the return to U occurs in less than N iterates: We now use con-
dition D to get, since the first return iterate n satisfies n ≥ h ≥ h
Snψ(x0) ≤ −ξc0h+ κ = n(−ξc0
h
n
+
κ
n
) ≤ n(−
ξc0
2
+
ξc0
4
) = −
ξc0
4
n,
since h was chosen as in (28).
This completes the proof of Claim 4.11, setting min{c/2, ξc0/4} as the average expansion
rate.
Now we prove Claim 4.10.
Again fix an arbitrary x0 ∈M \U such that the orbit of x0 never falls into S. We divide
the argument in two cases.
Case (iii) – the orbit takes more than N iterates to enter U : Arguing as in the
proof of Case (i) above we get for all n > N satisfying x0, . . . , xn−1 ∈ M \ U that
Sn(x0) ≤ K− cn ≤ −
c
2
n. This implies that there exists some distortion time h ≤ n
for x0 by the proof of Theorem 4.3. We note that in this case SnDδ(x0) = 0.
Case (iv) – the orbit enters U in at most N iterates: Let j ≤ N be the first
entrance time of the orbit of x0 in U , h the distortion time associated to xj and use
Claim 4.11 to get
Sj+hψ(x0) ≤ κ + Shψ(xj) ≤ κ−
c
2
h = (j + h)
( κ
j + h
−
c
2
h
j + h
)
≤ (j + h)
( c
8
−
c
4
)
= −
c
8
(j + h)
since h ≥ h by the choice of U in (28).
We also obtain that Sj+hDδ(x0) = ShDδ(xj) ≤
ξ0c0
1+ζ
h ≤ ξ0c0
1+ζ
(j + h).
Moreover the distortion of f j+h on the connected component of (f j)−1(Vxj) con-
taining x0 is bounded from above by a constant dependent on N only (since we are
dealing with a local diffeomorphism away from a given fixed neighborhood of S),
where Vxj is the hyperbolic neighborhood of xj given by Claim 4.7.
This completes the proof of Claim 4.10 if we set ξ2 such that ξ2c0 = c/8.
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4.4.4. Positive frequency of hyperbolic neighborhoods almost everywhere. Here we finish the
proof of Theorem 4.6.
Claim 4.12. The frequency of (e−ξ2c0, δ)-hyperbolic neighborhoods is positive and bounded
away from zero Lebesgue almost everywhere.
We now define an auxiliary induced map F : M˜ →M , so that the F -iterates correspond
to iterates of f at distortion times, as follows. For x0 ∈ M˜ we have two cases
Expansion without shadowing: the ℓ ≥ N iterates of x belong to M \ U . In this
case there exists some (e−ξ2c0, δ)-distortion time ℓ ≤ N and we define F (x) = f ℓ(x)
and τ(x) = ℓ = q(x).
Expansion with shadowing: let 0 ≤ q < N be the least non-negative integer such
that xq ∈ U and p be the (e
−ξ0c0, δ)-distortion time associated to xq from Claim 4.7.
We define F (x) = f p+q(x) = xp+q and τ(x) = p+ q and q(x) = q in this case.
The images of F always belong to M \ B(S, δ) by the choice of δ from (21) following
Remark 4.2. In addition, for any given x0 ∈ M˜ the map F (x) is defined and the iterate
τ(x) has all the properties of a (e−ξ2c0 , δ)-distortion time for x0 according to Claim 4.10.
Now we observe the statement of Claim (4.12) is a consequence of the following property:
there exists θ > 0 such that for every x ∈ M˜
lim sup
n→+∞
1
n
#{0 ≤ j < n : f j(x) ∈ O+F (x)} ≥ θ, (29)
where O+F (x) = {F
i(x), i ≥ 0} is the positive orbit of the induced map F . Moreover it is
easy to see that for each x ∈M and each n ∈ N
#{0 ≤ j < n : f j(x) ∈ O+F (x)} = sup
{
k ≥ 0 : SFk+1τ(x) =
k∑
i=0
τ
(
F i(x)
)
< n
}
. (30)
We remark that from (30) to obtain (29) it is enough to show that SFk+1τ(x) <
1
θ
k, at
least for every big enough k. Indeed
{
k ≥ 0 : SFk+1τ(x) < n
}
⊃
{
k ≥ 0 : 1
θ
k < n
}
so
sup
{
k ≥ 0 : SFk+1τ(x) < n
}
≥ θn.
The bounds (23) and (27) together with the definition of F ensure that we are in the
conditions of the following result.
Lemma 4.13. Assume that we have an induced map F = f τ for some τ : K → N defined
on a positive invariant subset K such that for every x ∈ K:
(1) τ(x) = q(x)+p(f q(x)(x)) for well defined integer functions q on K and p on f q(x)(x)
for all x ∈ K;
(2) there exists N ∈ N such that q ≤ N ;
(3) there exists 0 < d < 1 and C, ̺ > 0 such that 0 < ̺C < 1 and for all x ∈ K
(a) the iterates x, f(x), . . . , f q(x)−1(x) are outside Bd(S);
(b) p(f q(x)(x)) ≤ CDd(f
q(x)(x));
(c) SfpDd(f
q(x)(x)) ≤ ̺p.
Then SFk τ(x) ≤
N
1−̺C
k for each x ∈ K and every k ≥ 1.
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In addition, we observe that since f is a regular map (that is f∗ Leb ≪ Leb) then we
can further assume that the full Lebesgue measure set M˜ is f -invariant, since ∩i≥0f
−i(M˜)
also has full Lebesgue measure. Hence we can apply Lemma 4.13 with K = M˜ , C = 1+ζ/2
ξ0c0
and ̺ = ξ0c0
1+ζ
to obtain θ ≥ ζ
2(1+ζ)ℓ
.
Remark 4.14. According to item (3b) of the statement of Lemma 4.13 above, if we have
an absolutely continuous invariant probability measure ν for f , then ν(Dd) ≤ ̺ <∞ and
so Dd is ν-integrable, as claimed in Theorem 4.5.
This completes the proof of Theorem 4.6 except for the proof of Lemma 4.13.
Proof of Lemma 4.13. Using the definition of F and the assumptions on τ , for every given
k ≥ 0 and x ∈ K we can associate a sequence q0, p0, q1, p1, . . . , qk, pk such that for each
i = 0, . . . , k we have qi = q(F
i(x)) and qi + pi = τ(F
i(x)). This together with the
assumptions of item (3) in the statement of the lemma allows us to estimate
SFk τ(x) =
k∑
i=0
(qi + pi) ≤
k−1∑
i=0
(
N + CDd0
(
f qi(F i(x))
))
≤ kN + C
k−1∑
i=0
Sfqi+piDd0(F
i(x)) (31)
≤ kN + C̺
k−1∑
i=0
(qi + pi) = kN + C̺S
F
k τ(x), (32)
where in (31) we have used that Dd0 ≥ 0 and that this function equals zero at each of the
qi iterates before each visit to B(S, d). The contraction in (32) implies S
F
k τ(x) ≤
N
1−̺C
k as
stated. 
5. Periodic attractor with full basin of attraction
Here we prove item (3) of Theorem B. We show that a perturbation of X , like the one
depicted in the right side of Figure 13, for a flow Y ∈ P∩N is such that U is as a trapping
region which coincides Lebesgue modulo zero with the basin of a periodic attracting orbit
(a sink) of Y . This is a consequence of the smoothness of the first return map to Σ1 after
quotienting out the stable leaves, which is the reason why we assume the flow is of class
at least C2 and restrict the vector field to a submanifold P∩N of all possible vector fields
nearby X , together with the robustness of property C in the statement of Theorem 4.5.
Indeed, let g = gY be the action on the stable leaves of the first return map RY of the
flow of Y ∈ P ∩ N to Σ2. Recall that we constructed X having on ΛΣ = ∩n∈Z+g
n(Σ2) a
partially hyperbolic splitting so that the stable foliation does persist under perturbations.
The projection along the leaves of this foliation in Σ2 is absolutely continuous with Ho¨lder
Jacobian, as a consequence of the strong domination obtained in Section 3.1.2.
The map g sends a δ-neighborhood of S into the local basin of attraction of a periodic
sink p. We denote by B the stable set of the orbit of p. On N \B the map g is uniformly
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expanding, since B ⊃ B(S, δ) and condition C on the statement of Theorem 4.5 is persistent
under small perturbations.
Lemma 5.1. Lebesgue almost every point of N belongs to the basin of the periodic sink.
Proof. Arguing by contradiction, assume that the basin B of the sink is such that E :=
N \ B has positive volume. Since B contains a neighborhood of σ1 and a neighborhood
of the sink, then E is an invariant subset satisfying condition C of the statement of The-
orem 4.5. Hence f1 | E is uniformly expanding: there exists N ≥ 1 and λ ∈ (0, 1) such
that ‖(DgNY )
−1‖ ≤ λ. Therefore, since gY is log-Ho¨lder and expanding, and E is closed,
invariant and has positive volume, we can apply the arguments in [3] to show that there
exists a ball U of radius r > 0 fully contained in E.
We claim that for g = gNY there exists ̺ > 1 such that g
k(U) contains a ball of radius
̺kr for all k ≥ 1, which yields a contradiction, since the ambient manifold is compact and
E is by assumption a proper subset.
To prove the claim, recall that g is a local diffeomorphism on a neighborhood of E, since
E is far from the singularities of the stable foliation. We assume that B(x0, s0) is a ball
centered at x0 with radius s0 contained in E and consider g(B(x0, s0)).
Let us take y1 in the boundary of g(B(x0, s0)) and a smooth curve γ1 : [0, 1]→ N such
that γ1(0) = x1 := g(x0) and γ1(1) = y1. Let γ0 be a lift of γ1 under g, that is, γ1 = g ◦ γ0
such that γ0(0) = x0. We then define s := sup{t ∈ [0, 1] : γ1([0, t]) ⊂ g(B(x0, s0))}. Clearly
s > 0 and by its definition and the expansion properties of g in E we get
λ× (length of γ1([0, s])) ≥ length of γ0([0, s]) ≥ dist(γ0(0), γ0(s)).
However, γ1(s) is at the boundary of g(B(x0, s0)) so that γ0(s) is also at the boundary of
B(x0, s0), because g is a local diffeomorphism. Thus we get
dist(y1, x1) ≥ length of γ1([0, s]) ≥
1
λ
× dist(γ0(0), γ0(s)) ≥
1
λ
s0
and the claim is proved with ̺ = λ−1. 
Appendix A. Non-uniform expansion and existence of hyperbolic times
Here we prove Theorem 4.3. The proof is very similar to [4, Lemma 5.4] but our definition
of hyperbolic times/hyperbolic neighborhoods is slightly different, in a crucial way, from
the definition on [4], and we include a proof for completeness.
We start with the following extremely useful technical result will be the key for several
arguments.
Lemma A.1. Let H ≥ c2 > c1 > 0 and ζ = (c2 − c1)/(H − c1). Given real numbers
a1, . . . , aN satisfying
N∑
j=1
aj ≥ c2N and aj ≤ H for all 1 ≤ j ≤ N,
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there are l > ζN and 1 < n1 < . . . < nl ≤ N such that
ni∑
j=n+1
aj ≥ c1 · (ni − n) for each 0 ≤ n < ni, i = 1, . . . , l.
Proof. See [18, Lemma 11.3]. 
Proof of Theorem 4.3. The proof uses Lemma A.1 twice, first for the sequence aj = −ψ(xj−1)
(properly cut off so that it becomes bounded from above), and then for aj = Dδ(xj) for an
adequate δ > 0.
Let H ⊂M \S be such that conditions (14) and (15) hold for all x ∈ H and let 0 < ξ < 1
and ζ > 0 be given, and take x = x0 ∈ H and γ0 := (2 + ξ)/3 ∈ (ξ, 1), γ2 := (1− ξ)/3 and
γ3 = γ1 − γ2 = (1 + 2ξ)/3. Then for every large N we have SNψ(x) ≤ −γ0cN. Moreover
since f(S) ∩ S = ∅ we can assume that ζ < inf{dist(x, y) : x ∈ S, y ∈ f(S)}.
For any fixed ̺ > β, by non-degeneracy condition (S1), we can find a neighbourhood V
of S such that
|ψ(z)| ≤ ̺D(z) for every x ∈ V. (33)
Setting ε1 > 0 such that ̺ε1 ≤ γ1, we can use the slow approximation condition to find
r1 > 0 so small that
SNDr1(x) ≤ ε1N. (34)
We may assume without loss that V = B(S, r1) in what follows. Now we fix H1 ≥
max{c, ̺| log r1|, supM\V |ψ|} and define the set E = {z ∈ M : ψ(z) < −H1} and the
sequence aj = −(ψχM\E)(xj−1).
We remark that there is a shift between the index of aj and that of xj−1 in the above
definition.
We note that by construction aj ≤ H1 and that xj ∈ E implies xj ∈ V , D(xj) < − log r1,
because ̺| log r1| ≤ H1 < −ψ(xj) < ̺D(xj).
This means that Dr1(xj) = D(xj) < | log r1| whenever xj ∈ E. From (33) and (34) we
get that −SN (ψχE)(x) ≤ ̺SN (DχE)(x) ≤ ̺ε1N ≤ γ1cN.
Therefore
∑N
j=1 aj = −SNψ(x) − SN(ψχE)(x) ≥ (γ0 − γ1)cN = γ3cN . Hence we can
apply Lemma A.1 with c2 = γ3c, c1 = ξc, H = H1, obtaining θ1 = γ2c/(H − ξc) ∈ (0, 1)
and l1 ≥ θ1N times 1 ≤ p1 < · · · < pl1 ≤ N such that
pi∑
j=n+1
ψ(xj−1) ≤ −
pi∑
j=n+1
aj ≤ −ξc(pi − n) (35)
for every 0 ≤ n < pi and 1 ≤ i ≤ l1.
Let now ε2 > 0 be small enough so that ε2 < min{ζ, bcθ1}, and let r2 > 0 be such
that −SNDr2(x1) ≥ −ε2N from the slow recurrence condition (we note that dist(x0, S) >
ζ > r2). Taking c1 = bc, c2 = −ε2, A = 0, and θ2 =
c2−c1
A−c1
= 1 − ε2
bc
we can apply again
Lemma A.1 to aj = −Dr2(xj).
We remark that now there is no shift between the index of aj and xj in the previous
definition.
MULTIDIMENSIONAL ROVELLA-LIKE ATTRACTORS 41
In this way we obtain l2 ≥ θ2N times 1 ≤ q1 < · · · < ql2 ≤ N such that
qi∑
j=n+1
Dr2(xj) ≤ ε2(qi − n) ≤ ζ(qi − n) (36)
for every 0 ≤ n < qi and 1 ≤ i ≤ l2.
Finally since our choice of θ2 ensures that θ = θ1 + θ2 − 1 > 0, then there must be
l = (l1 + l2−N) ≥ θN and 1 ≤ n1 < . . . < nl ≤ N such that (35) and (36) simultaneously
hold.
This exactly means that we have condition (13) with δ = r2, because Dr2(x0) = 0 by
the choice of r2 above, and ξc as the logarithm of the contraction rate, as in the statement
of Theorem 4.3. 
Appendix B. Solenoid by isotopy
We recall that S1 = {z ∈ C : |z| = 1}, T = (S1)k, Bk := {x = (x1, . . . , xk) ∈ R
n :∑k
i=1 x
2
i = 1} for all k ≥ 1, and T
k = Tk × D, where D = {z ∈ C : |z| < 1}.
Here we prove the results needed in Section 2.3 ensuring the existence of a smooth family
of embeddings of Tk into Bk+2, for all k ≥ 1, which deforms a tubular neighborhood in
Bk+2 of the usual embedding of Tk into Bk+1 ≃ Bk+1 × {0} ⊂ Bk+2, into the embedding
of T into the image of the Smale solenoid map.
More precisely, consider the identity map i on T and the solenoid map
s : T → T, (Θ = (θ1, . . . , θk), z) 7→ (Θ
2 = (θ21, . . . , θ
2
k), AΘ(z))
where AΘ is a contraction with contraction rate bounded by 0 < λ < 1, and the map
in the coordinate Θ is the expanding torus endomorphism f1 defined in Section 2.1, but
restricted to Tk ⊂ Ck.
Proposition B.1. There exists an embedding e : T → Bk+2 such that the projections
πD : T → T
k on the first coordinate and π˜D : e(T) → e(T
k × {0}) along the leaves of
the foliation Fs := {e(Θ× D)}Θ∈Tk of e(T) define the solenoid map S by the commutative
diagram:
T −−−→
s
Tye ey
e(T)
S
−−−→ e(T)
.
Moreover there exists a smooth family et : T
k → Bk+2 of embeddings for all t ∈ [0, 1] such
that e0 = e ◦ i and e1 = e ◦ s.
We prove this statement in the following steps.
B.0.5. An embedding of Tk in Bk+2. We argue by induction on k ≥ 1. We know how to
embed T1 in B3. Let us denote by e1 this embedding and fix a small number d > 0 and
λ ∈ (0, 1/2).
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We assume that we have an embedding el of Tl on Bl+2 for all l = 1, . . . , k − 1, in such
a way that the image of el+1 is in a tubular neighborhood of the image of el inside Bl+2
with size ≤ dλl+1, for 1 ≤ l < k − 1.
For each w ∈ ek−1(Tk−1) ⊂ Rk+1 ≃ Rk+1 × 0 ⊂ Rk+2 let Nw = (TwSk)
⊥ be the normal
space to ek−1(Tk−1) at w in Rk+2 (where we take in Rk+2 the usual Euclidean inner product).
This is a 3-dimensional space.
We know we can embed T1 into B3 through e1. So by a simple rescaling we can assume
that e1w embeds T
1 into a small neighborhood of w in w+Nw. To keep the inclusion in the
tubular neighborhood of the image of ek−1, we take this neighborhood around w to have
radius λk+1d.
Hence letting wˆ ∈ Tk−1 be the unique element such that ek−1(wˆ) = w and considering
the map ek : Tk−1 × T1 → Bk+2 given by (wˆ, θ) 7→ e1w(θ) we easily see that
• D1e
k(wˆ, θ)(Rk−1) = Dek−1(wˆ)(Rk−1) is the tangent space of ek−1(Tk−1) at w;
• D2e
k(wˆ, θ)(R) is a subspace of Nw.
Therefore the tangent map Dek to ek always has maximal rank and clearly is injective with
a compact domain, thus ek is an embedding. This completes the induction argument and
proves the existence of an embedding ek : Tk → Bk+2.
Remark B.2. This argument is also true if we start with an embedding of T1 into B2
so that we obtain an embedding of Tk into Bk+1 for all k ≥ 1. But we need one extra
dimension to deal with the solid torus in what follows.
It is crucial to observe that the entire inductive construction just presented is built over
nested tubular neighborhoods. Indeed, the image of ek+1 is contained in a tubular neighbor-
hood of the image of ek for each k ≥ 1. In the above construction we consider the tubular
neighborhood of ek in Rk+3. However since we proceed inductively using orthogonal bun-
dles of the successive images of ek+1, ek+2, . . . , and we contract the diameter of the tubular
neighborhood at each step by a constant factor 0 < λ < 1, we have in fact that the image
of ek+l is in a tubular neighborhood of ek for all k, l ≥ 1.
Therefore, the distance between the image ek+l and the image of ek is bounded by
d
∑k+l
i=k λ
i < d, always inside a tubular neighborhood Uk+lk of e
k(Tk) in Rk+l+2. Hence
there exists a projection πk+lk : U
k+l
k → e
k(Tk) associated to this tubular neighborhood, for
each k ≥ 1 and l ≥ 0.
B.0.6. The embedding of Tk into Bk+2. The previous discussion provides an embedding
ek of Tk into Bk+2 for each k ≥ 1. Therefore considering a tubular neighborhood Uk of
the compact submanifold ek(Tk) in Bk+2 we obtain a projection π : U → e(Tk) such that
π−1(w) is a 2-disk. Thus we obtain an embedding eˆk of Tk × D into Bk+2.
We can assume that the tubular neighborhood has radius smaller than λkd and that
Uk ⊂ Ukl for all l < k. Then we can consider the projections π
k : Uk → ek(Tk) and
πkl : U
k
l → e
l(Tl). In what follows we assume without loss of generality that Uk is the
image of eˆk.
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B.0.7. The solenoid map through an isotopy of the identity. The previous construction of
the embeddings ek of Tk depends on the initial embedding e1 of T1 on B3. Moreover it is
clear that each of the embeddings ek for k > 1 depend smoothly on e1. Hence a smooth
family e1t of embeddings, for t ∈ [0, 1], defines a smooth family e
k
t of corresponding higher
dimensional embeddings.
We argue again by induction on k ≥ 1. For k = 1 we consider the family of embeddings
e1t described in Figure 14.
PSfrag replacements
e10(T
1) e1t (T
1) e11(T
1)
U11
Figure 14. The isotopy e1t and the tubular neighborhood U
1
1 in the end.
We can construct this family as depicted so that the extreme elements of the family
satisfy π11 ◦ e
1
1(θ) = e
1
0(θ
2) for θ ∈ T1. If we choose a small tubular neighborhood of the
image of e1t , then we obtain a family of embeddings eˆ
1
t of T
1 such that (π11◦eˆ
1
1)(θ, z) = e
1
0(θ
2).
Now we can use the family e1t to construct families e
k
t of embeddings following the
inductive procedure explained before, for each t ∈ [0, 1] and each fixed k ≥ 1.
Again taking a small tubular neighborhood of the image of ekt we obtain a family of
embeddings eˆkt of T
k such that the image of eˆk1 of T
k is compactly contained inside the
image of eˆk0.
Due to the nested construction, for each k ≥ 1 we have (πk1 ◦ eˆ
k)(θ1, . . . , θk, z) = e
1
0(θ
2
1)
after projecting into the lower dimensional image. Moreover projecting on the previous
stage of the construction we get (πkk−1◦eˆ
k)(θ1, . . . , θk, z) = e
k−1
0 (θ
2
2, . . . , θ
2
k)∩(π
k
1 )
−1{e10(θ
2
1)},
which can easily be proved by induction on k ≥ 1 following the nested construction pre-
sented above.
This is enough to prove that (independently of the definition of AΘ in s)
πkk ◦ eˆ
k
1 = π
k
k ◦ eˆ
k
0 ◦ s for all k ≥ 1. (37)
Finally, since by definition eˆk1 is a small tubular neighborhood of the image of e
k
1, and this
set is contained inside a tubular neighborhood of the image of ek0, then from (37) we see
that in fact there exists a family of contractions (AΘ)Θ∈Tk such that eˆ
k
1 = eˆ
k
0 ◦ s. This
completes the proof of Proposition B.1.
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