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Helicopter-borne transient electromagnetics in high-latitude environments:
An application in the McMurdo Dry Valleys, Antarctica

Neil Foley1, Slawek Tulaczyk1, Esben Auken2, Cyril Schamper3, Hilary Dugan4, Jill Mikucki5,
Ross Virginia6, and Peter Doran7

low-resistivity layers approximately 150–250 m below the surface
and beneath higher resistivity layers. We interpret the low-resistivity layers as geologic materials containing freeze-concentrated
or “cryoconcentrated” hyper saline brines lying beneath glaciers
and frozen permafrost. These brines appeared to be contiguous
with surface lakes, subglacial regions, and the Ross Sea, which
could indicate a regional-hydrogeologic system, wherein solutes
might be transported between surface reservoirs by ionic diffusion
and subsurface flow. The presence of such brines underneath glaciers might have implications for glacier movement. Systems such
as this, where brines exist beneath glacial ice and frozen permafrost, may exist elsewhere in coastal Antarctica; AEM resistivity
is an ideal tool to find and survey them. Our application of TDEM
demonstrates that in polar subsurface environments containing
conductive brines, such a diffusive electromagnetic method is
superior to radar surveying in terms of depth of penetration
and ability to differentiate hydrogeologic conditions.

ABSTRACT
The McMurdo Dry Valleys are a polar desert in coastal Antarctica, where glaciers, permafrost, ice-covered lakes, and ephemeral summer streams coexist. Liquid water is found at the surface
only in lakes and in the temporary streams that feed them. Past
geophysical exploration has yielded ambiguous results regarding
the presence of subsurface water. In 2011, we used a helicopterborne, time-domain electromagnetic (TDEM) sensor to map resistivity in the subsurface across the Dry Valleys. The airborne
electromagnetic (AEM) method excels at finding subsurface
liquid water in polar deserts, where water remains liquid under
cold conditions if it is sufficiently saline, and therefore electrically
conductive. Over the course of 26 h of helicopter time, we
covered large portions of the Dry Valleys and vastly increased
our geophysical understanding of the subsurface, particularly
with respect to water. Our data show extensive subsurface

cene (Sugden et al., 1995). The MDV are an example of an extreme
polar desert, with minimal precipitation and high rates of moisture
loss through wind-driven ablation and sublimation (Doran et al.,
2002). Despite the cold and arid climate, the MDV are one of
the few places in Antarctica where liquid water can be found at
or near the surface, either in ephemeral summer streams or perennially ice-covered lakes. As is typical of desert climates, many of
the lakes have saline bottom waters (Lyons et al., 2005).
The lakes, streams, and climate of the MDV have been studied
for decades as part of the National Science Foundation-funded Long

INTRODUCTION
In polar regions, particularly in Antarctica, mean annual temperatures well below freezing shape the dominant physical and chemical landscape properties. The McMurdo Dry Valleys (MDV) form
the largest ice-free region in Antarctica with mean annual temperatures of −15° to −30°C (Doran et al., 2002). The Transantarctic
Mountains block most ice from the East Antarctic Ice Sheet from
entering several valleys, the largest of which open to the Ross Sea
and are believed to have been fjords during the Miocene and Plio-
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Term Ecological Research (LTER) program, which is partly a continuation of monitoring performed by the New Zealand Antarctic
Program since the late 1950s. Our knowledge of the subsurface
and any associated groundwater is limited to geophysical exploration done in preparation for the Dry Valley Drilling Project (DVDP)
(McGinnis and Jensen, 1971; McGinnis et al., 1973) and the subsequent drilling effort (Decker and Bucher, 1977; McGinnis and
Osby, 1977; Cartwright and Harris, 1981; Stuiver et al., 1981). Results from these investigations offer ambiguous evidence for subsurface water. Direct current (DC) resistivity and active-source seismic
investigations have been interpreted as being indicative of liquid
brines trapped under relatively thin frozen ground (McGinnis et al.,
1973). Based on a few such measurements near lakes, McGinnis
et al. (1973) postulated that these brines are part of a “continuous
hydrogeological unit” in the region. Thermal measurements from
DVDP boreholes indicated that permafrost, broadly defined as
any material that is perennially below 0°C but not necessarily devoid of liquid brine, was widely present in the MDV to depths up to
almost 1000 m (Decker and Bucher, 1977), and therefore largely
isolated the surface hydrologic features from any groundwater at
depth (Cartwright and Harris, 1981). Since then, research on the
MDV hydrologic system has focused on the contributions of water
and solute transport in the active layer (Levy et al., 2011; Dickson
et al., 2013; Toner and Sletten, 2013; Toner et al., 2013) and surface
streams (e.g., Lyons et al., 2005). Surface hydrology research has
flourished in part due to greater accessibility and the LTER research
theme of investigating surface connectivity.
Studies of subsurface hydrology are often complicated by varying uses of the term “permafrost.” Permafrost is commonly defined
as ground that is perennially below 0°C (Ferrians et al., 1969; Cartwright and Harris, 1981; Osterkamp and Jorgenson, 2009), but
some authors explicitly define it as frozen ground without liquid
water or brine in pore spaces (e.g., Minsley et al., 2012). The distinction is important in areas where solute concentrations can significantly depress the freezing point of water, such as in the MDV.
This paper uses the more common definition of permafrost as subzero-degree Celsius ground. Previous authors may have associated
such permafrost with barriers to groundwater flow, but this is not
necessarily the case, and this imprecision may have helped to discourage investigation of groundwater in the MDV after the
early 1970s.
Due to increased environmental protection of the MDV as part of
an Antarctic Specially Managed Area, permafrost drilling in the future will have to be undertaken sparingly and with due attention to
environmental stewardship. Thus, low-impact geophysical techniques are necessary to investigate regional-subsurface hydrology
and its connectivity to surface features and the coastal ocean. First
used in the 1970s in the MDV, electric resistivity methods remain an
effective way to investigate the subsurface distribution of brines.
Transient electromagnetic (TEM) methods are known to be
highly sensitive to electrically conductive targets, such as brine
or wet clays, which return strong inductive secondary EM fields.
Resistive geologic units, such as dry sand, ice, or frozen permafrost,
give weaker responses, often close to ambient noise levels (Ward
and Hohmann, 1988; Christiansen et al., 2006). For this reason,
the TEM method and more generally, all induction EM methods
have been intensively used for the mapping of conductive units.
Hydrogeologic and resource applications of TEM include mapping
clay-rich aquitards, which offer protections for aquifers (Palacky,

1987; Kirsch et al., 2003; Foged et al., 2014), seawater intrusion
in coastal aquifers for water quality control and management (Kirkegaard et al., 2011; Teatini et al., 2011; Jørgensen et al., 2012) and
mining exploration of highly conductive mineral deposits (Smith,
2014). Minsley et al. (2012) use frequency-domain EM to map
permafrost above groundwater in arctic Alaska.
Because the MDV contain high-resistivity ice and low-resistivity
brines, there exists a large EM-resistivity contrast between frozen
ground and ground containing liquid brine (Dugan et al., 2015a;
Mikucki et al., 2015). This paper presents results from the first airborne electromagnetic (AEM) survey in Antarctica, performed in
November 2011 in select locales in the MDV, and it expands on
the technical aspects of the AEM system, with comparisons to other
techniques and past geophysical exploration. The survey was done
using the SkyTEM system developed by the Hydrogeophysics
Group at University of Aarhus (Sørensen and Auken, 2004), which
also wrote accompanying data processing algorithms (Auken et al.,
2009). AEM combines a large depth of investigation (DOI) with the
mobility and high-spatial resolution afforded by helicopter-borne
equipment (Sørensen and Auken, 2004). This AEM survey provides
a regional-scale, high-resolution 3D representation of subsurface
resistivity in MDV. It significantly expands the understanding of
the subsurface geology and hydrology compared with the geophysical measurements made in the early 1970s. Numerous measurements of lake conductivity and the DVDP boreholes in the
1970s allow us to validate our data.

METHODS
Airborne electromagnetic
In the MDV survey, we used the SkyTEM system initially developed in the early 2000s for hydrogeological mapping (Sørensen and
Auken, 2004). It is based on the time-domain electromagnetic
(TDEM) method, which measures the secondary EM field induced
in the ground after an abrupt turn-off of a pulsed primary electromagnetic field generated by a large transmitter loop several hundred
square meters in area. The time decay of this secondary EM field is
generally measured by an induction receiver coil (a compact
solenoid of tens of square meters of effective area), which records
the time derivative, or electromotive force, of the magnetic field.
This measure is usually denoted as ∂b∕∂t with units of V∕m2
(the voltage measured between the two extremities of the receiver
coil normalized by its area). In late times, after the primary field has
decayed,

∂b
Iσ 3∕2 μ3∕2
a2 −5∕2
p0
¼−
t
;
∂t
20 π

(1)

where I is the current, σ is the conductivity, μ0 is the permeability of
free space, a is the radius of the coil, and t is the time (Ward and
Hohmann, 1988). Importantly, apparent conductivity can be determined as a function of time, giving a first overlook of the conductivity variations as a function of depth. This equation also highlights
that measured ∂b∕∂t decreases proportionally to t−5∕2 , which means
that the TDEM signal decreases by five orders of magnitude per two
orders of magnitude in time. Usually two to three orders of magnitude of time are observed in practice, so an efficient TDEM measurement device needs to be able to record differences of electric
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potentials that can be one billion times different in amplitude (from
approximately 1 V down to μV).
Most recorded TDEM responses cover the equivalent frequency
range from 10 Hz to approximately 300 kHz. The high-frequency
content is used to invert for electric properties of the near surface at
relatively high vertical resolution based on TDEM measurements
made immediately after turning off the primary current in the transmitter loop. As time elapses, TDEM measurements provide information on electric resistivity at increasing depth. These later signals
come from the lower frequency part of the spectrum leading to decreasing vertical resolution. There are practical challenges to acquiring near-surface and deep information due to the longer time
required to shut down the higher primary current in the transmitter
loop, which filters the highest frequency content, and due to the
decreased signal-to-noise ratio (S/N) at late times.
Because ground TDEM response globally decreases as a factor of
t−5∕2 and time windows for recording the secondary ground response span from approximately 10 μs to a few ms, there is a huge
drop of signal level for a single TDEM sounding. If the moment (the
product of current, loop area, and number of wire turns) in the transmitter loop is increased to improve the S/N for late observation
times, the turn-off becomes longer and near-surface vertical resolution deteriorates. To tackle this issue, the SkyTEM system transmits
current at low (LM) and high (HM) transmitter moments to achieve
an improved broadband system. The LM is optimized for near-surface mapping by providing higher frequency content via its faster
turn-off, whereas the HM is optimized for deep investigation by
increasing the ground TDEM response above the noise level at late
times via high current and multiple turns (Figure 1a).
AEM compares favorably with the more commonly used radio
echo sounding (RES) technique for creating regional-scale geophysical data sets in areas where low-resistivity material is widespread. Both techniques use a time-variable EM field, but in the
EM induction approach, the field varies slowly enough for its
propagation part to become negligible compared with the diffusion
term (i.e., the second-order time derivative of the field strength is
negligibly small). EM induction frequencies are typically a few
to several orders of magnitude lower than are RES frequencies,
resulting in wavelengths much larger than the skin depth of field
penetration (Zhdanov, 2009). The high frequencies used in radar
applications mean that the second time derivative of field strength
is nonnegligible and its propagation is described by the wave equation. Under conditions of low conductivity, radar waves have small
wavelengths relative to their skin depths. The skin depth, δ, of an
p
EM field (frequency f∼ < 105 Hz) is proportional to ðfρÞ, so lowfrequency fields or high-resistivity materials lead to large
skin depths (Sharma, 1997). For radar (frequency approximately
>107 Hz), δ ∝ ρ; radar is therefore sensitive to changes in the dielectric constant and is strongly attenuated in low-resistivity materials (Sharma, 1997). Consequently, although the higher frequency
radar has higher spatial resolution than do EM induction methods,
radar waves penetrate less deeply into the ground than diffusive EM
fields, particularly when conductive materials are present. The EM
frequency can be tuned to penetrate through some thickness of conductive materials, with more conductive material requiring lower
frequency fields (Sharma, 1997).
The SkyTEM504 system flown for our MDV survey has a total
weight of approximately 500 kg, a transmitter area of approximately
500 m2 , four transmitter coil turns and a current for the HM mo-
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ment of 95 amps. The resulting maximum DOI is approximately
350 m depending on the conductivity of the subsurface. The transmitter frame was assembled on the sea ice near the U.S. McMurdo
Station. Figure 2a shows the first calibration lifts by the Bell
212 helicopter.

Data acquisition
Average flight altitude of the survey was approximately 35 m
above the ground surface. Flight lines were spaced by 200–
400 m (Figure 3), the average flight speed was 55 km∕h, and
the effective sounding spacing along the lines was approximately
50 m after averaging three raw data sets into one. TEM data used
in this study were collected between 13 μs and 8 ms from the beginning of the current turn-off, with the beginning of this time record corresponding to 8 μs after the end of the transient response
ramp. Each sounding corresponds to two consecutive LM and
HM pulses linked to one GPS position and constitutes a dualmoment sounding curve (Figure 1b). The LM part of the curve
has a stack of 256 transients (each one lasts approximately 2 ms
including the period of injection and the period over which the secondary EM response is measured), and the HM has a stack of 64
transients (each one lasts approximately 16 ms). Additional software stacking is carried out during processing to improve the
S/N at late measurement times. Two lasers mounted on the frame
measure its altitude during flight. The frame pitch and roll are recorded using two tilt meters also mounted on the frame. The positions of all these devices are indicated in Figure 2b. Data were kept
up to a maximum altitude of 70 m above the surface, and the frame
pitch and role rarely exceeded 10°.

Data processing
The main processing steps follow the work of Auken et al. (2009)
and are described here briefly. Corrections to compensate the pitch
and roll of the loop were done automatically via continuous tilt measurements during the survey. Altitude records from the lasers required no manual corrections because there is no vegetation on
the surface of the MDV.

Figure 1. (a) Typical dual-moment TEM curve with LM and HM
(the two curves are normalized by the moment) and (b) the corresponding 29-layer resistivity model with its estimated DOI. The
sounding position is indicated on the profile shown in Figure 4.
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Prior to the survey, the AEM system was calibrated at the national
reference site in Denmark to correct the signal amplitude and time
shifts (Foged et al., 2013). For the calibration of the system, the
estimated time shift is less than −0.7 μs for LM and −3 μs for
HM, and there is an amplitude shift factor of 0.92. These shifts have
little effect on the data, but they ensure that the measurements are
calibrated to the best possible accuracy.
Two main precautions for the sounding curves were considered:
1) Early times at LM (Figure 1a): There was still some residual
current in the transmitter loop at the first times recorded just
after the turn-off. This system response is called the coil response (CR) and is measured with the AEM system flown at
high altitude (>1000 m) where no ground response can be measured. The CR was later removed during data inversions
(Schamper et al., 2014). In the MDV, some areas were so resistive within the depth of signal penetration that only CR data
were recorded. Correction for the CR effect during data inversion is important to avoid a misleading interpretation of early
times (Schamper et al., 2014) resulting in the location of false
conductive or resistive layers in the shallow subsurface.
2) Late times at LM and HM (Figure 1a): In areas where no conductive layers are present in the subsurface, many late time
gates were below the noise level and were removed from the
data set. If noisy late times are kept, it results in fictitious deep
conductive layers. In many areas of the MDV, only a few gates

remained after this cleaning process. When the number of remaining gates was too low (<4), these data were removed before
inversion.
A gate-by-gate plot of a typical section across Lake Fryxell is
shown in Figure 4a. The gates for each TEM sounding are shown
along the flight line, illustrating the different levels of signal detected. As shown, (1) LM and HM have a high signal above Lake
Fryxell, which contains brackish water; (2) just the HM signal is
high outside of the lake, where there is only a deep conductor
(permafrost with brines) with a resistive cover (permafrost with
no liquid water in pore spaces) as seen on the northwestern side
of the profile (Figure 4a); and (3) on the most northwestern part
of the profile, the entire signal drops and HM has only a few gates
remaining indicating very thick, high-resistivity permafrost and no
conductive layers within the entire range of depth penetration.
To maintain good near-surface resolution and to improve the S/N
at late times, trapezoidal filters (which average early times less than
late ones) with stacking windows enlarging with the time delay
were applied. This way there is no additional loss of lateral resolution in the near surface with a narrow stack window (6 s for first
gates of MCM survey), and there is a reduction of noise with a wider
window at late times for a better DOI (up to 20 s for the latest gates)
(Auken et al., 2009).

Data inversion
Modeling and inversion of the AEM data were carried out with
the AarhusInv program (Auken et al., 2014; Kirkegaard and Auken,
2015) using the Aarhus Workbench. We used the spatially constrained inversion scheme (Auken and Christiansen, 2004; Viezzoli
et al., 2008) providing a quasi-3D resistivity model of the ground
with local vertical forward and derivative calculations. Each sounding position corresponds to a local 1D resistivity model, which is
linked by spatial constraints to its neighboring soundings. Those
constraints ensure continuity between adjacent soundings. For this

Figure 2. (a) The SkyTEM504 frame being lifted by a Bell 212
helicopter on the sea ice outside McMurdo Station, 2011, and
(b) SkyTEM504 system in the air.

Figure 3. Flight lines after data processing with data residual
for (a) Taylor Glacier (TG) and (c) Taylor Valley (TV), and DOI
for (b) TG and (d) TV as colored points. The dashed white line
corresponds to the profile shown in Figure 4.
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Figure 4. Flight line across Fryxell Lake and its surroundings (white dashed line in
Figure 3): (a) processed gate-by-gate data section with LM and HM. Too-noisy gates
are fainted and (b) the corresponding 29-layer resistivity model section obtained after the
inversion. The dark line indicates the DOI. The location of the sounding example shown
in Figure 1 is indicated.

Figure 5. Histograms of DOI and data residuals for TG and TV.

WA91

inversion, lateral constraints were set to a factor
of 1.35 and increased rapidly beyond a radius of
20 m. This means that resistivity values can vary
within 35% from one sounding to another. These
constraints are not strict and do not forbid sharp
changes if the fitting of the data requires it. Each
vertical resistivity model consists of 29 layers
with depths starting from 1.5 to 4 m near the
ground surface and increasing logarithmically
until a depth of 350–650 m (Figure 1b), depending on the overall vertical resistivity distribution
of each subarea. A many-layered inversion was
chosen over a few-layered inversion scheme because the former eliminates the need to make an
initial guess on the number of geologic layers
across the survey area. The change in the number
of geologic layers is illustrated in Figure 4b:
Only one overall very conductive layer can be
detected above Lake Fryxell, whereas varying
levels of resistivity within the permafrost can
be observed around the lake.
The smooth inversion scheme requires the
consideration of vertical constraints between
neighboring layers to ensure nonerratic resistivity models. For the MDV data set, the vertical
constraints are set loose (factor of 1.6) in order
not to overly smooth the sharp transitions
(e.g., between glacier ice and subglacial brine).
Despite this, smoothing in the presented inversion results is still present. It is related to the

Foley et al.
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resolution obtainable with the diffusive induction EM method.
Sharper boundaries can be mathematically obtained (Vignoli et al.,
2015), but this must be constrained by other data (e.g., RES or boreholes) to minimize the inherent equivalence issues (where different
ground models explain the acquired data equally well). Combining
different geophysical data sets with the AEM data to get sharper
boundaries is beyond the scope of the present paper, but it may
be included in future interpretations.
The inversion algorithm uses a forward modeling code in which
all parameters of the acquisition device are modeled to avoid misinterpretation of TDEM data (Christiansen et al., 2011): the waveform of the current injected in the transmitter loop; low-pass filters
of the system; and altitude of the system, which is considered as an
inversion parameter constrained to the value measured by the laser.

the noise level above resistive areas, such as thick, brine-free permafrost or shallow bedrock (the sides of Taylor Valley [TV] in Figure 3c) or glacial ice of more than several hundred meters in
thickness (e.g., upstream on Taylor Glacier [TG] in Figure 3a).
Overall, the data residual for the study area is less than 1.0. A histogram of residuals for TG (Figure 5a) shows a globally larger data
residual than in our TV data (Figure 5b), although most of it remains
at less than 1.5. This is due to the large areas covered by thick, highresistivity ice of TG, which results in a weak secondary EM response. This observation is also illustrated with the statistics in
Table 1.
The estimated resistivity models are automatically analyzed at the
end of the inversion to evaluate the DOI (Christiansen and Auken,
2012). This sensitivity analysis considers the cumulated response of
the data to each layer’s resistivity from the deepest layer:

Data and inversion quality control
Several parameters are checked during quality control of data and
inversions. Data processing is quality controlled by checking the
following: (1) the GPS positions, which need to be consistent with
the planned survey and the background GIS map; (2) the continuity
of the altitude measurements (20 points every second with a laser);
(3) any abnormally high tilt values exceeding 10°; (4) the presence
of too-noisy gates (normally fainted as in Figure 4a), which could
indicate a nonoptimal definition of the noise level (approximately
5.10−8 V∕m2 at 1 ms for this survey).
The main inversion parameter checked during quality control is
the data-fit residual, which is the difference between the model output and the field data, normalized by the standard deviation of the
data. A data-fit residual of less than one indicates a good fit of the
estimated resistivity model into the field data within the observational error estimated using the trapezoidal stack window. An abnormally high residual can have several causes: The noise cleaning
process was not sufficient, spatial constraints were too strong to allow resistivities to change enough during the iterative inversion,
and/or considered system parameters are badly defined. The overall
data residual of an explored area should have a value of less than
one. In the case of the MDV survey, the data residuals are low where
brine is present (Lake Bonney in Figure 3a and Lake Fryxell in Figure 3c), and they become more erratic where the signal is close to
Table 1. Statistics on DOI estimation and data residuals for
TG and TV.

Minimum
Maximum
Mean
STD
Median
%<1
% <1.2
% <1.5
% < 50 m
% >300 m

DOI
TG (m)

Data
residual TG

DOI
TV (m)

Data
residual TV

31.9
597
315
187
384
—
—
—
19.9
60.4

0.14
12.7
0.97
0.57
0.87
63.7
79.4
90.6
—
—

29.8
650
328
130
325
—
—
—
2.15
59.4

0.11
13.0
0.74
0.55
0.62
83.6
91.1
96.0
—
—

Sj ¼

k
X
j¼M;−1

PN

Gij
i¼1 Δdi

tj

;

(2)

where Sj is the cumulated sensitivity from the deepest layer to layer
j, M is the total number of layers, N is the total number of data
points, tj is the thickness of layer j, Gij ¼ ∂ logðdi Þ∕∂ logðρj Þ is
the sensitivity of data point i to the resistivity of layer j, and
Δdi is the standard deviation of data point di . The total number
of layers M can be larger than the number of layers of the inverted
model (resistivity is repeated within each inverted layer), to get a
finer estimation of the DOI. The DOI is reached once the cumulated
sensitivity Sj reaches a threshold value, which is fixed based on the
experience with field data and cross comparisons of models obtained from different methods. Christiansen and Auken (2012) estimate a threshold value within the range 0.6–1.2.
This sensitivity analysis provides the basis for fading of the resistivity sections below a depth, from which resistivity values have
almost no impact on the measurements (see sounding example of
Figure 1b). DOI estimation is important to avoid overinterpretation
of deep conductors whose presence may be entirely due to the
numerical optimization or noisy data inadvertently left in the late
part of the TDEM signal. In the present survey, the DOI is less than
50 m above brackish to hypersaline lakes (Lake Bonney in Figure 3b
and Lake Fryxell in Figure 3d), and it reaches approximately 350–
400 m, where good conductors are located below high-resistivity
layers, and there is still a representative and reliable signal. Where
few gates remain with a poor signal, indicating that only highly resistive formations (greater than 1000 Ωm) are present, the DOI estimation can go beyond 400 m (top of TG in Figure 3b and sides of
TV in Figure 3d). A histogram of DOI values for TG shows a large
portion of values smaller than 50 m (Figure 5c). This is due to the
presence of hypersaline water close to the snout of the glacier. A
large portion of DOI values for TG are also greater than 400 m,
likely due to the presence of a deep subglacial conductor beneath
high-resistivity glacial ice. Figure 5d also shows DOI values in TV
are not as high as in TG, with 350 m being the most common.
Numerical statistics are available in Table 1.

RESULTS
We collected data from approximately 300 km2 of the MDV, with
the best coverage over eastern TV (Figure 3c and 3d) and the lower
4 km of TG in western TV (Figure 3a and 3b). This is the most
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complete regional-scale subsurface geophysical data set of any type
collected in the MDV. Its wide coverage and deep DOI allow us to
expand upon work done at smaller scales by previous researchers
and complement work done with different geophysical techniques.
Prior to our survey, some of the most complete subsurface geophysics in the MDV came from limited measurements from the
1970s. McGinnis et al. (1973) used active source seismic refraction
in conjunction with Schlumberger and Wenner DC resistivity arrays
to investigate the subsurface in small areas near potential DVDP
borehole sites. At the west end of Lake Fryxell, near the eventual
site of DVDP borehole number 7, they measure a transect across a
narrow part of the lake using two seismic stations and six resistivity
stations. From the data, they generated a model (Figure 6a) that
presents their seismic and geoelectric interpretations down to approximately 40 m below the surface. Their models indicate that
there are widespread deep areas of relatively lower resistivity
(<400 Ωm) covered by high-resistivity material (1000–10,000 s
of Ωm) on either shore. They interpreted this situation as sand
and gravel saturated with unfrozen water beneath frozen permafrost,
which they speculated could be connected to a regional aquifer beneath frozen permafrost.
In the Fryxell Basin, our data produced a model that is consistent
with their inferences but much more detailed and in 3D. The AEM
system is able to constrain resistivity at much greater depths than the
techniques used by McGinnis et al. (1973); at Lake Fryxell it measures more than 200 m below their deepest measurements. Our
regional-scale measurements produce reasonable results: We detect
low-resistivity material (<100 Ωm) at the lake where there is brackish water, surrounded by with higher resistivity material (100–
1000 s of Ωm) on the shores where frozen ground is expected (Figure 6b). As did McGinnis et al. (1973), we measured the highest
resistivities north of the lake. Our data show that the low-resistivity
area extends laterally underneath the shallow frozen permafrost for
hundreds to thousands of meters, representing a large fraction of the

Figure 6. Profile across Lake Fryxell: (a) simplified version of
McGinnis et al. (1973) model and (b) our model, with the maximum
depth of the 1973 model marked by the dashed white line. Inset:
map of area; CG, Canada Glacier; FRX, Lake Fryxell; and the
red line marks the profile.
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valley’s width, and down at least 200 m without indication of any
clear increase in resistivity until the survey reaches the DOI limit.
Unfortunately, the DVDP borehole drilled in the Fryxell Basin,
DVDP 7, penetrated, with difficulty, a mere 11.2 m before the borehole collapsed (McGinnis and Osby, 1977), and it consequently
yielded little information, so it is not very useful for comparison
with our measurements. Further east, DVDP 11 near Commonwealth Glacier achieved a depth of approximately 310 m, at which
point it lost drilling fluid (McGinnis et al., 1982), potentially indicating a permeable aquifer. An AEM sounding at the same location
shows a sharp drop in resistivity between depths of 200 and 275 m
coincident with sharp increases in salinity within marine sediments
(Figure 7). This occurs over a range of temperatures (approximately
−10°C to −5°C) consistent with temperatures at which MDV brines
could exist: The saline bottom waters of Lake Bonney are −5.3°C
(Spigel and Priscu, 1996); water exits Blood Falls, a hypersaline
discharge at the terminus of TG, at −5.6°C (Mikucki et al.,
2009); and Hubbard et al. (2004) predict basal temperatures beneath
TG, where brine is present, to be at most −7.8°C. Further east
DVDP 10 filled with 72 ppt brine at approximately 180 m deep
(McGinnis et al., 1982) and approximately −6°C (Decker and

Figure 7. AEM data compared with DVDP 11 borehole temperatures (Decker and Bucher, 1982) and salinity (McGinnis et al.,
1982). The DVDP 11 borehole location is marked in Figure 8.
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RES has been used infrequently in the MDV. Due to the labor
involved with operating a ground-based unit, RES has typically
been used to investigate small-scale features in the MDV, such
as possible delta deposits and moraines (Arcone et al., 2000; Arcone, 2002), dunes (Bristow et al., 2010), lake ice (Dugan et al.,
2015b), or glacial accumulation zones (Arcone and Kreutz,
2009; Shean and Marchant, 2010; McKay et al., 2014). We are
aware of only one regional-scale airborne RES investigation (Holt
et al., 2006), which was used primarily as a calibration exercise for
potential use of RES on Mars.

Compared with most of the RES measurements made in the
MDV, AEM observes a far deeper domain. For example, Arcone
et al. (2000) use 100-MHz radar at central Coral Ridge, to trace
slightly dipping reflectors to a depth of 23 m, with implications
for the emplacement history of the drift. At the same location on
Coral Ridge, our AEM survey was able to measure up to 300 m
below the surface. It detected large areas of low resistivity at depth
beneath extremely high-resistivity material in the center of Coral
Ridge, potentially stranded ice (Figure 9). There is a gap in the
AEM data coverage between Coral Ridge and the Ross Sea, but
the available data are suggestive of a deep connection between
the Ross Sea and TV beneath Coral Ridge (Figures 8 and 9); this
feature was not detected in radar or DVDP borehole logs (Powell, 1981).
Low-frequency radar (10–100 MHz) is commonly used to measure the basal topography of glaciers (e.g., Berthling et al., 2000;
Isaksen et al., 2000; Degenhardt and Giardino, 2003; Hubbard
et al., 2004; Engel et al., 2012), whereas a shorter wavelength
(100–400 MHz) is used when high resolution is required (e.g., Fukui et al., 2008; Sold et al., 2014). Because the speed of EM waves
in ice is in the range of 0.167–0.169 m:ns−1 , (which adds some uncertainties depending on the value chosen), the vertical resolution
(about a quarter of the radar wavelength) ranges from approximately 4 m at 10 MHz to 0.1 m at 400 MHz. Hubbard et al.
(2004) used 10-MHz radar to image the lower part of TG, which
terminates in Lake Bonney at the western end of TV. Based on
strong basal reflectivity, they inferred the presence of a liquid water
reservoir stored in an overdeepening located 3–6 km from the glacier terminus. Thermal modeling indicated that the bed was everywhere below the pressure melting point of fresh water, leading
Hubbard et al. (2004) to conclude that to remain liquid, such water
must be hypersaline brine. Because AEM is sensitive to subsurface
fluid salinity and can cross thicker layers of brine than radar by
virtue of its larger skin depth, it offers a natural complement to radar
for testing the scenario proposed by Hubbard et al. (2004). AEM’s
ability to measure through greater thickness of brine allows for

Figure 8. Resistivity at −150 m elevation. The solid white line indicates the surface expression of Lake Fryxell (FRX) and the dashed
white ellipse marks the general location of Coral Ridge (CR). The
star marks the location of DVDP 11. CG, Canada Glacier; CWG,
Commonwealth Glacier; and RS, Ross Sea. There are no data in
central Lake Fryxell because this is below the DOI at this location.

Figure 9. Resistivity profile across Coral Ridge. The x-axis is (distance) shortened over section of missing data. Inset, map of area;
CWG, Commonwealth Glacier; and RS, Ross Sea.

Bucher, 1982), indicating that there can be at least localized areas of
hypersaline brines at depth within permeable sediments.
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Regional cross section
A regional-scale view shows that the deeper layer of low resistivity measured in the cross section at Lake Fryxell (Figure 6b) is
representative of the eastern portion of TV. At an elevation of
–150 m, low-resistivity material is widespread throughout the lower
reaches of the valley from Canada Glacier to the Ross Sea (Figure 8).
The maximum depth of Lake Fryxell is approximately 20 m, therefore, resistivities at −150 m are well within sediments and bedrock
beneath the lake bottom. The extent of this low-resistivity zone far
exceeds the shores of Lake Fryxell, indicating that this represents a
region of liquid groundwater that is outside the thermal influence of
Lake Fryxell’s talik, and therefore it is a truly regional aquifer.
About half of the measurements taken in eastern TV at all depths
have resistivities 100 Ωm or less, suggesting widespread brines.
This potential aquifer may connect at depth with the Ross Sea, particularly in two “channels” of low-resistivity material that are visible on the north and south edges of Coral Ridge (Figure 8), an
otherwise high-resistivity moraine complex from the last glacial
maximum expansion of the Ross Ice Shelf (Hall et al., 2000) that
separates TV from the Ross Sea.

Radio echo sounding and airborne electromagnetic
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more quantitative estimates of volume and salinity. We detect a horizontally continuous unit of low-resistivity material beneath the
center of TG, which is present from its terminus in Lake Bonney
until it is masked by the DOI 5–6 km up-glacier (Figure 10). In the
up-glacier reaches of our profile, AEM cannot penetrate through as
much ice as the radar used by Hubbard et al. (2004) (approximately
300 m with AEM versus approximately 450 m for GPR), but we do
see spatial patterns of resistivity consistent with an overdeepening
filled with low-resistivity material that is distinguishable from the
extremely high-resistivity glacier ice. Based on this low resistivity,
it has been interpreted as hypersaline brine (Mikucki et al., 2015),
which is consistent with the high salinity measured in Blood Falls
(Keys, 1979; Lyons et al., 2005; Mikucki et al., 2009), a hypersaline
surface discharge at the terminus of TG (Figure 3b), and with the
hypersaline bottom waters of Lake Bonney (Spigel and Priscu,
1996). A greater DOI from a higher moment transmitter would allow investigation farther up TG and constrain the size of this subglacial reservoir. Based on the presently available data, it is
estimated that the volume of subglacial brine-saturated sediments
is at least 1.5 km3 , which assuming a conservative estimate of
the porosity at 12%, represents a volume of liquid water equivalent
to the combined volume of the largest TV lakes (Mikucki
et al., 2015).

DISCUSSION
Our mapping of permafrost, glaciers, and subsurface liquid brine
using AEM in the MDV demonstrates the potential applicability of
this technique for future investigations in Antarctica and the Arctic,
where regional-scale geophysical data sets will have impacts across
disciplines. The effects of climate change and resultant feedbacks
are predicted to be the most extreme at high latitudes (Cai, 2005).
Changes in surface and near-surface polar environments may trigger
climate feedbacks, such as methane release from warming permafrost (Zimov et al., 2006; McGuire et al., 2009; Paytan et al., 2015)
and from beneath retreating ice sheets (Wadham et al., 2008, 2012).
Polar ice sheets may become important contributors to global sea
level rise as the climate warms (e.g., Joughin et al., 2012).
Subsurface liquid water in particular plays an outsized role in
high polar environments. Liquid water beneath glaciers and ice
sheets is an important factor controlling glacier motion (Kamb,
1987; Creyts and Schoof, 2009; Winberry et al., 2011). However,
TG is considered to be a cold-bottomed glacier, whose movement
can be explained entirely by internal deformation (Kavanaugh and
Cuffey, 2009; Petit et al., 2014). The widespread low-resistivity area
detected beneath TG, which is consistent with hypersaline brine,
may require this model to be reevaluated in light of unexpectedly
abundant basal fluids. Other coastal glaciers in Antarctica may similarly have saline brines lubricating their bases or modifying the
rheological properties of their basal ice, which would otherwise
be too cold to contain liquid freshwater.
Antarctic subsurface liquid water has been shown to provide a
viable habitat for microbes in an environment that is otherwise
inhospitable (e.g., Christner et al., 2014). Antarctic briny aquifers
may provide the best terrestrial analogs for potential subsurface
habitats on Mars (Gilichinsky et al., 2003, 2007; Mikucki et al.,
2015). Ancient water exiting from beneath TG at Blood Falls contains an assemblage of microbes using metabolic pathways enabling
them to survive in an environment that may be analogous to a Snowball Earth refugium (Mikucki and Priscu, 2007; Mikucki et al.,
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2009), and conditions beneath frozen permafrost in the MDV
may be similar. Groundwater may transport nutrients throughout
the subsurface, providing important limiting nutrients, such as iron,
to the coastal ocean (Wadham et al., 2013; Mikucki et al., 2015).
In a matter of days, the AEM system increased our understanding
of subsurface water in the MDV more than decades of prior geophysical surveying and borehole investigations. Our results are
broadly consistent with past geophysical investigation, but because
our data cover a larger area and penetrate deeper into the surface,
they yield a more comprehensive regional picture of subsurface
conditions. We interpret the areas of low resistivity underneath
TG and eastern TV as a large reservoir of liquid hypersaline brine
stored within sediments. Unlike previous methods, we covered
enough of TV to demonstrate the continuity of this brine over large
parts of the valley, including likely hydrologic connectivity to the
lakes through taliks and to the ocean beneath Coral Ridge. Geochemical studies of MDV lakes conducted over the last several decades have tended to discount the importance of deep groundwater
flow into and out of the lakes (e.g., Poreda et al., 2004; Lyons et al.,
2005), but the presence of such a large subsurface brine reservoir
should motivate reevaluation of this assumption. The origin of the
salts in MDV lakes is complex and believed to be variable for each
lake (Lyons et al., 2005), but the brines beneath the surface may be
more likely to share a common heritage. In the northern hemisphere, cryogenic processes have been invoked to explain the presence of shield brines (Herut et al., 1990; Starinsky and Katz, 2003).
In the MDV, cryogenic processes may continue to occur in the subsurface, as permafrost freezes in response to the draining of Lake
Washburn or as saline waters exit TG from an overdeepening
through colder near-surface ice. The DOI of the AEM device is well
suited to the scale that continuing freezing may occur over. A Stefan
p
condition estimate (depth of freezing, z ¼ D t, where D is a constant between 1 and 5 that reflects the thermal properties of permafrost, after Osterkamp and Burn, 2003) suggests that permafrost
growth due to the draining of Lake Washburn in the early Holocene

Figure 10. Profile along length of TG. Inset, map of area; WLB,
West Lake Bonney. Blood Falls is at the terminus of TG in WLB.
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(Hendy, 2000) should range from approximately 100 to 500 m. This
is consistent with our measurements in Lower TV showing markedly decreased resistivity approximately 150–250 m below the
surface.
Based on resistivity recorded at the site of DVDP 11, liquid
brines in TV could exist at temperatures as cold as −10°C (Figure 7).
Although ground at this temperature fulfills the definition of permafrost, it is not a hydrologic barrier equivalent to frozen permafrost.
Indeed, it could contain a large fraction of pore space filled with
water. Archie’s (1950) law, an empirically determined relationship
between bulk resistivity and porosity, can be used to estimate porosities in brine-saturated sediments. A simplified form is

 −1∕m
ρ0
φ¼
;
ρb

(3)

where φ is the liquid brine fraction, ρ0 is the bulk measured resistivity of the formation, ρb is the resistivity of the brine, and m is a
cementation exponent that reflects properties of the pore network
and typically ranges from 1.4 to 2.8. Because the resistivity of

Table 2. Porosities calculated from resistivities for various
possible scenarios. Lower values of formation factor m
indicate less tortuous pore connections; m  2.0 is a middlerange value. Seawater is probably a reasonable resistivity
upper bound, and Vida brine represents an extreme lower
bound. Bottom West Lake Bonney water reported in
Mikucki et al. (2015) and Lake Vida Brine reported in
Dugan et al. (2015a). Vida brine is liquid at −13.4 °C.

the brine is not known and a cementation exponent for permafrost
has not been determined, we calculated a range of possible porosities given reasonable values (Table 2). Based on moderate values
(ρb equal to water at the hypersaline bottom of West Lake Bonney
and m ¼ 2, a value often used for sandstone), a measured resistivity
of 10 Ωm (7% of measurements) could have an unfrozen brine fraction of 14.5%.
AEM has significant potential for further scientific investigations
in coastal environments of Antarctica and the Arctic. Polar environments, where water commonly exists as a solid near the surface but
can be liquid at depth, exhibit a range of resistivities that spans several orders of magnitude, making geophysical identification easy.
Brines enhance this effect, but resistivity has been used to similar
effect in freshwater systems in the Arctic (Minsley et al., 2012). The
MDV, as a system with brines beneath frozen ground and glacier
ice, are potentially not unique in Antarctica, at least not in the subsurface. Parts of coastal Antarctica could have been flooded by seawater in the past, particularly with continental crust being depressed
by the weight of glaciers (after Starinsky and Katz, 2003). The
MDV are well explored due to the exposure of solid ground and
proximity to McMurdo Station, a logistical hub for the United
States Antarctic Program, but other areas farther afield and presently covered by glaciers could have similar widespread brines
and may become targets for future AEM exploration. Understanding the hydrogeology of these coastal margins may be important for
evaluating the impact of future climate warming on coastal Antarctica.

CONCLUSIONS
Using a helicopter-borne, time-domain EM sensor, we have
quickly filled in major gaps in our understanding of subsurface geophysics in the MDV. Previous geophysical work in the area, much
of it more than 40 years old, was performed at a few select locales,
and the results were generalized to the whole region with no independent verification elsewhere. Our survey samples the MDV, particularly TV, at an unprecedented spatial scale relevant to a range of
hydrological, glaciological, and geomorphic processes dominating
this landscape. Data sets obtained by the localized past geophysical
and borehole investigations serve as ground truths for our more
regional AEM results. We find widespread areas of low-resistivity
material at depth, indicating cryoconcentrated brines existing at
subzero temperatures beneath unexpectedly thin frozen permafrost.
The contiguous nature of these low-resistivity areas at depth and
their connection with lakes on the surface suggests the presence
of a regional-scale briny groundwater system. Such a system
may function as an important pathway for long-term transport of
chemicals in this slowly evolving landscape. It may also be capable
of supporting microbial life, thereby greatly expanding the habitable zone in this high polar desert. On the upstream end of TV,
our technique demonstrates that the subsurface hydrological connectivity extends directly from West Lake Bonney to the subglacial
materials beneath TG at least as far upstream as the AEM system
can penetrate the increasingly thick glacier ice. These two observations may require that researchers studying biogeochemistry of
MDV lakes take into account the possibility of chemical fluxes between the groundwater system and lakes.
TEM surveys complement other geophysical techniques, especially radar. High-frequency radar is used for examining internal
structure of near-surface features, and low-frequency radar can pen-

Downloaded 02/19/18 to 130.225.21.22. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/

AEM resistivity in the Dry Valleys
etrate deep, especially in polar glacier ice. However, a radar signal
attenuates quickly in the presence of conductive fluids. Resistivity
techniques can make measurements through liquid water, and in
the case of brines, which are a common form of liquid water in
the MDV, resistivity techniques can return information relevant to
subsurface salinity and porosity. Extremely low resistivity brines
limit the DOI of EM resistivity techniques, and thick ice cover
can prevent the imaging of very deep brines, but this can be overcome
by using higher moment systems. Advances in EM resistivity techniques will make it even more useful in the MDV and for exploration
in similar settings in Antarctica and the Arctic. Due to the important
similarities between the MDV and Mars, Antarctica is also a promising location where scientists can improve approaches toward studying subsurface brine systems on other planetary bodies.
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