The wrap-around L 2 -discrepancy has been used in quasi-Monte Carlo methods, especially in experimental designs. In this paper, explicit lower bounds of the wrap-around L 2 -discrepancy of U-type designs are obtained. Sufficient conditions for U-type designs to achieve their lower bounds are given. Taking advantage of these conditions, we consider the perfect resolvable balanced incomplete block designs, and use them to construct uniform designs under the wrap-around L 2 -discrepancy directly. We also propose an efficient balance-pursuit heuristic, by which we find many new uniform designs, especially with high levels. It is seen that the new algorithm is more powerful than existing threshold accepting ones in the literature.
Introduction
Recently, Fang et al. [6] gave lower bounds for the wrap-around L 2 -discrepancy (WD 2 , for simplicity) of U-type designs with two or three levels and made a significant improvement to the threshold accepting algorithm. In this paper, we extend their results to any symmetrical U-type designs, define the perfect resolvable balanced incomplete block designs, propose a more efficient algorithm, namely balance-pursuit heuristic, for searching uniform designs and obtain new uniform designs with more levels.
For more than two decades since the uniform design was proposed by Fang and Wang [2, 16] , it has been widely applied in manufacturing, system engineering, pharmaceutics and natural sciences. Uniform design is a type of "space filling" designs, which spread experimental points uniformly on the experimental domain [1] . The construction methods of uniform designs by most authors in the literature have been restricted on balanced lattice designs, or called U-type designs. In this paper, we only consider symmetrical U-type designs. A symmetrical U-type design U(n; q m ) corresponds to an n × m matrix X = (x 1 , . . . , x m ) such that each column x i takes values from a set of q integers, say {1, 2, . . . , q}, equally often. Denote by U(n; q m ) the set of all U(n; q m ) designs. By mapping f : l → (2l − 1)/(2q), l = 1, . . . , q, the n runs are transformed into n points in C m = [0, 1] m . The transformed design is denoted byŨ(n; q m ) and the set of all such designs is denoted bỹ U(n; q m ). The one-to-one correspondence between U(n; q m ) andŨ(n; q m ) will be used often throughout this paper.
As a measure of uniformity, the L p -discrepancy has been widely used in quasi-Monte Carlo methods (see [9, 15] ). However, in [10, 11] , Hickernell pointed out some weakness of the L p -discrepancy and further proposed several modifications, among which the wraparound L 2 -discrepancy (WD 2 ) is an attractive and interesting one. Let P = {(x k1 , . . . , x km ), k = 1, . . . , n} be a set of n points in C m . An analytical expression of WD 2 (P) can be derived.
(WD 2 (P)) 2 
where x i = (x i1 , . . . , x im ) ∈ P. In this paper the set of points P is always chosen to be ã U(n; q m ) design, and we refer to WD 2 -value of a U(n; q m ) as the WD 2 -value of its correspondingŨ(n; q m ). Due to the specific structure of the U-type design, its corresponding uniformity measure WD 2 has some nice properties, which will be given in the next section. A symmetrical uniform design under WD 2 is a U-type design U(n; q m ), whose correspondingŨ(n; q m ) minimizes WD 2 -values overŨ(n; q m ). To search a uniform design is an NP hard problem in the sense of computational complexity when (n, q, m) increase. The threshold accepting algorithm has been used to search uniform designs by many authors such as [6, 7, 8] . The last paper showed that lower bounds of WD 2 play an important role in the search process. Unfortunately, their results are limited to q = 2, 3. For computer experiments uniform designs with q > 3 are often required. The task of the paper is to generalize their results from U(n; q m ), q = 2, 3, to any symmetrical U-type designs. Meanwhile, combinatorial configurations have been extensively used to construct uniform designs under the discrete discrepancy (or categorical discrepancy) proposed by Hickernell and Liu [12] . Vital papers include [3] [4] [5] 13, 14] . In this paper, we will make use of the wraparound L 2 -discrepancy as the benchmark of uniformity to construct uniform designs via a new class of combinatorial configuration named "perfect resolvable balanced incomplete block design (PRBIBD)". Moreover, an efficient balance-pursuit heuristic for generating any symmetrical uniform design will also be proposed.
The paper is organized as follows: in Section 2, we give lower bounds of the wrap-around L 2 -discrepancy on U-type uniform designs and also give corresponding sufficient conditions for a U-type design to achieve the lower bound. Based on these sufficient conditions, we provide two ways of construction methods for uniform designs in Section 3. First we deal with the combinatorial approach. The concept of PRBIBD, the connection between uniform designs and PRBIBDs and some results on the existence of infinite classes for PRBIBDs are explored in this section. We also introduce an efficient algorithm named balance-pursuit heuristic to search for uniform designs under the wrap-around L 2 -discrepancy in Section 3. It is shown by several tests that our new algorithm is powerful. The last section addresses some conclusion and future work.
Sufficient conditions and lower bounds of WD 2
From the analytical expression of Eq. (1), it is easy to see that the wrap-around L 2 -discrepancy is only a function of products of
However, for a U-type design, its -values can only be limited to a specific set. More precisely, for a U-type designŨ(n; q m ), when q is even, -values can only take q/2 + 1 possible values, i.e., 0, 2(2q − 2)/(4q 2 ), 4(2q − 4)/(4q 2 ), . . . , q 2 /(4q 2 ); when q is odd, these products can only take (q + 1)/2 possible values, i.e., 0, 2(2q − 2)/(4q 2 ), 4(2q − 4)/(4q 2 ), . . . , (q − 1)(q + 1)/(4q 2 ). Table 1 gives the distribution of -values over the set { k ij : 1 i < j n, 1 k m}, for both even and odd q. Note that given (n, q, m), this distribution is the same for each design inŨ(n; q m ). We shall see that this fact is very useful in our approach.
For any two different rows of the designŨ(n; q m ), 
, respectively, where = − 
Proof. By Eq. (1), to minimize WD 2 (P) 2 overŨ(n; q m ) is equivalent to minimizing Table 1 , we know that for given (n, q, m), the distribution of -values is the same, so
2 − k ij is a constant onŨ(n; q m ) and 3/2 − k ij > 0. Based on the geometric and arithmetic mean inequality, the WD 2 -value arrives at its minimum if all m k=1 3 2 − k ij for 1 i < j n are the same. Obviously, the latter is the result when all F ij are the same. The expression of the lower bound of the discrepancy is straightforward according to Table 1 .
Applying Theorem 2.1 to a two-levelŨ(n; 2 m ) design we find that its { k ij } take only two possible values 0 and 1/4 with frequency mn(n − 2)/4 and mn 2 /4, respectively. In this case, each F ij distribution can be uniquely determined by the Hamming distance, denoted by d ij , between the ith row and the j th row of the design matrix. The Hamming distance between two rows is defined as the number of places where two rows take different values. The necessary condition that all F ij distributions equal each other is equivalent to that each d ij equals m − 2 , where 2 = m(n − 2)/2(n − 1). There are similar results for three-level U-type designs. For instance, for a three-levelŨ(n; 3 m ) design its { k ij } take two possible values 0 and 2/9 with frequency mn(n − 3)/6 and mn 2 /3, respectively. Let 3 = m(n − 3)/3(n − 1). The necessary condition that all F ij distributions are the same is equivalent to that all d ij 's equal m − 3 . In these two special cases, Theorem 2.1 can be simplified to the following corollary, which essentially can be found in [6] .
Corollary 2.2.
A lower bound of the wrap-around L 2 -discrepancy onŨ(n; q m ) with q = 2 and q = 3 is given by 
Constructions of uniform designs
As already mentioned in Section 1, combinatorial configurations have been proved to be very useful in the constructions of uniform designs, see for example [3, 13, 14] and references therein. In the process one always takes "discrete discrepancy" as the criterion of uniformity. However, discrete discrepancy is thought to be only a category discrepancy. That is, though it is defined under the high level case, it can only deal with one difference, due to its simple kernel function (see [12] ). While for the wrap-around L 2 -discrepancy, the design can distinguish q−1 2 differences among those q levels. Obviously, it can give more information compared with the discrete discrepancy for q > 3. The designs obtained by traditional combinatorial configurations such as RPBDs, RPDs and RCDs are not always uniform under the wrap-around L 2 -discrepancy, though they are uniform under the discrete discrepancy. This suggests new combinatorial configurations are needed for constructions of uniform designs under WD 2 . According to Theorem 2.1, when a U-type design achieves the lower bound LB even or LB odd , all its F ij distributions, i = j , should be same. This leads us to define a new type of combinatorial configurations by adding extra constraints to a resolvable BIBD.
As usual, we call a balanced incomplete block design (BIBD) of index and order n a (n, k, )-BIBD. It is defined to be a pair (V , B), where V is a set of n points and B is a family of subsets (called blocks) of V with size k, such that every pair of points of V occurs in exactly blocks. A BIBD is called resolvable, denoted by RBIBD, if its blocks can be partitioned into classes (called parallel classes), each being a partition of its point set. Let
. . . , A m be parallel classes of a (n, k, )-RBIBD, (V , B). Assign a certain order to the blocks in each A i and then write
j +t , where j + t is taken modulo q and t = 1, 2, . . . , q/2 . For convenience, when q is even and t = q/2, each q/2-apart is regarded as twice appearing in the same parallel class.
For a (n, k, )-RBIBD, it is readily calculated that (n − 1) = m(k − 1), where m represents the number of parallel classes. Thus, the total number of t-apart, i.e., knm, is determined by n, k and . Remark. When the block size k equals 1, then the definition of BIBD or RBIBD becomes trivial. However, in this case, we can still define the concept of t-apart. As an extension to Definition 3.1, if for every t = 1, 2, . . . , q/2 , each unordered pair x, y ∈ V is t-apart in exactly parallel classes, then we call a (n, 1, 0)-RBIBD a (n, 1, 0; )-PRBIBD. 
Here i = 1, 2, . . . , 10 and the addition is taken modulo 11.
Let us now describe the link between PRBIBDs and uniform designs under the wrap- Proof. According to Theorem 2.1, it suffices to prove that for each pair of distinct rows i and j in the derived experimental design U(n; q m ), the F ij distributions are the same. The pair of distinct rows in the experimental design corresponds to the pair of distinct points in the point set of the PRBIBD. Moreover, if the two distinct points i and j appear in the same block of the kth parallel class, then in the derived experimental design U(n; q m ), the kth -value between rows i and j , k ij , will be 0; if the pair of two distinct points i and j is t-apart in the kth parallel class, t = 1, 2, . . . , q/2 , then in the derived experimental design U(n; q m ), the kth -value between rows i and j , k ij , will be
. From the definition of PRBIBD, we know that each pair of distinct points appears in exact blocks, and is t-apart in exact parallel classes. This ensures the derived experimental design U(n; q m ) satisfies the condition in Theorem 2.1.
What Theorem 3.4 says is that if we happen to have a PRBIBD, then we can obtain a uniform design under WD 2 . Though, it is a very difficult task to construct a PRBIBD due to its complicated structure, we succeed in finding some classes, which we state in stages below and leave the proofs in the appendix. Our next result is established by using the cyclotomic classes of a finite field of prime order. Let p = ef + 1 be a prime, and be an arbitrary primitive root modulo p. Denote the unique multiplicative subgroup of order f in Z p by C e 0 , and write C e j for j = 0, 1, . . . , e−1 for the cosets of C e 0 in Z * p , namely, the cyclotomic classes of index e of Z p . An e-subset S of Z p is called a representative system for Z p mod C e 0 , if S covers exactly one element in every cyclotomic class C e j (0 j e − 1). , where
then there exists a (n + 1, 3m + 2, (3m + 1)(2m + 1); 2(3m + 2)(2m + 1))-PRBIBD, hence we can obtain a uniform design U(n + 1; 4 (2m+1)n ) under WD 2 .
For all primes less than 100 which satisfy the conditions in Theorem 3.8, we find the desired base blocks A 1 , A 2 , A 3 and A 4 by a simple computer search. The result is listed in Table 2 . For given (n, q, m), the lower bounds in Theorem 2.1 cannot always be reached. As a matter of fact, it is often difficult to make a judgement whether the WD 2 -value of the design is the smallest onŨ(n; q m ). In this case a resulted design by some powerful optimization algorithm is called a low-discrepancy design that might be a uniform design sometimes. The threshold accepting heuristic has been successfully applied for searching low-discrepancy designs by [6, 7, 8, 17] . However, Theorem 2.1 provides not only the lower bounds that can be used for a benchmark, but also the importance of balance of {F ij }. Checking all F ij distributions to be the same needs a heavy computational load. Therefore, we define
for any two rows i and j . Obviously, for any 1 i = j, p = q n the fact that F ij = F pq implies ij = pq , but the inverse may not be true. Aiming to adjust those ij 's as equally as possible, we propose a more powerful algorithm, which is named balance-pursuit heuristic. Compared with the existing threshold accepting heuristic, for example [6] , our algorithm has more chances to generate better designs in the sense of lower WD 2 in each iteration, since it gives an approximate direction to the better status, which can save considerable time in the computational searching. Moreover, our algorithm does not need the threshold accepting series, which actually plays an important role in the threshold accepting heuristic. As stated in [17] , the aim of using a temporary worsening up to a given threshold value is to avoid getting stuck into a local minimum. But how to determine a proper threshold accepting series is itself a difficult problem, since it will depend on the structure and property of the design. In our algorithm, we also use a randomly warming-up procedure but different way to jump out from a local minimum. Details can be seen in the following discussion. Similar to the threshold accepting heuristic, our algorithm is started with a randomly generated U-type design D 0 . Then it will go into a large number, say , times of iteration. In each iteration the algorithm tries to replace the current solution D c with a new one. The new design D new is generated in a given neighborhood of the current solution D c . Table 2 Base blocks in Theorem 3.8 n = 7 To enhance convergence speed we use two possible ways of pre-selection methods in our program to determine the neighborhood choice, instead of using random selection elements within a column for exchanging as done in the literature. According to Theorem 2.1, we should reduce differences among the current ij 's. So our two pre-selection methods both aim to distribute the distances ij 's as evenly as possible. This procedure provides 0.3% probabilities to warm up when the new design becomes worse, which can help the program avoid getting stuck into a local minimum. Moreover, experience shows that a local minimum is always surrounded by many others, so our program will seldom drop into an endless loop. After being warmed up from a local minimum, it will reach another one with large probability, and thus can make our searching move ahead. Another pre-selected method is called "single row with maximal and minimal sum of distances". Based on row-pairwise distances of the current design D c , we find a single row with maximal and another single row with minimal sum of distances, say row x i and row x j . This means 
and perform the same record and replace procedure as stated in the first pre-selection method. For each iteration in our program, we randomly select a method and use them alternatively. Each method has its own advantages. Compared with "maximal and minimal distances of row pairs" method, "single row with maximal and minimal sum of distances" method is expected to accelerate the searching more, while the former method can provide more chances of jumping out from a local minimal status. The main idea of randomly using these two pre-selection methods to determine the neighborhood for each iteration is both to accelerate the speed and to jump out from a local minimal status. And experiments also show that when a single pre-selection method is used, the result will always be worse. For accelerating the speed, our program also incorporates with other techniques. Instead of calculating two discrepancies of WD 2 (D new ) and WD 2 (D c ), Fang et al. [6] focused on the difference between WD 2 (D new ) and WD 2 (D c ). Our program also takes this advantage. Based on Eq. (1), we know that the wrap-around L 2 -discrepancy can be expressed in terms of the sum of e ij 's. And for a single exchange of two elements in the selected column, there are altogether 2(n − 2) distances ( ij 's) updated. Suppose the kth elements in rows x i and x j are exchanged; then for any row x t other than x i or x j , the distances of row pair (x i , x t ) and row pair (x j , x t ) will be changed. Denote˜ ti and˜ tj as the new distances between row pair (x i , x t ) and row pair (x j , x t ); theñ
Here k it and k jt are -values as defined in Section 2. And the objective function change will be ∇ = t =i,j e˜ it − e it + e˜ jt − e jt .
Moreover, during the iteration, as soon as the lower bound is reached, the process will be terminated. But the lower bound may not be reached in many cases. For example, for achieving the lower bound in Theorem 2.1 when q is even, the numbers
and mn 2 2q
should be a multiple of
(cf. Table 1 ). Let n = tq because n is a multiple of q. The necessary condition is equivalent to that (n − 1) is a devisor of both m(t − 1) and mt that is equivalent to that (n − 1) is a devisor of m. Therefore, Theorem 2.1 gives lower bounds only forŨ(n; q m ) where (n − 1) is a devisor of m when q is even. Similar constraints can also be deduced from Table 1 for q odd. When these basic constraints are not satisfied, the lower bound in Theorem 2.1 can never be achieved, so the termination of the iteration process will be controlled by the number of iterations. The following gives a pseudo-code of our proposed balance-pursuit heuristic. When the above basic constraints are not satisfied, then step 5 is not necessary. For testing performance of our new algorithm we consider the following two ways: (A) Comparison with existing results: Fang et al. [6] obtained a number of new lowdiscrepancy designs with three levels by using at most 50,000,000 iterations. By the new algorithm with at most 25,000,000 iterations (half of FLW's iterations), which averagely takes about 25 min under the Visual Studio environment on a personal computer for each design, we find many new designs with even lower discrepancy than theirs. Table 3 lists these designs. Though the improvement seems marginal, some of these results have theoretical importance. For example, the new design U 18 (3 6 ) in Table 3 is an orthogonal array with strength two. Notice that the design U(18; 3 6 ) listed in [6] is also an orthogonal array with strength two; we again get the assertion that orthogonal designs may not always be uniform. However, since our design U(18; 3 6 ) has achieved the lower bound 0.4961, it is actually a uniform orthogonal design. So far there are very few uniform orthogonal designs in the literature. Note: The third column indicates the results obtained by our code, the fourth column represents the lower bound in Theorem 2.1, while the last column shows the deviation percent.
(B) Designs with a large number of runs: Computer experiments need uniform designs with a large number of runs. All the designs in the web site "http://www.math.hkbu.edu.hk" are with a number of runs 42 due to computation complexity. Table 4 lists WD 2 -values for the designs with 10 levels, 100 runs and the number of factors from 30 to 40, obtained by the new method. The lower bounds in Theorem 2.1 can serve as benchmarks for measuring the designs obtained. Let deviation (Dev.) be the percent of (WD 2 (D * ) − lower bound)/lower bound, where D * is the design obtained by our computational search. We can see that most deviations are less than 5%. Considering the lower bounds may not be reached in many cases, our experiment listed in Table 4 is very satisfactory.
Conclusion and future work
In our paper, we present explicit lower bounds for measuring uniformity of symmetrical U-type designs with any level under the wrap-around L 2 -discrepancy. We also provide two methods, combinatorial and optimization approaches, for constructing uniform designs or low-discrepancy designs under the wrap-around L 2 -discrepancy. Moreover, the basic techniques included in these methods may also be paralleled to deal with uniform designs under discrepancies other than WD 2 . For example, we can utilize more existing or new defined combinatorial configurations to construct uniform designs under several different discrepancies, say the centered L 2 -discrepancy, the symmetrical centered L 2 -discrepancy or other discrepancies. In such a way, we can not only establish a connection between combinatorial designs and uniform designs, but also provide a platform to unify different discrepancies by using different properties of combinatorial configurations. On the other hand, modification and improvement to our balance-pursuit heuristic algorithm is also interesting. How to make the algorithm more efficient and more flexible to different discrepancies will always be helpful. So further investigation into these researches will be carried on. A cl = {cA 1 + l, cA 2 + l, cA 3 + l, cA 4 + l}, c ∈ C 6 0 , l ∈ Z n , where cA i + l = {cb j + l : b j ∈ A i } and c∞ + l = ∞. Since m ≡ 1 (mod 3), we can know that ±1, ± and ± 2 form a representative system of Z n mod C 6 0 . So it is easy to check that every pair of distinct points occurs together in exactly (3m+1)(2m+1) blocks in those A cl 's. Based on the second condition and also noticing −1 is a quadratic nonresidue, we know that every pair of distinct points is 2-apart in exactly 2(3m + 2)(2m + 1) parallel classes, thus is also 1-apart in exactly n(2m+1)−(3m+1)(2m+1)−(3m+2)(2m+1) = 2(3m+2)(2m+1) parallel classes. So those A cl 's form the desired PRBIBD. The parameters for the derived uniform design can then be calculated straightforward.
