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1. INTRODUCTION 
The Eulerian numbers (not to be confused with the Euler numbers E,) 
were discovered by Euler in 1755 [I]. Since then, they have been 
rediscovered, redefined, generalized and used by many authors [2-151. 
Explicitly they can be defined for 0 < k < n by 
k-l 
A(n,k)= 1 (-1)’ 
j=O 
(k -j)“. 
Euler wrote 
g+ f z-z,(x) P/n! 
n=O 
and 
(x - 1)” H,(x) = i A@, k) xk-‘. 
&=I 
This can be expressed by the generating function 
l-u 
1 - u exp{t(l - u)} 
= 1 + 2 f A@, k) ukt”/n! 
&=I n=l 
from which the recurrence relation 
A@+ l,k)=(n-k+2)A(n,k- l)+kA(k,t) 
is easily derived (see, for example, Comtet [ 15, Vol. 1, pp. 63-641. 
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The connections between A(n, k) and the polynomials of Bernoulli and 
Euler, such as 
ml(x) -B,(O)) = r ;: (X+;-l)A(n-l,k), 
were among the first discoveries made. 
Later Eulerian Numbers began to occur in combinatorial problems and 
A@, k) is best remembered as the number of permutations 
1 2 )...) n 
$l), 742) ,***, 70) 
that have precisely k - 1 “rises,” where a rise is a pair of consecutive marks 
n(i), n(i + 1) with n(i) < n(i + 1). From this definition of A(n, k) we have at 
once 
t A@, k) = n! 
k=l 
The symmetry relation 
A(n,k)=A(n,n-k+ 1) (4) 
is easily seen to hold by simply reading the permutations in reverse order. 
A short table of A@, k) follows: 
A@, k) 
1 
1 1 
1 4 1 
1 11 11 1 
1 26 66 26 1 
1 57 302 302 57 1 
A table of A(n, k) for 1 < k Q n < 16 appears on p. 260 of David et al. [ 121. 
The present paper introduces a new generalization of A(n, k) based on the 
iteration of the operator 
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acting on the logarithm of a polynomial or power series. Its inspiration 
comes from a recent paper by David Goss [ 161 on the analytic continuation 
of C(s). 
2. FUNDAMENTALS 
Let r > 1 be an integer and let 
We consider the generating function, for n > 1, 
G,(n, x) = y:B”(log y,) = 2 C,.(n, k) xk. (5) 
k=l 
Then C,(n, k) is called the kth Eulerian Number of order n and degree r. 
If in (5) we let r -+ co we obtain a special generating function 
G(n, x) = lim G,(n, x) 
r-r00 
= (1 -x)-” an log(l/(l -x)) 
a2 
(6) 
= c C(n, k)Xk. 
k=l 
We call C(n, k) the kth limiting Eulerian Number of order n. That these 
numbers are connected with Eulerian Numbers is shown by the relation 
C,(n, k) = (-l)k+’ A(n - 1, k), (7) 
whose proof is given in Section 5. 
We first show that G,(n, x) is, in fact, a polynomial in x. 
THEOREM 1. G,(n, x) is a polynomial with integer coeflcients 
G,(n, 0) = 0, 
G,( 1, x) is of degree r, 
G,(n, x) is of degree nr - 1 tn > 11, 
C,tn, 1) = 1, 
C,(n,rn- 1)=(-l)” (n > 1). 
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Proof. We first note that 
w%YA = xY:/Y, 
so that 
The theorem holds when n = 1. 
For II = 2 we have 
D”(log Y,) = a(G,(L X)/Y,> 
=x{ y,G:(L x) -Y:G,(L x)1/~:- 
The coefficient of x2r in the numerator is r2 - r2 = 0. The coefficient of 
p - 1 is seen to be (r - 1)’ + r2 - 2r(r - 1) = 1. Hence G,(2, x) is of 
degree 2r - 1. The coefficient of x in G,(2, x) is seen to be 1. Hence the 
theorem holds for n = 2. 
In general since D”(log y,) = G,(n, x)/y: we have 
G,(n + 1, x) =x{ y,G:(n, x) - ny:G,(n, xl}. 03) 
If the theorem holds for n, the coeffkient of the highest power of x, 
namely, xcn + ‘jr-‘, is 
(-l)“(nr - 1) - nr(-1)” = (-l)“+l 
and that of the lowest power, namely, x, is 1. 
Hence the induction is complete. 
3. SYMMETRY 
As regards the symmetry of C,(n, k) we have 
THEOREM 2. If n > 1 the coeflcients C,(n, k) of G,(n, x) are symmetric 
or skew-symmetric according as n is even or odd. That is 
C,(n, k) = (-1)” C,(n, rn - k). 
Proof, This amounts to showing that 
G,(n, x) = (-1)” x’“G,(n, l/x). 
We begin considering n = 2. We write i for l/x and y(x) for y,(x). Then 
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3 2oog(Yw)) = 3 XY’(X) ~ 1 1 Y(X) 
Hence 
= ,y(;),2 {Y(X)Y’(X) +xYtx)Y”(x) -X(Y’(X)>‘l* 
Since 
G,(2, x) = XY(X)Y’(X) + x’(Y(x)Y”(x) - (Y’(X))‘>. (9) 
y(x)=y,(x)= 1 +x+x2+ *.a +xr 
is a symmetric polynomial we have 
Y(X) = X’YW, 
y’(x) = x’-‘(rxy(2) -y’(f)), 
y”(x) = x’-4(r(r - 1) x’y(a) - (2r - 2) xv’(Z) + y”(Z)). 
Substituting these values into (9) we get after some cancellation, 
G,(2, x) = x”{Zy(f) y’(f) + f’( y(f) y”(2) - (y’(f))‘)} 
= x*‘G,(2, X) 
by (9). Hence the theorem holds for n = 2. The theorem now follows by 
induction on n by using (8), (5) and (6). 
4. TABLES 
The early values of C,(n, k) may be tabulated as follows: 
k 
\ 
n 
1 2 3 4 5 
1 
1 
1 -1 
1 -4 1 
1 -11 11 -1 
1 -26 66 -26 1 
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C&, k) 
\ k 12 3 45 67 8 9 10 11 
n 
1 2 
14 1 
17 0 -7 -1 
1 12 -12 -56 -12 12 1 
1 21 -67 -284 0 284 67 -21 -1 
1 38 -273 -1170 753 3408 753 -1170 -273 38 1 
\ 
k 
1234 5 6 7 8 9 10 11 
n 
C,h k) 
k 
\ n 
12 3 
1410 4 1 
1 7 27 13 -13 -27 -7 -1 
1 12 69 16 -182 -376 -182 16 69 12 1 
1 21 176 -88 -1375 -3123 -1608 1608 3123 1375 88 
1 2 345 6 7 8 9 10 11 
12 3 4 
1 4 10 20 10 4 1 
1 7 27 77 57 0 -57 -77 27 -7 -1 
1 12 69 272 221 -272 -1084 -1688 -1084 -272 221 
1 21 176 936 625 -3288 -11868 -21023 -16223 0 16223 
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5. RECURRENCE 
To compute the above tables use was made of 
THEOREM 3. 
C,(n -t- 1, k) = + 
Ai0 
{k - A(n + 1)) C,(n, k -A). (10) 
Proof. This follows by identifying the coeffkients of xk on both sides of 
(8). 
For r = 1 this becomes 
C,(n+ l,k)=kC,(n,k)-(n-k+ l)C,(n,k- 1). 
The relation (7) follows at once from (1 l), using (3). 
(11) 
6. SPECIAL VALUES 
We have already shown that 
Cr(nr 1) = 1 
and 
We also have 
C,(m - 1) = (-1)” (n > 1). 
C,( 1, k) = k if k<r 
=o if k > r. 
(12) 
Less simple relations are 
C,(n, 2) = 2”-’ + n for all r > 1, (13) 
C,(2, k) = for all k < r, (14) 
C,(n, m/2) = 0 if r is even and n is odd. (15) 
To establish (13) by induction on IZ we can use the recurrence (10) which in 
this case becomes 
c&l + 1,2) = 2C,(n, 2) - (n - 1). 
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To prove (14) we can also use (10) with n = 1 and (12) to get 
k-l 
(32, k) = c (k - 21)(k - A) = i (2,u’ - kp) 
a=0 p=l 
=2 
= k(k + l)(k + 2)/6 = . 
This will be generalized in Section 9. To prove (15) we use Theorem 2 to 
conclude that, when k = m/2, 
C,(n, m/2) = -C,(n, m/2). 
7. SUMS OF C,(n, k) 
We consider in this section the two sums 
G,(n, 1) = -? C&z, k) 
kk, 
and G,(n, -1) = f (-l)k C,(n, k). 
kc1 
For the first sum we have 
THEOREM 4. G,(n, 1) = Cp=, C&z, k) = (-l)“(r + l)“((r + 1)” - 1 } 
BJn, where B, is the nth Bernoulli number generated by 
(16) 
Proof. Since 
G,(n, x) = y:V’(log y,) = y:lY’ 
x+2x2+...+rxr) 
1 +x-j- *a* +x’ 
is really a polynomial, we have 
G,(n, 1) = (r + 1)” iii a”-’ 
x+2x*+...+rx’ 
1+x+*.*+x’ 
If we put 
r+l=m, x = et, 
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so that 
we can write 
lii lYD"-' 
( 
x + 2x2 + * * * + rx' 
1 +x+ *** tx' 1 
= yyD”-’ e’ + 2e2t •,- . . . + (m - l)e(m-‘)t 
-9 1 +e’+ . . . +e(“-‘)’ 
= ‘I’+? D”- ‘g(t). 
To prove the theorem it is suffkient to show that when g(t) is expanded in 
powers of t the coefficient of t”-’ is 
(-l)“(m” - 1) B&z! 
But this requires only a little manipulation of g(t) as follows. If we multiply 
both numerator and denominator of g(t) by 1 - et we obtain 
g(t) = 
e’(l + et + . . . + e(m-l)r) - mecm-‘)’ 
1 -emr 
et 
1 
1 -emt 
=yyiz g-m- 
(m- l)t 
l 
et e mt z------m- 
l -et 1 - emt 
1 
I 
4 -mt =-- 
t e-‘-l - e-“‘-l * I 
In view of (16) the coefficient of t”- ’ is 
_ t-l)“Bn _ (-lYm”Bn = 6-1)“Bn (m”- 1) 
I n! n! I n. I 
so the theorem follows. 
Remark. If n > 1 and odd then by Theorem 2 
C,(n, k) = -C,(n, n - k) 
and so our sum vanishes. This is confirmed by Theorem 4 since B, = 0 in 
582a/32/2-6 
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this case. The sign (-1)” in Theorem 4 is required only once to make the 
theorem true for n = 1. Indeed in this case, since B, = -i, 
: C,(l,k)= + K= 
ky, El 
Our second sum depends of the parity of r. 
THEOREM 5. 
Grh -1) = 5 (-l)k C,(n, k) 
k=l 
=- ( ) q- “(n-l)! if r is odd 
=(-1)“%(2”- l){(rt l)“- 1) if r is even. 
Proof. If r is odd the proof is easy. We use (8) with x = -1 to get 
G,(n t 1, -1) = -[ ~~(-1) G;(n, -1) - nyI(-1) G,(n, -l)]. 
Since 
VA-l)=0 and 
this reduces to the difference equation 
rtl 
G,(nt l,-l)=nFG,(n,-l), 
which, together with 
rt 1 
G,(l,-1)=-l t2-3 + .a. -r=-2, 
leads us to 
G,(n t 1,-l)=- n!, 
which is the theorem for n + 1 when r is odd. 
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If r is even, set m = r + 1. Then 
nr-1 
G,(n, -1) = x C,(n, W-Uk 
k=l 
= lim 
x+--l I 
(Itxt--. 
= ;inl, {a” log(1 -Xr+‘) - afl log(l -x)/ 
= ljy {an log( 1 + xm> - an log( 1 t x)} 
= l,in~{D" log(1 t em*) -D” log(1 + e’)) 
+ 
='t'i jD"-l (&)-Da-' (&)I 
z L lim mD"-' 
2 t-10 ] (e-m’tl)-Dfl-l(e-~tl)I 
=$liiD'-' [ 5 (mu+'- l)(-l)“E,,(O)t”/v!/ 
u=O 
= (m” - 1)(-l)“-’ E,-,(O)/2 
= (-l)“(m” - l)? (2” - l), 
where E,(x) is the Euler polynomial (see [ 171). This proves the theorem. 
EXAMPLES. If we take r = 4, n = t then from the table of C,(n, k) 
G,(4, -1) = 2(-l + 12 - 69 + 272 - 221- 272 t 1084) - 1688 
= -78. 
From Theorem 5 we get 
924-1)(54-l)=- +& 15 .624=-78. 
If we take r = 3, n = 4 the tables give 
G,(4, -1) =2(-l + 12 - 69 + 16 + 182) - 376 = -96, 
whereas Theorem 5 tells us that 
G,(4, -1) = -24 . 3! = -96. 
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8. THE LIMITING CASE 
If one inspects the tables of C,(n, k) given above one observes that the first 
r columns in the table of C,(n, k) are faithfully reproduced in the table of 
C,+,(n, k). These columns are made up of positive integers. It is therefore of 
interest to consider what happens to C,(n, k) as r -+ co. 
We now get a matrix C(n, k) = lim,,, C,(n, k), which is infinite both 
horizontally and vertically and to which we have already referred in 
Section 2. In fact, we have already written down the corresponding 
generating function (6). As we shall see, the numbers C(n, k) for n fixed are 
no longer the coefficients of a polynomial but are now those of a rational 
function. If k is fixed and n varies, we get the function 
?’ C(n, k) f/n!, 
II=1 
which is a polynomial in er of degree k whose coefficients are polynomials in 
t. 
Finally we investigate the polynomial 
t C(n -k + 1, k) A+, 
k=l 
whose coefficients lie on the n th sinister diagonal of our matrix. Without the 
parameter r, the numbers C(n, k) are related to the ordinary Eulerian 
Numbers and also to the Stirling numbers of the second kind. 
A short table of C(n, k) is given below 
1 2 3 4 5 6 
1 1 2 3 4 5 6 
2 1 4 10 20 35 56 
3 1 7 27 77 182 378 
4 1 12 69 272 846 2232 
5 1 21 176 936 3750 12342 
6 1 38 456 3210 16290 65922 
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9. EXPLICIT FORMULA 
The numbers C(n, k) are generated by 
since 
Now 
G(n,x)= (1 -x)-” V(log( l/(1 -x))) 
= c C(n, k)Xk 
k:l 
log( l/( 1 - x)) = 2 xm/m 
m=1 
and also 
B”(log(l/(l -X)))= f m”-lx”. 
m=l 
Also 
(17) 
(18) 
(l-x)-"= f  (-1)" 
u=o 
(-Jxu= "ZO (,,,-l)xu. 
Collecting the coefficient of xk in the product of these last two series we get 
the explicit formula 
C(n, k)= -5- ;I (n+;- ‘) (k-v)“-‘. (19) 
This formula is to be compared with the corresponding formula (1) for 
A(n, k). We observe from (19) that C(n, k) is a positive integer. The formula 
can be inverted to give 
i (-llrn C(n,m> (ym) =(-1)W-1 
m=l 
(see Riordan [ 18, p. 491). The formula (20) is to be compared with that of 
Worpitzsky [ 21 
i A(n,m) (N+y--1)=w, 
m=1 
which follows in the same way from (1). 
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10. GENERATING FUNCTIONS 
If we take the entire matrix C(n, k) into consideration we have 
THEOREM 6. 
F(t, u) = f 2 C(n, k) ukt”/n! = log 1-U 
n=l k=l 1 - u exp(f/(l - u)) ’ 
Proof: Writing (19) in the form 
(-1)k C(n, k) = E (-l)m m”-1 kI** 
m=1 ( 1 
and substituting this into F(t, u) gives us 
I;(t,u)= 2 2 f $(-1)“m” 
n=l k=l m=l 
- I 
( 1 kZn, e-4” 
m co 
= c t”/n! c (-1y ??z*-l(-U)m q 
fl=l rn=l 
& (-U)k-m (kTnm) 
= f c]exp (&)-11 
m=l m 
= log( 1 - u) - log( 1 - u exp(t/( 1 - a))), 
which is the theorem. 
Theorem 6, which is to be compared with (2), is a result about the coef- 
ficients in the double power series expansion of log((l - u)/ 
(1 - u exp(t/(l - u)))). For actual convergence of this expansion one must 
have 
lul<l and I4 le m--u)( < 1. 
For example if u= 4 then Re(t) < 4 log 2 =0.34657. If u = -4 then 
t < log 4 = 1.386294. 
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11. Row SUMS 
THEOREM 7. The generating function 
G(n, x) = g C(n, k)xk 
k=l 
is rational. In fact, if n > 1, 
(1 - x)*~ ? C(n, k) 
n-1 
kc1 
xk= C A(n-1,m)x” (21) 
m=1 
n-1 
= C C,(n, m)(-1)“” x” (22) 
m=1 
= i xm(l - x)“-m S(n, m)(m - l)!, (23) 
t?l=l 
where S(n, m) is the Stirling number of the second kind. 
ProoJ To show (21) we recall from (17) and (18) that 
(1 -x)” 2 C(n,k)xk = 2 m”-Ix”‘, 
k=l m=l 
(24) 
Hence 
(1 - x)~” 2 C(n, k)xk = (1 -x)” ‘? m”-lx”’ 
k=l E* 
=f 
m=1 
xk ‘i’ (-lr’ (j”) (k-j)“-’ 
j=O 
n-l 
= c A(n-l,k)xk 
m=l 
by (1). The relation (22) is a consequence of (7). To prove (23) we make use 
of the fact that, if D = d/dx, 
3” = ‘f S(n, m)xmDm. 
m=o 
Hence from (16) we can write 
(1 -x)~” G(n,x)= (1 -x)” 2 xmS(n, m) Dm log( l/( 1 - x)) 
m=O 
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=(l -x)” i x”S(n,m)(m- l)!(l -x)-m 
!?!=I 
= i xrn(l -X)“-mS(n,m)(m- l)! 
In=1 
This polynomial is in reality of degree n - 1 in view of the identity 
n 
For n = 1 we find that 
(1 -x)’ .T C(l,k)xk=x. 
kf, 
12. COLUMN SUMS 
If we apply the weight P/n! to the nth number of the kth column and then 
sum over n we get 
u/Jt) = 5 C(n, k) P/n! (25) 
tt=l 
The following theorem shows that a,(t) is a polynomial of degree k in e’ 
whose coeffkients are polynomials in t with rational coefficients. 
THEOREM 8. 
a,(t) = j) (ekf - 1) + ‘i’ P,(t, k) e”‘, 
“=I 
where 
Proof. If we substitute (19) into (25) we get 
ak(t) = c L 1;: “7, (n+;-l)(k-v)“‘t”,‘n! 
=+(ekt-1)+ k 5 (nt;-l)(k-j)“-‘t”/n! 
v=l n=1 
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The binomial coefficient identity 
211 
is a simple consequence of 
(1 +X)“+“-1 = (1 +x)“(l +x)“-‘. 
Hence we can write 
x “F’ (n-l)(n-2)*..(n-A) 
A%l (A t l)! 
k-l v-1 
= 
k-l 
= 1 &‘(t, k). 
u=l 
This proves the theorem. 
The first cases of Theorem 8 are 
u,(r) =e’ - I, 
a,(t) = f(e” - 1) + te’, 
u3(t) = +(e3* - 1) + te” t (t t F/2) e’, 
a,(t) = $(e4’ - 1) t te3’ t (t + t*) e** + (t t t* + t3/6) e’. 
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13. RECURRENCE 
In contrast to (10) we have 
THEOREM 9. 
C(n+l,m)= 5 {(n+l)k-mn)qz,k). 
k=l 
Proof. From (17) we have 
a”{log(l/(l -x))) = (1 -x)” c C(n,k)xk. 
k=l 
Hence 
W+l(log(l/(l -x>)} =a(1 -x)” ? C(n,k)xk 
& 
and so 
f C(n+ l,k)xk= 
m  
I I 
2 xs ‘? kC(n, k) xk 
k=l S=O k=l 
- 
I I 
F sxs 
S% 
f C(n, k) xk. 
k=l 
Identifying coefficients of xm on both sides gives the theorem. 
14. SOME IDENTITIES 
Let A be the operator for which 
N-(k) =.f(k) -f(k - 1)s 
Then we have 
THEOREM 10. 
A”C(n, k) = k”-’ 
A*“C(n, k) = A(n - 1, k) if ken 
=o if k>n. 
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P~OOJ Since (I -x) C;=r u,x” = Czr L&X” Es. (17) can be written 
2 Ll”C(n,k)xk=(l -X)” e C(n,k)xk= 2 k”-‘Xk. 
k=l ktiil k=l 
Similarly (2) becomes 
-? /jz”C(n,k)xk=(l -X)Zn =? C(n,k)xk= 
n-l 
ktil ke1 
Y- A(n- 1,k)Xk. 
k=l 
This proves the theorem. 
For n = 3 we have the simple difference table 
k W,k) A AZ A3 A4 As A6 
0 0 0 0 0 0 0 0 
1 1 1 1 1 1 1 1 
2 7 6 5 4 3 2 1 
3 27 20 14 9 5 2 0 
4 77 50 30 16 7 2 0 
5 182 105 55 25 9 2 0 
6 378 196 91 36 11 2 0 
Next we have 
THEOREM 11. 
lim (l-x)*” ‘? C(n,k)xk=(n- l)! 
x-+1 k+, 
Proof. This results from (21), using the fact that A(n, k) denumerates 
permutations, or from (22) using Theorem 5, or from (23) since s(n, n) = 1. 
Finally we note that C(n, k) is expressible in terms of A(n - 1, k) and 
inversely by means of 
C(n, k)= ‘S ;I (2,+;- ‘)A@- l,k-S), 
k-l 
A@- l,k)= 1 (-1)’ C(n, k - S). 
s=o 
(26) 
(27) 
The relation (27) follows by identifying coefficients of xk on both sides of 
(21). The inversion used to get (26) is that of Riordan [ 18, p. 43(2)]. 
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15. SINISTER DIAGONALS 
One way to get a natural set of finite vectors from our doubly infinite 
matrix is to consider the n elements C(n + 1 - k, k) (k = l( 1)n) that lie on 
the nth sinister diagonal. For n = 7, for example, we have the elements 
1,38, 176,272, 182,56,7, 
whose alternating sum is 0 and whose sum is 
732 = 1 + 26 + 35 + 44 + 53 + 6’ + 7. 
This behavior is explained by the theorem 
THEOREM 12. 
G xyx +A)“-A = + 
A%, kel 
C(n + 1 - k, k) xk. 
Proof. The coefftcient of xk in x’(x + A)“-’ is 
and so the coeffkient of xk on the left of (28) is 
by (19). Hence this proves 
As a corollary we have 
n 
= t; (“z”;“) (k-v)“-k 
= z; (n-;+v) (k-v)“-k 
=C(n-k+ 1,k) 
(20 
n 
2 C(n + 1 - k, k) = c (1 + A)“-* 
k=l A=1 
and 
(28) 
k$, (-l)k C(n + 1 -k, k) = 5 (-l)A(A - l)n-A. 
A=1 
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