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Abstract
We consider the following classes of quanti&ed formulas. Fix a set of basic relations called a
basis. Take conjunctions of these basic relations applied to variables and constants in arbitrary
ways. Finally, quantify existentially or universally some of the variables. We introduce some
conditions on the basis that guarantee e:cient learnability. Furthermore, we show that with cer-
tain restrictions on the basis the classi&cation is complete. We introduce, as an intermediate tool,
a link between this class of quanti&ed formulas and some well-studied structures in Universal
Algebra called clones. More precisely, we prove that the computational complexity of the learn-
ability of these formulas is completely determined by a simple algebraic property of the basis of
relations: their clone of polymorphisms. Finally, we use this technique to give a simpler proof
of the already known dichotomy theorem over Boolean domains.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The problem of learning an unknown formula under some determined protocol has
been widely studied. The inevitable trade-oA between the expressive power of a family
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of formulas and the resources needed to learn them has forced researchers to study
restricted classes of formulas. Among them, propositional formulas have received par-
ticular attention. It is known that learning general propositional formulas is hard [3,18]
in the usual learning models, but some e:ciently learnable subclasses of Boolean
formulas, especially inside CNF and DNF, have been identi&ed (see [1,2,5,13] for
example).
First-order logic is a formalism with superior expressive power, but it is not so well
studied from the computational learning point of view (see [19] and further references
in that paper). An active line of research in predicate logics is, for instance, Inductive
Logic Programming (ILP) [21,22].
In a recent paper, Dalmau [9] introduced a framework to study the learnability of
quanti&ed Boolean formulas and proved a complete classi&cation for &nite bases. (This
result was inspired by a well known dichotomy on the satis&ability of Boolean formulas
proved by Schaefer [28].) The main goal of this paper is to further continue that line
of research by extending those results to domains of arbitrary size, since quanti&cation
makes more sense when it can be applied to arbitrary variables, rather than Boolean
variables only.
As a main intermediate tool for our study we introduce a link with some well
known algebraic structures, called clones in Universal Algebra. This approach has been
introduced in a diAerent context by Jeavons et al. [16] and it has been successful
in the study of the Constraint Satisfaction Problem (CSP) [14–17]. We prove that
the learning complexity of a family of quanti&ed formulas over a &nite domain is
completely determined by its clone of polymorphisms.
As a &rst application of this new technique, we introduce two families of e:ciently
learnable classes, namely, coset generating (CG) and near-unanimity (NU) bases. These
contain, as a particular case, the learnable classes for the Boolean domain. Furthermore,
we show that if we restrict the formulas in certain ways, this classi&cation is complete.
Despite the fact that there exists a dichotomic classi&cation for the Boolean domain,
a full dichotomy for arbitrary domains is not known and seems likely to be hard to
&nd, since the clone lattice that characterizes the learnability of quanti&ed formulas is
rather involved; actually it is uncountable in the general case of a basis with a possibly
in&nite number of relations. For the Boolean domain, the clone lattice is simpler and
it has been completely characterized [29,26].
The positive learnability results are obtained using a very simple algorithm, which
we call the Generating Set (GS) Algorithm. This algorithm exploits the intersection
closure property of some representation classes. Learnable classes are shown to be e:-
ciently learnable with equivalence queries in the model of exact learning with queries.
This feature, which also appears in the Boolean case, is rather striking, since in all
our dichotomic classi&cations the rest of the classes are shown not to be polynomi-
ally learnable even in the more powerful model of PAC-prediction with membership
queries.
Another characteristic feature of the learnable classes is that every concept in them
can be described as the minimum concept containing a set of examples with size
polynomial in the number of attributes (variables). This fact has some interesting con-
sequences. First, the computational complexity of learning these classes only depends
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on the number of attributes but not on the length of the particular representation,
strengthening the dichotomy. Second, the total number of concepts with a determined
number of attributes is a number singly exponential in the number of attributes.
The structure of the paper is as follows. In Section 2 we de&ne the framework
of quanti&ed formulas that we are using throughout, and in Section 3 we give the
necessary background in computational learning theory. In Section 4 we introduce
the GS algorithm, and give su:cient conditions to ensure that this algorithm works
e:ciently. In Section 5 we identify a powerful link with universal algebra, which is the
main novel feature of this paper, and in Section 6 we use algebraic results to identify
two families of e:ciently learnable classes. In Section 7 we use further algebraic
results to establish some nonlearnability results, and obtain complete classi&cations for
the learnability of quanti&ed formulas in certain restricted cases. Finally, in Section 8,
we demonstrate how the algebraic results developed in this paper provide a much
simpler proof for the classi&cation of the learnability of quanti&ed Boolean formulas.
2. Generalized quantied formulas
Let V = {x1; x2; : : :} be an in&nite set of variables. A literal is a variable or its
negation. Let D be a &nite set called the domain. For convenience, we will assume that
the domain has the form D= {0; 1; : : : ; |D|−1}, since any result over {0; 1; : : : ; |D|−1}
can be moved straightforwardly to any arbitrary domain with the same size.
Let D∗ be the set of all vectors over D. An assignment or string is a vector in D∗.
If t is an assignment over D, |t| denotes its length. For any assignment t ∈D∗ and for
any integer 16j6|t|, t[j]∈D denotes the jth component of t. For any natural number
k, Dk = {t ∈D∗: |t|= k}. A k-ary relation (k integer) over D is a subset of Dk where
k is called the rank or arity of the relation. The set {1; : : : ; k} is referred to as the set
of indices or coordinates of the relation. Relation eqD is de&ned by
eqD = {〈x; x〉: x ∈ D}:
The domain containing exactly two elements, i.e., {0; 1}, is called the Boolean do-
main and denoted B. Value 0 corresponds to false and value 1 corresponds to true.
Relations over the Boolean domain are called Boolean or logical relations. Strings
(assignments) over Boolean domains are called binary strings (assignments).
We use the term formula in a wide sense, to mean any well-formed formula, formed
from variables, constants, logical connectives, parentheses, relation symbols, and exis-
tential and universal quanti&ers.
Denition 1. Let D be any &nite set and let 	= {R1; R2; : : :} be any set of relations
over D, where each Ri has rank ki. (Ri denotes both the relation and its symbol.)
The set of generalized quantiAed formulas with constants over the basis 	, denoted
by ∃∀-FormC(	), is the smallest set of formulas such that:
(a) For all R∈	 of rank k, R(y1; : : : ; yk)∈∃∀-FormC(	) where yi ∈V ∪D for
16i6k.
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(b) For all ;∈∃∀-FormC(	), ∧∈∃∀-FormC(	).
(c) For all ∈∃∀-FormC(	) and for all x∈V , ∃x∈∃∀-FormC(	).
(d) For all ∈∃∀-FormC(	) and for all x∈V , ∀x∈∃∀-FormC(	).
If we remove condition (d) in the previous de&nition we obtain a reduced class of
formulas called generalized existentially quantiAed formulas with constants over the
basis 	, denoted by ∃-FormC(	). Furthermore, if we also remove condition (c) we
obtain a more reduced class called generalized formulas with constants over the basis
	 and denoted by FormC(	).
If in the previous de&nitions we replace “yi ∈V ∪D” by “yi ∈V ” in (a), we obtain
the constant-free counterpart of the previous sets of formulas denoted by ∃∀-Form(	),
∃-Form(	), Form(	), respectively.
Each formula  de&nes a relation [] if we apply the usual semantics of &rst-order
logic, and the variables are taken in lexicographical order. More formally, let  be a
formula over the free variables xi1 ; xi2 ; : : : ; xim where i1¡i2¡ · · ·¡im, then
[] = {〈d1; d2; : : : ; dm〉: xij = dj (16 j 6 m) satis&es }:
This operator can be extended to sets of formulas: for every set of relations 	 we
de&ne Rel(	)= {[]: ∈Form(	)}. Similarly, we also de&ne ∃∀-Rel(	), ∃-Rel(	),
RelC(	), ∃∀-RelC(	), and ∃-RelC(	).
3. Learning preliminaries
Most of the terminology used in this section comes from Angluin and Kharitonov
[3]. Let D be a &xed domain and let X =D∗ be the set of strings over D. Strings in
X will represent both examples and concept names.
A representation of concepts (or representation class) C is any subset of X ×X .
We interpret an element 〈u; x〉 of X ×X as consisting of a concept name u and an
example x. The example x is a member of the concept u if and only if 〈u; x〉 ∈C.
De&ne the concept represented by u as
KC(u) = {x: 〈u; x〉 ∈ C}:
The set of concepts represented by C is
{KC(u): u ∈ X }:
For any set of formulas F, we de&ne CF to be the representation of concepts
formed from formulas in F. More precisely, CF contains all the tuples of the form
〈f; x〉 where f represents a formula in F and x is a model satisfying f.
We use two models of learning, both of them fairly standard: Angluin’s model of
exact learning with queries de&ned by Angluin [1] and the model of PAC-prediction
with membership queries as de&ned by Angluin and Kharitonov [3].
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3.1. The exact query learning model (EQ)
Let H be a representation class. An exact learning algorithm with queries is an
algorithm A that takes as input a bound s on the size of the target concept represen-
tation. It may make any number of queries or requests, the responses to which are
determined by the unknown target concept c. A must eventually halt with an output
concept name v. The concept KH(v) is interpreted as A’s guess of the target concept.
The most common kinds of queries are membership and equivalence queries. A mem-
bership query takes a string x∈X as input and returns 1 if x∈ c and 0 otherwise. An
equivalence query takes a concept name h as input and returns 1 if c=KH(h) and a
counterexample x∈ cKH(h) otherwise.
The algorithm A runs in polynomial time if its running time (counting one step
for each oracle call) is bounded by a polynomial in s and the length of the largest
counterexample. We say that A exactly learns a representation of concepts C, if and
only if for all positive integers s, for all concept names u with |u|6s, when A is run
with input s, and oracles determined by c=KC(u), A outputs a concept name v such
that c=KH(v). If C=H then we say that A properly learns C, otherwise we say that
A improperly learns C.
A representation of concepts C is polynomially learnable if and only if there is a
learning with queries algorithm A that runs in polynomial time and exactly learns C.
3.2. The PAC-prediction model
A prediction with membership algorithm, or pwm-algorithm, is a possibly random-
ized algorithm A that takes as input a bound s on the size of the target concept
representation, a bound n on the length of examples, and an accuracy bound . It may
make three diAerent kinds of oracle calls, the responses to which are determined by
the unknown target concept c and an unknown probability distribution D on Dn, as
follows:
• A membership query takes a string x∈X as input and returns 1 if x∈ c and 0
otherwise.
• A request for a random classi&ed example takes no input and returns a pair 〈x; b〉,
where x is a string chosen independently according to D and b=1 if x∈ c and
b=0 otherwise.
• A request for an element to predict takes no input and returns a string x chosen
independently according to D.
The algorithm A may make any number of membership queries or requests for ran-
dom classi&ed examples. However, A must eventually make one and only one request
for an element to predict and eventually halt with an output of 1 or 0 without making
any further oracle calls. The output is interpreted as A’s guess of how the target con-
cept classi&es the element returned by the request for an element to predict. We say
that A runs in polynomial time if its running time (counting one step per oracle call)
is bounded by a polynomial in s, n, and 1=.
We say that A predicts a representation of concepts C if and only if for all positive
integers s and n, for all positive rationals , for all concept names u∈X with |u|6s,
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when A is run with inputs s, n, and , and oracles determined by c=KC(u) and D, A
asks membership queries that are in X , and the probability is at most  that the output
of A is not equal to the correct classi&cation of x by KC(u), where x is the string
returned by the (unique) request for an element to predict. We can say that A predicts
C in the PAC sense, with the additional help of membership queries.
A representation of concepts C is polynomially predictable with membership queries
if and only if there is a pwm-algorithm A that runs in polynomial time and predicts C.
3.2.1. Reducibility among prediction problems
To compare the di:culty of learning problems in the prediction model we use
prediction-preserving reducibility with membership queries as de&ned by Angluin and
Kharitonov [3]. It is denoted by 6pwm and it extends Pitt and Warmuth’s [25] predic-
tion-preserving reducibility to include the presence of membership queries.
Denition 2. Let C and C′ be representations of concepts. Let ⊥ and  be elements
not in X . Then C is pwm-reducible to C′, denoted C6pwmC′, if and only if there exist
three mappings g; f, and h with the following properties:
1. There is a nondecreasing polynomial q such that for all natural numbers s and n
and for every u∈X with |u|6s, g(s; n; u) is a string u′ of length at most q(s; n; |u|).
2. For all natural numbers s and n, for every string u∈X with |u|6s, and for every x
with |x|6n, f(s; n; x) is a string x′ and x∈KC(u) if and only if x′ ∈KC′(g(s; n; u)).
Moreover, f is computable in time bounded by a polynomial in s, n, and |x|, hence
there exists a nondecreasing polynomial t such that |x′|6t(s; n; |x|).
3. For all natural numbers s and n, for every string u∈X with |u|6s, and for every
x′ ∈X , h(s; n; x′) is either ⊥, , or a string x∈X . If h(s; n; x′)= then x′ ∈KC′(g(s;
n; u)), if h(s; n; x′)=⊥ then x′ =∈KC′(g(s; n; u)), and otherwise x′ ∈KC′(g(s; n; u)) if
and only if x∈KC(u). Moreover, h is computable in time bounded by a polynomial
in s, n, and |x′|.
In (2), and independently in (3), the expression “x∈KC(u)” can be replaced with
“x =∈KC(u)”, as discussed in [3].
The only properties of this reducibility that are needed in this paper were established
in [3]:
Lemma 1. The pwm-reduction is transitive, i.e., let C;C′ and C′′ be representations
of concepts. If C6pwmC′6pwmC′′ then C6pwmC′′.
Lemma 2. Let C and C′ be representations of concepts. If C6pwmC′ and C′ is poly-
nomially predictable with membership queries, then C is also polynomially predictable
with membership queries.
4. Generating set algorithm
In order to derive learning algorithms for some subclasses of quanti&ed formulas we
identify some special features of quanti&ed formulas and we consider the more general
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problem of learning any representation class with those features. Finally, we get results
about learnability of quanti&ed formulas as a particular case.
The &rst important feature that we use is given by the fact that every class of gen-
eralized formulas is closed under the Boolean operator ∧, or equivalently, the class
of concepts, as sets of examples, represented by quanti&ed formulas, is closed under
intersection. Intersection-closed classes of concepts have been intensively studied. In
this section we discuss brieTy intersection-closed classes in general. More precisely,
we introduce an algorithm for learning intersection-closed representation classes with
equivalence queries, and we present a simple condition that guarantees that a represen-
tation class is polynomially learnable using this algorithm.
We start by giving a formal de&nition of intersection-closed classes.
Denition 3. We say that a representation class C is intersection-closed if
∀c1; c2 ∈ KC ∃c3 ∈ KC KC(c3) = KC(c1) ∩ KC(c2):
Let C be an intersection-closed representation class and let H be a set of examples.
The intersection of all the concepts in C containing H , denoted by 〈H 〉C is the concept
generated by H . We will say that H is a generating set of the concept 〈H 〉C.
Note that closure under intersection depends only on the set of concepts KC and
does not depend at all on the particular representation class C. In fact, we can consider
generating sets as an alternative representation class for the same collection of concepts.
More formally, given a set of examples H , we say that an example x belongs to the
class represented by H iA x∈ 〈H 〉C.
For many purposes a representation class has to be polynomial-time evaluable, that
is, it has to be decidable in polynomial time whether a vector belongs to the class. For
the remainder of this section we will assume that we are dealing with polynomial-time
evaluable representation classes, and we will demonstrate later that this property holds
for each concrete example we present.
For any intersection-closed representation class there is an obvious learning algo-
rithm using equivalence queries: start with an empty set of generators and keep asking
equivalence queries and adding vectors until the set is complete. We call this algorithm
the Generating Set (GS) Algorithm and we state it in Fig. 1.
Algorithm GS can be applied to any intersection-closed representation class C. There
is a canonical algorithm for learning intersection-closed classes in the PAC model [31]
Algorithm GS
H := ∅,
while EQ(〈H 〉C)= ‘no’ do
Let c be the counterexample
H :=H ∪{c}
endwhile
return 〈H 〉C
Fig. 1. Generating set algorithm (GS).
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called the Closure Algorithm: the output of this algorithm is always 〈H 〉C where H
contains all the positive examples [23]. Algorithm GS is a direct adaptation of the
Closure Algorithm. Consequently, it is possible to extend the results in this paper to
nested diAerences of intersection-closed classes using an approach similar to [11].
It is possible to convert algorithm GS to a proper algorithm &nding, for every set
of generators H , a concept c equivalent to 〈H 〉C, but this step can be computationally
expensive.
Clearly, algorithm GS always &nds the target concept. The only drawback is its
time complexity, since it can require an exponential number of equivalence queries.
In consequence, we are interested in characterizing the cases in which algorithm GS
learns a representation class with a polynomial number of queries.
Note that, when formulas are used as a representation class, all the examples of a
given concept have the same size. A representation class is said to be stratiAed if it
satis&es this condition. From now on, we will restrict to strati&ed representation classes.
We need the following de&nition:
Denition 4. Let C be a strati&ed intersection-closed representation class of concepts,
and let u=(x0; x1; : : : ; xm) be a list of tuples in Dn (where D is the alphabet of the
examples). If for every 16i6m, xi =∈ 〈{x0; : : : ; xi−1}〉C then we call u an additive
sequence over Cn.
Clearly, an additive sequence is just a diAerent reformulation of a possible sequence
of counterexamples provided by algorithm GS. A representation class is learnable us-
ing algorithm GS if the size of every possible sequence of counterexamples can be
bounded by a polynomial in the size of the examples and the size of the representa-
tion of the target concept. We do not consider the size of the representation of the
target concept. This choice makes the analysis simpler, since we obtain independence
from the particular representation class. Furthermore, as we will see later (Section 7),
there is some evidence that this restriction does not make any diAerence when we are
dealing with quanti&ed formulas. Formally, we say that a strati&ed intersection-closed
representation class C is polynomially bounded if every additive sequence over Cn has
size polynomial in n.
Theorem 1. Let C be a polynomially bounded representation class. Then C is polyno-
mially learnable with improper equivalence queries using algorithm GS. Furthermore,
C is also learnable with a polynomial number of proper equivalence queries (not
necessarily in polynomial time).
Finally, note that every intersection-closed representation class contained in a poly-
nomially bounded representation class is also polynomially bounded.
5. Learning subuniverses
In this section we will re&ne the approach started in the previous section by study-
ing a particular case of a strati&ed intersection-closed representation class: the set of
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subuniverses of the direct powers of some algebra. This new representation class is
closely related to quanti&ed formulas in a way that will be made precise later. First
we introduce some algebraic notation.
5.1. Some algebraic preliminaries
The following de&nitions are fairly standard (see [20] for example).
Denition 5. An algebra A is an ordered pair (A;F) such that A is a nonempty set,
called the universe, and F = 〈fi: i∈ I〉 where fi is a &nitary operation on A for each
i∈ I . A is called the universe of A, fi is referred to as a fundamental or basic operation
of A for each i∈ I , and I is called the index set or the set of operation symbols of
(A;F).
Endowing algebras with indexed systems of operations rather than a mere set of
operations has many advantages. Nevertheless, sometimes, it is most acceptable to
display algebras following the customary viewpoint. For example, (A; ·; 1;−1) is a more
comfortable way to de&ne a group than (A; 〈fi: i∈{·; 1;−1}〉).
If % is an operation symbol of A, then we use %A to stand for the fundamental
operation of A indexed by %. We say that % denotes %A or that %A is the interpretation
of % on A.
Given an algebra A with index set I , there is a function Rank called the rank
function from I to the set of natural numbers de&ned by
Rank(%) is the rank of %A for all % ∈ I:
The rank function of an algebra is also referred to as its similarity type or, more
brieTy, its type. Algebras A and B are said to be similar if and only if they have the
same rank function.
There are some standard ways to assemble new algebras from those already at hand.
The chief tools we will use are the formation of subuniverses and the formation of
direct powers.
Let f be an m-ary operation over A, and let B be a subset of A. We say that B is
closed under f (or f preserves B) if and only if
∀a1; : : : ; am ∈ B; f(a1; : : : ; am) ∈ B:
Denition 6. Let A=(A;F) be an algebra. A subset B of A which is closed under
every operation in F is called a subuniverse of (A;F). The algebra B is said to be a
subalgebra of A if and only if A and B are similar, the universe B of B is a subuniverse
of A, and %B is the restriction to B of %A, for each operation symbol % of A.
Note that the intersection of any two subuniverses of an algebra A is a subuniverse
of the algebra A.
Let f be a k-ary operation on A and let n be a positive integer. Then operation fn
is a k-ary operation on An de&ned by
fn(x1; : : : ; xk) = 〈f(x1[1]; : : : ; xk [1]); : : : ; f(x1[n]; : : : ; xk [n])〉:
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Let A=(A;F) be an algebra and n any positive integer. The nth direct power of
(A;F) is the algebra, denoted by An, with the same similarity type, with universe An
such that for every operation symbol % of A, %(A
n) = (%A)
n
.
Direct power is the natural way to extend an algebra to tuples of elements. From
now on, due to the correspondence between an algebra and its direct powers we will
do some notation abuse and for instance we will say that an n-ary relation R over A
is closed under a k-ary operation f : Ak →A, meaning that R is closed under fn. This
concept deserves to be stated as a de&nition.
Denition 7. Let f be an m-adic operation over A and let R be an n-ary relation over
A. We say that f preserves R (or R is closed under f, or f is a polymorphism of R)
if
t1; t2; : : : ; tm ∈ R ⇒ fn(t1; t2; : : : ; tm) ∈ R:
5.2. Subuniverses as concepts
Let D=(D;F) be a &nite algebra. Any subuniverse B of Dn (n¿1) can be regarded
as a concept. The concept represented by B contains as examples precisely the n-ary
tuples in B. Furthermore, the intersection of two subuniverses of Dn is a subuniverse
of Dn as well. Thus, the class of all the subuniverses of Dn for all integers n¿1 is a
strati&ed intersection-closed concept class. In consequence, the concepts introduced in
the previous section, and in particular algorithm GS, are applicable to the subuniverses
of direct powers of any &nite algebra.
We de&ne generating sets for subuniverses in an analogous way to the previous
section. More precisely, let H be a subset of Dn, the intersection 〈H 〉(D;F) of all
subuniverses of Dn containing H will be called the subuniverse generated by H .
Consequently, a reasonable way to represent subuniverses is by using generating
sets.
Denition 8. We denote C(D;F) the representation class given by the subuniverses of
all direct powers (D;F)n (n¿1) represented by sets of generators.
We say that an algebra (D;F) is polynomially learnable (resp. polynomially evalu-
able, polynomially bounded) if so is C(D;F). We say that an operation f on D is
polynomially learnable (resp. polynomially evaluable, polynomially bounded) if so is
C(D;f).
Let us study, now, how subuniverses of direct powers are related to quanti&ed for-
mulas. Note &rst, the notion of polymorphism can be extended in a natural way to
formulas. Consider for every quanti&ed formula  over domain D with n free vari-
ables, its associated set of examples []. By de&nition []⊆Dn is an n-ary relation
over D. Thus, we say that a function f preserves  iA f preserves [].
The key observation is the following. Let 	 be any arbitrary basis on domain D,
and let F be the set of all functions preserving 	. Then, under some technical assump-
tions that will be made precise later, every function f∈F preserves every formula
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in ∃∀-FormC(	) as well. In consequence, every relation associated with a formula in
∃∀-FormC(	) is a subuniverse of a direct power of the algebra (D;F).
Before we can state this observation in a more precise form we need to introduce
some terminology. An operation f on D is said to be exhaustive if its image is
the whole of D. Operation f is said to be idempotent if it satis&es f(x; x; : : : ; x)= x
for all x∈D. Idempotent operations are clearly exhaustive. For any set F of opera-
tions, we de&ne Idem(F) to be the subset containing exactly the idempotent operations
in F .
Lemma 3. Let 	 be a set of logical relations closed under some operation f over
D. Then, ∃-Rel(	) is also closed under f. Furthermore, if f is exhaustive then ∃∀-
Rel(	) is closed under f. Furthermore, if f is idempotent then ∃∀-RelC(	) is closed
under f.
As a consequence of this result, it is possible to turn results about subuniverses
into results about quanti&ed formulas by considering closure operations. The next
theorem summarizes the results. Note that we are not assuming &niteness in the
basis 	= [F].
Theorem 2. Let F be a class of formulas over a Anite domain D and let F be the
set of all functions on D preserving [F]. If algebra (D;F) is polynomially bounded
then the following conditions hold:
(a) F, Form([F]), and ∃-Form([F]) are polynomially learnable with improper equiv-
alence queries.
(b) Form([F]) and ∃-Form([F]) are learnable with a polynomial number of proper
equivalence queries (not necessarily in polynomial time).
(c) If every operation in F is exhaustive, then conditions (a) and (b) are also satisAed
by ∃∀-Form([F]).
(d) If every operation in F is idempotent, then conditions (a) and (b) are also satisAed
by FormC([F]), ∃-FormC([F]), and ∃∀-FormC([F]).
Proof. Condition (a) is a direct consequence of the de&nition of polynomially bounded
algebra, Lemma 3, and the &rst part of Theorem 1. To show condition (b) just con-
sider that both classes of concepts are intersection-closed and apply the second part
of Theorem 1. Condition (c) follows from the fact that closure under an exhaustive
operation is preserved by universal quanti&cation. Finally, condition (d) is due to the
fact that closure under an idempotent operation is preserved by constanti&cation, and
that idempotentence implies exhaustivity.
6. Some learnable algebras
In this section we introduce two families of operations, namely, coset generating
operations and near-unanimity operations, such that the class of subuniverses of alge-
bras containing one of these operations is polynomially bounded. In consequence, by
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Theorem 2, every class of quanti&ed formulas with a basis preserved by some function
in one of these families is polynomially learnable using algorithm GS.
6.1. Coset generating operations
Denition 9. An operation ’ : A3→A, is called a ‘coset generating (CG) operation’
if for all x; y; z; u∈A,
1. ’(x; x; y)=’(y; x; x)=y;
2. ’(’(x; y; z); z; u)=’(x; y; u);
3. ’(u; z; ’(z; y; x))=’(u; y; x):
It is easy to adapt the proof of Proposition 2.2 in [29] to show that the pre-
vious de&nition is equivalent to the existence of some group (A; ·;−1; 1) such that
’(x; y; z)= x · y−1 · z.
Theorem 3. Let ’ : A3→A be an operation. The following two conditions are equiv-
alent:
(a) Operation ’ is coset generating.
(b) There exists a group (A; ·;−1; 1) such that ’(x; y; z)= x · y−1 · z.
Proof. (i)[(b)⇒ (a)]. A direct application of the properties of a group yields that
’(x; x; y) = x · x−1 · y = y = y · x−1 · x = ’(y; x; x);
’(’(x; y; z); z; u) = (x · y−1 · z) · z−1 · u = x · y−1 · u = ’(x; y; u);
’(u; z; ’(z; y; x)) = u · z−1 · (z · y−1 · x) = u · y−1 · x = ’(u; y; x):
(ii)[(a)⇒ (b)]. Choose an element 1∈A arbitrarily, and de&ne operations · and −1
by
x · y = ’(x; 1; y) and x−1 = ’(1; x; 1):
Now, we have to verify that the previous de&nitions satisfy all the group properties.
First, we start showing that 1 is a neutral element
x · 1 = ’(x; 1; 1) = x = ’(1; 1; x) = 1 · x:
Furthermore, we have
x · y−1 = ’(x; 1; ’(1; y; 1)) = ’(x; y; 1);
y−1 · x = ’(’(1; y; 1); 1; x) = ’(1; y; x):
Thus, the correctness of −1 comes from
x · x−1 = ’(x; x; 1) = 1 = ’(1; x; x) = x−1 · x;
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whence
(x−1)−1 =’(1; x−1; 1) = ’(x · x−1; x−1; 1)
=’(’(x; 1; x−1); x−1; 1) = ’(x; 1; 1) = x:
Furthermore,
(x · y−1) · z = ’(’(x; y; 1); 1; z) = ’(x; y; z);
x · (y−1 · z) = ’(x; 1; ’(1; y; z)) = ’(x; y; z):
Thus,
(x · (y−1)−1) · z = ’(x; y−1; z) = x · ((y−1)−1 · z):
Since (y−1)−1 =y it follows that · is associative. Hence (A; ·;−1; 1) is a group and
’(x; y; z)= x · y−1 · z.
If (A; ·;−1; 1) is Abelian, we have a particular kind of CG operation called an a:ne
operation. A:ne operations have been intensively studied in universal algebra (see [29]
for example). It is well known (see [15] for example) that for every a:ne operation
over a &nite set A of prime size, the subuniverses of its direct power are exactly the
subsets of An that can be expressed as a system of counting functions modulo |A|.
The learnability of these formulas has already been established in [6] using a similar
strategy. In this section we generalize this result to all CG operations.
It is straightforward to see that any subset of An (n positive integer) closed under
a coset generating operation ’ is a right coset of a subgroup of the power group
(A; ·;−1; 1)n, where (A; ·;−1; 1) is the group associated with ’.
Theorem 4. Let B be any nonempty subset of An (n positive integer) and let
(A; ·;−1; 1) be a group. Then, the following two conditions are equivalent:
(a) B is closed under ’(x; y; z)= x · y−1 · z.
(b) B is a right coset of a subgroup of the direct power group (A; ·;−1; 1)n.
Proof Sketch. (i) [(a)⇒ (b)] Let x any arbitrary tuple in B. De&ne G= {y · x−1:
y∈B}. It is easy to prove that B=G · x and that G is a subgroup.
(i) [(a)⇒ (b)] Straightforward.
Lemma 4. Let ’ be a CG operation over a Anite domain D. Then (D;’) is polyno-
mially bounded.
Proof. Let the list u=(x0; : : : ; xm) be any additive sequence over (D;’)n. Then
〈{x0; : : : ; xm}〉(D;’) is a right coset of a subgroup J of the power group (D; ·;−1; 1)n, so
we can take x0 as a representative of the coset and consider the set H = {x0 · x−10 ; x1 ·
x−10 ; : : : ; xm ·x−10 } as a generating set for the subgroup J . From the fact that {x0; : : : ; xm}
is an additive sequence we have that H is independent in the sense that no element in
H can be generated from the remainder. Therefore, the cardinality of the subgroup is
at least 2m6|D|n, which gives a polynomial bound for m.
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Lemma 5. Let ’ be a CG operation over a Anite domain D. Then (D;’) is polyno-
mially evaluable.
Proof. The proof of the polynomial-time evaluability mimics the proof of Theorem 32
in [10].
Let H = {x0; : : : ; xm} be any set of tuples over Dn. Let (D; ·;−1; 1) be the group
associated with ’. As was pointed out in the previous proof, 〈H 〉(D;’) is a right coset
of a subgroup J of the power group (D; ·;−1; 1)n. We can take x0 as a representative of
the coset and it is not hard to prove that {x0 · x−10 ; x1 · x−10 ; : : : ; xm · x−10 } is a generating
set of the subgroup J . So, the problem is reduced to the problem of deciding whether
a tuple y0 belongs to a group represented by a set of generators.
Consider the tower of subgroups Gi, 06i6n where Gi is the subgroup of J obtained
by &xing the &rst i components to 1. A right coset representation of this tower can be
e:ciently constructed using algorithm 7 in [12]. 1
Now we will present a polynomial-time algorithm that, given a right coset representa-
tion for the tower of subgroups, decides whether y0 ∈G0, proving the polynomial-time
evaluability of CG operations.
Let a1; : : : ; ar be the right coset representatives of G0 in G1. Let T = {ai: 16i6r;
ai[1]=y0[1]} be the subset of the representatives coinciding with y0 in the &rst com-
ponent. It is clear that if |T |=0 then y0 =∈G0. On the other hand, we have |T |61,
otherwise, let ai, aj be two diAerent elements in T , then (aj · a−1i ) has a 1 as &rst
component and, in consequence, belongs to G1 (incidentally, this fact proves that the
size of the coset representation is not too large).
Therefore, let ai be the unique representative in T . Since, y0 ∈G0 iA y0 · a−1i ∈G1,
now we proceed with y1 =y0 · a−1i and G1 as we did before for y0 and G0 and so
on. If during some step j of this process we &nd that there does not exist any coset
representative of Gj in Gj+1 coinciding with yj in the j + 1 component then we know
that the answer is no. Otherwise, after n repetitions the answer is yes.
By virtue of the connection between subuniverses and generalized formulas presented
in the previous section we get, as a direct consequence of the previous results, the
following theorem.
Theorem 5. Let ’ be a coset generating operation, and let F be a set of formulas
closed under ’, then C(D;’) is polynomial-time evaluable and polynomially learnable
with proper equivalence queries. Furthermore, the class ∃∀-formC([F]) is polynomi-
ally learnable with equivalence queries in C(D;’).
6.2. Near-unanimity operations
The class of near-unanimity operations has been well studied.
1 It is convenient to note that algorithm 7 requires a polynomial procedure for testing membership in
Gi , a condition that in our case is not satis&ed, since we are precisely interested in this procedure for G0.
However, this condition can be relaxed by noticing that all the elements generated by algorithm 7 already
belong to G0. In this case, membership in Gi is straightforward: just check that the &rst i components are
equal to 1.
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Denition 10 (Baker and Pixley [4]). An operation ’ : Ak →A, is called a ‘near-
unanimity (NU) operation’ if for all x; y∈A,
’(x; y; y; : : : ; y) = ’(y; x; y; : : : ; y) = · · · = ’(y; y; : : : ; y; x) = y:
A near-unanimity operation of rank 3 is also called majority operation.
Let R be an n-ary relation over D and let I = {i1; : : : ; ik} where i1¡i2¡ · · ·¡ik be a
set of indices chosen from {1; : : : ; n}. The projection prI (R) is de&ned to be the k-ary
relation
prI (R) = {〈t[i1]; : : : ; t[ik ]〉 | t ∈ R}:
The projection of a tuple t, prI (t) is de&ned similarly.
Denition 11. An n-ary relation R over D is said to be r-decomposable if it contains
all n-tuples t such that prI (t)∈ prI (R) for all sets of indices I , from the set {1; 2; : : : ; n}
with |I |6r.
From [4] we have this useful property.
Theorem 6 (Baker and Pixley [4]). Every relation R over D which is closed under a
near-unanimity operation of arity r is (r − 1)-decomposable.
For near-unanimity operations it is even possible to prove proper learnability.
Theorem 7. Let ’ be a near-unanimity operation, and let F be a set of formulas
closed under ’, then C(D;’) is polynomial-time evaluable and polynomially learnable
with proper equivalence queries. Furthermore, the class ∃∀-FormC([F]) is polynomi-
ally learnable with proper equivalence queries.
The proof of the theorem is split into several results.
Lemma 6. Let ’ be a NU operation over a Anite domain D. Then (D;’) is polyno-
mially bounded.
Proof. Let r be the arity of ’ and let u=(x0; : : : ; xm) be any additive sequence over
(D;’)n. For every 16i6m−1, the set Hi = 〈{x0; : : : ; xi}〉(D;’) is (r−1)-decomposable,
by Theorem 6. We know that xi+1 =∈Hi, so there exists some set of indices I , with
|I |6r − 1 such that prI (xi+1) =∈ prI (Hi). This implies that prI (xi+1) =prI (xj) for every
06j6i. The result follows from the fact that there are only a polynomial number of
choices for prI (x).
The intuition underlying this result is the following: every relation closed under a
near-unanimity operation of arity r is decomposable as a conjunction of relations of
&xed arity r − 1, therefore the problem of learning this class of relations is reduced
to the problem of learning conjunctions of clauses of a &xed arity that can be solved
500 V. Dalmau, P. Jeavons / Theoretical Computer Science 306 (2003) 485–511
using a similar approach to the one that is known for learning (r − 1)-CNF [1]. An
empty basis can be regarded as a conjunction containing a full (r − 1)-ary relation
for every possible set with at most r − 1 indices. Every time we add a tuple to the
basis, we remove in every relation the tuples falsi&ed by the new tuple. We have a
polynomial number of such tuples and with every addition to the basis we remove at
least one.
Finally, we prove the polynomial-time evaluability of near-unanimity operations.
Lemma 7. Let ’ be a NU operation over a Anite domain D. Then (D;’) is polyno-
mially evaluable.
Proof. Let r be the arity of ’, let H be a set of tuples over Dn and let x be a
tuple over Dn. It is easy to see that x∈ 〈H 〉(D;’) iA for every list of indices I over
{1; 2; : : : ; n} with |I |6r − 1, prI (x) ∈ 〈{prl(H)}〉(D;’). Clearly, this condition can be
checked in polynomial time.
Finally, we have to prove that it is possible to get proper learnability for quanti&ed
formulas. In fact, we establish a general condition that guarantees proper learnability
in some more cases.
Lemma 8. Let F be a class of formulas closed under a near-unanimity operation ’
of arity r and closed under existential quantiAcation, conjunction and renaming of
variables. Then F is polynomially learnable with proper equivalence queries.
Proof. We only need to prove that for every set H of tuples over Dn, it is possible
to &nd a formula equivalent to R= 〈H 〉CF in polynomial time. Consider for every set
I = {i1; : : : ; ir−1} of r − 1 indices, the relation prI R. Clearly, this relation is obtained
by some formula prI R in F (the set of relations of rank r − 1 in F is &nite and
&xed, and therefore a list of formulas generating all of them can be precalculated). By
the r − 1 decomposability of R, the following formula  is equivalent to R.
 =
∧
I={i1 ;:::;ir};16i16···6ir6n
prI (R)(xi1 ; : : : ; xir ):
Corollary 1. LetF be a class of formulas closed under a near-unanimity operation ’.
Then, the following classes are polynomial-time learnable with proper equivalence
queries: ∃-Form([F]), ∃∀-Form([F]), ∃-FormC([F]), and ∃∀-FormC([F]).
7. Nonlearnability results
In the previous section we have used algebraic properties of relations to prove learn-
ability results. More precisely, we used closure operations to show that Algorithm GS
can e:ciently learn some sets of formulas. We show in this section that the link be-
tween the complexity of learning classes of quanti&ed formulas and closure operations
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is even tighter: the closure operations of a quanti&ed formula determine the learnability
complexity.
In order to establish this result we &rst introduce some standard algebraic
terminology.
Denition 12. Let 	 be a set of relations over D. De&ne Pol(	) (the polymorphisms
of 	) to be the set of all operations, f, on D such that every relation in 	 is closed
under f.
The polymorphisms of a set have a known structure, (a) they contain all the pro-
jection operations, i.e., all functions that simply return one of their arguments, and (b)
they are closed under composition. Any set of operations satisfying these conditions is
called a clone [29]. The set of all clones over some &nite set D forms a lattice with
top OD, where OD is the clone containing all the operations over D, and with bottom
ID where ID is the clone containing exactly the projection operations on D.
Denition 13. Let F be a set of operations on a set D. De&ne Inv(F) (invariants of
F) to be the set of all relations over D which are closed under every element of F .
The mappings Pol and Inv establish a Galois connection between sets of relations
and sets of operations [7,20]. By making use of this Galois connection we can obtain
considerable insight into the relationship between diAerent learning problems.
The structure of the invariants of a set of operations has also been well studied
(see [24] for example). Translating the known results into our notation, we obtain the
following.
Theorem 8. For every set of relations, 	, over a Anite set D, we have:
(1) ∃-Rel(	∪{eqD})= Inv(Pol(	)),
(2) ∃∀-RelC(	∪{eqD})=∃-RelC(	∪{eqD})= Inv(Idem(Pol(	))).
Proof. Item (1) is stated in [24], using a rather diAerent notation. It is straightforward
to check that the smallest co-clone (as de&ned in [24]) containing 	 corresponds to
∃-Rel(	∪{eqD}).
Item (2) is rather immediate from part (1). The &rst identity comes from the fact
that every formula of the form ∀x is equivalent to
∧
d∈D

[
x
d
]
;
where 
[ x
d
]
is the formula obtained from  by replacing each occurrence of x with d.
The second identity is proved by constructing a chain of identities. For every i∈D,
let Ri = {〈i〉} be the unary relation that simulates constant i.
First, for every set 	 of relations over D we have
∃-RelC(	 ∪ {eqD}) = ∃-Rel(	 ∪ {R0; : : : ; R|D|−1} ∪ {eqD}):
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To prove this, note that for every 06i6|D| − 1, Ri is obtained by eqD(x; i). Thus
∃-Rel(	 ∪ {eqD}) ⊇ ∃-Rel(	 ∪ {R0; : : : ; R|D|−1} ∪ {eqD}):
For the converse consider any formula  in ∃-FormC(	∪{eqD}). Consider the formula
 in ∃-Form(	∪{R0; : : : ; R|D|−1}∪ {eqD}) given by
 = ∃x0; : : : ; x|D|−1′ ∧ R0(x0) ∧ R1(x1) ∧ · · · ∧ R|D|−1(x|D|−1);
where xi (i∈D) are auxiliary variables not in  and ′ is the formula obtained taking
 and replacing every occurrence of a constant i by its associated variable xi. Formula
 is equivalent to . So
∃-RelC(	 ∪ {eqD}) ⊆ ∃-Rel(	 ∪ {R0; : : : ; R|D|−1} ∪ {eqD}):
Furthermore, by part 1 of this theorem we have,
∃-Rel(	 ∪ {R0; R1; : : : ; R|D|−1} ∪ {eqD})
= Inv(Pol(	 ∪ {R0; R1; : : : ; R|D|−1} ∪ {eqD}))
Finally, note that eqD is preserved by all operations and {R0; R1; : : : ; R|D|−1} is preserved
by exactly all the idempotent operations over D. Thus
Idem(Pol(	)) = Pol(	 ∪ {R0; R1; : : : ; R|D|−1} ∪ {eqD}):
So, ∃-RelC(	∪{eqD})= Inv(Idem(Pol(	))) follows from putting together the pre-
vious identities.
This result shows that the clone of polymorphisms of a basis 	 characterizes the ex-
pressive power of the class of formulas ∃-Form(	∪{eqD}). The next result (Lemma 9)
shows that in many cases this clone also determines the learning complexity of this
class in the PAC-prediction with membership queries learning model. 2
Lemma 9. Let 	 and 	0 be sets of relations over a Anite set D where 	0 is Anite.
Then:
(1) If Pol(	)⊆Pol(	0), and ∃-Form(	∪{eqD}) is polynomially predictable with
membership queries, then so is ∃-Form(	0).
(2) If Idem(Pol(	))⊆ Idem(Pol(	0)), and ∃-FormC(	∪{eqD}) is polynomially pre-
dictable with membership queries, then so is ∃-FormC(	0).
(3) If Idem(Pol(	))⊆ Idem(Pol(	0)), and ∃∀-FormC(	∪{eqD}) is polynomially pre-
dictable with membership queries, then so is ∃∀-FormC(	0).
Proof. We will prove only item (1); the proofs of items (2) and (3) are analogous.
2 We say “in many cases” because we have to add an additional hypothesis: the &niteness of one of the
basis sets. This is the only place in the sequence of results leading up to the proof of the main result of
this section in which this assumption is used. Furthermore, up to the present moment, there is no known
counterexample showing that Lemma 9 is false without this new additional assumption. Thus, the study of
the necessity of the &niteness assumption is an interesting open question.
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Every relation R in 	0 belongs to ∃-Form(	∪{eqD}) by Theorem 8. Hence, given
any formula  in ∃-Form(	0), it is possible to replace every occurrence of a relation
R in 	0 by a formula R in ∃-Form(	∪{eqD}) with the same satisfying assignments.
Since, 	0 is &nite, the size of every replacement is bounded by a constant and, in
consequence, the new formula has size polynomial in the size of the previous formula.
Thus, let g be the function assigning to every formula  in ∃-Form(	0) an associated
formula in ∃-Form(	∪{eqD}) constructed as described above and let f and h be
identity functions. Then, f, g, and h de&ne a pwm-reduction from ∃-Form(	0) to
∃-Form(	∪{eqD}).
The next result shows that the trivial relation eqD can always be included without
changing the complexity of learnability.
Lemma 10. Let 	 be a set of relations over a Anite domain D.
(1) If ∃-Form(	) is polynomially predictable with membership queries, then so is
∃-Form(	∪{eqD}).
(2) If ∃-FormC(	) is polynomially predictable with membership queries, then so is
∃-FormC(	∪{eqD}).
(3) If ∃∀-FormC(	) is polynomially predictable with membership queries, then so is
∃∀-FormC(	∪{eqD}).
Proof. We will prove only item (1); the proofs of items (2) and (3) are analogous. We
give an algorithm to learn ∃-FormC(	∪{eqD}) which uses the algorithm for learning
∃-Form(	) as a procedure:
We will only care about identity relations between free variables. Otherwise, they
can be treated as multiple occurrences of the same variable. The algorithm starts by
assuming that there exists an identity relation between every pair of free variables, this
set of candidates is updated with every collision with the examples. This set can be
regarded as an equivalence relation (=) in the set of free variables, and the algorithm
for identity-free formulas is used to learn (==), meaning the formula obtained taking
only a representative for each set of variables constrained by identities.
We are now in a position to establish the main result of this section, that the set of
polymorphisms of a class of formulas determines its learning complexity.
Theorem 9. Let 	 and 	0 be sets of relations over a Anite set D where 	0 is Anite.
Then:
(1) If Pol(	)⊆Pol(	0), and ∃-Form(	) is polynomially predictable with membership
queries then so is ∃-Form(	0).
(2) If Idem(Pol(	))⊆ Idem(Pol(	0)), and ∃-FormC(	) is polynomially predictable
with membership queries, then so is ∃-FormC(	0).
(3) If Idem(Pol(	))⊆ Idem(Pol(	0)), and ∃∀-FormC(	) is polynomially predictable
with membership queries, then so is ∃∀-FormC(	0).
Proof. Putting the previous results together, Theorem 9 is rather immediate. We only
show item (1). Items (2) and (3) are analogous.
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First, by Lemma 10 if ∃-Form(	) is polynomially predictable with member-
ship queries then so is ∃-Form(	∪{eqD}). Since, Pol(	)⊆Pol(	0), by Lemma 9,
∃-Form(	0) is also polynomially predictable with membership queries. This completes
the proof of Theorem 9.
Theorem 9 allows us to classify the complexity of learning any set of quanti&ed
formulas over a &nite basis set, based on the corresponding clone of polymorphisms
of that basis.
Theorem 9 also holds for some other learning models, for example: exact learn-
ing with equivalence queries, PAC-learning, PAC-prediction, and the models obtained
by adding membership queries to them. Since in this section we are interested in
nonlearnability results, we only state the theorem for the strongest model: PAC-predic-
tion with membership queries.
The original aim of this paper was to extend the dichotomic classi&cation for the
learnability of Boolean formulas [9] to larger domains. Unfortunately, the 2-element
domain is rather special. Whereas the clone lattice for the Boolean domain is countable
and was fully identi&ed by Post [26], much less is known about the clone lattice for
larger domains. In fact, the clone lattice for |D|¿3, contains uncountably many clones
[32]. This fact seems to indicate that it will be hard to &nd a complete classi&cation
for larger domains.
However, in the following sections we will show that by restricting the lattice of
clones in certain ways, i.e., considering only minimal clones, or plain clones, we obtain
a dichotomy.
7.1. Minimal clones
Atoms in the clone lattice are called minimal clones, that is, a clone C over the
domain D is minimal if C =ID and C, ID are the only subclones of C.
The learnability of minimal clones is completely classi&ed.
Theorem 10 (Dichotomy Theorem for minimal clones). Let 	 be a set of relations,
such that Pol(	) is minimal. Then, if Pol(	) contains a majority operation or an
aFne operation then ∃∀-FormC(	) is polynomially learnable with improper equiva-
lence queries, otherwise ∃-FormC(	) is not polynomially predictable even with mem-
bership queries under cryptographic assumptions.
In order to establish this result we shall make use of the following earlier result.
Theorem 11 (Dalmau [9]). Let 	 be any set of logical relations containing [ Wx∨ Wy∨ z]
or [x∨y∨ Wz], then ∃-FormC(	) is not polynomially predictable with membership
queries under cryptographic assumptions.
Proof of Theorem 10. Every minimal clone is generated by one of the following
operations [27,29]:
(1) an idempotent binary operation (which is not a projection); or
(2) a majority operation; or
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(3) an a:ne operation; or
(4) a semiprojection; or
(5) a nonidentical unary operation,
where we say that a k-ary operation f (k¿3) is a semiprojection if there exists an
index i∈{1; : : : ; k} such that for all d1; d2; : : : ; dk ∈D with |{d1; d2; : : : ; dk}|¡k we have
f(d1; : : : ; dk)=di, but f is not a projection.
The operations in cases (2) and (3) are particular cases of near-unanimity and coset
generating operations, respectively, so they are polynomially learnable, as shown above.
Case (4) is also easy to study, since clearly all relations over two values are closed un-
der any semiprojection, including the relation [x∨y∨ Wz]. Nonlearnability of this class
therefore follows from Theorem 11. Case (5) is simple because nonidentical unary
operations are not idempotent. Since by Theorem 9, in order to study the learning
complexity of existentially quanti&ed formulas with constants, nonidempotent opera-
tions are nonrelevant, the case is reduced to the case in which the clone contains only
projections, namely, ID, which is intractable, since every relation is preserved by all
projections, including the relation [x∨y∨ Wz].
Case (1) is a bit more involved. We shall distinguish between a:ne and nona:ne
clones, making use of the following theorem due to Szendrei.
First, we have to introduce some terminology (see [29] for example). Every algebra
D=(D;F) has a clone naturally associated with it: the clone T (D) of term operations
of D, which is the clone generated by F , and is called the clone of D. Two algebras
with a common universe are called term equivalent iA they have the same term oper-
ations. Let A1=(A; F1) be an algebra. An algebra A2=(A; F2) is said to be a reduct
of A1 iA T (A2)⊆T (A1). The full idempotent reduct of A1 is the algebra on A whose
operations are the idempotent term operations of A1.
Theorem 12 (Szendrei [30]). A Anite idempotent groupoid (D;f) with minimal clone
is term equivalent to an algebra (D; x− y+ z) for some elementary Abelian q-group
(q is an odd prime) if and only if it has a minimal nonsingleton subgroupoid of
cardinality greater than 2.
As a corollary of this theorem we have that every clone generated by an idempotent
nona:ne binary operation contains (at least) one minimal subuniverse B of cardinality
two. Let B= {0; 1}. A simple case analysis of the idempotent groupoids over B reveals
that there exists only two idempotent groupoids over B which are not projections,
namely (B;∧) and (B;∨). Clearly, operation ∧ preserves [ Wx∨ Wy∨ z] and, similarly,
operation ∨ preserves [x∨y∨ Wz]. Thus, by Theorem 11 they are not learnable. This
completes the proof.
7.2. Plain algebras
An algebra is called plain iA it is simple (see [20] for example) and has no nons-
ingleton proper subalgebras.
The learnability of plain algebras is completely classi&ed.
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Theorem 13 (Dichotomy Theorem for plain algebras). Let 	 be a Anite set of rela-
tions over D, such that (D; Pol(	)) is plain. Then, if Pol(	) contains a near-unanimity
operation or an aFne operation then ∃∀-FormC(	) is polynomially learnable with
improper equivalence queries, otherwise ∃-FormC(	) is not polynomially predictable
even with membership queries under cryptographic assumptions.
Note that this result contains and generalizes the dichotomy classi&cation for the
Boolean case [9].
In order to establish this result we shall make use of the fact that plain idempotent
algebras of universes with cardinality larger than two are very restricted. They fall
into three types identi&ed by Szendrei (see [30, Theorem 2.1]). First we need some
notation.
For an arbitrary mapping g : Dn→D, we de&ne a subset g of Dn+1 by
g = {〈x1; : : : ; xn; g(x1; : : : ; xn)〉: x1; : : : ; xn ∈ A}:
For arbitrary operations f; g on D, f is said to commute with g iA f preserves
g . From the de&nition if follows that the commutativity of operations is a symmetric
relation.
For a permutation group G acting on D we will denote by OD(G) the clone of all
idempotent operations on D commuting with every element of G.
In the description of plain idempotent algebras an important role is played by the
higher dimensional crosses
X dn =
n⋃
i=1
(
i−1︷ ︸︸ ︷
D × · · · × D×{d} × D × · · · × D); (n¿ 2);
where d is a &xed element of the set D. That is, X dn is the n-ary relation over D
containing exactly all the tuples with at least one d. For k¿2 and d∈D, let Fdk
denote the clone of all idempotent operations preserving X dk .
Theorem 14 (Szendrei [30]). Every plain idempotent algebra (D;F) with |D|¿3 is
locally term equivalent to one of the following algebras:
(1) (D;OD(G)) for a permutation group G acting on D such that every nonidentity
member of G has at most one Axed point;
(2) the full idempotent reduct of the module EndKDD for some vector space K
D
=(D; +; K) over a division ring K ;
(3) (D;OD(G)∩F0k) for some k (26k6|D|), some element 0∈D, and a permutation
group G acting on D such that 0 is the unique Axed point of every nonidentity
member.
In fact, as a consequence of this result we have the following corollary:
Corollary 2. For every plain idempotent algebra D=(D;F), with |D|¿3, the clone
of D, T (D) contains either a near-unanimity operation or an aFne operation.
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Proof. Consider any one of the cases of Theorem 14. In case 1, D is locally equiv-
alent to (D;OD(G)) for a permutation group G acting on D. For every element
g of G, clearly g = {(d; g(d)): d∈D} is a permutation (or a 1-constraint) in the
sense of [8]. It is straightforward to verify (see [8], for example) that this kind of
constraints is preserved by the majority operation “dual discriminator” 6 : D3→D,
de&ned by
6(x; y; z) =
{
y if y = z;
x otherwise:
Thus, 6 preserves every element in G and, in consequence, is in T (D).
In case 2, D is locally equivalent to the full idempotent reduct of the module EndKDD
for some vector space KD=(D; +; K) over a division ring K . By the de&nition of
module, EndKDD=(D; +;−; 0;EndKD), where (D;+;−; 0) is an abelian group. There-
fore, ’(x; y; z)= x − y + z is a idempotent term of EndKDD and, in consequence, ’
belongs to D.
In case 3, D is locally equivalent to (D;OD(G)∩F0k) for some k (26k6|D|),
some element 0∈D, and a permutation group G acting on D such that 0 is the unique
&xed point of every nonidentity member. Consider now the near-unanimity operation
’ : Dk+1→D of arity k + 1 given by
’(x1; : : : ; xk+1) =


x if x1 = · · · = xk = x;
x if x1 = · · · = xk−1 = xk+1 = x;
...
...
x if x2 = · · · = xk+1 = x;
0 otherwise:
Consider any element g in G. We will see that ’ preserves g . Let t1 = (d1; g(d1)); : : : ;
tk+1 = (dk+1; g(dk+1)) be k + 1 tuples in g . We have to consider two possibilities:
(1) In the set {d1; : : : ; dk+1} we have k identical elements with value d. Then the
set {g(d1); : : : ; g(dk+1)} contains k elements identical to g(d), then ’(t1; : : : ; tk+1)
= (d; g(d))∈ g .
(2) Otherwise, since g is a permutation, the set {g(d1); : : : ; g(dk+1)} cannot have k
identical elements. Then g(t1; : : : ; tk+1)= (0; 0)∈ g , since 0 is a &xed point in g.
Thus, ’ belongs to OD(G).
Now, we will see that ’ preserves X 0k . Let t1 : : : ; tk+1 be tuples in X
0
k . By construction
of X 0k every tuple contains at least one 0, but since we have k + 1 tuples, by the
pigeon-hole principle, there exists a column with at least two 0’s. Clearly, the result
of applying ’ to the elements in that column will be 0. In consequence ’(t1; : : : ; tk+1)
contains at least one 0 and therefore belongs to X 0k . Thus, ’ belongs to F
0
k . Finally
then, ’ belongs to T (D).
On the other hand, every 2-element subalgebra is plain and it is known that
there are more 2-element idempotent algebras than those that are listed in Szendrei’s
classi&cation.
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However, the Boolean case has been studied [9] using a diAerent technique leading
to a complete classi&cation. As was pointed out in Section 8, the learnable classes
coincide precisely with relations closed under a:ne or near-unanimity operations. This
completes the proof of Theorem 13.
8. Boolean case revisited
In this section we obtain a much simpler proof for the already known results about
the learnability of quanti&ed Boolean formulas [9] by using the new perspective pro-
vided by the connection with clone theory described in this paper.
We start by introducing the dichotomy theorem for the learnability of quanti&ed
Boolean formulas with constants. The following de&nitions are from [9] but the notation
has been slightly adapted for convenience:
A Boolean relation is bijunctive if it can be expressed as a formula in CNF where
every clause has at most 2 literals. A Boolean relation is said to be k-weakly monotone
(resp. k-weakly antimonotone) (k¿3) if can be expressed as a formula in CNF where
every clause is either (i) the disjunction of at most k unnegated variables (resp. negated
variables) or (ii) the disjunction of at most two literals with at most one negated (resp.
unnegated) variable. A Boolean relation is weakly monotone (WM) (resp. weakly
antimonotone (WA)) if it is k-ary weakly monotone (resp. k-ary weakly antimonotone)
for some k¿3. Finally, a Boolean relation R is linear if it is logically equivalent to
some system of equations over GF(2).
These de&nitions are extended in a natural way to sets of relations. We say, for ex-
ample, that a set of relations 	 is bijunctive iA every relation in 	 is bijunctive. In [9]
it is shown that under certain cryptographic assumptions, quanti&ed formulas are poly-
nomially learnable iA the basis is bijunctive, weakly monotone, weakly antimonotone
or linear.
Theorem 15 (Dichotomy theorem for learnability of generalized quanti&ed Boolean
formulas). Let 	 be a Anite set of Boolean relations. If 	 satisAes one of the con-
ditions (a)–(d) below, then C∃∀-FormC (S) is polynomially exactly learnable with im-
proper equivalence queries. Otherwise, C∃-Form(S) is not polynomially predictable with
membership queries under the assumption that public key encryption systems secure
against chosen ciphertext attack exist.
(a) S is bijunctive.
(b) S is aFne.
(c) S is weakly monotone.
(d) S is weakly antimonotone.
Fig. 2 represents the idempotent Post lattice, that is, the lattice of clones on a
2-element set [26] restricted to idempotent operations. Nodes in Fig. 2 are labeled
according to Post’s notation (see [24] for a simple description of the lattice). Grey
nodes denote clones generated by an in&nite set of relations. Black nodes denote
V. Dalmau, P. Jeavons / Theoretical Computer Science 306 (2003) 485–511 509
Fig. 2. Post lattice restricted to idempotent operations.
clones containing a near-unanimity or an a:ne function. The following table estab-
lishes the correspondence between these clones and the learnable classes in the Boolean
case.
Bijunctive ’D2 (x; y; z)= (x ∧ y) ∨ (y ∧ z) ∨ (z ∧ x)
k-ary WM ’F k2 (x1; : : : ; xk+1)=
∧k+1
j=1 (x1 ∨ ::∨ xj−1 ∨ xj+1 ∨ ::∨ xk+1)
k-ary WA ’F k6 (x1; : : : ; xk+1)=
∨k+1
j=1 (x1 ∧ ::∧ xj−1 ∧ xj+1 ∧ ::∧ xk+1)
Linear ’L4 (x; y; z)= x⊕y⊕ z
Every entry in the table, consisting of a class of relations C and an operation ’X , should
be interpreted in the following way: a basis S belongs to the class C iA ’X ∈Pol(S).
Furthermore, operation ’X generates clone X .
Clearly, ’L4 is an a:ne operation, and ’D2 , ’F k2 , and ’F k6 are near-unanimity oper-
ations. So, the learnability of the associated classes follows directly from Theorems 5
and 7. As the lattice is ordered from bottom to top according to inclusion, the remain-
der of the black nodes also contain a near-unanimity or an a:ne operation inherited
from some ancestor.
The remainder of the clones are depicted as white nodes in Fig. 2. Let us now
analyze them. Consider clone P1, which is generated by the conjunction operation. It
is known that every Horn formula is closed under conjunction and in particular so
is [ Wx∨ Wy∨ z]. On the other hand, clone S1 is generated by the disjunction operation,
so it preserves all anti-Horn formulas, in particular [x∨y∨ Wz]. Therefore, every clone
generated by a &nite set of relations and not containing any near-unanimity or any a:ne
operation preserves either [ Wx∨ Wy∨ z] or [x∨y∨ Wz] so, by Theorem 11, the associated
set of quanti&ed formulas is not polynomially predictable with membership queries
under cryptographic assumptions. This simple reasoning gives us an alternative proof
in place of the involved case analysis originally given in [9].
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