Equivariant indices of Spin$^c$-Dirac operators for proper moment maps by Hochs, Peter & Song, Yanli
ar
X
iv
:1
50
3.
00
80
1v
3 
 [m
ath
.D
G]
  1
 A
ug
 20
16 Equivariant indices of Spin
c-Dirac
operators for proper moment maps
Peter Hochs∗ and Yanli Song†
September 17, 2018
Abstract
We define an equivariant index of Spinc-Dirac operators on pos-
sibly noncompact manifolds, acted on by compact, connected Lie
groups. The main result in this paper is that the index decomposes
into irreducible representations according to the quantisation com-
mutes with reduction principle.
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1 Introduction
LetM be a possibly noncompact, connected, even-dimensional manifold,
on which a compact, connected Lie group K acts. Suppose M has a K-
equivariant Spinc-structure. An equivariant connection on the determi-
nant line bundle naturally induces a map from M to the Lie algebra of
K. This is called a moment map, and is defined via a formula due to
Kostant. Assuming this moment map to be proper, we define an equiv-
ariant index of Spinc-Dirac operators in this setting. This generalises an
index of Dirac-type operators defined by Braverman [4], in the Spinc-case.
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We show that the index has a multiplicativity property, which allows us to
prove that it satisfies the quantisation commutes with reduction principle.
This result yields a geometric way to decompose the index into irreducible
representations. It generalises the main result by Paradan and Vergne in
[27, 28] from compact to noncompact manifolds. At the same time, it is
an analogue in the more general Spinc-case of the results for symplectic
manifolds by Ma and Zhang in [18], and by Paradan in [25].
Quantisation and reduction
The quantisation commutes with reduction principle goes back to Guillemin
and Sternberg’s 1982 paper [7]. They made this principle rigorous, and
proved it, for compact Lie groups acting on compact Ka¨hler manifolds.
Their conjecture that quantisation commutes with reduction for general
compact symplectic manifolds inspired a large and impressive body of
work, which culminated in the proofs in the late 1990s by Meinrenken
[21] and Meinrenken and Sjamaar [22]. The richness of this conjecture
was illustrated by completely different proofs by Tian and Zhang [29] and
Paradan [23].
For a compact Lie group K acting on a compact symplectic manifold
(M,ω), the definition of geometric quantisation, attributed to Bott, is
(1.1) QK(M,ω) := indexK(D
L),
the equivariant index of a (Spinc- or Dolbeault-) Dirac operator DL onM,
coupled to a line bundle Lwith first Chern class [ω]. Reduction involves a
moment map µ :M→ k∗, such that for all X ∈ k,
(1.2) 2
√
−1µX = LX −∇XM ,
where µX ∈ C∞(M) is the pairing of µ and X, LX denotes the Lie derivative
of sections of L,∇ is a connection on Lwith curvature −2√−1ω, and XM is
the vector field onM induced by X. In the symplectic setting, the action by
K on (M,ω) represents a symmetry of a physical system, and a moment
map is the associated conserved quantity. The reduced space at a value ξ ∈
k∗ of µ is
Mξ := µ
−1(K · ξ)/K,
and is again symplectic (if smooth) byMarsden andWeinstein’s result [19].
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Quantisation commutes with reduction is the decomposition
(1.3) QK(M,ω) =
⊕
λ
Q(Mλ)piλ+ρ,
where λ runs over the dominant integral weights of K (with respect to a
maximal torus and positive root system), and piλ+ρ is the irreducible repre-
sentation of Kwith infinitesimal character λ+ρ, i.e. with highest weight λ.
Here ρ is half the sum of a choice of positive roots. (In the symplectic set-
ting one usually parametrises irredicible representations by their highest
weights, but in the Spinc-setting considered in this paper, using infinites-
imal characters is more natural.) In this way, one obtains a geometric for-
mula for the multiplicity of any irreducible representation in the index
(1.1).
Generalisations
After the equality (1.3) was proved for compactM and K, the natural ques-
tion arose what generalisations are possible and useful. Results have been
obtained in several directions.
Cocompact actions
Landsman [15] proposed a definition of quantisation and reduction in
terms ofK-theory ofC∗-algebras, for possibly noncompact groupsG acting
on possibly noncompact symplectic manifolds (M,ω), as long as the ac-
tion is cocompact, i.e.M/G is compact. He conjectured that in this setting,
quantisation commutes with reduction at the trivial representation, i.e. for
λ = 0 in (1.3). Results were obtained in [8, 9, 10]. An asymptotic version of
Landsman’s conjecture was proved in [20], which was generalised to cases
whereM/Gmay be noncompact in [12].
Compact groups, noncompact manifolds
Vergne [30] generalised the definition (1.1) of geometric quantisation to
compact groups and possibly noncompact manifolds, and conjectured that
the appropriate generalisation of (1.3) still holds. Ma and Zhang [18] gen-
eralised (1.1) in a different way, assuming the moment map to be proper,
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which contains Vergne’s definition as a special case. They gave an ana-
lytic proof that quantisation commutes with reduction for their definition.
Paradan [25] later used very different, topological, techniques to also gen-
eralise Vergne’s definition and prove that quantisation commutes with re-
duction.
Compact Spinc-manifolds
It was noted in [5] that Spinc-manifolds provide the most general frame-
work for studying geometric quantisation, and it was shown that quanti-
sation commutes with reduction for circle actions on compact Spinc-manifolds.
Recently, Paradan and Vergne [26, 27, 28] generalised this to actions by ar-
bitrary compact, connected Lie groups. It is fascinating that quantisation
commutes with reduction in this generality, so that it is a property of in-
dices of Spinc-Dirac operators rather than just of geometric quantisation.
In the general Spinc-setting, the term ‘quantisation’ becomes restric-
tive, since Paradan and Vergne’s result applies to all Spinc-Dirac operators
on compact manifolds, not just those used to define geometric quantisa-
tion. However, interpreting the index of such an operator as a quantisation
makes it natural to generalise the quantisation commutes with reduction
principle. The Spinc-version of this principle has a great scope for appli-
cations, and for example implies Atiyah and Hirzebruch’s vanishing the-
orem [2] for Spin-manifolds. The results on Landsman’s conjecture men-
tioned above were generalised to Spinc-manifolds in [11].
The main result
The results in [18, 25] (on compact groups and possibly noncompact sym-
plectic manifolds) are based on two different generalisations of (1.1), and
analytic one and a topological one, which give the same result. Braver-
man [4] defined a third equivariant index for compact groups acting on
possibly noncompact manifolds. This is based on a deformation
Dµ := D−
√
−1c(vµ)
of a Dirac-type operator D. Here vµ is a vector field induced by an equiv-
ariant map µ : M → k, and c denotes the Clifford action. Braverman
assumed the set of zeroes of vµ to be compact, and showed that his index
then equals the ones used in [18, 25] for symplectic manifolds.
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In this paper, we first generalise Braverman’s index in the case of Spinc-
Dirac operators. We take the map µ to be a Spinc-moment map, which di-
rectly generalises (1.2) (where L is now the determinant line bundle of
an equivariant Spinc-structure). Rather than assuming vµ to vanish in a
compact set, we assume that µ is proper, which we show to be a weaker
condition. The index takes values in R^(K), the Grothendieck group of the
semigroup of representations of K in which all irreducible representations
occur with finite multiplicities. We denote this index by
indexL
2
K (S, µ) ∈ R^(K),
where S→M is the spinor bundle.
Our main result is that it satisfies the quantisation commutes with re-
duction principle. In this context, analogously to (1.1), we also denote the
index by
Q
Spinc
K (M,µ) := index
L2
K (S, µ) ∈ R^(K).
Let kM be the generic (i.e. minimal) infinitesimal stabiliser of the action by
K on M. In the symplectic case, there is always an element ξ ∈ k whose
stabiliser h ⊂ k with respect to the adjoint action satisfies
([h, h]) = ([kM, kM]),
where the round brackets denote conjugacy classes. (See Remark 3.12 in
[17]). In the Spinc-case, existence of such a stabiliser algebra h is necessary
for Q
Spinc
K (M,µ) to be nonzero.
Theorem 1.1 (Quantisation commutes with reduction). Let K be a compact,
connected Lie group, and let M be an even-dimensional, connected manifold,
with an action by K, and a K-equivariant Spinc-structure. Let µ be a Spinc-
moment map, and suppose it is proper. If there is no algebra h ⊂ k as above, then
Q
Spinc
K (M,µ) = 0. If such an algebra does exist, then the multiplicitiesmλ ∈ Z
in
(1.4) Q
Spinc
K (M,µ) =
⊕
λ
mλpiλ ∈ R^(K),
equal sums of quantisations of reduced spaces, as specified in (3.6). If the generic
stabiliser of the action is Abelian, which in particular occurs if µ has a regular
value, then this sum has a single term:
mλ = Q
Spinc(Mλ).
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This result is a generalisation of Paradan and Vergne’s result in [27]
from compact to noncompact manifolds, and a Spinc-analogue of the re-
sults for symplectic manifolds in [18, 25].
Ingredients of the proof
We use a combination of analytic and geometric methods. To prove that
our index is well-defined, we show that every irreducible representation
occurs in it with finite multiplicity. This proof is based on a vanishing
result.
Theorem 1.2 (Vanishing). For every irreducible representation pi ∈ K^, there is
a constant Cpi > 0 such that for every even-dimensional K-equivariant Spin
c-
manifoldU, with spinor bundle S→ U and moment map µ such that vµ vanishes
in a compact set, one has
[
indexL
2
K (S, µ) : pi
]
= 0
if ‖µ(m)‖ > Cpi for allm ∈ U.
(Here [V : pi] denotes the multiplicity of pi in V ∈ R^(K).)
The proof of this result, given in Section 4, is inspired by Tian and
Zhang’s [29] analytic proof that quantisation commutes with reduction for
compact symplectic manifolds. A geometric deformation of the moment
map µ allows us to generalise their estimates from compact symplectic
manifolds to noncompact Spinc-manifolds. An interesting aspect of this
proof is that a function d, which plays a central role in [27], emerges in a
completely different way.
An important property of the index we define, and the key step in re-
ducing the proof of Theorem 1.1 to the compact case, is that it is multiplica-
tive in a suitable sense. LetM and N be connected, even-dimensional, K-
equivariant Spinc-manifolds, with spinor bundles SM → M and SN → N,
and moment maps µM : M → k∗ and µN : N → k∗. Suppose that µM
is proper, and that N is compact. Let indexK(SN) be the usual equivariant
index of the Spinc-Dirac operator on N.
Theorem 1.3 (Multiplicativity). We have
(1.5) indexL
2
K (SM×N, µM×N) = index
L2
K (SM, µM)⊗ indexK(SN) ∈ R^(K).
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In the compact symplectic case, one can deduce the decomposition (1.3)
from the case for the trivial representation, i.e. λ = 0. This is based on a
multiplicativity property as in Theorem 1.3, which is much simpler for
compact manifolds. For noncompact symplectic manifolds and proper
moment maps, the main difficulty in the proofs in [18, 25] that quanti-
sation commutes with reduction is to prove Theorem 1.3 for symplectic
manifolds M. After that, one applies the case for reduction at the trivial
representation as for compact symplectic manifolds.
Analogously to the symplectic case, Theorem 1.3 plays an important
role in the proof of Theorem 1.1. In this paper, we prove Theorem 1.3,
and use it to obtain a localised expression for the multiplicitiesmλ in (1.4).
This expression is the same as the one in [27], so that Paradan and Vergne’s
arguments can be applied directly from that point onwards. This leads to
a proof of Theorem 1.1.
To prove Theorem 1.3 in the general Spinc-setting, we apply a localised
version of cobordism invariance of Braverman’s index. This is done in
Section 5. Defining a useful notion of cobordism for possibly noncompact
manifolds is nontrivial. Braverman succeeded in finding such a definition,
and in proving that his index is invariant under this notion of cobordism.
We cannot directly apply this cobordism invariance to prove Theorem 1.3,
however, because the vector fields appearing in the arguments do not have
compact sets of zeroes. (An essential assumption in Braverman’s defini-
tion.) But by considering the multiplicity of any fixed irreducible repre-
sentation in both sides of (1.5), we are able to localise the problem to sets
where it is possible to construct a cobordism. This construction involves a
procedure to replace a given moment map µ, on an open set U where the
vector field vµ has a compact set of zeroes, by another moment map µ˜ that
is proper on U, without changing the resulting index.
The proofs in [18, 25] of Theorem 1.3 in the symplectic case are quite
involved. While this is also a matter of taste, to the authors the cobordism
argument in Section 5 seems simpler. In addition, it applies directly to the
Spinc-case. In [13], we apply analogous arguments to give a short proof in
the sympectic case.
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Notation and conventions
Allmanifolds, maps, vector bundles and group actions are tacitly assumed
to be smooth, unless stated otherwise.
The space of vector fields on a manifoldM will be denoted by X(M),
and the space of k-forms by Ωk(M). If E → M is a smooth vector bun-
dle, then Γ∞(E) is its space of smooth sections, and Γ∞c (E) ⊂ Γ∞(E) is the
subspace of compactly supported sections.
2 An analytic index
In [4], Braverman defined an equivariant index of Dirac-type operators
for compact Lie groups acting on possibly noncompact manifolds. In Sec-
tion 3, we will generalise this index in the case of Spinc-Dirac operators,
and state its properties that we will prove in the rest of this paper. In the
current section, we review the material from [4] we will use.
Throughout this paper, Kwill be a compact, connected Lie group, with
Lie algebra k, acting on a manifold M. We will consider a K-invariant
Riemannian metric g onM. In this section, we assume thatM is complete
with respect to this metric.
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2.1 Deformed Dirac operators
Let E = E+ ⊕ E− → M be a Z2-graded, complex vector bundle, equipped
with a Hermitian metric. Let
c : TM→ End(E)
be a vector bundle homomorphism, whose image lies in the skew-adjoint,
odd endomorphisms, and such that for all v ∈ TM,
c(v)2 = −‖v‖2.
Then E is called a Clifford module overM, and c is called the Clifford action.
A Clifford connection is a Hermitian connection ∇E on E that preserves
the grading on E, such that for all vector fields v,w ∈ X(M),
[∇Ev , c(w)] = c(∇TMv w),
where ∇TM is the Levi–Civita connection on TM. We will identify TM ∼=
T ∗M via the Riemannian metric. Then the Clifford action c defines a map
c : Ω1(M;E)→ Γ∞(E).
The Dirac operator D associated to a Clifford connection ∇E is defined as
the composition
(2.1) D : Γ∞(E)
∇E
−−→ Ω1(M;E) c−→ Γ∞(E).
In terms of a local orthonormal frame {e1, . . . , edimM}, one has
(2.2) D =
dimM∑
j=1
c(ej)∇Eej .
This operator interchanges sections of E+ and E−. We will denote the re-
striction of D to Γ∞(E±) byD±.
Suppose that E is a K-equivariant vector bundle, the action by K pre-
serves the grading on E, and for all k ∈ K, m ∈ M, v ∈ TmM and e ∈ Em
we have1
k · c(v)e = c(k · v)k · e.
1In fact, this condition implies that the action by K preserves the Riemannian metric.
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Then E is called a K-equivariant Clifford module over M. Let ∇E be a K-
invariant Clifford connection on E. Then the Dirac operator D associated
to ∇E is K-equivariant.
IfM is compact, the kernel ofD is finite-dimensional. Then one has the
equivariant index of D+,
(2.3) indexK(E) := indexK(D
+) = [kerD+] − [kerD−] ∈ R(K),
where R(K) is the representation ring of K. Braverman defined an equiv-
ariant index without assumingM to be compact.
2.2 Braverman’s index
To define an index of Dirac operators on noncompact manifolds, Braver-
man used a smooth, K-equivariant map
ϕ :M→ k.
Such a map induces a vector field vϕ ∈ X(M), defined by
(2.4) vϕm =
d
dt
∣∣∣∣
t=0
exp(−tϕ(m))m.
Definition 2.1. The Dirac operator deformed by ϕ is the operator
Dϕ := D−
√
−1c(vϕ)
on Γ∞(E).
Remark 2.2. The vector field vϕ equals minus the vector field used by
Braverman (see (2.2) in [4]). This leads to the minus sign in the defini-
tion of the deformed Dirac operator, which is not present in (2.6) in [4].
The minus sign in the definition of vector fields induced by Lie algebra
elements, used in the definition of vϕ, is needed to make Spinc-moment
maps well-defined in Subsection 3.2.
We will denote the set of zeroes of vϕ by Zϕ. It is important for the def-
inition of Braverman’s index that Zϕ is compact. In fact, a large part of the
work in this paper is done to handle cases where Zϕ may be noncompact.
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Definition 2.3. A taming map is an equivariant map ϕ : M → k, with the
property that Zϕ is compact.
Let ϕ be a taming map.
Another ingredient used in the definition of the index is a K-invariant,
nonnegative smooth function f ∈ C∞(M)K, that grows fast enough. More
precisely, f is required to satisfy
lim
m→∞
f(m)‖vϕm‖2
‖dmf‖‖vϕm‖+ f(m)ζ(m) + 1
=∞,
where ζ is a function onM, defined in (2.4) in [4]. By Lemma 2.7 in [4], a
function f with these properties always exists. Fix such a function f.
Let kerL
2
(D±fϕ) be the kernel of the deformed Dirac operator D
±
fϕ, inter-
sected with the space of L2-sections of E, with respect to the Riemannian
density onM. The definition of Braverman’s index is based on Theorem
2.9 in [4], which is the following statement.
Theorem 2.4. Any irreducible representation pi of K has finite multiplicitym±pi
in kerL
2
(D±fϕ). The integersm
+
pi −m
−
pi do not depend on the choice of the function
f and the connection∇E.
This allows one to define an equivariant index for the pair (E, ϕ).
Definition 2.5. The equivariant L2-index of the pair (E, ϕ) is
indexL
2
K (E, ϕ) :=
∑
pi∈K^
(m+pi −m
−
pi )pi ∈ R^(K).
In this definition, K^ is the unitary dual of K, the numbers m±pi are as
in Theorem 2.4, and R^(K) is the Grothendieck group of the semigroup of
representations of K in which all irreducible representations occur with
finite multiplicities, which is equal to HomZ(R(K),Z).
The index of Definition 2.5 depends on ϕ in general, but see Proposi-
tion 2.12 below, and Lemma 3.16 in [4].
2.3 An index theorem
Braverman’s analytic index of Definition 2.5 equals a topological index
used in the statement of Vergne’s conjecture [30], and in [23, 25, 27]. It also
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equals an analytic index used in [18] in the context of geometric quantisa-
tion.
The topological index is defined as follows. Let E and ϕ be as in Sub-
section 2.1. Consider the symbol σϕ : TM→ End(E) defined by
(2.5) σϕ(v) :=
√
−1c(v− vϕm),
for allm ∈M and v ∈ TmM. This symbol defines a class
[σϕ] ∈ K0(TKM),
where TKM is the space of tangent vectors toM orthogonal to K-orbits. By
embedding a K-invariant, relatively compact neighbourhood of Zϕ into a
compact manifold, one can apply Atiyah’s index of transversally elliptic
symbols [1] to obtain
(2.6) index
top
K [σϕ] ∈ R^(K).
Theorem 5.5 in [4] states that
(2.7) index
top
K [σϕ] = index
L2
K (S, ϕ).
In Section 1.4 of [18], Ma and Zhang show that their APS-style defi-
nition of geometric quantisation equals the above two indices as well (in
cases where Zϕ is compact.)
Braverman’s index theorem (2.7) implies that the analytic index of Def-
inition 2.5 has all properties of the topological index (2.6). One of these
is a multiplicativity property. Let N be a compact, connected Riemannian
manifold, with a K-equivariant Clifford module EN → N. Denote the Clif-
ford module onM by EM for clarity, and let EM×N = EM⊠EN →M×N be
the product Clifford module. In terms of the Clifford actions cM : TM →
End(EM) and cN : TN→ End(EN), the Clifford action cM×N : T(M×N)→
End(EM×N) is defined by
cM×N(v,w) = cM(v)⊗ 1EN + γM ⊗ cN(w),
for v ∈ TM and w ∈ TN, where γM is the grading operator on EM. Let
ϕ^ :M×N→ k∗ be the pullback of the taming map ϕ along the projection
map toM.
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Theorem 2.6. We have
indexL
2
K (EM×N, ϕ^) = index
L2
K (SM, ϕ)⊗ indexK(EN) ∈ R^(K).
Proof. Consider a function f ∈ C∞(M), with pullback f^ toM×N. Let σfϕ
be the Clifford action onM deformed by fϕ as in (2.5), and let σf^ϕ^ be the
Clifford action onM × N deformed by f^ϕ^. Then σf^ϕ^ equals the product,
in the sense of Theorem 3.5 in [1], of the σfϕ and the Clifford action on N.
Therefore, Theorem 3.5 in [1] implies the claim.
Alternatively, one can decompose the Spinc-Dirac operator DM×N on
M×N into the Dirac operators DM onM and DN on N as
DM×N = DM ⊗ 1EN + γM ⊗DN,
and deduce from this that(
DM×N −
√
−1c(f^vϕ^)
)2
=
(
DM −
√
−1c(fϕ)
)2 ⊗ 1EN + 1EM ⊗D2N.
Since all squared operators are nonnegative, it follows that the L2-kernel
of DM×N −
√
−1c(f^vϕ^) equals
kerL
2
(
DM×N −
√
−1c(f^vϕ^)
)
= kerL
2(
DM −
√
−1c(fϕ)
)⊗ ker(DN).
This includes the appropriate gradings, so the claim follows.
We will define an equivariant index of Spinc-Dirac operators in Section
3, based on Braverman’s index. In the last step of the proof of our main
result, we will use facts from [27] about the topological index defined in
(2.6). There, we will tacitly use the index theorem (2.7).
2.4 Cobordism invariance
To define a meaningful notion of cobordism for noncompact manifolds,
one has to include more information than just the manifolds themselves.
(Otherwise any manifold M is cobordant to the empty set, through the
cobordismM × [0, 1[.) Braverman defined a notion of cobordism that in-
cludes taming maps. A fundamental, and very useful, property of his
index is invariance under this version of cobordism. This will play a key
role in our arguments in Subsection 5.2.
14
Braverman’s cobordism is defined inDefinitions 3.2 and 3.5 in [4]. Cobor-
dism invariance of his index is Theorem 3.7 in [4]. We will only need a
special case of this cobordism invariance, where the two manifolds and
Clifford modules in question are equal. This involves the notion of a ho-
motopy of taming maps.
Definition 2.7. Let ϕ1, ϕ2 : M → k be two taming maps. A homotopy of
taming maps between ϕ1 and ϕ2 is a taming map ϕ : M × [0, 1] → k, such
that, for some ε∈ ]0, 1
2
[,
ϕ|[0,ε[ = ϕ1 ⊗ 1[0,ε[,
and
ϕ|]1−ε,1] = ϕ2 ⊗ 1]1−ε,1].
If such a homotopy exists, then ϕ1 and ϕ2 are called homotopic.
Theorem 2.8 (Homotopy invariance). If two taming maps ϕ1 and ϕ2 are ho-
motopic, then
indexL
2
K (S, ϕ1) = index
L2
K (S, ϕ2).
Proof. A homotopy of taming maps defines a cobordism in the sense of
Definition 3.5 in [4]. Therefore, the claim follows from Theorem 3.7 in
[4].
Remark 2.9. In Definition 2.7, it is essential that the map ϕ is taming, i.e.
Zϕ = 0. For example, the linear path between two taming maps need not
be taming itself, so that certainly not all taming maps are homotopic. A
large part of the work in Section 5 is to show that a certain path between
two taming maps is in fact taming itself, so that it defines a homotopy of
taming maps.
While the only kind of cobordisms we will use directly are homotopies
of taming maps, we will also need some consequences of cobordism in-
variance of Braverman’s index in the general sense of Section 3 of [4]. One
of these is the following vanishing result.
Lemma 2.10. If Zϕ = ∅, then
indexL
2
K (E, ϕ) = 0.
Proof. See Lemma 3.12 in [4].
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2.5 Non-complete manifolds
In our localisation arguments, we will often consider an extension of the
index of Definition 2.5 to non-complete manifolds. This can be defined
using the following arguments, analogous to those in Section 4.2 of [4].
First, let (U, g) be a Riemannian manifold, equipped with an isometric
action by K, a K-equivariant Clifford module E→ U, and a taming map ϕ.
Suppose there is a K-invariant neighbourhood V of Zϕ, and a K-invariant,
positive function χ ∈ C∞(U)K, such that χ|V ≡ 1, and U is complete in the
Riemannian metric
gχ := χ2g.
If U is a K-invariant, relatively compact subset of a Riemannian manifold
with an isometric action by K, and ∂U is a smooth hypersurface, such a
function can be constructed as in Section 4.2 of [4].
Then E becomes a K-equivariant Clifford module over U, with respect
to the Clifford action
χc : TU→ End(E).
This allows us to define the index
(2.8) indexL
2
K (E, ϕ, g
χ) ∈ R^(K),
where the Riemannian metric was added to the notation to emphasise
which one is used.
Now let M, E and ϕ be as before. In particular, M is complete. Us-
ing cobordism invariance of Braverman’s index, one obtains the following
additivity and excision properties of the index.
Proposition 2.11 (Additivity). Let Σ ⊂M be a relatively compact, K-invariant,
smooth hypersurface, on which vϕ does not vanish. Suppose U1, U2 ⊂ M are
disjoint K-invariant open subsets such that
M \ Σ = U1 ∪U2.
Then
indexL
2
K (E, ϕ) = index
L2
K (E|U1, ϕ|U1 , g|
χ1
U1
) + indexL
2
K (E|U2, ϕ|U2, g|
χ2
U2
),
where, for j = 1, 2, χj is a function as above, so that χj ≡ 1 in a neighbourhood of
Uj ∩ Zϕ, and Uj is complete in the metric , g|χjUj .
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Proof. See Corollary 4.7 in [4].
Proposition 2.11 and Lemma 2.10 imply the following excision prop-
erty of the index.
Proposition 2.12 (Excision). Let U ′ ⊂M be a relatively compact, K-invariant
neighbourhood of Zϕ such that ∂U
′ is a smooth hypersurface inM. Then
indexL
2
K (E, ϕ) = index
L2
K (E|U ′ , ϕ|U ′, g|
χ
U ′),
with χ as above.
One consequence of this excision property is that the index (2.8) is in-
dependent of the function χ. Another is that the following definition is a
well-defined extension of Definition 2.5.
Definition 2.13. Let (U, g) be a (possibly non-complete) Riemannianman-
ifold, equipped with an isometric action by K, a K-equivariant Clifford
module E → U, and a taming map ϕ. Let U ′ be a K-invariant, relatively
compact open neighbourhood Zϕ, such that ∂U
′ is a smooth hypersurface
in U. Within U ′, we can choose a function χ as above. Then the equivariant
L2-index of the pair (E, ϕ) is
indexL
2
K (E, ϕ) := index
L2
K (E|U ′, ϕ|U ′ , g|
χ
U ′) ∈ R^(K).
From now on, we will not assume manifolds to be complete, but apply
Definition 2.13 where necessary.
3 Spinc-Dirac operators and propermomentmaps
We now specialise to the case of Spinc-Dirac operators. In that setting, we
define a generalisation of Braverman’s index, for a natural class of maps
ϕ, without assuming Zϕ to be compact. This assumption is replaced by
properness of the Spinc-moment map defined in Subsection 3.2. In Sub-
section 3.4, we state the main result of this paper, that this index of Spinc-
Dirac operators decomposes into irreducible representations according to
the quantisation commutes with reduction principle.
As before, letM be a Riemannian manifold, on which a compact, con-
nected Lie group K acts isometrically. From now on, we will suppose that
M is even-dimensional.
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3.1 Spinc-Dirac operators
Suppose M has a K-equivariant Spinc-structure. (Then we will call M a
K-equivariant Spinc-manifold.) By definition, this means that there is a
Z2-graded, K-equivariant complex vector bundle S→M, called the spinor
bundle, and a K-equivariant isomorphism
c : Cl(TM)
∼=
−→ End(S)
of graded algebra bundles, where Cl(TM) is the complex Clifford bundle
of TM. Then S is a K-equivariant Clifford module overM. The determinant
line bundle associated to the spinor bundle S is the line bundle
L := HomCl(TM)(S, S)→M,
where S→M is the vector bundle S, with the opposite complex structure.
See e.g. Appendix D of [6] or Appendix D of [16] for more details on Spinc-
structures.
Locally, on small enough open subsets U ofM, one has
(3.1) S|U ∼= S
U
0 ⊗ L|1/2U ,
where SU0 → U is the spinor bundle of a local Spin-structure. The Levi–
Civita connection on TU induces a connection∇SU0 on SU0 . Fix a K-invariant
Hermitian connection ∇L on L. Together with ∇SU0 , this induces a connec-
tion ∇S|U on S|U, via the decomposition (3.1):
∇S|U := ∇SU0 ⊗ 1
L|
1/2
U
+ 1SU
0
⊗∇L|1/2U .
Here ∇L|1/2U is the connection on L|1/2U induced by ∇L. These local con-
nections combine to a globally well-defined connection ∇S on S (see e.g.
Proposition D.11 in [16]).
The Spinc-Dirac operator associated to ∇L is the operator D on Γ∞(S)
defined as in (2.1), with E replaced by S, and∇E by∇S.
3.2 Moment maps
An important role will be played by the Spinc-moment map associated
to the connection ∇L on L chosen in Subsection 3.1. This generalises the
moment map in symplectic geometry.
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In this subsection only, we consider a more general situation. Let L →
M be any K-equivariant line bundle, and let ∇L be any K-invariant con-
nection on L. For any element X ∈ k, we denote the induced vector field
onM by XM, i.e.
(3.2) XMm :=
d
dt
∣∣∣∣
t=0
exp(−tX) ·m,
for all m ∈ M. In addition, for any K-equivariant vector bundle E → M,
and any X ∈ k, we write LEX for the Lie derivative of smooth sections of E
with respect to X.
Definition 3.1. The moment map associated to ∇L is the map
µ :M→ k∗
defined by
2
√
−1µX = L
L
X −∇LXM ∈ End(L) ∼= C∞(M,C),
for all X ∈ k. Here µX ∈ C∞(M) is the pairing of µ and X.
If L is the determinant line bundle of a K-equivariant Spinc-structure,
then µ is called a Spinc-moment map.
One can compute that for all X ∈ k,
(3.3) 2
√
−1dµX = R
∇L(XM,−),
where R∇
L
is the curvature of∇L (see e.g. Lemma 2.2 in [11]). This implies
that µ is a moment map in the usual symplectic sense if the closed two-
form R∇
L
is nondegenerate. A direct consequence of (3.3) is the following
important property of moment maps.
Lemma 3.2. LetH < K be a Lie subgroup, with Lie algebra h. Then the composi-
tion of a moment map µ with the restriction map from k∗ to h∗ is locally constant
on the fixed point setMH.
Fix an Ad(K)-invariant inner product on k. From now on, we will use
this to identify k∗ ∼= k, and in particular view µ as a map to k. Then we
have the vector field vµ onM, defined as in (2.4). Suppose that µ is proper.
We will see in Proposition 5.1 that a taming moment map can always be
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replaced by a proper one, without changing the resulting index. Therefore,
assuming µ to be proper is a weaker assumption than assuming µ to be
taming. Because µ is proper, the set Zµ ⊂ M where vµ vanishes can be
decomposed in a way that allows us to define an suitable index of Spinc-
Dirac operators.
Let T < K be a maximal torus, with Lie algebra t. Let t∗+ ⊂ t∗ be a choice
of closed positive Weyl chamber.
Lemma 3.3. There is a subset Γ ⊂ t∗+ such that
Zµ =
⋃
α∈Γ
K · (Mα ∩ µ−1(α)) ,
and for all R > 0, there are finitely many α ∈ Γ with ‖α‖ ≤ R.
Note that the sets K · (Mα ∩ µ−1(α)) are compact by properness of µ.
Proof. Consider the subset Y := µ−1(t∗+) ⊂M. Then K · Y =M. Since Zµ is
K-invariant, we have Zµ = K · (Zµ ∩ Y). And because µ(Y) ⊂ t∗,
Zµ ∩ Y =
⋃
H
YH ∩ µ−1(h),
where H runs over the stabilisers of the action by T on Y.
Fix R > 0. By properness of µ, the set
YR := {m ∈ Y; ‖µ(m)‖ < R}
is relatively compact. Hence the action by T on YR has finitely many sta-
bilisers H1, . . . , HkR . Now
Zµ ∩ YR =
kR⋃
j=1
Y
Hj
R ∩ µ−1(hj).
Because of Lemma 3.2, the map µ is locally constant on the sets MHj ∩
µ−1(hj), hence also on their subsets Y
Hj
R ∩ µ−1(hj). For a connected com-
ponent F of Y
Hj
R ∩ µ−1(hj), let αF ∈ hj ∩ t∗+ be single value of µ on F. Such
an element αF is a weight of the action by Hj on L|F, and hence lies on an
integral lattice. Therefore, for fixed j, the set
ΓR,j := {αF; F a connected component of Y
Hj
R ∩ µ−1(hj)}
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is finite. So the set
ΓR :=
kR⋃
j=1
ΓR,j
is finite as well. The claim follows, with
Γ :=
⋃
R>0
ΓR.
The equality (2.16) in [25] is a symplectic version of this lemma. In
the compact case, see Lemma 3.15 in [14] for symplectic manifolds, and
Lemma 2.9 in [27] for Spinc-manifolds.
3.3 The index for proper moment maps
We now return to the situation of Subsection 3.1, where L → M is the
determinant line bundle of a K-equivariant Spinc-structure. Let µ be the
Spinc-moment map associated to the chosen connection ∇L on L. Suppose
µ is proper.
We will use Lemma 3.3 to define an equivariant index of Spinc-Dirac
operators, for proper moment maps. As in Lemma 3.3, write
Zµ =
⋃
α∈Γ
K · (Mα ∩ µ−1(α)) .
For everyα ∈ Γ , letUα be aK-invariant neighbourhood ofK·
(
Mα ∩ µ−1(α)).
We choose these neighbourhoods so small that Uα ∩Uβ = ∅ if α 6= β, and
(3.4) ‖µ(Uα)‖ ⊂
]‖α‖− 1, ‖α‖+ 1[.
The definition of our index is based on the following vanishing result.
For V ∈ R^(K) and pi ∈ K^, we will denote the multiplicity of pi in V by
[V : pi].
Theorem 3.4 (Vanishing). For every irreducible representation pi ∈ K^, there is
a constant Cpi > 0 such that for every even-dimensional K-equivariant Spin
c-
manifold U, with spinor bundle S→ U and taming moment map µ, one has[
indexL
2
K (S, µ) : pi
]
= 0
if ‖µ(m)‖ > Cpi for allm ∈ U.
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In this theorem, indexL
2
K (S, µ) is defined as in Definition 2.13, since U
may not be complete. This result will be proved in Section 4.
Since µ is proper, the set Zµ ∩Uα is compact for all α. Hence the index
indexL
2
K (S|Uα , µ|Uα) ∈ R^(K)
is well-defined as in Definition 2.13. Applying Theorem 3.4 to the open
sets Uα ⊂M, we find that only finitely many of these indices contribute to
the multiplicity of any given irreducible representation.
Corollary 3.5. Let pi ∈ K^ be any irreducible representation. Then for all but
finitely many α ∈ Γ , we have
[
indexL
2
K (S|Uα , µ|Uα) : pi
]
= 0.
Proof. For pi ∈ K^, let Cpi > 0 be as in Theorem 3.4. By Lemma 3.3, there are
only finitely many α ∈ Γ with ‖α‖ ≤ Cpi + 1. For all other α ∈ Γ , one has
‖µ‖ > Cpi on Uα by (3.4), so[
indexL
2
K (S|Uα , µ|Uα) : pi
]
= 0.
Corollary 3.5 allows us to generalise Braverman’s index of Definitions
2.5 and 2.13 in the following way, for Spinc-Dirac operators and proper
moment maps.
Definition 3.6. The equivariant L2-index of the pair (S, µ) is
indexL
2
K (S, µ) :=
∑
α∈Γ
indexL
2
K (S|Uα , µ|Uα). ∈ R^(K).
Proposition 2.12 implies that this definition is independent of the choice
of the sets Uα. In addition, that proposition shows that Definition 3.6 re-
duces to Definition 2.13 if µ is taming, and hence to Definition 2.5 ifM is
also complete.
Remark 3.7. Because we are dealing with Spinc-Dirac operators here, the
deformed Dirac operator Dµ used to define the index in Definition 3.6 can
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be obtained as an undeformed Dirac operator for a different choice of con-
nection on L. Indeed, Let ∇˜L be another K-invariant, Hermitian connection
on L. Write
∇˜L = ∇L −√−1α,
for a K-invariant one-form α ∈ Ω1(M)K. The resulting Spinc-Dirac opera-
tor D˜ then equals
D˜ = D−
√
−1c(α).
Taking α to be the one-form dual to the vector field vµ, we get D˜ = Dµ.
This will indirectly play a role in Subsection 5.1.
Remark 3.8. In the symplectic setting, the ways geometric quantisation
for proper moment maps was defined in [18, 25], are related to the way
we generalised Definition 2.5 to Definition 3.6 in the Spinc-case. In [18,
25], the symplectic manifold to be quantised was broken up into relevant
pieces, on which an equivariant index could be applied. In [18], an APS-
type index was used, whereas in [25], an index of transversally elliptic
symbols was used. The comments in Subsection 2.3 imply that Definition
3.6 reduces to the definitions of quantisation in [18, 25] in the symplectic
case, modulo a shift in the line bundle used.
3.4 Quantisation commutes with reduction: the main re-
sult
The main result in this paper is Theorem 3.10, which states that the in-
dex in Definition 3.6 satisfies the quantisation commutes with reduction
principle. This allows one to determine its decomposition into irreducible
representations in a geometric way. Therefore, we will regard the index as
the Spinc-quantisation of (M,µ), as in [11, 27], and write
Q
Spinc
K (M,µ) := index
L2
K (S, µ).
This is a slight abuse of notation, because this index depends on the Spinc-
structure onM (and possibly not just on the determinant line bundle used
to define µ). But in what follows, it will usually be clear which Spinc-
structure is used.
We start with a vanishing result. For any subalgebra h ⊂ k, let (h) be its
conjugacy class. Set
Hk := {(kξ); ξ ∈ k}.
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Let (kM) be the conjugacy class of the generic (i.e. minimal) infinitesimal
stabiliser of the action by K onM. In the symplectic case, there is always a
conjugacy class (h) ∈ Hk such that ([kM, kM]) = ([h, h]) (see Remark 3.12 in
[17]). In the Spinc-case, existence of such a class is a necessary condition
for Q
Spinc
K (M,µ) to be nonzero.
Theorem 3.9. If there is no (h) ∈ Hk such that ([kM, kM]) = ([h, h]), then
Q
Spinc
K (M,µ) = 0.
This result will be proved in Subsection 6.2. From now on, suppose
(h) ∈ Hk is given such that ([kM, kM]) = ([h, h]).
To state Theorem 3.10, recall that we chose a maximal torus T < K, with
Lie algebra t ⊂ k, and a (closed) positive Weyl chamber t∗+ ⊂ t∗. Let R be
the set of roots of (kC, tC), and let R
+ be the set of positive roots with respect
to t∗+. Set
ρ :=
1
2
∑
α∈R+
α.
Let F be the set of relative interiors of faces of t∗+. Then
t∗+ =
⋃
σ∈F
σ,
a disjoint union. For σ ∈ F, let kσ be the infinitesimal stabiliser of a point
in σ. Write
(3.5) F(h) := {σ ∈ F; (kσ) = (h)}.
For such a σ, let Rσ be the set of roots of
(
(kσ)C, tC
)
, and let R+σ := Rσ ∩ R+.
Set
ρσ :=
1
2
∑
α∈R+σ
α.
Note that if σ is the interior of t∗+, then ρσ = 0.
Let Λ+ ⊂ it∗ be the set of dominant integral weights, and set Λreg+ :=
Λ++ρ. In the Spin
c-setting, it is natural to parametrise the irreducible rep-
resentations by their infinitesimal characters, rather than by their highest
weights. For λ ∈ Λreg+ , let piλ be the irreducible representation of K with
infinitesimal character λ, i.e. with highest weight λ − ρ. Then one has, for
such λ,
Q
Spinc
K (K · λ) = piλ,
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see Lemma 4.1 in [26].
For ξ ∈ ik∗, we write Mξ := Mξ/i. The Spinc-quantisation QSpinc(Mξ)
of such a reduced space, for the values ξ of µ we will need, is defined in
Section 5.3 of [27]. This definition also applies to singular values of µ. It
involves realisingMξ as a reduced space Yη for the action by an Abelian
group A on a submanifold Y ofM. Then one uses the fact that, since A is
Abelian, the reduced space Yη+ε is a Spin
c-orbifold for generic ε ∈ (aY)⊥.
Hence its quantisation QSpin
c
(Yη+ε) is well-defined as the index of a Spin
c-
Dirac operator, and turns out to be independent of small enough ε (see
Theorem 5.4 in [27]). One sets QSpin
c
(Mξ) := Q
Spinc(Yη+ε), for generic and
small enough ε.
Our main result is the following.
Theorem 3.10 (Quantisation commutes with reduction). Let K be a compact,
connected Lie group, and letM be an even-dimensional, connected, K-equivariant
Spinc-manifold. Let µ be a Spinc-moment map, and suppose it is proper. Suppose
that there is an element ξ ∈ k such that h := kξ satisfies ([h, h]) = ([kM, kM]).
Then
Q
Spinc
K (M,µ) =
⊕
λ∈Λ
reg
+
mλpiλ,
withmλ ∈ Z given by
(3.6) mλ =
∑
σ∈F(h) s.t.
λ−ρσ∈σ
QSpin
c
(Mλ−ρσ).
Here F(h) is as in (3.5).
Theorem 3.10 will be proved in Section 6.
If the generic stabiliser (kM) is Abelian, Theorem 3.10 simplifies consid-
erably. This occurs in particular if µ has a regular value, since then kM = {0}
(see Lemma 2.4 in [11]).
Corollary 3.11. In the setting of Theorem 3.10, if (kM) is Abelian, then for all
λ ∈ Λreg+ ,
mλ = Q
Spinc(Mλ).
Proof. If one takes h = t in Theorem 3.10, then F(h) only contains the inte-
rior of t∗+. Hence ρσ = 0, for the single element σ ∈ F(h).
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An even more special case occurs if ρ is a regular value of µ, and one
only considers the multiplicity of the trivial representation.
Corollary 3.12. If ρ is a regular value of µ, then
Q
Spinc
K (M,µ)
K = QSpin
c
(Mρ).
Proof. If µ has a regular value, then kM = {0}. Since piρ is the trivial repre-
sentation, the claim follows from Corollary 3.11.
Theorem 3.10 is an analogue in the more general Spinc-setting of the
main result in [18] for symplectic manifolds, also proved in [25]. At the
same time, it generalises the result in [27] from compact manifolds to
proper moment maps. This development fits into a long tradition of quan-
tisation commutes with reduction results, which started with Guillemin
and Sternberg’s seminal paper [7] for compact Ka¨hler manifolds. Results
for compact symplectic manifolds were proved in [21, 22, 23, 29]. In [13],
we use arguments like the ones in this paper to give a short proof of the
symplectic version of Theorem 3.10.
Example 3.13. In Theorem 4.1 in [24], Paradan proved a version of The-
orem 3.10, where the Spinc-structure is associated to an almost complex
structure, µ is a taming moment map in the symplectic sense, the stabilis-
ers of the action are Abelian, and an additional assumption holds, As-
sumption 3.6 in [24]. (Compared to Theorem 3.10, Theorem 4.1 in [24] in-
cludes a sign to account for the possibly different orientations induced by
the almost complex structure and the symplectic form.) This Assumption
3.6 allows Paradan to prove the shifting trick, as in (6.2), in his context, via
a homotopy argument (see Proposition 3.7 in [24]). In the present paper,
the required generalisation of the shifting trick follows from a multiplica-
tivity result for the index, Theorem 3.14 below. The proof of this result in
Section 5 is based on a different kind of homotopy argument, without the
need for the assumption in [24].
Paradan applied his result to the interesting case of coadjoint orbits
parametrising discrete series representations of semisimple Lie groups.
Suppose G is a connected, semisimple Lie group with discrete series, let
K < G be maximal compact, and let T < K be a maximal torus. Let piGν be
the discrete series representation of G with infinitesimal character ν ∈ it∗.
Consider the coadjoint orbit G · ν. The positive root system for (gC, tC) of
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roots with positive inner products with ν determines a G-invariant com-
plex structure on G · ν ∼= G/T . For noncompact G, this is not compatible
with the Kirillov–Kostant–Souriau symplectic form ων on G · ν, so that
one cannot apply the results in [18, 25] in the symplectic case to the action
by K on G · ν. Instead, one can use a G-equivariant Spinc-structure whose
determinant line bundle has first Chern class [2ων].
In Section 5.3 of [24], Paradan shows that Assumption 3.6 in that pa-
per is satisfied in this example. Therefore, Theorem 4.1 in [24] applies.
We can now also directly apply Theorem 3.10, without the need to check
Assumption 3.6 in [24]. In any case, the result is that
piGν |K =
⊕
λ∈Λ
reg
+
QSpin
c(
(G · ν)λ
)
piKλ .
Here for clarity, we write piKλ := piλ. See Proposition 5.2 in [24]. The realisa-
tion of piGν |K as the Spin
c-quantisation of G · ν is Theorem 5.1 in [24].
3.5 Multiplicativity of the index
As in the symplectic case [18, 25], the main difficulty in proving Theorem
3.10 is to establish a generalisation of the shifting trick. In this subsection,
we state a multiplicativity property, Theorem 3.14, of the index of Defini-
tion 3.6. That will imply the version of the shifting trick we need in the
present context, the equality (6.2).
LetN be a compact, connected, even-dimensional, K-equivariant Spinc-
manifold, with spinor bundle SN → N and moment map µN : N→ k∗. For
clarity, we denote the spinor bundle S onM by SM, and the moment map
µ onM by µM in this setting. Let µ^M and µ^N be the pullbacks of µM and
µN toM×N, along the two projection maps. Then
µM×N := µ^M + µ^N :M×N→ k∗
is a Spinc-moment map for the diagonal action by K on M × N, for the
spinor bundle SM×N := SM ⊠ SN. It is proper, because N is compact. Com-
pactness of N also implies that the equivariant index
indexK(SN) ∈ R(K)
of the Spinc-Dirac operator on N is well-defined by (2.3) in the usual way,
and equals the index of Definition 2.5, for any tamingmap. Since indexK(SN)
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is finite-dimensional, the tensor product
indexL
2
K (SM, µM)⊗ indexK(SN) ∈ R^(K)
is well-defined.
The index of Definition 3.6 is multiplicative in the following sense.
Theorem 3.14 (Multiplicativity). We have
(3.7) indexL
2
K (SM×N, µM×N) = index
L2
K (SM, µM)⊗ indexK(SN) ∈ R^(K).
This result will be proved in Section 5.
Remark 3.15. While superficially similar, Theorem 3.14 is considerably
harder to prove than the multiplicativity property of the index in Theo-
rem 2.6. This due to the term µ^N in µM×N = µ^M + µ^N. Theorem 2.6 will be
used in the proof of Theorem 3.14.
4 Vanishing multiplicities
We will give an analytic proof of Theorem 3.4, by showing that certain
deformed Dirac operators are positive on relevant spaces of sections. Two
ingredients of the proof are a deformation of themomentmap µ, discussed
in Subsection 4.2, and an estimate for harmonic oscillator-type operators
in Subsection 4.6.
In Subsections 4.1–4.6, wewill consider aK-equivariant Spinc-manifold
M, with spinor bundle S → M, and determinant line bundle L → M.
We also fix a K-invariant Hermitian connection ∇L on L, which induces a
Spinc-Dirac operator D on S as in Subsection 3, and a moment map µ :
M→ k∗ as in Definition 3.1.
4.1 The square of a deformed Dirac operator
Wewill use an auxiliary real parameter T ∈ R, and consider the deformed
Dirac operator
DTµ = D−
√
−1Tc(vµ).
28
Using (2.2), one can compute that
(4.1) D2Tµ = D
2 −
√
−1T
dimM∑
j=1
c(ej)c(∇TMej vµ) + 2
√
−1T∇Svµ + T 2‖vµ‖2,
in terms of a local orthonormal frame {e1, . . . , edimM} of TM.
Fixm ∈ Zµ, and suppose α := µ(m) ∈ t∗+. Thenm ∈Mα∩µ−1(α). In the
remainder of this section, wewill identify k∗ with k via the Ad(K)-invariant
inner product chosen earlier. In this way, we consider α as an element of k,
and µ as a map fromM to k. Let αM be the vector field defined as in (3.2).
The difference between the vector fields αM and vµ is that αM is induced
by the fixed element α ∈ k, while for m ′ ∈ M, the tangent vector vµm ′ is
induced by the element µ(m ′) ∈ k, depending on m ′. These vector fields
are equal at the pointm, but not at other points in general.
We will need to consider more general maps fromM to k than just µ in
the first estimate. Let ϕ : M → k be any equivariant map. Then we will
write LSϕ for the operator on Γ
∞(S) defined by
(4.2) (LSϕs)(m
′) = (LSϕ(m ′)s)(m
′),
for allm ′ ∈M and s ∈ Γ∞(S).
Lemma 4.1. Supposeϕ(m) = α. Then for every ε > 0, there is a neighbourhood
Um ofm inM, such that we have the inequality∥∥∥∥∥√−1(∇Svϕ − LSϕ) − ‖α‖2 −
√
−1
4
dimM∑
j=1
c(ej)c(∇TMej αM)
∥∥∥∥∥ ≤ ε.
when restricted to smooth sections of S with compact supports inside Um.
Proof. Because of the local decomposition (3.1),
√
−1
(∇SαM − LSα) = µα +
√
−1
4
∑
c(ej)c(∇TMej αM).
Let ε > 0 be given. Atm, we have
µα(m) = ‖α‖2.
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So in a small enough neighbourhood Um ofm, we have∣∣µα − ‖α‖2∣∣ ≤ ε/2.
Furthermore, the vector bundle endomorphism∇S
XM
−LSX depends contin-
uously on X ∈ k. So by choosing Um small enough, we can ensure that∥∥∥√−1(∇Svϕ − LSϕ) −√−1(∇SαM − LSα)∥∥∥ ≤ ε/2.
on Um. The claim follows.
4.2 Deforming moment maps
In the expression (4.1) for the squared operator D2Tµ, the operator
dimM∑
j=1
c(ej)c(∇TMej vµ)
occurs. To compare this operator to the operator
dimM∑
j=1
c(ej)c(∇TMej αM)
in Lemma 4.1, we use a local deformation of the moment map µ. This is
a new addition to Tian and Zhang’s analytic approach in the symplectic
case [29].
For the point α ∈ k, one can choose a Kα-invariant open subset Z ⊂ kα
containing α, such that the map
K×Kα Z→ K · Z
[k, ξ] 7→ k · ξ,
for k ∈ K and ξ ∈ Z, is a diffeomorphism.
One can show that Tmµ(TmM) + kα = k, so that, for Z small enough,
Y := µ−1(Z) is a smooth submanifold of M. Since µ is equivariant, Y is
Kα-invariant. Furthermore, we have an equivariant diffeomorphism
(4.3) K×Kα Y →W := K · Y
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onto an K-invariant open neighbourhoodW ofm.
Let Tα < Kα be the torus generated by α, and let t
α be its Lie algebra.
Let h be the orthogonal complement to tα in kα, and let µtα and µh be the
projections of µ|Y to t
α and h, respectively. For t ∈ ]0, 1], define the map
µtY : Y → kα by
µtY := µtα + tµh.
Because tα is in the centre of kα, the decomposition kα = t
α ⊕ h is Kα-
invariant. So both components µtα and µh of µ|Y are Kα-equivariant. There-
fore, µtY extends K-equivariantly to a map
µt :W → k.
In particular, µ1 = µ|W . We denote by v
µt the vector field onW induced by
µt.
Lemma 4.2. We can choose the set Z, and hence the sets Y andW, such that the
vector field vµ
t
has the same zeroes for all t∈ ]0, 1].
Proof. By K-invariance of vµ
t
, it is enough to show that the set of zeroes of
vµ
t
|Y is independent of t∈ ]0, 1], for Y small enough.
To see that this is true, first note that for allm ′ ∈ Y ∩Mα, we have
v
µtα
m ′ = 0,
so
vµ
t
|Y∩Mα = tv
µh |Y∩Mα ,
which has the same zeroes for all nonzero t.
Next, consider the set Y ∩ (M \Mα). By choosing Z, and hence Y by
properness of µ, to be relatively compact, we can ensure that the action
by Kα on Y only has finitely many infinitesimal stabiliser types. Each of
these stabiliser types defines a closed subset of kα, which does not contain
α. Therefore, there is a δ > 0 such that for all X ∈ kα with ‖X− α‖ ≤ δ and
all m ′ ∈ Y ∩ (M \Mα), we have XMm ′ 6= 0. Choose Z so that all elements
of Z lie within a distance δ of α. Then for allm ′ ∈ Y ∩ (M \Mα) and any
t∈ ]0, 1],
‖µt(m ′) − α‖2 = ‖µtα(m ′) − α‖2 + t2‖µh(m ′)‖2
≤ ‖µtα(m ′) − α‖2 + ‖µh(m ′)‖2 = ‖µ(m ′) − α‖2 ≤ δ2.
Hence vµ
t
m ′ 6= 0 for any t∈ ]0, 1].
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Because the vector field vµ
t
has the same set of zeroes for all t∈ ]0, 1],
Theorem 2.8 implies that for all such t, ifW ∩ Zµ is compact,
(4.4) indexL
2
K (S|W, µ
t) = indexL
2
K (S|W, µ|W).
4.3 An estimate for deformed moment maps
The reason for introducing the deformation µt of µ|W in Subsection 4.2 is
the following estimate.
Lemma 4.3. For any ε > 0, there is a δ∈ ]0, 1] such that for all t∈ ]0, δ] and any
orthonormal basis {f1, . . . , fdim Y} of TmY, one has atm,
(4.5)
∥∥∥∥∥
dimM∑
j=1
c(ej)c(∇TMej vµ
t
) −
dim Y∑
j=1
c(fj)c(∇TMfj αM)
∥∥∥∥∥ ≤ ε.
Proof. We use the decomposition
TmM ∼= TmY ⊕ k⊥α .
Note that for all X ∈ k and for all t, torsion-freeness of the Levi–Civita
connection implies that
∇TMXMvµ
t
= ∇TM
vµ
tXM − LTMX v
µt .
Because vµ
t
is zero at m, and K-equivariant, the right hand side of this
equality vanishes atm. So
(4.6)
(∇TMXMvµt)m = 0.
Let {f1, . . . , fdimM} be an orthonormal basis of TmM such that fj ∈ TmY if
j ≤ dimY, and fj ∈ k⊥α if j > dim Y. Then (4.6) implies that for all j > dim Y(∇TMfj vµt)m = 0.
Since the operator
dimM∑
j=1
c(ej)c(∇TMej vµ
t
)
32
is independent of the frame {e1, . . . , edimM}, we find that atm, it equals
(4.7)
dim Y∑
j=1
c(fj)c
(
(∇TMfj vµ
t
)m
)
.
Next, let {X1, . . . , Xdim kα} be an orthonormal basis of kα, such that Xk ∈
tα if k ≤ dim tα, and Xk ∈ h if k > dim tα. For every k, set
µtk := µ
t
Xk
|Y ∈ C∞(Y).
Since µt(Y) ⊂ kα, we have
µt|Y =
dim kα∑
k=1
µtkXk.
Also note that Y is Kα-invariant, so X
M
k |Y = X
Y
k for all k. Therefore, for all j,
(
∇TMfj vµ
t
)
m
=
dim kα∑
k=1
(
µtk(m)(∇TMfj XYk)m + fj(µtk)(m)(XYk)m
)
.
We find that (4.7) equals
(4.8)
dim Y∑
j=1
c(fj)c
(
(∇TMfj αY)m
)
+
dim kα∑
k=1
c(grad
m
µtk)c
(
(XYk)m
)
.
To bound the second term in (4.8), note that for k ≤ dim tα, we have
(XYk)m = 0, and for k > dim t
α,
µtk(m) = tµXk(m).
Let ε > 0. If we choose δ∈ ]0, 1] such that
δ
dim kα∑
k=dim tα+1
‖ grad
m
µXk‖ · ‖(XYk)m‖ ≤ ε,
then we see that (4.5) holds for all t∈ ]0, δ], at the pointm.
Remark 4.4. If K is a torus, then Kα = K, so that Y = W is an open neigh-
bourhood ofm inM. This simplifies the arguments in this subsection.
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4.4 Vector fields and Lie derivatives
At several points, we will use a convenient local expression for vector
fields around their zeroes.
Lemma 4.5. Let v ∈ X(M) be a vector field. Let m ∈ M such that vm = 0.
Then there are a1, . . . , adimM ≥ 0, there is an orthogonal automorphism J of TM,
defined near m, and there is a local orthonormal frame {e1, . . . , edimM} of TM
near m, such that in the normal coordinates y = (y1, . . . , ydimM) associated to
the corresponding basis of TmM,
(4.9) vy =
dimM∑
j=1
ajyjJej + O(‖y‖2).
Proof. Let {f1, . . . , fdimM} be any local orthonormal frame of TM near m.
Let x = (x1, . . . , xdimM)
T (viewed as a column vector) be the normal coor-
dinates associated to the basis {(f1)m, . . . , (fdimM)m} of TmM. Since vm = 0,
there are bjk ∈ R such that
vx =
dimM∑
j,k=1
bjkxjfk + O(‖x‖2).
Let B be the matrix with elements (bjk)
dimM
j,k=1 . Write
B =
√
BTBU,
for U ∈ O(dimM), and √
BTB =WDaW
T ,
forW ∈ SO(dimM), and for a diagonal matrix
Da := diag(a1, . . . , adimM),
with each of the entries aj nonnegative. For any vector u ∈ Rn, and any
set of vectors w = (w1, . . . , wn) ∈ Rn, we write
uw :=
n∑
j=1
ujwj ∈ Rn.
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Then
dimM∑
j,k=1
bjkxjfk = x
TBf
= xTWDaW
TUf
= (WTUx)T(WTUW)DaW
TUf.
Set ej :=W
TUfj. The normal coordinates associated to the basis
{(e1)m, . . . , (edimM)m}
of TmM are y := WU
Tx. Hence one obtains (4.9) by defining J := WTUW.
If V is any real vector space, and B ∈ End(V), then we write
|B| :=
√
BTB.
Lemma 4.6. In the setting of Lemma 4.5, the Lie derivative
LTmMv ∈ End(TmM)
satisfies
tr |LTmMv | =
dimM∑
j=1
aj.
Proof. In the situation of Lemma 4.5, one can compute that the Lie deriva-
tive operator LTmMv on TmM equals
LTmMv = −
dimM∑
j=1
ajJ(ej)m ⊗ (e∗j )m,
where e∗j is the one-from dual to ej. Sowith respect to the basis {(e1)m, . . . , (edimM)m}
of TmM, the map L
TmM
v has matrix
matLTmMv = −mat(J)Da,
where, as before, Da is the diagonal matrix with entries {a1, . . . , adimM}.
Hence mat |LTmMv | = Da.
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4.5 A local estimate
Lemma 4.6 in particular yields an expression for the trace tr |LTmMα | in terms
of the local expression in Lemma 4.5 of the vector field αM. This allows us
to prove the following estimate.
Lemma 4.7. Atm, we have∥∥∥∥∥
dimM∑
j=1
c(ej)c(∇TMej αM)
∥∥∥∥∥ ≤ tr |LTmMα |.
Proof. Write
αMm =
dimM∑
j=1
ajyjJej + O(‖y‖2)
as in Lemma 4.5. Since the Christoffel symbols of ∇TM in the coordinates
y vanish atm, we have for all j,(∇TMej αM)m = aj(Jej)m.
Thus, Lemma 4.6 implies that atm,∥∥∥∥∥
dimM∑
j=1
c(ej)c(∇TMej αM)
∥∥∥∥∥ =
∥∥∥∥∥
dimM∑
j=1
ajc(ej)mc(Jej)m
∥∥∥∥∥ ≤
dimM∑
j=1
aj = tr |L
TmM
α |.
Lemma 4.8. For all ε > 0, there is a neighbourhood Um of m, and a constant
δ > 0, such that, when restricted to smooth sections with compact supports inside
Um, we have for all t∈ ]0, δ],
D2Tµt − 2T
√
−1LSµt ≥ T
(
2‖α‖2 − 1
2
tr |LTmMα |− ε
)
+D2 + T 2‖vµt‖2.
Proof. Let ε > 0 be given. By (4.1) and Lemma 4.1, applied with ϕ = µt,
we can choose Um so small that on Um,
D2Tµt − 2T
√
−1LSµt ≥ D2 + T 2‖vµ
t‖2 + 2T‖α‖2
−
√
−1T
dimM∑
j=1
c(ej)c(∇TMej vµ
t
) +
√
−1T
2
dimM∑
j=1
c(ej)c(∇TMej αM) − εT/2.
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By Lemma 4.3, there is a δ∈ ]0, 1] such that for all t∈ ]0, δ], atm,
−
√
−1
dimM∑
j=1
c(ej)c(∇TMej vµ
t
) ≥ −√−1
dim Y∑
j=1
c(fj)c(∇TMfj αM) − ε/2,
for any orthonormal basis {f1, . . . , fdim Y} of TmY. Extending this to an or-
thonormal basis {f1, . . . , fdimM} of TmM, such that
fj ∈ k⊥α ∼= k/kkα,
for dimY < j ≤ dimM, and noting that the operator∑dimMj=1 c(ej)c(∇TMej αM)
is independent of the local orthonormal frame {e1, . . . , edimM}, we find that,
atm,
(4.10)
−
√
−1
dimM∑
j=1
c(ej)c(∇TMej vµ
t
) +
√
−1
2
dimM∑
j=1
c(ej)c(∇TMej αM)
≥ −
√
−1
2
dim Y∑
j=1
c(fj)c(∇TMfj αM) +
√
−1
2
dimM∑
j=dim Y+1
c(fj)c(∇TMfj αM) − ε/2.
By applying Lemma 4.7 to Y and K/Kα, we find that the latter expression
is at least equal to
−
1
2
tr |LTmYα | −
1
2
tr |Lk/kαα |− ε/2 = −
1
2
tr |LTmMα | − ε/2.
This completes the proof.
4.6 Harmonic oscillator
Let us define an operator
(4.11) KT,t = D
2 − T tr |LTmM
vµ
t |+ T
2‖vµt‖2.
It can be bounded below as follows.
Lemma 4.9. For any ε > 0, there is a neighbourhood Um of m, and a constant
C > 0, such that for all t∈ ]0, 1], on sections supported in Um,
KT,t ≥ −C − Tε.
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Proof. By Lemma 4.5, we can write
vµ
t
=
dimM∑
j=1
hj(t,−)Jej,
nearm, where, for all j,
hj(t, y) = aj(t)yj + rj(t, y),
for smooth functions aj and rj, such that aj is nonnegative, and
rj(t, y) = O(‖y‖2).
We will write htj := hj(t,−) and r
t
j := rj(t,−). Then
‖vµt‖2 =
dimM∑
j=1
(htj)
2, and tr |LTmM
vµ
t | =
dimM∑
j=1
aj(t).
Analogously to (2.17) in [29], consider the nonnegative operator
(4.12) ∆T,t :=
dimM∑
j=1
((∇Sej)∗ + T · htj)(∇Sej + T · htj) .
By a straightforward computation, we have
(4.13) ∆T,t = ∆−T tr |L
TmM
vµ
t |+T
2‖vµt‖2+T
dimM∑
j=1
(
∇Sej +
(∇Sej)∗)htj−Tej(rtj).
Here ∆ :=
∑dimM
j=1
(∇Sej)∗∇Sej is the Bochner Laplacian. By the Bochner for-
mula (see e.g. Theorem D.12 in [16]), the difference ∆ − D2 is a vector
bundle endomorphism of S. So is the operator ∇Sej +
(∇Sej)∗.
Let ε > 0 be given. Note that hj(t,m) = 0 for all t and j, and that
hj(t, y) depends smoothly on t, and extends smoothly to t ∈ R. Therefore,
we can choose Um so small that for all t in the compact interval [0, 1], we
have on Um, ∥∥∥∥∥
dimM∑
j=1
(
∇Sej +
(∇Sej)∗)htj
∥∥∥∥∥ ≤ ε/2.
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Similarly, ej(r
t
j)(y) = O(‖y‖), and this function is smooth in t. This allows
us to choose Um small enough so that for all t ∈ [0, 1], we have
|ej(r
t
j)| ≤ ε/2.
With Um chosen in this way, one has the desired lower bound for KT,t.
In addition, we have the following estimate for themiddle term tr |LTmM
vµ
t |
in (4.11).
Lemma 4.10. For all ε > 0, there is a δ > 0, such that for all t∈ ]0, δ], we have
tr |LTmM
vµ
t | ≥ tr |LTmYα |− ε
Proof. For all X ∈ k and for all t, K-invariance of the vector field vµt implies
that
LvµtX
M = −LXv
µt = 0.
Thus, tr |LTmM
vµ
t | = tr |L
TmY
vµ
t | and it is enough to prove the inequality on the
slice Y.
Let ε > 0 be given. Recall that
µt|Y = µtα + tµh.
Accordingly,
vµ
t
|Y = v
µtα + tvµh.
Since tr |LTmY
vµ
t | depends continuously on t, there is a δ∈ ]0, 1] such that for
all t∈ ]0, δ],
tr |LTmY
vµ
t | ≥ tr |LTmYvµtα | − ε.
It remains to compare tr |LTmY
vµtα
|with tr |LTmYα |. Let us write
µtα(y) = α+
dim tα∑
j=1
yjXj + O(‖y‖2),
for coordinates y on Y nearm, and X1, . . . , Xdim Y ∈ tα. Since (XYj )m = 0 for
such Xj, one has that
(XYj )y =
dim Y∑
k,l=1
cklj ykel + O(‖y‖2),
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for certain numbers cklj , and for a local orthonormal frame {e1, . . . , edimY}
of TY. It follows that
vµtαy − α
Y
y = O(‖y‖2).
Therefore, Lemma 4.6 implies that
tr |LTmY
vµtα
| = tr |LTmYα |.
Hence the claim follows.
In [27], a function d on Zµ plays an important role. We will now see
this function appear in our estimates as well. It is defined by
(4.14) d(m ′) := ‖µ(m ′)‖2 + 1
4
tr |L
Tm ′M
µ(m ′)
|−
1
2
tr | ad(µ(m ′))|,
form ′ ∈ Zµ. It is locally constant by Lemma 4.16 in [27]. Furthermore, we
note for later use that there is a constant CK > 0, independent ofM or µ,
such that for allm ′ ∈ Zµ,
(4.15) d(m ′) ≥ ‖µ(m ′)‖2 − CK‖µ(m ′)‖.
The precise value of CK is not important for our arguments, but to be spe-
cific we can take CK := 2‖ρ‖ (see e.g. the comment above Lemma 3.10 in
[27]).
Proposition 4.11. For all ε > 0, there is a neighbourhood Um of m, and con-
stants δ > 0 and C > 0, such that, when restricted to smooth sections with
compact supports inside Um, we have for all t∈ ]0, δ],
D2Tµt − 2T
√
−1LSµt ≥ T(2d(m) − ε) − C.
Proof. By combining Lemmas 4.9 and 4.10, we find that forUm small enough,
and for a δ∈ ]0, 1] and a C > 0, we have for all t∈ ]0, δ], on sections sup-
ported in Um,
D2 + T 2‖vµt‖2 ≥ T · (tr |LTmYα |− ε/2) − C.
So by Lemma 4.8, we can choose Um and δ ∈ ]0, 1] so small that for all
t∈ ]0, δ], on sections supported in Um,
D2Tµt − 2T
√
−1LSµt ≥ T
(
2‖α‖2 + tr |LTmYα |−
1
2
tr |LTmMα |− ε
)
− C.
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Remembering the fact that TmM = TmY ⊕ k/kα and ad(α) = 0 on kα, one
sees that
(4.16) tr |LTmYα |−
1
2
tr |LTmMα | =
1
2
tr |LTmMα | − tr | ad(α)|.
4.7 Proof of Theorem 3.4
Fix pi ∈ K^. Let Bpi > 0 be such that the infinitesimal representation of k
associated to pi satisfies
‖pi(X)‖ ≤ Bpi‖X‖,
for all X ∈ k. Set
Cpi := Bpi + 2‖ρ‖.
Wewill prove Theorem 3.4 by showing that this value ofCpi has the desired
property.
LetU and µ be as in Theorem 3.4. In particular, suppose that ‖µ(m)‖ >
Cpi for all m ∈ U. Let F be a connected component of Zµ, and let α be the
value of µ on F. Then ‖α‖ > Cpi. Choose ε > 0 such that
(4.17) η := 2‖α‖(‖α‖− Cpi)− ε(2Bpi + 1) > 0.
By Lemma 3.3 and properness of µ, the set F is compact. Let W be a K-
invariant, relatively compact neighbourhood of F on which the deformed
moment map µt of Subsection 4.2 is defined, and such that Zµt is indepen-
dent of t∈ ]0, 1] (see Lemma 4.2).
Since F is compact, Proposition 4.11 allows us to find an open cover
{V1, . . . , Vn} of F such that for all j, there are δj∈ ]0, 1],Cj > 0 andmj ∈ F∩Vj,
such that for all t ∈ ]0, δj], we have on smooth sections of S supported
inside Vj,
D2Tµt ≥ T
(
2d(mj) + 2
√
−1LSµt − ε
)
− Cj.
The function d is constant on F, so d(mj) = d(m) for any fixedm ∈ F. Set
δ := minj δj and C := maxjCj. Then for all j, we have the estimate
(4.18) D2Tµt ≥ T
(
2d(m) + 2
√
−1LSµt − ε
)
− C,
for t∈ ]0, δ], on sections supported in Vj.
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By shrinkingW if necessary, we may assume thatW ⊂ ⋃nj=1 Vj. As on
pp. 115–117 of [3], and on p. 243 of [29], choose functions ϕj supported in
Vj, for each j, such that
∑n
j=1ϕ
2
j = 1 onW, and which allow us to conclude
that (4.18) holds on the space of all smooth sections of S supported inW.
Next, let Γ∞c (S|W)pi be the pi-isotypical component of Γ
∞
c (S|W). On this
subspace, Lie derivatives are bounded.
Lemma 4.12. For all ε > 0, the K-invariant neighbourhoodW of F can be chosen
so that the operator LSµt is bounded on Γ
∞
c (S|W)pi with respect to the L
2-norm,
with norm at most ∥∥LSµt |Γ∞c (S|W)pi∥∥ ≤ Bpi(‖α‖+ ε).
In addition, the neighbourhoodW with this property can be chosen independently
of pi.
Proof. Consider the unitary isomorphism
Φ :
(
L2(K)⊗ L2(S|Y)
)Kα ∼=
−→ L2(S|W),
defined by (
Φ(ψ⊗ s))(k · y) := ψ(k)k · (s(y)),
fro ψ ∈ L2(K), s ∈ L2(S|Y), k ∈ K and y ∈ Y. It is K-equivariant with respect
to the left regular representation of K in L2(K). So the inverse image of
Γ∞c (S|W)pi lies inside
(
L2(K)pi⊗L2(S|Y)
)Kα
. (Where L2(K)pi is the sum of dimpi
copies of pi.)
Also, for any K-equivariant map ϕ : W → k, one can check that, on
smooth sections,
(4.19) LS|Wϕ ◦Φ = Φ ◦
(
1⊗ LS|Yϕ|Y
)
,
where the Lie derivative operators are defined as in (4.2).
The constant map Y → k with value α is Kα-equivariant, and hence
extends to a K-equivariant map α˜ : W → k. By (4.19), we have, on smooth
sections,
L
S|W
α˜ ◦Φ = Φ ◦
(
1⊗ LS|Yα
)
.
And since α ∈ kα, we have on the smooth part of
(
L2(K)⊗ L2(S|Y)
)Kα ,
1⊗ LS|Yα = −Lα ⊗ 1.
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Therefore, the operator L
S|W
α˜ is bounded on Γ
∞
c (S|W)pi, with norm at most
Bpi‖α‖.
Furthermore,
L
S|W
µt−α˜
◦Φ = Φ ◦ (1⊗ LS|Y
µt |Y−α
)
.
Let {X1, . . . , Xdim kα} be an orthonormal basis of kα. Write
µtj := µ
t
Xj
|Y and αj := (α, Xj).
Then, since µt(Y) ⊂ kα,
L
S|Y
µt |Y−α
=
dim kα∑
j=1
(µtj − αj)L
S|Y
Xj
.
As before, we have 1 ⊗ LS|YXj = −LXj ⊗ 1 on the smooth part of
(
L2(K) ⊗
L2(S|Y)
)Kα . So the difference LS|W
µt
− L
S|W
α˜ is bounded on Γ
∞
c (S|W)pi, with
norm at most∥∥∥∥(LS|Wµt − LS|Wα˜ )∣∣∣
Γ∞c (S|W)pi
∥∥∥∥ ≤ Bpi
dim kα∑
j=1
‖µtj − αj‖∞,
where ‖ · ‖∞ denotes the supremum norm.
Let ε > 0. Because µt(Y ∩ F) = {α}, we can choose the set Y, and hence
W, so small that
dim kα∑
j=1
‖µtj |Y − αj‖∞ ≤ ε.
This neighbourhoodW has the desired property.
As noted below (4.15), we have
d(m) ≥ ‖α‖2 − 2‖α‖‖ρ‖.
Combining this with Lemma 4.12 and the fact that (4.18) holds onW, we
conclude that, on sections in Γ∞c (S)pi supported inW,
D2Tµt ≥ T
(
2‖α‖2 − 4‖ρ‖‖α‖− 2Bpi(‖α‖+ ε) − ε
)
− C
> Tη− C,
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with η > 0 as in (4.17). Therefore, if T > C/η, then D2Tµt > 0 on the space
of such sections. Because of (4.4), this implies that[
indexL
2
K (S|W, µ|W) : pi
]
=
[
indexL
2
K (S|W, Tµ
t) : pi
]
= 0.
By summing over all connected components of Zµ, we find that[
indexL
2
K (S, µ) : pi
]
= 0,
so Theorem 3.4 is true.
Remark 4.13. With Definition 3.6, we immediately see that Theorem 3.4
generalises from taming moment maps to proper moment maps.
A final comment, which we will use in the proof of Theorem 3.10, is
that if pi is the trivial representation, the above reasoning leads to a more
precise vanishing result. Indeed, on K-invariant sections, the operator LSµt
is zero, so the inequality (4.18) becomes
D2Tµt ≥ T (2d(m) − ε) − C.
Hence one gets the following result.
Proposition 4.14. For every even-dimensional K-equivariant Spinc-manifold
M, with spinor bundle S and proper moment map µ, one has
indexL
2
K (S, µ)
K = 0,
if the function d is strictly positive.
Remark 4.15. Another approach to proving Theorem 3.4 would be to note
that Proposition 4.17 in [27] generalises to the proper moment map case,
because its proof in [27] is based on local computations near connected
components of Zµ. This would yield Proposition 4.14.
Via the estimate (4.15), this implies the case of Theorem 3.4 where pi is
the trivial representation. This is enough to prove Theorem 3.14 for the
K-invariant parts of both sides of (3.7), as in Section 5. That in turn can be
used to deduce Theorem 3.4 from the case of the trivial representation, via
a shifting trick.
The analytic proof of Theorem 3.4 in this section makes this papermore
self-contained than the approach sketched above would. In addition, it
illustrates the power of analytic localisation techniques, and highlights the
key role of the function d on Zµ that is used. This function is also of central
importance in [27], and it is interesting to see it emerge here in a very
different way.
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5 Multiplicativity
The proof of Theorem 3.14 is based on the invariance of Braverman’s index
under homotopies of taming maps, Theorem 2.8. An important condition
in the definition of such a homotopy is that the map connecting two given
taming maps is taming itself. In our arguments, we can make sure this
condition is satisfied by replacing given taming maps by proper ones.
5.1 Making taming maps proper
A key ingredient of our proof of Theorem 3.14 is the possibly surprising
fact that a taming moment map can always be replaced by a proper one,
without changing the resulting index. This is in fact possible for any tam-
ing map.
Let U be a connected, complete, even-dimensional manifold, and sup-
pose g is aK-invariant Riemannianmetric onM. Letϕ : U→ k be a taming
map, i.e. Zϕ is compact.
Proposition 5.1. Let V ⊂ U be a K-invariant, relatively compact neighbourhood
of Zϕ. Then there is a taming map ϕ˜ :M→ k with the following properties:
• ϕ˜ is proper;
• ϕ˜|V = ϕ|V ;
• ‖ϕ˜‖ ≥ ‖ϕ‖;
• the vector fields vϕ and vϕ˜ have the same set of zeroes;
• the function ‖vϕ˜‖ on U is proper.
In addition, ϕ = µ is a Spinc-moment map for a K-equivariant Spinc-structure
on U, then ϕ˜ = µ˜ can be chosen to be a Spinc-moment map for the same Spinc-
structure, but a different connection on the determinant line bundle.
(Note that the first part of this proposition is not specific to the Spinc-
setting.)
In the setting of Proposition 5.1, if E → U is a K-equivariant Clifford
module, then Proposition 2.12 implies that
indexL
2
K (E, ϕ) = index
L2
K (E, ϕ˜).
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To prove Proposition 5.1, we consider a nonnegative, K-invariant func-
tion θ ∈ C∞(U)K, and the map ψ : U→ k defined by
(5.1) (ψ,X) := g(vϕ, XU)
for X ∈ k. Here the vector field XU is defined as in (3.2). We define the map
ϕθ : U→ k by
ϕθ := ϕ + θψ.
If ϕ = µ is a Spinc-moment map associated to a connection ∇L on the
determinant line bundle L → U of a given Spinc-structure, then µθ is the
Spinc-moment map associated to the connection
∇L − 2iθα,
on L, where α ∈ Ω1(U)K is the one-form dual to vϕ. (This deformation of
∇L is closely related to the deformation of Dirac operators as in Definition
2.1, see Remark 3.7.) We will prove Proposition 5.1 by showing that the
map ϕθ has the desired properties for a well-chosen function θ.
Let {X1, . . . , Xdim k} be an orthonormal basis of k. Then
ϕθ = ϕ+ θ
dim k∑
j=1
g(vϕ, XUj )Xj,
so that
(5.2) vϕ
θ
= vϕ + θ
dim k∑
j=1
g(vϕ, XUj )X
U
j .
Lemma 5.2. Letm ∈ U. Then vϕθm = 0 if and only if vϕm = 0.
Proof. Let m ∈ U. First, suppose vϕm = 0. Then ϕθ(m) = ϕ(m), so vϕθm =
vϕm = 0.
To prove the converse implication, note that (5.2) implies that
(5.3) g(vϕ, vϕ
θ
) = ‖vϕ‖2 + θ
dim k∑
j=1
g(vϕ, XUj )
2.
Suppose vϕ
θ
m = 0. Since the second term on the right hand side of (5.3) is
nonnegative, this implies that ‖vϕm‖2 = 0.
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In addition, the norm of ϕθ is as least as great as the norm of ‖ϕ‖.
Lemma 5.3. One has
(5.4) ‖ϕθ‖ ≥ ‖ϕ‖.
Proof. By definition of ϕθ, we have for allm ∈ U,(
ϕθ(m), ϕ(m)
)
= ‖ϕ(m)‖2 + θ‖vϕm‖2 ≥ ‖ϕ(m)‖2.
By the Cauchy–Schwartz inequality, this implies that
‖ϕθ(m)‖‖ϕ(m)‖ ≥ ‖ϕ(m)‖2.
Hence (5.4) follows outside ϕ−1(0). And if ϕ(m) = 0, then vϕm = 0, so
ϕθ(m) = ϕ(m).
Proposition 5.1 follows from Lemmas 5.2 and 5.3, if we choose ϕ˜ := ϕθ
with θ as in the following lemma.
Lemma 5.4. Let V ⊂ U be a relatively compact, K-invariant neighbourhood of
Zϕ. Then the function θ can be chosen such that θ|V ≡ 0, and the function ‖vϕθ‖
and the map ϕθ are proper.
Proof. Fix a point m0 ∈ V . For any m ∈ U, let δ(m) be the Riemannian
distance fromm tom0. Write
Br := {x ∈ U; δ(m) ≤ r}.
Choose r0 > 0 such that V ⊂ Br0 .
Since vϕ is tangent to orbits, and does not vanish outside V , the map ψ
does not vanish outside V . Choose θ ∈ C∞(U)K such that
• θ|Br0 ≡ 0;
• for allm ∈ U \ Br0+1,
θ(m) ≥ max
(
δ(m)
‖ψ(m)‖2 ,
‖ϕ(m)‖+ δ(m)
‖ψ(m)‖
)
.
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For this choice of θ, we have
θ‖ψ‖2 ≥ δ,
outside Br0+1, so θ‖ψ‖2 is a proper function. Since
‖vϕθ‖2 = ‖vϕ + θvψ‖2 ≥ 2θg(vψ, vϕ) = 2θ‖ψ‖2,
the function ‖vϕθ‖ is proper as well.
Next, note that
‖ϕθ‖ ≥ θ
∥∥∥dim k∑
j=1
g
(
vϕ, XUj
)
Xj
∥∥∥ − ‖ϕ‖.
Since ∥∥∥dim k∑
j=1
g
(
vϕ, XUj
)
Xj
∥∥∥ = ‖ψ(m)‖,
we have for all r ≥ r0 + 1 and allm ∈ U \ Br,
‖ϕθ(m)‖ ≥ θ‖ψ(m)‖− ‖ϕ(m)‖ ≥ δ(m) ≥ r.
So the inverse image under ϕθ of the ball in k of radius r is contained in
Br. Because U is complete, this inverse image is therefore compact.
5.2 A first localisation
Consider the setting of Subsection 3.5. In the proof of Theorem 3.14, we
will use invariance of Braverman’s index under homotopies of taming
maps, as in Theorem 2.8. To construct a suitable homotopy, we decom-
pose, as in Lemma 3.3,
ZµM =
⋃
α∈ΓM
K · (Mα ∩ µ−1M (α)) ;(5.5)
ZµM×N =
⋃
β∈ΓM×N
K · ((M×N)β ∩ µ−1M×N(β)) ,(5.6)
for discrete subsets ΓM and ΓM×N of t
∗
+.
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Let pi ∈ K^ be an irreducible representation of K. For such a pi, let Cpi be
the constant in Theorem 3.4. Set
CNpi := max
{
Cpi ′ ;pi
′ ∈ K^ is equal to pi or occurs in indexK(SN)∗ ⊗ pi
}
.
(Note that indexK(SN) is finite-dimensional because N is compact, so this
maximum is well-defined.) Let CN > 0 be such that ‖µN(n)‖ < CN for all
points n in the compact manifold N. Consider the set
UM := {m ∈M; ‖µM(m)‖ < CNpi + 3CN + 1+ ε},
for an ε > 0 such that
• for all α ∈ ΓM, ‖α‖ 6= CNpi + 3CN + ε;
• CNpi +3CN+ ε is a regular value of ‖µM‖, and ∂UM is a smooth hyper-
surface inM.
Furthermore, we will use the set
UM×N := {(m,n) ∈M×N; ‖µM×N(m,n)‖ < CNpi + 2CN + 1+ ε},
for an ε > 0 such that for all β ∈ ΓM×N, ‖β‖ 6= CNpi + 2CN + 1+ ε.
By properness of µM and compactness of N, the sets UM and U
M×N are
relatively compact. Furthermore, we have
ZµM ∩ ∂UM = ∅;
ZµM×N ∩ ∂UM×N = ∅.
So ZµM ∩UM and ZµM×N ∩UM×N are compact. By Theorem 3.4 and Propo-
sition 2.11, we have
(5.7)
[
indexL
2
K (SM×N, µM×N) : pi
]
=
[
indexL
2
K (SM×N|UM×N , µM×N|UM×N) : pi
]
.
Here we used the fact that ‖µM×N(m,n)‖ > Cpi for (m,n) ∈ (M × N) \
UM×N.
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Using Theorem 2.6, and then applying Theorem 3.4 and Proposition
2.11 onM, we also find that
[
indexL
2
K (SM×N, µ^M) : pi
]
=
[
indexL
2
K (SM, µM)⊗ indexK(SN) : pi
]
=
∑
pi ′∈K^
[indexK(SN)
∗ ⊗ pi : pi ′] · [indexL2K (SM, µM) : pi ′]
=
∑
pi ′∈K^
[indexK(SN)
∗ ⊗ pi : pi ′] · [indexL2K (SM|UM , µM|UM) : pi ′]
=
[
indexL
2
K (SM×N|UM×N, µ^M|UM×N) : pi
]
.
(5.8)
Here we used the fact that for all pi ′ occurring in indexK(SN)
∗ ⊗ pi and all
m ∈M \UM, we have ‖µM(m)‖ > Cpi ′ .
5.3 A homotopy of taming maps
Consider the set
V := {(m,n) ∈M×N; ‖µM×N(m,n)‖ < CNpi + 2CN + ε},
for an ε∈ ]0, 1[ such that for all β ∈ ΓM×N, ‖β‖ 6= CNpi + 2CN + ε. Its closure
V is contained in (UM×N)∩UM×N. Indeed, it obviously lies inside UM×N,
while for all (m,n) ∈ V ,
‖µM(m)‖ ≤ ‖µM×N(m,n)‖+ CN ≤ CNpi + 3CN + 1,
so m ∈ UM. In particular, the closure of the projection VM of V to M is
contained in UM.
Since ∂UM is a smooth hypersurface, we can make UM complete by
rescaling the Riemannian metric as in Subsection 2.5. Hence Proposition
5.1 applies to µM|UM . Let µ˜UM : UM → k∗ be the resulting proper moment
map, chosen such that µ˜UM |VM = µM|VM . (Note that VM is not necessarily a
neighbourhood of Zµ ∩ UM, but it is contained in such a neighbourhood,
which is enough.) Define the map
µ˜UM×N : UM ×N→ k∗
by
µ˜UM×N(m,n) = µ˜UM(m) + µN(n),
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for m ∈ UM and n ∈ N. Then µ˜UM×N is proper, because µ˜UM is, and N is
compact.
We will use a homotopy argument to prove the following result.
Proposition 5.5. The map µ˜UM×N is taming, and we have
(5.9) indexL
2
K
(
SM×N|UM×N, µ˜UM×N
)
= indexL
2
K
(
SM×N|UM×N, µ^M|UM×N
)
.
First, note that by the comment below Proposition 5.1, we have
(5.10) indexL
2
K
(
SM×N|UM×N, µ^M|UM×N
)
= indexL
2
K
(
SM×N|UM×N,
̂˜µUM).
Therefore, to prove Proposition 5.5, it is enough to show that the left hand
side of (5.9) equals the right hand side of (5.10). To prove that equality, we
will construct a homotopy of taming maps between µ˜UM×N and
̂˜µUM . Then
Proposition 5.5 follows from Theorem 2.8.
Let λ ∈ C∞(R) be a function with values in [0, 1], such that
λ(t) =
{
0 if t ≤ 1/3;
1 if t ≥ 2/3.
SetW := UM ×N× [0, 1]. Define the map ϕ :W → k∗ by
ϕ(m,n, t) := µ˜UM(m) + λ(t)µN(n),
for m ∈ UM, n ∈ N and t ∈ [0, 1]. We will show that Zϕ is compact, so
that ϕ defines a homotopy of taming maps between µ˜UM×N and
̂˜µUM . This
also implies that µ˜UM×N is taming. Therefore, the following lemma implies
Proposition 5.5.
Lemma 5.6. The set Zϕ ⊂W where vϕ vanishes is compact.
Proof. We first claim that the set
Z :=
{
m ∈ UM; vµ˜UMm + s(µN(n))Mm = 0 for some (n, s) ∈ N× [0, 1]
}
is relatively compact in UM. (Here (µN(n))
M is the vector field on M in-
duced by µN(n) ∈ k, as in (3.2).) Indeed, the function (m,n) 7→ ‖(µN(n))Mm‖
onM×N is bounded on the relatively compact set UM ×N. Let C > 0 be
an upper bound. Ifm ∈ UM, n ∈ N and s ∈ [0, 1], and
v
µ˜UM
m + s(µN(n))
M
m = 0,
51
then
‖vµ˜UMm ‖ = s‖(µN(n))Mm‖ ≤ C.
By the fifth point in Proposition 5.1, the function ‖vµ˜UM‖ on UM is proper,
so Z is relatively compact.
Now let (m,n, t) ∈ Zϕ. Then
0 = vϕ(m,n,t) =
(
v
µ˜UM
m + λ(t)(µN(n))
M
m , (µ˜UM(m))
N
n + v
µN
n
) ∈ TmM× TnN.
The vanishing of the first component implies that m lies in the relatively
compact set Z. Since Zϕ is closed, the claim follows.
5.4 Proof of Theorem 3.14
After Proposition 5.5, the next step in the proof of Theorem 3.14 is the
following application of Theorem 3.4.
Lemma 5.7. We have[
indexL
2
K (SM×N|UM×N , µM×N|UM×N) : pi
]
=
[
indexL
2
K (SM×N|UM×N, µ˜UM×N) : pi
]
.
Proof. By definition of the set V , we have for all (m,n) ∈ (UM ×N) \ V ,
‖µM×N(m,n)‖ ≥ CNpi + 2CN + ε > Cpi.
And if (m,n) ∈ UM×N \ V , then the third point in Proposition 5.1 implies
that
‖µ˜UM×N(m,n)‖ = ‖µ˜UM(m) + µN(n)‖
≥ ‖µ˜UM(m)‖− CN
≥ ‖µUM(m)‖− CN
≥ ‖µUM(m) + µN(n)‖− 2CN
> Cpi.
Furthermore, the choice of the number ε in the definition of the set V
implies that the vector field vµM×N does not vanish on ∂V . Because V ⊂
VM ×N, and µ˜UM |VM = µM|VM , we have
(5.11) µM×N|V = µ˜UM×N|V .
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Therefore, the vector fields vµM×N and vµ˜UM×N coincide on V . So the latter
vector field does not vanish on ∂V either. Finally, note that both µM×N|UM×N
and µ˜UM×N are taming moment maps.
By the preceding arguments, Theorem 3.4 and Proposition 2.11 imply
that[
indexL
2
K (SM×N|UM×N , µM×N|UM×N) : pi
]
=
[
indexL
2
K (SM×N|V , µM×N|V) : pi
]
,
and[
indexL
2
K (SM×N|UM×N, µ˜UM×N) : pi
]
=
[
indexL
2
K (SM×N|V , µ˜UM×N|V) : pi
]
.
Applying (5.11) to the right hand sides of these equalities, we conclude
that the claim holds.
The final ingredient of the proof of Theorem 3.14 is the multiplicativity
property of Braverman’s index in Theorem 2.6. Consecutively applying
(5.7), Lemma 5.7, Proposition 5.5, (5.8) and Theorem 2.6, we find that
[
indexL
2
K (SM×N, µM×N) : pi
]
=
[
indexL
2
K (SM×N|UM×N , µM×N|UM×N) : pi
]
=
[
indexL
2
K (SM×N|UM×N, µ˜UM×N) : pi
]
=
[
indexL
2
K
(
SM×N|UM×N, µ^M|UM×N
)
: pi
]
=
[
indexL
2
K (SM×N, µ^M) : pi
]
=
[
indexL
2
K (SM, µM)⊗ indexK(SN) : pi
]
.
So Theorem 3.14 is true.
6 Quantisation commutes with reduction
As noted at the start of Subsection 3.5, proving Theorem 3.14 was the main
part of the work to prove Theorem 3.10. In the remainder of the argument,
the function d, defined in (4.14), plays an important role. We start by dis-
cussing some relevant properties of this function in Subsection 6.1. Then,
in Subsection 6.2, we combine these with Theorem 3.14 to obtain an ex-
pression for the multiplicities in Theorem 3.10, localised near a compact
set. Then we are in the same situation as in [27]. This will allow us to
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prove Theorem 3.9. In Subsection 6.3, we indicate how to apply, and gen-
eralise where necessary, the arguments in [27] needed to finish the proof
of Theorem 3.10.
Throughout this section, we consider the setting of Theorem 3.10.
6.1 Properties of the function d
Let d be the function on Zµ defined in (4.14). Localising K-invariant parts
of indices to neighbourhoods of d−1(0) will be an important step in the
proof of Theorem 3.10. The properties of d discussed in this subsection
will be used in that localisation.
First of all, the estimate (4.15) for d implies that for all C1 > 0, there
is a constant C2 > 0 such that for any K-equivariant Spin
c-manifold with
moment map µ, one has for allm ∈ Zµ,
(6.1) ‖µ(m)‖ ≥ C2 ⇒ d(m) ≥ C1.
As a consequence, properness of µ implies that the function d is proper
as well. We will write Z<0µ , Z
=0
µ and Z
>0
µ for the subsets of Zµ where the
function d is negative, zero and positive, respectively. Then Z=0µ is compact
by properness of d. By (4.15), the function d is bounded below, so that the
set Z<0µ is compact as well (though we will not use this). In addition, we
have the following generalisation of Lemma 4.16 in [27] to our setting.
Lemma 6.1. There is a neighbourhood of Z=0µ disjoint from Z
<0
µ and Z
>0
µ . (Hence
Z<0µ , Z
=0
µ and Z
>0
µ are all unions of connected components of Zµ.)
Proof. Let C2 be the constant in (6.1), with C1 = 1. Then ‖µ‖ ≤ C2 on
d−1
(
[−1, 1]
)
. The arguments in the proof of Lemma 4.16 in [27] therefore
show that d takes finitely many values in [−1, 1]. Hence there is an ε∈ ]0, 1[
such that d−1
(
] − ε, ε[
)
is is the desired neighbourhood of Z=0µ .
By Proposition 4.14, neighbourhoods of Z>0µ will not contribute to in-
variant parts of indices. In addition, the set where d is negative is empty
for the manifolds we will consider. Let O ∼= K/T be a regular, admissible
coadjoint orbit of K. Here admissibility means that O has a K-equivariant
Spinc-structure, for which the inclusion map µO : O →֒ k∗ is a moment
map. Let dO be the function on ZµM×(−O) defined in (4.14), applied to the
diagonal action by K on M × (−O), and the moment map µM×(−O). The
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following important property of the function dO was proved in Theorem
4.20 in [27].
Proposition 6.2. The function dO is nonnegative.
Remark 6.3. If one is interested in the K-invariant part of Q
Spinc
K (M,µ),
one can replaceM by a manifold on which the function d is nonnegative.
Indeed, the fact that that piK·ρ is the trivial representation implies that
Q
Spinc
K (M,µ)
K =
(
Q
Spinc
K (M,µ)⊗QSpin
c
(−K · ρ))K
= Q
Spinc
K
(
M× (−K · ρ), µM×(−K·ρ)
)K
.
So one can work with the manifoldM × (−K · ρ). On that manifold, the
fact that the orbit K · ρ is regular and admissible implies that the function
dK·ρ is nonnegative, by Proposition 6.2.
6.2 Localising multiplicities
As before, consider a regular, admissible coadjoint orbit O of K. Let piO :=
Q
Spinc
K (O) be the corresponding irreducible representation of K. It is noted
in Proposition 3.9 in [26] that every irreducible representation can be re-
alised in this way, for precisely one regular, admissible orbitO. In addition,
−O is also regular and admissible, and pi−O is the dual representation to piO.
LetmO ∈ Z be the multiplicity of piO in QSpin
c
K (M,µ). By applying The-
orem 3.14, with N = −O, we obtain an extension of the shifting trick:
(6.2) mO =
(
Q
Spinc
K (M,µ)⊗QSpin
c
K (−O)
)K
= Q
Spinc
K
(
M× (−O), µM×(−O)
)K
.
This generalises the expression for mO at the start of Section 4.5.3 in [27],
and is the basis of the proof of Theorem 3.10. It also allows us to prove
Theorem 3.9. Let dO be the function in Proposition 6.2.
Proof of Theorem 3.9. Suppose thatQ
Spinc
K (M,µ) 6= 0. Then there is a regular,
admissible coadjoint orbit O such thatmO 6= 0. Because of (6.2), this means
that
Q
Spinc
K
(
M× (−O), µM×(−O)
)K 6= 0.
Proposition 4.14 then implies that the function dO is not strictly positive.
By the first point in the second part of Theorem 4.20 in [27], this implies
that there is a class (h) ∈ Hk such that ([kM, kM]) = ([h, h]). 
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Now consider the compact set
Z=0µM×(−O) := d
−1
O (0).
By Lemma 6.1, there are disjoint, K-invariant open subsetsU<0, U=0, U>0 ⊂
M× (−O) such that Z=0µM×(−O) ⊂ U=0, and dO is negative on U<0 ∩ ZµM×(−O)
and positive on U>0 ∩ ZµM×(−O) . By Proposition 2.12, we have
Q
Spinc
K
(
M× (−O), µM×(−O))K =
Q
Spinc
K
(
U<0, µM×(−O)|U<0
)K
+Q
Spinc
K
(
U=0, µM×(−O)|U=0
)K
+Q
Spinc
K
(
U>0, µM×(−O)|U>0
)K
.
Now the first term on the right hand side vanishes by Proposition 6.2,
while the last term vanishes by Proposition 4.14. Therefore, we obtain a
localised expression for the multiplicitymO.
Corollary 6.4. For any K-invariant, open neighbourhood U=0 of Z=0µM×(−O) such
that U=0 ∩ ZµM×(−O) = Z=0µM×(−O), the multiplicity mO of piO in Q
Spinc
K (M,µ)
equals
mO = Q
Spinc
K (U
=0, µM×(−O)|U=0)
K.
6.3 Decomposing multiplicities
The expression for the multiplicity mO in Corollary 6.4 is the same as the
expression just below the first display at the start of Section 4.5.3 in [27].
In addition, the set Z=0µM×(−O) is compact, so that the set U
=0 may be chosen
to be relatively compact. So from here on, the situation is exactly the same
as in [27]. Therefore, the arguments needed to deduce Theorem 3.10 from
Corollary 6.4 are the same as those used in [27] to deduce Theorem 5.9 in
that paper from the localised expression formO at the start of Section 4.5.3.
We finish the proof of Theorem 3.10 by summarising these arguments and
how to apply them in our setting.
Since Proposition 4.25 in [27] is stated and proved without assuming
the manifoldM to be compact, the decomposition (4.30) in [27] still holds
in our setting:
(6.3) mO =
∑
P
mPO,
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withmPO as defined below (4.30) in [27]. Here the sum runs over all admis-
sible coadjoint orbits P of G such thatQ
Spinc
K (P) = piO and the stabilisers of
points in P are conjugate to kξ, where ξ ∈ k∗ is an element such that
[kM, kM] = [kξ, kξ].
The integersmPO can be computed in terms of actions by tori, by Theorem
4.29 in [27].
This theorem is based on Propositions 4.15 and 4.28 in [27]. Proposition
4.28 in [27], and its proof, remain true without changes for noncompact
manifolds. In Proposition 4.15 in [27], one considers a compact component
of the set or zeroes of the vector field induced by a moment map. Since
the set Z=0µM×(−O) is compact, this proposition still applies in our setting.
Therefore, Proposition 4.15 in [27] can be used to show that the expression
for mPO above Proposition 4.28 in [27] is true in the proper moment map
case. It then follows that Theorem 4.29 in [27] generalises to this more
general case, because the remainder of its proof is a local computation.
This finally allows one to prove Theorem 3.10. In Sections 5.1 and 5.2
of [27], possibly noncompact Spinc-manifolds with proper moment maps
are considered, so the results there apply in our setting. Using Proposition
5.8 in [27], and the definition of quantisation of reduced spaces on page
53 of [27], one concludes that Theorem 5.9 in [27] generalises to the proper
moment map case, which is to say that the expression for mλ in Theorem
3.10 is true.
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