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Abstract
In this thesis, we study the properties of one-dimensional chiral matter-wave solitons
described by a density-dependent gauge theory. We begin, by first detailing the
origin of the physical model, in which a synthetic density-dependent gauge potential
is optically engineered in an ultracold bosonic gas. The resulting equation of motion
for the condensate, which takes the form of a ‘chiral nonlinear Schrödinger equation’,
will then be the main focus of this work, as the prose of the thesis changes from
the field of condensed matter physics to that of nonlinear dynamics. In particular,
we will demonstrate how the introduction of the density-dependent gauge potential
leads to the breakdown of integrability, Galilean invariance, and chiral symmetry in
the model and show how these properties, in part, lead to the emergence of both
dark and bright chiral soliton solutions. From this, we will derive the principle
conservation laws of the model using variational techniques and illustrate the semi-
classical behaviour of the solitons in the context of the density-dependent gauge
theory. The majority and remainder of this thesis, will then be devoted to two
of the traditional problems in nonlinear physics for the bright chiral soliton: the
stability in response to a linear perturbation and the collision dynamics between
pairs of solitons. Here, we will find that the gauge theory features near-integrable
dynamics in the case of a single-soliton, but is dominated by non-integrable dynamics
in the two-soliton case. This result demonstrates the role and importance of non-
integrability in the description of nonlinear models, while potentially offering new
possibilities for the coherent control of solitons in the ultracold setting.
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The content of this thesis is based, in part, on the following two publications:
(i) R. J. Dingwall, and P. Öhberg
Stability of matter-wave solitons in a density-dependent gauge theory
Phys. Rev. A 99, 023609 (2019)
Abstract: We consider the linear stability of chiral matter-wave solitons described by
a density-dependent gauge theory. By studying the associated Bogoliubov-de Gennes
equations both numerically and analytically, we find that the stability problem ef-
fectively reduces to that of the standard Gross-Pitaevskii equation, proving that the
solitons are stable to linear perturbations. In addition, we formulate the stability
problem in the framework of the Vakhitov-Kolokolov criterion and provide supple-
mentary numerical simulations which illustrate the absence of instabilities when the
soliton is initially perturbed. These results justify the production of chiral solitons in
ultracold experiments and their potential application for practical transport dynamics
in interferometry and atomtronics.
(ii) R. J. Dingwall, M. J. Edmonds, J. L. Helm, B. A. Malomed, and P. Öhberg
Non-integrable dynamics of matter-wave solitons in a density-dependent gauge theory
New. J. Phys. 20, 043004 (2018)
Abstract: We study interactions between bright matter-wave solitons which acquire
chiral transport dynamics due to an optically-induced density-dependent gauge po-
tential. Through numerical simulations, we find that the collision dynamics feature
several non-integrable phenomena, from inelastic collisions including population trans-
fer and radiation losses to the formation of short-lived bound states and soliton fission.
An effective quasi-particle model for the interaction between the solitons is derived by
means of a variational approximation, which demonstrates that the inelastic nature
of the collision arises from a coupling of the gauge field to velocities of the solitons. In
addition, we derive a set of interaction potentials which show that the influence of the





In the past half-century, the study of solitons has seen a massive resurgence in activ-
ity following the ground-breaking development of the Inverse Scattering Transform
in the study of fully-integrable nonlinear partial differential equations [1–5]. These
solitary waves, characterised by their permanent form while moving at a constant
velocity, appear in a multitude of physical systems, branching together intricate
topics in mathematics such as integrability and nonlinear phenomena, to the fields
of hydrodynamics [6], biology [7, 8], nonlinear optics [9, 10], and condensed matter
physics [11–15]. In particular, the prediction and experimental realisation of solitons
in these systems, has been a major triumph for the description of nonlinear models
in nature, and an important factor behind proposals for the application of solitons
in long-distance optical communications [16–18].
At the forefront of soliton research, are low-temperature ensembles of bosonic
and fermionic atoms, or more commonly referred to as ultracold quantum gases
[14, 15, 19]. Since their first production in a series of independent experiments be-
fore the turn of the millennium [20–22], these systems have developed as a highly
controllable environment to study not only soliton dynamics, but also various as-
pects of theoretical physics in the ultracold setting. For this purpose, they can be
composed of a large variety of bosonic or fermionic elements and isotopes, includ-
ing several of the alkali and alkaline-earth metals [20–24], and lanthanides [25, 26].
Additionally, they can be prepared in various trapping geometries, ranging from
harmonic to periodic [27], as well as the possibility to realise arbitrary shapes using
painted potentials and spatial light modulators [28, 29]. On top of this, the effec-
tive dimensionality of the system can be reduced by restricting the spatial extent
of the trapping potentials [30], in analogy to the confinement of charge carriers in
semiconductor physics [31]. Furthermore, the strength of the interactions between
the condensate atoms can be controlled using Feshbach resonances [32], which was
applied to great success in observing the crossover between a state of Cooper pairs
and a condensate of diatomic molecules in a degenerate fermi gas [33].
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The ability to prepare, control, and study these ultracold systems, is undoubtedly
one of the greatest achievements of modern condensed matter physics and one of the
primary reasons behind proposals for their application in quantum simulation. The
general idea here, as originally proposed by Feynman [34, 35], is to simulate the dy-
namics of complicated quantum many-body models through analogue systems which
are engineered to emulate the desired effects. In this way, one can obtain valuable
insight into a given model while overcoming many of the difficulties encountered
in classical computation, such as the scaling of the Hilbert space and the fermion
sign problem in quantum Monte Carlo simulations. Furthermore, one could also
test theories beyond the reach of experimental studies, like black hole evaporation
in general relativity and the behaviour of strongly interacting matter in quantum
chromodynamics [36, 37]. So far, these ideas have been successfully realised in ul-
tracold gases, with notable works including the Mott-insulator to superfluid phase
transition [38], the paramagnetic to anti-ferromagnetic phase transition under an ap-
plied magnetic field [39], atomic Zitterbewegung [40, 41], and the emulation of the
Hofstadter Hamiltonian [42]. Quantum simulators are of course not only limited to
ultracold systems, but have also been successfully realised in systems of trapped-ions
[43], photonics [44], and superconducting circuits [45].
Although the primary purpose of a quantum simulator is to gain insight from
the study of an analogue model, in many cases the techniques of engineering these
simulators can often lead to new novel means for the control and manipulation of the
host system. In particular, with the advent of synthetic gauge potentials in ultracold
gases [46, 47], new possibilities are now available for the coherent control of the gas
in the theme of nonlinear dynamics. It is for this reason that the following thesis
is presented, as we set out to study how the dynamics of an ultracold bosonic gas
is modified by the presence an optically-induced density-dependent gauge potential
[48], with the ultimate goal centered on how emergent phenomena could be exploited
in applications like interferometry and future atomtronic based technologies [49–51].
For this reason, we will study in this thesis, the topic of chiral solitons described
by the density-dependent gauge theory and consider two of the important problems
for the production of these solutions in future ultracold experiments; the stability
of the soliton in response to a linear perturbation [52], and the collision dynamics
between pairs of solitons [53].
2
Chapter 2
Synthetic gauge potentials in ultracold atomic gases
2.1 Introduction
For the construction of an analogue model to simulate various problems in condensed
matter physics, such as the standard and fractional quantum Hall effect, we require
the engineering of a system which describes the dynamics of a single or ensemble
of charged particles in an applied potential. For the latter point, the availability
of various trapping geometries in ultracold gases makes these system a promising
candidate for this purpose. However as an ultracold gas is charge neutral, and
therefore does not move under an applied electromagnetic field due to the Lorentz
force, this immediately puts the proposition of realising a quantum simulator in
these systems into question.i
The solution to this problem, is the engineering of artificial or synthetic gauge
fields which arise from applied forces on the condensate which mimic the motion of
a charged particle. Generally, this can be achieved using three methods:
(i) The introduction of rotation, such as through asymmetric trapping potentials
and laser spooning, with the vector potential related to the Coriolis force in the
rotating frame [55–58].
(ii) Light-matter interactions, where a set of geometrical gauge potentials emerge
from the adiabatic motion of an optical dressed state that is composed of mul-
tiple internal states of the atoms [59, 60].
(iii) Floquet engineering, where gauge potentials arise from modulating the trapping
potential, such as by shaking or changing the on-site interaction energy of an
optical lattice [61, 62].
iNote, that an applied electromagnetic field will still affect the condensate atoms, such as
through the Zeeman splitting of the fine and hyperfine structure [54], as well as controlling the
scattering strength of the condensate through Feshbach resonances [32].
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Using these techniques, researchers have been able to realise a comprehensive cata-
logue of artificial gauge theories in ultracold gases, including abelian gauge potentials
in the spirit of electromagnetism, but also for non-abelian models which describe
more complicated theories of particle interactions (see [46, 47] for reviews). This has
principally lead to the generation of effective spin-orbit coupling and vortices in ul-
tracold experiments [63, 64], in analogy to the phenomena encountered in condensed
matter physics.
In preparation for our studies in this thesis, we present in this chapter, a brief
review of the mean-field description of ultracold bosonic gases and how synthetic
gauge fields can be engineered in these systems. Here, we will only present the
essential details needed, namely the topics of rotation- and light-induced synthetic
gauge potentials, as our focus for the most part, will be on how the dynamics of
the condensate is modified through their introduction. Instead, we refer the reader
to more comprehensive reviews on ultracold gases [14, 15, 19], and synthetic gauge
potentials [46, 47].
2.2 The Gross-Pitaevskii equation
The mean-field description of a low-temperature weakly-interacting bosonic gas was
first presented independently in the works of Gross and Pitaevskii in the early sixties
[65, 66]. Since then, this model has proven to be a valuable tool in the study of
quantum gases, validated not only by the successful production of ultracold gases in
experiments [20–22], but also by several studies into predicted phenomena that have
been verified experimentally. These include the emergence of vortex lattices under
rotation [55–58], the properties of elementary excitations [67–71], and the generation
of matter-wave solitons as prime examples [72–75]. This success is undoubtedly one
of the greatest achievements of modern condensed matter physics, and one of the
primary reasons for the growth and prominence of the field of ultracold gases in
recent years.
To begin the derivation, we consider an ensemble of N interacting bosonic parti-
cles confined in an external trapping potential V (r). The many-body Hamiltonian
describing the atoms in second-quantised form, is given by
Ĥ =
∫












dr′ Φ̂† (r, t) Φ̂† (r′, t)Vint (r− r′) Φ̂ (r′, t) Φ̂ (r, t) ,
(2.1)
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where Φ̂† (r, t) and Φ̂ (r, t) are the bosonic field operators and Vint (r− r′) represents
the two-body interatomic potential between particles at positions r and r′. The
statistics and indistinguishability of the bosonic atoms are encoded in the commu-
tation relations
[
Φ̂ (r, t) , Φ̂† (r′, t)
]
= δ (r− r′) , (2.2)
and
[




Φ̂† (r, t) , Φ̂† (r′, t)
]
= 0. (2.3)
The evolution of the field operator Φ̂(r, t) can be determined directly from the














dr′ Φ̂† (r′, t)Vint (r− r′) Φ̂ (r′, t) Φ̂ (r, t) .
(2.4)
To proceed, we assume that the gas of atoms is dilute and cooled to sufficiently
low temperatures such that the interactions between atoms is dominated by low-
energy binary collisions. Under these conditions, the interatomic potential can be
approximated as a pseudo-potential of the form
Vint (r− r′) = gδ (r− r′) , (2.5)
where the coupling constant g = 4π~2as/m with s-wave scattering length as, char-
acterises the strength of the interactions. Substituting the pseudo-potential into the









2 + V (r) + g Φ̂† (r, t) Φ̂ (r, t)
]
Φ̂ (r, t) . (2.6)
The final task involves decomposition of the field operators. For condensation
to occur, a large population of the atoms must reside in the same single-particle
quantum state. In this way, the field operator can be decomposed in the Bogoliubov
approximation as
Φ̂ (r, t) = Φ (r, t) + Φ̂′ (r, t) , (2.7)
where Φ̂′ (r, t) is a perturbation which describes the depletion away from the con-
densed state and Φ (r, t) = 〈Φ̂ (r, t)〉 is the mean-field order parameter, whose square
5




dr |Φ (r, t) |2, (2.8)
for the condensate density ρ = |Φ (r, t) |2. Assuming that the quantum depletion
is negligible at low temperatures, Eq. (2.6) becomes a zeroth-order theory for the









2 + V (r) + g|Φ (r, t) |2
]
Φ (r, t) (2.9)
In the absence of the trapping potential, Eq. (2.9) is formally equivalent to the non-
linear Schrödinger equation, which is encountered in numerous physical models, but
principally in the field of nonlinear optics [9]. This similarity opens the possibility
to study familiar topics known from nonlinear physics in the ultracold regime, and
has been demonstrated in works detailing four-wave mixing [76], modulation insta-
bility [72], and the generation of matter-wave solitons [72–75]. The production of
these phenomena in ultracold experiments, has served not only as a prime example
for the applicability of nonlinear models in physics, but also as a validation for the
semi-classical mean-field description of quantum gases.
2.3 Electromagnetism
The classical theory of electromagnetism is one of the simplest gauge theories en-
countered in theoretical physics, where the interaction of electrically charged parti-
cles is described by the electric and magnetic fields strengths, E (r, t) and B (r, t),
via Maxwell’s equations. This theory, in a similar manner to the nonlinear models
that we will encounter in this thesis, is a classical field theory with the abelian U(1)
symmetry group, which describes the propagation of waves.
Using the techniques of Lagrangian mechanics, the dynamics of a non-relativistic





2 + qA (r, t) · ṙ− qW (r, t) , (2.10)
where the magnetic vector potential A (r, t) and electrostatic scalar potentialW (r, t)
are defined through the relations





B (r, t) = ∇×A (r, t) , (2.12)
with the particle velocity v = ṙ. This Lagrangian can be minimised to obtain the
more familiar Lorentz force
F = q (E + v×B) , (2.13)
which shows that an electromagnetic field exerts two forces on a charged particle:
one along the same linear orientation of the electric field and another perpendicular
to the magnetic field.
Each of these gauge potentials possesses the property of gauge invariance, as their
definitions are invariant under the transformations




A (r, t) −→ A (r, t)−∇F (r, t) + C (2.15)
for an arbitrary function F (r, t) and constant C. This highlights an important
property; that the choice of the gauge potentials is not unique and can lead to the
same emergent electromagnetic field.
Using the techniques described later in Sec. 4.2.1, the corresponding electromag-
netic Hamiltonian reads as
Ĥem =
1
2m (p− qA(r, t))
2 + qW (r, t), (2.16)





= mvx + qAx. (2.17)
The prescription, p −→ p−qA(r, t), is often referred to in the literature as minimal
coupling. Comparing the above Hamiltonian to the Gross-Pitaevskii equation, the
task of realising an electromagnetic-type theory in ultracold gases can therefore be
posed by requiring the appearance of the gauge potentials A(r, t) and W (r, t) in
the mean-field description of the condensate. However, as we will demonstrate in
the next chapter, the form of these gauge potentials must be engineered carefully so
that the emergent electromagnetic fields are non-trivial.
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2.4 Rotation-induced gauge potentials
With the theories of ultracold bosonic gases and electromagnetism briefly reviewed,
we can now turn our attention to the engineering of synthetic gauge potentials in
these systems. The first example we will consider, is the case where a trapped gas is
uniformly rotated with rotational frequency ωrot. The Hamiltonian describing the
system in the rotating frame is given by
Hrot = H − ωrot · L =
p2
2m + V (r)− ωrot · L + g|Φ|
2, (2.18)
with the angular momentum operator L = r×p. By rearranging the above equation
into minimal-coupling form, one can obtain the new Hamiltonian
Hrot =
1
2m (p−mωrot × r)
2 + V (r)− 12m (ωrot × r)
2 + g|Φ|2. (2.19)
This example demonstrates that in the rotating frame, the Coriolis force enters as
an effective gauge potential on the mean-field level. However, this model features a
drawback, in that as the system is rotated faster, the condensate becomes displaced
due to the presence of an effective centrifugal term. It has been demonstrated
experimentally that rotating the condensate beyond a critical value leads to the
appearance of vortex lattices in the density profile of the condensate [55–58], which
verifies the existence of an effective magnetic flux being generated in the gas.ii
2.5 Light-induced gauge potentials
The next example we consider is the generation of geometrical gauge potentials
using light-matter interactions and the concept of adiabatic elimination [77]. To
illustrate this, we consider a two-level system, where two internal states of the
atoms are optically dressed by an external laser field. In the ultracold setting this
can principally be achieved using two different light-matter interaction schemes, as
pictured in Fig. 2.1. The first is a direct transition, which could for instance describe
an intercombination line in alkaline-earth metals such as Strontium [24]. Whereas
the second, a Λ-configuration, details a Raman transition between two hyperfine
levels of the atomic ground state, such as in the case of Rubidium and other alkaline
metals [54]. In both cases, the Hamiltonian describing the two-component non-




2m + V (r)
)
+ Ĥlm, (2.20)
ii Complete details on how vortices emerge through the introduction of angular momentum in
the gas, can be found in Chap. 9 of Pethick and Smith [14].
8
Figure 2.1: Light-matter interaction schemes for a two-level (a) and Λ-configuration (b),





 cos θ e−iφ` sin θ
eiφ` sin θ − cos θ
 , (2.21)
describes the optical coupling between the two internal states the atom, charac-
terised by five parameters: the laser phase angle φ`, laser detuning ∆`, mixing




, and the Rabi and generalised Rabi frequencies, Ω and
Ω̃ =
√
∆2` + Ω2, respectively.










with eigenvalues λ± = ±~Ω̃/2, which are also called ‘dressed states’ [78]. As
Eq. (2.21) is self-adjoint, the eigenvectors |σ+〉 and |σ−〉 form a normalised orthog-




|σn〉 〈σn| . (2.24)
In the following, we will assume the adiabatic approximation, in which the particle
is prepared initially in one of the optical dressed states and moves sufficiently slowly
such that it remains proportional to that state for all time. In this way, the second
dressed state may be adiabatically eliminated from the system dynamics, such that
9





a≈ Φ± |σ±〉 . (2.25)
Here, we have introduced the amplitude coefficients Φn and the notation
a≈ for the
adiabatic approximation. To proceed, we project the adiabatic state vector onto the
momentum operator to reveal








(p− i~ 〈σ±|∇σ±〉) Φ±
]
|σ±〉 − i~Φ± |σ∓〉 〈σ∓|∇σ±〉 ,
(2.26)
after a single application of the completeness relation. By projecting the adiabatic








2 +W + V ± ~Ω̃2
]
Φ±, (2.27)









(∇θ)2 + (∇φ`)2 sin2 (θ)
]
, (2.28)
and a vector potential
A±
a≈ i~ 〈σ±|∇σ±〉
a≈ ~2∇φ` (cos θ − 1) . (2.29)
The labelling of geometrical in this instance, highlights that these potentials depend
not on the strength of the laser parameters, but their geometry via the vectorial
coordinate r. The first of these, the scalar potential, details the micromotion of the
atom as it makes virtual transitions between the two dressed states. Whereas the
vector potential takes the familiar form of the Mead-Berry connection [77], which is







that the system obtains as it slowly moves around a contour in the parameter space.
2.6 Summary and outlook
In this chapter, we have provided a short review on the topic of engineering synthetic
gauge potentials in ultracold atomic gases. At this brief conclusion, we emphasise
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that the techniques reviewed in this chapter are only a small sample of the available
methods for engineering synthetic gauge potentials. In particular we have only
focused on the simplest models featuring abelian gauge theories and not considered
more involved models that can realise non-abelian gauge potentials [46, 47]. In the




Simulating a density-dependent gauge theory
3.1 Introduction
So far in this thesis, we have detailed techniques which can engineer synthetic gauge
potentials in ultracold gases. These methods however, suffer from a common draw-
back in that the synthetic gauge potential is defined by externally controlled pa-
rameters, such as the rotation frequency or laser parameters, without any explicit
dependence on the matter-field of the condensate. These gauge potentials are there-
fore static, and do not describe a dynamical gauge theory which correctly captures
the physics of electromagnetism.
To overcome this shortcoming, several proposals have appeared on the simulation
of abelian and non-abelian gauge theories featuring dynamical gauge potentials in
optical lattices [79–82]. In these works, focus is predominately aimed at the study
of fermionic matter, so as to circumvent the problems encountered in quantum
Monte Carlo simulations. In more modest approaches, proposals have also appeared
on the engineering of density-dependent gauge potentials in both continuum and
lattice models [48, 83, 84], which feature a back-action between the matter-field and
gauge potential. In this case, the resulting gauge theory is not fully dynamical but
represents a small step towards the eventual simulation of a complete theory. Very
recently, the first series of experiments in this area have appeared, with a dynamical
gauge theory realised in trapped ion systems [85], and a density-dependent gauge
potential in a Bose-Einstein condensate loaded into a two-dimensional optical lattice
[86].
In this chapter, we detail one of these methods, in which one can go beyond
the static gauge potentials described previously and realise an interacting gauge
theory in an ultracold gas. The key ingredient here, will be an effective spatial-
detuning induced by a two-component interacting gas, which in the context of the
techniques described in Sec. 2.5, can lead to the emergence of a density-dependent
gauge potential. Although the resulting gauge theory will not be truly dynamical,
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as the effective electromagnetic fields will vanish in the absence of the matter-field,
the mean-field description of the condensate will possess many new features which
greatly modify the dynamics of the gas.
3.2 Density-dependent gauge theory
In the previous chapter, we saw how a spatially-varying laser phase and optical
detuning can give rise to geometric gauge potentials in a two-level model via adi-
abatic elimination. The first step in the construction of a set of dynamical, or
more correctly speaking, density-dependent gauge potentials in the ultracold set-
ting, therefore amounts to the situation in which the optical detuning depends on
the local density of the gas.
To realise this, we consider the model studied in Ref. [48], in which a harmonically-
trapped two-level Bose-Einstein condensate, with internal states |1〉 and |2〉, is op-
tically dressed by an external laser field. The mean-field Hamiltonian describing





2m + V (r)
)
Î2×2 +
g11|Φ1|2 + g12|Φ2|2 0
0 g12|Φ1|2 + g22|Φ2|2
+ Ĥlm, (3.1)







is simplified by setting the laser detuning to zero with ∆` = 0 [46, 47]. The mean-
field interactions appearing in Eq. (3.1) take the familiar form for a two-component
(spinor) condensate [14, 15], with the strength of the interactions between the atoms
in states i and i′ controlled by the scattering parameters gii′ = 4π~2as,ii′/m. Also
appearing, is the harmonic trapping potential
V (r) = 12m
(
w2xx
2 + w2yy2 + w2zz2
)
, (3.3)
characterised by the length scale `ν =
√
~/(mων) with oscillation frequency ων , for
each spatial coordinate ν = {x, y, z}.
To construct a density-dependent gauge theory, we will assume that the gas is
sufficiently dilute such that mean-field interactions can be treated as a small per-
turbation to the laser coupling, with ~Ω gii′|Φi′|2. Then, following the techniques
detailed in Sec. 2.5, we may describe the many-particle state of the system as a
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|1〉 ± eiφ` |2〉
)
, (3.4)
are weakly perturbed by the mean-field interactions. Then to proceed, we assume, as
before, that the system is prepared and remains in one of the dressed states, such that
the dynamics of the remaining dressed state can be adiabatically eliminated. The
matrix describing the mean-field interactions can then be rewritten in the dressed
basis using the unitary transformation V± = U †VU , with U = (σx + σz) /
√
2 defined
in terms of the Pauli matrices σx and σz, and reads as
V±
a≈
 g (g11 − g22) /4
(g11 − g22) /4 g
 |Φ±|2. (3.5)
In writing Eq. (3.5), we have introduced the dressed scattering parameter g =






a≈ 〈i|σ(0)± 〉Φ±. (3.6)
The first-order corrections to the model can then be calculated directly from per-
turbation theory, leading to the perturbed or ‘interacting’ dressed states
|σ±〉
a≈ |σ(0)± 〉 ±
g11 − g22
8~Ω |Φ±|
2 |σ(0)∓ 〉 , (3.7)
with eigenvalues
E±
a≈ ±~Ω2 + g|Φ±|
2. (3.8)
The state vector, in the basis of the interacting dressed states, can then be written
in the adiabatic approximation as |Φ(r, t)〉 a≈ Φ± |σ±〉. Projecting this onto Eq. (3.1),
leads to the effective Hamiltonian
Ĥ±
a≈ 12m (p̂−A±)




where the geometric potentials are given to leading order by
A±





2m | 〈σ∓|∇σ±〉 |
2 = |A
(0)|2
2m +O (a1) . (3.11)
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The form of the vector potential described by Eq. (3.10) highlights the central result
of the model; that the effective detuning induced by the interacting gas can give rise
to a density-dependent gauge potential, parametrised by the single-particle vector
potential A(0) = − (~/2)∇φ` and strength a1 = ∇φ` (g11 − g22) / (8~Ω).
The equation of motion governing the evolution of the condensate amplitude
















with respect to Φ∗±(r, t) (see Sec. 4.2.1). After dropping the ± subscripts and the adi-
abatic notation, the mean-field Gross-Pitaevskii equation describing the condensate














The density-dependent or ‘interacting gauge theory’ described by Eq. (3.13) repre-
sents a novel nonlinear model in which the condensate dynamics is influenced by
a back-action between the matter-field and the gauge potential. This is achieved
through the appearance two geometric potentials on the mean-field level, but also
by the presence of two nonlinearities: the standard cubic nonlinearity describing the
contact interactions between the condensate atoms, and a new nonlinearity in the
form of a probability current
j = 12m
[
Φ (p̂ + A) Φ∗ − Φ∗ (p̂−A) Φ
]
. (3.14)
Interestingly, this probability current is exactly the form known for a charged particle
in an electromagnetic field, which in this model, acts as a collective drift of the
condensate density ρ(r, t) = |Φ(r, t)|2, via the continuity equation
∂ρ
∂t
= −∇ · j. (3.15)
Despite the structure of these equations, this model unfortunately does not de-
scribe a dynamical gauge theory, as the corresponding magnetic field vanishes in the
absence of the interacting gas. However, Eq. (3.13) does represent an interesting
model from a nonlinear dynamics perspective, due to the appearance of the cur-
rent nonlinearity and gauge potentials. In other works, it has been demonstrated
how these can lead to unconventional vortex dynamics in a two-dimensional system
[87, 88], as well as various novel scenarios for the one-dimensional condensate which
will be detailed in the next section.
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3.3 One-dimensional reduction
One of the major advantages in the experimental control of ultracold gases is the
ability to restrict the effective dimensionality of the system by controlling the indi-
vidual oscillation frequencies of the trapping potential [30]. For our purposes, we
will primarily be interested in the one-dimensional properties of the model, in order
to study the soliton solutions of the interacting gauge theory.
To achieve this, we assume that the harmonic potential is tightly confined in the
radial plane r⊥(y, z), but weakly trapped along the axial x-axis, such that ω⊥ =
ωy = ωz with ω⊥  ωx. In this regime, the condensate dynamics in the radial plane
can be regarded as effectively stationary, with transitions to the excited states of
the radial trap being energetically unfavourable, provided ~ω⊥  g|Φ|2. The total
condensate wavefunction can then be factorised as [89, 90]
Φ(r, t) = Ψ(x, t)Ψ⊥(y, z)e−iµt/~eiφ`/2, (3.16)
























Ψ⊥(y, z) = µΨ⊥(y, z). (3.18)
Substituting Eq. (3.16) into Eq. (3.13), multiplying by Ψ⊥(y, z), and integrating


































where the zeroth-order contribution to the vector potential has been eliminated by
setting φ` = q`x, with wave-vector q`. The scalar potential appearing in Eq. (3.19)
is given by W̃ = ~2q2`/ (8m), with the scattering parameters g1D = g/(2π`2⊥) and
a1 = q` (g11 − g22) / (16π`2⊥Ω), rescaled by the radial area of the gas.
Rather than working with Eq. (3.19) directly, it will be favourable in most cases
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which is arrived at by using the nonlinear transformation












In the absence of the trapping potential and the cubic nonlinearity, Eq. (3.21) is
often referred to in the literature as a ‘chiral nonlinear Schrödinger equation’, which
was originally studied in the context of one-dimensional anyons [91]. Compared to
the standard Gross-Pitaevskii equation and several derivative-type nonlinear equa-
tions [92, 93], this model is generally non-integrable, due to failing both the Inverse
Scattering and Painlevé tests [94–96]. Additionally, the model is not invariant un-
der either a Galilean or parity transformation [97, 98], which consequently leads to
breakdown of the conservation of canonical momentum. These properties in part,
can then lead to many unconventional scenarios featuring chiral transport dynamics
for the one-dimensional condensate, including the asymmetric expansion of the con-
densate envelope [48], collective modes which violate Kohn’s theorem [99], and the
central topic of this thesis; the emergence of chiral soliton solutions [52, 53, 97, 98].
At this stage, it is important to stress that Eq. (3.23) is not a gauge transforma-
tion, but rather a nonlinear transformation of the field, as several dynamical quan-
tities, such as the momentum and energy densities, are modified in the transformed
picture [97, 100] (see Sec. 4.4). This property will have profound consequences in
the variational description of the chiral model and will be the main subject of the
following chapter. Additionally, here and throughout the rest of this thesis, we will
label the equations of motion, Eq. (3.19) and Eq. (3.21), as being in the ‘standard’
and ‘transformed’ pictures respectively, in preparation for these discussions.
As a final note before proceeding, it is important to discuss the practicalities of
realising the one-dimensional interacting gauge theory in ultracold experiments, in
addition to corrections of the one-dimensional model which arise from the residual
dimensionality of the system. For the first point the principle criteria are:
(i) The atomic lifetimes in both internal states should be long-lived and on the
order of the condensate lifetime, to offset losses to spontaneous emission.
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(ii) The coupling between the dressed states and any other atomic states should
minimised, as set by the adiabatic approximation ~Ω gii′|Φi′ |2.
(iii) The difference in the scattering parameters of the internal states should be
significant in order for the strength of the gauge field to be meaningful, such
that g11 6= g22.
For these reasons, the use of standard alkali species such as Rubidium, which fea-
ture fast decay rates in addition to small differences in the scattering parameters
of the hyperfine manifold, would render these systems unsuitable for realising the
interacting gauge theory. Instead, condensates composed of Strontium, Calcium, or
Ytterbium atoms would provide a more favourable option [48], due to their long ra-
diative lifetimes. However, we should note that the drawbacks associated with alkali
atoms could potentially be circumvented using dark states [46], as well as through
careful tuning of Feshbach resonances [32]. More details are provided in Ref. [48].
In regards to the second point, there are two experimentally-relevant properties
of the three-dimensional gas that are neglected in the one-dimensional model:
(i) For a cylindrically-trapped condensate with attractive interactions (g < 0),
the number of condensate atoms must not exceed the critical value Nmax ≤
0.68`⊥/|as|, in order to avoid critical collapse [101].
(ii) Three-body inelastic collisions, described by a cubic-quintic nonlinearity [102,
103], which arise from the fact that the condensate dynamics in the transverse
plane are strictly speaking non-stationary.
These two points are particularly important in the discussion of bright solitons, as
the first imposes a strict stability criterion for the gas, with the second contributing
not only to atomic losses, but also to the onset of non-integrable dynamics in the
system. This latter point, in addition to the fact that a harmonic trapping potential
also (albeit weakly) breaks the integrability of the system, can potentially have
detrimental effects on the coherence of soliton collisions, including soliton bound
states and fusion [102], in addition to a interaction-induced shift of the soliton
oscillation frequency, as demonstrated in ultracold experiments [104].
3.4 Breakdown of Galilean invariance
In classical mechanics, the property of Galilean invariance is a common dynamical
feature which states that the laws of motion are equivalent in all inertial reference
frames. The same principle also applies for several wave equations, such as the
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linear and non-linear Schrödinger equations, and the Korteweg-de Vries equation.
As we will demonstrate, our interacting gauge theory is unfortunately not Galilean
invariant, and will lead to contradictory dynamics between a stationary and moving
condensate. Notably, a similar situation also appears in spin-orbit coupled conden-
sates [105, 106].
To illustrate this, we consider two inertial reference frames, in which one of the
reference frames is moving relative to the second at a constant velocity v. The
transformation between the stationary-frame coordinates (x, t) and moving-frame
coordinates (xm, tm), are given by the translations xm → x − vt and tm → t, with














In addition to this, an additional phase factor in the condensate wavefunction is
required to describe the relative motion between the reference frames, and can be
written using a Madelung transformation
ψ(x, t) = ϕ(xm, tm)eiS(xm,tm), (3.26)
where ϕ(xm, tm) and S(xm, tm) are real functions corresponding to the envelope and
phase of the condensate respectively. In the following, we impose no restrictions on
the form of ϕ(xm, tm) except that it must be a continuously differentiable function.
Whereas for S(xm, tm), we will explicitly assume that it is a linear function in the
coordinates xm and tm, such that all derivatives of second-order and higher equate
to zero.
By substituting the above set of translations into Eq. (3.21) and equating the real

































Then, by decoupling the phase function as S(xm, tm) = S(xm) + S(tm), we can
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where φ0 is an absolute phase arising from the initial condition S(xm)|xm=0 = φ0.

















where the underbraced term is identified as the stationary equation for the conden-
sate envelope with chemical potential µ. The temporal contribution of the phase







with the initial condition S(tm)|tm=0 = 0. Combining these results, the total phase





/~ + φ0, (3.32)
which takes the familiar form of a plane-wave which imprints a momentum boost
onto the condensate envelope.
Returning to the topic at hand, we may now write the Galilean transformation
for the moving-frame picture as
ψ(x, t) = ϕ(xm, tm)ei(mvxm+mv
2tm/2)/~, (3.33)
with the stationary transformation excluded. The dynamics of the condensate in











− 2a1j′(xm) + (g1D − 2a1v) |ϕ|2
]
ϕ. (3.34)
The introduction of the renormalised scattering parameter g̃1D = g1D − 2a1v high-
lights that Eq. (3.21) is not Galilean invariant, with the effective strength of the
mean-field interactions dependent on both the magnitude and direction that the
condensate is moving. The same result can also be obtained in a more modest



















which highlights the introduction of an effective cubic nonlinearity when the conden-
sate wave function is modulated by a spatially-varying phase. This feature details
the chiral nature of the condensate dynamics, and as we will show later, will lead to
the emergence of chiral soliton solutions [97, 98].
3.5 Breakdown of integrability
The property of integrability is arguably one of the most important and profound
features for the dynamical behaviour of a given model. Many of the standard non-
linear wave equations, such as the nonlinear Schrödinger, Korteweg-de Vries, and
Sine-Gordon equations, are integrable equations, and where each studied historically
in the framework of the Inverse Scattering transform [3–5].
Definition 3.1: A partial differential equation is said to be fully inte-
grable if the following conditions are true [13]:
(i) The solution to a well-posed initial or boundary value problem can
be expressed using elementary functions and obtained in a finite
number of algebraic operations.
(ii) The model contains an infinite number of conservation laws, where
each integral of motion is in involution with another (i.e. their Pois-
son bracket commutes), and are periodically bounded in a compact
phase-space; the Liouville-Arnol’d theorem.
In the context of the Inverse Scattering transform, the first of these conditions details
that the single- and N -soliton solutions to a suitable nonlinear equation can be con-
structed.i Whereas the second highlights that these models are highly constrained
by the existence of an infinite number of conservations laws, with the dynamics
experiencing periodic behaviour; the absence of chaotic motion as demonstrated in
the Fermi-Pasta-Ulam-Tsingou problem [107].
In the case of the interacting gauge theory, the model is non-integrable as it fails
both the Inverse Scattering and Painlevé tests [94–96]. As the proof of these is an
involved calculation, we will not reproduce the results presented in these papers, but
instead demonstrate how the integrability of the model can be restored in a more
modest calculation. To show this, we consider a derivative nonlinear Schrödinger
iBy suitable, we refer to an integrable nonlinear partial differential equation which supports a
soliton solution.
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which is an integrable model studied in the context of plasma physics and optical
fibres [92, 108, 109]. By redefining the nonlinear transformation as


























As the nonlinear transformation defined above only involves a change of the de-
pendent variable, the above equation is also integrable [96]; highlighting that the
integrability of our model can be restored by adding the additional quintic term.
However the solitons in that case will no longer be chiral [91]. Illustrative examples
of how the non-integrability of the interacting gauge theory modifies the condensate
dynamics will be shown when we study the interactions of chiral solitons in Chap. 7.
3.6 Summary and outlook
In this chapter, we have demonstrated how one can engineer a density-dependent
or ‘interacting gauge theory’ in an ultracold bosonic gas. This was achieved by the
presence of an effective detuning in an optically dressed two-component interacting
gas, where one of the interacting dressed states is adiabatically eliminated from
the system dynamics. Although the resulting gauge theory was not completely
dynamical, as the effective magnetic field vanishes in the absence of the interacting
gas, the nonlinear model features new novel features, including the breakdown of
both integrability and Galilean invariance, which greatly modify the dynamics of
the gas. The study of these features will be the central topic for the remainder of
this thesis, as we focus our attention to the study of solitons.
As a final note on the topic of synthetic gauge potentials, we note that although
these artificial gauge theories fall short in correctly capturing all the features of a
given model, they instead describe systems which are different than those present
in nature; a property which emphasises their artificial origin [46]. With this, we
can pose an alternative proposition for the field of synthetic gauge potentials; the
engineering and simulation of exotic states of matter which have no analogues in
nature. This idea has already been presented in the form of spin-orbit coupled
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bosons with synthetic spin-1/2 statistics [110, 111], with future proposals aimed at
how such a system can be used for strongly correlated topological matter, such as
topological insulators which feature metallic surface states [112].
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Chapter 4
Variational descriptions of a density-dependent gauge theory
4.1 Introduction
The techniques of Lagrangian and Hamiltonian mechanics, together with the cal-
culus of variations, plays a historic role for the description and solutions of various
dynamical problems in classical mechanics. These methods are powerful, offering
insight not only of the motion of objects, but also providing an elegant description
of the conservation laws and the corresponding symmetries underpinning a given
dynamical model. In particular, the development from a discrete model to a contin-
uum one, which amounts to a classical field theory, is important for the description
of nonlinear wave equations and understanding how the integrability of such models
manifests. Additionally, the quantisation of such a model as a quantum field the-
ory, is central in the description of the fundamental forces between particles in the
framework of the standard model [113, 114], as well as various topics in condensed
matter physics such as superconductivity and the interacting bosonic gas [115, 116].
The details of formulating the one-dimensional interacting gauge theory in a
variational framework were first presented in the original work by Aglietti et al.
[91], borrowing principles known from the derivative nonlinear Schrödinger equa-
tion [108, 109]. A complete description detailing the symmetries and corresponding
conservation laws was then later introduced by Jackiw [97], with a further extension
to the hydrodynamic picture performed by Lee et al. [100]. For our purposes, we
set out to further extend the above work in order describe our density-dependent
gauge theory in the variational framework. At first, the proposition of this problem
may seem trivial, merely amounting to the addition of the mean-field interactions
and the trapping potential on the variational level. However, we will demonstrate
that the mapping between the standard and transformed pictures requires care, as it




Before proceeding to describe our model in the variational framework, it is instruc-
tive to first present a brief review of the calculus of variations and its application
in the Lagrangian and Hamiltonian descriptions of a classical field theory. In the
following proofs, we will draw inspiration from the details presented in the books by
Greiner and Reinhardt [113], as well as Goldstein [117], but restricted to the case of
only a single spatial coordinate.
4.2.1 Lagrangian field theory
The central concept in the description of a classical field theory lies in the definition




dt L [Ψ,Ψt] , (4.1)
which describes all of the available paths that a system, defined by the Lagrangian
L [Ψ,Ψt], can traverse in the time interval t = t2− t1. Here, we have introduced the
compact notation, Ψi = ∂Ψ/∂i, for the coordinates i = {x, t}. Hamilton’s principle,
or the ‘principle of stationary action’, states that the true path that the system
evolves under, is the one which corresponds to a stationary point of the action.
Mathematically speaking, this details that the optimal path is the solution for the
minimisation problem
δS
δΨ∗ = 0, (4.2)
where δ/δΨ∗ represents the functional derivative, which will be derived as follows.



















with δΨ∗t = ∂/∂t (δΨ∗). Provided all of the available trajectories converge to a fixed
point at each limit of the time interval, we may use integration by parts, together
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δΨ∗ = 0, (4.5)
where the bracketed term is the famous Euler-Lagrange equation encountered in the
calculus of variations. The stationary solution can be determined from studying the
variations of the Lagrange functional.
To describe a scalar field which extends over all space, the Lagrangian functional
can be written as the spatial integral over a Lagrangian density
L(t) =
∫
dx L (Ψ,Ψx,Ψt) , (4.6)
which describes the value and gradients of a field at each position at a given moment
























δΨ∗ = 0, (4.8)














The solution of the above Euler-Lagrange equation, is therefore the one for which
Hamilton’s principle is satisfied. Once the Lagrangian density is known, the corre-
sponding field equations can be determined.
4.2.2 Hamiltonian field theory
To formulate the field theory in the Hamiltonian picture, we introduce the Legendre
transformation





− L (Ψ,Ψx,Ψt) , (4.10)
where the Hamiltonian density H (Ψ,Ψ∗,Π,Π∗) is defined by the introduction of
conjugate momentum fields Π = ∂L/∂Ψt and Π∗ = ∂L/∂Ψ∗t . Substituting Eq. (4.10)
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after a change of variables. The corresponding Hamiltonian, in a similar manner to
the Lagrangian, is given by the spatial integral
H =
∫
dx H (Ψ,Ψx) , (4.13)
which critically does not contain a time derivative of the field.
4.2.3 Noether’s theorem
Conservation laws are important in our understanding of the dynamics and con-
straints of a given model. Most of the physical models we encounter in undergrad-
uate studies feature these constraints, such as the conservation of momentum and
energy in classical mechanics, and the conservation of probability in quantum me-
chanics. The description of these quantities in the field theory setting was derived
in the celebrated work of Noether, and can be stated as:
Definition 4.2: For every continuous symmetry in which the action of
a system is invariant, there exists a corresponding conservation law.
Here, we will not detail the derivation of Noether’s theorem extensively, and instead
simply quote the essential results [13, 113].
By denoting the set of infinitesimal translations of the coordinates and the fields
as x → x + εxc, t → t + εtc, and Ψ → Ψ + εΨc, with the perturbation parameter
































Details on how the continuous symmetries lead to expressions for the conserved
quantities will be shown later in the chapter.
4.3 Lagrangian and Hamiltonian formulations
With a review of the Lagrangian and Hamiltonian field theories concluded, we can
now proceed to describe the interacting gauge theory in the variational framework.
We draw particular attention to the results presented in this subsection, as the La-
grangian and Hamiltonian densities will be used frequently in the following chapters
of the thesis.
To begin, we first consider the variational problem for the standard picture,
Eq. (3.19). The corresponding Lagrangian density, in the absence of the trapping












∣∣∣ (p̂− a1|Ψ|2)Ψ∣∣∣2 + g2 |Ψ|4. (4.18)
It is straightforward to demonstrate that by substituting Eq. (4.18) into Eq. (4.8)
and setting the integrand to zero, that the Lagrangian density correctly reduces to
the equation of motion.
The Lagrangian density and Euler-Lagrange equations in the transformed picture
can then be calculated directly from applying Eq. (3.37), and read as




































respectively. A peculiar attribute of the transformed picture is highlighted here,
with the appearance of a non-local contribution to the Lagrangian density. This
term complicates the minimisation procedure of the transformed Lagrangian density,
requiring several non-trivial steps in order to reduce correctly to the equation of
motion, as we outline as follows.
Lemma 4.1: The reduction of the transformed Lagrangian density L (ψ, ψx, ψt)
can be achieved using the Madelung transformation, ψ(x, t) = ϕ(x, t)eiφ(x,t),
where ϕ(x, t) and φ(x, t) are real functions.
Proof: The first step involves rewriting the non-local integral in term of the prob-
ability current, by using the continuity equation
∂
∂t








ρ(x′, t) = −j′(x, t). (4.21)



















































which can be proved using a Madelung transformation. Setting the integrand of
Eq. (4.22) to zero together with this result, then leads to the transformed equation
of motion, as required.i
Using the Lagrangian densities, the corresponding Hamiltonian densities can be
directly obtained from applying the Legendre transformation, Eq. (4.10), and are
given by
H (Ψ,Ψ∗) = − 12m
∣∣∣ (p̂− a1|Ψ|2)Ψ∣∣∣2 − g1D2 |ψ|4, (4.24)
and








for the standard and transformed pictures respectively. Note, that it is critical that
iThis refutes the claim in Ref. [98], that Eq. (3.21) cannot be obtained from a purely local
Lagrangian density.
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one obtains the transformed Hamiltonian density by applying the nonlinear trans-
formation to Eq. (4.24), as one can encounter inconsistencies through the Legendre
transformation approach.
At first glance, Eq. (4.25) would appear to be an incorrect Hamiltonian density
as it does not contain any explicit dependence on the gauge field. This matter is
























Reusing the techniques described previously in Lemma 4.1, then correctly leads to
the equation of motion. The minimisation for the standard picture, in a similar
manner to the Lagrangian case, is straightforward to prove and is not presented.
4.4 Conservation laws
As detailed earlier in Definition 3.1, one of the defining properties of integrable
models is that they possess an infinite number of conservation laws. As the chiral
model is non-integrable, and therefore cannot be described in the framework of the
Inverse Scattering transform, we unfortunately cannot determine the nature and
number of conservation laws in this way. However, we can at the very least derive
the principle conservations laws using Noether’s theorem [97, 100], by considering
the continuous symmetries of the model.
The first symmetry to consider is an infinitesimal change in the phase of the
wavefunctions, which corresponds to the familiar U(1) gauge symmetry encountered
in electromagnetism. Setting the infinitesimal translations of the coordinates as
xc = tc = 0 in Eq. (4.15), and identifying Ψc = iΨ/~ from the following first-order
expansion
Ψeiε/~ ≈ Ψ + iε
~
Ψ +O(ε)2, (4.27)








which describes the conservation of the particle number N in both the standard and
transformed pictures. The corresponding Noether currents can then be calculated
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These expressions are exactly the probability currents featured in Eqs. (3.20) and
(3.22), for the standard and transformed equations of motion respectively.
The next symmetry to consider is translational invariance, in which the fields are
unchanged under a small spatial translation, with tc = Ψc = 0 and xc = 1. The




















∣∣∣ (p̂− a1|Ψ|2)Ψ∣∣∣2 − ~24m d
2
dx2













|ψ|2 + g2 |ψ|
4,
(4.31)
which highlights an important dynamical property of the chiral model; that the
canonical momentum is not a conserved quantity in the transformed picture. In-
stead, the momentum density features an additional term due to the action of the
gauge field, in a similar manner to a classical particle travelling in an electromag-
netic field. Additionally, this feature also emphasizes that Eq. (3.23) is not a gauge
transformation, but rather a nonlinear transformation of the field.
Finally, for an infinitesimal temporal translation that leaves the fields unchanged,






















which describes the conservation of energy. The integrands in the above densities,
are simply the corresponding Hamiltonian densities in the standard and transformed
pictures, up to a minus sign, which are expected due to the fact that each model is
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which together with the energy densities, further highlights that Eq. (3.23) is a
nonlinear transformation.
In addition to the three conservation laws detailed above, a fourth symmetry of
the chiral model also exists in the form of dilation invariance [97, 118], which details
that the properties of a system are unchanged under a scaling transformation of the
space-time coordinates and fields
x→
√
εx , t→ εt , ψ(x, t)→ (ε)1/4ψ(
√
εx, εt). (4.34)
This means, that the physics of a model is the same at all length scales. It is
straightforward to demonstrate that by inserting the above transformations into
either Eq. (3.19) or Eq. (3.21), leads to an equivalent equation of motion provided
the scattering coefficients are adjusted to compensate the scaling.
4.5 Ehrenfest’s theorem and Poisson brackets
Although Noether’s theorem guarantees that the integrals of motion are conserved
quantities, it is a simple exercise to explicitly demonstrate by integration that the
Noether charges do not vary in time. This inevitably amounts to proving Ehrenfest’s
theorem.



















where Q(t) is a time-dependent self-adjoint operator inferred from the explicit form
of the Noether charge. Taking the derivative of both sides with respect to time and
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Using the definition of the commutator [Q, H] = QH −HQ, then leads to Ehren-
fest’s theorem as required. From this, one can conclude that a Noether charge is a
conserved quantity if [Q, H] and ∂Q/dt both equate to zero.
The same principles can also be determined through the use of Poisson brackets.
Definition 4.3: The Poisson bracket between a pair of functionals
F =
∫


















Explicitly taking the derivative of Q, together with Leibniz’s rule and the multi-















+ {ψ → Π}
]
(4.40)











+ {ψ → Π}
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. (4.41)






















which is equivalent to Ehrenfest’s theorem for ∂Q/∂t = 0. Importantly, if the
Poisson bracket between two observables equates to zero, then these quantities are
said to be in involution, which in the case of a projection onto the Hamiltonian,
proves that Q is a conserved quantity, as hinted in Definition 3.1.
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4.6 Summary and outlook
In this chapter, we have constructed the one-dimensional interacting gauge theory
in the formalism of both a Lagrangian and a Hamiltonian field theory. From this, we
were able to derive the principle conservation laws for the chiral model and demon-
strate through the methods of Poisson brackets and Ehrenfest’s theorem, that the
Noether charges do not evolve in time. Importantly, we found that the variational
descriptions can differ in the standard and transformed pictures, highlighting that
Eq. (3.23) is a nonlinear transformation, but not a gauge transformation.
The variational models and their conservations laws will be studied more in the
following chapters when we consider the properties of the soliton solutions in our
interacting gauge theory. In particular, we will find that the symmetries of the
model will appear in the solutions of the linear stability analysis, reinforcing the





Many of the nonlinear partial differential equations which describe the propaga-
tion of waves possess solitary wave solutions. These waves are one of the hallmark
features of nonlinear dynamics, appearing in the fields of nonlinear optics [9, 10],
condensed matter physics [11, 13–15], and biology [7, 8], in addition to their his-
torical beginnings in hydrodynamics [6, 119]. A universal definition of a soliton is
an awkward problem to present, as details can vary depending on the integrability
of the model, the topology of the boundary conditions, and what field of physics
the model is applied to. Notably, the terms ‘soliton’ and ‘solitary wave’, are often
abused and used interchangeably in physics, particularly in the study of ultracold
gases. Here, we present and expand on the definitions provided by Drazin and
Johnson [6], as well as Scott [13].
Definition 5.1: In an integrable model, a solitary wave is a solution
with the following properties:
(i) Of permanent form, due to a balance between the dispersive and
interaction forces of the model, or through topological protection.
(ii) Travels at a constant velocity up to a Galilean transformation.
Whereas a soliton is a solitary wave with the additional property that:
(i) Passes through and emerges from the collision with another soliton
unperturbed, except for a possible phase shift or drift of the centre
of mass. Or in other words, that the collision between two solitons
is elastic.
This last property details that a soliton is a solitary wave which behaves like a
classical particle. In addition to this, several studies have also demonstrated that
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under certain conditions, solitons can tunnel classically through a potential barrier
[120–123], which also hints at their particle-like behaviour. While in non-integrable
models, stable solitary wave solutions which behave similar to solitons can also exist
[2, 124], but their classification as solitons is often a debatable topic due to their
collision dynamics being generally inelastic.
The types of soliton solutions that one can encounter in nonlinear dynamics is
incredibly rich [8, 13]. Generally, one can categorize these into either continuum
solitons as solutions to a wave equation, or lattice (discrete) solitons as found in
the Toda lattice [125]. In the former case, this can be further classified into three
distinct types:
(i) Envelope solitons, which are composed of an envelope signal modulated by a
carrier wave, with the soliton formed by the delicate balance between the non-
linearity and dispersion, as found in the nonlinear Schrödinger equation.
(ii) Non-topological solitons, where the boundary conditions are topologically equiv-
alent for the soliton and vacuum state, with the soliton also formed by the bal-
ance between nonlinearity and dispersion, as found in the Korteweg-de Vries
equation.
(iii) Topological solitons or ‘kinks’, where the boundary conditions are not topologi-
cally equivalent, and can lead to soliton structures which are topologically pro-
tected due to the degeneracy of the vacuum state, as found in the sine-Gordon
equation.
For our purposes, we will only be concerned with the topic of envelope solitons, which
generally come in distinct two flavours: bright solitons, where the square modulus
of the envelope is single-humped and positive everywhere, and dark solitons, where
the square modulus features a dip on top of a background.
The successful realisation of envelope solitons in ultracold experiments was a
defining achievement for the mean-field description of the condensed state. For
bright solitons, this was first achieved independently in the groups of Salomon [73]
and Hulet [72]. In both cases, a gas of 7Li atoms was prepared in the |F = 1,mf = 1〉
hyperfine state, with the soliton formed by tuning the interactions from repulsive to
attractive using a Feshbach resonance. Similarly, the first experimental realisation
of dark solitons was demonstrated independently by two consortia of researchers,
one in a gas of 87Rb atoms [74], and a second with 23Na [75]. This was achieved in
both systems by the method of phase imprinting [126], where one half of the trapped
condensate is illuminated by a far-detuned laser beam and acquires an additional
phase factor.
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In the following years, this success has been further demonstrated through several
key experiments on both bright and dark trapped solitons [104, 127–129], which crit-
ically agreed with predictions from the one-dimensional Gross-Pitaevskii equation.
Whereas on the theoretical side, many papers have also appeared which propose
the existence of unconventional solitons in more exotic ultracold systems. These
include two-component solitons in spinor condensates [130, 131], gap solitons in
lattices [27], and for condensates featuring dipolar [132–134], as well as spin-orbit
interactions [135–138]. In this chapter, we show how the density-dependent gauge
theory can support another set of soliton solutions in the ultracold setting which
are called ‘chiral’ solitons.i
5.2 Chiral soliton solutions
For integrable models, the derivation of soliton solutions is most commonly known
to be obtainable using the Inverse Scattering transform [3–5], and in some instances,
through the use of Bäcklund transformations and Hirota’s bilinear method [139, 140].
However, for some nonlinear equations, the soliton solutions can also be obtained
more directly using standard integration techniques [2], as we will demonstrate as
follows.
The key idea to note, is that an envelope soliton is composed of a stationary
envelope function that is modulated by a carrier wave. Therefore, in order to derive
an expression for the soliton envelope, we may consider the problem in the moving-
frame in order to eliminate the momentum boost described by the carrier wave.









ϕS = 0. (5.1)
As the above equation takes the form of a stationary Gross-Pitaevskii equation but
with a trivial redefinition of the scattering parameter as g̃1D = g1D − 2a1v, we may
simply write down the soliton solutions of the interacting gauge theory in the form of
the standard matter-wave solitons with the mapping g1D → g1D−2a1v. However, for
completeness, we will present a formal derivation of the soliton solutions as follows.
To proceed, we multiply the above equation by dϕS/dxm and integrate the re-
sulting expression with respect to xm to obtain the first-order mechanical energy
iIn the following work, we will conform to the practice in referring to the solitary wave solutions










= V (ϕS), (5.2)
which effectively describes the motion of a particle in the one-dimensional potential
V (ϕS) = ϕ4S −
2µ
g̃1D
ϕ2S + C, (5.3)
with integration constant C.ii Details on the properties of this polynomial potential
can be found in Ref. [96], but will not be required to proceed.
5.2.1 Bright chiral solitons
For the boundary conditions ϕS|x→±∞ → 0 and dϕS/dx|x→±∞ → 0, which describes
a localised solution which is bounded as x→ ±∞, the integration constant C can be
































with g̃1D = g − 2a1v < 0, in which we have transformed back into the stationary-
frame. Illustrations of the bright soliton envelope, phase profile, and propagation
dynamics obtained numerically from a explicit central-difference algorithm, are pre-
sented in Fig. 5.1. Here, one can see that the solution retains its shape as it propa-
gates at a constant velocity, which justifies their classification as a soliton by Defi-
nition 5.1.
Due to the breakdown of Galilean invariance, both the chemical potential µ =
iiThe general solution to both the first- and second-order differential equations described here
can be written in terms of the Jacobi elliptic functions [96, 141]. However, we will not require the
use of these special functions in the following derivations as they reduce to hyperbolic functions







































Figure 5.1: Envelope (a), phase profile (b), and propagation of a bright chiral soliton (c),






























Figure 5.2: (a) Reflection of a chiral soliton off a hard-wall, with the corresponding time
evolution of the soliton width (b). The soliton parameters are g1Dm`/~2 = −1, vm`/~ = 1,
and a1/~ = 1.
−mg̃21D/(8~2) and effective width b = −2~2/(mg̃1D) of the soliton will depend on
the direction of motion. The soliton solution described above is therefore chiral,
such that under appropriate conditions, the soliton can either be stable or unstable
in a given direction. An illustrative example of this can be demonstrated by the
reflection of a chiral soliton off a hard wall, as pictured in Fig. 5.2 [48]. In this case,
the propagation of the soliton becomes unstable due to the renormalised scattering
parameter, g̃1D = g1D − 2a1v, switching sign under a change of direction. Conse-
quently, this demonstrates that in contrast to the standard solitons described in
the Gross-Pitaevskii equation, a chiral soliton cannot arbitrarily reduce its velocity
without undergoing an instability [97, 98].
5.2.2 Dark chiral solitons
For the boundary conditions ϕS|x→±∞ → ±
√
ρ0 and dϕS/dx|x→±∞ → 0, which







































Figure 5.3: Envelope (a), phase profile (b), and propagation of a dark chiral soliton (c),
with g1Dm`/~2 = 1, vm`/~ = −1, a1/~ = 1, and ρ0` = 1.
Eqs. (5.1) and (5.2) then infer that µ = g̃1Dρ0 and C = 2µρ0/g̃1D − ρ20 respectively.

























where we have taken the negative root. The above differential equation can also be






















with g̃1D = g − 2a1v > 0, and complementary illustrations presented in Fig. 5.3. In
a similar manner to the bright soliton case, here we can see that this solution prop-
agates at a constant velocity while maintaining the shape of its envelope. However,
since the envelope of the dark soliton approaches different values depending on the











5.3 Integrals of motion
To characterise these soliton solutions, we begin by first evaluating the conservation
laws derived in Sec. 4.4. As these solitons are only defined in the transformed
picture, we will not need to consider the conservation laws in the standard picture.
We start, by parametrising the bright soliton in terms of the soliton width as
ψB (x; b) =
√
N
2b sech ((x− vt) /b) e
i(mvx−mv2t/2−µt)/~, (5.12)
which will be subsequently derived in the variational calculation. The integrals of
motion can then be directly calculated as
NB = N, (5.13)




















These results elegantly demonstrate the particle nature of the soliton, as well as
illustrating the properties of the gauge field. Eq (5.14), takes the familiar form for
the mechanical momentum of a classical particle travelling in an electromagnetic
field, composed by a canonical and a field momentum term. The same concept is
also present in the energy equation, with each term corresponding to the kinetic,
binding, and interaction energy of the soliton successively [142]. Note, that the
scalar potential term is absent in Eq. (5.15), as this was previously eliminated via a
gauge transformation in the model.
For the case of the dark solitons, it is clear that the above expressions will not
be finite, as the solution is not square-integrable. Instead, we must renormalise the
integrals of motion by subtracting the contribution from the background density
[103, 143]. Then by setting
ψD (x; b) =
√
−N2b tanh ((x− vt) /b) e
i(mvx−mv2t/2−µt)/~, (5.16)
































































Note, that in writing these integrals of motion, we have defined the renormalised
density as |ψ|2−ρ0, in contradiction to the conventional choice ρ0−|ψ|2. In this case,
the square-integral of the renormalised dark soliton is taken as negative, instead of
positive. Additionally, an extra term is present in the kinetic portion of Eq. (5.19)
for the kinetic energy to be finite, due to the requirement that the chiral soliton
must be moving.
These equations are equivalent to the bright soliton case, except for an additional
factor for the binding term in Eq. (5.19) and the property that N is taken as negative




= −m|N |, (5.20)
which highlights a key attribute; that the dark soliton is dynamically equivalent to
a bright soliton, but with a negative effective mass.
5.4 Variational equations
In addition to the integrals of motion, we may also describe the chiral solitons in a
variational, or ‘collective coordinate’ framework. This versatile method provides a
classical description of a model, by reducing the often infinite number of degrees of
freedom to a finite set of key variables, such as the centre of mass motion and velocity
[8]. In this way, the resulting equations of motion for the reduced set of parameters
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can provide viable insight into problems which generally do not admit analytical
solutions, as demonstrated for the dynamics of a trapped condensate [144, 145]. As
before, we will consider the case of the bright soliton first and conclude with the
dark soliton calculation.
The central idea behind this method, in analogy with the techniques discussed in





dt L [sn, ṡn, . . .] , (5.21)
where we seek to derive a set of equations for the variational or ‘collective’ coordi-
nates sn(t), which correspond to a stationary point of the action. The first, and most
important step for this calculation, involves carefully choosing an appropriate ansatz
for the condensate wavefunction, as a general solution for the dynamics of the gas is
not known. Typically, this is achieved by approximating the trapped condensate as
a Gaussian in the weak scattering regime g1D ≈ 0, or as a Thomas-Fermi solution
for µ/~ων  1, with chemical potential µ and trapping frequency ων . Fortunately
in our case, we can use the exact analytical expressions for the chiral solitons as a
basis to begin the calculation. Therefore, to accurately describe the dynamics of the
bright soliton, we will write a general variational ansatz of the form [146, 147]
ψ ≡ a sech ((x− ξ) /b) ei(k(x−ξ)+w(x−ξ)
2+φ), (5.22)
where a(t), b(t), ξ(t), k(t), w(t), and φ(t) are a set of time-dependent variational
parameters corresponding to the amplitude, width, centre-of-mass coordinate, ve-
locity, curvature, and absolute phase of the soliton. At this point, it is important to
highlight the limitations of this choice of ansatz. Since Eq. (5.22) presumes that the
soliton retains its shape for all time, effects like radiation emission and fracturing of
the soliton envelope cannot be described, and will generally lead to inconsistencies
in the results. However, provided these discrepancies are small in magnitude, we
will still obtain sensible results.
Following the variational techniques described in the previous chapter, we proceed
by writing the Lagrangian density in the transformed picture as





























where we have reintroduced the harmonic trapping potential. Substituting the vari-
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with the change of variables χ = (x− ξ) /b. Note, that in writing Eq. (5.24), we
have explicitly excluded terms which have odd-symmetry as these will equate to
zero in the subsequent integration. At this stage, we can already see some of the
expected dynamics, with the appearance of the renormalised scattering parameter
in the first term of Eq. (5.24). Integrating the above Lagrangian density then leads

































from which equations of motion can be extracted.


















= Na1ḃ3b2 , (5.28)
iiiThe evaluation of the non-local term in the Lagrangian density can be achieved in two ways:
























which collectively describe the dynamics of the trapped soliton. To obtain these
equations, we have used the definitions a2 = N/(2b) and w = mḃ/(2~b), which are
determined from variations of the action with respect to the coordinates a(t) and
w(t).
The Newtonian structure of these equations provides a key insight into the dy-
namics of the bright soliton. The first equation, which describes the velocity of the
bright soliton, is equivalent in form to the expression derived from the momentum
density, Eq. (5.14). In this case, and similarly to before, the momentum of the soli-
ton contains an extra contribution from the gauge field, as expected from classical
electrodynamics. The second equation for the soliton width does not drastically
differ from the standard case, as it simply describes the effects of the binding and
interaction energy under the restoring force of the harmonic trap. The equation
for the centre of mass motion ξ(t) is intriguing, as one finds that the gauge field
enters as a driving force to the harmonic motion provided the width of the soliton
is perturbed. For these reasons, the evolution of a trapped chiral soliton is expected
to lead to a loss of coherence [148].
Although this set of differential equations cannot be solved analytically due to
the coupling of the variational parameters, we can still obtain exact solutions in
the limiting case where the width of the untrapped soliton does not vary in time,
with ωx = 0 and ḃ(t) = 0. In this case, the set of differential equations decouple
completely, enabling us to solve Eq. (5.28) for the soliton trajectory
ξ = vt+ ξ0 =⇒ ξ̇ = v, (5.29)
which reiterates that the unperturbed soliton travels at a constant velocity. Fur-
thermore, from Eq. (5.27), we can also determine expressions for the width b =
−2~2/ (mg̃1DN) and chemical potential µ = −mg̃21DN2/ (8~2) of the bright soliton,
as introduced previously in Eq. (5.12). The case for ḃ 6= 0, which details the situation
where the soliton is perturbed, will be studied briefly in the numerical simulations
presented in Sec. 6.4.
Using the renormalisation techniques discussed previously, the effective Lagrangian
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density for the dark soliton can be written as [149]iv







































Following the success of the bright soliton case, we write the variational ansatz for
the dark soliton as
ψD ≡ a tanh((x− ξ)/b)ei(k(x−ξ)+w(x−ξ)
2), (5.31)
where we have reused the notation for the variational parameters. Inserting the























where again we have explicitly excluded terms which have odd-symmetry. Integrat-



























Applying the principle of least action, as before, leads to the set of coupled equations
k = mξ̇
~







ivThe harmonic trapping potential is excluded in this example, as it leads to a contradiction
in the asymptotic behaviour of the dark soliton envelope and inconsistencies in the corresponding
variational equations; notably, an incorrect value for the oscillation frequency of the dark soliton
instead of the known result ωosc = ωx/
√
2 for a1 = 0 [129].
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and
mξ̈ = Na1ḃ3b2 , (5.36)
for the trapped dark soliton. These equations are equivalent to those for the bright-
soliton except for an additional factor in the binding term of Eq. (5.35). This
consequently leads to the expressions for the width b = 4~2/ (mg̃1DN) and chemical
potential µ = mg̃21DN2/ (8~2) of the dark soliton, which allows us to rewrite the dark
soliton solution, as shown earlier in Eq. (5.16).
5.5 Lyapunov stability
Lyapunov, or orbital stability, is one of the fundamental stability theories for dy-
namical systems, which details the behaviour of a solution around the stationary
points of the model [150].
Definition 5.2: For a solution f(x(t)) which starts in the neighbourhood
of a stationary point xs of a system, such that |x(0) − xs| = x∆, the
solution is:
(i) ‘Lyapunov’ stable, if f(x(t)) remains in the neighbourhood of xs for
all time, with |x(t)− xs|t→∞ ≤ x∆.
(ii) Asymptotically stable, if f(x(t)) converges to the solution at the
stationary point, with |x(t)− xs|t→∞ = 0.
(iii) Unstable, if f(x(t)) diverges from the solution at the stationary
point, with |x(t)− xs|t→∞ ≥ x∆.
The task of proving the Lyapunov stability of the soliton solutions, therefore requires
the identification and study of the stationary points of the Hamiltonian functional.
In the following we will only demonstrate the former, which hints at, but does not
strictly prove the Lyapunov stability. Instead we refer the reader to Refs. [151–153]
for a rigorous calculation using Sobolev integral estimates, although in passing, we
note that the Lyapunov stability will be proven implicitly when we consider the
linear stability analysis in Chap. 6.
Theorem 5.1: The soliton envelope ϕS(xm), corresponds to a stationary


















for a fixed number of particles.
Proof: This theorem was already hinted at in Sec. 5.2, but can be proven rigorously
using the method of Lagrange multipliers. The corresponding Lagrange functional
for the minimisation problem can be written as








where the chemical potential µ plays the role of a Lagrange multiplier for the nor-
malisation constraint. Inserting the soliton envelopes into Eq. (5.38) and integrating











6b − µ, (5.40)
for the bright and dark chiral solitons respectively. These functions take the famil-
iar form of an interatomic potential, in which a stationary point is formed by the
competition of two terms with differing length scales. The exact values of these sta-
tionary points can be determined by varying the Hamiltonian functions with respect

















as well as being illustrated in Fig. 5.4. These expressions correspond exactly to
the definitions of the soliton widths derived from the variational calculations, and
therefore demonstrates that the soliton envelope corresponds to a stationary point
of the Hamiltonian, as required.
5.6 Summary and outlook
In this chapter, we have derived and characterised the chiral soliton solutions de-
scribed in the one-dimensional interacting gauge theory. By calculating the integrals
of motion, we have illustrated the particle nature of both the bright and dark soli-
tons, and in particular, showed how the synthetic gauge potential behaves in the
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Figure 5.4: Potential energy curves highlighting the Lyapunov stability of the bright (a)
and dark (b) chiral solitons. The stationary points of each curve are highlighted by black
crosses, with µ = 0 set for simplicity.
classical limit. This was further understood when considering a variational descrip-
tion, which provided exact expressions for the widths and chemical potentials of the
solitons, as well as providing some insight into the effects of perturbations. Lastly,
we showed that the chiral solitons correspond to a stationary point of the Hamil-
tonian, which hints at, but does not strictly prove their stability in the Lyapunov
sense.
A notable absence in our set of solutions, and also in the literature presented
over the years by various authors, is the grey soliton solution [14, 103]. In this
case, the soliton envelope is complex and therefore presents difficulty in deriving an
analytical solution in the context of the density-dependent gauge theory. However,
a numerical solution may still be feasible. In this case, it would be interesting to
determine whether the grey soliton is dynamically stable due to the interplay of its
diffusive motion and the breakdown of Galilean invariance in the model.
Additionally, it is also interesting as to whether the current nonlinearity can sup-
port the existence of higher-dimensional solitons [154], or at least help to prevent
the critical collapse of the condensate. Very recently, it has been demonstrated that
stable solitons can form in two- and three-dimensional condensates featuring spin-
orbit coupling [136, 137, 155], offering promising potential in this direction. For
this purpose, the Galilean group of transformations, which describes the effects of
uniform motion, translations, and rotations in Euclidean space, may lead to exotic
dynamical properties for the condensate [156].
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Chapter 6
Linear stability of bright chiral solitons
6.1 Introduction
The stability of solitons in the presence of perturbations represents one of the fun-
damental problems in the study of solitary waves. Only solitons which are generally
robust to perturbations are suitable for study in a physical setting, and by exten-
sion, implementing into potential applications in both science and industry [17, 18].
Over the years, this topic has been studied extensively for various nonlinear mod-
els, with analysis generally falling into two frameworks: the study of small (linear)
perturbations of the soliton envelope via a linear stability analysis [2, 10, 153, 157],
or the study of additional perturbative terms in the model through a perturbation
theory or variational analysis [158–163]. The motivation here is twofold: to establish
the intrinsic stability of the soliton in a given model, but also to consider the ef-
fect of physically relevant perturbations which may influence or potentially damage
the soliton. The latter point is of particular importance, as realistic systems are
generally described by non-integrable models, in which solitons can potentially be
unstable.
In the traditional setting of nonlinear optics, described by the generalized nonlin-
ear Schrödinger equation, understanding the stability of solitons in the presence of
perturbations has been a fundamental area of research in the design of soliton-based
optical communications [9, 16]. Most notable is the Vakhitov-Kolokolov criterion
[151, 164], which connects the linear stability of bright solitons to two key proper-
ties: the number of negative eigenvalues in the spectral problem, and the behaviour
of the power integral with respect to the propagation constant. In addition to this
pioneering work, several studies have addressed the addition of perturbative terms
in the model, such as but not limited to, the excitation of internal modes in non-
Kerr media [124, 165, 166], the effects of third-order dispersion and self-steepening
[161, 167], and more recently for PT -symmetric potentials [168–171], which describe
media with complex refractive indices.
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In ultracold atomic gases, the linear stability framework is more commonly re-
ferred to as the Bogoliubov-de Gennes equations and plays a historic role in un-
derstanding the superfluid properties of the gas [14, 19, 172]. Following the first
experimental realisation of these ultracold gases, considerable work was centered
around studying the response of the trapped condensate to small perturbations [67–
71], which highlighted that the low-lying excitations of the system had a collective
nature. The second generation of studies extended to the case of both dark and
bright solitons [72, 73, 89, 103, 129, 173], and subsequently lead to a number of key
works illustrating the stability of solitons in ultracold gases, including: the interac-
tions between trapped bright solitons [104, 174], the generation of soliton trains in
an attractive condensate [72, 175, 176], the friction induced by a cloud of thermal
atoms [177], and understanding the snake instability of dark solitons [178, 179].
As the design of these ultracold systems becomes more involved, it is important
to understand how the dynamics and stability of the condensate is modified, as re-
taining the coherent property of the gas is of vital importance for the purposes of
interferometry and future atomtronic based technologies [49–51]. In particular, with
the introduction of synthetic gauge potentials in these systems, the properties of the
gas can be drastically altered, with the emergence of vortices and spin-orbit coupling
[63, 64], as well as the breakdown of both Galilean invariance and integrability. The
question of the dynamical stability of a chiral soliton is therefore an important topic
in preparation for a future experimental implementation, but also from a purely non-
linear dynamics perspective. To study this, we will consider three complementary
methods which are standard in the analysis of linear stability: the stability spec-
trum of the Bogoliubov de-Gennes equations, the Vakhitov-Kolokolov criterion, and
numerical simulations of a perturbed chiral soliton. In each case, we will find that
the stability properties of the soliton will be similar to those of integrable models,
despite the interacting gauge theory being generally non-integrable. This property
will in part, lead to the principle conclusion of this thesis; that the dynamics of the
interacting gauge theory is near-integrable for the case of a single-soliton.
6.2 Bogoliubov-de Gennes equations
For the first method, we will study the linear stability of the bright soliton in the
framework of the Bogoliubov de-Gennes equations [14, 15, 19], which describe the
response of the condensate to small deviations in the order parameter away from the
equilibrium state. To achieve this, we proceed in the standard way by introducing
the condensate wave function in the moving-frame as [14, 124]
ϕ =
(




where the bright soliton envelope ϕB is perturbed by small-amplitude excitations,
u(xm) and v(xm), with frequency ω. Substituting Eq. (6.1) into Eq. (3.34) and
linearising to first-order in u(xm) and v(xm), leads to the zeroth-order equation
L1ϕB = 0, (6.2)



















− µ+ ng̃1D|ϕB|2, (6.4)














Together, Eqs. (6.2) and (6.3) describe the perturbation dynamics of the soliton,
with the stability properties determined by the nature of the eigenvalues, or ‘stability
spectrum’, of the Bogoliubov-de Gennes equations. A key feature of these equations
is highlighted by the property that in the moving-frame, the current operator does
not explicitly couple to the envelope of the soliton, but does couple to the excitations
around it. In turn, this leads to the zeroth-order equation for the stationary soliton
being described by the integrable Gross-Pitaevskii equation, despite Eq. (3.21) being
generally non-integrable. Therefore, it is expected that the spectrum of excitations
around the chiral soliton will be similar to that of integrable models, with only their
form modified slightly due to the coupling of the current operator, as per Eq. (6.5).
This proposition will be a key underlying point in the analysis to follow.
Before solving the Bogoliubov de-Gennes equations, it is instructive to first review
the key properties of the linearised operator L̂.
Theorem 6.1: The linearised operator L̂ is not a self-adjoint matrix,
but is PT -symmetric.
Proof: This can be determined by directly computing the adjoint matrix using the
following definitions:
Definition 6.1: For a pair of square-integrable functions fn(x) and
52




dx f †nfn′ . (6.6)







Taking the conjugate-transpose of Eq. (6.3) and using the property that L1 and L3









 = (u v)∗ ~ω∗, (6.8)















and can be determined using Definition 6.1, together with integration by parts. The
fact that L̂ 6= L̂†, due to the interchange of the off-diagonal terms and the result
J0 6= J †0 , proves that L̂ is not a self-adjoint operator.
For the topic of PT -symmetry, it is straightforward to demonstrate that both L̂
and L̂† are invariant under the transformation
PT L̂(†) = L̂(†), (6.10)
with PL̂(xm) = L̂(−xm) and T L̂(xm) = L̂∗(xm). The linearised operator L̂ therefore
belongs to a class of PT -symmetric, or equivalently pseudo-hermitian operators
[180], with the following properties for the eigenspectrum:
(i) The eigenvalues appear in pairs or quadruples; if ~ω is an eigen-
value, so is −~ω, ~ω∗, and −~ω∗.
(ii) The right-eigenvectors of L̂† are the adjoint of the left-eigenvectors
of L̂.
(iii) The set of right-eigenvectors and left-eigenvectors of L̂ is not guar-
anteed to form a bi-orthogonal basis, as L̂ is generally not diago-
nalisable.
These properties will be demonstrated in the subsequent sections.
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We can also conclude several additional properties of the excitations by studying
the matrix
L̂ =
(ia1~/mb) sech2 (xm/b) (d/dxm)− iW (xm) L0 + 3V (xm)
L0 + V (xm) 0
 , (6.11)
which is obtained by substituting the soliton solution into Eq. (6.3). Appearing in












which are a standard reflectionless potential [147, 181] and a gain-loss distribution
for the excitations respectively [168–171]. Together, they form a modified (hyper-
bolic) Scarf-II potential which is convergent in the limit xm → ±∞, with V (xm)
and W (xm)→ 0. This highlights, that the soliton acts as a complex effective poten-
tial for the excitations, with bound states and scattering states supported for the
attractive potential V (xm), and the gains and losses of the excitations balanced by
the symmetry of the imaginary potential
∫∞
−∞ dxm W (xm) = 0.
6.2.1 Numerical solution
With the Bogoliubov-de Gennes equations derived and their properties reviewed, we
can now proceed in solving for the stability spectrum of the soliton. To achieve this,
we first consider a numerical solution, in which Eq. (6.3) is discretised with periodic
boundary conditions and solved using a sparse eigenvalue solver. The resulting
eigenvalues and eigenvectors are shown in Figs. 6.1 and Fig. 6.2 respectively.
As expected, we find that the eigenspectrum retains several characteristic features
commonly encountered in integrable models [2]. The eigenvalues consist of the union
of two sets: a continuous spectrum with two symmetric branches each gapped from
the origin by |~ω| = |µ|, and a discrete spectrum with one pair of eigenvalues
located at ~ω = 0 and another pair displaced from the origin by a small imaginary
component. At first glance, this pair of imaginary eigenvalues would indicate an
instability mode where the soliton state can collapse. However, this component
arises instead due to the discreteness of the numerical analysis and subsequently
vanishes in the continuum limit, where the length of the numerical domain L→∞













































Figure 6.1: (a) Numerically obtained eigenvalue spectrum of the Bogoliubov-de Gennes
equations with discrete states (blue) and continuous states (grey). The band edge of the
continuous spectrum is highlighted in red, for both numerical (solid) and analytical (dots)
results. The soliton parameters are taken as g1Dm`/~2 = −1, and vm`/~ = 1. (b) Subset





















































Figure 6.2: Bogoliubov-de Gennes eigenvectors (u v)T for g1Dm`/~2 = −1, vm`/~ = 1,
and a1/~ = 1. Pictured are the degenerate bound states, (a-b) and (c-d), corresponding
to the discrete spectrum and the first continuous state (e-f). All eigenvectors are scaled
to units of `−1/2 for both numerical (solid-line) and analytical (dots) results.
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Figure 6.3: Numerical convergence of the Bogoliubov de-Gennes eigenvalues in the con-
tinuum limit. (a) The continuous state band-edge eigenvalue compared to the chemical
potential for increasing domain length, and (b) discrete eigenvalues for decreasing domain
spacing. The soliton parameters are fixed at g1Dm`/~2 = −1, vm`/~ = 1, and a1/~ = 1,
with the grey line of each plot corresponding to the spectrum shown in the respective inset
with the eigenvalues colour-coded.
spectral stability and arises from the numerical model being ill-conditioned; that the
soliton, which is strictly speaking a solution in free space, is discretised and truncated
in the numerical picture. Details of the numerical convergence of the eigenvalues
is presented in Fig. 6.3.i The eigenvalues of Eq. (6.3) are therefore entirely real,
with a four-fold degenerate eigenvalue at ~ω = 0, in an identical manner as for the
Gross-Pitaevskii equation. We can therefore conclude that in the continuum limit,
the chiral soliton is stable to linear perturbations.
The eigenvectors of Eq. (6.3) are also consistent with that of integrable models,
with the discrete spectrum corresponding to localised real-valued solutions in the
vicinity of the soliton (Fig. 6.2(a-d)), while the continuous states are complex-valued
and generally oscillatory as xm → ±∞ (Fig. 6.2(e-f)). In fact, the discrete states
pictured are exactly the same as for the Gross-Pitaevskii equation, with the first
and second states taking the form of the envelope of the soliton and its derivative
respectively. This similarity, or rather, the invariance of the form of the discrete
states in the presence of the current operator, will become clear from the analytical
results in the next section.
These numerical results therefore validate the proposition posed earlier, that the
stability spectrum of the chiral soliton is similar to that of integrable models. As
such, the interacting gauge theory represents a non-integrable model in which the
soliton solutions are stable to linear perturbations. The absence of instability modes
in the model will be revisited in the numerical simulations at the end of the chapter.
iFor these reasons, we may conclude that for the fixed chemical potential in Fig. 6.3, a rea-
sonably accurate solution for the eigenspectrum can be obtained with a modest domain length of
L = 100 and spacing ∆xm = 10−3, corresponding each to an error of ≈ 10−3.
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6.2.2 Analytical solution
For several integrable models, the spectrum of excitations around the soliton solution
can be derived analytically [157, 158, 182]. This can be generally achieved either
through a connection to the squared eigenfunctions of the associated eigenvalue
problem [183], in analogy to the Zakharov-Shabat system [4], or in some cases, by
direct methods. As our model is generally non-integrable, it is unclear whether the
former method would be applicable. However, using the numerical results obtained
previously as a basis, we can at the very least obtain expressions for the discrete
spectrum using traditional methods, as well as details on the continuous states in
the asymptotic limit.
Discrete Spectrum - Bound States
As was demonstrated numerically, the discrete spectrum of the excitations corre-
spond to a set of bound states which are a zero-eigenvalue solution of Eq. (6.3). For
this reason, the Bogoliubov-de Gennes equations can be written as
L1u = 0, (6.14)
and
L3v = −2J0u. (6.15)
The above set of differential equations can be solved exactly, with the homoge-
neous eigenvalue problem solvable using either a hypergeometric series approach
[14, 184–186] or by operator methods [187], together with the method of variation
of parameters for the inhomogeneous problem. As the latter of these is an estab-
lished technique in the study of differential equations, we will only present details
for the complementary solution using the hypergeometric series approach as follows.
By introducing the soliton width b = −2~2/(mg̃1D) as a scaling parameter, the




− ` (`+ 1) sech2(xm/b)
]
f(xm/b) = Ef(xm/b), (6.16)
with ` ∈ Z+ and eigenvalue E. The potential function appearing in Eq. (6.16)
is commonly referred to in the literature as a ‘modified Pöschl-Teller’ or ‘Eckart’
potential, which has been studied in the context of reflectionless scattering [147, 181]
and supersymmetry [187, 188]. As this potential is attractive, and converges to zero
when xm → ±∞, the corresponding eigenspectrum will consist of two sets: a bound-
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state spectrum for E < 0, and scattering states with E > 0. For our purposes, we
will only be concerned with the bound-state spectrum and instead refer the reader
to Refs. [6, 184, 185] for details on the continuous spectrum and reflectionless
properties of the potential.
To proceed, we follow the method outlined by Flügge [184], in which we seek to
transform Eq. (6.16) into hypergeometric form by introducing the change of variables
y = cosh2(xm/b). The resulting transformed differential equation reads as
















f = 0. (6.17)
Then, by further setting f = wy(`+1)/2, we arrive at the hypergeometric differential
equation
y (1− y) d
2w
dy2
+ [γ − (α + β + 1) y] dw
dy
− αβw = 0, (6.18)
with the abbreviations α = (`+1− i
√
E )/2, β = (`+1+ i
√
E )/2, and γ = `+3/2.
For the domain 0 ≤ |xm/b| ≤ ∞ → 1 ≤ y ≤ ∞, the general solution around the
singular point y = 1 is given by
f/y(`+1)/2 = A 2F1 (α, β; γ′; 1− y)
+ (1− y)−γ
′+1B 2F1 (γ − β, γ − α; 2− γ′; 1− y) ,
(6.19)
where A and B are arbitrary constants with γ′ = α + β − γ + 1. A derivation
of the above solution, as well as a review on the properties of the hypergeometric
differential equation is provided in Appendix A.
As we require the general solution described by Eq. (6.19) to converge to zero in
the limxm→±∞ for E < 0, we can proceed in deriving an expression for the allowed
eigenvalues by studying the asymptotic behaviour of the solution. To this end, we
introduce the asymptotic form y = cosh2(xm/b) ∼ e2|xm/b|/4, which together with




Γ (γ′) Γ (β − α)
Γ (β) Γ (β − γ + 1) + y
−β Γ (γ′) Γ (α− β)
Γ (α) Γ (α− γ + 1) , (6.20)
iiThe connection formulas between the sets of solutions {w3, w4} and {w5, w6} are given by
w3(z) =
Γ(γ′)Γ(β − α)
Γ(β)Γ(β − γ + 1)w5(z) +
Γ(γ′)Γ(α− β)
Γ(α)Γ(α− γ + 1)w6(z),
and
w4(z) =
Γ(2− γ′)Γ(β − α)
Γ(1− α)Γ(γ − α) w5(z) +
Γ(2− γ′)Γ(α− β)
Γ(1− β)Γ(γ − β) w6(z),
up to a overall phase factor.
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Figure 6.4: (a) Modified Pöschl-Teller potential for ` = 2 illustrating the bound-state
spectrum and corresponding eigenfunctions (red-solid). (b) Bound-state spectrum for the





Γ (2− γ′) Γ (β − α)
Γ (1− α) Γ (γ − α) + y
−βΓ (2− γ′) Γ (α− β)
Γ (1− β) Γ (γ − β) , (6.21)
where the hypergeometric functions reduce in the asymptotic limit as
lim
|xm|→∞
2F1(α, α− γ + 1;α− β + 1; 4e−2|xm/b|) ∼
1 + α (α− γ + 1)(α− β + 1) 4e
−2|xm/b| + α(α + 1) (α− γ + 1) (α− γ + 2)(α− β + 1)(α− β + 2) 2e





2F1(β, β − γ + 1; β − α + 1; 4e−2|xm/b|) ∼ 1. (6.23)
The pair of asymptotic forms described above converge provided the ratio of Γ-
functions vanishes. Therefore we require β−γ+1 = −n (even) and 1−α = −n (odd),
for the fundamental solutions w3 and w4 respectively, with n ∈ Z+0 provided E < 0.
The resulting expression for the eigenvalues can then be determined iteratively and
takes the form
E = − (`− n)2 , (6.24)
with the constraint 0 ≤ n ≤ `− 1. The energy spectrum is illustrated in Fig. 6.4.
To solve for the eigenvectors of Eq. (6.16), it is instructive to consider specific
values of ` and E to obtain the solutions as required. For the operator L1, which
corresponds to setting ` = 1 and E = −1 in Eq. (6.16), we find the complementary
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solution
f = A sech(xm/b) + i
B
2 [(xm/b) sech(xm/b) + sinh(xm/b)] , (6.25)
with the hypergeometric identities
2F1
(






2, 1; 3/2;− sinh2(xm/b)
)
= 12 sech
2(xm/b) [(xm/b) csch(xm/b) sech(xm/b) + 1] .
(6.27)
Similarly for ` = 2 and E = −1, which corresponds to the operator L3, we find the
complementary solution
f = A2 sech(xm/b)
[
3− 3(xm/b) tanh(xm/b)− cosh2(xm/b)
]



















5/2, 3/2; 3/2;− sinh2(xm/b)
)
= sech5(xm/b). (6.30)
This completes the derivation of the complementary solution.
Collating these results, we denote the zero-eigenvalue solutions as ζn = (u v)T =










where cn are set of arbitrary constants. Due to the four-fold degeneracy of the
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zero-eigenvalue, two linearly-independent solutions, ζ3 = 2 (ζ3,− + ζ3,+) and ζ4 =
2 (ζ4,− + ζ4,+), are also required for completeness, where

















are a set of generalized eigenvectors which satisfy the eigenrelations, L̂ζ3,± = ±2ζ2
and L̂ζ4,± = ±2ζ1, up to a constant [158, 189].
Definition 6.3: For a defective n×n matrix A, which contains an eigen-
value whose geometric multipiclity is larger than the algebraic multiplcity,










for the ordinary eigenvector x and n× n identity matrix În×n.
Together, these states compose the discrete spectrum of Eq. (6.3), corresponding
each to small variations of the soliton with respect to its four free parameters: phase,
position, velocity, and chemical potential. In turn, this leads to the identification
of four continuous symmetries of the chiral model, namely: the gauge symmetry,
translational symmetry, Galilean symmetry, and dilation symmetry for each free
parameter respectively [97, 118]. As an example, by expanding the soliton solution
around a infinitesimal spatial translation xm → xm + εxc, one finds to first-order
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that
sech((xm + εxc)/b) = sech(xm/b)−
εxc
b
tanh(xm/b) sech(xm/b) +O(ε)2, (6.37)
which is captured by ζ2(xm) with respect to Eq. (6.1). The same procedure follows
for the remaining eigenvectors.
Surprisingly, this set of discrete states is identical to that of the Bogoliubov-de
Gennes equations for the Gross-Pitaevskii equation, except for ζ3(xm) which features
current-dependent terms due to the width of the chiral soliton being defined in
part by its velocity. This similarity becomes clear when obtaining the solutions,
as one finds that the soliton envelope is a zero eigenvalue solution of not only the
linear operator L1ϕB = 0, but also the current operator J0ϕB = 0. Therefore, the
eigenvalue problem for both ζ1(xm) and ζ2(xm) effectively reduces to the standard
case, which naturally leads to the form of the solutions pictured in Fig. 6.2.
Discrete Spectrum - Adjoint Bound States
In addition to the standard eigenvalue problem, we can also solve the corresponding
adjoint problem using the same analytical techniques. This will then enable us
to derive the left-eigenvectors of L̂, and subsequently construct a dual-basis for
the eigenspace. Although this system does not have any physical relevance, the
equivalence of both eigenvalue problems will be a key property which we will exploit
when deriving the Vakhitov-Kolokolov criterion in the next section.
Using the same techniques as before, we denote the left-eigenvectors of L̂ as ϑ =










Again, due to the degeneracy of the zero-eigenvalue, two additional solutions, ϑ3 =










ϑ4,− = c7 sech(xm/b)













are the set of generalized eigenvectors satisfying the eigenrelations, L†ϑ3,± = ±2ϑ2
and L†ϑ4,± = ±2ϑ1, up to a constant.
Discrete Spectrum - Inner products and Wronskians
With the set of right and left eigenvector derived, we are now in a position to
construct a dual-basis for the eigenspace and compare our analytical results to the
numerical ones obtained earlier. Before proceeding with this, it is practical to first
prove that our sets of solutions are complete, as follows.
Lemma 6.1 The set of eigenvectors ζn form a complete basis for the
discrete spectrum of the Bogoliubov-de Gennes equations, and likewise
for ϑn for the adjoint problem.
Proof: As the zero-eigenvalue of the Bogoliubov-de Gennes equations has a geo-
metric multiplicity of four, it is sufficient to prove that each of the four eigenvectors
are linearly independent to each other.
Definition 6.4 The Wronskian between a pair of two-component vectors
x(x1, x2) and y(y1, y2) is given by
W (x,y) = det
∣∣∣∣∣∣x1 y1x2 y2
∣∣∣∣∣∣ , (6.44)
such that W (x,y) 6= 0 indicates a pair of vectors that are linearly inde-
pendent.
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Using Definition 6.4, it is straightforward to verify that the solutions are linearly
independent
W (ζ1, ζ2) = det
∣∣∣∣∣∣sech(xm/b) 00 tanh(xm/b) sech(xm/b)
∣∣∣∣∣∣ 6= 0, (6.45)
and likewise for the remaining solutions in ζn and ϑn.
In the sub-space of ordinary eigenvectors, with n = {1, 2}, the corresponding
inner-products can be readily calculated, with
〈ζn, ζm〉 = 〈ϑn, ϑm〉 = δn,m, (6.46)
and
〈ϑn, ζm〉 = 0, (6.47)
where in Eq. (6.46), each inner-product is constrained by the normalisation condi-
tion, Eq. (4.28), with N = 1. The fact that 〈ϑn, ζm〉 6= δn,m, highlights that the pair
of eigenvectors {ϑn, ζn}, does not form a bi-orthogonal basis. Note, that the inner-
products in the generalised eigenspace, with n = {3, 4}, do not need to be considered
as these states are not square-integrable solutions and are therefore unphysical.
From Eq. (6.46), one can then calculate the values of |c1|2 = 1/(2b) and |c4|2 =
3/(2b) for the arbitrary constants in ζ1(xm) and ζ2(xm) respectively. This in turn,
now allows us to directly compare our analytical results to those obtained numer-
ically, as shown in Fig. 6.2. Here, we find exact agreement between the analytical
(dots) and numerical (solid-line) results for the discrete states ζ1(xm) and ζ2(xm).
This then reinforces the statement that the discrete eigenvalues in the stability spec-
trum are four-fold degenerate at ~ω = 0, with the imaginary component attributed
to numerical artifacts. Therefore we may conclude, with confidence, that due to
the consistency in the results obtained, that the chiral soliton is stable to linear
perturbations.
Continuous States
For the continuous states, we are unfortunately unable to derive a closed-form so-
lution due to the complexity of the eigenvalue problem. As a result, we cannot
address questions related to the properties of the soliton potential, particularly on
the topic of reflectionless scattering. Although we may be able to study this using a
power series method or supersymmetry techniques [187, 190, 191], the complicated
nature of the calculation presents little benefit for the knowledge gained, since the
64
continuous states are irrelevant for addressing the stability of the soliton. However,
we can obtain some details of the continuous spectrum by studying the asymptotic
behaviour of the Bogoliubov de-Gennes equations.
The key point to note, is that for large distances away from the soliton’s centre
of mass, the soliton density asymptotically approaches zero as limxm→±∞ |ϕB|2 ∼ 0.









for the continuous eigenvalues ~ωc. As these equations are simply the square of a
typical free-particle Schrödinger equation, we may approximate the solutions in the

















which as expected, is simply a free-particle dispersion relation gapped by the chem-
ical potential of the soliton. In Fig. 6.1, we compare both the numerical (red solid-
line) and analytic (red dots) values for the continuous state band edge (q = 0) which
as shown, is in exact agreement.
6.3 Vakhitov-Kolokolov criterion
As the chiral solitons present in our model are solutions to a generalized Gross-
Pitaevskii equation with a real-positive envelope, we can also establish their stability
properties using the Vakhitov-Kolokolov criterion [151, 164].
Theorem 6.2: For the standard Gross-Pitaevskii equation, the bright
soliton solution is stable to linear perturbations provided:
(i) The eigenspectrum of the operators L1 and L3, should contain at
most only a single negative eigenvalue, which is sufficient.
(ii) The slope of the power integral, dN/dµ ≥ 0, should be non-negative



















































Figure 6.5: Numerically obtained eigenvalues of the linear operators L1 (a) and L3 (b),
with g1Dm`/~2 = −1, vm`/~ = 1, and a1/~ = 1, and Vakhitov-Kolokolov slope condition
(c) for a bright chiral soliton. Note, that the eigenvalues in (a) and (b) are scaled by the
chemical potential with µ < 0.
Proof: The first condition can be verified analytically using the hypergeometric
techniques presented earlier, or more readily by calculating the eigenvalues numer-
ically. The second condition can be determined from direct integration by setting







= − g̃1D4µ2 . (6.51)
These results are summarised in Fig. 6.5, and will be proved in the following analysis
in the context of the interacting gauge theory.
As the eigenvalues of L̂ and L̂† are conjugate to each other, we can without loss of
generality, consider the spectral properties of either eigenvalue problem. To this end,
it will prove advantageous to work in the adjoint picture, as the following stability
analysis is simpler while also exploiting the property that the operators L1 and L3
are self-adjoint.
We start, by restating the adjoint eigenvalue problem
2J †0 u∗ + L1v∗ = ~ω∗u∗, (6.52)
and
L3u
∗ = ~ω∗v∗, (6.53)
where the asterisks in u∗(xm) and v∗(xm) are suppressed for brevity. Taking the
inner-product of Eq. (6.52) with ϕB (xm) leads to the expression
2〈ϕB,J †0 u∗〉+ 〈ϕB, L1v∗〉 = ~ω∗〈ϕB, u∗〉. (6.54)
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As L1 is a self-adjoint operator with L1ϕB = 0, the above expression is true ∀ω∗,
provided the orthogonality condition
〈ϕB,J †0 u∗〉 = 〈ϕB, u∗〉 = 0, (6.55)
is satisfied. Therefore, for the non-zero eigenvalues in the stability analysis, we may
restrict ourselves to the function space
M≡ {h (xm) : 〈ϕB,J †0 u∗〉 = 〈ϕB, u∗〉 = 0}, (6.56)
where the inverse operators L−11 and L−13 are definable. In addition, we normalise
the inner-product, 〈h, h〉 = 1, to unity.
Returning to Eqs. (6.52) and (6.53), we can now proceed in constructing the
stability criterion for the chiral soliton by combining both equations into the fourth-
order equation
L1L3h = (~ω∗)2 h− 2~ω∗J †0 h, (6.57)
in the function space M. Multiplying Eq. (6.57) by L−11 , taking the inner product















with α = 〈h, L−11 h〉, β = 〈h, L−11 J †0 h〉, and γ = 〈h, L3 h〉. Note, that we have reused
the Greek notation in these inner-products and should not be confused with the
hypergeometric function arguments presented earlier. The condition of stability is
now set by requiring that the right-hand side of Eq. (6.58) be non-negative, such that
~ω∗, by extension, is real. Otherwise for negative values, ~ω∗ would be imaginary,
thereby indicating an instability. To determine this, we will study the definiteness
of each linear operator as follows.
Lemma 6.2: The adjoint current operator J †0 , is nilpotent in the domain
of the soliton, i.e. J †0 h = 0, such that all the eigenvalues of J †0 are zero.
Proof: This can be proven directly by solving the eigenvalue equation
J †0 h(xm) = λh(xm), (6.59)
for eigenfunction h(xm) and eigenvalue λ.iii Using separation of variables, the general
iiiA numerical solution of the eigenspectrum is unfortunately ill-conditioned, as the matrix J †0
is singular in the continuum limit.
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solution of Eq. (6.59) can be readily obtained









where ε = mb2/a1~, and C is an arbitrary constant. For a ring domain of length (cir-
cumference) L, with periodic boundary conditions h (−L/2) = h (L/2), the eigen-
values form a continuous spectrum
λ = 2πυ
ε (L/b+ sinh(L/b)) , (6.61)
with υ ∈ Z0. Then, in the combined limit where L → ∞ and υ → ±∞, the
eigenvalues of Eq. (6.59) coalesce at λ = 0, highlighting that in the continuum limit,
the adjoint current operator J †0 is nilpotent, as required. Using this result, the
stability criterion for the chiral soliton is greatly simplified, and reduces to the case
of the standard Gross-Pitaevskii equation
(~ω∗)2 = 〈h, L3 h〉
〈h, L−11 h〉
, (6.62)
requiring us to study the definiteness of the operators L−11 and L3. This leads to the
conclusion, that in the linear-stability framework of the chiral soliton, the gauge-field
does not contribute to dynamical instabilities.
Lemma 6.3: The linearised operator L1 and it’s inverse is positive
definite in the function space M.
Proof: As the eigenvalues of the operator L1 are entirely real and positive in the
spaceM (see Fig. 6.5), both L1 and L−11 are by definition positive-definite operators.
Definition 6.5: For a self-adjoint matrix A with eigenvectors x and
eigenvalues λ satisfying
Ax = λx =⇒ x†Ax = λ||x||2,
the quantity x†Ax is positive for λ ∈ R+, such that A, by definition, is
a positive-definite operator.
The condition of stability therefore requires that {min 〈h, L3h〉} ≥ 0, such that L3
should be either positive or positive semi-definite in the space M.
Lemma 6.4: The linearised operator L3 is positive semi-definite in the
function space M.
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Proof: The definiteness of the operator L3 can be determined using the method of
Lagrange multipliers, and will subsequently lead to the Vakhitov-Kolokolov criterion.
We begin by defining the Lagrange functional
L (h(xm);κ, τ) ≡ 〈h, L3h〉 − κ〈h, ϕB〉 − τ〈h, h〉, (6.63)
where κ and τ , are Lagrange multipliers for the orthogonality and normalisation
constraints respectively. Minimising the above functional with respect to h∗(xm)
leads to the expressions
L3h = κϕB + τh = 0, (6.64)
and
〈h, L3h〉 = τ〈h, h〉, (6.65)
with the second obtained by taking the inner-product of the first. The definiteness
of L3 is then determined by the sign of τ , as detailed in Eq. (6.65), and must be
studied for the cases κ = 0 and κ 6= 0 separately.
In the first instance, with κ = 0, Eq. (6.64) reduces to the eigenvalue equation
L3h = τh, (6.66)
such that τ is an eigenvalue of the linear operator L3, with eigenfunction h(xm).
However, as the only discrete eigenvalue of L3 in the function spaceM is the ground
state solution h0 = sech2(xm/b), with 〈h0, ϕB〉 6= 0, we require τ = 0 to avoid a
contradiction in the constraints. In turn, this reveals that {min 〈h, L3h〉} = 0, such
that L3 is a positive semi-definite operator in the function space M, as stated in
Lemma 6.3.
The case of κ 6= 0 is more involved and requires care. As L3 is a self-adjoint









where the summation and integration runs over the discrete and continuous states




























Figure 6.6: Plots of the Q(τ) function, Eq. (6.71), detailing the behaviour of the minimum
roots τmin for the case of a single negative eigenvalue (a), and two negative eigenvalues
(b). Pictured in (a) are the three possible scenarios: |Λ0| = |Λ2| (red), |Λ0| < |Λ2| (green),
and |Λ0| > |Λ2| (blue).
and
C = κ〈p, ϕB〉Λ− τ , (6.69)









dΛ κ〈p, ϕB〉Λ− τ p, (6.70)











Λ− τ = 0. (6.71)
The possible values of τ can now be determined from examining the roots of Q(τ).
Lemma 6.5: If the linear operator L3 contains only a single negative
eigenvalue, the value of the function Q(τ) at τ = 0, determines the sign
of the minimal root τmin, such that:
(i) Q(0) > 0, then τmin < 0, which indicates an instability.
(ii) Q(0) ≤ 0, then τmin ≥ 0, which indicates stability.
Otherwise, if L3 contains more than one negative eigenvalue, τmin is
guaranteed to be negative.
Proof: This can be determined readily, by studying the function Q(τ) graphically
as a function of the number of negative eigenvalues in L3.
For the case of a single negative eigenvalue, we know that c0 = 〈ϕB, p0〉 6= 0 and
c1 = 〈ϕB, p1〉 = 0, due to the positivity of ϕB, such that the eigenvalues can be
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ordered Λ0 < 0 < Λ2, with continuous eigenvalues Λn>1. The function Q(τ) then
increases monotonically from Q(Λ0) = −∞ to Q(Λ2) = ∞, with a single root at
Q(τmin) = 0, as illustrated in Fig. 6.6(a). Then, depending on the values of Λ0 and
Λ2, three possible scenarios can occur:
(i) |Λ0| = |Λ2| (red), Q(0) = 0, such that τmin = 0.
(ii) |Λ0| < |Λ2| (green), Q(0) > 0, such that τmin < 0.
(iii) |Λ0| > |Λ2| (blue), Q(0) < 0, such that τmin > 0.
Therefore, one can conclude that the value of Q(0) determines the sign of τmin.
If we propose that L3 contained two or more negative eigenvalues, one can see in
Fig. 6.6(b), that τmin is guaranteed to be negative. This then demonstrates the first
Vakhitov-Kolokolov criterion, that the spectral problem should only contain a single
negative eigenvalue for the soliton to be stable to linear perturbations.













Using the completeness relation, together with the eigenvalue equation L3h = Λh,
one can rewrite Eq. (6.72) as the inner-product
Q(0) = 〈ϕB, L−13 ϕB〉. (6.73)
To calculate L−13 ϕB, one can differentiate the zeroth-order equation for the soliton
















with µ < 0. The stability of the soliton is then determined by the sign of dN/dµ. For
dN/dµ ≥ 0, τmin ≥ 0 such that the soliton in linearly stable. Whereas dN/dµ < 0,
τmin < 0, indicating an instability. This completes the derivation of the Vakhitov-
Kolokolov criterion.
















































Figure 6.7: Contour plots of the stability eigenvalues (~ω∗)2 for the positive (a) and
negative (b) branches of Eq. (6.58). The dashed red line in both plots correspond to
analytic result with β/α = 0 and γ/α ≥ 0.
Eq. (6.58), which can be viewed as an energy surface in the generalised parameter
space {γ/α, β/α} ∈ R. In doing so, the stability of the soliton can be inferred from
the regions of the energy surface which are positive, with negative and complex
regions corresponding to regions of instability. In Fig. 6.7, we plot the energy surfaces
of Eq. (6.58) for both the positive and negative branches of the stability criterion.
In both cases, we find that the eigenvalues are entirely positive except for a region
bounded by the (~ω∗)2 = 0 contour in which the Eq. (6.58) becomes complex.
However, this region does not intersect with the contour describing the analytical
results for the definiteness of γ/α and β/α (red-dashed), and is therefore irrelevant.
Interestingly, these plots highlight that the conditions of stability can be relaxed,
as the energy surfaces are positive ∀ β/α ∈ R, even though J †0 was found to be
nilpotent in our analysis.
6.4 Numerics
As a final demonstration of the stability of the soliton, we consider a set of numerical
simulations which illustrate the propagation of the chiral soliton under the influence
of a perturbation. To achieve this, we follow the standard numerical scheme in which
the initial number of atoms (power) of the soliton differs from the exact solution
and observe whether the soliton collapses or retains its shape [2, 10]. As such, we
define the perturbed soliton state as
ϕ∆ = ϕB (1 + ∆ϕ) , (6.76)
and show two examples of the perturbation dynamics in Fig. 6.8, each for a different






















Figure 6.8: (colour online). Propagation of a chiral soliton, in the moving-frame, whose
initial envelope is perturbed due to a change in the initial number of atoms. Shown, are
the predicted trajectories from the variational equations (red-solid) in comparison to the
full numerics (colour) and the unperturbed case (white-dash). The soliton parameters are
g1Dm`/~2 = −1, vm`/~ = 1, and a1/~ = 1, with the mismatch parameters ∆ϕ = +0.01
(a), and ∆ϕ = −0.01 (b).
In both cases, the soliton maintains its shape over the course of the simulation and
does not collapse, disperse, or oscillate due to the excitation of an internal mode [10,
166]. Instead, the soliton emits a small (non-visible) amount of radiation and decays
to the stable low-amplitude solution, in a similar manner to solitons of the Gross-
Pitaevskii equation. However, as the initial width of the soliton changes due to the
perturbation, with g1D and a1 both fixed, the velocity of the perturbed soliton will
differ from the frame velocity set by Eq. (3.33). This results in the soliton drifting
in the moving frame, with the direction controlled by the sign of the perturbation.
This effect is not captured by the stability spectrum of the Bogoliubov-de Gennes
equations, as Eq. (6.1) explicitly assumes that the excitations do not couple to
the envelope of the soliton. Instead, we are required to return to the variational
equations presented in Sec. 5.4 to explain the presence of the soliton drift.
Upon inspection, the source of the moving-frame drift is now clear from the cou-
pling between Eqs. (5.27) and (5.28), that a time-dependent variation of the soliton’s
width, induced by a perturbation, can lead to a change in the soliton’s centre-of-
mass proportional to the strength of the gauge field. Therefore, for either an increase
or decrease in the particle number, it is expected that the soliton will drift in the
moving frame, with the trajectory of the soliton set by Eq. (5.26). However, as the
form of these equations explicitly assumes that the shape and particle number of the
soliton is conserved, the interplay of radiation is therefore absent in the variational
model. Nevertheless, provided the magnitude of the perturbation is kept small, this
discrepancy will not have significant implications.
To illustrate the above reasoning, we solve the set of variational equations nu-
merically using a fourth-order Runge-Kutta method and plot the predicted soliton
73
trajectories (red solid-line) in Fig. 6.8. Both the direction and magnitude of the
drift is captured correctly by the variational equations and therefore validates that
the drift of the soliton arises due to how the initial state is prepared. In addition,
these results show that in this weak perturbation regime, the emission of radiation
from the soliton plays no significant role in the dynamics. Despite this, its absence
in the variational description does lead to inconsistencies, as demonstrated by the
presence of small-amplitude oscillations in the predicted trajectories which persist
indefinitely.
To conclude, although we cannot strictly say that the chiral soliton is stable due
to the presence of the drift, we stress that it is a manageable feature which does not
destroy or damage the envelope of the soliton. This result therefore demonstrates
the Lyapunov stability of the soliton, as alluded to in Sec. 5.5. Therefore, we may
view the soliton as effectively stable, with the absence of the traditional instability
mechanisms consistent with the spectrum of the Bogoliubov-de Gennes equations.
6.5 Summary and outlook
In this chapter, we have studied the linear stability of chiral bright solitons in an in-
teracting gauge theory. Despite being described by a non-integrable model, we found
that the stability properties of the chiral soliton effectively reduced to the standard
integrable case, with the absence of imaginary eigenvalues in the linear stability
spectrum. This was then further understood by formulating the stability problem
using the Vakhitov-Kolokolov criterion, which highlighted that the linearised current
operator was nilpotent in the numerical domain and therefore could not contribute
to dynamical instabilities.
One of the most intriguing aspects of the soliton dynamics highlighted in the lin-
ear stability analysis, is that a chiral soliton drifts in the moving-frame when its
initial envelope is weakly perturbed. By generalising the study to a broader class of
perturbations, several questions are inspired not only in regards to the stability of
the soliton in an experimental context, but also to features which could be exploited
in order to control the soliton [9, 192]. For example, could the role of atom losses
in the condensate driven by heating and interactions [193, 194], or the residual di-
mensionality of the gas [102], enable the soliton to accelerate or decelerate? Or,
could the competition between perturbations compensate the drift the soliton and
potentially enhance the stability? These questions, together with the linear stabil-
ity properties concluded in this chapter, offers a promising candidate for practical
transport dynamics in atomtronic systems [51, 195], where retaining the coherent
properties of the gas can be an important factor.
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Chapter 7
Interactions of bright chiral solitons
7.1 Introduction
One of the defining properties of solitons in integrable models, such as the nonlinear
Schrödinger and Korteweg-de Vries equations, is that they pass through and emerge
from the collision with another soliton unperturbed [6, 13]. All of the dynamical
quantities of the solitons, such as their velocities, masses, and amplitudes, are con-
served during the collision except for a possible phase shift or drift of the centre of
mass due to the nonlinear interaction. The elastic nature of these collisions directly
follows from the property that integrable models possess an infinite number of con-
servation laws [2, 4], which heavily restricts the soliton dynamics to fixed trajectories
in the phase space.
In non-integrable models, the restrictions imposed by the conservation laws is
generally relaxed and often leads to inelastic collisions featuring chaotic scattering
trajectories [2, 13]. The defining feature here, is the existence of a short-lived bound
state in which the number of collision events depends fractally on the initial condi-
tions. Generally, this mechanism arises from the excitation of an internal mode of
the soliton, either with [183, 196–199], or without radiation losses [200, 201], as well
as through the presence of a weak perturbation [202–204]. In addition to this, soli-
tons in non-integrable models can also fracture or merge into new products through
fission and fusion events [134, 205, 206], particularly in the context of three-soliton
and soliton-breather collisions [160]. Together, these effects present a strong con-
trast to the typical soliton dynamics encountered in integrable models, which are
interesting not only from a fundamental point of view, but also provide valuable
insight into the description of realistic systems which are generally described by
non-integrable models.
Following the success of realising single solitons in ultracold experiments, the
study of two-soliton physics in these gases has been a notable area of research in
recent years. In the case of experiments, this was first studied, although somewhat
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primitively, in the context of soliton trains [72, 175, 176], where the solitons collided
in a random and uncontrollable fashion. However, upon improvements in the exper-
imental method, a set of controlled collisions was demonstrated in the pioneering
work conducted by the Hulet group [104], which critically highlighted the success
of the mean-field description of matter-wave solitons. This work was accompanied
by several theoretical papers [174, 207–209], which detailed how the breaking of in-
tegrability due to the harmonic trapping potential, can lead to the onset of chaotic
dynamics for the solitons. In other theoretical works, soliton interactions have also
been studied in the case of higher-dimensional [210] and two-component systems
[129, 131, 211], and more recently for condensates featuring dipolar [132–134, 212]
and spin-orbit interactions [136–138]. From this, several proposals have appeared
which centre on the collisions of matter wave solitons, particularly on the topic of
interferometry [49, 50], with extended applications for nonlinear splitters [213] and
the creation of Bell states [214].
With the breakdown of both Galilean invariance and integrability in the interact-
ing gauge theory, the collision dynamics between pairs of chiral solitons is therefore
expected to be highly unconventional, but interesting from a nonlinear dynamics
perspective. However, as a consequence of the non-integrability, the analytical tech-
niques afforded to us by the Inverse Scattering Transform are unfortunately un-
available. Instead, in order to study the interactions of chiral solitons, we must
rely on the use of numerical simulations and variational techniques. By performing
these, we will find that the collision dynamics can feature several non-integrable
phenomena; from inelastic collisions in the presence of population transfer and radi-
ation losses, to short-lived bound states and soliton fission. The emergence of these
phenomena, will then conclude the principle result of this thesis; that the density-
dependent gauge theory features near-integrable for the case of a single-soliton, but
is dominated by non-integrable dynamics in the two-soliton case.
7.2 Numerics
For our initial studies into the interactions of chiral solitons, we consider a series of
numerical solutions in order to visualize how the non-integrability of the interacting
gauge theory modifies the interactions. To achieve this, we write the initial two-
soliton state as







sech ((x− ξn) /bn) eimvnx/~+iφn , (7.1)
provided the solitons are initially well-separated in the far-field, such that ξ1− ξ2 
bn, for the linear approximation to hold. The two-soliton width bn = −4~2/(mg̃1D),
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is chosen such that
∫+∞
−∞ dx ψint = N , with each soliton containing half the number
of atoms.
Since a full parameter scan detailing the interactions of chiral solitons for every
degree of freedom presents a formidable and intractable problem, we restrict our
analysis to two parameter regimes, each set by a ratio of interaction strengths which
illustrates the essential physics present in the model:
(i) Strong-chiral regime, |g1D|  |a1 (v1 + v2) |, where the collision dynamics is
dominated by effects stemming from the current nonlinearity
(ii) Weak-chiral regime, |g1D|  |a1 (v1 + v2) |, where the current nonlinearity is
treated as a small perturbation to the mean-field dynamics.
Then, to integrate Eq. (3.21) numerically, we construct an explicit central-difference
algorithm for the evolution of the wave function and compared our results to those
produced by a split-step Fourier method to ensure consistency. Critically, the nu-
merical domain is chosen to be two orders of magnitude larger than the widths of
the soliton, to avoid radiation back-reflecting to the interaction centre.
At this stage, it is important to point out that in the standard Gross-Pitaevskii
equation, the absolute phase difference of the solitons is a conserved quantity which
is invariant to the initial separation of the centre of masses [215]. As we will demon-
strate in the following numerics, this property will not translate into the chiral
model, as the gauge field will modify the absolute phases difference of the solitons
after the collision. Therefore, each result we present is defined up to a choice of the
initial phase difference and separation, although altering these parameters does not
yield a qualitative difference.
7.2.1 Strong-chiral regime
For the strong-chiral regime, we present in Fig. 7.1, a set of density plots detailing
the collision dynamics of two co-moving chiral solitons. In each case, the interaction
strength induced by the current nonlinearity dominates over the mean-field effects
due to the fast velocities of the solitons.
The top row of Fig (7.1) provide two examples of the collision dynamics in the
extreme limit, where the dynamics are influenced solely by the current nonlinearity
with the mean-field contact interaction set as g1Dm`/~2 = 0. Surprisingly, the
collisions in these two instances are similar to those produced by the standard Gross-














































Figure 7.1: Examples of the collision dynamics between two chiral solitons in the
strong-chiral regime. Note, that the colourbar limit has been intentionally lowered in
these plots to display the solitons more clearly.
(Top row) Inelastic trajectories with g1Dm`/~2 = 0, v1m`/~ = 2, v2m`/~ = 1,
and δ = 0, where the gauge field strength varies as a1/~ = 1 (a), and a1/~ = 4(b).
(Bottom row) Soliton fission with g1Dm`/~2 = 2, v1m`/~ = 2, v2m`/~ = 0.5,
a1/~ = 5, with δ = 0 (c), and δ = π(d).
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of their envelopes intact. However, two key differences are visible in these plots,
particularly in the case of a1/~ = 4, Fig. 7.1(b). The first are a pair of inelastic
trajectories, where the outgoing velocities of the solitons is different from their initial
velocities, with the top soliton post collision decreasing its velocity and the bottom
soliton increasing its velocity. The second difference, is the appearance of a density
node at the interaction centre, which is reminiscent of a repulsive interaction, despite
the initial phase difference taken as δ = 0, which is conventionally an attractive
interaction. Each of these effects is a consequence of the non-integrability of the
model, which permits the transfer of stored interaction energy into kinetic energy,
and the possibility of a non-trivial shift of the soliton phase difference. The presence
of the population transfer is directly linked to this phase shift, as both quantities
are mutually conjugate. The energy exchange, or rather the inelasticity of the
collision, appears to be minimised when the collision parameters are chosen so that
the solitons interact repulsively. This is evident from comparisons between the two
figures, where we note that a1/~ = 1 leads to a repulsive interaction with elastic
trajectories, while a1/~ = 4 gives rise to a more attractive interaction which features
inelastic trajectories.
The lower row of Fig. 7.1 illustrates the case where the collision dynamics is
destructive, with the solitons fracturing into multiple products in a similar manner
to a fission event. In both cases, three solitons emerge from the collision (the third
soliton in Fig. 7.1(d) with δ = π is located at the leading edge of the other two)
with the populations and velocities of each outgoing soliton dependent on the initial
phase difference. In addition, a modest amount of radiation is ejected during the
collision, as seen in the trailing edge in Fig. 7.1(c), and the interference pattern
located between the slowest two solitons in Fig. 7.1(d). The main difference here as
compared to the previous case, is a larger difference in the initial velocities, which
when coupled with a larger gauge-field strength, produces two soliton envelopes with
a greater disparity of widths. As such, in the course of the collision, the solitons
effectively interact over a longer period, which enhances the effects stemming from
the interaction.
7.2.2 Weak-chiral regime
In the previous subsection, it was demonstrated that the chiral solitons can collide
inelastically while retaining the general shape of their envelopes. To quantify the










which quantifies the change in kinetic energy before and after the collision. Here,
mn and vn play the role of the masses (particle number) and velocities of the solitons













The integration in each case at either the initial (t = 0) or final time (t → ∞)
is performed locally around each soliton’s centre of mass to exclude contributions
from radiation and the overlap with the other soliton. For η = 1, the collision is
perfectly elastic with the masses and velocities of the solitons conserved, whereas
η 6= 1 indicates an inelastic collision involving an element of energy exchange. As the
populations and velocities of the solitons are not conserved in an inelastic collision,
one cannot distinguish whether the chiral solitons pass through or rebound off each
other. Therefore, to remain consistent, we label the solitons located in regions
x ∈ (−∞, 0] and x ∈ [0,∞) ∀ t, as the first and second respectively.
By varying the strength of the gauge-field, we have performed a detailed parame-
ter scan of the soliton-soliton collisions as a function of the initial phase difference.
The coefficient of restitution is calculated and plotted in Fig. 7.3 with correspond-
ing examples of the dynamics shown in Fig. 7.2. For each value of the gauge-field
strength, three regimes of collision dynamics can be identified depending on the
initial phase difference between the solitons. The first is an elastic scattering regime
highlighted by a plateau in the restitution data at η = 1, with an example of the
dynamics shown in Fig. 7.2(a). Here, the interaction is notably repulsive, with a
distinct node in the density at the interaction centre and the soliton parameters con-
served after the collision. Away from this plateau, two distinct regimes of inelastic
dynamics are found with η > 1, as illustrated in Fig. 7.2(b) and Fig. 7.2(d). Here,
the dynamics are also similar to the case of strong interactions, with inelastic tra-
jectories that feature a redistribution of the soliton masses, as well as an evolution
of the absolute phases which results in shifts of the in- and out-of-phase collision
points. Comparing these two plots, one notices that depending on the direction in
which one moves away from the plateau in the parameter space, the soliton mass
can be transferred chiefly in either the left Fig. 7.2(d) or right-hand Fig. 7.2(b)
outgoing soliton. The final inelastic regime, indicated by the ‘resonance’ peak in
the restitution data and the plot in Fig. 7.2(c), features the turning point of this
population transfer. Here, a peculiar soliton state is formed, where there is a strong






































Figure 7.2: Examples of the collision dynamics between two chiral solitons in the weak-
chiral regime, for various initial phase differences. The soliton parameters are taken as
g1Dm`/~2 = −4, v1m`/~ = 0.1, v2m`/~ = 0, and a1/~ = 1.5. The initial phase differences
varies in each subplot as δ = 0 (a), δ = 0.9π (b), δ = 0.98π (c), and δ = −0.9π (d).
solitons, and emitted radiation. This regime appears to be an example of in-phase
or ‘fully attractive’ dynamics, which features the formation of a metastable (short-
lived) bound state. The turning point of the population transfer is pictured in the
data in Fig. 7.3, in which one sees there is a sudden change in the masses of the
solitons as the transition point is crossed. Notably, this data also shows that outside
the vicinity of the resonance peak, the solitons can exchange mass without signifi-
cant losses to radiation, as the total soliton mass is approximately conserved for the
majority of the parameter space.
A feature universal to the restitution data presented in Fig. 7.3 is that the location
of each inelastic regime is cyclically shifted left-wards in δ for an increasing current
strength. Comparing different gauge potential strengths, one can see that the elastic
plateau shrinks for larger values, which can be explained by enhancement of the
non-integrability effects. Although not shown here, the dip in the restitution data
initially appears close to δ = 0 for small values of the current strength, and cyclically
displaces towards lower δ for increasing current strengths.
To complete the analysis for the weak-chiral regime, we perform a similar parame-
ter scan as before, but now for the case when the relative phase difference is fixed to
δ = 0, with the initial velocity of the left-hand soliton allowed to vary. In this case,
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Figure 7.3: (Top) Inverse of the coefficient of restitution calculated from numerical sim-
ulations, with g1Dm`/~2 = −4, v1m`/~ = 0.1, and v2m`/~ = 0. The grey dashed line
indicates the standard Gross-Pitaevskii results with perfectly elastic collisions. (Bottom)
Population transfer for the soliton masses mn with a1/~ = 1.5. The black crosses corre-
spond to the simulations labelled in Fig. 7.2.
the coefficient of restitution provides a poor illustration of the underlying dynamics,
and we instead plot the outgoing velocity of the soliton travelling to the right for
increasing values of the gauge-field strength, as shown in Fig. 7.4.
Depending on the choice of the initial velocity and gauge-field strength, the
strength of the chiral interactions |a1(v1 +v2)| may be either small or comparable to
the mean-field strength |g1D|. Therefore, for extreme values of the parameters, it is
expected that the dynamics will be generally inelastic in a similar manner to Fig. 7.1,
whereas for smaller values the dynamics will be elastic. This reasoning is reflected
in the pair of curves corresponding to a1/~ = 1 and a1/~ = 1.25 in Fig. 7.4(a), in
which the incoming and outgoing velocity of the soliton is approximately equal. As
the initial velocity increases, and by extension the interaction strength increases,
this invariance begins to break and is particularly notable for a1/~ = 1.25, which
exhibits a sinusoidal behaviour above a critical value of v1m`/~ = 0.5.
As the gauge field strength is increased further, as in the case of a1/~ = 1.5,
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Figure 7.4: (a) Outgoing versus incoming velocities for asymmetric collisions between two
chiral solitons for various gauge-field strength, with g1Dm`/~2 = −4, v2m`/~ = 0, and
δ = 0 fixed in each instance. Black cross indicates the two-bounce resonance state shown
in (b) for v1m`/~ = 0.5425 and a1/~ = 1.5.
a ‘resonance’ feature appears in the restitution data where a two-bound resonance
state is formed, as shown in Fig. 7.4(b). As mentioned previously, such states
are a common occurrence in non-integrable models [183, 196–204], which arise due
to energy exchange between the solitons and their internal modes. Therefore, in
order to overcome the mutual potential influence, each soliton is required to collide
several times in order to regain the energy temporarily stored in the internal mode.
In performing this parameter scan, higher-order bound states, where the solitons
collide more than twice, were not observed, as for stronger interaction strengths
the appearance of a bound state tends to be suppressed in a similar manner to
Fig. 7.2(c).
7.2.3 Bound States
To further investigate the inelastic dynamics of the density-dependent gauge theory,
we also consider a set of symmetric collisions to see if two chiral solitons can form a
molecule-like bound state [198, 215]. To achieve this, we consider the case where two
stationary solitons are initially separated and observe whether the solitons oscillate
around each other due to their mutual attraction.
In Fig. 7.5, we find in a similar manner to results obtained in the weakly perturbed
cubic-quintic nonlinear Schrödinger [198, 203] and sine-Gordon equations [202], that
a weak current nonlinearity is found to support a short-lived bound state, where the
solitons collide several times before escaping. As before, the underlying mechanism






























Figure 7.5: Breakdown of the soliton-soliton bound state due to the presence of the current
nonlinearity. Two stationary solitons are initially placed at distance x/` = 5 units apart,
with g1Dm`/~2 = −4 and δ = 0. The gauge-field strength varies as a1/~ = 0 (a), a1/~ =
0.125 (b), a1/~ = 0.25 (c), and a1/~ = 0.5 (d).
masses and a shift of the absolute phases. However, as the magnitude of the inter-
action energy is now comparable to or larger than the kinetic energy, the solitons
are required to collide several times in order to gain enough kinetic energy to escape
the attractive interaction. Compared to the standard Gross-Pitaevskii dynamics
shown in Fig. 7.5(a) with a1/~ = 0, where the solitons are perpetually trapped with
a fixed oscillation amplitude and frequency, a modest current strength can begin
to destabilize the bound state, such as in Fig. 7.5(c) for a1/~ = 0.25, where the
solitons collide four times before escaping, and in Fig. 7.5(d) for a1/~ = 0.5, where
they collide only twice.
Interestingly, despite the interaction being initially symmetric, effects stemming
from the current nonlinearity result in a left-handedness in the post-collision be-
haviour. For example, in Fig. 7.5(b) with a1/~ = 0.125, the first collision at
(~/m`2)t = 10 is noticeably attractive due to the presence of the anti-node at
the interaction centre, but every subsequent collision becomes increasingly repulsive
with the amplitude of the anti-node decreasing and its position shifting towards
the left. In addition, a density node fills the vacancy left by the anti-node at each
interaction centre, with some manifestation of the population transfer. This effect
is seen to be most profound in Fig. 7.5(d) for a1/~ = 0.5, where ∼ 60% of the out-
going mass in captured in the left soliton. Returning to the two-bounce resonance
state in Fig. 7.4, the existence of higher-order bound states appears unlikely due
to the fact that each subsequent interaction becomes increasingly more repulsive.
However, this effect can be mitigated provided the current strength is kept small.
84
These illustrations therefore conclude that the current nonlinearity can lead to the
suppression, and ultimately, the breakdown of the soliton-soliton bound state.
7.3 Variational equations
To gain insight into how the current nonlinearity modifies the interactions between
the solitons, we set out a pair of variational calculations in order to quantify the colli-
sion dynamics. This is achieved using two similar, but essentially different analytical
techniques.
In the first instance, we approximate the two-soliton state as a linear superposi-
tion of two individual solitons, with the interactions treated as the spatial overlap of
the soliton envelopes. This technique directly follows from the single-soliton varia-
tional calculation outlined in Sec. 5.4, and has been previously applied to interaction
problems in the nonlinear Schrödinger and Gross-Pitaevskii equations [216–219], in
addition to several others [220–224]. The advantage of this method, is the ability to
derive an effective particle model for the soliton dynamics, in which two key results
can be extracted. The first is an effective potential describing the interaction be-
tween the solitons, which will provide details into the phase dependence and range
of the interactions. Secondly, by numerically solving the variational equations, we
will be able to illustrate the dynamics of the particle model and directly compare it
to the full numerical solutions presented previously.
For the second method, we follow the technique outlined in Refs. [225, 226], in
which the soliton state is also approximated as a linear superposition, but restricted
to the case of two stationary solitons which are well separated. In this case, the
interaction is accounted for by the spatial overlap of one soliton with the ‘weak
tail’ of the other, and may therefore be regarded as an asymptotic approximation
to collision dynamics. From this, we will be able to derive asymptotic interaction
potentials, for direct comparison to those obtained from the first method.
Based on the single-soliton ansatz described by Eq. (5.22), we define the corre-




a sech ((x− ξj) /b) ei(kn(x−ξn)+w(x−ξn)
2+φn), (7.5)
where once again, a(t), b(t), ξn(t), kn(t), w(t), and φn(t) are a set of time-dependent
variational parameters. This ansatz models two bright solitons, in which the individ-
ual velocities and positions are allowed to evolve independently, with the interactions
treated as the linear-overlap of the soliton envelopes. The constraint that the soli-
tons have a common width, which in turn fixes both the amplitude and curvature
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coordinates, is a necessary restriction in order to be able to explicitly calculate the
interaction integrals in following analysis. Consequently, this restricts the variational
analysis to the regime in which
b1
b2
= g1D − 2a1~k2/m
g1D − 2a1~k1/m
≈ 1, (7.6)
which can be achieved by considering collisions with small velocities and by com-
pensating the effects of the gauge field with a modest mean-field scattering strength.
The above constraint therefore restricts our variational analysis to the weak-chiral
regime, |g1D|  |a1 (v1 + v2) |.
Our choice of ansatz arises due to two reasons. First, our model is non-integrable,
therefore a closed-formed expression for a two-soliton state via inverse scattering
techniques is unavailable. Secondly, regardless of whether such a solution existed,
Eq. (7.5) should work as a good approximation for the collision dynamics, as the
solitons roughly retain their shape for the majority of parameter space δ ∈ [0, 2π].
However, it must be stressed that this ansatz does not fully replicate all the features
of the interaction and will generally fail at short length scales where the solitons
begin to significantly overlap.
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which are identified by splitting the total Lagrangian density L′ = L′0 + L′int, into
the sum of the free and interacting contributions to the action. In addition we have
introduced the variables
cn = kn + 2bwχn, (7.9)
and
dn = φ̇n + ẇb2χ2n − knξ̇n + bv̇nχn − 2wbξ̇nχn, (7.10)
for notational convenience. At this stage, one can see that the free Lagrangian
for the interaction problem is simply the superposition of two copies of the single
Lagrangian in Eq. (5.24), as expected.
To integrate the Lagrangian density, we redefine the arguments of the hyperbolic
functions using the change of variables χ1 = χ̃ and χ2 = χ̃+ε, where ε = (ξ1 − ξ2) /b
is a new variational parameter corresponding to the relative positions of the solitons.
Additionally, we assume that the magnitude of the velocity and curvature coordi-
nates is small, such that the phase difference ∆S ≈ φ1 − φ2 = δ is an approximate
function of solely the absolute phases. Although this approximation is not neces-
sary in order to evaluate the interaction integrals [217], the resulting expressions are
often too cumbersome for extracting meaningful results from. The corresponding
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+ 2~a2b3ẇ cos δ
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with g′1D = g1D−a1~ (k1 + k2) /m. Additional details on how to perform the integra-
tion are provided in Appendix B, with each integral tabulated. At this stage, it is
clear that the complexity of the above Lagrangian will be difficult to handle from an
analytic perspective. Therefore, in order to proceed forward in a reasonable fashion,
we have to simplify the model by setting the curvature coordinate as w(t) = 0.
Equations of motion for each variational parameter can now be derived from








k1 : k1 =
m
~
ξ̇1l1 (ε, δ) +
2a2a1




k2 : k2 =
m
~
ξ̇2l2 (ε, δ) +
2a2a1

























































f (ε, δ) = 1 + εsinh ε cos δ, (7.19)








































are also introduced for notational convenience. Additionally, the overbar Lagrangian
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and will be an important quantity in the calculations to follow. From these equa-
tions, we can now extract details of how the gauge field modifies the collision dy-
namics of the solitons.
Starting with the first variational equation, which can be obtained by varying
either φ1 or φ2, one identifies Eq. (7.13) as the conservation law for the particle
number of each individual soliton, in analogy with Eq. (5.13). One can then integrate
the two-soliton ansatz as
∫ ∞
−∞
dx |ψint|2 = 4a2bf (ε, δ) = 1, (7.23)
for N = 1, to obtain a2 = 1/(4bf (ε, δ)). In the asymptotic limit where ε→∞, this
quantity reduces to a2 ∼ 1/(4b), which is the correct amplitude for the two-soliton
state. An important limitation of the particle model is highlighted by Eq. (7.23), as
one finds that the two-soliton amplitude rapidly diverges in the limε→0 for π/2 < δ <
π and approaches a singularity at δ = π. This effect is clearly not representative of
the collision dynamics seen numerically, thereby requiring us to restrict our studies to
the interval δ ∈ [0, π/2], for which the amplitude is non-divergent. For these values,
the behaviour of the amplitude is more representative, such as for δ = 0, which
details that the soliton amplitude is increased by 1/
√
2b when they constructively
interfere.
The equations for the velocities kn highlight the main result of the variational
analysis; that the velocities of the solitons are modified in the presence of the gauge
field. The first and last terms of Eqs. (7.14) and (7.15), are the standard terms
from the Gross-Pitaevskii equation, with the second and third terms appearing
from the current nonlinearity. Together, they reduce in the asymptotic limit as
kn ∼ mξ̇n/~+a1/(6~b), highlighting that the individual solitons travel at a constant
velocity when they are well separated. As we will demonstrate in the next subsection,
these new terms arising from the current will be responsible for the interaction-
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induced velocity shifts.
The equations for both a(t) and ξn are not particularly transparent, but do high-
light the coupling between all of the variational parameters. A variational equation
for the soliton width b, is not required to proceed as the curvature coordinate has
been excluded.
7.3.1 Numerics
In order to illustrate how the gauge field is the mechanism underlying the inelastic
scattering in our system, we set out to first simplify and reduce the number of
variational equations, in order to derive an effective particle model describing the
collision dynamics. For this purpose, we begin by setting Eqs. (7.16) to (7.18) as a
pair of simultaneous equations in order to eliminate the parameters φ̇n and ξ̇n. The










































with respect to the centre of masses of each soliton. Then, by using the chain rule
to redefine the first term on the left-hand side of both equations, and similarly with
the quotient rule for the last term of the right-hand side, then leads to the set of
equations










r(ε, δ) = 1− b2
∂
∂ξ1
ε (f(ε, δ)− 1)
f(ε, δ) . (7.28)
Together with the velocity equations, the above set of coupled differential equations
describe an effective particle model for the soliton dynamics, in which the details
of the interaction are encoded in the expressions r(ε, δ) and L̄(ε, δ). Once again, in
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Figure 7.6: Comparison between the solutions of the variational equations (dashed-
green/red) and full numerics (color) for the evolution of the solitons’ centres of mass. The
soliton parameters are taken as g1Dm`/~2 = −4, v1m`/~ = 0.1, v2m`/~ = 0, a1/~ = 3,
and δ = 0.4π.
the asymptotic limit, both equations simplify to the single-soliton result k̇i(t) ∼ 0,
which details that the solitons travel at a constant velocity when they are well
separated. A consequence stemming from the elimination of the parameters φ̇1(t)
and φ̇2(t) in these equations, highlights that the phase in this particle model is
static, and does not dynamically evolve over the course of the interaction. As this
is a critical feature in our model, which is responsible for many of the phenomena
present in the scattering dynamics, it is clear that our analysis is going to limited
in applicability. However, we will still be able to obtain qualitative results which do
not strongly depend on the phase δ, but will unfortunately not be able to address
issues pertaining to the bound-states dynamics pictured in Fig. 7.5.
To proceed, we solve the set of differential equations numerically using a fourth-
order Runge-Kutta method and compare our results to an example of the full nu-
merics in Fig. 7.6. For the chosen set of parameters, the magnitude of the outgoing
velocities are in good agreement, with the post-collision trajectories showing that the
solitons pass through each other. However, the position shifts of the solitons are not
captured well, with the left-outgoing soliton shifted too much, and the right-outgoing
soliton shifted too little. This particular example represents the configuration that
has the best agreement for the velocities. Although not shown here, for δ < 0.3π
the particle model predicts that the solitons form a perpetual bound state with a
centre of mass coordinate that increases linearly with time. Otherwise, for δ > π/2,
the dynamics feature a hard-core elastic interaction where the solitons collide, but
rebound off each other. Although the dynamics in these two regimes are similar to
what we have obtained numerically, in that we can identify regimes where the inter-
action is repulsive (and therefore elastic) and attractive (supporting bound states),
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this correlation actually arises from discrepancies in our model. This is chiefly un-
derstood from the fact that the linear ansatz, described by Eq. (7.5), neglects the
nonlinear deformation which takes place when the solitons overlap. This leads, in
particular, to the absence of the dynamical phase δ(t), as well as the regularisation
of the soliton amplitude when ε→ 0.
From this, it is sensible to conclude that the variational analysis presented here
is more suited to studying dynamics at the onset of the collision, but not for its
entirety. These ideas will become clear in the study of interaction potentials in the
following section.
7.4 Interaction potentials
So far in our analysis, we have detailed, albeit in a limited fashion, how the gauge-
field modifies the interactions between the solitons in the context of the particle
model. In order to gain a more qualitative understanding of this, we can also
derive a set of interaction potentials which can illustrate both the range and phase
dependence of the collisions. As mentioned previously, we will achieve this using
two separate variational methods, as follows.
7.4.1 Linear potential
In the first case, we return to the particle model described by Eqs. (7.26) and (7.27).
To derive an effective interaction potential, with reference to the dynamics pictured
in Fig. 7.2, we begin by restricting our analysis at the onset of the collision, before
the solitons begin to significantly overlap. In this regime, the second soliton remains
approximately stationary such that the coordinates ξ2(t) ≈ 0 and k2(t) ≈ 0 can both
be approximately set to zero. The set of coupled differential equations then simplify
greatly, and we may readily integrate Eq. (7.26) to obtain
~k1ξ̇1 = −4L̄+ C (7.29)
where C is an arbitrary integration constant and L̄ is defined in Eq. (7.22). Substi-
tuting Eq. (7.14) into the above expression, and then substituting the equation again
to remove an additional factor of ξ̇1(t), leads to the mechanical energy equation,
m
2 ξ̇1




(ξ1 − ξ2) [ℓ]





















(ξ1 − ξ2) [ℓ]






















Figure 7.7: Set of interaction potentials from linear (a) and asymptotic (b) calculations, for
various phase differences. In both cases, the soliton parameters are set as g1Dm`/~2 = −4,
v1m`/~ = 0.1, and a1/~2 = 3.















The structure of the semi-classical equations described above, treats the motion of
the first soliton as a classical particle moving through the potential landscape of the
second.
In Fig. 7.7, we plot the interaction curves defined by Eq. (7.31) for the simulation
parameters used in Fig. 7.2. Here, the potentials are plotted only for negative
values of the separation, as the moving soliton approaches the stationary soliton
from negative-x towards positive-x.
Surprisingly, these interaction curves do not differ drastically from the results
known from the standard Gross-Pitaevskii equation, with an attractive potential for
δ < π/2 and a repulsive potential for δ > π/2. The similarity of these potentials to
that of the standard case, can be understood from studying the current-dependent
terms in Eq. (7.31), as one finds that these contributions are generally shorter-ranged
than the conventional Gross-Pitaevskii ones, and therefore they do not modify the
collision dynamics significantly until the solitons are close to each other. The pres-
ence of an attractive potential in particular, therefore supports the existence of
bound states in the context of the ‘resonance’ regime of the restitution data, and
likewise for the repulsive potential detailing the elastic collisions in the model.
The limitations of the particle model detailed earlier are clearly visible in these
interaction curves. In particular, as the attractive potentials do not turn repulsive
close to ε = 0 [215], the particle model therefore predicts that two in-phase solitons
will be perpetually trapped in a bound state. Whereas as the hard-core elastic
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interactions is hinted from the divergence of the soliton amplitude in the curves for
δ = 3π/4 and δ = π, as the magnitude of the potentials increase rapidly for ε→ 0,
compared to the attractive curves.
7.4.2 Asymptotic potential
In addition to the linear interaction potentials, it is also useful to also consider the
collision dynamics in the asymptotic regime, where the solitons are well separated.
This can be achieved, as mentioned previously, using the techniques outlined in Refs.
[225, 226], which treats the interaction of the solitons as the overlap of one soliton’s
envelope with the weak tail of the other.
To derive an effective interaction potential in the asymptotic regime, we again
restrict our analysis to the weak-chiral regime, in which the second soliton can be
taken as stationary with respect to the first. In addition, since |g1D|  |a1 (v1 + v2) |,
we note that the dominant contributions to the interaction potential will consist of
terms not containing a factor of the velocities. Therefore we can further impose that
the first soliton is also stationary, such that k1 = k2 = 0. The two-soliton state in
the vicinity of the first soliton, can then be approximated as
ϕ ∼ ϕ1(χ̃) + ϕ2(χ̃+ ε), (7.32)
in which ϕ1 represents the envelope of the first soliton and ϕ2 is the exponential tail
of the second, provided ε  b. The reciprocal approximation is valid in the region
around the second soliton. Inserting Eq. (7.32) into the transformed Lagrangian



























where we have identified terms containing at least one ϕ1 and ϕ2, and neglected
those which otherwise do not. The non-interacting Lagrangian density will not be
required to proceed.
















in which each derivative is evaluated at the point ϕ = ϕ1. Then, as we only consider
the case of stationary solutions for which δL/δϕ = 0, we may recast Eq. (7.34) using





























In writing Eq. (7.36), we have divided the integration domain at an arbitrary point z0
located between the solitons and introduced the symmetric term {1 
 2} to account
for the contribution from the second soliton. Surprisingly, this expression highlights
that in the asymptotic limit, the only contributions to the interaction potential arise
from terms in the Lagrangian density which feature a spatial-derivative of ϕ(x), with
the mean-field interactions absent in the variational equation.







sech χ̃ n = 1sech(χ̃+ ε) n = 2 (7.37)
where the two-soliton width b = −4~2/ ˜mg1D is defined such that
∫+∞
−∞ dx|ϕn|2 = 1/2,
with each soliton containing half the number of atoms. Furthermore, as we are
interested in the weak interaction of the soliton tails, we can also simplify these






−χ̃ n = 1
eχ̃+ε n = 2
(7.38)
in keeping with the linearisation procedure used previously. Then, to evaluate the
surface term defined in Eq. (7.36), we use the full expressions in Eq. (7.37) to
evaluate the upper limit at x =∞, together with the asymptotic forms in Eq. (7.38)
to evaluate the lower limit at z0. However, in order to obtain a contribution from
the current to the effective potential, which is independent of the choice of arbitrary
point z0, we must go to the next order in the expression for ϕ2 in the second term
in Eq. (7.36), taking ϕ2 ∼ e3(χ̃+ε)eiφ2/
√
b. Substituting these expressions, we then











which can be studied more directly. Appearing, are two contributions to the in-
teraction potential. The first of these is the standard term describing the collision
dynamics in the Gross-Pitaevskii equation, which is attractive or repulsive for the
correct choice of the phase difference. Whereas the second is a new contribution
which arises due to the presence of the gauge field, but critically, has a shorter in-
teraction range compared to the former. This infers, that in the asymptotic limit,
the gauge field does not contribute significantly to the collision dynamics far from
the centre of interaction. These properties are illustrated in the Fig. 7.7, in com-
parison to those derived from the linear calculation. Here, one finds that both sets
of potentials share the same qualitative features, with both attractive and repulsive
interactions supported. Note, that the asymptotic and linear curves differ up to a
universal scaling constant, which critically does not change the qualitative features
of the potentials.
7.5 Summary and outlook
In this chapter, we have demonstrated how the non-integrability of the interacting
gauge theory can lead to unconventional collision dynamics for bright matter-wave
solitons; from inelastic collisions in the presence of population transfer and radiation
losses, to short-lived bound states and soliton fission. Using variational techniques,
we derived an effective particle model for the collision dynamics, which provided in-
sight into both the inelastic scattering and phase dependence of the interactions. In
particular, the presentation of interaction potentials, both in the linear and asymp-
totic approximations, was a key aid in the identification of attractive and repulsive
collision dynamics, and qualitatively agreed with the results obtained from numer-
ical simulations. Importantly, the success of the particle model, although limited,
underlines that a variational description of the non-integrable dynamics is suitable
provided the current nonlinearity is weak. Whereas as in the case of strong inter-
actions, the particle model inevitably breaks down, due to the inability to describe
the radiation emission and fracturing of the solitons.
These results therefore reinforce earlier comments, that understanding the role
of non-integrability is crucial for the study of a dynamical model. In our case, it
is evident that these non-integrable dynamics can be detrimental to the coherence
of a chiral soliton. However, provided one is restricted to the weak-chiral regime
in an experimental context, these effects will not have significant implications. As
such, these dynamics support the studies in the previous chapter on the stability
properties of the chiral solitons and their possible implementation in atomtronic
systems [51, 195], where careful consideration of the collision dynamics is needed.
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As a final note, we end with an open question on the ‘resonance’ regime of the
restitution data pictured in Fig. 7.3. In other non-integrable models, it has been
demonstrated that similar regimes are responsible for chaotic scattering, where the
solitons collide several times. As this was briefly demonstrated in Fig. 7.4 for a two-
bounce bound state, it is intriguing as to whether higher-order bound states exist,
and whether the number of collisions depends fractally on the initial conditions.
In this regard, the interacting gauge theory could represent a condensate model
with both non-integrable and chaotic dynamics, offering a new platform to study




In this thesis, we have studied the nonlinear dynamics of one-dimensional chiral
matter-wave solitons described by a density-dependent gauge theory. We began,
by describing the origin of the physical model, in which a density-dependent gauge
potential was engineered in an ultracold bosonic gas using light-matter interactions.
We showed how the breakdown of both Galilean invariance and chiral symmetry in
the resulting model, led to the emergence of chiral soliton solutions. By calculating
the conservation laws and variational equations, we were able to quantify the particle
nature of the solitons, and somewhat satisfyingly, show the classical correspondence
of the gauge theory. The majority of the thesis was then devoted to the study of the
stability and interactions of the bright solitons. In the first instance, we found the
novel property that the chiral soliton was linearly stable in an almost exact manner
to integrable systems, despite the interacting gauge theory being generally non-
integrable. Whereas in the case of the collision dynamics, the system can be quite
unmanageable, with the appearance of inelastic trajectories and population transfer,
as well as metastable bound states and soliton fission. These studies concluded, that
the role of non-integrability in a nonlinear model needs to be treated with care, not
only for the purpose of theoretical studies, but also for a practical implementation
in an experiment.
In the concluding sections of each chapter, we have already detailed several ex-
tensions to the work presented, from proposing the existence of grey and higher-
dimensional solitons, to the stability of bright solitons in a perturbative model, and
the prospect of fractal collision dynamics. The scope of possibilities is however much
broader than this and covers topics relevant to both an experimental and theoretical
viewpoint. For example, we have already hinted in Sec. 5.4 that the dynamics of
a trapped chiral soliton is expected to be non-coherent, due to the presence of a
perturbation-induced driving term in the variational equations. This has implica-
tions not only for the motion of the chiral soliton in the harmonic trap, but also for
their elementary excitations [103, 173]. In a related note, it is also expected that the
breakdown of Galilean invariance could be a major factor for the excitation spec-
99
trum of the condensate and possibly lead to the emergence of soliton trains as the
interactions turn attractive under motion [72, 175, 176]. Additionally, we have for
the most part, only focused on the dynamics of bright solitons and largely ignored
the dark soliton case. Here, the interplay of chirality is expected to lead to density
fluctuations in the background and the emission of sound [227].
A recurring topic in this thesis, has been ensuring that the chiral soliton retains its
coherence in the presence of perturbations and collisions, in order for their possible
applications in quantum dynamics such as interferometry and atomtronic based
systems [49–51, 195, 213, 214]. The key idea in these systems, in a similar manner
to the topic of quantum computing, is the engineering of purpose built systems
to tackle problems where ultracold gases can provide a significant advantage over
traditional methods. Typically, the idea here is to exploit the coherence and vast
tunability of quantum gases for high precision interferometry [228], but also for
quantum technologies which extend the scope of quantum simulation [195]. To
achieve this, components analogue to those available in optics and electronics must
be realised in order to construct a suitable basis, such as an atomic laser and beam
splitters for an interferometer [136, 229]. In this regard, it is interesting as to whether
the chiral dynamics of our solitons can be used for novel transport dynamics in these
systems. In particular, since the chemical potential of a chiral soliton is defined in
part by its velocity, it is speculative as to whether this chirality could be used to
build a matter-wave diode; one of the fundamental components for atomtronic-based
circuitry. Similar proposals have already appeared in discrete systems [51, 230], with
the first steps in the experimental setting demonstrated recently [231].
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Appendix A
The hypergeometric differential equation
In this appendix, we provide a brief overview of the hypergeometric differential
equation and its solutions around each singular point. These details can be found in
the majority of mathematical textbooks [232], particularly ones which centre on the
topic of special functions [141]. As such, we present the following derivations solely
for the sake of revision, in preparation for the analytical solution of the Bogoliubov-
de Gennes equations presented in Chap. 6.
A.1 The hypergeometric function
Many of the special functions which appear in the solutions to problems in mathe-
matical physics, such as the Legendre and Chebyshev polynomials, can be written
in terms of or as a limiting case of the hypergeometric function [184].
Definition A.1: For a complex argument z, the (Gauss) hypergeometric
function is defined by the power series [141, 232]
2F1 (α, β; γ; z) = 1+
αβ
γ
z+ α(α + 1)β(β + 1)2γ(γ + 1) z







where {(α)n, (β)n, (γ)n} are a set of (rising) Pochhammer symbols
(α)n =
(α)0 = 1(α)k = α(α + 1)(α + 2) . . . (α + k − 1) = Γ(α + k)/Γ(α) ,
for k ∈ Z+.
The hypergeometric function is convergent inside the unit circle |z| < 1 for γ 6= Z−0
and at |z| = 1 provided γ > α + β. In addition, the function can be analytical
continued outside |z| = 1 provided the possible branch cut at [1,∞) is excluded. As
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an example, for α = β = γ = 1, the hypergeomtric function takes the form of the
standard geometric series
2F1 (1, 1; 1; z) = 1 + z + z2 + . . . =
1
1− z , (A.1)
which contains a simple pole at z = 1.
The hypergeometric function is a solution to the hypergeometric differential equa-
tion
z (1− z) d
2w
dz2
+ [γ − (1 + α + β) z] dw
dz
− αβw = 0, (A.2)
which contains three regular singular points at z = 0, z = 1, and z =∞.






+ p2z = 0,
zk is a regular singular point if (z − zk) p1 and (z − zk)2 p2 are both finite
in the limit z → zk. Otherwise zk is an irregular singular point.
For example, at the point z = 1, both
lim
z→1
(z − 1) γ − (1 + α + β) z




− (z − 1)2 αβ
z (1− z) = 0, (A.4)
are finite, and likewise for the remaining singular points. Any second-order differ-
ential equation which contains three regular singular points can be converted into
the hypergeometric differential equation.
A.2 Solutions to the hypergeometric differential equation
As Eq. (A.2) is algebraically bounded at each singular point, a general solution in








provided c0 6= 0. This is turn leads to a total of six special solutions (two around each
singularity) denoted by wn, which can be generalised into Kummer’s 24 solutions if
required [141].
A.2.1 Solution around z = 0
The first set of solutions to consider are the ones located in the vicinity of the
singular point z = 0. Substituting Eq. (A.5) into Eq. (A.2) leads to the expression
∞∑
m=0




cm−1 (k +m− 1 + α) (k +m− 1 + β) zk+m−1 = 0,
(A.6)
where the lower limits of the summation indices are adjusted so that zk+m−1 is a
common polynomial. Equating to zero the smallest power of zk+m−1 for m = 0,
leads to the indicial equation
c0 q (q − 1 + γ) = 0, (A.7)
with exponent pairs q = 0 and q = −γ + 1. Then, by equating the remaining terms
of Eq. (A.6), one obtains the recurrence relation
cm = cm−1
(k +m− 1 + α) (k +m− 1 + β)
(k +m) (k +m− 1 + γ) . (A.8)




, c2 = c1
(α + 1) (β + 1)
2 (γ + 1) , c3 = c2
(α + 2) (β + 2)
3 (γ + 2) , (A.9)






m = c0 + c1z + c2z2 + c3z3 + . . . = 2F1 (α, β; γ; z) (A.10)
which as expected, is simply the hypergeometric function with c0 = 1. The same
procedure follows for the second exponent k = 1 − γ, leading to the second funda-
mental solution
w2 = z1−γ 2F1 (α− γ + 1, β − γ + 1; 2− γ; z) . (A.11)
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The general solution is then given by
w = A 2F1 (α, β; γ; z) +Bz1−γ 2F1 (α− γ + 1, β − γ + 1; 2− γ; z) , (A.12)
where A and B are arbitrary constants.
A.2.2 Solution around z = 1
For the solutions around the singularity at z = 1, we begin by introducing the
change of variables y = 1− z. The hypergeometric differential equation becomes
y (1− y) d
2w
dy2
+ [α + β − γ + 1− (1 + α + β) y] dw
dy
− αβw = 0, (A.13)
which is identical to Eq. (A.2) except for the transformation of the γ variable as
γ → α+ β − γ + 1. The general solution at z = 1 is then given by transforming the
solution at z = 0 by setting γ → α + β − γ + 1 for y = 1− z, and reads as
w = A 2F1 (α, β;α + β − γ + 1; 1− z)
+B(1− z)γ−α−β 2F1 (γ − β, γ − α; γ − α− β + 1; 1− z) ,
(A.14)
with the set of fundamental solutions notated by w3 and w4 respectively.
A.2.3 Solution around z =∞
The final set of solutions at z = ∞ requires applying the Möbius transformation
z = 1/s, such that the hypergeometric differential equation is rewritten as





s2 (γ − 2)− s (α + β − 1)
] dw
ds
− αβw = 0. (A.15)
Obtaining the general solution of Eq. (A.15) follows the same procedure as outlined
for z = 0, by identifying the indicial and recurrence equations for the exponent pairs
k = α and k = β. The general solution is given by
w = Az−α 2F1 (α, α− γ + 1;α− β + 1; 1/z)
+Bz−β 2F1 (β, β − γ + 1; β − α + 1; 1/z) ,
(A.16)
with w5 and w6 corresponding to the fundamental solutions. This completes the




In this appendix, we show how to evaluate the interaction integrals which appear
in the two-soliton variational analysis using the method of residues. Although these
calculations can be found in the literature [217, 220], we recapitulate and expand
on the details here, in order to provide a basis for evaluating the more complicated
contour integrals which arise specifically in the case of the interacting gauge theory.
B.1 Integral example I





cosh(x) cosh(x+ a) . (B.1)







cosh(z) cosh(z + a) , (B.2)
in which the contour path C forms a rectangular region in the complex plane, z =







cosh(x) cosh(x+ a) +
∫ iπ
0
dy (R + iy)





cosh(x+ iπ) cosh(x+ iπ + a) +
∫ 0
iπ
dy (−R + iy)
cosh(−R + iy) cosh(−R + iy + a) .
(B.3)
The complex function f(z) is analytic in the region except for a pair of (simple)
poles at z1 = iπ/2 and z2 = iπ/2− a. These properties are illustrated in Fig. (B.1).
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Figure B.1: Map of the complex plane z = x + iy, highlighting the location of the poles
(black dots) and contour path C (red line) for all interaction integrals. The integration
path is taken counter-clockwise.





dy (R + iy)
cosh(R + iy) cosh(R + iy + a) ∼
∫ iπ
0
dy Re−2R → 0, (B.4)
as f(z) exponentially converges to zero. The horizontal paths also vanish due to the
periodicity of f(z), except for a contribution from the top path which is proportional













cosh(x) cosh(x+ a) = −iπI1.
(B.5)
Therefore, from the residue theorem we can write
∮
C
dz f(z) = −iπI1 = 2πi
∑
k=1,2
Res (f(z), zk) . (B.6)
The task of evaluating I1 reduces to simply, albeit tediously, computing the residues
of f(z).
Definition C.1: The residue of a m-th order pole at the singular point
zk, is given by










Using Definition C.1, the residues are calculated as
Res (f(z), z1) = lim
z→z1
(z − z1) f (z) =
π
2i sinh(a) , (B.7)
and
Res (f(z), z2) = lim
z→z2






















z − iπ2 + a
)}
+O(x)3. (B.10)








dx sech2(x) = 2, (B.12)
for a = 0.
Definition C.2: For a pair of functions, f(x) and g(x), which are













cosh(a) = 2. (B.13)
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B.2 Integral example II




dx x tanh(x+ a)
cosh(x) cosh(x+ a) . (B.14)






dz z2 sinh(z + a)
cosh(z) cosh2(z + a)
, (B.15)
in which the contour path C is identical to the one used in the previous example. In
contrast, the integrand now contains a simple pole and a second-order one. Equating








dx (x+ iπ)2 sinh(x)













g(z)dz = −2πiI2 + π2I3 = 2πi
∑
k=1,2
Res (g(z), zk) . (B.17)
The task of evaluating I2 now depends on computing the residues of g(z) and knowl-











which can determined using the same techniques. The residues in this instance are
given by
Res (g(z), z1) = lim
z→z1










(z − z2)2 g (z)
]















z − iπ2 + a
)}2
+O(x)4. (B.21)




+ 2asinh(a) . (B.22)




dx x tanh(x) sech2(x) = 1, (B.23)
for a = 0.




− asinh a +
a2
























































































































































dx x tanh(x+ a)






dx (x+ a) tanh(x)






dx tanh(x) tanh(x+ a)










dx f (x, a)xn−1 →
∫
C
dz f (z, a) zn (B.45)
∫ ∞
−∞
dx f (x, a) (x+ a)n−1 →
∫
C
dz f (z, a) (z + a)n (B.46)

















z − iπ2 − a
)}n
+O(x)n+2 (B.48)
where n ∈ Z+.
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[45] Houck, A. A., Türeci, H. E., and Koch, J. Nat. Phys. 8, 292 (2012).
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[145] Pérez-Garćıa, V. M., Michinel, H., Cirac, J. I., Lewenstein, M., and Zoller, P. Phys.
Rev. A 56, 1424 (1997).
[146] Abdullaev, F. K., Gammal, A., and Tomio, L. J. Phys. B: At. Mol. Opt. Phys 37,
635 (2004).
[147] Umarov, B. A., Messikh, A., Regaa, N., and Baizakov, B. B. J. Phys. Conf. Ser. 435,
012024 (2013).
[148] Saleh, M. and Öhberg, P. J. Phys. B: At. Mol. Opt. Phys 51, 045303 (2018).
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