Abstract. The accumulation of many transformed versions of the same original videos on Web2.0 sites has a negative impact on the quality of the results presented to the users and on the management of content by the provider. An automatic identification of such content links between video sequences can address these difficulties. We put forward a fast solution to this video mining problem, relying on a compact keyframe descriptor and an adapted indexing solution. Two versions are developed, an off-line one for mining large databases and an online one to quickly post-process the results of keyword-based interactive queries. After demonstrating the reliability of the method on a ground truth, the scalability on a database of 10,000 hours of video and the speed on 3 interactive queries, some results obtained on Web2.0 content are illustrated.
Introduction
A very large share of the videos currently hosted by Web2.0 sites is issued from professional original video content that is modified or repurposed and eventually uploaded by many different users. In many cases, the number of different, transformed versions of a same content that are stored on a site is high and, given the wide availability of easy to use video editing software, can be expected to keep growing. The frequent transformations include resizing, compression, colorimetric changes, insertion of logos or various artifacts, modification of the time line and mixing. The accumulation of very many transformed versions of the same content has a strong negative impact on the quality of the results presented to the users and on the management of the available content. Frequently, consecutive results to a query are versions of a same original video, forcing the user to skim through several pages of results in order to find the next truly different video. Also, a very large share of the videos that a Web2.0 site store is actually useless (and even detrimental) because it consists of such duplicates.
These examples bring out the need for identifying the content links between the stored videos, and for using them to unclutter and structure the content of the video databases, with the ultimate aim to improve user experience with Web2.0 sites. The textual annotations currently available for the videos can very seldom bring to light the links between the many versions of a same original video. The tool of choice for finding such links is content-based video copy detection (CBVCD), where the relation of "copy" holds between two videos if they are transformed variants of the same original video. We consider that CBVCD can be used for this purpose in two complementary ways. First, an off-line process can be periodically launched on large but specific shares of the database in order to identify near-duplicates and videos that share a common sub-sequence. A good reference is the volume of videos returned by a broad query; e.g., on a popular Web2.0 site the query "Madonna" returns 116,000 answers (10,000 hours of video). The results of this process can be employed to remove e.g. the lower quality versions of the videos, thus reducing storage requirements and improving the diversity of the answers to future user queries. They also allow to establish navigation links based on common sub-sequences between videos that do not share keywords, or to improve the quality of the keywords associated to a video by exploiting the keywords of its different versions.
Second, when the system receives a keyword-based query, it can employ a query-dependent online process to structure the preliminary results before returning them to the user. This process can remove recently uploaded duplicates and group the results in a query-specific way or modify the "default" ranking by exploiting the content links. Such an online process should be able to answer almost immediately when given about 1,000 videos (websites usually return the top 1,000 answers even if more relevant videos are available) of a few minutes each (most videos are less than 5 minutes long), i.e. around 80 hours of video.
Several problems have to be solved in order to achieve such fast online mining and scalable off-line processing. The diversity and the amplitude of the transformations that can be encountered (regarding both the individual frames and the temporal arrangement of video sub-sequences) rule out simple descriptions of the videos. But robust descriptions typically require expensive matching operations that can make CBVCD-based mining hopelessly slow. To address this challenge, we suggest to represent videos as sequences of keyframes and propose a compact keyframe signature based on robust local descriptions; then, we develop an indexing method that can significantly speed up the identification of the sets of similar keyframe signatures and further adapt it to the online context.
After reviewing some recent work on video mining by copy detection in Sect. 2 we put forward our mining solution in Sect. 3. Subsection 3.1 presents a compact keyframe signature, called Glocal, subsection 3.2 describes a new redundant indexing scheme that allows to find the sets of similar signatures fast, and subsection 3.3 shows how the links between video sequences are established. In Sect. 4 we first demonstrate the reliability of the method on a ground truth, the scalability on a database of 10,000 hours of video and the speed on three interactive queries. Then, results obtained on Web2.0 content are illustrated and some applications are discussed.
Content-Based Video Copy Detection for Video Mining
There are several recent developments in CBVCD methods (see e.g. [6] and references therein), but few attempt to apply CBVCD to video mining. The early approaches to video mining in [9] and [16] focus on news shows and develop CB-VCD solutions. The databases are not very large and the descriptors employed are rather simple, limiting the range of transformations that still allow the detection of copies, but these proposals demonstrate the relevance of CBCD for video mining. In [15] , near-duplicate frames are identified in the TRECVID 2004 video corpus, but 16 seconds are required for searching 150 frames in 10 minutes of video (600 frames). An application of CBVCD to the elimination of video duplicates in Web search is proposed in [14] ; global descriptors help separating the least similar videos, then local descriptors allow to refine duplicate detection. However, several minutes are required for returning the top 10 answers (among the 600 preliminary results) to a keyword-based query, which is too long for performing the query-dependent online processing we need. The scope of the video mining stage in [11] is broader than copy detection, since it attempts to identify content links between e.g. same or similar objects in different scenes; this requirement and the nature of the descriptions employed significantly reinforce the scalability and the speed challenges. While some generic CBVCD methods successfully address the scalability issue for monitoring a video stream against a database of original content, their direct application to video mining would be unacceptably slow. For example, the method in [8] needs about 20 days to identify the links between keyframes in a database of 10,000 hours of video.
Some interesting methods video mining do not attempt to identify copies. The occurrences of the same scenes (from different viewpoints) are detected by using the discontinuities in the trajectories of interest points in [10] or by employing flash patterns in [12] . News subjects are tracked by using both video keyframe similarity and automatic audio transcriptions in [17] , [13] .
Proposed Video Mining Solution
To reliably identify the versions of videos in spite of the transformations that modify the individual frames and their temporal arrangement, we represent videos as sequences of keyframes and propose a compact keyframe signature based on robust local descriptions. The mining process first discovers the pairs of similar keyframes in the database and then employs them to find similar video sequences. To reduce the number of similarity computations required for discovering the pairs of keyframes, we develop an indexing scheme based on dividing the database of keyframe signatures into segments such that, in each segment, the similarity between any two signatures is above a threshold; the search for similar keyframes is then only performed within each segment.
Keyframe Description
Given the diversity and the amplitude of the transformations that can be encountered in the different versions of a video, a reliable identification of these versions requires local descriptions for the keyframes. But the set of local signatures describing a keyframe is not very compact, so more frequent access to mass storage can be needed during mining, which slows down the process. Moreover, a costly matching step is required for going from the level of individual local signatures to the level of keyframes. We have defined a keyframe descriptor, called Glocal, that attempts to find a good compromise between the robustness of copy detection with local signatures and the compactness of keyframe-level signatures. To obtain the Glocal signature of a keyframe, a maximum of 20 interest points are found using the improved Harris detector and for each point a 20-dimensional spatio-temporal differential description (local signature) is computed as in [8] . The 20-dimensional description space containing these local signatures is partitioned at a limited depth h, which produces 2 h cells that are numbered. The Glocal signature of the keyframe is the binary vector where the bit i is set to 1 only if the local signature of at least one interest point of the keyframe falls within cell i. For the example in Fig. 1 , the Glocal signature is 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 1. The analysis of a large database shows that for a depth of h = 8 the average number of bits set to 1 in a Glocal signature is 17.4, while the average number of local descriptors is 19.4 for a keyframe. The local signatures representing a keyframe are well spread, so if only their coarse positions are stored the loss of information is limited. For h = 8, a Glocal signature takes 2 h = 256 bits; to save space, for higher depths only the positions of the bits set to 1 are stored.
The similarity between Glocal signatures is given here by the Dice coefficient,
|G1|+|G2| , where G i is the set of bits set to 1 in the signature g i and | · | denotes set cardinality. A study of the impact of the transformations shows that a keyframe can be safely considered a copy of another if their similarity is above θ = 0.55.
Keyframe Indexing for Off-line or Online Mining
If the similarity was computed for every pair of signatures, the time complexity of the identification of pairs of similar keyframes would be quadratic in the size of the database (e.g. 4500 seconds are needed to mine 100 hours of video, not compatible with online processing). Access to mass storage further slows down mining, especially for the off-line process. An indexing solution is thus required.
The indexing scheme we developed is inspired by redundant indexing methods such as LSH [4] , RBV [7] , OMEDRANK [3] or PvS [5] , and by proposals addressing similarity joins, like [1] and [2] . We divide the database of keyframe signatures into segments (or buckets) such that, in each segment, the similarity between any two signatures is above a threshold; the search for similar keyframes is then only performed within each bucket. Time and storage complexity depend on the total number of buckets and on their lengths; if the number and lengths are small, the gain can be significant with respect to the computation of all the similarities. The number of different buckets can be reduced using selection rules as shown below. The size of the buckets is limited for the online version.
A Glocal signature is a set of "words", a word being the position of a bit set to 1. With these words one can build "sentences" of various lengths. A bucket consists of all the Glocal signatures in the database that contain a specific sentence; the bucket can be stored as an inverted list. There are C Using these rules, the average number of sentences per signature is of only 48. To find the pairs of similar keyframes, the similarities between all the signatures are computed within every bucket; this independent mining of the buckets makes this method easy to parallelize. If the similarity is above the θ threshold, the identifiers of both keyframes are stored and later used for finding similar video sequences. But if the number of buckets is reduced, some pairs of similar keyframes might no longer be found together in any remaining bucket and would thus be missing from the results of mining. A collision analysis shows that for a partitioning depth h = 8 with sentences of 3 words and the above selection rules, a recall of 0.9 is obtained.
Depending on the video database, some of the buckets can be large and are retrieved from mass storage one after the other for mining. This can make the duration of online mining long and unpredictable. To keep it under control, an upper bound is used in online mining for the size of the buckets, so that all the buckets can hold in main memory. When a bucket reaches the bound, no further Glocal descriptors are added to it; a small upper bound implies faster processing at the expense of lower recall (fewer pairs of similar keyframes are found).
Linking Video Sequences
The second stage of mining sets up the links between video sequences that are transformed versions of a same content and builds the graphs that summarize the results. To begin with, similar keyframes are grouped together by pairs of video identifiers; for each pair, the keyframes are sorted by increasing time codes. Then, pairs of corresponding sequences are built by the stepwise addition of pairs of linked keyframes that verify temporal consistency conditions. Consider two different sequences of identifiers ID x and ID y . First, the temporal gap between the last keyframe in a sequence (time code Tc x,l ) and a candidate keyframe to be added to the same sequence (time code Tc x,c ) should be lower than a threshold τ g : Tc x,c − Tc x,l < τ g . This allows small gaps due to the absence of a few connected keyframes, as a result of post-processing operations (addition or removal of several frames) or of false negatives in the detection of connected keyframes. Second, a limited amount of temporal offset (jitter) τ j , caused by post-processing operations or by instabilities of the keyframe detector, is also tolerated: |(Tc x,c − Tc x,l ) − (Tc y,c − Tc y,l )| < τ j , where Tc x,l is the time code of the last keyframe in ID x , Tc y,l the time code of the last keyframe in ID y and Tc x,c , Tc y,c are the time codes of the candidate keyframes. Third, sequences should be longer than a minimal value τ l to be considered valid; this removes very short detections, typically false positives.
Evaluation Results and Illustrations
The reliability and the scalability of the proposed mining method should be evaluated first. Then, the online mining process is illustrated on the results returned by a Web2.0 site for two keyword-based queries and applications are discussed. While the method is easy to parallelize, the following results are obtained on a single core 3 GHz CPU with 4 Gb of RAM.
Experimental Validation
Reliability on a ground truth. The public video copy detection benchmark 3 of CIVR 2007 (63 hours, 156,238 keyframes) was employed to test the off-line and online versions, by adding the queries (ST1 and ST2) to the database. We require a precision of 1, i.e. no wrong link should be established. For both versions, the recall obtained was of 0.7 with a similarity threshold θ = 0.55 and of 0.8 with θ = 0.5. The online process requires 5 seconds to build the index and 13.5 seconds to identify the corresponding video sequences.
Scalability to large databases. To measure the time required for mining a large database (e.g. comparable to the volume of videos annotated with the keyword "Madonna" on a popular Web2.0 site) a 10,000 hours database was created by randomly selecting videos from the INA archive. This volume also corresponds to 416 days of broadcast for one TV channel. The Glocal signatures of the 28.7 × 10 6 keyframes were obtained using a partitioning depth h = 9. Mining this database required 82.5 hours (3.5 days).
Speed in processing the results of interactive queries. To test the online version of our mining method, the top 1,000 answers returned by a Web2.0 site to 3 simple keyword-based queries were employed (the number of videos considered was actually lower because transcoding to MPEG failed for some of them). For the query "Zidane" (soccer player) 739 videos (35 hours) were processed, for the query "Justin Timberlake" 907 videos (69 hours) and for the query "Madonna" 925 videos (69 hours). Table 1 presents the results of the online version of the method for θ = 0.55 (and h = 8). The time required for mining is compatible with interactive retrieval and can be further reduced by simple means (optimized code, progressive display, etc.). Given the limited sizes of these databases, all the data holds in main memory without any significant reduction in bucket size. 
Illustration on the Results of Two Keyword-Based Queries
Results obtained for the "Zidane" query are shown in Fig. 2 and those for the "Madonna" query in Fig. 3 . For both figures, the top left image presents the resulting graph between corresponding video sequences. The layout of the graph, with each connected component visually separated from the others, is obtained in less than 2 seconds. Note that if two sequences are issued from a same broadcast (same ID) and have a non-zero overlap, then they are represented by a single vertex. So, if a vertex X is linked to vertices Y and Z, and these two links correspond to different duplicate sequences having a very small overlap (< τ l ), then there is no direct link between Y and Z. For both queries, no wrong link was found in the results (precision is 1) but recall could not be measured. The metadata on every link includes the length of the detection and the minimal, maximal and mean similarities between the keyframes composing the sequences. This information can be used for modifying the display of a graph. The "Zidane" graph ( Fig. 2 ) has many small connected components and a few large ones. A single representative vertex (video sequence) could be returned for each component; the number of vertices of the component is relevant for its ranking. The largest connected subgraph A assembles edited versions of several compilations and goal sequences. In order to keep some diversity in the results, this subgraph can be used to select one representative for each of the strongly connected components (a keyframe is shown for each). For the small connected components in region B some vertices are illustrated by connected keyframes. Short sequences that are present in very many videos can also be identified on the graph of video sequences; these sequences can be taken out from the full videos and returned as well-ranked answers. The bottom right part of Fig. 2 shows another graph where a link is set between two vertices only if at least one of the vertices is an entire video that is included in the other. This graph allows to find entire copies and to identify compilations that contain entire videos; the videos that are included in others and do not have a better quality can be removed from the results and probably also from the database.
On the "Madonna" graph ( Fig. 3) , the largest connected subgraph A contains sequences from the many different video-clips of the "4 minutes" single; the same videos are cut into small segments (some shorter than τ l = 4) that are then transformed and assembled together. Some versions are official releases, the others are created by enthusiasts. In the "double star" subgraph B, the centers of the stars are two very different versions of a video-clip (same piece of music) that group together video sequences also found in the outer vertices. The bottom right part of Fig. 3 shows the graph between entire videos, where a link is set between two vertices if they include versions of at least one common subsequence. The central subgraph allows to identify the video C that is a comprehensive usercreated compilation of many different video-clips.
The most frequent transformations we found in Web2.0 data are the reassembly of short sequences, the speedup or slowdown (by as much as 20%), strong compression and scaling. They are quite demanding for the CBVCD, so some connections between video sequences can remain undetected. The presence of many versions with various transformations may still allow to find an indirect path between such sequences. The online mining process can be used to filter out some preliminary answers to a query and to re-rank the results returned to the user. Also, an innovative interface could exploit some of the identified links and provide new ways to navigate the content. 
Conclusion
To address the problems posed by the accumulation of very many versions of the same video content on Web2.0 sites, we suggest to mine the video database using content-based video copy detection. But the reliable identification of the transformed videos requires robust local image descriptions and associated matching operations that can make the process hopelessly slow. We propose a compact keyframe signature based on local descriptions and develop an indexing method that can significantly speed up the identification of the sets of similar keyframe signatures. The reliability of this mining method is demonstrated on a public ground truth and its scalability on a database of 10,000 hours of video. Then, we show that the online version of the method can indeed be used during interactive retrieval. The results obtained on the answers returned by a Web2.0 site to two interactive queries are illustrated and ways to exploit them are discussed. All these results show that the compact keyframe description preserves the main information required for copy detection and that the indexing scheme allows to achieve a significant speed-up. The possibilities of exploiting this mining solution for Web2.0 content should be further explored.
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