For point patterns observed in natura, spatial heterogeneity is more the rule than the exception. In numerous applications, this can be mathematically handled by the flexible class of log Gaussian Cox processes (LGCPs); in brief, a LGCP is a Cox process driven by an underlying log Gaussian random field (log GRF). This allows the representation of point aggregation, point vacuum and intermediate situations, with more or less rapid transitions between these different states depending on the properties of GRF. Very often, the covariance function of the GRF is assumed to be stationary. In this article, we give two examples where the sizes (that is, the number of points) and the spatial extents of point clusters are allowed to vary in space. To tackle such features, we propose parametric and semiparametric models of non-stationary LGCPs where the non-stationarity is included in both the mean function and the covariance function of the GRF. Thus, in contrast to most other work on inhomogeneous LGCPs, second-order intensity-reweighted stationarity is not satisfied and the usual two step procedure for parameter estimation based on e.g. composite likelihood does not easily apply. Instead we propose a fast three step procedure based on composite likelihood. We apply our modelling and estimation framework to analyse datasets dealing with fish aggregation in a reservoir and with dispersal of biological particles. . The fungal lesions were formed after the dispersal of spores emitted from one lesion located at the intersection of the two dashed lines. The estimation algorithm was applied to the point pattern within the rectangle (open circles; 476 points), whereas locations of lesions outside the rectangle (crosses; 9 points) were not used.
. The fungal lesions were formed after the dispersal of spores emitted from one lesion located at the intersection of the two dashed lines. The estimation algorithm was applied to the point pattern within the rectangle (open circles; 476 points), whereas locations of lesions outside the rectangle (crosses; 9 points) were not used.
Introduction

Motivation and objective
Inhomogeneity and aggregation (also called clumping or clustering) in spatial point patterns are frequently observed in nature because of spatially-structured covariates and random effects. Being able to infer these characteristics generally contributes to unravel influential underlying processes.
For example, Figure 1 shows the locations of 485 brown rust lesions on a wheat leaf. The lesions were obtained by the dispersal of spores emitted from one mother lesion which we refer to as the point source (the point (0,0) in the figure; further details are given in Section 5). Our aim is to describe how the intensity and the random clumping of lesions depends on the distance to the point source. Another example is given in Figure 2 , which shows a part of a dataset consisting of the positions of 706 fish recorded along a boat trace. Here, our aim is to describe how the covariate shown in the figure (the spatially varying depth of water) influences the random organisation of the fish shoals (further details are given in Section 4).
Inhomogeneity and aggregation in spatial point patterns are usually described in terms of the intensity function ρ and the pair correlation function g defined as follows. We consider an observed planar point pattern (such as in Figures 1-2 ) as a realization of the restriction of a planar point process X to a bounded observation window W ⊂ R 2 . Excluding the case of multiple points, we can view X as a locally finite random subset of R 2 . The points in X are called events the points in X, and we denote by N(A) = #(X ∩ A) the number of events within a region A ⊆ R 2 (strictly speaking A needs to be a Borel set, but we suppress measure theoretical details; Section 2 provides more details on planar point processes). Now, it is assumed that whenever A ⊂ R 2 is bounded, the expected number of events in A is finite and given by
and whenever A, B ⊂ R 2 are bounded and disjoint, the covariance between N(A) and N(B) exists and is given by
Whilst the intensity function describes the inhomogeneity, the pair correlation function describes the positive (g > 1) or negative (g < 1) dependence between pairs of counts; generally speaking, g > 1 corresponds to aggregation of the events.
Thus, with a real dataset such as those shown in Figures 1-2, inhomogeneity and aggregation can be described by estimating ρ and g. This estimation can be tackled by constructing flexible parametric models for ρ and g and evaluating the most likely values for the model parameters. In this article, ρ and g are modelled in the framework of parametric and semiparametric models for spatial Cox processes, where we include first-and second-order non-stationarity into ρ and g, respectively. We develop a fast method for parameter estimation based on only ρ and g, which enables processing large point pattern data sets.
Spatial Cox processes
Recall that X is a planar Poisson process with intensity function ρ if for any bounded region A ⊂ R 2 , N(A) is Poisson distributed with mean A ρ(u) du, and conditioned on N(A) = n, the n events in A are independent and identically distributed with density proportional to ρ restricted to A. Poisson processes provide models for first order inhomogeneity as specified by ρ, whilst they are not flexible enough for modelling second and higher order spatial dependence properties as reflected, for instance, by the pair correlation function; see e.g. the discussion in Møller and Waagepetersen (2007) and the references therein.
In contrast, Cox processes (Cox, 1955) provide a large and flexible class of models for aggregation, where expressions for ρ and g are available. Recall that X is a planar Cox process driven by a random field Λ : R 2 → [0, ∞) if X conditioned on Λ is a Poisson process with intensity function Λ. For distinct points u, v ∈ R 2 , we have
provided these functions are locally integrable, that is, the integrals in (1)-(2) are welldefined. Usually, for specific parametric Cox process models (including the models in this paper), we have positive dependence (g > 1), although it is possible to construct Cox processes where g(u, v) < 1 for some locations u, v ∈ R 2 . Møller and Waagepetersen (2007) suggested separating first order inhomogeneity specified by ρ from random effects specified by a residual random field Λ 0 such that for all u ∈ R 2 ,
This allows us to model independently the intensity and the kind of aggregation which is not explained by the intensity. Typically, when covariate functions z 1 , . . . , z I : W → R are available, a log linear intensity function ξ := log ρ is assumed:
where z 0 ≡ 1 corresponds to an intercept and β 0 , . . . , β I are real regression parameters. Note that the Cox process driven by Λ 0 has also pair correlation function g. In Møller and Waagepetersen (2007) and subsequent work (e.g. Diggle (2013) and the references therein), Λ 0 is assumed to be stationary, that is, its distribution is invariant under translations in R 2 ; this implies that g(u, v) = g 0 (u − v) depends only on u − v. However, we shall not make this assumption as we will need more flexibility when modelling Λ 0 for datasets as in Figures 1-2.
Spatial Cox processes with non-stationary underlying random fields
In this paper, we do not assume that Λ 0 is stationary, because we want to allow cluster sizes and extents to depend on spatial location. This point of view was also taken in Mrkvička (2014) and Mrkvička and Soubeyrand (2017) who considered the detection of different types of inhomogeneities by using shot noise Cox process models, as discussed further in Section 2.2. Here, in contrast, we will adopt the Cox process framework, but will extend it to particularly flexible cases.
Consider a log Gaussian Cox process (LGCP), that is, a Cox process as above when the log residual random field Y 0 = log Λ 0 is a Gaussian random field (GRF) such that E[exp{Y 0 (u)}] = 1. Thus, denoting the covariance function of the GRF by c(u, v) = Cov{Y 0 (u), Y 0 (v)} and the variance function by σ 2 (u) = c(u, u), the GRF has mean function E{Y 0 (u)} = −σ 2 (u)/2. Often (including the cases of this paper) c ≥ 0 or equivalently g ≥ 1 (as discussed further in Section 2.2). We will consider models where ρ(u) describes the overall 'average' inhomogeneity, and σ(u) = σ(u) 2 controls the spatial varying weights (in the sense of the number of events) of the clumps/clusters. Additionally, inspired by the space transformation approach in Sampson and Guttorp (1992) and subsequent work (e.g. Perrin and Senoussi, 2000; Fouedjio et al., 2015) , we also allow the covariance function to be of the form
Here, r : [0, ∞) → [−1, 1] is a positive semi-definite function with r(0) = 1, · denotes the Euclidean distance in R 2 , and ϕ : R 2 → R 2 is a bijective mapping. The specification of ϕ and r allows us to model the spatial varying shape and scale of clusters. For instance, we can model elliptical shapes by linear functions ϕ(u) = Au (Sampson and Guttorp, 1992; Møller and Toftager, 2014) , and model a varying spatial scale with
Au, where A is a 2 × 2 regular matrix and δ > 0 ; the latter is illustrated later in Section 5 when A is the identity matrix. Moreover, the geostatistical literature (Cressie, 1993; Chilès and Delfiner, 1999; Stein, 1999) suggests numerous parametric models for the function r which corresponds to the correlation function for a stationary and isotropic random field.
In summary, we let Q be a zero-mean and unit-variance GRF with an isotropic correlation function r(t) = Cov{Q(u), Q(v)} for t = u − v , and consider
where ξ is given by (4). To the best of our knowledge, such LGCPs have only been studied in the literature when σ is constant and ϕ is the identity mapping.
Outline and software
The remainder of this paper is organized as follows. Section 2 provides the needed background material on Cox processes and parametric inference procedures, and summarizes the attractive properties of LGCPs. Section 3 presents our proposal for performing rapid estimation of parameters of a LGCPs with non-stationary underlying random field using a three step procedure based on composite likelihoods. Our approach is illustrated in Section 4 in a case study concerning fish aggregation (Figure 2) , and in Section 5 in a case study dealing with the dispersal of particles from a point source (Figure 1 ). Section 6 summarizes our findings in Sections 3-5. Finally, Appendix A-C provide details related to the data in Figure 1 and the space transformation function ϕ.
Computations were carried out with the R statistical software, including the packages spatstat, RandomFields and GET. Codes for running the estimation procedure are available upon request.
Background
Henceforth, we assume that X is a Cox process driven by a random intensity function Λ as in (3) and a parametric statistical model has been specified in terms of an unknown parameter vector θ = (β, ν), where β is used to parametrize ρ(u) = ρ(u; β), ν to parametrize the distribution of Λ 0 , and β and ν are variation independent. Thus, g(u, v) = g(u, v; ν) depends only on ν.
Composite likelihood estimation
Suppose W ⊂ R 2 is a bounded observation window and a realization X ∩ W = {x 1 , . . . , x n } has been observed. Due to the computational obstacles (especially if n is large) related to the calculation of the likelihood function, computationally easier approaches for statistical inference based on ρ(u; β) and g(u, v; ν) have been suggested, see the review in Møller and Waagepetersen (2017) . This includes in particular first and second order composite likelihoods (Guan, 2006; Waagepetersen, 2007; Tanaka et al., 2008; Waagepetersen and Guan, 2009; Guan et al., 2015; Zhuang, 2015) . The first-order log composite likelihood is given by
This is also known as the Poisson log likelihood and it can be interpreted as the composite log likelihood for binary indicators I k = 1 (N(C k ) > 0) of the presence of events in cells C k of an infinitesimal partition of W (Schoenberg, 2005; Waagepetersen, 2007; Guan and Loh, 2007; Møller and Waagepetersen, 2007) . Further, for a tuning parameter R > 0, the second-order log composite likelihood is given by
and it can be interpreted as the log composite likelihood for the binary indicators I k I l of simultaneous occurrence of events in R-close pairs of distinct cells C k and C l (Waagepetersen, 2007; Møller and Waagepetersen, 2007) .
The following two step procedure is widely used for finding estimates (β,ν) of (β, ν) (Waagepetersen and Guan, 2009; Prokešová et al., 2017; Mrkvička et al., 2014) . First,β is obtained by maximizing the first-order log composite likelihood (7); the log-linear form for ρ (see Equation (4)) allows a fast estimation ofβ by using spatstat. Second, ν is obtained by maximizing the second-order log composite likelihood CL 2 (β, ν).
Pros of using log Gaussian Cox processes
The two main classes of Cox processes are log Gaussian Cox processes (LGCPs; see Section 1.3) and shot noise Cox processes (SNCPs; see Møller (2003) , Møller and Waagepetersen (2004) , and the references therein). For a SNCP X driven by (3), the residual random field is of the form:
where C is a planar Poisson process with intensity function ρ C , and where k c is a nonnegative function such that E{Λ 0 (u)} = 1 or equivalently
Assuming ρ c (u) = ρ(u)k c (u) is integrable, then X conditioned on C is distributed as ∪ c∈C X c , where X c is a finite Poisson process with intensity function ρ c , and where these Poisson processes for all c ∈ C are independent. Therefore C is called the centre process and X c the cluster with centre c ∈ C. Moreover,
provided the integral exits, and then g ≥ 1. In general, unless Λ 0 is stationary or equivalently ρ C (u) is constant and k c (u) = k 0 (u − c) for all c, u ∈ R 2 , the integrals in (9)- (10) are not expressible on closed form; and even more complicated integrals appear for the third and higher order joint intensities. For example, Mrkvička and Soubeyrand (2017) considered non-stationary SNCPs, for which they needed to evaluate the integrals by numerical methods, and they proposed a Bayesian approach based on a MCMC algorithm. On one hand, their approach provides a detailed analysis of uncertainty and, on the other hand, it requires very time-consuming calculations.
In the aim of proposing fast composite likelihood based estimation procedure for secondorder non-stationary Cox processes, we find LGCPs as given by (3) and (6) attractive for the following reasons. First, the pair correlation function is in a simple one-to-one correspondence to the covariance function c of the Gaussian process log Λ 0 :
Thus, the distribution of X is uniquely determined by ρ and g. This is in line with the first and second order composite likelihood approach. Second, edge effects are not playing a role as the distribution of X restricted to a bounded observation window W is determined by ρ restricted to W together with the distribution of the Gaussian process log Λ 0 restricted to W. Finally, a LGCP possesses the following attractive properties, although these will not be exploited in this article: the reduced Palm distributions of a LGCP are also LGCPs with unchanged pair correlation function g (Coeurjolly et al., 2017) , and third and higher order intensities are easily expressed in terms of ρ and g (Møller et al., 1998) .
Parameter estimation and model check for Cox processes driven by non-stationary random fields
Throughout this section, for specificity and simplicity, we assume that X is a LGCP governed by (3) and (6). However, the description of the estimation procedure in Section 3.1 can easily be modified to other cases of parametric models for Cox processes driven by non-stationary random fields, including the case of SNCPs.
A three step composite likelihood based estimation approach
For parametric models of LGCPs with the non-stationary covariance structure introduced in Section 1.3, particularly in connection to the analysis of the data presented in Sections 4.1 and 5.1, we noticed after various experiments (not included in this article) that the two step procedure presented above yields strongly biased estimates, in particular for the parameters governing the second-order non-stationarity. In this section, we therefore suggest a three step procedure based on composite likelihoods that circumvents the non-stationarity issue as follows.
We split the dataset with respect to a spatial covariate function, say f : R 2 → R, which will be used to delineate disjoint areas of W over which the point process X is approximately second-order stationary. The three step procedure has to be adapted to the model of interest and, here, we only provide its skeleton. Let f 0 < . . . < f K be a sequence of real numbers, and let
Now, define the approximate second-order log composite likelihood restricted to W k and based on a second-order stationary assumption by
Here, each R k > 0 is a tuning parameter that may depend on k, g 0 is the pair correlation function obtained by assuming that the covariance structure is stationary (that is, σ is constant and ϕ(u) = u), and ν 0 is the corresponding set of parameters (typically the constant value of σ and the range parameter arising in the correlation function r). In addition, suppose the parameter ν related to the covariance structure is a vector ν = (ν split , ν joint ), where ν split contains the components of ν that will be estimated via the approximate second-order composite likelihood applied to the restricted point processes X ∩ W 1 , . . . , X ∩ W K , and ν joint contains the components of ν that will be estimated via the second-order composite likelihood applied to the whole point process X.
Then the estimation procedure consists of the three following steps.
1. If the first-order intensity ρ is modelled by a function parameterized by β (like the log-linear function in Equation (4)),β is obtained by maximizing the first-order log composite likelihood (7):β
Otherwise, a kernel-smoothing approach is used to estimate ρ.
2. The part ν split of ν is estimated by firstly estimating ν 0 for each k via the maximization of the approximate second-order log composite likelihood (11):
and by secondly fitting a regression withν 0,k as the response variable and the
, as the explanatory variable to estimate each component of ν split . In Sections 4 and 5, we show how these regressions are implemented in practice.
3. After the transformation of the point pattern and the observation window by ϕ, the remaining part ν joint of ν is estimated by maximizing the second-order log composite likelihood (8) with respect to ν and by ignoring the estimate obtained for ν split :
Remark 1: If no space deformation is assumed in the model, steps 2 and 3 can be reversed and, in this case, the estimate of ν joint might be plugged in for estimating ν split .
Remark 2: A simulation study assessing the estimation efficiency is generally required to select the components of ν appearing in ν joint and ν split , and to select the tuning parameters K, R k and f k .
Remark 3: Using the second-order composite likelihood as if the point pattern is secondorder stationary and isotropic provides a computational advantage: the double integral in the composite likelihood criterion (11) is then of the form
and can be computed as the Lebesgue-Stieltjes integral
where
Note that H k (t) does not depend on the parameter ν 0 . Thus, H k (t) is calculated only once and only the integral
is computed in each step of the iterative optimization of the composite likelihood criterion.
Test based on global envelopes of the inhomogeneous J-function
Our fitted models were checked with plots of global envelopes and accompanying tests . The global envelopes can be based on various functional summaries of point processes, e.g. topological characteristics, morphological characteristics, and third-order characteristics. These statistics can be viewed as appropriate for model checking because they are not used in the estimation procedure considered above. However, they do not directly reflect the dependence of the point pattern structure on spatial covariates, although such a dependence should be taken into account in model checking of point process models with a spatially changing structure.
To reveal the dependence on a given spatial covariate in connection to a LGCP, we have used the inhomogeneous J-function (Van Lieshout, 2011) computed on several subwindows, which are determined according to the spatial covariate. For example, in the group dispersal model, the subwindows are generated with respect to the distance from the source point emitting the particles. The first subwindow is the inner disk centred around the source point, the second subwindow is the subsequent circular ring, and so on. Note that only the point lying in each subwindow were used for the computation of each inhomogeneous J-function.
Fish aggregation
Data and model
The point pattern studied in this section is part of a larger dataset studied in Mrkvička et al. (2014) and Muška et al. (2018) . It consists of the locations of 706 fish observed during a summer day along the trace made by a boat in the middle part of the inland water reservoir Rimov in Czech Republic. The trace is 916 meter long and the boat crossed the river twice. The fish locations were recorded within a distance of 10 to 20 meters from the boat and in a depth of 1 to 1.75 meters. The data we analysed are given by the (x, y)-coordinates of the 3D-locations of fish, where the observation window W is of size 916 × 10 meters (note that W is larger than the region shown in Figure 2 ). In fact, as the reservoir is thermally stratified, the majority of fish are in the upper 5 meters of the water column during the summer, and the horizontal distance is considered to be more important than the vertical distance between fish (Jarolím et al., 2010) . The aim is to study the effect of a spatial covariate, namely the water depth denoted by z(u), u ∈ W, on the distribution of fish shoals and, more exactly, on the dispersion of this distribution.
We used a semiparametric LGCP, with an intensity function estimated in a non-parametric way (as detailed below) and where the ingredients of the covariance function in (5) is specified as follows. The standard-deviation depends linearly on the spatial covariate:
where γ 0 and γ 1 are real parameters such that σ(u) > 0 for all u ∈ W. Further, there is no space transformation, that is, ϕ is the identity function. Finally, the auto-correlation function r is exponential with parameter α > 0:
This LGCP can generate point patterns corresponding to non-stationary aggregation of fish, with plenty of small shoals or a few large shoals or something in between depending on the covariate values and the parameter values.
Implementation of the three step procedure
We adapted the three step estimation procedure of Section 3.1, with ν split = (γ 0 , γ 1 ) and ν joint = α, and with steps as follows.
Step 1: For the estimation of the intensity function ρ, we used a kernel smoothing method with a large bandwidth (Gaussian kernel with standard deviation equal to 50 meters) in order to allow the estimated ρ function to vary along the boat trace.
Step 2: For the estimation of γ 0 and γ 1 , we started by letting f ≡ z, and defined K = 5 disjoint subwindows W 1 , . . . , W 5 as areas corresponding to different ranges of water depth as determined by the values of f 0 , . . . , f 5 . We chose these values such that the subwindows contain approximately the same number of points, e.g. W 1 contains approximately 141 points lying in the most shallow water. Then, ν 0,k = (σ 0,k , α 0,k ) was estimated by maximizing the approximate second-order log composite likelihoods based on X ∩ W k . Letσ 0,k andα 0,k denote the estimates of σ 0,k and α 0,k , respectively, and letF k denote the average value of f over W k . By assuming that the function f is approximately constant (and approximately equal toF k ) over W k , the standard-deviation function σ can be approximated by
Consequently, we usedσ 0,k as a natural estimate of γ 0 + γ 1Fk . Finally, the linear regression modelσ 0,k = γ 0 + γ 1Fk + k was fitted to data {(σ 0,k ,F k ) : k = 1, . . . , K} and yielded the estimates of γ 0 and γ 1 .
When applying the same value of tuning parameters R k in all subwindows, we observed that the estimates of γ 0 and γ 1 were rather robust with respect to the choice of R k in the range from 6 to 11 meters. In order to include as many pairs of points as possible into the composite likelihood criterion (recall that each subwindow contains only approximately 141 points), we finally decided to use the value R k = 11 meters for all subwindows.
Step 3: For the estimation of α, we considered σ(u) =γ 0 +γ 1 Z(u) as fixed and maximized the second-order composite likelihood (8) with respect to α only, thereby obtaining an estimateα. Note that since σ(u) is non-constant, we could not take advantage of the Lebesgue-Stieltjes integral (12) but needed in each iteration step to calculate the double integral in (8). For the choice of the tuning parameter R, preliminary experiments showed that the estimates of α were rather stable for R between 5 and 15 meters. Since the width of the observation window W is only 10 meters, it does not seem reasonable to use a very large value of R. We decided to use the same value as in the second step, that is, R = 11 meters.
Results
Having estimated the intensity function in the first step of the estimation procedure, it is straightforward to test the null hypothesis of no interaction between the individual fish by performing the rank envelope test and to construct the envelope based on simulations of the fitted inhomogeneous Poisson process. Figure 3 shows the simultaneous 95% envelope constructed from 9999 simulated curves, when the test statistic T is given by concatenating together the five inhomogeneous J-functions estimated in the subwindows W 1 , . . . , W 5 . The data curve (solid black line) leaves the envelope for four of the five subwindows, and the p-value is below 2%, so we reject the null hypothesis of no interaction between the fish. Figure 3 also shows that the level of clustering is bigger for shallower subwindows.
In the second step of the estimation procedure, a linear regression ofσ 0,1 , . . . ,σ 0,5 against average water depths, see Figure 4 , yields the estimatesγ 0 andγ 1 of the parameters governing the second-order non-stationarity of the point process. By ignoring uncer- tainties in the estimatesσ 0,1 , . . . ,σ 0,5 , the parameter γ 1 is significantly different from zero (p-value=0.015; value obtained with the R function glm). Table 1 provides the estimates of the model parameters, includingα obtained in the third step. The table also specifies central 90%-percentile intervals of the estimates obtained with a parametric bootstrap approach (Efron and Tibshirani, 1993) where we re-estimated the model parameters from each of 1000 simulated point pattern datasets obtained under the fitted LGCP. Using this parametric bootstrap approach here is more demanding than for the particle-dispersal application considered later, since the double integral in (8) needs to be evaluated at each iteration of the maximization procedure required by the 3rd step. A typical computation time took about a minute on a regular desktop computer for datasets with about 700 points.
In addition to Table 1, Figure 5 shows the empirical marginal distributions of the estimates obtained from the 1000 simulated datasets. The regression parameters γ 0 and γ 1 governing the variance structure of the GRF Y 0 have empirical distributions with a high concentration around their estimated values and a small amount of extremes. The empirical distribution of the scaling parameter α includes a high proportion of values near zero, corresponding to a long-range dependence in the GRF Q and hence also in the LGCP, cf. (6). We investigated the efficiency of our estimation procedure for 8 series of 1000 simulations corresponding to the 8 combinations of parameter values obtained when α, γ 0 , and γ 1 each takes two values, see Table 2 . Note that the function σ(u) is constant when γ 1 = 0 (Series 1, 2, 5, and 6) and varying when γ 1 = −0.03 (Series 3, 4, 7, and 8), and our choice of parameter values was in part constrained by the range of the covariate values (5 to 29 meters) and made to avoid negative values for σ(u) or values close to zero for σ(0). Further, in the simulations, we used the same observation window W and the same covariate describing the water depth as for the fish aggregation dataset, and also we applied the same estimation procedure. In particular, we used R k = 11 for all k. Figure 7 provides estimation results for each series of simulations. The regression parameters γ 0 and γ 1 governing the spatially structured variance function of the random field are estimated with negligible bias whatever the value of α, and with rather small variability when the spatial correlation of the random field is small (α = 0.50; Series 5-8). On the other hand the estimation of α is more difficult. This is not surprising because α is estimated in the third estimation step and relies on the estimated values of γ 0 and γ 1 . Table 2 : Parameter values used in the simulation study related to the estimation procedure for the fish aggregation dataset. Table 3 shows the results of the test of the hypothesis γ 1 = 0 based on the linear regression ofσ 0,1 , . . . ,σ 0,5 against the covariate used to model σ (namely, the average water depths in the application). This test, which is a way to assess the dependence of the second order structure of the LGCP model on the specified covariate, was applied to the 8 series of 1000 simulations with different levels of significance (1%, 5% and 10%). Based on the results for Series 1, 2, 5, and 6, the actual significance level of the test is approximately equal to or lower than the nominal significance level, that is, the test is slightly conservative. The power of the test, assessed with Series 3, 4, 7, and 8, is increased when the spatial auto-correlation is larger at shorter distances (smaller α), but could certainly be improved with a test better accounting for the propagation of uncertainties in the first two steps of the estimation procedure. 5 Particle dispersal
Data and model
In this section, we are interested in point patterns generated by the deposit locations of biological windborne particles (such as seeds, pollen grains and pathogenic fungal spores) dispersed from plants. In general, for an isolated plant releasing particles, the point pattern formed by the deposit locations of the particles is denser around the source plant than far from it. In other words, the intensity of points generally decreases with the distance from the source along radial directions (Austerlitz et al., 2004; Rieux et al., 2014; Soubeyrand et al., 2007b; Tufto et al., 1997) . This large-scale inhomogeneity may be augmented by small-scale variations due, for instance, to group dispersal (Soubeyrand et al., 2011) : groups of particles are transported independently, but the particles of a given group are deposited at dependent locations and form a cluster of points whose spatial extent is smaller at shorter distances (dependencies between the particles of a group vanishes at longer distance because of the accumulation of air turbulence; see Appendix A for an extended explanation). In such a case, deposit locations of particles form an inhomogeneous point pattern with spatially varying local aggregation, which may be modelled by a LGCP with a non-stationary auto-correlation function for the GRF. We used this modelling framework and the accompanying estimation procedure to the point pattern in Figure 1 formed by the deposit locations of fungal spores dispersed from a point source located at the origin (details about this data set can be found in Lannou et al., 2008) . Here, we assume a log linear intensity as in (4) with I = 1, z 1 (u) = u , and (β 0 , β 1 ) ∈ R 2 . Such a specification corresponds to the so-called exponential dispersal kernel u → exp(β 0 ) exp(β 1 u ), and it means that the intensity of deposit locations of particles decreases exponentially with distance from the point source when β 1 < 0. Let σ(u) ≡ σ be a constant function, and use the space transformation
where δ is a non-negative parameter for modelling an eventual increase in the spatial extent of clusters with the distance from the source point. Finally, assume an exponen-tial correlation function of the GRF:
where α is a positive parameter.
Implementation of the three step procedure
We adapted the three step estimation procedure of Section 3.1 to the LGCP described above incorporating the parametric space transformation (14). Here we let ν split = δ and ν joint = (σ, α).
Step 1: For the estimation of β 0 and β 1 , we maximized the first-order composite likelihood to obtain estimatesβ 0 andβ 1 .
Step 2: For the estimation of δ, we started by defining subwindows W 1 , . . . , W K based on the distance from the point source by setting f (u) = u so that W 1 is the inner disk and W 2 , . . . , W K are the subsequent rings; more details are given below. Then, for each k = 1, . . . , K, we estimated ν 0,k = (σ 0,k , α 0,k ) by maximizing the approximate second-order log composite likelihoods based on X ∩ W k . Letα 0,k denote the estimate of α 0,k . Assuming that the function f is approximately equal to a constantF k on each subwindow W k , the covariance function of Y 0 can be approximated for
Hence, we first estimated αF −1 k log(1 + δF k ) byα 0,k and second, to obtain an estimateδ of δ, we fitted the non-linear regression model α 0,k = αF
k log(1 + δF k )| with respect to α and δ. For our dataset, we chose K = 5; since only 5 points then are entering the regression, we have used absolute difference in order to increase robustness of the regression estimate. We applied the following rules of thumb for selecting f k and R k : f 0 , . . . , f K were selected such that X ∩ W 1 , . . . , X ∩ W K contain approximately the same numbers of points and W = W 1 ∪ · · · ∪ W K ; for k = 1, . . . , K, we selected R k such that about 50% of the observed pairs of points in W k were used in the computation of the partial approximate second-order log composite likelihood (11).
Step 3: For the estimation of σ and α we used the transformed processφ(X) wherê ϕ(u) = u −1 log(1 +δ u )u. The motivation was that, assuming the true value of δ is known, ϕ(X) is a second-order intensity-reweighted stationary LGCP (Baddeley et al., 2000) with known form of the intensity function and the pair-correlation function. See Appendix B for a detailed derivation and Figure 8 for the original pattern and the pattern transformed byφ(u) = u −1 log(1 +δ u )u, whereδ is given in Table 4 . We approximated the intensity function of ϕ(X) in the observation window ϕ(W) by a loglinear function of u and estimated it by the first-order composite likelihood. We used this estimated intensity function to construct the second-order composite likelihood criterion for estimation of σ and α. Again we chose the value of R so that about 50 % of the observed pairs of points were used in the criterion. Table 4 provides the estimates of (transformed) model parameters obtained with the three step procedure. It also gives their 90%-percentile intervals obtained with the same parametric bootstrap procedure as in Section 4.3; this was fast: it took typically a few seconds on a regular desktop computer for datasets with about 500 points. Figure 9 shows the marginal distributions of estimates obtained from the 1000 simulated datasets, and it shows the estimated space transformation functionφ and its pointwise 90%-and 50%-confidence envelopes. We notice a rather large estimation variability for second-order parameters (σ, α, δ) . The goodness-of-fit of the model was assessed with the global envelope test described in Section 3.2, using 9999 simulations to obtain the envelopes of the concatenated inhomogeneous J-functions computed over the five subwindows W 1 , . . . , W 5 . The fitted LGCP model is not rejected by the test at the 5% risk level (p-interval=[0.095,0.102] ); see Figure 10 . The observed curve indicates repul-sion in the first two subwindows. This is probably a consequence of the non-negligible size of the particles, an assumption that is not accounted for in our model. Table 4 : Estimation of parameters of the LGCP with space transformation fitted to the particle dispersal dataset. Original parameters are transformed to obtain interpretable quantities. The infection strength gives the expected total number of spores released by the source. The dispersal range parameter is half the mean dispersal distance of spores. The random field scale parameter is the distance at which the auto-correlation is 1/e when there is no space transformation.
Results
We investigated the efficiency of our estimation procedure for 8 series of 1000 simulations performed with 8 different sets of parameter values. In all series, infection strength and dispersal range were equal to (2πe β 0 /β 2 1 , −1/β 1 ) = (1500, 0.5), whilst the values of (σ, 1/α, δ) are given in Table 5 . Figure 11 provides estimation results and the distribution of the number of points for each simulation series. The estimation of the infection strength and the dispersal range is quite accurate except when the GRF Y 0 is strongly variable (σ = 2) and its spatial correlation is large (1/α = 0.2). The latter situation of the GRF can generate large clusters of points in the LGCP away from the source of particles and negatively impact the estimation accuracy of the spatial trend in the intensity of points, which is supposed to be decreasing with the distance from the source of particles. Moreover, if the GRF's standard-deviation is appropriately estimated, we observe rather large estimation variability and possible biases for 1/α and δ, the parameters arising in the non-stationary auto-correlation function. Overall, the inference is relatively accurate when the GRF's variance is large (σ = 2) and the spatial deformation is significant (δ = 10); i.e., series 6 and 8. In contrast, for a rather flat GRF or when the deformation is not so significant, the estimation of parameters governing the second-order structure is clearly uncertain due to a complex model and the limited amount of information in the data. Table 5 : Parameter values used in the simulation study related to the estimation procedure for the particle dispersal dataset. Table 4 . The bottom right panel provides the estimated space transformation functionφ (solid curve) and its pointwise 90%-and 50%-confidence envelopes (dotted and dashed lines, respectively).
Concluding remarks
In this article, we modelled inhomogeneity in spatial point patterns by a Cox process driven by a second-order non-stationary log GRF. We presented a first example where the non-stationarity was obtained by modelling the variance of the GRF as a linear function of an explanatory variable. In a second example, the non-stationarity was obtained via a spatial parametric deformation, which enables the generation of point clusters with spatially varying spatial extents. In this framework, estimating model parameters, including those that govern the second-order non-stationarity, is challenging, especially with a moderate number of points (a few hundreds in our examples). We developed and tested a three step estimation approach based on first-and second-order composite likelihoods. The second-order composite likelihood has to be specifically adapted to the non-stationarity incorporated into the model. The advantages of this estimation procedure are the reduced computation time and the reduced implementation complexity. Reduced computation time allowed us to implement parametric bootstrap for assessing estimation uncertainty, and computationally intensive model check approaches, namely global envelope tests, for assessing goodness-of-fit. Figure 10 : Rank envelope test to assess the goodness-of-fit of the LGCP with space deformation fitted to the particle dispersal dataset. Envelopes and the p-interval were computed with 9999 simulations.
The performance of the estimation approach was evaluated with two simulation studies performed in settings inspired by the two case studies. These simulation studies highlight situations where a satisfactory estimation accuracy can be obtained and, conversely, situations where estimation performance is poor. Poor estimation mostly translates into large estimation variance and, from a general point of view, arises when variations in the underlying random field are weak or the spatial deformation is not so significant (due to a complex model and the limited information contained in the data). A part of the estimation poorness can also be attributed to the choice of a three steps procedure, which neglects uncertainty propagation. However, this procedure definitely allows to reduce computation time. Furthermore, it has to be noted that tuning parameters used in the calculation of the second-order composite likelihood have to be appropriately specified to reach satisfactory estimation performance (see Sections 4.2 and 5.2). These tuning parameters can be chosen via a preliminary simulation study.
In order to graphically explore the dependence of the second order structure on a given covariate we utilized the global envelope test of independence of points locations, which was performed on first order inhomogeneous J-function computed across several subwindows which respect to the value of the given covariate (e.g. Figure 3 ).
We also introduced an approximate test of dependence of the second order structure on a given covariate based on regression of second order parameters estimated across the subwindows which respect to the value of the given covariate. Our simulation study shows that this test is slightly conservative, which is acceptable in practise.
As discussed in the first paragraph of this section, the two studied examples give two different approaches for modelling complex point process structures. But the way of modelling the second-order non-stationarity is not the only difference. Indeed, the first order intensity is described by a nonparametric model in the fish application, and Table 4 . Stars: true parameter values. Circles: trimmed means of parameters obtained by removing the lower and upper 5% of estimates (the trimming was done to moderate the effect of extreme estimates). Triangles: endpoints of 90%-confidence intervals. The bottom right panel provides the distribution of the number of points in W for each simulation series. This number of points was constrained to be between 200 and 1000. a parametric model in the particle dispersal application. This choice is related to a generic difficulty in modelling, which has to be carefully investigated for every particular dataset: how to divide data variability between the first order intensity and the second order structure. In the case of a nonparametric first order intensity, this choice is done in the selection of the bandwidth. In the case of a parametric first order intensity, this choice is constrained by the flexibility of the parametric model. For instance, using a small bandwidth in the former case can cause overfitting of the first order intensity with no detection of second order structure; and using a too simple parametric model of the intensity in the latter case can induce a bias, which then impacts the estimation of the second order structure. Such issues generally rely on the usual modelling strategy of the analyst but should also rely on the classical process of statistical analysis consisting of defining a class of models, selecting a model based on the data (including parameter estimation), checking model fit, and possibly re-defining the class of models for starting again the process and finally drawing conclusions (McCullagh and Nelder, 1989, Chapter 12) .
Finally, from a prospective point of view, with increasing amount of the gathered data, there is increasing demand for the more complex modelling. The next level for complexity of the presented models is certainly the shift into spatio-temporal modelling framework of e.g. generations of the infection spread or several spatial snapshots of the point pattern gathered in different times.
then the probabilistic properties of aggregates should be the same across space and the auto-correlation function for Q may be stationary.
In the application, the bootstrap analysis is only moderately in favour of the presence of deformation (see bottom right panel of Figure 9 , where the 90%-confidence envelope is quite wide). Thus, we cannot conclude that 'group dispersal occurs' or that 'the spatial extent of groups varies with distance at the scale of the study domain if group dispersal occurs'. Replicated data could be helpful for more deeply investigating this issue.
B Properties of ϕ(X)
Let the situation be as in Section 5. This appendix shows that ϕ(X) is a second-order intensity-reweighted stationary LGCP.
Let Λ(u), u ∈ R 2 , denote the random intensity function of the process X given by log Λ(u) = ζ(u) + Y 0 (u), u ∈ R 2 , and let M be the corresponding random intensity measure, that is, M(A) = A Λ(u) du for any Borel set A ⊂ R 2 . In the third step of the estimation procedure for the particle dispersal dataset, we consider the transformed process ϕ(X). To find the distribution of ϕ(X), we compute void probabilities: For any Borel set A ⊂ R 2 , P(ϕ(X) ∩ A = ∅) = P(X ∩ ϕ −1 (A) = ∅) = E E 1(X ∩ ϕ −1 (A) = ∅)|M = = E exp{−M(ϕ −1 (A))} = E exp − ϕ −1 (A) Λ(u) du , where ϕ −1 (u) = (δ u ) −1 (e u − 1)u for ϕ given by (14) . Applying the substitution theorem, we get
where D ϕ −1 (u) is the Jacobian. Hence
Since the distribution of a locally finite simple point process is uniquely determined by the void probabilities, it follows that ϕ(X) is a Cox process with random intensity function Λ(u) = Λ(ϕ −1 (u))|D ϕ −1 (u)| = exp{log |D ϕ −1 (u)| + ζ(ϕ −1 (u)) + Y 0 (ϕ −1 (u))} = = exp{log |D ϕ −1 (u)| + β 0 + β 1 ϕ −1 (u) − σ 2 /2 + σQ(ϕ(ϕ −1 (u)))} = = exp{log |D ϕ −1 (u)| + β 0 + β 1 ϕ −1 (u) − σ 2 /2 + σQ(u)}.
The argument of the exponential above is the sum of the stationary and isotropic Gaussian random field σQ and the deterministic trend given by the other terms, i.e., it is a Gaussian random field with non-constant mean but stationary and isotropic covariance structure. Hence ϕ(X) is a second-order intensity-reweighted stationary LGCP (Baddeley et al., 2000) with a tractable form of the intensity function and the paircorrelation function.
