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ABSTRACT
This paper proposes a new neural architecture for collaborative
ranking with implicit feedback. Our model, LRML (Latent Rela-
tional Metric Learning) is a novel metric learning approach for
recommendation. More specifically, instead of simple push-pull
mechanisms between user and item pairs, we propose to learn la-
tent relations that describe each user item interaction. This helps to
alleviate the potential geometric inflexibility of existing metric lear-
ing approaches. This enables not only better performance but also
a greater extent of modeling capability, allowing our model to scale
to a larger number of interactions. In order to do so, we employ a
augmented memory module and learn to attend over these mem-
ory blocks to construct latent relations. The memory-based atten-
tion module is controlled by the user-item interaction, making the
learned relation vector specific to each user-item pair. Hence, this
can be interpreted as learning an exclusive and optimal relational
translation for each user-item interaction. The proposed architec-
ture demonstrates the state-of-the-art performance across multiple
recommendation benchmarks. LRML outperforms other metric
learning models by 6% − 7.5% in terms of Hits@10 and nDCG@10
on large datasets such as Netflix and MovieLens20M. Moreover,
qualitative studies also demonstrate evidence that our proposed
model is able to infer and encode explicit sentiment, temporal and
attribute information despite being only trained on implicit feed-
back. As such, this ascertains the ability of LRML to uncover hidden
relational structure within implicit datasets.
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1 INTRODUCTION
The modern age is a world of information overload. The explosion
of information, also referred to as the era of big data, is a huge mo-
tivator for the research and development of practical recommender
systems. Generally, the key problem that these systems are aiming
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to solve is the inevitable conundrum of ‘too much content, too little
time’ that is commonly faced by users. After all, there are easily
million of movies, thousands of songs and hundreds of books to
choose from at any given time. An effective recommender system
ameliorates this problem by delivering the most relevant content
to the user.
Our work is targeted at recommender systems that operate on
implicit data (e.g., clicks, likes, bookmarks) and are known as col-
laborative filtering (CF) systems [27]. In this setting, Matrix Factor-
ization (MF) remains as one of the most popular baselines which
has inspired a considerable number of variations [7, 8, 13, 25]. The
general idea of MF is as follows: Users and items are represented as
a matrix and subsequently factorized into latent components which
can also be interpreted as modeling the relationships between users
and items using the inner product. As such, this allows missing
values to be inferred which provides an approximate solution to
the recommendation problem.
Recently, Hseih et al. [9] revealed the potential implications
pertaining to the usage of inner product to model user-item rela-
tionships. Their argument is constructed upon the fact that inner
product violates the triangle inequality which is essential to model
the fine-grained preferences of users. Instead, the authors proposed
a metric-based learning scheme that minimizes the distance be-
tween user and item vectors (p and q) of positive interactions. Si-
multaneously, this also learns user-user similarity and item-item
similarity in vector space. As evidence to their assertions, their
proposed algorithm, the collaborative metric learning (CML) algo-
rithm [9] demonstrates highly competitive performance on many
benchmark datasets.
Despite the success of CML, it faces several weaknesses. Firstly,
the scoring function of CML is clearly geometrically restrictive.
Given a user-item interaction, CML tries to fit the pair into the
same point in vector space. Considering the many-to-many nature
of the collaborative ranking problem, enforcing a good fit in vector
space can be really challenging from a geometric perspective espe-
cially since the optimal point of each user and item is now a single
point in vector space. Intuitively, this tries to fit a user and all his
interacted items onto the same point, i.e., geometrically congestive
and inflexible. While it is possible to learn user-user and item-item
similarity clusters, this comes at the expense of precision and ac-
curacy in ranking problems especially pertaining to large datasets
whereby there can be millions of interactions. Secondly and by
taking a more theoretically grounded angle, CML is an ill-posed
algebraic system [36] which further reinforces and aggravates the
problem of geometric inflexibility. A proof and more details are
described in the related work section.
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In this work, we propose a flexible and adaptive metric learning
algorithm for collaborative filtering and ranking. Our model, LRML
(Latent Relational Metric Learning) learns adaptive relation vectors
between user and item interactions, finding an optimal translation
vector between each interaction pair. Needless to say, our work is
highly inspired by recent advances in NLP which include the highly
celebratedword embeddings [18] and knowledge graph embeddings
[2, 15, 32] which popularized the concept of semantic translation in
vector space. In our proposed approach, we assume that there exist
a latent relational structure within the implicit interaction data and
therefore, we aim to model the latent relationships between users
and items by inducing relation vectors.
Overall, our key intuition can be described as follows: For each
user and item interaction, we learn a vector r that explains this
relationship, i.e., the relation vector r connects the user vector to
the item vector. Ideally, this vector r should capture the hidden
semantics between each implicit interaction and is learned over an
auxiliary memory module via a neural attention mechanism. The
auxiliary memory module can be interpreted as a memory store of
concepts in which, upon linear combination, constructs a relation
vector. The content addressing of this memory module is user and
item dependent, which ensures sufficient flexibility in geometric
space. Apart from the clear benefits of an interpretable attention
module, LRML can also be considered as an improvement to the
CML algorithm [9]. Our approach solves the geometric inflexibility
problem by means of adaptive (user-item specific) translations in
vector space. This allows for a greater extent of flexibility and
modeling capability in metric space which enables our model to
scale to larger datasets with easily millions of interactions.
1.1 Our Contributions
Motivated by the success of deep learning, both generally and in
the field of recommender systems, our ideas are materialized in
the form of a neural network architecture that leverages the re-
cent advancements of neural attention mechanisms and augmented
memory modules [28]. Overall, the prime contributions of this
paper are:
• We present LRML (Latent Relational Metric Learning), a
novel, end-to-end neural network architecture for collabo-
rative filtering and ranking on implicit interaction data. For
the first time, we adopt user and item specific latent rela-
tion vectors to model the relationship between user-item
interactions.
• Wepropose a novel Latent Relational AttentiveMemory (LRAM)
module in order to generate the latent relation vectors. The
LRAM module provides improvements in terms of flexibility
and modeling capability of the algorithm. Moreover, the neu-
ral attention also gives greater insight and interpretability
of the model.
• We evaluate our proposed LRML on ten publicly available
benchmark datasets. This includes large, web-scale datasets
like Netflix Prize andMovieLens20M.Our proposed approach
demonstrates highly competitive results on all datasets, out-
performing not only CML but many other strong baselines
such as NeuMF [7]. Moreover, on large datasets, we obtain
6% − 7.5% gain in performance over CML and other models.
• We performed extensive qualitative analysis. Upon inspec-
tion of the attention weights, our proposed LRML is capable
of inferring explicit information such as ratings (e.g., 1-5
stars), temporal and item attribute information despite be-
ing only trained on implicit binary data. This ascertains the
capability of LRML in unraveling hidden latent structure
within seemingly non-relational datasets.
2 BACKGROUND
Our work is concerned with collaborative filtering1 with implicit
feedback. We first formulate the problem and discuss the existing al-
gorithms that are aimed at solving this problem. Then, we elaborate
on the potential weaknesses of the collaborative metric learning
algorithm.
2.1 Implicit Collaborative Filtering
The task of implicit collaborative filtering is concerned with learn-
ing via implicit interaction data, e.g., clicks, bookmarks, likes, etc.
Let P be the set of all users andQ be the set of all items. The problem
of implicit CF can be described as follows:
yui =
{
1 , if interaction <user,item> exists
0 , otherwise
(1)
where Y ∈ R |P |× |Q | is the user-item interaction matrix. Implicit CF
models the interaction of users and items and on that note, it is good
to bear in mind that a value of 0 does not necessarily imply negative
feedback. In most cases, the user is unaware of the existence of the
item which forms the cornerstone of the recommendation problem,
i.e., estimating the scores of the unobserved entries in Y. Across
the past decade, Matrix Factorization (MF) techniques are highly
popular algorithms for collaborative filtering and have spurred on
a huge number of variations [7, 8]. Since MF does not belong to
the core focus of our work, we omit the technical descriptions of
MF for the sake of brevity and refer interested readers to [7, 9] for
more details.
2.2 Collaborative Metric Learning (CML)
CML [9] is a recently incepted algorithm for CF and has, despite
its simplicity, demonstrated highly competitive performance on
several benchmarks. The key intuition is that CML operates in
metric space, i.e., it minimizes the distance between each user-item
interaction in Euclidean space. The scoring function of CML is
defined as:
s(p,q) = ∥ p − q ∥22 (2)
where p,q are the user and item vectors respectively. CML learns
via a pairwise hinge loss, which is reminiscent of the Bayesian
Personalized Ranking (BPR) [25]. CML obeys the triangle inequality
which, according to the authors, is a prerequisite for fine-grained
fitting of users and items in vector space.
CML, however, is not without flaws. As mentioned, the scoring
function of CML is geometrically restrictive since the objective func-
tion tries to fit each user-item pair into the same point in vector
space. Unfortunately, this intrinsic geometric inflexibility causes
1In this paper, we use the terms collaborative filtering and collaborative ranking
interchangeably.
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adverse repercussions when the dataset is large or dense since CML
tries to force all of a user’s item interactions onto the same point.
Secondly and by taking a more theoretically grounded angle, we
show that CML is an ill-posed algebraic system [36] which further
reinforces and aggravates the problem of geometric inflexibility.
The following proof elaborates on this issue.
Theorem 2.1. The objective function of CML: s(p,q) = ∥p − q∥22
can be considered as an ill-posed algebraic system when there is a
large number of interactions.
Proof. Let d be the dimensions of vectors p and q. From an
algebraic perspective, each user-item interaction can be regarded as
the equation p − q = 0. By considering pi − qi , where i is the index
of the vectors p and q, the number of equations for each interaction
is d . Let N be the total number of interactions, the total number of
equations is therefore N ×d . On the other hand, the number of free
variables is only (|P | + |Q |) × d . Since N ≫ d(|P | + |Q |) in most
settings, CML is an ill-posed algebraic system. □
Since it is not uncommon for implicit recommendation datasets
to contain millions of interactions while having significantly much
lesser unique items and users, we can consider, from amathematical
perspective, that CML proposes an ill-posed algebraic system. This
introduces instability when training and optimizing the objective
function of CML.
2.3 Translating in Vector Space
Our proposed approach, LRML, ameliorates the flaws of CML by
means of adaptive translation. Since our adaptive translation is
learned as a weighted representation (over an augmented memory
via neural attention), this introduces an extremely large number
of possibilities for the user and item vectors to be translated in
vector space. More specifically, the attention vector (learned via
a softmax function) learns a continious weighted representation
of the augmented memory. As such, this significantly expands the
flexibility of the metric learning algorithm. In LRML, the user vector
is now adaptively translated based on the target item (and vice
versa). As such, this allows LRML to avoid the above-mentioned
flaws of CML, and enables more precise and fine-grained fitting in
vector space.
Translating in vector space takes inspiration from NLP and in
particular, reasoning over semantics (knowledge graphs). In this
area, a highly seminal work by Bordes et al. (TransE) [2] proposed
translations in vector space to model the relationships between en-
tities in a knowledge graph. Word embeddings [18] are also known
to exhibit semantic translation in vector space whereby the relation-
ships between two words can be explained by a relation vector. The
domain of CF that models users and items, and represents them
as an interaction matrix is highly related to graph and network
embeddings [17, 21, 29].
To the best of our knowledge, our work is the first work that
extends the 2D structure of user-item CF into a 3D structure by
assuming a latent relational (3D) structure. Intuitively, this can be
also interpreted as inducing a latent knowledge graph from the
user-item interaction graph.
Figure 1 depicts the key difference between LRML and CML -
while CML tries to place user and item into the same spot in vector
space, LRML learns to fit user and item with adaptive, trainable
latent vectors. More specifically, LRML learns an optimal trans-
lation between each user-item interaction. Recall in Section 2.2,
we have previously established that CML suffers from instability
(due to being an ill-posed algebraic system) along with geometric
inflexibility, i.e., the push-pull effects from too many interactions.
In order to alleviate this weakness, our proposed approach adopts
attentive and adaptive user-item specific translations that benefit
from the vast number of possibilities of learning weighted (linearly
combined) representations.
Finally, we note that another translation-based recommendation
model, TransRec was recently proposed by He et al. [6] in which
the authors proposed to use translations to model sequential data.
While TransRec also utilizes the translation principle, LRML is a
completely different model. Firstly, TransRec learns translations for
sequential recommendation, e..g, the 2nd item a user interacts with
is represented by a translation of the first. Secondly, the overall
goals of LRML is different, i.e., LRML utilizes translations for flexible
and adaptive metric learning. Thirdly, LRML uses neural attention
to learn latent relations, which is also an feature that is absent in
TransRec.
User
Item
Translation Vector 
/ Latent Relation 
User
Item
(a) LRML
User
Item
Translation Vector 
/ Latent R lation 
User
Item
(b) CML
Figure 1: Geometric Comparisons of Latent Relational Met-
ric Learning (LRML) and CML (Collaborative Metric Learn-
ing) for Modeling User-Item Relationships in Metric Space.
2.4 Deep Learning
In this section, we provide some preliminaries about deep learning
for recommendation.
2.4.1 Deep Learning for Recommendation. In the recent yearswe
can easily observe the emerging numbers of neural network models
that have been designed for a diverse range of recommendation
tasks. Notably, Recurrent neural networks [38] and convolutional
neural networks [30] have been exploited for sequence aware rec-
ommendations. There is also an emerging line of work focusing
on representation learning using reviews, e.g., Deep Co-operative
Networks (DeepCoNN) [43]. A recent work, the Multi-Pointer Co-
Attention Networks [35] is the state-of-the-art review-based CF
model that uses pointer-based attention for representation learn-
ing. Autoencoder based models [14, 42] have also been proposed
for CF. In the more closely related domain of collaborative filter-
ing on implicit feedback, Neural Matrix Factorization (NeuMF) [7]
is a recent state-of-the-art deep learning model that learns the
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interaction function between user and item using deep neural net-
works. NeuMF is a combined framework that concatenates the
inner-product-based MF with a multi-layered perceptron (MLP). A
comprehensive review can be found at [41].
2.4.2 Neural Attention. Our work borrows inspiration from the
recent advances in deep learning. Specifically, LRML uses a neural
attention mechanism over an augmented memory module to gener-
ate latent vectors. Neural attention mechanisms are popular in the
fields of computer vision [20, 39] and NLP [16, 23, 26, 31, 34] and
are known to improve performance and interpretability of deep
learning models. The key idea of attention is to learn a weighted
representation across multiple samples (or embeddings), reducing
noise and selecting more informative features for the final predic-
tion. Attention operates using a softmax function, which converts
the attention vector into a probability distribution. Subsequently,
this vector is then used to learn a weighted sum of a sequence of
vectors.
Notably, attention mechanisms have been also recently adopted
for collaborative filtering problems particularly for content-based
recommendations such as multimedia recommendation [3]. How-
ever, the novelty of our model lies in the difference whereby our
model adopts neural attention to generate latent relation vectors
over an augmented memory module. This is fundamentally dif-
ferent from content-based attention models which learn to attend
over features and learn to predict. While the key idea of attentive
selection is similar, the goal of our model is to find hidden relational
structure by leveraging attention mechanisms. Moreover, the inner
mechanism of our proposed LRAM is highly reminiscent of end-to-
end memory networks [28] and key-value memory networks [19]
which are the competitive models for question answering, machine
comprehension and aspect-aware sentiment analysis [33].
3 OUR PROPOSED MODEL
In this section, we introduce LRML, our novel deep learning recom-
mendation architecture. The overall model architecture is described
in Figure 2. LRML aims to model user and item pairs using relation
vectors. This is what we refer to as the translational principle, i.e.,
p + r ≈ q. Note that the relation vector r is what separates our
model from simple metric learning approaches like CML which
operate via p ≈ q. Let us begin with a simple high-level overview
of our model:
(1) Users and items are converted to dense vector representa-
tions using an Embedding Layer (a look-up layer). p and q
are the user and item vectors respectively.
(2) Given p and q, a relation vector r is generated using a neural
attention mechanism over an augmented memory matrixM.
The relation vector, r , is a weighted representation over a
trainable LRAM module. r is dependent on user and item,
and is learned to best explain the relationship between user
and item.
(3) Our model optimizes for ∥ p + r − q ∥ ≈ 0 using pairwise
ranking (hinge loss) and negative sampling.
K1 K2 K3 K4 K5 K6
User Embedding Layer
M1 M2 M3 M4 M5 M6
Relation Layer
| ! + #	 − & |
Softmax
Hadamard
Product
Joint Embedding
Inner Product
Latent
Relation 
Vector #
Memory Slices
User-Item Keys
Pairwise Hinge Loss
Translation Layer
| !′ + #	 − &′ |
LRAM
Relation
Modeling Layer
Negative
Sampling
Item Embedding Layer
Item Vector &User Vector !
Item Vector &′
User 
Vector !′
Figure 2: Illustration of our proposed LRML architecture, an
end-to-end differentiable neural architecture. LRML is char-
acterized by its key-addressed LRAM module which learns
user-item specific relation vectors. The size of the memory
N=6 slices in this example.
3.1 Embedding Layer
LRML accepts a user-item pair < user,item > as an input. Inputs
of users and items are represented as vectors encoded via one-hot
encoding corresponding to a unique index key belonging to each
user and item. At the embedding layer, this one-hot encoded vec-
tor is converted into a low-dimensional real-valued dense vector
representation. In order to do so, this one hot vector is multiplied
with the embedding matrices P ∈ Rd×|U | and Q ∈ Rd×|I | which
store the user and item embeddings respectively. d is the dimen-
sionality of the user and item embeddings while |U | and |I | are the
total number of users and items respectively. The output of this
layer is a pair of embeddings < ®p, ®q > which are the user and item
embeddings respectively.
3.2 LRAM - Latent Relational Attentive
Memory Module
One of the primary goals of our LRML model is to induce latent
relations between user-item pairs. However, explicit semantic rela-
tions between user-item pairs are not available in traditional CF. As
such, we introduce the Latent Relational Attentive Memory (LRAM)
module. The LRAM module is a centralized memory store in which
latent relations are built upon. The memory matrix of the LRAM
module is represented asM ∈ RN×d where d is the dimensionality
of the user-item embeddings and N is a user-specified hyperpa-
rameter that controls the expressiveness and capacity of the LRAM
module. In matrix M, we refer to each row slice mi ∈ Rd as a
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memory slice. The input to LRAM is a user-item pair < p,q >. The
LRAM module returns the vector r of equal dimensionality as p
and q.
3.2.1 Joint User-Item Embedding. Given the user-item pair, <
®p, ®q >, the LRAM module first applies the following steps to learn
a joint embedding of users and items:
s = p ⊙ q (3)
where ⊙ is simply the Hadamard product (or element-wise multipli-
cation). The generated vector s ∈ Rd is of the same dimension of p
and q. Note that while other functions such as the multi-layered per-
ceptronMLP(p,q) are also viable, we found that a simple Hadamard
product performs better.
3.2.2 User-Item Key Addressing. Next, using the joint user-item
embedding, we aim to learn an attention vector a. The attention
vector is learned from K ∈ RN×d which we refer to as the key
matrix. Each element of the attention vector a can be defined as:
ai = s
T ki (4)
where ki ∈ K ∈ RN×d and the generated vector a ∈ Rd is of
the same dimensions of p, q and s . In order to normalize a to a
probability distribution, we can simply use the Softmax function:
So f tmax(ai ) = e
ai∑
j e
aj . (5)
Since our attention mechanism utilizes the softmax function, it
ensures that our network is end-to-end differentiable.
3.2.3 Generating Latent Relations via Memory-based Attention.
Finally, in order to generate the latent relation vector r , we use
the attention vector a to generate a weighted representation ofM,
i.e., adaptively selecting relevant pieces of information from the
memory matrixM.
r =
∑
i
aimi (6)
The output of the LRAM module is a user and item specific latent
relation vector r . The latent relation vector is a weighted represen-
tation ofM. Intuitively, the memory matrixM can be interpreted
as a store of conceptual building blocks that can be used to describe
the relationships between users and items. The mechanism design
of the LRAM module is inspired by Memory Networks and can also
be interpreted as neural attentions which give our model improved
interpretability. Note that the LRAM module is part of LRML and is
trained end-to-end. Finally, the total number of parameters added
by the LRAM module is merely 2 × N × d parameters and since
typically we set N < 100 in our experiments, the parameter cost
incurred by the LRAM module is negligible.
3.3 Optimization and Learning
In this section, we introduce the final layer of the network, the
objective function and the regularization employed in our training
scheme. LRML is end-to-end differentiable since it utilizes soft
attention over the LRAM module. As such, we are able to simply
train it via stochastic gradient descent (SGD) methods.
3.3.1 Relational Modeling Layer. For each user-item pair p and
q, the scoring function is defined as:
s(p,q) = | | p + r − q | |22 (7)
where r is the latent relation vector constructed from the LRAM
module and | |.| |22 is essentially the L2 norm of the vector p + r − q.
Intuitively, this score function penalizes any deviation of (p+r) from
the vector q.
3.3.2 Objective Function. LRML adopts the pairwise ranking
loss or hinge loss for optimization. For each positive user-item pair
< p,q >, we sample a corrupted pair which we denote as < p′,q′ >.
Similar to the positive example, the corrupted pair of user and item
goes through the same user and item embedding layer respectively.
The pairwise ranking / hinge loss is defined as follows:
L =
∑
(p,q)∈∆
∑
(p′,q′)<∆
max(0, s(p,q) + λ − s(p′,q′)) (8)
where ∆ is the set of all user-item pairs, λ is the margin that sep-
arates the golden pairs and corrupted samples.max(0,x) is also
known as the relu function. Note that we use the same (generated)
latent relation vector for the negative example. This is motivated by
our early empirical results whereby performance was much better
over generating a separate relation vector for the negative example.
3.3.3 Regularization. Finally, we apply regularization by nor-
malizing all user and item embeddings to be constrained within the
Euclidean ball. At the end of each mini-batch, we apply a constraint
of ∥p∗∥2 ≤ 1 and ∥q∗∥2 ≤ 1 for regularization and preventing
overfitting. In order to enforce this, we can manually project all
embeddings to the unit ball either at the beginning or after each
training iteration.
4 PERFORMANCE EVALUATION
In this section, we evaluate our proposed LRML against other state-
of-the-art algorithms. Our experimental evaluation is designed to
answer several research questions (RQs).
• RQ1: Does LRML outperform other baselines and state-of-
the-art methods for collaborative ranking?
• RQ2: How does the relative performance of LRML and CML
differ across different dataset sizes?
• RQ3:What is the scalability and runtime of LRML compared
to other baselines?
• RQ4:What is the LRAMmodule learning? Are we able to de-
rive qualitative insights about the inner workings of LRML?
• RQ5:What do the relation vectors represent? Are theymean-
ingful?
4.1 Datasets
In the spirit of experimental rigor, we conduct our evaluation across
a wide spectrum of datasets.
• Netflix Prize - Since the entire Netflix Prize dataset is ex-
tremely large, we construct a subset of the famous Netflix
Prize dataset. Specifially, we only considered movie-item
ratings from the year 2005 and filtered users who had less
than 100 interactions.
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• MovieLens - A widely adopted benchmark dataset2 for col-
laborative filtering in the application domain of recommend-
ing movies to users. Specifically, we use two configurations
of this benchmark dataset, namely MovieLens1M and Movie-
Lens20M [5].
• IMDb - A movie recommendation dataset obtained from
IMDb that was introduced in [4].
• LastFM - This dataset contains social networking, tagging,
and music artist listening information from Last.fm online
music system3.
• Books - This is a book recommendation dataset that was
used in [44].
• Delicious - This dataset contains social networking, book-
marking, and tagging information from a set of 2K users
from Delicious Social Bookmarking System4. This dataset,
along with the lastFM dataset, originated from the Hetrec
2011 workshop5.
• Meetup - An event-based social network6.We use the datasets
provided by [22] which include event-user pairs from NYC.
• Twitter - This is a check-in dataset constructed by [40]
which contains users and their check-ins. There are two
subsets of this dataset, namely Twitter (WW) and Twitter
(USA).
In total, we evaluate our proposed algorithm on ten different datasets
with diverse sizes and interaction densities, i.e., the percentage of
non-zero values in the user-item interaction matrix. For all datasets,
with the exception of the Netflix Prize dataset, we ensured that
each user has at least 20 interactions. The statistics of all datasets
are reported in Table 1.
Dataset Interactions #Users #Items % Density
Netflix Prize 44M 75K 13K 4.5
MovieLens20M 16M 53K 27K 1.1
MovieLens1M 1M 6K 4K 4.2
IMDb 117K 0.8K 114K 0.13
LastFM 92K 1.9K 175K 0.28
Books 285K 7.4K 291K 0.01
Delicious 43K 1.7K 69K 0.36
Meetup 11K 2.6K 16K 0.26
Twitter (WW) 18K 4K 36K 0.01
Twitter (USA) 171K 4K 36K 0.12
Table 1: Statistics of all datasets used in our experimental
evaluation.
4.2 Baselines
In this section, we introduce the key baselines for comparison
against our proposed LRML.
• Bayesian Personalized Ranking (BPR) [25] is a strong
CF baseline that minimizes
∑
i
∑
j,k − logσ (pTi qj − pTi qk ) +
2https://grouplens.org/datasets/movielens/
3http://last.fm
4http://www.delicious.com
5https://grouplens.org/datasets/hetrec-2011/
6https://www.meetup.com/
λv ∥ui ∥2 + λq ∥qj ∥2, where (pi ,qj ) is a positive interaction
and (pi ,qk ) is a negative sample.
• Matrix Factorization (MF) is a standard baseline for CF
that models the relationship between user and item using
inner products. We use the generalized version from [7]
which scores user item pairs with s(p,q) = σ (hT (p ⊙ q)).
• Multi-layered Perceptron (MLP) is the baseline neural ar-
chitecture proposed in [7] in which the authors proposed to
use multiple layers of nonlinearities to model the relation-
ships between users and items.
• Neural Matrix Factorization (NeuMF) [7] is the state-of-
the-art unified framework combining MF with MLP. NeuMF
concatenates the output of MF and MLP, and uses a regres-
sion layer to predict the user item rating. Note that NeuMF
uses separate embedding representations of users and items
for MF and MLP.
• Collaborative Metric Learning (CML) [9] can be consid-
ered as the baseline of our model which does not include
relational translations between user and item vectors.
Since CML and NeuMF have surpassed many other baselines such
as WMF [10], eALS [8] and Factorization Machines [24], we do
not further report them. Additionally, for fair comparison and due
to scalability issues, we do not use WARP [37] for both CML and
LRML.
4.3 Evaluation Protocol and Metrics
Our evaluation protocol follows He et al. [7] very closely. Similarly,
we adopt the leave-one-out evaluation protocol, i.e., the testing set
comprises the last item of all users. If there are no timestamps
available in the dataset (e.g., Delicious and LastFM), then the test
sample is randomly sampled. A single item from each user is also
sampled to form the development set. Since it is too time consuming
to rank all items for every user, we randomly sampled 100 items
that have no interactions with the target user and ranked the test
item with respect to these 100 items. This is in concert with many
works [1, 7, 8, 25]. Since our problem is essentially formulated as
learning-to-rank, we judge the performance of our model based on
the popular and widely adopted standard metrics used in informa-
tion retrieval and recommender systems: normalized discounted
cumulative gain (nDCG@10) [11] and Hit Ratio (H@10). Intu-
itively, the nDCG@10 metric is a position-aware ranking metric
while H@10 metric simply considers whether the ground truth is
ranked amongst the top 10 items. For more detailed explanations,
we refer readers to [7].
4.4 Implementation Details
We implemented all models in TensorFlow7 on a Linux machine.
For tuning the hyperparameters, we select the model that performs
best on the development set based on the nDCG metric and report
the result of that model on the test set. Model parameters are saved
every 50 epochs. All models are trained until convergence, i.e., if
the performance (nDCG metric) on the development set does not
improve after 50 epochs. Models are trained for a maximum of 500
epochs. For large datasets like MovieLens20M and Netflix Prize, we
stop the training at 100 epochs. The dimensionality of user and
7https://www.tensorflow.org/
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BPR MLP MF NEUMF CML LRML
H@10 nDCG@10 H@10 nDCG@10 H@10 nDCG@10 H@10 nDCG@10 H@10 nDCG@10 H@10 nDCG@10
Netflix 48.67 31.97 33.77 22.34 47.07 30.25 32.27 22.59 46.12 29.48 53.71 35.78
MovieLens20M 69.68 46.68 75.81 54.38 72.98 49.01 75.82 54.37 77.64 53.01 84.47 61.52
MovieLens1M 72.37 53.33 48.59 33.11 68.87 49.17 68.61 50.65 72.16 54.13 73.97 54.53
IMDb 4.62 4.23 4.11 3.79 5.26 4.89 4.87 4.55 9.47 7.16 11.92 8.45
LastFM 20.73 13.58 7.36 3.75 18.17 12.02 14.89 9.61 19.75 12.03 21.71 14.38
Books 22.07 16.13 12.89 10.03 15.61 10.75 12.54 7.65 25.86 18.70 26.72 19.43
Delicious 78.50 77.78 77.05 73.80 78.91 78.09 78.79 78.11 79.31 78.43 80.31 79.01
Meetup 44.91 36.08 31.33 23.19 47.23 38.29 32.76 25.79 47.04 36.64 50.19 40.48
Twitter (WW) 76.39 75.27 53.33 35.68 76.93 75.43 76.66 74.86 75.86 74.72 78.92 77.17
Twitter (USA) 75.88 75.04 77.91 76.23 76.47 75.62 70.75 69.79 78.30 76.50 79.36 77.85
Table 2: Experimental results on ten benchmark datasets. Best performance is in boldface and second best is underlined. LRML
achieves best performance on all datasets, outperformingmany strong neural baselines. Improvement is much larger on large
datasets such as Netflix Prize or MovieLens20M.
item embeddings d is tuned amongst {20, 50, 100}. The number of
batches B is tuned amongst {10, 100, 1000}. The minimum number
of batches for NetflixPrize and MovieLens20M is 100 in order to
fit into the GPU RAM. We optimize all models using the Adam
optimizer [12]. The learning rate for all models are tuned amongst
{0.01, 0.005, 0.001}. For models that minimize the hinge loss, the
margin λ is tuned amongst {0.1, 0.2, 0.25, 0.5}. For NeuMF and MLP
models, we follow the configuration and architecture proposed in
He et al. [7], i.e., 3 fully-connected layers with a pyramid architec-
ture. However, for fair comparison of all models, we do not use
pretrained MLP and MF models in the NeuMF model since this
effectively acts as an ensemble classifier. For LRML, the number of
memory slices in M is tuned amongst N = {5, 10, 20, 25, 50, 100}.
For simplicity, each training instance is paired with only a sin-
gle negative sample. All embeddings and parameters are normally
initialized with a standard deviation of 0.01.
For most datasets and baselines, we found that the following hy-
perparameters work well: learning rate= 0.001, number of batches
B = 10 and λ = 0.2. A larger embedding size always performs better,
i.e., d = 100. The size of LRAM is dataset dependent. We found that
setting N = 20 works well for most datasets (performance does not
degrade going beyond 50 but does not improve either). However,
we found that setting N = 100 works better on large datasets such
as Netflix Prize and MovieLens20M.
4.5 Experimental Results
The empirical results of our proposed model and baselines on 10
benchmark datasets are reported in Table 2. Our proposed LRML
performs extremely competitively on all datasets and obtain the
best performance on both nDCG@10 and H@10 metrics on all
datasets. This answers RQ1, showing that our proposed LRML is
capable of effective collaborative ranking. Moreover, the ranking of
many of the competitor baselines is fluctuating across datasets as
we see the second best performance is scattered amongst different
models.
4.5.1 Comparison against CML. In general, LRML outperforms
CML on all datasets on bothH@10 and nDCG@10metric.Wewould
like to draw the reader’s attention to the two datasets, namely Net-
flix Prize and MovieLens20M datasets in which LRML obtained a
clear margin in performance gain over the competitor models. This
ascertains our earlier claim about the flaws of CML (not being able
to scale to large datasets) and empirically proves the advantages of
our proposed approach. Specifically, LRML outperforms CML by
performance gains about 7.5% on MovieLens20M and about 6% on
Netflix Prize on the nDCG@10 metric. The performance gains on
the hit ratio (H@10) metric is also similarly high. When the dataset
is smaller, the performance gains are less distinct. For example, the
performance gain in MovieLens20M is much larger than in Movie-
Lens1M. The performance gains on smaller datasets range from a
marginal 1%−2%, (e.g., Books and Delicious) to reasonably large, e.g.,
3% − 4% on the Meetup or Twitter (WW) datasets. As such, the con-
cluding findings pertaining to the comparison of LRML and CML
can be drawn as follows: On large datasets, the performance gain
of LRML over CML is large. However, on smaller datasets, LRML
at least performs equally well or sometimes reasonably better. This
answers RQ2 on the effect of dataset size on relative performance
of LRML and CML. Our experimental evidence shows that our
proposed LRML is effective and ascertains our usage of adaptive
translations in metric learning.
4.5.2 Comparison against Other Baselines. Pertaining to the per-
formance of the other baselines, we found that the performance
of MF and BPR is extremely competitive, i.e., both MF and BPR
outperform CML on several datasets. The performance of MLP, on
the other hand, seem to perform reasonably well only on Movie-
Lens20M and performs horribly on most datasets. Note that we
also tried a non-pyramid architecture but that did not improve the
performance. The performance of the model NeuMF (that combines
MLPs with MF) is often better than vanilla MLP but falls short of
MF in most cases. Notably, NeuMF performs reasonably well on
MovieLens20M, Netflix Prize and MovieLens1M. This could possibly
mean that the usage of dual embedding spaces (one for MF and one
for MLP) might be overfitting on the smaller datasets.
4.5.3 Comparison on Runtime. Figure 3 reports the runtime
(seconds taken to run a single epoch) of all models on Netflix Prize
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and MovieLens20M. We make several observations. First, the dif-
ference in runtime between LRML and CML is quite insignificant,
i.e., LRML only spends ≈ 10s − 15s extra per epoch which is only a
5% − 10% increase in runtime on both datasets. On the other hand,
it is still faster than models such as NeuMF and MLP. Notably, this
is also contributed by the fact that MLP and NeuMF are point-wise
models which do not pair negative samples with positive samples
during training. Next, we also compare the runtime of LRML with
different N (LRAM size) values and found that there is only min-
imal observable difference in runtime with N = 50 or N = 100.
This was probably made insignificant by the highly optimized GPU
operations and also due to the fact that the size of the matrix-vector
operations in LRAM is relatively small. To answer RQ3, we have
shown that LRML only incurs a slight computation cost over CML.
Figure 3: Runtime (seconds/epoch) of all models on Netflix
Prize and MovieLens20M. Experiments were run with batch
size of 100 on a Nvidia P100 GPU. LRML only incurs a small
computational cost over CML. (Best viewed in color.)
5 DISCUSSION AND ANALYSIS
In this section, we derive qualitative insights regarding our pro-
posed model. This section describes the discoveries that we have
made while trying to understand and gain some intuition behind
the performance of LRML.
5.1 RQ4: What is the LRAMmodule learning?
A key advantage to neural attention mechanisms is an improved
interpretability since we are able to visualize the weighted impor-
tance of each memory slice with respect to any given attribute
value v . This helps us to understand how the model is learning.
Specifically, we investigate the attributes of explicit rating informa-
tion and explicit temporal information, and show empirically via
visualisation that the LRAMmodel learns to encode these attributes.
Note that both attributes are not provided to our model at training
time. In this experiment, the following steps were taken:
(1) First, we categorized all user-item pairs (p,q) according to
the target attribute value v .
(2) Using (p,q) as an input, we generated the attention vector a
for each user-item pair. Recall that this attention vector8 is
8It is good to note that, at initialization, this attention vector looks at all memory slices
almost equally irregardless of v .
a probability distribution that depicts how much the model
is looking at each memory slice of the LRAM module.
(3) For each attribute class ci ∈ v , we take the mean attention
vector for all user-item pairs in the category.
(4) We visualise the mean attribute vector of each attribute class
to observe the correlation between attribute class and which
memory slice LRML is looking at.
5.1.1 LRAM Encodes Explicit Rating Information. On datasets
like MovieLens1M, explicit ratings (1-5 stars) exist but are not
provided to LRML. Surprisingly, we empirically discovered that,
despite being only trained on implicit interactions, explicit rating
information is actually being encoded in LRAM. Figure 4 shows the
mean attention vector (i.e., a) for each rating class (1-5).
Figure 4: Attention weights over LRAM for user-item pairs
of different ratings onMovieLens1M. LRML is able tomodel
explicit rating information despite being only trained on im-
plicit data. (Best viewed in color.)
The color scale represents the strength of the attention weights
and each column of Figure 4 represents the mean attention vector
for each rating class. As such, we are able to observe patterns and
trends across different ratings by looking at the rows (from left to
right). For example, the mean attention vector of rating=1 is the
first vertical slice in Figure 4 and the intensity denoted by the color
scale represents the attention weights.
Clearly, we observe that there is a pattern between the explicit
rating score and the memory slice in which LRML is looking at. We
observe that slices M2-M4 are mostly associated with bad ratings (1-
2 stars) while having a high attention weight over M6, M7 and M9
signifies a good rating (4-5 stars). Moreover, there is a correlation
between how much the model looks at M6, M7 and M9 and the
explicit rating score. As such, it seems we are able to infer explicit
rating scores solely based on how much our model is looking at
each memory slice.
We believe this can be explained as follows: The goal of LRML is
to find a latent relational structure between the user and item inter-
actions. As such, while LRML is trying to assign relations between
users and items via neural attention, it has learned to identify and
model explicit rating sentiment from the implicit structure of the
dataset.
5.1.2 LRAM encodes temporal information. The second discov-
ery is that the LRAMmodule actually encodes temporal information.
Similar to ratings, timestamps are available on the MovieLens1M
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dataset but are not used to train the model. To facilitate clear vi-
sualization, we binned the timestamps into 10 separate bins in
ascending order. Figure 5 shows the visualized attention weights
of LRAM with respect to time. Similar to explicit rating scores, we
notice that certain memory slices model the chronological order
of user-item interactions. On M8, we see that the intensity of the
attention weights increase along with time, i.e., by viewing the
row M8 from left to right, we can observe an increasing attention
weight on M8 based on the intensity scale. Moreover, the converse
is true for M6 which when observed from left to right, it decreases
in intensity instead. In short, there is a clear pattern in which we
can quite safely ascertain that LRAM has learned to encode tem-
poral information. Once again, it is worthy to note that LRML was
not given any temporal information to begin with.
Figure 5: Attention weights over LRAM for user-item pairs
for different time bins on MovieLens1M. A clear trend is
found in M6 which shows that the LRAM module encodes
temporal information even when no such information is
provided during training. (Best viewed in color.)
5.2 RQ5: What do the relation vectors
represent? Are they meaningful?
For each user-item pair in the test set, we generated the latent rela-
tion vector r . Next, we computed the cosine similarity between the
relation vectors of all user-item pairs and selected the user-item
pairs in which the cosine similarity between their relation vectors is
the highest. Intuitively, this is to investigate if similar user-item
pairs might have similar relation vectors. In order to charac-
terize user-item pairs, we selected attributes that are available in
the MovieLens1M dataset. The user attributes provided include
Age, Job and Gender while only category and movie title were
provided for the items. Once again, note that these attributes were
not provided to our model during training. For each user-item pair,
we computed the attribute matches with respect to the user-item
pair with the closest relation vector, e.g., if <User1,Item1> and
<User2,Item2> have the most similar relation vector, we compute
the matches between each attribute of both user-item pairs. For
example, we check for matches between User1 and User2 within
the list of attributes such as user age, user gender and user job and
item category. Ideally, the model should learn a similar relation
vector for similar user-item pairs. In order to determine if the result
is significant, we computed the probability of a match by random
chance taking into consideration the distribution of attributes. Table
3 reports the results of this experiment.
User-Item Attribute Match (%) Random (%) Diff (%)
User Age 25.81 22.17 3.64
User Job 20.06 13.71 6.35
User Gender 65.73 59.43 6.30
Item Category 51.19 43.87 7.32
Category AND Job 15.07 5.56 9.51
Table 3: Matches between user-item attributes of user-item
pairs with the closest relation vector. Relation vectors en-
code user-item attributes without being trained on them.
We observe that the percentage of getting an attribute match is
often higher than that of random chance which might signal that
similar user-item pairs have similar relation vectors. In particular,
the item category (movie genre) has the most prominent improve-
ment over random chance (7.32%) individually while a considerable
percentage of user-item pairs (15.07%) have an exact match of item
category and job. This is 9.51%more than random chance. Addition-
ally, we also found that (by manual inspection) there is a prominent
number of job-category matches such as (programmer, thriller) and
(technician/engineer, thriller). This is intuitive since engineers and
programmers can be considered as semantically related professions.
Overall, we believe that, the user and movie attributes charac-
terize the behavior of users and therefore, there might be a hidden
structure within simple implicit interaction data. By imposing and
inducing architectural bias, our model learns to capture this fine-
grained behavior even from simple implicit feedback data.
6 CONCLUSION
In this paper, we proposed LRML (Latent Relational Metric Learn-
ing), a novel attention-based memory-augmented neural architec-
ture that models the relationship between users and items in metric
space using latent relation vectors. LRML demonstrates the state-
of-the-art performance on 10 publicly available benchmark datasets
for implicit collaborative ranking. Empirical results show that rela-
tive improvement is significantly greater when the dataset is large,
e.g., Netflix Prize and MovieLens20M, which is due to the geometric
inflexibility of the CML algorithm. Additionally, LRML leverages
the hidden and latent relational structure in the implicit user-item
interaction matrix. Via qualitative analysis of the attention weights,
we discovered that explicit rating information, temporal informa-
tion and even item attributes are encoded within the LRAMmodule
and relation vectors even when these information are not provided
during training.
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