This paper proposes another direction to implement a lightweight synchronization service for wireless sensor nodes. To this end, we present gradient descent synchronization (GraDeS), a novel multi-hop time synchronization protocol based upon gradient descent algorithm. We give details about our implementation of GraDeS and present its experimental evaluation in our testbed of MICAz sensor nodes. Our observations indicate that GraDeS is scalable, and it has identical memory and processing overhead, better convergence time, and comparable synchronization performance as compared with the existing lightweight solutions.
these protocols to adjust the offsets and the frequencies of the logical clocks [3] , [4] , [6] . However, previous studies [5] , [7] revealed that this technique is heavyweight in terms of processing and memory overhead; and clock offset becomes dependent on the clock frequency in least-squares calculations leading to poor performance scalability. Other proposed techniques, such as maximum likelihood estimation [8] , belief propagation [9] , convex closure [10] and average consensus [11] [12] [13] [14] share the drawback of having heavy processing and memory overhead that allowed these studies to present only simulation results. Hence, the practicality of these alternative techniques is quite arguable.
To overcome aforementioned problems in practice, two iterative methods are proposed [7] , [15] . AVTS protocol [7] employs an efficient and adaptive search technique that adjusts the relative frequency value of the clocks by observing the sign of the clock skew. The logical clock offset is adjusted independently from its frequency by adding the observed skew to the logical clock directly. On the other hand, PISync [15] is based upon a Proportional-Integral (PI) controller and applies a proportional feedback (P) and an integral feedback (I) on the clock skew which allow to compensate offset and frequency differences, respectively. It has been reported that both iterative approaches achieve better and scalable synchronization performance with considerably less processing and memory overhead, and smaller code as compared to existing least-squares based protocols. As compared to PISync, AVTS requires knowledge about additional parameters in advance to perform its search effectively: the boundaries of the search space and the search precision affect its convergence speed and synchronization performance considerably. Hence, PISync appears to be a more promising solution in practice.
In this paper, our main contribution is to devise an iterative method to synchronize clocks in WSNs by introducing a novel time synchronization protocol, namely Gradient Descent Synchronization (GraDeS), which achieves scalable multi-hop time synchronization efficiently. In contrast to previous approaches, we formulate the frequency adjustment of the logical clocks as an optimization problem in which each sensor node is trying to find the frequency value of its logical clock that minimizes its synchronization error. Up to our knowledge of current literature, our study is the first to show that this optimization problem can be solved efficiently in practice by incorporating gradient descent algorithm [16] , taking the first step to utilize optimization methods for a real-world synchronization scenario in WSNs. We provide an extensive theoretical performance analysis of GraDeS as well as its practical implementation in TinyOS [17] and evaluation in a testbed of 20 MICAz sensor nodes. Our theoretical and practical comparison with PISync revealed that GraDeS has slightly better performance and identical resource overhead. As a brief conclusion, we believe that this study provides another direction to realize easy-to-implement and lightweight time synchronization protocols in WSNs.
The remainder of this paper is organized as follows: Next section presents the system model we will use in this paper. In section III, we present pairwise GraDeS protocol, its theoretical analysis and a comparison with PISync protocol. A multi-hop synchronization approach with GraDeS is presented in section IV and section V gives details about implementation and evaluation in our testbed. Finally, section VI is the conclusion.
II. SYSTEM MODEL
Our abstraction of a wireless sensor network is a connected graph G = (V, E) whose vertex set V = { 1, . . . , n} represents the identifiers of the sensor nodes and edge set E ⊆ V x V represents the bidirectional communication links between these nodes. Due to the broadcast nature of wireless communication, once a message is transmitted by any node u ∈ V , this message is received by all nodes v ∈ V such that {u, v} ∈ E. We refer these nodes, i.e. the nodes inside the communication range, as the neighbors of node u and denote by N u .
It is assumed sensor nodes are equipped with read-only hardware clocks subject to clock drift. At any time t > t 0 , we model the hardware clock of any node u as h
denotes the oscillator frequency of the hardware clock, f 0 denotes the nominal frequency and ± f max denotes the upper and lower bounds of the frequency deviation. For the sake of simplicity of the analytical steps in the following sections, we model the dynamic drift of the clocks as f (t)
We assume that messages are never lost during communication. For any message, the time that passes from the start of broadcast attempt until the recipient node receives it is referred as transmission delay. In [2] , the transmission delay is modeled as Gaussian random variable due to central limit theorem because it is thought to be the addition of numerous independent random processes. It is also shown in [18] that the transmission delay can be modeled as a Gaussian distributed random variable with 99.8% confidence. Therefore, we model the transmission delays as a Gaussian distributed random variable, denoted by T ∼ N (0, σ 2 d ). The logical clock l u () of node u can be modeled as
where t up is the latest time at which the logical clock is updated. In this model, rate multiplierˆ u (t up ) is the estimate of the relative frequency f 0 / f u (t) in the interval [t 0 , t] and 
III. A NEW TIME SYNCHRONIZATION ALGORITHM FOR WIRELESS SENSOR NETWORKS: GraDeS
In unconstrained optimization problems, the objective is to minimize a function f (x) where f : R n → R is convex and differentiable. It is assumed that the problem is solvable and hence there is an optimal point x * . Since f is convex and differentiable, ∇ f (x * ) = 0. The descent methods produce a sequence
where k = 0, 1, . . . denotes the iteration number, α k > 0 is the step size and x k is the descent direction at iteration k. Starting from an initial point x 0 , a descent direction and a step size is determined at each iteration to obtain the new sequence value. This iteration is continued until convergence.
A. Gradient Descent Algorithm
When the search direction is determined as the negative gradient x = −∇ f (x), the resulting algorithm is called the gradient descent algorithm [16] . Hence, given an initial guess x 0 , gradient descent algorithm iteratively moves the guess toward lower values of the function by taking steps in the direction of the negative gradient −∇ f (x). Intuitively, the negated gradient represents the direction that x would need to move in order to decrease the function the fastest. Eventually, the algorithm converges to a local minimum, since the function is assumed to be convex. Fig 1 presents a sample execution of the gradient descent algorithm during three iterations. In the following subsections, we introduce a new time synchronization protocol inspired from this algorithm, namely Gradient Descent Synchronization (GraDeS).
B. Pairwise Synchronization With GraDeS Approach
Consider pairwise time synchronization of two sensor nodes u and r , where r is the reference node which has access to the real-time t. Assume that node r transmits messages with a period of B seconds in order to inform node u about t. Let t h = Bh for h = 0, 1, . . ., be the packet reception times of node u from node r and let l r (t h ) = Bh + T h be the received clock where T h denotes the transmission delay at the step h. The synchronization error of u with respect to the reference node r at any packet reception time t h = Bh can be calculated as
Let node u simply sets its logical clock to the received clock value to compensate the offset difference between the clocks. Formally, assume that node u applies l u (t + h ) = l u (t h ) − e u (t h ) to its logical clock, where t + h denotes the time instant just after t h . After this compensation, the synchronization error e u (t h+1 ) at the subsequent packet reception time t h+1 will be mainly due to the different hardware clock frequency of the u. Applying straightforward steps, the function e u () can be generalized as:
The objective of time synchronization is to minimize the synchronization error which, in our case, is the function e u () of the dynamic parameterˆ u . Getting inspired from the gradient descent algorithm, our objective reduces into finding the optimal value ofˆ * u in order to minimize the squared error function (e u ()) 2 . Formally, we define the steps of the GraDeS algorithm that will be employed at at each updating time instant t h as follows:
It should be noted that for all t
In the update equation above, ∇e u (t h ) denotes the derivative of (e u (t h )) 2 with respect toˆ u (t h ) at time t h . From the equation (3), it can be observed that the function (e u (t h )) 2 is continuous and differentiable in the interval
C. Approximation of the Error Derivative
The derivative of de u (ˆ u ) dˆ u in the interval t h , t h+1 can be approximated with the following equation:
We have E ´t h+1 t h f u (t)dt = B f 0 due to the fact that the frequency drift of the clocks are modeled as uniform random variables in Section (II). Therefore, de u (t h )
D. Proof of Convergence and Steady-State Error
With an abuse of notation, let us denote e(t h+1 ) by e(h + 1) andˆ u (t h+1 ) byˆ u (h + 1). Based upon the update equations of GraDeS algorithm, the system evolution can be described with the following matrix equation:
Taking the expectation of both sides yields:
The eigenvalues of the matrix A can be calculated by solving the determinant equation |A − λI | = 0. The solution of this equation can be obtained by solving the quadratic equation
Matrix A is asymptotically stable, i.e. asymptotic convergence is established, if and only if |λ 1,2 | < 1. Therefore, choosing the step size by considering the inequality below 0 < α < 1 B 2 f 2 0 (10) will lead the system to converge to the asymptotically stable equilibrium point
= 0 that shows that time synchronization will eventually be achieved with an expected steady-state error of e u (∞) = 0. In Appendix-(A), we show that the variance of this approach can be calculated as
It is apparent that as long as the inequality (10) is satisfied, the convergence will be established. However, the smaller the value of α, the smaller the asymptotic variance. On the other hand, the convergence time is inversely related by the magnitude of the eigenvalue λ 2 in equality (9) . Hence, the smaller the α, the bigger λ 2 is and thus the longer the convergence time. Fig. 2 presents the evolution of the frequency of the logical clock of node u during a numerical simulation, Simulation results related to f uˆ u during the synchronization between the reference node r and the node u with the following system parameters: B = 30 seconds, f 0 = f r = 1M H z, f max = 100 ppm and T ∼ N (0, σ 2 d = 100 microseconds). We set f u − f r = 100 ppm and α u = 0.5. After a finite number of iterations, the logical clock frequency of node u converges to f r . At iteration 20, the hardware clock frequency of node u is modified by setting f u − f r = 50 ppm. In this case, the logical clock frequency of node u gets adapted and converges to f r again.
from which we observe that the proposed synchronization approach establishes synchronization between two nodes and it is adaptive in terms of environmental dynamics, that fits perfectly for the wireless sensor networks.
E. Theoretical Comparison to PISync Algorithm
In Appendix-(B), we anaylzed PI-Controller based PISync algorithm [15] under the same system model. Based on these results, we summarize the differences and similarities between GraDeS and PISync as follows:
• Since the largest eigenvector of the system matrix A of GraDeS is smaller than that of PISync, i.e. λ Gra DeS
= 1 − 2α B f 0 when α parameters are identical, time-to-convergence of GraDeS is superior than that of PISync. • Considering asymptotic variances of GraDeS in equality (12) and that of PISync in equality (24), as long as the re-synchronization period satisfies B < 1 2 f 0 and α parameters are identical, the synchronization performance of GraDeS is superior than that of PISync. However, when practical parameters in Fig. 2 are taken into account, such a synchronization period is not applicable which makes PISync a better choice, in theory. • Since the update equations of GraDeS and PISync are quite similar, errors introduced by communication delays, quantization, etc., enter linearly to the system equations [15] . Therefore, the synchronization errors of both approaches grow with the square-root of the network diameter, that leads to scalable synchronization performance degradation.
IV. MULTI-HOP SYNCHRONIZATION OF WSNs WITH GraDeS Algorithm (1) presents the pseudo-code for the Gradient Descent Synchronization (GraDeS) protocol that extends our pairwise synchronization scheme to multi-hop. For simplicity, it is assumed that the reference node r is predefined before the deployment of the sensor network. However, simple root election mechanisms (e.g. in [3] ) can easily be integrated Algorithm 1 GraDeS Pseudo-Code for Node u 1: Upon receiving l v , seq v such that seq v > seq u 2: seq u ← seq v 3: e u ← l u − l v 4: l u ← l v 5: update α u 6:ˆ u ←ˆ u − α u ∇e u 7: 8: Upon h u = k B where k ∈ N 9: if u = r then seq u ← seq u + 1 10: broadcast l u , seq u to the protocol. Whenever the hardware clock of any node reaches a multiple of B (Line 8), only the reference node increments the sequence number (Line 9). Then, each node broadcasts a synchronization message that carries the value of its logical clock and its sequence number for their neighboring nodes in order to establish network-wide time synchronization (Line 10). It should be noted that l r = h r for the reference node and it does not participate in the synchronization process.
Sensor nodes other than the reference collect the synchronization messages that belong to the new synchronization round, i.e. with higher sequence numbers (Line 1). At the first step, they update their sequence number (Line 2) and calculate the synchronization error (Line 3). Then, they set their logical clock to the received time information for offset compensation (Line 4). Following this step, they update their step sizes (Line 5). We will explain the details of this step in the following paragraphs. Finally, they update their rate multipliers according to the gradient descent algorithm (Line 6). Observe that, in contrast to the regression table in least-squares, nodes executing GraDeS protocol do not require any memory to collect time information of the reference node. The operations during logical clock update (Lines 3-6) are quite simple and easy to implement as compared to the calculation of the least-squares line.
A. Adaptation of the Step Size
The step size α has an important effect on both synchronization error performance and convergence time of the GraDeS algorithm. Choosing a constant and big step size would lead to a faster convergence but also a big steady state synchronization error. On the other hand, choosing a constant and small step size would lead to a slow convergence but smaller steady state synchronization error. When environmental dynamics in WSNs are considered, individual sensors should react to these changes fast and slow convergence would lead to a big problem. For this purpose, we modified the adaptation algorithm in [15] , that adjusts step size adaptively in order to achieve fast convergence and small steady-state error, as shown below:
The intuition behind this approach is similar to that presented in [15] : Let t h be the receipt time of a new Fig. 3 .
Simulation results related to the evolution of the logical clock frequency with different step sizes during the synchronization and between the reference node r and the node u. The parameter setting in Fig. 2 were also used for these simulations. With constant step size, the convergence time increases but the steady state error decreases as the step size gets smaller. With adaptive algorithm, the convergence time is faster and the steady state error is quite comparable to those with constant step sizes. synchronization message and let ∇e(t h ) be the derivative of the error observed at that time. If the derivative ∇e(t h ) and the derivative of the previous round ∇e(t h−1 ) have the same sign, i.e. their directions are the same, then the morê is supposed to be far away from its optimal valueˆ * . Hence, it necessary to accelerate the adjustment ofˆ in order to reachˆ * more quickly. On the contrary, if the signs of ∇e(t h ) and ∇e(t h−1 ) are opposite, thenˆ is oscillating aroundˆ * . In order to get closer to the optimal value, it is necessary to decelerate the adjustment. It is worth to mention that this algorithm is inspired from [7] in which the multipliers 2 and 1/3 are shown to be good values in terms of convergence performance. Fig. 3 presents the evolution of the logical clock frequency of node u with constant and adaptive step sizes during a numerical simulation. 1
V. EXPERIMENTAL EVALUATION
We implemented GraDeS and PISync protocols for MICAz sensor platform using TinyOS 2.1.2 operating system. 2 In order to evaluate their multi-hop synchronization performances, we prepared identical testbed setup as presented in [5] , [6] , and [8] and preferred a line topology of 20 sensor nodes to evaluate scalability and adaptivity. We used 7.37 MHz quartz oscillator on the MICAz board as the clock source for the timer used for timing measurements. The timer operates at 1/8 of that frequency and thus each timer tick occurs at approximately every 921 kHz, i.e., approximately 1 microseconds, therefore, f 0 = 1 MHz. During the experiments, each lasted approximately 20000 seconds, we fixed beacon period B = 30 seconds and we collected instantaneous logical clock values from the nodes. For performance comparison, we considered global skew, defined as the largest instantaneous clock difference between arbitrary nodes.
A. Testbed Setup
We constructed the line topology with the help of the software by configuring each sensor node so that that it will accept incoming messages from its neighboring nodes in the 1 It should be noted that if α(t h ) > 1/B 2 f 2 0 then α(t h ) = 1/B 2 f 2 0 and if α(t h ) = 0 then α(t h ) = α(t h−1 ). 2 The TinyOS implementation codes of the protocols can be reached via the following link: https://github.com/sinanyil81/wsnsync/tree/master/wsnsync/. corresponding topology. 3 We placed all sensor nodes in the communication range of a query broadcaster sensor node which transmits query packets periodically. Query packets are received at the same time by all nodes and they respond with a reply packet which carries the value of their logical clocks. This allowed us to collect instantaneous logical clock values via a base station listening the reply packets and transfering them to the serial port of our PC. At the end of the experiments, the evaluation metrics are applied to the collected data and the results are analyzed.
B. Implementation Details
Performance evaluation of synchronization protocols in a fair manner is a challanging task since it is almost impossible to create identical message delays, packet loss rates and environmental conditions during tests that effect the frequency of the crystal oscillators of the sensor nodes. To this end, we followed the same approach in [19] and we integrated both protocols to each sensor node since both GraDeS and PISync have identical message patterns. First, we enlarged the synchronization messages so that they carry the logical clock values calculated both using GraDeS and PISync. In this manner, when a synchronization message is received by a sensor node, it extracts the logical clock value for GraDeS and that for PISync to update its corresponding logical clocks. As a final modification, we added an interface to query the logical clock values calculated with GraDeS and PISync. With such modifications, we could evaluate both strategies under identical executions. Moreover, we applied MAC-layer timestamping [3] that allowed us to add timestamps to the synchronization packets just before they are transmitted and received. With this mechanism, the effects of the deterministic transmission delay components, delays occuring due to application tasks and other middleware services are eliminated. Fig. 4 presents the synchronization performances of PISync and GraDeS. First, we observed that the convergence times of GraDeS and PISync were almost identical. Even though our theoretical comparison provided a slightly superior convergence time for GraDeS, this superiority was not clearly observable in practice due to the practical values of the system parameters. During our experiments, synchronization error fell below 400 microseconds after 1363th second with GraDeS while it was after 1647th second with PISync.
C. Measurements
Our second observation is the superiority of the synchronization performance of GraDeS over PISync, in particular at the time instants where there were error peaks after convergence is established, i.e. the peak around second 4300 and that around 14600. Apart from these points, the performances of both approaches were quite comparable. The reason for this phenomenon is related to the step size α values. It is apparent that the step size boundary of GraDeS, i.e. (0, 1
] is quite narrow than that of PISync, i.e.
. This led to smaller step size values for GraDeS that allowed to be more robust against erroneous nodes. Moreover, step size adaptation of GraDeS is different than that of PISync, since the former considers the sign of the derivative of the error whereas the latter considers the sign of the error. These differences led to a different reactive behavior.
During the experiments, maximum global skew values after 5000th second of the experiment were 45 and 80 microseconds for GraDeS and PISync, respectively. We realized that PISync does not perform transmission delay compensation. We performed measurements regarding the transmission delay and calculated mean transmission delay as 1 μsec by considering 1000 sample communication. Then, we incorporated mean delay into the calculations, i.e. subtracted mean delay from the error, that led average synchronization performance of GraDeS become superior to that of PISync. For efficient duty-cycling of the radios, nodes should estimate when data is coming to switch on their radios for receiving the data. In particular, a guard time is necessary to compensate the synchronization errors. As indicated in [20] , existing sleep/wake scheduling schemes assume that the underlying synchronization protocol can provide microsecond-level synchronization so that their guard times are small and nodes keep their radios on for a less amount of time, leading to less energy consumption. Therefore, the microsecond synchronization performance of GraDeS meets the typical requirements of the existing duty-cycling schemes and it can effectively be used by them.
In GraDeS, packet losses will prevent nodes to receive up-to-date time information of the reference node. This might not be so problematic if the environmental conditions are stable, since the previously received reference time information is sufficient to calculate the logical clock and remain synchronized. However, if there is a significant change on the temperature that leads to clock frequency instabilities, the nodes require to receive recent reference time in order to update their logical clocks. If a node is unable to receive packets due to packet losses, it looses its synchronization, leading to degradation on the synchronization accuracy. This reality holds for all synchronization protocols in the literature, that makes periodical re-synchronization vital.
D. Computation and Memory Requirements
In our implementations, PISync and GraDeS had identical main memory overhead since they maintain three 32 bit variablest u (t up ),ˆ u (t up ) and h u (t up ) for logical clock, and additional 32 bits are required for the step size adaptation. It should be noted that no other information is stored and maintained, e.g. regression table in least-squares based solutions or neighbor time information table in consensusbased solutions, that makes these protocols drastically efficient in terms of memory overhead. Since these protocols have identical communication frequencies, their energy consumption during a packet processing and updating the logical clock are quite comparable. It is worth to mention that lines 1-6 of Algorithm 1 require only a few arithmetic operations that introduce extremely little computation overhead as compared to least-squares and consensus-based solutions. Moreover, these steps are really easy to implement, e.g. just 20 lines of TinyOS code in our implementation, leading to very little computation overhead. Since our implementation of GraDes has been done using TinyOS, it is implemented as a software component so that the application can "wire" it and use it through its well-defined interface. No modifications and changes are required at the application layer due to the plug-and-play architecture of TinyOS. This is a desirable property not only for synchronization protocols but also other middleware services for the WSNs. We refer the reader [21] for a detailed discussion of these issues.
An important point effecting the energy consumption is the length of the synchronization payload required to transmit, since the longer the synchronization data is, the more time it is required to transmit and receive it. Moreover, bigger synchronization payload makes it more difficult to "piggyback" synchronization data into other protocol messages to get rid of explicit communication for synchronization. GraDeS requires to transmit only 8 bytes (the logical clock l u and the sequence number seq u in Algorithm 1), which can easily be integrated to the other protocol messages due to its small message size requirements.
E. Simulations
The experiments in our testbed allowed us to observe real-world synchronization performances in a small network of diameter 19. This limitation led us to perform simulations in networks with larger diameter in order to evaluate the scalability of aforementioned protocols and their performances. To this end, we used Sim-it, 4 a discrete event simulator implemented in Java language, that models the important aspects of all levels of the communication. Sim-it models the radio channel using Gaussian wireless channel probabilistic model. We implemented BMAC [22] protocol in Sim-it, the MAC layer in TinyOS which is a variant of CSMA. Therefore, packet losses occur with a probability and radio packets are corrupted when two neighboring nodes are trying to transmit simultaneously. Sim-it uses a constant drift clock model for built-in clocks. We modeled the clock drifts of the nodes as uniformly distributed random variable within the interval of ±50 ppm.
During our simulations, we constructed networks of different diameters and our evaluation metric was the global skew values. We performed 10 simulation runs for each network and we averaged the observed skew values of these runs. Each of our simulations simulated a real-world execution of 200000 seconds. Fig. 5 presents the summary of our simulations. It can be observed that the global skew of GraDeS and PISync grow linearly with the network diameter. However, GraDeS performed slightly better, conforming the results of our real-world experiments.
VI. CONCLUSION AND FUTURE WORK
In this article, we formulated pairwise synchronization process as an optimization problem and showed that it can efficiently be solved by employing gradient descent algorithm. We introduced a new time synchronization protocol, namely Gradient Descent Synchronization (GraDeS), that establishes multi-hop synchronization based upon this algorithm. A future research direction can be the integration of the proposed approach to duty-cycling MAC protocols in WSNs in order to observe its impact on the conservation of the energy. Another point worth to explore is to integrate GraDeS to real-world applications to evaluate its actual performance. In particular, we leave the evaluation of GraDeS under mobile scenarios as a future work.
