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Mobile Three-Dimensional Maps for Wayfinding in
Large and Complex Buildings: Empirical
Comparison of First-Person vs. Third-Person
Perspective
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Abstract—The computational capabilities of today’s smart-
phones make it possible to take advantage of mobile 3D maps
to support navigation in the physical world. In particular, 3D
maps might be useful to facilitate indoor wayfinding in large
and complex buildings, where the typical orientation cues (e.g,
street names) and location tracking technologies that can be used
outdoors are unavailable. The use of mobile 3D maps for indoor
wayfinding is still largely unexplored and research on how to
best design such tools has been scarce to date. One overlooked
but important design decision for 3D maps concerns the per-
spective from which the map content should be displayed, with
first-person and third-person perspectives being the two major
options. This paper presents a user study involving wayfinding
tasks in a large and complex building, comparing a mobile 3D
map with first-person perspective, a mobile 3D map with third-
person perspective, and a traditional mobile 2D map. The first-
person perspective shows the mobile 3D map of the building
from a floor-level egocentric point of view, while the third-person
perspective shows the surroundings of the user from a fixed
distance behind and above her position. Results of the study
reveal that the mobile 3D map with third-person perspective
leads to shorter orientation time before walking, better clarity
ratings, lower workload, mental demand and effort scores, and
higher preference score compared to the mobile 3D map with
first-person perspective. Moreover, it leads to shorter orientation
time before walking, better pleasantness ratings, lower mental
demand scores, and higher preference score compared to the
mobile 2D map.
Index Terms—Mobile, 3D maps, navigation, wayfinding, in-
door, perspective, user study.
I. INTRODUCTION
FOR a growing number of users, mobile apps such asGoogle Maps and Apple Maps are an essential tool in
supporting navigation of the physical world. Typically, these
apps employ 2D maps to convey spatial knowledge of the
environment [1], [2]. However, comprehending the spatial
information provided by 2D maps and then transferring it to
the egocentric experience of navigating the physical world may
require a significant cognitive effort [3]–[5].
Compared with 2D maps, mobile 3D maps might theo-
retically simplify recognition of the objects contained in the
environment and make it easier for the user to match what
she sees in the map with what she sees in the physical world
[6], [7]. This has motivated several researchers in the last few
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years to explore the use of mobile 3D maps for navigation
purposes [7]–[14]. However, the relatively few studies that
have performed comparative evaluations of mobile 3D and 2D
maps have found mixed results [9], [13], [15].
In general, prior research on the comparison of 2D and 3D
visualizations in several fields (from information visualization
[16] to aviation [17], from virtual reality [18] to cognitive
science [19]) has revealed that the benefits of 3D visualizations
depend upon the particular visualization design, the nature of
the task, and the type of information to be displayed. This is
why a proper answer to the question whether mobile 3D maps
might provide advantages over their 2D counterparts can only
be based on a systematic exploration of their design space and
context of use.
The study we present in this paper is a step in the ex-
ploration of the design space for mobile 3D maps. More
specifically, we focus on one of the most important but over-
looked design choices for 3D maps, i.e., the perspective from
which to show the map content. Perspective has been found to
affect user performance in fields such as game studies [20]–
[22] and teleoperation [23]–[25] but no empirical research on
how different perspectives compare in terms of usability and
effectiveness appears in the literature on mobile 3D maps for
navigation. Drawing from existing 3D applications and games,
we investigate the two most commonly used perspectives: (i)
the first-person perspective that shows the 3D map from the
same egocentric point of view the user has when she looks
at the physical world and (ii) the third-person perspective that
shows the 3D map from a fixed-distance viewpoint behind and
above the user position. Most of the existing studies on mobile
3D maps concern either the first-person perspective [7], [9] or
the third-person perspective [14], [15], [18], [26] but not both.
The second important choice we made in the study was to
focus on indoor wayfinding in large and complex buildings.
Our interest for this context of use was motivated by the
following considerations:
• wayfinding, defined as the process of following a route or
path from an origin to a destination through purposeful
and goal directed travel [27], is one of the most common
navigation tasks but has drawn surprisingly little attention
in the literature on 3D maps,
• indoor navigation is drawing increasing commercial at-
tention, as demonstrated by Google’s projects on indoor
maps [28] and mobile 3D-sensing technology [29], but
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most of the research effort to date has been aimed at
exploring indoor location tracking technologies [30]–
[32],
• the typical orientation cues that people rely on while
navigating outdoors with a 2D map (i.e., street names
and crossings) [13] are unavailable indoors,
• location tracking technology is not commonly available in
most buildings; mobile navigation apps thus have to pass
on the burden of matching map and physical world almost
entirely to the user, a task that seems to be facilitated by
3D maps [7].
Overall, the study in this paper compares three mobile
maps: a 3D map with a first-person perspective, a 3D map
with a third-person perspective, and a traditional 2D map.
To investigate the three maps, we developed a mobile app
that displays the path the user has to follow to reach specific
destinations inside buildings. We used the mobile app to
support users wayfinding in a large and complex university
building, collecting data about wayfinding performance as well
as subjective user experience.
The paper is organized as follows. Section 2 reviews rele-
vant literature on 2D and 3D visualizations and the effect of
perspective in 3D maps. In Section 3, we describe the three
maps we considered in the study and the app we used to
display the maps and support wayfinding. Sections 4 and 5
illustrate in detail the user study and its results, while Sections
6 and 7 discuss the results and present conclusions and future
work.
II. RELATED WORK
In this section, we first survey research on the effectiveness
of 2D and 3D visualizations, with a focus on 2D and 3D maps
as navigation support tools. Then, we review contributions on
the effects of perspective on data visualization.
A. Studies on 2D vs. 3D visualizations
1) Mobile 2D and 3D maps for navigation in the physical
world: A few studies in the literature have compared mobile
2D and 3D maps for outdoor navigation. The exploratory study
presented in [7] found that a mobile 3D map allows for an
easier and faster recognition of buildings with respect to a 2D
map. A subsequent study [13] suggested that the results in [7]
might have been affected by the lack of street names in the
2D map. Some works provide evidence that mobile 2D maps
allow for faster initial user orientation and route finding [9],
[26] and enable users to extract more information in less time
compared to 3D maps [13]. Other studies found that mobile
3D maps have a higher positive impact on user satisfaction
compared to 2D maps [9], [14].
Investigations of 2D vs. 3D maps for indoor navigation
have been rare. In [33], participants preferred a 3D route
visualization over a 2D map or graphical directional arrows to
reach destinations in a building. The study presented in [15]
revealed a higher user satisfaction with a 3D map compared
to a 2D map for wayfinding in a multi-floor building.
2) 2D and 3D maps for navigation in virtual environments:
Some studies on navigation in virtual environments (VEs) with
2D and 3D maps might be relevant to our work because of their
focus on indoor scenarios and the ability of VEs to help people
acquire spatial knowledge about real-world places [34]–[37].
The study presented in [38] revealed that a 2D map out-
performed a 3D map in a search task for targets in a multi-
floor virtual building while no significant differences between
the two conditions were found in a direction estimation task.
In a related study [18] involving navigation of a multi-floor
virtual building with a 2D map, a 3D map, or no map, results
revealed that both maps improved direction estimation and
vertical navigation accuracy compared to the no map condition
and that users were more accurate in a map drawing task with
the 2D map.
3) 2D and 3D maps in aviation: Navigation with 2D and
3D maps has been investigated to a certain extent in the
aviation literature [6], [17], [39], [40]. These works were
primarily aimed at studying the effect of different types of map
presentation on operational tasks (e.g., traffic management,
route evaluation, identification of objects, distance evaluation).
Results revealed the superiority of 3D maps for qualitative
judgments (e.g., identification of objects) and the superiority
of 2D maps for quantitative judgments (e.g., relative positions
and distance evaluations).
4) Scientific and information visualization: Several studies
in the scientific and information visualization literature have
compared 2D and 3D visualizations, with conflicting results.
3D visualizations have been found to outperform 2D visu-
alizations in tasks involving graph comprehension [41] and
web page retrieval [42]. Other studies showed no reliable
performance difference between 2D and 3D visualizations of
web content [43], [44]. A positive effect of 3D on spatial
memory was found in an experiment about hierarchical 2D
and 3D displays [45]. A later replication of the experiment did
not find such effect [46]. In some specific domains, evidence
has also been found that a 3D visualization can negatively
affect user performance [47], [48].
5) Implications of 2D vs. 3D visualization studies: In gen-
eral, studies on 2D vs. 3D visualizations found considerable
variation in terms of task performance but found evidence
of a significant user preference for 3D visualizations across
different fields.
The results of scientific and information visualization stud-
ies might not be directly transferred to real world navigation
because they involve tasks that rely on small-scale spatial
abilities rather than the large-scale abilities required for nav-
igation [49]. Results of aviation and VE studies support the
hypothesis that 2D maps are more effective for decision mak-
ing when dealing with relative position tasks while 3D maps
are best used when dealing with shape perception decisions.
The outdoor navigation studies hint at the possibility that 2D
maps might suffer in comparison with 3D maps when position
tracking technology and orientation cues such as street names
are unavailable, a common scenario for indoor navigation.
However, the few indoor navigation studies in the literature
provide only limited insights on the effectiveness of mobile 3D
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maps, focusing on preference data and non real-time mobile
3D maps.
Our study will help to identify conditions under which mo-
bile 3D maps might prove useful. In particular, we investigate
whether real-time mobile 3D maps might be beneficial in a
typical indoor wayfinding scenario, where users need to match
what they see in the map with what they see in the physical
world.
B. Studies on the effect of perspective in 3D environments
Map perspective is an important design choice for 3D maps
but has received no attention in the navigation literature. The
navigation studies we surveyed considered either a first-person
perspective [7], [9], or a third-person perspective [14], [15],
[18], [26]. The only study that involved different perspectives
[13] did not specifically focus on the effect of such feature.
1) Game studies: Perspective has been investigated to a
certain extent in video game studies. In [50], the author argued
that a first-person perspective in a 3D game improves player
immersion, while the author of [51] stated that the third-
person perspective provides the player with an experience of
space that is closer to the real world. In a series of studies
on driving tasks in video games, the authors of [52] found
no performance difference between first- and third-person
perspectives. The authors of [53] provide evidence that both
first-person and third-person perspective support a high sense
of embodiment during full-body reaching tasks. Other studies
found that a first-person perspective causes higher immersion
and more cognitive involvement [20], [22] while a third-person
perspective yields more perceived control over the events in
the 3D world [21].
2) Cognitive science: The literature on spatial knowledge
acquisition includes the effect of perspective on the properties
of the mental representations of an environment [37]. The
authors of [54] found that learning a path in a 3D VE from
a first-person perspective led to better navigation performance
compared to a top-down perspective. The results presented in
[55] revealed that a first-person perspective promotes efficient
navigation of a 3D VE when people move through local
and constrained space, while a top-down perspective improves
performance when people navigate between distant places or
must change route plans. In [19], the authors found evidence
that the third-person perspective induces activation of areas of
the brain associated to first- and top-down perspectives.
3) Augmented reality: Relevant studies on the effect of
perspective on navigation come from augmented reality (AR)
applications [56]. In [57], users preferred a combination of
2D map and AR over a 2D map only or AR only condition.
However, there was no overall difference in task completion
time among the three conditions. In [58], the authors found
that a 3D map was perceived as a more reliable visualization
for location and orientation estimation compared to an AR
approach. In a series of experiments in which feeds of the
real world were streamed to a Head-Mounted Display [59]–
[61] the third-person perspective was preferred for real-world
navigation and interaction with moving objects, while the first-
person perspective was preferred for fine manipulations of
objects.
4) Teleoperation: In the teleoperation domain, the typical
operator view on a remote vehicle is captured by the front
camera mounted on the vehicle (first-person perspective). In
[62], the authors report that operator performance increased
when operators could use a top-down view of the environment.
Several other studies [23]–[25] found that operators perform
better in navigation tasks when using a third-person view of
the vehicle rather than the front camera view.
5) Implications of perspective studies: The literature on the
effect of perspective shows significant differences between
first-person and third-person perspectives. While most game
studies focused only on immersion and engagement rather
than real-world navigation tasks, the results found in the
augmented reality and teleoperation domains show that the
third-person perspective is usually preferred and gives per-
formance advantages in navigation tasks. Cognitive science
studies provide a possible explanation of these advantages,
showing that the third-person perspective might allow humans
to be more efficient in storing and recalling spatial information.
Our study will contribute to clarify whether these results
transfer to the mobile navigation context.
III. THE CONSIDERED INDOOR WAYFINDING APP AND
MAPS
To support our study, we first developed an indoor wayfind-
ing app for Android devices using the Unity game engine. The
app displays 3D or 2D maps of the considered environment
and the path to reach specific destinations. We then created
three maps of the multi-floor university building where we
carried out the study: a 3D map with first-person perspective,
a 3D map with third-person perspective and a 2D map.
A. The mobile indoor wayfinding app
The developed app allows users to choose start and desti-
nation points from a list of predefined options and helps users
reach the selected destination by highlighting on a map the
path one has to follow. A path is composed of a sequence
of segments connected by nodes, where each segment is
displayed on the map as a series of yellow chevrons pointing
in the direction users have to follow and each node is displayed
as a yellow circle (Fig. 1a). A blue arrow, initially positioned
on the first node of the path, marks the current location of
the user. Internally, the app represents the sets of all nodes
as a graph and can compute the shortest path between any
two nodes using a version of the Dijkstra algorithm for the
single-source shortest path problem.
The app does not rely on location tracking technology. The
user moves from node to node along the path in the map by
pressing the “Next node” button (bottom right in Fig. 1a).
The transition to the next node is displayed as an animation
showing the blue arrow moving, at a fixed speed, along the
path segment connecting the current node with the next node.
When the blue arrow reaches the next node, the path segment
that connects to the previous node disappears, and the segment
that has to be followed next is highlighted in orange (Fig. 1a).
The “Previous node” button (bottom left in Fig. 1a) allows
users to go back to the previous node in case of a mistake.
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Fig. 1. (a) A screenshot of the indoor wayfinding app showing part of a path
and the buttons for navigation. (b) A photo of the corresponding area in the
real building.
Rotation of the map is automated, and depends on the physical
orientation of the device obtained through the built-in compass
of the smartphone.
The typical use of the app involves the following steps:
(i) the user chooses start and destination points from a list
of predefined options, (ii) the app computes the shortest path
from start to destination point, showing it as a sequence of
segments connected by nodes (Fig. 1a), (iii) the app assumes
the user is positioned at the start point and waits for the user
to press the “Next node” button, (iv) the user aligns the map
in the direction of the next segment by rotating the device in
that direction, (v) the user presses the “Next node” button, (vi)
the app shows the animated transition to the next node; the
transition shows the blue arrow that marks the user’s position
moving from the current node to the next node, (vii) during
the animated transition, the user walks in the building to the
position marked by the next node, (viii) the app waits for the
user to tap on the “Next node” button. An iteration of steps
(iv), (v), (vi), (vii), (viii) allows users to reach the destination.
B. The considered maps
As a first step in the creation of the maps, we imported 2D
digital blueprints of the floors of the considered building in
a desktop 3D modeling software (3ds Max). The blueprints
were used as a reference to manually create a 3D model of
the building with 3ds Max tools. We also walked the physical
building to obtain information for the 3D model that was
not available in the blueprints, such as materials and colors
of walls, columns, doors and other useful internal elements
of the building. Figure 2 shows an overview of the final
model. The building is a large (200m x 150m) and complex
structure consisting of a ground floor with administration
offices, classrooms and laboratories, a second and a third floor
with offices and laboratories, and one underground floor with
laboratories and classrooms. The building has a symmetric
shape and a limited number of landmarks (most of which are
located on the ground floor), making the physical navigation
experience disorienting even after multiple visits.
Fig. 2. The 3D model of the building selected for the study.
To improve performance of the mobile indoor wayfinding
app, we focused on keeping the complexity of the 3D model
as low as possible while preserving those visual details that
might help users in understanding their position inside the
building (concrete columns, color patterns on floors and walls,
doors, staircases, elevators, etc.). To keep complexity low, we
modeled each architectural element of the building with the
minimum possible number of polygons, we included simplified
versions of complex shapes (for example, columns in the real
building are more complex than the simple parallelepipeds we
used in the model), we used simple color patterns instead
of textures whenever possible. We also generated pre-baked
lightmaps to add visual realism to the 3D model without re-
quiring real-time shading which would be too computationally
expensive on many mobile phones.
To generate the three maps for the study, we imported the
3D model of the building in the Unity engine and wrote a
script in Unity to conditionally change the camera parameters
according to our needs. The camera in a Unity application
is the (virtual) device through which the viewer looks at the
environment (in our case, the 3D model of the building). The
camera can be controlled through parameters such as position
in the environment, pitch angle, and field of view. The script
we wrote allowed us to define three sets of parameters for
the same 3D model, one set for each map. We then created
a basic interface that allowed us to choose one of the three
sets of parameters at the start of the app and thus display the
corresponding map.
The camera parameters for the three maps were chosen as
follows:
• The 3D map with first-person perspective was obtained
by positioning the camera in the 3D model at 1.8 m height
from the floor, and at a pitch angle of -15◦(Fig. 3a).
• The 3D map with third-person perspective was obtained
by positioning the camera in the 3D model at 15 m height
from the floor, 2.6 m behind user position, and at a pitch
angle of −60◦ (Fig. 3b). Additionally, all floors above
the currently explored one were not rendered to avoid
obstructions.
• The 2D map was obtained by positioning the camera in
the 3D model at 30 m height from the floor, 7.5 m ahead
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Fig. 3. The three maps at a given user location: (a) 3D map with first-person perspective; (b) 3D map with third-person perspective; (c) 2D map.
of the user position, and at a pitch angle of −90◦. We then
used an orthographic projection to obtain the required 2D
appearance (Fig. 3c). As in the 3D map with third-person
perspective, floors above the currently explored one were
not rendered to avoid obstructions.
For all three maps, the camera (vertical) field-of-view was
set to 75◦ to avoid distortions in the visualization of geometries
and the camera x-y coordinates were automatically set to
center on the current segment of the path.
Due to the lack of specific guidelines in the literature, the
values we chose for camera parameters derived from the type
of perspectives we wanted to obtain and the following consid-
erations on map design for indoor navigation and wayfinding.
For the 3D map with first-person perspective, we recreated the
point of view of an average-height adult (based on population
statistics of our region) walking the floors of the building.
This is representative of the typical first-person perspective
used in current 3D applications and games. For the 3D map
with third-person perspective, we aimed to let users see their
surroundings and, at the same time, to make them clearly
perceive important visual details of the map. Other camera
parameters would have been possible, leading to third-person
perspective variants such as the over-the-shoulder perspective
of many action-adventure games or the birds-eye perspective
of strategy games. For the 2D map, the goal was to show the
area surrounding the user rather than provide an overview of
the whole floor, which would be unreadable given the large
size of the full building map. Similarly to the first- and third-
person perspectives, the user position on the 2D map is not
centered on the screen to present users with more information
about the environment that is in front of them. As reported in
[7], this decentralized position seems to reduce the cognitive
workload of map reading. It is also worth noting that the 2D
map retains important features of the 3D map such as colors
and structures represented, unlike the simplified 2D maps used
in other studies [15], [18].
An intrinsic consequence of the different camera parameters
used is that each map shows a slightly different area of the
building centered on the current segment of the path. The
3D map with first-person perspective shows only the area in
front of the user, but possibly allows users to see farther in
that direction compared to the other two maps. Due to its
more elevated camera position, the 3D map with third-person
perspective shows a slightly wider view than the 3D map with
first-person perspective and provides more information about
the area surrounding the user. Finally, the even higher camera
position in the 2D map shows a wider area around the current
segment of the path compared to the 3D map with third-person
perspective.
IV. EXPERIMENTAL EVALUATION
To compare the three maps, we carried out a user study in
which participants had to navigate along three different paths
in the considered building, each time using a different map,
following the directions provided by the indoor wayfinding
app. The study followed a within-subjects design with map
(3D map with first-person perspective, 3D map with third-
person perspective, 2D map) as independent variable. In the
following, we will refer to the three conditions as 1P3D, 3P3D,
and 2D, respectively.
A. Participants
The evaluation involved a sample of 78 participants (67
M, 11 F) whose mean age was 22.00 (SD=1.86). They
were recruited through direct contact among undergraduate
Computer Science students at our university and received no
compensation for their participation. On a 7-point scale (1 =
no familiarity, 7 = very high familiarity), participants were
familiar with 3D applications and games for mobile devices
(M=5.46, SD=1.40) and with mobile navigation applications
(M=5.32, SD=1.33). Participants mean spatial ability, assessed
with the Santa Barbara Sense of Direction Scale (SBSOD)
[63], was 4.40 (SD=0.88). The SBSOD is a standardized
questionnaire consisting of 15 statements about environmental
spatial cognition. Participants indicated their level of agree-
ment with each statement in the questionnaire on a 7-levels
Likert scale ranging from 1 (“strongly agree”) to 7 (“strongly
disagree”). Positively stated items were reversed so that a
IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS 6
higher average score across items indicates better spatial
abilities.
B. Materials
The indoor wayfinding app was run on a Samsung Galaxy
Nexus (Android 4.3) with 4.65”, 720 x 1280 pixels screen.
Logging code was used to record timing information about
the events that could happen during app usage, such as the
app starting or the user pressing the “Previous node” and
“Next node” buttons. A stopwatch app running on a second
smartphone was used by the experimenter to log the time
participants spent walking or orienting themselves without
walking, while they performed the task.
The three different paths participants followed in the build-
ing were of the same complexity in terms of length (150m),
number of segments (about 15), number of turns (about 15),
number of transitions between floors (1) (see Fig. 4 for an
example path). Each path required about three minutes to
complete. The three paths were located in an area of the
large building which was not familiar to Computer Science
students because it contained Departments they had never
visited before. We also selected the three paths in such a way
that participants had only to walk for a short time to move
from the end of a path to the starting point of the next path.
Fig. 4. Example of path (highlighted in yellow) followed by participants in
the study. The path spans two floors, starting at point S and ending at point
D.
C. Measures
During the study, we collected data using questionnaires,
logging code integrated in the wayfinding app, and the stop-
watch application.
At the end of each path, we administered a questionnaire to
obtain users’ subjective assessment of the considered map in
terms of clarity and pleasantness. Users indicated their level
of agreement with each statement in the questionnaire on 7-
levels Likert items ranging from 1 (“strongly disagree”) to 7
(“strongly agree”). To assess the general level of clarity of
the information provided by each condition, participants rated
the following items in the questionnaire: (i) “The directions
are clearly presented by the app”, (ii) “My current position
is clearly presented on the map”, (iii) “The path to follow
is clearly presented”, and (iv) “The on-screen map is clearly
presented”. The reliability of the scale was assessed with
Cronbach’s alpha (0.84, 0.79, 0.80 for 1P3D, 3P3D, and
2D, respectively). To assess participants’ perception of the
pleasantness of each condition, participants rated the following
items: (i) “I found it pleasant to use the app”, and (ii) “I found
the app enjoyable”. The reliability of the scale was assessed
with Cronbach’s alpha (0.87, 0.87, 0.85 for 1P3D, 3P3D, and
2D, respectively).
Then, we measured workload using the NASA Task Load
Index (NASA-TLX) [64]. NASA-TLX derives an overall score
based on the average of ratings on the following six sub-
scales: mental demand, physical demand, temporal demand,
performance, effort, and frustration level. Each sub-scale score
can range in the 1-100 interval.
Through the stopwatch application and the logging code in
the wayfinding application, we measured (i) wayfinding time,
i.e., the total time it took participants to complete each path,
and (ii) orientation time, i.e., the total time participants spent
orienting themselves without walking along the path.
Finally, we administered a preference questionnaire that
asked participants to rank the three conditions they had tested
from the one they perceived as the best to the one they
perceived as the worst, with ties allowed.
D. Procedure
Participants were first briefed about the experiment and
asked to sign an informed consent if they agreed to participate.
They were then asked to fill the initial demographic and
SBSOD questionnaires. Participants were asked to walk at
their normal walking speed during navigation and were not
verbally informed about the paths so that they had to receive
all information from the maps as they progressed. Participants
were led to the start point of each path by the experimenter.
According to the within-subjects design, participants per-
formed wayfinding tasks with all three map conditions (1P3D,
3P3D, and 2D). Before starting the wayfinding tasks, par-
ticipants were asked to briefly familiarize with each type of
map on three short paths that eventually took them near the
starting point of the first experimental path. The order of the
three maps during the familiarization session was the same
that was employed during the experimental session. The order
of three maps was counterbalanced and defined in such a
way that all six possible combinations occurred every six
participants. The order of the three paths was instead constant
to minimize the transfer time between the end of a path and
the beginning of the next path, and to avoid fixed associations
between paths and maps. During the familiarization session,
participants could ask the experimenter for clarifications about
the app or the maps. The experimenter informed them that
the smartphone compass might be inaccurate when walking
near concrete columns or metallic objects (an intrinsic prob-
lem of magnetic compasses). Furthermore, the experimenter
explained how the animation of the blue arrow along the path
worked.
During the three experimental conditions, participants could
not talk to the experimenter. The experimenter followed par-
ticipants, keeping a few steps behind them until the destination
was reached to avoid the possible risk of giving implicit
guidance. The experimenter used the stopwatch app to log
the time spent by participants walking and the time they spent
orienting themselves without walking during the task.
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At the end of each wayfinding task, the experimenter
asked participants to fill the questionnaire about the map, and
the NASA-TLX. At the end of the experiment, participants
were asked to fill the preference questionnaire. Finally, the
experimenter collected participants’ comments about the app
and the maps with an informal interview.
E. Hypotheses
Due to the lack of studies on mobile 3D maps for indoor
navigation, our investigation has an exploratory nature. Never-
theless, we had expectations for some of the outcomes based
on the characteristics of indoor navigation, the features of the
considered maps and the type of wayfinding task carried out
by participants:
1) In terms of wayfinding and orientation time, we did
not expect participants to perform worse with the 3D
maps than with the 2D map. This was motivated by
the lack in the 2D map of those orientation cues such
as street names that seem to play a significant role in
helping users read 2D maps [13]. Indeed, the only study
involving mobile 3D maps where participants did not
have access to street names for orientation [7] found
better results for the 3D map condition compared to 2D
maps.
2) We expected that the 3P3D and the 2D conditions would
score higher than the 1P3D condition in terms of clarity
because they show a larger area of the building around
the participants position and use an elevated camera
that makes it easier to see the path to follow without
obstructions.
3) We expected that both 3D maps would score higher than
the 2D map in terms of pleasantness because of their
higher visual realism and graphical richness compared
to the 3D maps used in other studies on mobile indoor
navigation [15], [18].
4) We hypothesized that participants would not perceive a
higher workload wayfinding with the 3D maps compared
to the 2D map, for the same reasons of hypothesis 1.
5) Based on the results of [15] on user satisfaction with
indoor 3D maps, we expected that the 3P3D condition
would score higher that the 2D condition in terms of
preference.
V. RESULTS
We used one-way repeated measures analysis of variance
(ANOVA) to analyze wayfinding and orientation time, Fried-
man’s test to analyze questionnaire ratings, workload scores,
and preference, and Spearman’s test to analyze correlations
between variables. Before using ANOVA, we assessed data
normality using the Shapiro-Wilk test. Significant effects were
further explored with Tukey’s multiple comparisons post-hoc
test in the case of ANOVA and Dunn’s multiple comparisons
post-hoc test in the case of Friedman. When ANOVA reported
a significant difference among conditions, we evaluated effect
size with eta-squared (η2). When Friedman’s test reported a
significant difference among conditions, we evaluated effect
Fig. 5. Mean wayfinding and orientation time. Error bars indicate standard
error of the mean (SEM).
Fig. 6. Mean clarity and pleasantness score. Error bars indicate standard error
of the mean (SEM).
size by computing the average Spearman’s rho from Kendall’s
correlation coefficient W [65].
Figure 5 shows mean wayfinding and orientation time for
the three map conditions. ANOVA on wayfinding time did not
show a statistically significant difference among conditions
(F (2, 154) = 0.50, p > 0.05). Since orientation time data
were not normally distributed, we applied a log transformation
[65] before using ANOVA with Greenhouse-Geisser correc-
tion, which revealed a statistically significant difference among
conditions (F (2.00, 153.80) = 7.61, p < 0.001, η2 = 0.09).
The post-hoc Tukey’s multiple comparisons test showed a
significant difference (p < 0.001) between 1P3D and 3P3D,
and a significant difference (p < 0.05) between 3P3D and 2D.
The difference between 1P3D and 2D was small, and did not
reach statistical significance.
Analysis of clarity and pleasantness ratings, whose means
are shown in Fig. 6, showed significant differences among
conditions in clarity (χ2(2, N = 78) = 14.75, p < 0.001,
rs = 0.08) as well as pleasantness (χ2(2, N = 78) = 8.80,
p < 0.05, rs = 0.04). The post-hoc Dunn’s multiple compar-
isons test showed a significant difference in clarity (p < 0.01)
between 1P3D and 3P3D. Differences between 1P3D and
2D, and between 3P3D and 2D did not reach statistical
significance. Dunn’s multiple comparison test showed also
a significant difference in pleasantness (p < 0.05) between
3P3D and 2D. Differences between 1P3D and 3P3D, and
between 1P3D and 2D did not reach statistical significance.
Figure 7 shows mean ratings of the NASA-TLX over-
all workload, mental demand and effort scales. The non-
parametric Friedman’s test on overall workload revealed a
significant effect (χ2(2, N = 78) = 10.23, p < 0.01,
rs = 0.05) and Dunn’s multiple comparisons post-hoc test
showed a significant difference (p < 0.01) between 1P3D
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Fig. 7. Mean ratings for overall workload, mental demand, and effort. Error bars indicate standard error of the mean (SEM).
and 3P3D, with users experiencing less workload with 3P3D.
Friedman’s test on sub-scale ratings revealed a significant
effect for mental demand (χ2(2, N = 78) = 11.46, p < 0.005,
rs = 0.06) and effort (χ2(2, N = 78) = 9.12, p < 0.05,
rs = 0.05). For mental demand, Dunn’s post-hoc test showed
a significant difference (p < 0.01) between 1P3D and 3P3D
and a significant difference (p < 0.05) between 3P3D and 2D,
with users experiencing less mental demand with 3P3D. For
effort, Dunn’s post-hoc test showed a significant difference
(p < 0.05) between 1P3D and 3P3D, with users experiencing
less effort with 3P3D. Differences among conditions for phys-
ical demand, temporal demand, performance, and frustration
did not reach statistical significance.
Friedman’s test on preference data, whose means are shown
in Fig. 8, revealed a statistically significant difference among
conditions (χ2(2, N = 78) = 45.95, p < 0.001, rs = 0.29).
Dunn’s multiple comparisons tests showed a significant dif-
ference (p < 0.001) between 1P3D and 3P3D as well as a
significant difference (p < 0.001) between 3P3D and 2D. The
difference between 1P3D and 2D was small, and did not reach
statistical significance.
Fig. 8. Mean preference. Error bars indicate standard error of the mean
(SEM).
Finally, Spearman’s test found a strong negative correlation
between workload and clarity (ρ(78) = −0.46, p < 0.001 for
1P3D, ρ(78) = −0.47, p < 0.001 for 3P3D, ρ(78) = −0.58,
p < 0.001 for 2D), between mental demand and clarity
(ρ(78) = −0.47, p < 0.001 for 1P3D, ρ(78) = −0.45,
p < 0.001 for 3P3D, ρ(78) = −0.47, p < 0.001 for 2D),
and between effort and clarity (ρ(78) = −0.34, p < 0.001 for
1P3D, ρ(78) = −0.37, p < 0.001 for 3P3D, ρ(78) = −0.38,
p < 0.001 for 2D) for all conditions. No statistically signifi-
cant correlations were found between individual Santa Barbara
score and performance data (wayfinding time and orientation
time) for any of the conditions.
VI. DISCUSSION
Unlike other studies in the literature [9], [13], [18], our
study did not reveal any advantage of the 2D map compared
to the two 3D maps. Instead, the 3P3D condition obtained
the best results in several of the considered metrics. These
results suggest that indoor 2D maps might suffer for the lack
of orientation cues such as street names and crossroads that
are crucial in users’ outdoor navigation strategies [13].
Consistent with hypothesis 1, participants were able to reach
their destinations in all three conditions without errors and
taking the same total time. However, orientation time without
walking was significantly lower in the 3P3D condition (about
29% lower compared to 1P3D, about 18% lower compared
to 2D). A possible motivation for this result is that the third-
person perspective makes it easier for participants to match the
3D map with the physical world, similarly to what was found
in the aviation domain [6], [66], [67]. Interestingly, aviation
studies focused on a different user group and a different
navigation scenario compared to our study, which might hint
at an effect that holds in general.
Qualitative observation and participants’ comments revealed
that most of the orientation time without walking was spent
by participants trying to align their body in the direction of
the next segment of the path after having reached a node.
Three factors might have simplified the alignment process
in the 3P3D condition compared to 1P3D. First, 3P3D al-
lowed participants to see a larger area around their position.
This might have provided orientation cues that participants
in 1P3D could not obtain without orientation changes. The
cost associated with the smaller area one can see from a
first person perspective has been noticed in other studies
[6]. Second, visibility of the path in 1P3D might have been
lower because of the effects of perspective, with chevrons
becoming progressively smaller with increasing distance from
the participant’s position. Third, the path to follow might not
have been always fully visible in 1P3D due to obstructions
by walls and columns. While this problem occurred in 3P3D
as well, it might have affected 1P3D more seriously because
of the previously mentioned lower path visibility. Compared
to the 2D map, participants in the 3P3D condition did take
advantage of additional orientation cues provided by the map.
As suggested by the authors of [19], it is possible that the
third-person perspective allows participants to use a mix of
orientation strategies derived from both 2D maps and first-
person perspective. However, we do not have enough evidence
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to identify the specific cues participants did actually use in the
3P3D condition.
The lack of correlation between participants’ spatial ability
and navigation performance might be explained by the nature
of the wayfinding task. Following a path probably requires
only the visual ability to match map and physical world while
more complex navigation tasks that involve the development
and usage of a cognitive map [68] might benefit from higher
spatial ability. Differences in the type of navigation task and
required spatial knowledge might also explain the seeming
inconsistencies between our results and those of other studies
on 2D and 3D maps [13], [18], [38].
The higher clarity score for 3P3D compared to 1P3D (6.09
vs. 5.67) provides support for hypothesis 2 and was likely due
to the explicit visualization of the participants’ position and the
larger unobstructed view of environment and path. However,
it is harder to explain why no similar difference in clarity was
found between 2D and 1P3D, considering that the 2D map
provides the same benefits as 3P3D in terms of unobstructed
view of the path and indication of the participants’ position. It
is possible that participants were influenced in their rating by
the similarity between the 3D map and the physical world but
it is hard to determine if there were other variables at play.
The difference in pleasantness between 3P3D and 2D (5.53
vs. 5.21) and the lack of difference between 1P3D and 2D
partially support hypothesis 3 and seem to suggest that higher
visual realism alone is not sufficient to make a difference in
terms of pleasantness. While participants preferred the condi-
tion that allowed them to more easily navigate the building, it
is also possible that they expected even more visual realism
and graphical richness from a first-person perspective map
because of its similarity to our natural point of view in the
physical world.
Workload results were consistent with hypothesis 4 and
confirmed that participants did not find the 3D maps more
difficult to read than the 2D map. The third-person perspective
did actually obtain better workload scores compared to the 2D
map, probably because the orientation cues provided by the 3D
map reduce the mental effort needed to match map and real
world during wayfinding. The differences we found between
1P3D and 3P3D in overall workload (21.32 vs. 17.18), mental
demand (28.26 vs. 22.19) and effort (23.14 vs 15.92) were
likely explained by the higher difficulty participants had in
understanding and exploiting the information in the 1P3D
condition, as we previously discussed for orientation time
without walking. This seems to be supported by the strong
negative correlation we found between overall workload (and
its mental demand and effort subratings) and clarity: the
clearer the information provided by a condition, the lower the
workload perceived by participants.
The higher preference for the 3P3D condition over the
2D condition (2.58 vs. 1.90) supports hypothesis 5 and is
consistent with the findings in [15] where similar conditions
were investigated. The preference for 3P3D over 1P3D (2.58
vs. 1.53) is similarly unsurprising and in agreement with the
other results of the study.
VII. CONCLUSIONS
In this paper, we investigated the use of mobile 3D maps
to support indoor wayfinding, comparing two different mobile
3D maps and a traditional 2D map of a large and complex
building in a path following task. Our study fills a gap in the
literature, focusing on the unique challenges posed by indoor
environments. In this context, we explored a research question
that has not been examined before in the human navigation
literature, namely whether the perspective used to view the
content of a 3D map could have an effect on navigation.
Results of our study highlight that mobile 3D maps can be
at least as effective as the more frequently used 2D maps to
support indoor wayfinding, and that a third-person perspective
3D map can outperform both a first-person perspective 3D map
and a 2D map in terms of orientation time without walking,
clarity, mental demand, and user preference.
Further investigation will be needed to more thoroughly
understand the extent to which 3D maps can benefit users
during indoor navigation. For example, the task we considered
involved following wayfinding instructions displayed in the
map in the form of a path. While this is a fairly typical and
realistic task, it would be interesting to understand whether
mobile 3D maps would be useful for different navigation goals
such as learning the structure of an environment or searching
for objects. Such goals have been considered before in other
studies [13], [18], [38]. Additionally, there might be map
features other than perspective that could play a significant
role in supporting effective indoor navigation. For example,
we minimized user interaction with the maps with the aim of
making the wayfinding app immediately usable after a short
familiarization phase and have better control of the experimen-
tal variables. However, adding the possibility to freely zoom
the 2D map or change the camera parameters in the 3D maps
would probably have an effect on the knowledge one could
acquire from the maps. Finally, our study involved a specific
sample of participants (young, mostly male, Computer Science
students). Thus, our results cannot be easily generalized to
other groups, such as older people [5], who differ in terms of
spatial knowledge acquisition and smartphone use abilities.
Despite the need for additional studies to obtain a more
comprehensive picture on the use of mobile 3D maps for
indoor navigation, our results should suggest designers of
mobile wayfinding apps to take into consideration the possi-
bility to include in their apps third-person perspective mobile
3D maps in addition to or as a replacement of 2D maps.
We have now deployed an updated version of the indoor
wayfinding app in our university building (which has no
positioning infrastructure). The updated version uses the third-
person perspective 3D map, uses step identification to guide
users along paths (automatically moving the position along
each segment of the path based on step length), and provides
a refined interface that gives textual directions to users in
addition to the visualization of paths.
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