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巨大津波発生直後のきめ細かな津波情報や、迅速な被害情報の推計・把握と配信を通じて被災
地を支援し、災害に対するレジリエンス（回復力）の向上と我が国の国土強靱化に資する、リア
ルタイム津波浸水被害予測システムを構築した。スーパーコンピュータ SX-ACE の活用により、
沿岸部 10ｍメッシュ分解能でのリアルタイム津波浸水予測（浸水する範囲と深さの予測）を可能
とし、浸水域内人口および建物被害予測を、地震発生から 20分以内を目安に完了することに成功
した。本システムは、内閣府の津波浸水被害予測システムとして採用され、2017 年 11 月より運
用を開始した。 
1. はじめに 
巨大災害後の災害対応や救援活動において最も重要なことの一つは被害の全容把握である。地
震や津波災害といった巨大災害の発生直後は、激甚な被害を受けた地域からの情報が断片的とな
り、被害全容の把握がきわめて困難になるとともに、被災地の救援活動や復旧活動も難航する。
2011年東北地方太平洋沖地震津波の被災地は広大であり、発災直後には、激甚な被災地がどこに
あるかを把握することさえ困難であると同時に、現地調査期間や人的資源の制約により被害全容
を把握するにはきわめて長い時間を要した[1]。この教訓を踏まえ、効果的な災害対応、被災地の
救援のためには、津波高さの予測だけでなく浸水範囲・被害の迅速かつきめ細かな予測が必要で
ある。 
本研究は、最先端のシミュレーション・センシング・ICTを統合し、津波発生直後のきめ細か
な津波情報や、迅速な被害情報の推計・把握と配信を通じて被災地を支援し、災害に対するレジ
リエンス(回復力)の向上とわが国の国土強靱化に資する、リアルタイム津波浸水被害予測システ
ムを構築することを目標とした。本稿では、災害科学国際研究所、サイバーサイエンスセンター、
理学研究科との共同および産学連携により、この課題の解決にむけて構築したリアルタイム津波
浸水被害予測システムについて報告する。 
2. リアルタイム津波浸水被害予測 
津波の伝播・陸上遡上の予測には、その領域（沖合・沿岸および浅海域の伝播、陸上での遡上）
と分解能（空間・時間）に応じて数値モデルを使い分ける必要がある。いずれにせよ、支配方程
式を差分法により離散化する方法が一般的である。長波理論の差分法に基づく津波数値計算の場
合、 座標系と支配方程式を、再現する津波の対象（遠地/近地、 外洋伝播／遡上）に応じて適切
に選択する必要がある。2011年東北地方太平洋沖地震津波の場合、日本近海の津波の再現には直
交座標系による非線形長波理論式を、 太平洋全体への外洋伝播を含めた津波を再現する場合には
球面座標系による分散波理論式および線形長波理論式が必要である。いずれにせよ、正確な津波
の予測・再現には、方程式系の適切な選択、津波初期水位分布（断層運動による海底地盤変動）、
詳細な海底・陸上地形の情報と計算の分解能、土地利用状況等による陸上の津波抵抗則の適切な
モデル化等が重要な要件となる。 
［共同研究成果］
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津波浸水被害の予測をリアルタイムで行うための課題は 3 つに大別される[2]。 
1 点目は、津波の発生予測である。津波数値計算の初期条件には、断層破壊の具合的なメカニ
ズムに関連した断層モデルや津波発生時の初期水位分布の情報が必要で、特に地震学・測地学の
研究者との連携が必要になる。近年、GEONET をはじめとする衛星測位（GNSS）技術の発展を
背景とした新しい地震・地殻変動観測が普及しており、津波発生モデルの精度向上に期待が持て
る。また、特に我が国太平洋側には、日本海溝海底地震津波観測網（S-net）や地震・津波観測監
視システム（DONET）をはじめとして、非常に高密度な津波観測網が整備されつつある。また、
これらの観測網の充実を背景として、全く新しい津波発生予測構築手法が提案されており、我が
国の津波予測技術の革新が進みつつある。本システムでは、地震情報の取得に、気象庁の緊急地
震速報と GEONET の地殻変動観測情報を用いたリアルタイム断層モデル推定法 RAPiD[3]および
国土地理院の REGARD[4]による解を即時に取得し、津波波源モデルの計算過程を自動化した。 
2 点目は、津波の浸水予測である。一般的な非線形長波理論に基づく数値モデルでは従来の
ワークステーションで計算できるが、リアルタイムでの予測は技術的に困難であったが、High 
Performance Computing Infrastructure（HPCI）の普及が課題解決の追い風になっている。例えば、
京コンピュータを利用した大規模高速計算の技術による津波計算の実績も蓄積されている[5]。一
方、ほとんどのスパコンの運用体制では災害時の即時的な予測を行うための運用を行うことは難
しい。筆者らの研究グループは、津波の予測計算の高速化を、東北大学サイバーサイエンスセン
ターのベクトル型スーパーコンピュータ SX-ACE の独自運用（ディザスターモード：地震発生時
に所要の計算リソースを即座にアサインする）により実現し、いつ地震が発生してもスパコンの
パフォーマンスを確保している。図 1 のように、10 分以内に津波の発生（断層モデル）を予測、
10m メッシュという高分解能の浸水計算を、10 分以内に完了することを具体的な目標として実証
に成功している[6]。また、東北大学の津波解析プログラムは、SX-ACE の高いメモリバンド幅お
よびベクトル化効率の恩恵により、計算効率が非常に高いことも確認することができた。 
上記の成果を踏まえ、本システムは、南海トラフ地震の発生を想定して、鹿児島県から静岡県
までの 6,000km の海岸線を予測対象領域として（図 2）、内閣府の津波浸水被害予測システムの構
築・運用を開始した。計算領域が広大であることから、内閣府システムとしては津波被害の概略
を迅速に把握することを最優先事項として、沿岸部 30m メッシュの分解能で運用を行う。 
 
 
図 1 東北大のスパコン SX-ACE による 3 時間分の浸水予測計算（10m メッシュ）のパフォーマン
ス（高知市で実施）[6]。システムの運用には、東北大・大阪大のスパコンを用いて冗長性を確保
する。比較しているのは京コンピュータによるパフォーマンス[5]。 
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 図 2リアルタイム津波浸水被害システムの予測領域。（左：予測領域（90mメッシュまで表示）、
右：浸水予測を行う 30mメッシュの領域構成（高知県の例）。 
 
3点目は、被害の予測である。津波の浸水域は、湾の構造や建物の密度などによって左右され
る。量的な被害予測を行うためには、木造建築物と鉄筋コンクリート造などの建物がどれくらい
の津波で破壊されるのか量的に解析する必要がある。そのために、東日本大震災での被害調査デ
ータから津波被害関数を構築した（図 3）。 
図 4に高知県で実証した津波浸水被害予測結果（南海トラフ想定地震Mw8.7の例）を示す。国
勢調査が綿密に行われている日本では、人口分布および建物の位置と場所を正確に把握できるた
め、これらの情報を組み込むことで 10m区画まで細分化した浸水予測結果から建物被害地図の作
成が可能になった。建物の位置と場所を正確に把握し、津波被害関数から得られる流失率を求め
ることで、細分化した浸水予測結果から建物被害の量的な予測が可能になった。 
 
図 3 2011年東日本大震災における被害データから得られた津波被害関数の例[1]。浸水域内建物被
害（流失）棟数の推定に利用する。 
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 図 4リアルタイム津波浸水被害予測システムの出力結果例（左上：津波の浸水開始時間、右上：
浸水深分布、左下：浸水域内人口分布、右下：建物被害（流失）棟数分布） 
3. おわりに 
東日本大震災の教訓を踏まえ、スーパーコンピュータ SX-ACEを利用したリアルタイム津波浸
水被害予測システムを構築した。本研究は、本学災害科学国際研究所、サイバーサイエンスセン
ター、理学研究科との共同、大阪大学サイバーメディアセンターおよび産学連携により、取り組
んだ研究成果であり、地震情報自動取得と津波の発生予測（10分以内）、津波伝播・浸水・被害
予測（10分以内）、結果の図化・配信を 10mメッシュで行うという目標をたて、現在では、さら
に改良を進め、地震発生から 3時間分の津波浸水予測を 5分程度で行うことが可能になり、東北
大学・大阪大学の SX-ACEで 30分以内の全国津波浸水予測が可能となった。東北大学の津波浸
水予測プログラムを SX-ACEに最適化し、京コンピュータよりも優れた計算性能を達成した。こ
の成果が高く評価され、平成 29年 3月に内閣府津波浸水被害推計システムとして採用され、平成
29年 11月から運用が開始されることとなった。今後は、日本全体での予測領域の拡大や、様々
な主体・ユーザのニーズに対応した予測情報・活用技術の研究を進めていく。 
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