We study the finite-step realizability of the joint/generalized spectral radius of a pair of real d × d matrices {S 1 , S 2 }, one of which has rank 1, where 2 ≤ d < +∞. Let ρ(A) denote the spectral radius of a square matrix A. Then we prove that there always exists a finite-length word
Introduction
Let S = {S 1 , . . . , S K } ⊂ R d×d be an arbitrary finite set of real d-by-d matrices and · a matrix norm on space R d×d , where 2 ≤ d < +∞ and K ≥ 2. To capture the maximal growth rate of the trajectories generated by random products of matrices S 1 , . . . , S K in S, in 1960 [55] G.-C. Rota be the set of all one-sided infinite sequences (also called switching signals of S). Then we see, from N. Barabanov [1] for example, thatρ(S) < 1 if and only if S i 1 · · · S i n → 0 as n → +∞ ∀i · ∈ Σ + K . In other words,ρ(S) < 1 if and only if the linear switched dynamical system, also write as S,
, it is absolutely asymptotically stable, where the initial state x 0 ∈ R d is thought of as a row vector. In fact, from [16] there followŝ ρ(S) = max
So,ρ(S) is a nonnegative real number which is independent of the norm · used here. It is a well-known fact that the joint spectral radiusρ plays a critical role in a variety of applications such as switched dynamical systems [1, 35, 4, 28, 60, 61, 3, 23, 43, 44, 57, 31, 15, 13] , differential equations [2, 24, 13] , coding theory [50] , wavelets [17, 18, 30, 47] , combinatorics [19] , and so on.
Althoughρ(S) is independent of the norm · used here, its approximation based on the above limit definition does rely upon an explicit choice of the norm · and has been a substantially interesting topic, for example, in [35, 42, 22, 52, 53, 59, 47, 6, 34, 51, 38, 39, 40, 41, 49] . In general, computingρ by definition cannot stop at some finite-time n, as shown by the single matrix 
where ρ(A) stands for the usual spectral radius for any matrix A ∈ R d×d . And they conjectured there that a Gel'fand-type formula should hold for S. This was proved by M.A. Berger and Y. Wang in 1992 [4] , i.e., there holds the following Gel'fand-type formula.
Berger-Wang Formula 1.1. ρ(S) =ρ(S), for any bounded subset S ⊂ R d×d .
Because of its importance, this Gel'fand-type spectral-radius formula has been reproved by using different interesting approaches, for example, in [20, 56, 10, 8, 12] . According to this formula, the computation of ρ(S) becomes an important subject at once, which leads to the following significant problem motivated by
for any square matrix A.
Problem 1.2 (Spectral Finiteness Property). Does there exist any word
This spectral finiteness property means that ρ(S) is computationally efficient. It was conjectured, respectively, by E.S. Pyatnitskiǐ [54] for its continuous-time version, I. Daubechies and J. Lagarias in [17] , L. Gurvits in [28] , and by J. Lagarias and Y. Wang in [42] . If this were true for S, then from the Berger-Wang formula, it follows that we would realize efficiently the joint/generalized spectral radiusρ(S) only by computation of finite steps, and the interests would arise from its connection with the stability question for S.
Unfortunately, this important "spectral finiteness conjecture" has been disproved by T. Bousch and J. Mairesse in [9] using measure-theoretical ideas, also respectively by V. Blondel et al. in [7] exploiting combinatorial properties of permutations of products of positive matrices, and by V. Kozyakin [36, 37] employing the theory of dynamical systems, all offered the existence of counterexamples in the case where d = 2 and K = 2. Moreover, an explicit expression for such a counterexample has been found in the recent work of K. Hare et al. [29] .
Although the finiteness conjecture fails to exist, the idea of Problem 1.2 is still to be very attractive and important due to developing efficient algorithms because the computation of the joint spectral radiusρ must be implemented in finite arithmetic. Some conjectures in special case still keep open, for example, in M. Maesumi [46] and R. Jungers and V. Blondel [32] . Many positive efforts have been made and studies show that spectral finiteness property may be true in a number of interesting cases, for example, see [28, 42, 23, 58, 5, 32, 25, 26, 27, 33, 11, 48] , including the case were the matrices S 1 , . . . , S K are symmetric, or if the Lie algebra associated with the set of matrices is solvable [58, Corollary 6.19] ; in this case ρ(S) = max 1≤i≤K ρ(S i ), see [28, 45, 32] . Particularly, in A. Cicone et al. [11] it was proved, based on R. Jungers and V. Blondel [32] which is for all pairs of 2 × 2 binary matrices, that every pairs of 2 × 2 signmatrices S 1 , S 2 have the spectral finiteness property described in Problem 1.2.
In the present paper, based on the important work of Barabanov [1] , we will prove, mathematically in Section 2 and numerically in Section 3, the following finiteness result. This means, from [32, Proposition 1] , that stability is algorithmically decidable, for every pairs of real d×d matrices S 1 , S 2 if one of which has rank 1. If, in addition, S is irreducible, then S possesses the rank one property introduced by I.D. Morris in [48] . However, the counterexample of Hare et al. [29] shows that Morris's rank one property is neither necessary nor sufficient for the finiteness property. So, our rank 1 condition described in Theorem 1.3 is substantial for our statement.
By S + , it means for the multiplicative semigroup generated by S 1 , S 2 , i.e,
Here means the disjoint union. To mathematically prove Theorem 1.3, our approach is to consider its equivalent statement formulated as follows: This stability was first conjectured by E.S. Pyatnitskiǐ in 1980s, see, e.g., [54, 28, 57] and it has been the subject of substantial recent research interest, for example, in [28, 56, 57, 15, 13] . This paper is organized as follows. In Section 2, we will provide the proof of our main results. Moreover, we also give an explicit formula for the computation of the generalized spectral radius. Several examples are provided in Section 3 to illustrate the theoretical outcomes. The paper ends with concluding remarks in Section 4.
Finiteness property of a pair of d × d matrices
This section is devoted to mathematically proving our main results, Theorems 1.3 and 1.4. To prove Theorem 1.3, we first prove the following absolute stability theorem, which is important not just to our spectral finiteness theorem, but also to the stabilizability of switched dynamical systems [15, 57] .
Then, if one of S 1 , S 2 is of rank 1, S is absolutely exponentially stable, i.e.,
for all switching signals i · : N → {1, 2}.
Here S + is the multiplicative semigroup generated by S as described in Section 1. Recall that S is said to be irreducible, provided that there is no common, nontrivial and proper invariant linear subspaces of R d , for S 1 , S 2 . The following result holds trivially by induction on d together with the Berger-Wang formula, which is a standard result in the theory of linear algebras. 
where
When S is itself irreducible, r = 1 in Lemma 2.2.
The following important theorem, due to N. Barabanov, is extremely valuable to the proof of Theorem 2.1.
Barabanov's norm theorem 2.3 (See [1] , also [60, 12] 
n || | |x| | || * for all n ≥ 1. We simply write S 1 = a i j d×d and S
As S 2 is of rank 1, it follows, from the Jordan canonical form theorem, that there is no loss of generality in assuming that
where 0 < |λ| Let K = {1, 2}. Next, we will prove the statement of Theorem 2.1 in the cases S 2 = B 1 and S 2 = B 2 , respectively.
Case I: Let S 2 = B 1 . Note that in this case, for any finite-length word of the form
there holds
for any ℓ ≥ 1 and m ≥ 1. Since {S 1 , S 2 } is periodically switched stable, S(w) is exponentially stable and so it holds from the classical Gel'fand formula that ρ(S(w)) = |λ m a Hence, we only need to consider the following special case: 
by [14, Theorem 2.1] and the triangularity of S(w n ), it follows at once that
Since the switching signal i · : N → K is arbitrary here, this proves that {S 1 , S 2 } is absolutely asymptotically stable.
Case (II): Let S 2 = B 2 . Noting that
we can prove, by an argument similar to that of the case (I), that {S 1 , S 2 } is also absolutely asymptotically stable in this case. Now combining the cases (I) and (II), we see that
for all switching signals i · : N → K. Then, the statement of Theorem 2.1 follows immediately from the Fenichel uniformity theorem proven in [21] . This completes the proof of Theorem 2.1.
If there is no the assumption of rank 1 in the above Theorem 2.1, then we can only guarantee that S is exponentially stable almost surely in terms of some special probabilities from [15, 13] .
As a result of Theorem 2.1, we can obtain the following finiteness property.
If one of S 1 , S 2 is of rank 1, then S has the spectral finiteness property; that is, one can found some finite n ≥ 1 such that
Here K = {1, 2}.
Proof. There is no loss of generality in assuming ρ(S) = 1, by normalization of S if necessary. Suppose, by contradiction, that ρ(A) < 1 ∀A ∈ S + .
Then from Theorem 2.1, it follows that the switched dynamics induced by S is absolutely exponentially stable. Thusρ(S) < 1 from [1] for example, and further ρ(S) < 1 from the Berger-Wang formula [4] . It is a contradiction to the assumption of ρ(S) = 1. This thus ends the proof of Theorem 2.4.
As a consequence of Theorem 2.4, we can conclude the following result, which means that stability is algorithmically decidable for every pairs of real d × d matrices S 1 , S 2 one of which has rank 1. More specifically, we have
Proof. Without loss of generality, we may assume
Similar to the previous proof of Theorem 2.1, the possible optimal sequences should have the form 
which yields a maximum when w 1 = w 2 = · · · = w n . In this case
This gives ρ(S) ≤ α. On the other hand, we know that Thus, the proof of Corollary 2.5 is completed.
Illustrated Examples
In this section we provide several examples to illustrate our theoretical outcomes proved in Section 2. We here point out that it is unnecessary to transform the rank-one matrix S 2 to its Jordan canonical form during practical calculation, since the corresponding optimal sequence is invariant under similarity transformation. Now, let us carry on the above analysis on the following examples.
Example 1 (See [32] ). Let S = {S 1 , S 2 }, where
This yields ρ(S) = 5 √ 4 and the corresponding optimal sequence is S 4 1 S 2 . Example 2.
Notice that
.
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Thus we have
where the maximum is attained at (ℓ, m) = (5, 1) with the optimal sequence S 5 1 S 2 . Example 3.
where the maximum is attained at (ℓ, m) = (10, 1) with the optimal sequence S 10 1 S 2 . Example 4.
where ε > 0 is a parameter.
Notice that 
Thus we have
Hence
where the maximum is assumed to be achieved at ℓ = ℓ ε . One can show that ℓ ε → ∞ as ε → 0. Numerical experiments indicate that value of ℓ ε increases very quickly with respect to 1 ε . Thus for any given integer L > 0, one always can find a corresponding constant ε > 0, such that
This argument also can be easily shown by the following two-dimensional example.
Example 5.
Given any specified length L,
where the last strictly inequality implies that, for the chosen ǫ = 1 L+1 , the intended optimal sequence will never be found within the length L. This special example represents the challenge even if we know the spectral finiteness property holds. Therefore, any algorithms depending on the search of the length of optimal sequence will suffer from a high computational cost.
Concluding remarks
In this paper, we have proved that the spectral finiteness property holds for every pairs of real d × d matrices S 1 , S 2 , if one of S 1 , S 2 has rank 1; see Theorem 1.3. Under our context, S 1 and S 2 might be neither symmetric, nor commutative, and nor rational. In addition, our argument does not involve any polytope norms.
Recall that a matrix A = [a i j ] is called a binary matrix (resp. sign-matrix), provided that every entries a i j belong to {0, 1} (resp. {−1, 0, 1}). In [32, Theorem 4] , R. Jungers and V. Blondel proved that
• The finiteness property holds for all sets of nonnegative rational square matrices if and only it holds for all pairs of binary square matrices.
• The finiteness property holds for all sets of rational square matrices if and only it holds for all pairs of square sign-matrices.
Moreover, the following two positive results are already known.
• The finiteness property holds for every pairs of 2 × 2 binary matrices ( [32] ).
• The finiteness property holds for every pairs of 2 × 2 sign-matrices ( [11] ).
However, the above two results cannot imply the finiteness property for every pairs of 2 × 2 (nonnegative) rational matrices; this is because when one reduces, following the framework of [32, Theorems 2 and 4], a pair of 2 × 2 rational matrices S 1 , S 2 to a pair of binary or sign-matrices S 1 , S 2 , the size of S 1 , S 2 becomes 2m × 2m and in general m would be sufficiently large. So, our result is essentially new and our approach has the additional interest.
