The compound broadcast channel with confidential messages is studied, where the transmitter sends a common message to two receivers and, at the same time, a confidential message to one receiver which has to be kept secret from the other one. It is only known to the transmitter and receivers that the actual channel realization is fixed and from a pre-specified set of channels. The information theoretic criterion of strong secrecy is analyzed in detail and generalized in such a way that it completely captures the behavior and the abilities of the non-legitimate receiver. Its impact on the decoding performance of the non-legitimate receiver is characterized as well. In particular, it is shown that regardless of the computational capabilities and the applied decoding strategy of the non-legitimate receiver, his decoding error always tends to one. This gives a valuable signal processing implication of the generalized secrecy criterion and identifies desirable properties of an optimal code design.
INTRODUCTION
Rapid developments in communication systems make information available almost everywhere. Along with this, the security of sensitive information from unauthorized access becomes an important task. Especially wireless communication systems are inherently vulnerable, since transmitted signals are received by intended users but are also easily eavesdropped by non-legitimate receivers.
Nowadays, the architecture of communication systems is separated into error correction and data encryption. The former is typically implemented on the physical layer turning the noisy channel into an ideal "bit pipe." Then on higher layers, the data encryption is realized by applying cryptographic techniques which are based on the assumption of insufficient computational capabilities of eavesdroppers. But due to increasing computational power and improved algorithms, such approaches are becoming more and more insecure.
Another approach for realizing security is the so-called concept of information theoretic secrecy, which takes the physical properties of the noisy channel into account. This was initiated by Wyner, who introduced the wiretap channel [1] , and later generalized by Csiszár and Körner to the broadcast channel with confidential messages [2] . This area of research has drawn attention in recent years as it provides a promising approach to embed secure communication in wireless networks; for instance see [3] [4] [5] [6] and references therein. Concurrently, it has been demonstrated that the joint implementation of different public and secure communication tasks on the physical layer can lead to significant gains in spectral efficiency. Thus, it is not surprising that the efficient physical layer service integration [7] has also been identified by operators and national agencies as a promising task to increase spectral efficiency [8, 9] .
Another challenge, especially for operators of wireless communication systems, is the provision of accurate channel state information at transmitter and receivers. Practical systems always suffer from channel uncertainty due to the nature of the wireless medium and estimation/feedback inaccuracy. Thus, it is reasonable to assume that the exact channel realization is not known; rather, it is only known that it is fixed and belongs to a pre-specified set of channels. This is the concept of compound channels [10, 11] and, accordingly, one is interested in robust strategies that allow for secure communication over compound channels.
In this paper we consider the discrete memoryless compound broadcast channel with confidential messages (BCC). This models the communication scenario with one transmitter and two receivers, where the transmitter broadcasts a common message to both receivers and, at the same time, sends a confidential message to receiver 1 which has to be kept secret from receiver 2. Thus, receiver 2 is both a legitimate receiver for the common message and a nonlegitimate receiver for the confidential message. This is in contrast to the classical wiretap channel [1] , where the eavesdropper does not belong to the communication system. 1 
Relation to Prior Work
In [1] [2] [3] [4] [5] [6] , the criterion of weak secrecy is usually applied, which is heuristic in nature in that no operational meaning has been given to it yet. But recently, an operational meaning has been given to the strong secrecy criterion [12, 13] : it was established in [14] for the wiretap channel that the strong secrecy criterion implies that the average decoding error at the eavesdropper tends to one for any decoder he (or she) may use. This gives the strong secrecy criterion important signal processing consequences and therewith paves the way for providing secure communication with guaranteed, i.e., provable, secrecy. The broadcast channel with confidential messages is studied in [2] for discrete memoryless channels and in [15] [16] [17] tap channel is analyzed for discrete memoryless channels in [14, 18] and for MIMO Gaussian channels in [19, 20] . First studies for the MIMO Gaussian compound BCC can be found in [21] . Finally, [22] presents first results for the discrete memoryless compound BCC but only for the classical strong secrecy criterion which does not capture the whole behavior of the non-legitimate receiver. They all have in common that they do not explore the signal processing implications.
COMPOUND BROADCAST CHANNEL WITH CONFIDENTIAL MESSAGES
Here we introduce the system model for the compound BCC which is depicted in Fig. 1 and formalized as follows. Let X and Y, Z be finite input and output sets and S be a finite index set. Then for fixed channel realization s ∈ S and input and output sequences 
Definition 2. An (n, M0,n, M1,n)-code for the compound BCC consists of a stochastic encoder
i.e., a stochastic matrix, and decoders ϕ1 and ϕ2 at receivers 1 and 2 given by disjoint decoding sets
The encoder is allowed to be stochastic in the sense that it is specified by conditional probabilities E(x n |m0, m1) with
and m1 ∈ M1. Thus, E(x n |m0, m1) denotes the probability that the message pair (m0, m1) ∈ M0 × M1 is encoded as the codeword x n ∈ X n . Encoder and decoders have to be designed in such a way that they realize reliable communication and secrecy at the same time. Moreover, since neither the transmitter nor the receivers know the actual channel realization, they must be universal such that they work for all channel realizations simultaneously.
When the transmitter has sent the message m = (m0, m1) ∈ M and receivers 1 and 2 have received y n ∈ Y n and z n ∈ Z n , the decoder at receiver 1 is in error if y n / ∈ D1(m0, m1). Accordingly, the decoder at receiver 2 is in error if z n / ∈ D2(m0). Then for an (n, M0,n, M1,n)-code, the average probability of errors at the receivers 1 and 2 for channel realization s ∈ S are then given bȳ
As reliable communication has to be guaranteed for all s ∈ S, we setēi,n = maxs∈Sēi,n(s), i = 1, 2.
To ensure the confidential message to be kept secret from nonlegitimate receiver 2 for all channel realizations s ∈ S, we require maxs∈S I(M1; Z n s ) ≤ n for some (small) n > 0 with M1 the random variable uniformly distributed over the set M1 and Z n s = (Zs,1, Zs,2, ..., Zs,n) the output at receiver 2 for channel realization s ∈ S. This criterion is known as strong secrecy [12, 13] .
+ is said to be achievable for the compound BCC W if for any τ > 0 there is an n(τ ) ∈ N and a sequence of (n, M0,n, M1,n)-codes such that for all n ≥ n(τ ) we have
set of all achievable rate pairs is the strong secrecy capacity region CS(W).
The secrecy is characterized by the mutual information between the message and the channel output at receiver 2. This is the classical approach as used in [2] . However, there were no implications discussed. It is not clear what receiver 2 can or cannot do to infer the confidential information, especially since he is part of the system.
STRONG SECRECY AND DECODING PERFORMANCE

Strong Secrecy and Vanishing Output Variation
The concept of vanishing output variation has been identified to be necessary for achieving the strong secrecy capacity of the wiretap channel with side information at the eavesdropper [23] . It suggests itself to study this concept also for the compound BCC. For this purpose we define for each s ∈ S the channel to the non-legitimate receiver 
for some β > 0. Instead of (3) we also write
Next we show that vanishing output variation (3) implies strong secrecy (2), which establishes an desirable and important property. 
If the code has the vanishing output variation property, we then have for each s ∈ S and m0 ∈ M0 a measure ϑs,m 0 which satisfies (3) . Averaging over all common messages we obtain the measurē ϑs(z n ) :=
defines a product measure on Z n × M1. Now by the triangle inequality we can bound the total variation distance by
Next we bound both terms individually. With (5) and (6) we obtain (8) where the last step follows from the vanishing output variation property, cf. (3). Similarly, with (5) and (6) we get for the second term
where the third step follows from the fact that ϑs,i does not depend on j ∈ M1 and the last step follows from (3). From (8) and (9) follows that the total variation distance in (7) 
for all s ∈ S where the last inequality holds for n large enough.
Decoding Performance of Non-Legitimate Receiver
In addition, to characterize the secrecy of the confidential message also from a signal processing point of view, we want to analyze the decoding performance of the non-legitimate receiver as well. To obtain guaranteed performance bounds, one has to prepare for the worst. This is a non-legitimate receiver who knows the actual channel realization s ∈ S, but also the common message m0 ∈ M0. However, such knowledge must not provide any information about the confidential information. In more detail, knowing s ∈ S and m0 ∈ M0, receiver 2 is able to create decoding sets
with m 1 ∈M 1 Ds,m 0 (m1) = Z n and Ds,m 0 (m1)∩ Ds,m 0 (m1) = ∅ form1 = m1. Thus, in contrast to the original communication problem, cf. Definition 2, we allow the decoding sets to depend on the particular channel realization and common message. For channel realization s ∈ S this defines the average decoding error as
With this, we define the best decoding performance of the nonlegitimate receiver asē 2,n = mins∈Sē 2,n (s).
Having in mind that the non-legitimate receiver is aware of the common message, it is also reasonable to question the validity of the expression maxs∈S I(M1; Z 
Such a secrecy criterion also appears in [25] in the context of ratedistortion-based secrecy for optical communication.
Fortunately, it shows that a code with vanishing output variation (3) implies also strong secrecy in the sense of (11) and further yields the worst decoding performance at the non-legitimate receiver.
Proposition 2. For any given code of Definition 2, assume that the non-legitimate receiver knows the channel realization s ∈ S and the common message m0 ∈ M0 and chooses arbitrary decoding sets as in (10) . If the code has vanishing output variation according to Definition 4, cf. (3) , then the following holds:
i) The strong secrecy criterion satisfies
with n → 0 exponentially fast as n → ∞. ii) The average probability of decoding error satisfies
Proof. The proof of the first assertion is similar to the one of Proposition 1 and the one given in [25] . With this it easy to show that for any s ∈ S and m0 ∈ M0 we have
with λn = 2 · 2 −nβ for all s ∈ S and m0 ∈ M0. Similarly as in Proposition 1, the continuity of the entropy function and
for n large enough proving the strong secrecy criterion (12) . To prove the second assertion (13), we write the average probability of decoding error at the non-legitimate receiver as
From (14) we know that for all s ∈ S and m0 ∈ M0 we have
With this we can boundē 2,n (s) in (15) from below bȳ
for all s ∈ S. Note that in the third step we used the fact that M0 and M1 are independent. This proves the second assertion (13) .
Finally, we collect all the properties and implications. As the vanishing output variation property guarantees strong secrecy in the sense of (4) and (12) we can generalize and extend the criterion. 
Operational Meaning
Now, we directly connect the information theoretic criterion with the signal processing inspired concept. The following shows that strong secrecy maxs∈S I(M1; Z n s |M0) → 0 exponentially fast implies worst behavior of decoding performance, i.e., mins∈Sē 2,n (s) → 1 exponentially fast. This gives the strong secrecy criterion an important signal processing meaning. This is particularly important as this result shows that any code (not necessarily having the vanishing output variation property) that realizes strong secrecy guarantees that the average decoding error at the non-legitimate receiver goes to 1. 
Proof. The result follows immediately from Pinsker's inequality, cf. [24, Problem 3.18] , and from previous Proposition 2.
IMPLICATIONS ON SECRECY CAPACITY
The previous discussion showed that a code having the vanishing output variation property is desirable for the secrecy task. Next, we discuss that such codes can simultaneously be good for transmitting the common message to both receivers. In [22] an achievable secrecy rate region was established for the classical secrecy criterion of strong secrecy (2) using codes having vanishing output variation. Since codes with vanishing output variation are used, Theorem 1 allows to generalize this region to hold also for the generalized information theoretic criterion (16) and the signal processing inspired criterion of worst decoding performance (17) . Moreover, based on [22] and Theorem 2, a multi-letter description of the secrecy capacity region can be established as well. 
CONCLUSION
In this paper, we questioned the validity of the classical definition of strong secrecy for the compound BCC, since the non-legitimate receiver 2 is part of the communication system. As he is intended to decode the common message, this is available as side information for inferring the confidential message. Accordingly we generalized the secrecy criterion taking such side information into account. Along with this, we investigated codes with vanishing output variation and showed that these guarantee both notions of strong secrecy. Moreover, such codes yield the worst decoding performance at the non-legitimate receiver regardless of his computational capabilities. This makes this concept desirable, since it realizes secrecy from the information theoretic and from the signal processing point of view.
