Gestão inteligente de dados com Athena e serviços AWS by Ricardo Filipe Amaro Saleiro Abreu
  
Faculdade de Engenharia da Universidade do Porto 
 
Gestão inteligente de dados com Athena e serviços 
AWS 
Ricardo Filipe Amaro Saleiro Abreu 
 
Dissertação realizada no âmbito do  
Mestrado Integrado em Bioengenharia 
Orientador: Prof. Gil Manuel Magalhães de Andrade Gonçalves 
Co-orientador: Engº. Vítor Vieira 
 
Junho de 2019  
  
 
© Ricardo A., 2019 
 
  
 i 
 
 
Resumo 
O aumento da disponibilidade de conetividade à Internet fez com que as tecnologias na 
nuvem (cloud) se tornassem atrativas para sistemas de monitorização de saúde. 
Um dos bio-sinais de interesse é o eletrocardiograma (ECG), que pode ser usado para 
detetar doenças cardíacas. Apesar da monitorização remota do ECG do paciente não requerer o uso 
de tecnologias na nuvem, a sua flexibilidade e ubiquidade são difíceis de conseguir de outra forma. 
O seu uso facilita a implementação de sistema de diagnóstico por computador, que podem ser 
usados para notificar os serviços de primeiros socorros e outras pessoas relevantes em condições de 
emergência. 
Nesta dissertação discute-se a arquitetura de um sistema em que os dados de ECG são 
captados através uma camisa com sensores e são enviados para um fornecedor de serviços na 
nuvem, em concreto a AWS, onde serão armazenados e analisados. 
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Abstract 
The increased availability of Internet connectivity has made cloud technologies attractive 
to health monitoring systems. 
One of the bio-signs of interest is the electrocardiogram, which can be used to detect heart 
diseases. Although remote patient ECG monitoring does not require the use of cloud technologies, 
its flexibility and ubiquity are difficult to achieve otherwise. Its use facilitates the implementation 
of a computer diagnostic system, which can be used to notify first aid services and other relevant 
persons under emergency conditions. 
In this dissertation we discuss the architecture of a system in which ECG data, captured 
from a shirt equipped with sensors, is sent to a cloud provider, the AWS, where it is to be stored 
and analyzed. 
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Capítulo 1 - Introdução 
A monitorização remota de saúde de pacientes não é uma ideia nova, mas tem ganho fulgor 
nos últimos anos graças ao desenvolvimento das tecnologias de IoT e computação na nuvem. 
O trabalho desta dissertação, desenvolvido em parceria com a empresa INOVAMAIS - 
Serviços de Consultadoria em Inovação Tecnológica, S.A. visa apoiar o projeto CAST, cuja missão é a 
de desenvolver um serviço de telemedicina para suporte a cardiologistas, que permita a 
monitorização remota do ECG de pacientes de cardiologia. 
 
1.1 Motivação 
 
A população global está a envelhecer, conforme mostra a Fig.1 com o exemplo de Portugal, um 
pais MEDC e Angola, um LDC. 
 
  
 
Fig.1 – Ilustração gráfica da distribuição de idades numa população através de pirâmides etárias, em 
concreto as de Portugal (em cima) e Angola (em baixo) para os anos 1950, 2015 e a previsão para 
2050. Retirado de [1]. 
 
O processo normal de envelhecimento acarreta mudanças fisiológicas [2] que tornam o 
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indivíduo mais suscetível particularmente a CVDs, respiratórias crónicas e cancro, que passam a 
representar mais risco do que doenças infeciosas ou acidentes, conforme mostra a Fig.2. Como 
resultado do envelhecimento populacional, é expectável que o impacto social e económico destas 
doenças aumente, pelo que é de interesse a procura de soluções a este nível. 
 
As CVD são a causa principal de morte na Europa e em geral, uma das principais no resto do 
mundo [3]. 
 
 
 
Fig.2 – Mortalidade global a diferentes idades, em 2012, de acordo com a WHO [4]. 
 
O projeto CAST teve início em junho de 2016 e está previsto ser desenvolvido até ao fim de 
maio de 2019. Trata-se de um projeto europeu, com o apoio financeiro do Programa Eurostars 
(E!10291) e agência nacionais BMBF e ANI. A motivação para o projeto é a de combater as CVD em 
geral, mas o foco é dado à FA. 
 
A FA é caracterizada por batimentos rápidos e irregulares das aurículas do coração e é a 
arritmia séria mais comum, afetando 2 a 3% da população na Europa e América do Norte. [5] A 
incidência aumenta com a idade e está associada a um risco aumentado de HF, demência e acidente 
vascular cerebral [6]. Para além disso, é a complicação mais comum após cirurgia cardíaca, 
atingindo cerca de 40% dos pacientes [7].  
Sintomas associados incluem palpitações cardíacas, pré-síncope e síncope (desmaio), dispneia 
(sensação de falta de ar) e angina (dor ou pressão no peito) mas é frequentemente assintomática e 
não é incomum ser descoberta em exames de examinação física de rotina. O diagnóstico é feito 
através da medição de pulso e pode ser confirmada através de ECG, cuja forma típica não apresenta 
ondas P [8]. 
 
Em geral, o ECG, sendo a gravação da atividade elétrica do coração, pode ser usado não só para 
deteção de episódios de AF mas também da maioria das outras arritmias, e avaliar o estado geral do 
coração. 
 
 
1.2 Requisitos e descrição de alto-nível 
 
O sistema CAST deverá permitir uma monitorização permanente e remota dos pacientes de 
interesse (i.e pacientes que requeiram monitorização a longo termo, como é o exemplo de 
pacientes com condições crónicas ou em reabilitação). Um sistema deste tipo resultará em 
vantagens para os pacientes e as instituições de saúde, em particular ao permitir aumentar a 
autonomia dos pacientes, diminuir os tempos de hospitalização e fornecer capacidades de 
monitorização contínua remota e sinalização de emergências. 
Os componentes do sistema proposto são o dispositivo vestível com capacidade de leitura de ECG 
(em particular, foi desenvolvida uma camisa com sensores ECG) com capacidade de ligação à 
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Internet e uma plataforma online. 
 
Na componente de hardware/eletrónica, a recolha dos sinais é feita com recurso à camisa 
com os sensores de ECG, de 3 derivações, que envia os dados através de redes celulares para a 
Internet.  Algumas características inovadoras que se pretendem alcançar dizem respeito aos 
elétrodos usados (não são molhados ou ativos, mas sim bordados) e material têxtil usado (elevada 
usabilidade, mobilidade do paciente, conforto e durabilidade) e a comunicação (que deverá ser sem 
fios e próxima de tempo real). 
Quanto à plataforma web, ela deverá permitir o acesso e visualização inteligível, por 
pessoal autorizado, aos dados ECG previamente coletados. A interface deverá ter suporte multi-
paciente (para um conjunto alargado de pacientes). Os utilizadores finais da plataforma serão 
principalmente cardiologistas e assistentes de cardiologia. O caso de uso principal será acederem à 
plataforma através de um computador pessoal ligado à Internet, mas também não está posta de 
fora a possibilidade de acederem através de dispositivos móveis. Como requisito mínimo, assume-se 
que eles irão consultar o sistema uma vez por dia e verificar nos seus pacientes o que se passou nas 
últimas 24 horas. Não há requisitos de “real-time” para a plataforma web mas um caso de uso 
relevante seria a funcionalidade de receber notificações diretamente no telemóvel ou e-mail. Para 
além da consulta do historial dos pacientes, também deverá ser possível criar anotações. 
 
Os dados serão recolhidos durante diversos dias a um mês. Depois do tratamento terminar, 
será possível arquivar os dados na plataforma. Normalmente estes dados deixam perdem relevância 
com o tempo para o pessoal médico pois só necessitam de consultá-los em casos específicos uma 
como queixa legal ou por algum estudo particular. No entanto, podem ser relevantes para uso em 
sistemas de apoio ao diagnóstico médico que possam ser desenvolvidos no futuro. 
 
 
 
1.3 Estrutura da dissertação 
 
A dissertação está estruturada em cinco capítulos. 
No Capítulo 1 - Introdução, definiram-se a motivação para o trabalho desenvolvido e requisitos 
gerais que o sistema deve satisfazer. 
No Capítulo 2 - Revisão Bibliográfica, apresenta-se uma revisão de conceitos relevantes 
associados ao projeto. 
No Capítulo 3 - Discussão do Problema, estuda-se a forma como o problema pode ser 
implementado usando os serviços AWS. 
No Capítulo 4 - Implementação, concretiza-se a arquitectura do sistema e discutem-se aspectos 
particulares dos serviços usados que são relevantes na implementação do sistema. 
No Capítulo 5 - Resultados e Discussão, discutem-se resultados experimentais e trabalho a 
realizar no futuro. 
Na Conclusão, faz-se uma breve reflexão sobre as conclusões resultantes da realização do 
trabalho. 
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Capítulo 2 - Revisão Bibliográfica 
2.1 Origem do ECG 
 
O coração é o músculo oco que bombeia o sangue e a cada batimento ou ciclo cardíaco 
temos uma fase em que o coração relaxa (diástole) e uma fase em que ele contrai, emitindo o 
sangue (sístole). A frequência varia obviamente com imensos fatores, como a atividade, idade e 
sexo, sendo considerada normal um valor 60–100 batimentos/min ou 1-1.7 Hz. 
Num coração saudável, as células do nódulo SA – que foram pacemaker natural do coração, 
na parede da aurícula direita, produzem um potencial de ação que se propaga ao longo do músculo. 
Em particular, começa por se espalhar pela aurícula, despolarizando-a e causando a sua contração e 
a onda P no ECG. Depois atravessa o nódulo AV, e segue pelo feixe de His e fibras de Purkinje, 
despolarizando os ventrículos e dando origem ao complexo QRS. Depois acontece a repolarização 
dos ventrículos, resultando no seu relaxamento e na onda T (e depois potencialmente na onda U, 
que nem sempre está presente). 
 
O ECG é o registo desta atividade elétrica global do coração através de elétrodos. Uma onda 
de despolarização que se propaga no sentido de um elétrodo positivo produz uma deflexão positiva 
no ECG (e no sentido contrário uma deflexão negativa), enquanto que uma onda repolarização em 
direção a um elétrodo positivo produz uma deflexão negativa, conforme mostra a Fig.3. A 
repolarização atrial ocorre ao mesmo tempo que a despolarização ventricular pelo que o complexo 
QRS eclipsa a pequena amplitude da repolarização. 
 
 
Fig.3 – Ilustração do resultado no ECG de uma onda de despolarização (seta) se aproximar ou afastar 
de um elétrodo positivo (bola com símbolo +). Retirado de [9]. 
 
A soma destes efeitos resultantes da propagação do potencial de ação por todo o músculo 
resulta numa onda (de polarização ou de despolarização), conforme mostra a Fig.4, com uma dada 
direção (que podemos representar por um vetor), que pode ser vista de várias perspetivas através 
do uso de elétrodos colocados em diferentes localizações. Para além da denominação das ondas, 
convencionam-se também nomes para intervalos de interesse clínico, como os segmentos PR e ST e 
os intervalos PR e QT, também na Fig.4. 
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Fig.4 – Propagação do potencial de ação com resultado numa onda ECG (esquerda) e a sua 
representação esquemática com a forma típica para indivíduos saudáveis. Retirado de [9] e [10]. 
 
 
2.2 Doenças Cardiovasculares 
 
As CVD são o grupo das doenças do coração e vasos sanguíneos. Incluem a CAD (que é a CVD 
mais comum e afeta as artérias do coração), as doenças cerebrovasculares (problemas relacionados 
com as artérias que irrigam o cérebro), a doença arterial periférica (artérias grandes que abastecem 
os braços e pernas), doença reumática do coração (dano ao músculo do coração e válvulas cardíacas 
devida a febre reumática causada por bactérias), doença congênita do coração (malformações da 
estrutura existentes à nascença), trombose venosa profunda e embolismo pulmonar (coágulos 
sanguíneos nas veias da perna que podem desalojar e mover-se para o coração e pulmões), e muitas 
outras [11]. 
 
Na CAD existe redução da quantidade de sangue que chega ao coração, devido a 
arteriosclerose, mas pode ser assintomático até a ocorrência de um evento agudo. Um infarte do 
miocárdio (ou ataque cardíaco) ou um acidente vascular cerebral (AVC) são situações causadas por 
um impedimento da circulação do sangue para o coração ou cérebro, respetivamente. A causa mais 
comum é o bloqueio dos vasos por acumulação de gordura nas suas paredes. São portanto uma 
consequência de problemas cardiovasculares subjacentes. 
Os sintomas de um infarte incluem dor ou desconforto no centro do peito ou nos braços, 
ombro esquerdo, cotovelos, mandíbula ou nas costas. Sintomas também frequentes (mais frequente 
em mulheres) são a sensação de falta de ar, náusea e vómito. 
O sintomas possíveis para um AVC são muitos e variados mas o mais comum é uma sensação 
de fraqueza da face, braço ou perna, frequentemente em apenas um dos lados do corpo. 
 
Fatores de risco para as CVD incluem consumo excessivo de tabaco ou álcool, uma dieta não 
saudável e obesidade, falta de atividade física e uma série de doenças com consequências no sistema 
cardiovascular como hipertensão, diabetes e hiperlipidemia. 
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Pessoas com uma CVD identificada ou que estão em risco cardiovascular elevado necessitam 
de deteção precoce de sintomas (e gestão através de aconselhamento e medicação), e o ECG é 
geralmente o primeiro passo para o diagnóstico. 
 
 Para além de arritmias e eventos agudos, o ECG permite detectar hipertrofia ventricular 
(aumento de volume de um ou ambos os ventrículos) e a sua análise faz parte do diagnóstico de 
doenças mais gerais. 
Por exemplo, a CH é uma condição em que o coração é incapaz de bombear sangue suficiente 
para satisfazer os requisitos do corpo e é normalmente crónica e potencialmente fatal. Causas comuns 
da CH incluem infarte do miocárdio, hipertensão arterial, valvopatias, infeções e excesso de consumo 
de álcool. Com base no ECG é possível excluir certas condições (p.e. insuficiência cardíaca sistólica 
se o ECG é normal), sendo especialmente importante neste caso a deteção de PVCs. A deteção destas 
contrações envolve como passos principais a deteção de complexos QRS, a deteção de ruído e, com 
base nos anteriores, é possível a deteção das PVCs. 
 
 
2.3 Sistemas de aquisição de ECG tradicionais 
 
O sistema de ECG que atualmente se considera de referência é o ECG (convencional) de 12-
derivações.  
Neste usam-se dez elétrodos que são colocados em locais convencionados à superfície do 
corpo. Os nomes dos elétrodos são indicativos do local onde são colocados, por exemplo o RA ou 
elétrodo da perna direita é colocado nesse local. Há quatro eléctrodos que são colocados nos membros 
(RA, LA, RL e LL) e seis que são colocados sobre o peito (denominados precordiais, V1 a V6). O 
posicionamento é ilustrado na Fig. 5. 
Os elétrodos precordiais localizam-se num plano transversal ao coração, enquanto que os dos 
membros encontram-se no plano coronal. As diferenças de potencial entre o RA, LA e LL são as 
derivações I, II e III (o elétrodo da perna direita, RL, não é usado na definição de nenhuma derivação 
mas antes serve como potencial de referência ou neutro), que são os valores originalmente usados 
por Einthoven [12]. São bipolares pois obtêm-se usando 2 elétrodos em cada derivação.  
As restantes derivações do plano coronal (aVL, aVR e aVF), chamadas de aumentadas dos 
membros, foram construídas por Goldberger, baseiam-se nos valores das derivações bipolares. O 
objetivo é facilitar a determinação do vetor médio do coração [13]. Os elétrodos precordiais rodeiam 
um potencial virtual de referência (o terminal central de Wilson, que se pretende estar próximo do 
potencial médio do corpo) e são unipolares.  
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Fig. 5 - Elétrodos e derivações na eletrocardiografia convencional. Retirado de [14] e [15]. 
 
Cada derivação é então uma vista sobre a atividade elétrica do coração e o que fica registado 
no ECG são os valores das derivações ao longo de um intervalo de tempo, conforme mostra a Fig. 6. 
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Fig. 6 - Apresentação do ECG convencional, no formato Cabrera. Retirado de [15]. 
 
No entanto, este sistema não é prático para pacientes ambulatórios e está restrito a períodos 
de tempo curtos, pelo rapidamente surgiram aparelhos móveis para uso clínico, apelidados de 
monitores Holter. Uma ilustração de um dispositivo deste tipo é apresentada na Fig. 7. São aparelhos 
com fonte de energia portátil (normalmente, bateria) desenhados para medir o ECG continuamente 
por um período de tempo mais extenso, geralmente 24 a 48h. Um sistema deste tipo normalmente 
usa um número inferior de elétrodos (embora também existam de 12 derivações) e portanto apenas 
permite captura parcial (em relação ao convencional) do ECG. Os mais frequentemente usados no 
ambiente para utilização clínica são de 2 ou 3 derivações. 
 
Fig.7 – Ilustração de um monitor Holter. Retirado de [16]. 
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2.4 Novas abordagens á monitorização do ECG 
 
Cada vez há mais interesse na monitorização preventiva e frequente de parâmetros de saúde. 
Uma monitorização contínua é importante para muitas condições médicas, incluindo para pacientes 
que sofrem de arritmias cardíacas mas mesmo em pessoas saudáveis, a maior compreensão acerca 
dos temas da saúde faz com que a prevenção seja cada vez mais valorizada. 
Por exemplo, um conceito que tem ganho popularidade é o lifelogging, que consiste na 
recolha e registo de parâmetros de saúde de um indivíduo ao longo do dia, para fins não 
exclusivamente médicos. Com base nestes registos torna-se possível o indivíduo tomar um papel mais 
informado no que respeita à sua saúde, podendo os sistemas, uma vez suficientemente desenvolvidos, 
permitir o prognóstico de problemas de saúde [17] e a recomendação personalizada de atividades que 
promovam a saúde [18]. 
 
Para permitir aos interessados esta capacidade de aquisição de biossinais, têm sido 
desenvolvidos um leque de tecnologias e dispositivos que incorporam sensores que disponibilizam 
dados fisiológicos ou de relevância para a saúde do indivíduo analisado, permitindo a sua 
monitorização pelos próprios indivíduos ou profissionais de saúde. No caso do ECG, estes dispositivos 
não têm as capacidades de um sistema de aquisição convencional, mas permitem a monitorização de 
um subconjunto de derivações, normalmente sob a forma de um dispositivo portátil e com capacidade 
de transmissão dos resultados para consulta ou análise remota. 
No que se segue faz-se uma breve revisão dos tipos de soluções comercialmente disponíveis 
e onde se encaixa a abordagem deste projeto. 
 
 A maior parte das soluções comerciais consiste em dispositivos desenhados para serem 
segurados durante algum tempo (uso intermitente). Não se tratam portanto de soluções de 
monitorização contínua mas sim uma forma de partilhar informação remotamente com o médico se o 
próprio paciente detectar algum sintoma ou apenas para uso pessoal. 
Por exemplo, o produto mais completo da Alivecor [19] (6 derivações) consiste num dispositivo 
que funciona como sensor e emite os dados para o telemóvel do utilizador, fazendo uso de uma 
aplicação desenvolvida que faz o processamento localmente. Tem aprovação FDA e o principais caso 
de uso são a transmissão dos registos para o médico (se ambos subscreverem ao sistema) e 
armazenamento (ilimitado) dos dados. 
Outros produtos comerciais seguem o mesmo conceito, com pequenas diferenças como o ECG 
Check [20] (que requer colocar o dispositivo em posições definidas pelo médico), o Zenicor-ECG [21], 
o InstantCheck [22]  e o HeartCheck [23] incluem monitor dedicado, AfibAlert [24] (interface 
simplificada e upload de ficheiros por USB ou telemóvel para uma página pessoal), e o Micro 
Ambulatory ECG Recorder [25] (processamento e visualização no dispositivo, sem uso de serviços 
web). 
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Fig. 8 - Dispositivo da AliveCor. 
  
Outras soluções baseiam-se em sensores que se mantêm fixos no corpo de alguma maneira, 
de forma a permitem obter um ECG mais completo (3 derivações ou mais) e durante maiores períodos 
de tempo, aproximando-se de monitores Holter. A maioria usa adesivos (ex. Zio [26], ecg patch [27], 
eMotion Faros [28], BodyGuardian [29], C3 Holter Monitor [30], Spyder [31], CALM-M [32], Savvy ECG 
[33], CardioSecur[34]). Outros usam cintos ou outro componente ajustável para fixação ao corpo (ex. 
QardioCore [35], LevMed ECG belts [36]) ou ao pulso (KardiaBand [19], Apple Watch série 4 [37] e 
similares), ou incluído num vestível (as camisas do Exoskin [38], VitalJacket [39]). 
 
 
Fig. 9 - O Apple Watch série 4 inclui um sensor que permite gravar o sinal ECG de uma derivação. 
  
Podendo as soluções anteriores já se considerar vestuário inteligente, neste projeto a t-shirt 
incluirá elétrodos têxteis nela imbuídos, diferindo dos elétrodos metálicos usados nas situações 
anteriores. Esta abordagem e tecnologia são mais recentes pelo que não há tanta oferta no mercado, 
 11 
 
embora já existam alguns competidores (HealthWatch [40], Nuubo [41]) Uma comparação com as 
técnicas anteriores e revisão da tecnologia pode ser encontrada em [42] e [43], respetivamente. 
 
A Fig. 10 mostra algumas opções para monitorização cardíaca e ajuda a esclarecer a 
relevância de desenvolver opções de monitorização contínua de longa duração, que não resultem em 
desconforto ou problemas de saúde para o utilizador e que não sejam invasivas (ao contrário da ILR, 
ICM ou ICD mostrados na Fig. 10). 
 
Fig. 10 - Opções contemporâneas para monitorização cardíaca. Retirado de [44]. 
 
Um exemplo de sistema de monitorização baseado num vestível é apresentado em [45], onde 
integram numa camisa vários sensores (oxímetro, temperatura corporal, ECG, EEG, entre outros) e os 
dados recebidos são armazenados numa nuvem e podem ser acedidos através de uma aplicação 
mobile, permitindo a análise preditiva de condições médicas. Em [46], outro exemplo próximo do 
objetivo deste projeto, dados de ECG são obtidos através de um vestível e são enviados para uma 
nuvem, podendo ser analisados de forma a descobrir padrões anormais. 
 
 Outras empresas têm como foco a criação de dispositivos versáteis o suficiente para recolher 
uma grande variedade de biossinais de interesse (ex. MySignals [47]) ou na disponibilização e 
acessibilidade dos dados (ex. ALERT [48]) ou na integração com sistemas já existentes. 
 
 
2.5 O papel do Cloud Computing 
 
Comparativamente a outros biossinais (ex. temperatura corporal ou concentração de glicose 
no sangue), o ECG é mais difícil de analisar e requer uma elevada frequência de aquisição, conforme 
mostra a Fig. 11.  
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Fig. 11 - Largura de banda, alcance de amplitudes e quantização de alguns biossinais frequentemente 
usados. Retirado de [49]. 
 
Obter valores a uma frequência suficientemente elevada para o sinal ser analisável 
rapidamente gera uma quantidade de dados elevada, que tem de ser analisada ou pelo menos 
transmitida de forma a ser poder ser visualizada e se tornar útil. É frequente os dispositivos terem 
incluído um módulo de visualização e até de interpretação do ECG para deteção de anomalias, mas 
dada a complexidade do sinal, os algoritmos têm eficácia limitada. Por outro lado, a utilização de 
algoritmos mais sofisticados (mas mais eficientes) requer maiores capacidades de processamento, que 
os dispositivos podem não possuir. 
 
Quer seja por parte de um algoritmo ou de um profissional médico, se é necessário analisar 
esses dados remotamente, a informação terá de ser transmitida de alguma forma. A abordagem mais 
genérica de o fazer é permitindo que os sensores se liguem à Internet, servindo então a Internet de 
intermediário entre o paciente e o analista dos dados. Este conceito, de fornecer a capacidade de 
objetos do dia-a-dia se ligarem à Internet é apelidado de IoT.  
Por outro lado, a capacidade dos objetos se ligarem à Internet também possibilita a obtenção 
de quantidades de dados muito elevadas (por exemplo, do ECG durante todo o dia), cujo 
armazenamento e análise é um problema em si (Big Data). 
 
De forma a lidar com essa grande quantidade, uma abordagem atrativa é o uso de serviços de 
computação na nuvem, que disponibilizam elevadas capacidades de armazenamento e 
processamento. 
Por exemplo, em [50] Pandey et al. demonstram um sistema de monitorização remota de ECG 
que integra o uso dos serviços AWS e computação móvel. Para além disso, o grupo disponibilizou 
publicamente as ferramentas de software que desenvolveram para a análise dos dados ECG. Usaram 
o AWS EC2 e uma cloud híbrida.  
Hsieh et al. demonstram o uso da plataforma Microsoft Azure para implementar um serviço 
de telemedicina de 12 derivações [51]. 
 
Os planos de uso oferecidos para plataformas web para armazenamento dos dados em geral 
apresentam limitações ao nível de disponibilidade de armazenamento ou elevados preços para o 
utilizador, pelo que a pesquisa de soluções económicas nesta área, ajuda a tornar o projeto mais 
atrativo. No entanto, é de notar que há já empresas Portuguesas e sediadas em Portugal que usam os 
AWS em projetos na área da saúde [52], por exemplo a Philips para gestão de ECG. 
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Em geral, a utilização dos serviços de computação na nuvem é apelativa para vários setores 
da área da saúde. Existe por exemplo a tendência para os EHR passarem a ser guardados e geridos 
numa nuvem pública, usando serviços na nuvem, ao invés de em centros de dados nas premissas [53]. 
 
Outras utilizações possíveis de IoT para a saúde que não envolvem recolha de biossinais 
incluem objetos inteligentes instalados em casa de pessoas idosas ou com condições crónicas (como 
câmaras de vídeo para auxiliar a navegação de espaços [54]) ou para cuidado neonatal, ou em 
hospitais, para suporte à cirurgia (por exemplo, o reconhecimento de instrumentos médicos) e à 
higiene hospitalar (como dispensadores de álcool inteligentes). 
 
 
2.6 A transmissão do ECG 
 
Existem muitas tecnologias sem fios que podem ser usadas para ligar um dispositivo à Internet. 
A Fig. 12 ilustra algumas opções populares. 
 
Uma forma habitual de compará-las e agrupá-las é em termos do seu alcance [55]. 
As usadas em WPANs (ex. UWB, Bluetooth, ZigBee, Wireless USB, Z-Wave, RFID, NFC, 
6LoWPAN) destinam-se à comunicação de curto alcance entre aparelhos, em que cada dispositivo 
emite um sinal (rádio ou infravermelho) com um alcance de até alguns metros [56]. Exemplos incluem, 
um rato sem fios que comunica com um computador pessoal, auscultadores sem fios que comunicam 
com o telemóvel, sensores de batimento cardíaco que comunicam com um relógio de pulso, etc. 
As WSN usam as tecnologias anteriores mas alguns dos dispositivos (nodos) são capazes de 
comunicação de maior alcance, como Wi-Fi e redes celulares. Uma aplicação típica é a monitorização 
de uma área (níveis de humidade dos solos, temperatura, localização de animais) em que alguns dos 
dispositivos conseguem enviar os dados para a Internet ou um computador remoto. 
As WLAN ou redes locais sem fios podem cobrir a área de um quarto até o tamanho de um 
campus universitário. A maior parte são baseadas no IEEE 802.11 (de nome comercial Wi-Fi). 
Finalmente, as WAN são redes de computadores que cobrem regiões mais extensas, como é o 
exemplo da Internet, redes celulares e baseadas em satélites. As redes celulares baseiam-se na 
emissão de ondas rádio por estações base [57]. Originalmente pensadas exclusivamente para 
transmissão de voz (a 1ª geração, 1G), os da 2ª geração já incluíam padrões baseados em pacotes de 
dados e que possibilitaram o acesso à Internet, nomeadamente a extensão GPRS ao GSM. Com a 3G e 
4G foram desenvolvidas tecnologias mais recentes como HSPA+, WIMAX e LTE. O plano de ação 5G da 
União Europeia define as especificações do 5G e é esperado que a comercialização comece em 2020, 
com grandes melhorias em termos de velocidade, latência e segurança na rede [58]. 
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Fig.12 - Tecnologias populares de ligação à Internet, sem fios. A distância aos utilizadores apenas 
reflete o alcance relativo das diferentes tecnologias (não é à escala). Retirado de [59]. 
 
Em geral, a escolha da tecnologia a usar deve incluir uma análise dos fatores que determinam 
a qualidade do serviço, como a frequência de ligação à Internet, o alcance e taxa de transmissão de 
dados máxima, a latência, consumo de energia pelos dispositivos, questões de segurança e 
encriptação dos dados, escalabilidade da topologia da rede e custo de manufatura e manutenção do 
hardware. Outro aspeto que não deve ser ignorado é que o IoT é um tema recente, ainda não 
estandardizado (com vários protocolos e soluções privadas em competição). Por exemplo, a 
introdução do 5G poderá tornar obsoletas algumas soluções e estão a surgir esforços no sentido de 
utilização económica de comunicação por satélites (ex. Iridium Communications Inc. [60]). 
 
Atendendo às características destas tecnologias, podemos definir duas estratégias gerais.  
Podemos optar por uma tecnologia com maior alcance e disponibilidade (até ao quase 
permanente da comunicação por satélite) com o objetivo de possibilitar ligação quase contínua à 
Internet e comunicação constante com o AWS. Estas opções implicam em geral maior custo 
(frequências dedicadas para satélite e LTE, que implicam subscrições de cartões sim) ou consumo de 
energia pelo aparelho e menores taxas de transmissão de dados (GSM). Existem várias soluções 
comerciais nesta direção, como cartões SIM desenhados para IoT. 
A abordagem alternativa é restringir a emissão dos dados para a Internet às situações em que 
redes WiFi estão disponíveis. Esta alternativa beneficia tipicamente de maiores velocidades mas a 
disponibilidade não é tão facilmente garantida. No caso da camisa com sensores ecg, a monitorização 
deverá ocorrer durante várias horas a todo o dia e certamente o WiFi não estará sempre disponível 
(ou o acesso a redes públicas pode ser restrito), e também nada garante que o paciente terá WLAN 
em casa. Por isso, apesar de ambas as opções requererem armazenamento temporário dos dados no 
dispositivo para que não haja perda de dados no caso de perda de ligação, esta alternativa exige 
maior capacidade de armazenamento, que poderá ser difícil de atingir usando apenas a eletrónica 
presente num vestível. Uma solução seria um componente adicional que forneceria essa capacidade 
e seria transportado separadamente, podendo usar-se uma tecnologia de menor alcance para 
comunicar com os sensores no vestível. 
 
Como a distância entre os objetos IoT e os centros de dados dos serviços de computação na 
nuvem podem resultar em tempos de viagem maiores que os desejáveis, surgiu um novo paradigma 
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de rede chamado edge (ou fog) computing, que consiste em usar aparelhos que façam uma ponte 
entre os centros de dados e as “coisas” levando o processamento para mais perto das fontes de dados.  
Em [61], Zao et al. propõem a utilização dos recursos de telemóveis para pré-processar os dados de 
EEG obtidos de uma BCI, para diminuir a latência do serviço e diminuir o tempo de resposta a uma 
emergência. Outra solução deste tipo, com foco em localização, é apresentada em [62]. 
 
 
 
2.7 Análise e Interpretação do ECG 
 
Para além da visualização, a interpretação do ECG não é de todo uma questão trivial e as 
análises automáticas ainda estão longe de ser perfeitas, pelo que há grande oferta de serviços de 
interpretação remota (por especialistas), como o ECG On Demand [63]. 
 
De qualquer forma, é frequente incluir funcionalidades de auxílio ao diagnóstico, como por 
exemplo, um módulo de deteção de arritmias.  
Existem várias ferramentas open-source que podem ser usadas para facilitar o processo de 
desenvolvimento destes componentes, como o ecg-kit [64] (API para Matlab), o NeuroKit [65] ou o 
BioSPPy [66] (ambos para Python). Estão também disponíveis na Internet várias implementações para 
utilizações mais específicas (por exemplo, a implementação Pan Tompkins do detector QRS [67]), 
para além de várias soluções comerciais. 
 
 
 
2.8 Fornecedores de serviços na Nuvem 
 
Neste projeto, está previsto fazer uso dos serviços oferecidos pela AWS. Mas há vários 
competidores comerciais bem conhecidos que oferecem uma variedade de serviços semelhantes, pelo 
que se faz aqui uma breve discussão das suas características e diferenças. 
Exemplos de fornecedores de serviços populares são a Microsoft Cloud Platform (em particular 
o Azure), o Google Cloud Platform, IBM Cloud e Oracle Cloud.  
Outras menos conhecidas incluem a Joyent, a SAS Cloud, a do Hewlett Packard, os serviços do VMware, 
a Alibaba Cloud, etc.  
Todos estes oferecem SaaS, PaaS e IaaS [68]. Isto contrasta com a maioria das empresas que 
oferecem serviços na nuvem, pois comercializam maioritariamente ou exclusivamente SaaS (p.e., 
QuickBooks, Adobe Creative Cloud, Autodesk, Dropbox, Heroku), PaaS (Salesforce, Heroku), IaaS 
(DigitalOcean, Rackspace) ou focam-se num conjunto de serviços em particular, como IoT (p.e., 
Xively, ThingWorx, ThingSpeak, Temboo, thethings.io, Altair SmartWorks, ThingsBoard, thinger.io). 
Enquanto que grande parte das nuvens têm um patamar ou período de teste gratuito, também 
existem algumas com licenças “gratuitas” (p.e. a licença Apache), como o OpenStack, CloudStack, 
Eucalyptos, Mainflux, etc. 
 
Segundo o RightScale 2018 State of the Cloud Report, as empresas de computação em nuvem 
com maior adoção entre 2017 e 2018 foram o AWS e a da Microsoft [69]. Elas são também as com 
maiores rendimentos anuais, mas grande parte dos da Microsoft resultam do Office 365. Para além de 
mais focada nesta área, os serviços da AWS têm uma grande distribuição (espacial) e são muito 
variados em termos de funcionalidades. Apesar de a HIPAA (Health Insurance Portability and 
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Accountability Act) não conferir certificação para um provedor de serviços de nuvem é possível 
compartilhar as responsabilidades se assinado um BAA (Business Associate Addendum). 
 
2.9 Os serviços da AWS 
 
A AWS fornece vários serviços para transmitir os dados de IoT para a cloud, armazená-los e 
analisá-los. O Amazon IAM permite gerir utilizadores e as suas permissões, o Amazon Cognito pode ser 
usado para facilitar a implementação da autenticação do utilizador e o Certificate Manager fornece 
certificados para uso dos serviços. O frontend/aplicações dos clientes podem ser hospedadas na AWS, 
usando o S3, CloudFront  e Route 53. 
 
2.10 Segurança ao nível de uma conta AWS 
 
Para usar os AWS é necessário criar uma conta a que se associa informação sensível como os 
detalhes de um cartão de crédito. A segurança ao nível da conta é gerida através do serviço IAM 
(Identity and Access Management).  
Várias pessoas podem usar simultaneamente a mesma conta, através da criação de usuários 
("users"). Cada usuário tem apenas determinadas permissões na conta, estabelecidas através de 
políticas ("policies"), que definem o método de acesso aos serviços (ex. apenas via consola e/ou 
programaticamente usando um terminal) a que serviços podem aceder e o que podem fazer em cada 
serviço. 
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Capítulo 3 – Discussão do Problema 
3.1 IoT com os AWS 
 
A AWS fornece o serviço AWS IoT Core para ligar dispositivos que geram dados em tempo-
real à nuvem e por sua vez a outros serviços. A arquitetura do serviço é mostrada na Fig.6. Para 
ligar o dispositivo ao IoT Core, é apenas necessário usar um protocolo de mensagens que seja 
suportado pelo Message Broker do IoT Core, em concreto MQTT, HTTPS ou MQTT pelo WebSocket 
70], e os certificados adequados. Para facilitar o processo, estão disponíveis bibliotecas em várias 
linguagens e para várias plataformas (os AWS IoT Device SDKs [71]) e até mesmo um sistema 
operativo otimizado, o Amazon FreeRTOS [72] (que inclui o anterior), que dão implementações dos 
vários protocolos e interfaces simplificadas para as funcionalidades do IoT Core e restantes serviços 
relacionados. 
 
Uma possibilidade adicional é a de realizar processamento localmente, seguindo a ideia da 
computação edge. Isto pode ter interesse no contexto deste projeto para melhorar a resposta a 
emergências. Isto pode ser conseguido através do AWS IoT GreenGrass [73], que permite usar outros 
dispositivos capazes de executar serviços locais (computação, sistema de mensagens, etc.) e que 
comunicam localmente com os dispositivos que executam o AWS IoT Device SDK. 
 
 
Fig.13 - Arquitetura do AWS IoT. Retirado de [74]. 
 
Para enviar os dados, o microcontrolador começa por estabelecer a ligação (de acordo com 
o protocolo escolhido), usando certificados adequados. 
Uma vez que os dados estejam a ser recebidos no AWS IoT, queremos armazenar e processar os 
dados.  
O serviço que permite executar código que processe os dados recebidos e comunique entre 
os restantes serviços da AWS é o AWS Lambda. 
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Trata-se de um serviço de hospedagem de código que permite definir o código (num leque 
de linguagens disponíveis) que será executada em resposta a um dado evento. 
No caso da receção de dados ECG, é de interesse definir uma função (função de callback) 
que é chamada de cada vez que se obtêm dados (ou periodicamente) e os processa e envia para os 
restantes serviços. Em geral, as Lambda têm o papel de fazer a ligação entre os serviços e podem 
elas próprias ser combinadas (orquestradas) entre si e com outros serviços usando as AWS Step 
Functions. 
 
Para chamar uma Lambda a partir do AWS IoT, é necessário definir uma regra usando a 
Rules Engine da AWS IoT. Em vez de chamar uma Lambda, também é possível chamar diretamente 
um conjunto de outros serviços AWS. Por exemplo, podemos definir uma regra que chama 
diretamente o DynamoDB de forma a escrever diretamente para essa base de dados. 
No entanto, uma mensagem dificilmente chega ao AWS IoT já na forma final em que a 
queremos guardar e por isso é necessário usar o serviço Lambda para realizar algum pré-
processamento e depois guardar os dados ECG de uma forma adequada. 
Por outro lado, uma das limitações do serviço Lambda é que ele não guarda o estado (é 
stateless), ou seja, não temos acesso aos dados que recebemos nas mensagens previamente 
recebidas no AWS IoT. Por essa razão, por exemplo, se pretendermos processar os dados de forma a 
encontrar o pico R da onda, temos de receber na função (ou seja, em cada mensagem enviada pelo 
dispositivo) valores suficientes para definir a onda. Este requisito pode nãos er cumprido, ou 
podemos querer analisar uma maior quantidade de dados por chamada de Lambda e por isso é 
recomendado o uso de um serviço de mensagens para gerir as mensagens recebidas no AWS IoT. 
 
Os dois serviços possíveis para esta finalidade são o Simple Queue Service (SQS) e o Kinesis. 
No entanto o último foi especificamente desenhado para análise de dados de streaming, pelo que é 
a opção mais adequada. 
Com os serviços da AWS Kinesis, passamos a ingerir os dados em “porções” (shards), numa 
dada stream. Uma shard pode ingerir até 1MB de dados e podemos definir o número de shards que 
desejarmos para a stream, sendo que eles ficam disponíveis por uma duração também opcional (24h 
por defeito, custos adicionais para aumentos). O Kinesis é um conjunto de serviços, e há dois 
serviços em particular que são de interesse, nomeadamente o Kinesis Data Streams e o Kinesis 
Firehose.  
O Firehose fornece mais automatização (por exemplo, escala-se automaticamente às 
necessidades) mas apenas permite redirecionar os dados (usando delivery streams) para a Amazon 
S3, Amazon Redshift, Amazon Elasticsearch Service ou Splunk. Se for de interesse usar outra base de 
dados, como a DynamoDB, é necessário recorrer ao outro serviço, o Kinesis Streams. 
Note-se que é possível evitar o uso do AWS IoT por completo usando a Amazon Kinesis Client Library 
para ligar diretamente o dispositivo ao Kinesis, mas em geral isso é uma má prática [75]. 
 
 
3.2 Armazenamento do ECG no AWS 
 
A AWS oferece serviços de armazenamento de ficheiros e de bases de dados. 
Os serviços de armazenamento de ficheiros funcionam como servidores de ficheiros, permitindo 
armazenar ficheiros em pastas. Eles incluem o S3, EBS (Elastic Block Store) e EFS (Elastic File 
System). O principal problema deste tipo de armazenamento aplicado ao nosso problema é que cada 
evento resultaria num ficheiro, o que levaria a uma quantidade enorme de ficheiros se por cada 
mensagem do dispositivo criássemos um ficheiro. Cada serviço tem características distintas.  
Por exemplo, o S3 permite fazer armazenamento de objectos (object storage), enquanto 
que o EBS armazena blocos (block storage). Isto significa que com o S3, embora fosse possível 
adicionar dados ao final de um ficheiro já existente (“append”), devido ao ser desenhado ao nível 
do objeto, essa operação requer ler todo o ficheiro para a memória e reescrevê-lo. Este conjunto de 
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operações são pagas, tornando este processo inviável. No EBS, que pode ser pensado como um disco 
rígido para EC2, podem ser escritas apenas porções (blocos) do ficheiro. No entanto, tal como um 
disco rígido físico, tem uma capacidade bem definida e muito limitada comparativamente com o S3 
e, apesar de independente, foi pensado para ser acedido através de um EC2. 
 
Mas em vez de sistemas de ficheiros, os dados podem ser guardados em bases de dados. As 
bases de dados facilitam a pesquisa e análise dos dados guardados e implementação de mecanismos 
de segurança. Se já está previamente disponível uma base de dados, é possível migrá-la (transferir o 
esquema e dados para uma nova) usando o serviço AWS Database Migration Service. 
As bases de dados podem ser de diferentes tipos. Bases de dados relacionais armazenam 
dados de acordo com um esquema predefinido e respeitando os relacionamentos entre as tabelas e 
as restrições de integridade referencial. Devido a este formato rígido, permitem o uso de SQL para a 
sua utilização. Os dados numa base de dados relacional dizem-se estruturados pois residem em 
campos fixos. Para este fim, o AWS tem o RDS e Redshift. São ambos serviços que fornecem 
capacidades de bases de dados relacionais tradicionais mas o Redshift é direcionado a uma 
quantidade maior de dados. A utilização deste tipo de bases de dados não é o ideal para este tipo 
de problema devido ao elevado número possível de dispositivos e frequência de atualização dos 
dados (número de transações por segundo) e a eventual heterogeneidade dos dados gerados por 
eles. 
Os outros tipos de bases de dados são NoSQL, não se baseando (mas podendo suportar) 
linguagens do tipo SQL para as suas consultas. Ou seja, é possível guardar nestas bases de dados não 
estruturados (dados num formato difícil de analisar pelo computador, como imagens, vídeos, 
apresentações no PowerPoint, documentos PDF) ou semi-estruturados (ficheiros em formatos como 
o XML ou JSON, em que não há campos fixos). 
As bases de dados Chave-Valor armazenam pares de chave-valor (não têm Schema) e 
mantém bom desempenho mesmo ao trabalhar com grandes volumes grandes de dados. A AWS 
oferece o DynamoDB e o SimpleDB. Tal como o nome indica, a SimpleDB é uma versão simplificada 
da DynamoDB, pensada para uma quantidade fixa de dados e menor frequência de operações. 
 
 As “bases de dados de séries temporais”, um termo genérico para designar bases de dados 
com suporte para gerir dados temporais (dados que representam um estado no tempo), são solução 
mais direcionada para IoT. O AWS tem uma solução deste tipo, anunciada em 2018, o Amazon 
Timestream. As bases de dados orientadas a grafos (por exemplo, Amazon Neptune) não se 
justificam neste caso pois não estão previstos relacionamentos complexos entre os dados. Outros 
tipos de bases de dados como ledger ou na memória (Amazon ElastiCache) não são relevantes ou 
podem ser substituídas de forma eficaz por uma das opções anteriores. 
 
Uma comparação simplificada das alternativas de bases de dados mais populares é 
apresentada na Fig.14. 
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Fig.14 – Comparação entre os serviços de base de dados mais populares no AWS. Retirado de [76]. 
 
Entre as opções disponíveis de serviços de armazenamento de ficheiros, o S3 é a que melhor 
se adequa a dados IoT. Este serviço, para além da categoria de armazenamento Standard, tem 
outras categorias, com preços mais baixos para categorias com menor frequência de acesso e menor 
garantia de preservação dos dados (ou seja, direcionadas para backup e arquivo de longo-termo), 
por exemplo a categoria GLACIER. 
Os objetos no S3 têm um “ciclo de vida”, que pode ser configurado através de ações de transição 
(que definem quando os objetos fazem a transição para outra classe de armazenamento) e de 
expiração (quando os objetos são excluídos). Por exemplo, é possível fazer a transição de objetos 
para a classe GLACIER após algum intervalo de tempo. 
 
Concluindo, as duas abordagens que parecem preferenciais para o armazenamento do ECG 
são o S3 ou o DynamoDB. A restante arquitectura do sistema depende deste serviço que for 
selecionado para o armazenamento do ECG. As duas possibilidades são discutidas nas secções 
seguintes. 
 
 
3.3 Armazenamento do ECG usando o serviço S3 
 
Para fazer o armazenamento num bucket em S3, a forma mais direta é criar um regra no IoT 
para enviar a mensagem para o Amazon Kinesis Firehose, apontando para uma delivery stream no 
Firehose. O caminho para o qual enviamos os ficheiros (e que consequentemente define as partições 
no Athena) tem o formato YYYY/MM/DD/HH, que é a predefinição do Firehose (ou seja, a estrutura 
de ficheiros é estática, com base no UTC).  
 
Poderia escolher-se um formato de caminho diferente, definido pelo identificador do 
médico, do paciente ou dispositivo emissor, por exemplo, da forma <uuid-
médico>/YYYY/MM/DD/HH. Desta forma, essa partição poderia ser usada para limitar o número de 
ficheiros consultados pelo Athena. Para implementar esta solução, é necessário definir o caminho 
de entrega dinamicamente, dependendo o dispositivo que está a emitir. Isto é possível mas teria 
que se usar o Kinesis Stream em vez do Firehose diretamente, pelo que esse processo começa por 
 21 
 
criar uma regra do IoT para enviar a mensagem para uma Kinesis Stream. Apesar de com este último 
método termos o trabalho adicional de gerir as shards (que têm uma capacidade limitada e portanto 
teria de se ter em atenção o nível de uso do serviço e aumentar ou diminuir o número de shards 
conforme necessário), seria possível desenvolver uma aplicação de consumidor para essa stream, 
usando a biblioteca Kinesis Client Library (KCL), de forma a processar e o guardar os dados no S3 
com um destino customizado, conforme o valor do serial number incluído na mensagem que o 
dispositivo envia [77]. 
 
No entanto, podemos conseguir um resultados análogos se após entregues os ficheiros (pelo 
Firehose), os ordenarmos de forma a que o caminho adote um formato desejado (ex. 
YYYY/MM/DD/HH/<uuid-médico>). Podemos conseguir isto de várias maneiras, por exemplo, através 
de um trabalho do serviço Amazon EMR, ou correndo periodicamente consultas no Athena, em que a 
consulta agruparia os registos por número de série e uma Lambda receberia este resultado da 
consulta e criaria as pastas e ficheiros corretos no S3. O método proposto, por parecer o mais 
simples, é chamar uma Lambda quando um ficheiro é entregue no S3, que o lê e o divide em sub-
ficheiros com base no uuid do médico. Um médico não terá uma quantidade muito grande de 
pacientes pelo que este método permitirá reduzir significativamente a quantidade de dados 
analisada pelo Athena. Em vez do uuid do médico, usar o do paciente ou do dispositivo é também 
uma opção. 
 
Se na delivery stream do Firehose não se definirem ações adicionais, os dados vão ser 
guardados tal e qual foram recebidos. Mas neste formato os dados não são inteligíveis para 
utilização posterior. É necessário transformar os registos usando uma função Lambda ativando a 
funcionalidade “Source record transformation” no Firehose. A função receberá um evento produzido 
pelo Firehose, conforme mostra a Fig. 15, e processará os dados contidos no evento. 
 
 
Fig. 15 - Evento proveniente do Firehose, que a função Lambda que irá fazer a transformação dos 
registos recebe. O evento inclui uma array “records” cujas entradas incluem as mensagens que são 
publicadas no IoT, embora codificadas pelo Firehose. O retorno da função tem de satisfazer um 
formato pré definido (uma API), de forma a que possa ser utilizado como substituto válido da array 
“records” original. 
 
Segundo esta configuração, os dados estarão agora armazenados em ficheiros, cada 
contendo uma array com a mensagem MQTT agora já processada. Por exemplo, 
[{"sn": 1, "counter": 45, "timestamp": "2019-03-25 17:21:07.0000", "lead1": 0.00089235, "lead2": 
0.00077834, "lead3": 0.00087375, "lead4": 0.00051155}, … ] 
O próximo passo é usar o Athena para fazer as consultas, sendo necessário definir a 
estrutura de uma tabela que estabelece a correspondência com a estrutura de dados do S3. Isso 
pode ser feito manualmente mas há medida que são criadas novas partições (ex. um novo valor de 
hora, de dia, etc.) é necessário atualizar essa definição de tabela. 
A atualização da definição dessa tabela de correspondência no Athena pode ser feito através de 
uma Lambda com permissões para atualizar esse esquema ou através de um crawler da AWS Glue, 
sendo esta última a opção escolhida. 
 
Por defeito, o Firehose particiona os dados segundo o formato YYYY/MM/DD/HH (ano, mês, 
dia e hora) de consumo pelo serviço. Estes valores são diferentes do tempo real em que o 
dispositivo emite a mensagem e esse desfasamento temporal implica que o dispositivo tem de 
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incluir na mensagem o momento no tempo em que a envia. O dispositivo deve também ser capaz de 
armazenar temporariamente em memória os registos caso não haja ligação, de forma a enviá-los 
quando a ligação for retomada. 
 
A outra otimização fulcral no armazenamento dos dados é o formato em que os dados são 
guardados. Podemos convertê-los diretamente usando uma funcionalidade do Firehose, ou 
chamando uma Lambda.  
 Em geral, guardar os dados num formato de dados colunar é muito mais eficientes do que 
simplesmente usar um método de compressão de texto (ex. GZIP) quando os dados a converter têm 
uma estrutura em tabela. Por exemplo, o formato colunar Apache Parquet, apesar de usar 
algoritmos de compressão (geralmente, o SNAPPY) que têm um rácio de compressão de dados 
inferior ao GZIP, pode ser afinado para um dado conjunto de dados e dessa forma conseguir rácios 
de compressão até superior a 90%, para além de o tempo de leitura do ficheiro ser menor. Outro 
formato colunar alternativo ao Parquet é o Apache ORC. A performance deste formatos depende da 
query engine que é usada para as consultas, mas em geral o Parquet é mais adequado do que o ORC 
se os dados forem aninhados (“nested”). 
 
 
3.4 Armazenamento do ECG usando o serviço DynamoDB 
 
Para armazenar os dados no DynamoDB não é possível utilizar o Firehose dado que para já 
ele não disponibiliza essa opção de ligação. A opção mais direta é criar um regra no IoT para fazer 
adicionar á base dados cada mensagem recebida. No entanto, é necessário processar essa 
mensagem porque ela está codificada. Isso pode ser feito com um trigger do DynamoDB que chame 
uma Lambda e processe os dados e os guarde nas tabelas adequadas (na tabela dos dados ecg do 
paciente a quem pertence o dispositivo, identificado pelo número de série na mensagem). Isto 
requer usar uma tabela propositadamente para guardar esses dados em bruto, que teria uma 
elevada frequência de atualizações (de cada vez que se recebessem dados, todos seriam 
depositados nessa tabela, que de ser consultada e posteriormente apagar os registos consultados). 
No entanto, o DynamoDB tem uma frequência limite de operações que podem ser executadas numa 
tabela, pelo que este método não é “escalável” indefinidamente. 
 Uma solução para esse problema é alterar a regra no IoT para chamar uma Lambda, que 
descodificaria a mensagem e a redirecionaria para a tabela adequada. No entanto, isto implica 
custos elevados para a utilização do serviço Lambda, já que seriam constantemente chamadas 
funções. 
Desta forma, é natural recorrer novamente ao Kinesis como buffer das mensagens. A 
arquitectura proposta para armazenamento no DynamoDB, baseia-se em utilizar uma Kinesis Stream 
e a biblioteca KCL para aceder aos registos e guardá-los na base de dados. 
 
 
3.5 Armazenamento de metadados no AWS 
 
Independentemente da forma como se guardam os dados de ECG, é também necessário 
guardar outro tipo de informações, como por exemplo, as referentes a cada paciente e médico, 
metadados acerca do dispositivo, dados agregados ou resultantes do processamento do ecg, etc. 
Estes dados são habitualmente armazenados em bases de dados relacionais. Em geral, 
também é possível modelar estes dados numa base de dados NoSQL, embora exija uma abordagem 
de design diferente [78]. Desta forma, para guardar este tipo de dados pode-se recorrer ao a 
qualquer das bases de dados do RDS ou ao DynamoDB. 
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3.6 Consulta do ECG armazenado no S3 
 
Atualmente, segundo as definições de preço dos serviços oferecidos, o S3 é uma solução de 
armazenamento mais económica do que os serviços de bases de dados mas a questão que surge 
naturalmente é, uma vez armazenados, como consultar esses dados. Não é obter os ficheiros 
individualmente e fazer a leitura individual pois existe um outro serviço, o Amazon Athena, que tem 
a capacidade de fazer a consulta desses ficheiros. 
O Athena trabalha diretamente com os dados no S3, sendo compatível com vários formatos 
(JSON, CSV ou outro delimitador customizado, ficheiros log, Apache Parquet e Apache ORC). Para 
correr as consultas (queries), expressas em ANSI SQL, usa uma SQL engine distribuída (Presto). A 
definição de preço é baseada na quantidade de dados verificados por cada consulta, em concreto “5 
USD por TB de dados verificados”. Para além disso, inclui um visualizador de consultas interativo, o 
que facilita a otimização dos queries dado que podemos visualizar quanto tempo demorou a sua 
execução e a quantidade de dados analisada, conforme mostra a Fig.16, e a partir daí o preço da 
consulta. 
 
 
Fig.16 – Execução de uma consulta em Athena. Para além do resultado, podemos ver o tempo de 
corrida e a quantidade de dados analisada durante a corrida. 
 
Também visível na Fig.16, no Athena pode conter várias bases de dados, cada uma delas 
contendo uma ou mais tabelas. Uma tabela aponta para um bucket em S3, incluindo todos os 
objetos dentro dele. A consulta pode ser definida por escrito no editor ou com ajuda de uma GUI 
(wizard). É possível usar crawlers do AWS Glue, que percorrem os dados e inspecionam partes deles 
para determinar o esquema (populam o Glue Data Catalog), permitindo assim criar a atualizar as 
tabelas de forma automática. Também podemos criar visualizações e dashboards, importando os 
dados do Athena para o Amazon QuickSight. 
 
É possível otimizar as consultas feitas no Athena em termos de custo e performance de 
várias maneiras. Antes de mais, deve-se usar o Athena na mesma região em que os buckets a serem 
consultados se encontram. 
Ao nível da definição de consultas, pode-se usar a sintaxe LIMIT [ count ] sempre que seja 
possível, para que a execução da consulta pare quando se atinge um número de linhas no conjunto 
de resultados igual a count. Podem-se também derivar vistas (criar agregados) para as consultas 
frequentes. 
Ao nível da estrutura de dados, a otimização é possível ao nível do método de compressão, 
codificação e particionamento dos dados. Diferentes métodos de compressão e codificação resultam 
em formatos de ficheiro diferentes, como o GZIP, o Apache Parquet ou o Apache ORC. Em geral, a 
melhor opção para transformar os dados originais (raw) é um formato colunar, como o Parquet e o 
ORC. 
Devemos também particionar os dados de acordo com o padrão de acesso e usar essas 
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partições na formulação da consulta. Particionar consiste em dividir os dados em partes (partições), 
cada uma com uma chave. São frequentes esquemas de particionamento com base no tempo (por 
exemplo, por ano, mês, data e hora) e/ou ID do cliente. Pode-se criar partições de forma 
automática através de crawlers ou de triggers. 
O Firehose permite escolher o formato de armazenamento dos ficheiros no S3 (pelo que não 
é obrigatório recorrer a um trabalho ETL - extract, transform, and load - do AWS Glue para 
converter para um determinado formato de ficheiro), assim como o caminho. Por exemplo, pode-se 
definir um caminho com a sintaxe <prefixo opcional>+”YYYY/MM/DD/HH“. O Athena também 
consegue usar as funcionalidades S3 Select e Glacier Select para obter um subconjunto dos dados 
dentro de um objeto. 
 
 
3.7 Consulta do ECG armazenado no DynamoDB 
 
Se os dados ECG estiverem armazenados em coleções no DynamoDB, a consulta desses dados 
é feita da forma habitual, através de um query à base de dados, não sendo necessário o uso de 
serviços adicionais. 
 
 
3.8 Otimização das funções Lambda 
 
Dois casos de uso destas funções neste projeto são uma função desencadeada pelo Firehose 
(que é usada para fazer transformações antes de enviar os dados para outros componentes, 
nomeadamente os buckets do S3) e uma função desencadeada por um evento S3 (que neste caso é 
executada de cada vez que um ficheiro é criado). É necessário configurar as funções corretamente 
de forma a otimizar a performance e minimizar o custo. 
 
No caso do serviço Lambda, podemos avaliar o uso (e daí o custo) de uma forma mais direta 
simplesmente dando-lhe acesso ao serviço CloudWatch. Neste caso, a execução da função emitirá 
uma stream cujos registos incluem informação sobre a chamada e execução da função. A emissão 
destes registo tem no entanto um custo associado, pelo que em produção deverá ser desativada. 
 
A função é paga quando é executada. O custo depende dos seguintes fatores: 
- o número de execuções 
Por cada execução, $2E-7. É necessário ter atenção aos fatores que afetam a frequência 
com que a função é desencadeada. No caso da desencadeada pela Kinesis, é útil ajustar o batch 
size. Um maior valor resultará na função ser executada com menos frequência. No caso da 
desencadeada por evento S3, se o conteúdo do ficheiro é grande, o tempo de execução da função 
será maior e consumirá uma maior quantidade de memória mas será executada menos 
frequentemente. Para um grande número de execuções, este fator é o que tem maior peso. 
- a duração de cada execução 
Quanto mais demorada, maior o custo. É cobrada em incrementos de 100ms até um timeout 
máximo de 5min. Isto incentiva à criação de código eficiente, que execute tão depressa quanto 
possível. 
- a memória alocada à função 
Quando se cria a função, aloca-se uma quantidade de memória (em incrementos de 64 MB) 
que vai de 128MB até 3GB. A quantia cobrada é baseada na quantidade de memória alocada pelo 
que usar menos memória do que a que tiver alocado é uma situação a evitar. No entanto, a função 
tem de ter memória suficiente, caso contrário a execução falha. 
Por exemplo, vejamos o seguinte registo do CloudWatch 
Duration: 702.16 ms Billed Duration: 800 ms Memory Size: 512 MB Max Memory Used: 15 MB 
A função está a utilizar apenas 15MB para a sua execução mas foram-lhe alocados 512MB. 
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Uma maior memória alocada resulta numa maior potência de CPU (e consequentemente, 
num menor tempo de execução), pelo que a influência deste fator é preferencialmente 
determinada experimentalmente, mas para uma grande discrepância, é previsível que se esteja a 
incorrer em custos desnecessários. 
- a transferência de dados 
O preço de transferência de dados é igual às taxas aplicada para os serviço EC2. Não há 
nenhuma métrica enviada para o CloudWatch que diga quanto dados são transferidos para/da 
função mas é possível avaliar o custo deste fator através de um relatório da AWS Cost and Usage. 
Mas não há muito que se possa fazer relativamente à transferência de dados, para além de evitar ao 
máximo que esta se realize entre diferentes regiões ou zonas (AZs). 
 
 
3.9 Abordagem “Serverless” vs Tradicional 
 
O termo “serverless” refere-se a uma abordagem de desenhar sistemas informáticos em que 
se procura minimizar a gestão de infraestrutura relacionada com o sistema informático através do 
uso de serviços na nuvem cuja infraestrutura é maioritariamente gerida pelo fornecedor dos 
serviços. Assim sendo, ela pode ser utilizada de várias formas diferentes. 
 
Por exemplo, a hospedagem da aplicação desenvolvida pode seguir (ou não) uma abordagem 
serverless. 
O modelo tradicional de hospedagem de uma aplicação web é permanente, ou seja, após 
escolhido o fornecedor de servidores e entregue a aplicação, ela correrá num ou em múltiplos 
servidores com localizações físicas fixas. Estes servidores são criados e geridos pela empresa que 
desenvolveu a aplicação. 
A aplicação web é executada nesses servidores e por isso eles têm que estar online mesmo 
que não sejam necessários (não haja pedidos que os atinjam) e o seu número e tráfego tem de ser 
regulado corretamente para que não haja sobre ou sub provisionamento. Para além disso, é 
necessário escolher as características dessas máquinas (quantidade de memória e capacidade de 
processamento) e manter o ambiente de execução saudável e atualizado (sistema operativo e 
software). 
Na prática no AWS esta abordagem corresponde a criar uma (ou um conjunto de) instância 
no serviço EC2, cada uma correspondendo a um computador onde desejamos que a nossa aplicação 
seja executada. É necessário instalar o software que a aplicação exige para ser executada, entregar 
a aplicação e tornar a máquina acessível pela Internet. Se forem vários os servidores, a sua 
configuração e gestão é uma questão não trivial pelo que em empresas de grande dimensão, 
costuma ser deixada ao encargo de pessoal especializado nessa área (administradores de sistemas 
ou “devops”). 
 
Em contraste, na abordagem serverless usa-se um serviço gerido pelo fornecedor de 
serviços, que faz esse trabalho de criação e gestão de infraestrutura por nós. Geralmente a 
aplicação escala “automaticamente” às necessidades de tráfego. Dada a maior simplicidade, este 
modelo representa frequentemente vantagens em termos de custo, adaptabilidade e produtividade 
[79]. 
 
Para além da hospedagem em si, é possível usar outros serviços AWS de uma forma 
serverless. Por exemplo, se a nossa aplicação precisa de uma base de dados, poderíamos instalar 
numa EC2 com a capacidade de armazenamento e processamento adequados uma base de dados e a 
aplicação faria uso dessa base de dados. Isso corresponderia à abordagem tradicional. 
No entanto podemos usar uma abordagem serverless também para a utilização de bases de 
dados, em que em vez de uma base de dados criada e gerida por nós, usamos um serviço de bases 
de dados do fornecedor de serviços. No entanto esta abordagem pode exigir um design diferente ou 
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reestruturação da aplicação pois é necessário comunicar com esse serviço pois parte do “backend” ( 
lógica do negócio e possivelmente bases de dados e APIs que gerem o acesso a aos restantes 
recursos do backend) está agora separado do sistema. Ou seja, a aplicação não pode ser uma 
aplicação monolítica, deverá ser dividida em num conjunto de serviços. 
 
Esta abordagem pode estender-se a qualquer parte da aplicação. No AWS a lógica de 
negócio pode implementada através de funções no serviço Lambda e API Gateway, o 
armazenamento pode ser feito com recurso a algum serviço (ex. S3, DynamoDB, RDS), e a 
hospedagem da própria aplicação também pode ser feita sem lidar com servidores diretamente. 
 
 
3.10 Criação de APIs no AWS 
 
Uma API é uma interface de um sistema informático, que após construída é usada para 
interagir com outras aplicações, através de mensagens. Uma web API recebe pedidos e envia de 
volta respostas que seguem os protocolos da Internet. Um protocolo (de comunicação) define regras 
e convenções para que entidades do sistema consigam comunicar entre si (através da variação de 
uma quantidade física). Os usados na Internet incluem o IP, TCP, HTTP, SMTP, e muitos outros. 
 
O protocolo SOAP é um protocolo de mensagens para trocar informação em serviços web, 
podendo trabalhar com a maioria dos protocolos possíveis da camada de aplicação, que é a camadas 
que interage com as outras aplicações (por exemplo, HTTP, SMTP, TCP, UDP). Uma mensagem SOAP 
segue exclusivamente o formato XML, pelo que os dados transferidos (payload) têm de estar nesse 
formato. A AWS originalmente foi lançada com suporte deste tipo para interação com os seus 
serviços, mas tem vindo a diminuir o suporte (foi deprecado para a maior parte deles). 
 
A arquitetura REST define um conjunto de restrições que devem ser cumpridas ao construir 
um serviço web. Se estas forem seguidas, o serviço considera-se RESTful. Apesar de se poderem usar 
outros protocolos (como WebSocket), a maior parte são baseados no protocolo HTTP para a camada 
de aplicação, esquematizado na Fig.17. O formato de mensagem não está restrito ao XML, podendo 
ser texto, HTML, JSON, YAML e outros, sendo que o mais usado é o JSON. A ideia fundamental é de 
que todos os recursos são acessíveis através de URLs e podemos realizar as operações CRUD usando 
os métodos HTTP (POST para criar um recurso, GET para ler, PUT e DELETE para atualizar e apagar). 
 
 
Fig.17 – Componentes de uma RESTful API. Retirado de [80]. 
 
Outra forma de enviar dados via HTTP é o GraphQL, uma linguagem de query para APIs 
desenvolvida pelo Facebook e lançado publicamente em 2015. No GraphQL, escrevemos uma 
operação (neste momento apelidadas consulta, mutação - escrita, e subscrição - leitura contínua) 
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que é emitida para o backend da aplicação e é interpretada contra o esquema GraphQL, que 
descreve a estrutura dos dados disponíveis e resolve o pedido com os dados. Isto contrasta com o 
método de obtenção de dados usado no REST, em que acedemos a diferentes endpoints de acordo 
com os dados que queremos obter. Esta diferença é ilustrada nas imagens da Fig.18. As duas 
vantagens principais são que torna mais fácil evitar o problema de overfetching/underfetching que 
pode ocorrer devido à dificuldade de construção de uma API RESTful eficiente e, uma vez definido o 
esquema GraphQL, as equipas de frontend e backend podem trabalhar independentemente. 
 
 
Fig.18 – As mensagens no modelo REST (em cima) e GraphQL (abaixo). Retirado de [81]. 
 
Por outras palavras, enquanto que no REST as aplicações de cliente (mobile ou web 
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browser) acedem diretamente ao backend através de vários endpoints, com o GraphQL passam a 
aceder a um serviço intermédio (Backend-For-Frontend) que é composto por várias “API Gateways” 
que são específicas para o cliente em questão. 
Outras abordagens alternativas usam RPCs (como a framework gRPC e alguns serviços da 
AWS que ainda têm essa opção) ou outros mecanismos que procuram colmatar as dificuldades do 
REST (p.e. a Falcor [82]). 
 
No modelo tradicional de computação na nuvem, cria-se uma API, um código que é 
executado no servidor e que responde aos pedidos (web) que recebe dos clientes e serve de 
intermediária entre o frontend e o backend. 
 
Na abordagem serverless, em vez de criarmos esse código de raiz, usamos um serviço (a 
Amazon API Gateway) que permite criar APIs HTTP-REST e WebSocket de uma forma mais direta. 
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Capítulo 4 – Implementação 
4.1 A arquitetura do sistema 
 
Os dados são enviados para a nuvem através do módulo AWS IoT. A mensagem a enviar a 
partir de um dos dispositivos está representada em base64 e é composta por um cabeçalho com 
metadados e o bloco com os valores de cada derivação (o payload). 
O cabeçalho tem de incluir um timestamp em que os dados foram gerados no dispositivo e o 
número de série, de forma a identificar o dispositivo. Outros valores incluídos foram um contador e 
a frequência de amostragem dos dados. No payload, seguem sequencialmente os conjuntos de 
valores das derivações, que correspondem às leituras durante o período de tempo que o aparelho 
recolhe dados antes de enviar a mensagem. 
A estrutura da mensagem é então a seguinte: 
Header |timestamp | counter | serial number | frequency | lead 1 | lead 2 | lead 3 | lead4 | lead 
1 | … 
O timestamp idealmente deve adequar-se á frequência da mensagem emitida. Por exemplo, 
se é emitida mais do que uma mensagem por segundo, o timestamp deverá incluir os milissegundos 
de forma a permitir distinguir facilmente os registos. Caso não seja possível incluir a totalidade do 
timestamp (por limitações de memória e velocidade de processamento do dispositivo), em princípio 
ainda será possível reconstruir essa informação posteriormente a partir da frequência e de um valor 
de contador que ordene os registos recebidos. 
 
Uma mensagem é publicada num tópico do cliente MQTT e depois necessário processá-la e 
armazenar os dados nela contidos. 
No seguimento da discussão no capítulo anterior, existem duas opções principais de arquitectura - 
uma em que os dados são armazenados no S3 e outra em que são armazenados no DynamoDB, que 
estão representadas nas Fig. 19 e 20, respetivamente. 
 
Neste momento está em desenvolvimento a da Fig. 19. No entanto, com algumas alterações 
simples pode-se alternar entre uma e outra, e o front-end é completamente independente desta 
estrutura. 
 
 30 
 
Fig. 19 - Arquitetura de armazenamento no S3, com foco na diminuição de custos a longo prazo e 
maior escalabilidade. 
 
 
Fig. 20 - Arquitetura de armazenamento no DynamoDB, com foco na resposta a emergência. 
 
Ambas as arquitecturas seguem uma abordagem serverless. Em contraste a essas opções, 
poderia usar-se uma arquitectura “tradicional”, em que parte (ou todo) o trabalho é realizado no 
serviço EC2. A Fig. 21 ilustra o sistema mais “simples” deste tipo para efeitos de comparação. 
 
Fig. 21 - Arquitectura em que se gerem um conjunto de instâncias no EC2, que subscrevem a um 
tópico de IoT Core de forma a obterem os dados que chegam ao AWS. Os clientes interagem com 
uma aplicação que corre na EC2. 
 
 
4.2 Estimativas de preço 
 
Um dos problemas que surgem ao tentar estimar o preço de serviços é que o custo em si não 
é o parâmetro ideal, visto que o nível grátis tem de ser ultrapassado, de outra forma mascara os 
resultados. Como os preços estão definidos e atualizados na página de “pricing” de cada serviço, 
uma forma mais clara é obter medidas de uso dos serviços. Estas opções correspondem a vários 
serviços, agrupados no serviço “Billing and Cost Management”, que para além de monitorização é o 
usado para pagar a utilização da conta. 
Na consola web, inclui uma dashboard com gráficos que resumem o consumo mensal atual e 
previsto até à data de pagamento. Para visualizar os gastos até ao momento, o Cost Explorer (e os 
relatórios que podem ser criados por ele) incluem o custo em detalhe de cada serviço, pelo que é a 
forma mais simples de ver que recursos e ações foram usados. No entanto, eles são atualizados 
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apenas uma vez por dia (os relatórios são enviados para um bucket S3 mas apenas uma vez por dia).  
Os relatórios podem ser visualizados através de gráficos usando o serviço QuickSight. Para 
isso cria-se um ficheiro manifesto em que se diz em que bucket do S3 estão os ficheiros (relatórios 
que o AWS Cost and Usage enviou para o S3). Note-se que apenas a visualização dos custos na 
consola Web é gratuita. Os restantes métodos incorrem em custos adicionais. 
O Cost Explorer em si inclui APIs (Price List Service API e AWS Price List API) contra as quais 
se podem executar queries (escritos em JSON ou HTML, respetivamente) e pode ser integre com o 
AWS CloudTrail para registar cada ação de um utilizador ou serviço em detalhe. 
 
Estas ferramentas sejam essenciais, por exemplo, para validar a previsão de quanto se vai 
pagar por um serviço ou para detetar alguma anomalia ou situação inesperada no sistema. No 
entanto, em geral é possível fazer um palpite informado sobre o preço se soubermos que operações 
os serviços vai realizar. Por exemplo, podemos fazer uma comparação das duas arquiteturas de 
armazenamento discutidas na secção acima baseado essencialmente na definição de preço dos 
serviços. 
O preço depende da região, por isso fixamos uma região (UE Londres). Note-se que neste 
caso todos os serviços de interesse estão disponíveis nesta região, mas podia não ser o caso. E para 
além disso, esta região não é a que apresenta melhores preços e a seleção da região onde o 
conjunto dos serviços corre (em geral, é desejável que corram todos na mesma região para evitar 
custos de transferência de dados entre regiões), é um fator a ter em consideração. 
Consideremos apenas um dispositivo, que emite uma mensagem com tamanho constante de 
2KB a uma frequência de 3 mensagens/s. Esta configuração corresponde então a um input de 6KB/s 
para o serviço IoT que será consumido por um serviço da Kinesis, durante 24h, para um total de 
518400 KB. Finalmente, consideremos que o Kinesis faz buffering dos dados durante 5min e que no 
final do dia é consultada a totalidade dos dados.  
 No DynamoDB, os dados seriam texto não comprimido. É necessário usar o serviço Kinesis 
Data Streams, com o qual pagamos pelo tempo de uso por shard e por Unidade de Carga PUT. Uma 
shard/h custa ~0,018 USD (=0.4 USD/dia) e uma Unidade de Carga PUT, contada em partes de 25 
KB, custa ~0,018 USD/milhão de unidades (~=0 USD/dia).  A cada 5min os dados são consumidos e 
são gravados no DynamoDB. A solicitação de gravação é dividida em partes de 1KB, com um custo de 
~1,5 USD/milhão (~=0.78 USD/dia). O preço do armazenamento físico dos dados é ~=0,3 
USD/GB/mês (~=0,002 USD/dia) e a leitura, em unidades de 4KB, custa 0,3 USD/milhão (~=0.04 
USD/dia). O total seria 1.22 USD. 
No S3, os dados seriam guardados num formato comprimido. Usando diretamente o 
Firehose, o custo é 0,035 USD/GB consumido (~=0.001 USD/dia) e 0,021/GB pela conversão de 
formato (~=0.001 USD/dia). É expectável um mínimo de 50% de compressão. As solicitações PUT no 
S3 são cobradas por unidade e não por volume de dados, custando 0,0053 USD/mil (288 
solicitações/dia custam ~=0.002 USD/dia) e o armazenamento custa 0,024 USD/GB (~=0.002 
USD/dia). Finalmente, o query com o serviço Athena faz solicitações GET ao S3 (0,00042/mil 
solicitações) e custa 5,00 USD/TB consultado (~=0.05 USD/dia). O custo seria 0.05 USD. 
Em geral, a vantagem expectável do S3 sobre o DynamoDB estaria no menor preço de 
armazenamento e consulta. 
 
 
4.3 APIs no serviço API Gateway 
 
A API Gateway funciona como um intermediário entre o cliente e os restantes serviços da 
AWS, que formam a resposta do sistema. Foi escolhida uma implementação exclusivamente REST, 
pelo que o cliente emite um pedido HTTP a um conjunto de URLs disponibilizados pela API. 
A API tem um URL base que permite aceder aos recursos nela definidos. O protocolo usado é o 
HTTPS. Um exemplo de URL é https://3xe6jpziu2.execute-api.eu-central-1.amazonaws.com/dev. 
 Definem-se recursos e métodos HTTP a eles associados, como mostra a Fig. 22 . O URL de 
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cada recurso tem como base (como habitual) o URL da API. 
 
 
Fig. 22 - Exemplo de recursos criados na API. 
 
Na consola web podemos ver um esquema do funcionamento de cada método, seguindo o 
exemplo da Fig. 23. 
Cada método de um recurso pode ser configurado em termos dos requisitos de segurança e 
parâmetros que pode receber (Method Request), quanto a como os dados recebidos são processados 
e que backend o método vai chamar (Integration Request) e o que fazer com a resposta do backend 
(Integration Response e Method Response). 
O tipo de integração pode ser uma Lambda (como na Fig. 23), que receberá um evento com 
a informação do pedido HTTP. Ou poderá ser um redirecionamento para outro URL ou a chamada 
direta de um serviço AWS como o DynamoDB. 
 
 
Fig. 23 - Visão geral da configuração de um método. 
 
No primeiro passo do “ciclo de vida” de um método, o Method Request, podemos realizar a 
autorização ao uso da API. Isto é opcional (não é um requisito exigir autenticação) e também posso 
optar por lidar com a autenticação diretamente nos serviços backend. Mas é preferencial fazer isto 
mais upstream de forma a diminuir os custos (de carga e monetários) nos serviços chamados, e 
porque é possível ativar o cache da autorização, diminuindo o número de pedidos posteriores. 
O método mais comum de um servidor web reconhecer um utilizador é através de cookies 
HTTP. 
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Em geral, o cliente faz um pedido num dado endpoint (ex. GET /login), que responde com 
um formulário de login. O cliente preenche o formulário com as credenciais, que é submetido (ex. 
POST /login). O pedido é lido ao chegar ao backend, autenticando o utilizador contra a base de 
dados (verificando que o identificador e segredo do cliente condiz com os guardados na base de 
dados) e criando/atualizando uma sessão, incluindo as informações acerca deste utilizador. O 
backend envia de volta ao cliente (browser do utilizador) um cookie, que contém um identificador 
da sessão associada a esse utilizador, e é redirecionado para outra página/vista da app (ex. 
/dashboard), em cujo pedido enviamos o id da sessão, que será usado no backend para obter os 
dados deste utilizador, retornando o HTML adequado. 
 
No processo de registo, o utilizador escolhe uma palavra-passe que memorizará e será 
utilizada para os futuros logins, e com base na qual é criado o segredo do utilizador, guardado numa 
base de dados. O que é guardado em concreto na base de dados é uma importante consideração de 
segurança. Uma palavra-passe nunca deve ser guardada como texto simples, e mesmo o hashing 
criptográfico da password já não é considerado uma boa prática. Uma abordagem mais 
recomendada é usar "salted password hashing", que consiste na adição de um "sal", uma string 
aleatória, á hash. 
 
A API Gateway permite passar á frente a autorização direta na API e utilizar este método de 
verificação do segredo no backend (contra uma base de dados). No entanto, é preferencial que ela 
seja feita ao nível da API, através de um mecanismo de autenticação com base em tokens. Nestes 
métodos, o utilizador pede acesso usando a sua palavra-passe e a aplicação valida as credenciais, 
como anteriormente. Mas em vez de criar uma sessão, ela devolve ao cliente um token assinado (um 
código com um segredo, que no caso da API Gateway é um JWT), que o cliente armazena e envia 
em cada pedido. Estes tokens são tipicamente enviados no cabeçalho Autorização do pedido HTTP. 
 
A autenticação e autorização na API Gateway pode então seguir uma destas hipóteses: 
- ser ignorada (não ativada), implementando-se a segurança no backend. 
- controlar o acesso via papeis e políticas do AWS IAM. 
Esta situação corresponde a enviar no pedido os códigos de acesso de um utilizador criado 
no IAM. 
- utilizar um autorizador de pedidos, que gera tokens. 
 
O autorizador de pedidos pode ser criado pelos programadores, pode ser usado o de uma 3rd 
party (como o OAuth) ou pode ser usado o Amazon Cognito user pools como autorizador. 
No caso de um autorizador customizado, para cada pedido que chega à API Gateway, ela verifica se 
existe um autorizador devidamente configurado e chama-o (uma função Lambda), passando-lhe o 
token de autorização. Se o token for válido, o autorizador deve retornar as políticas IAM 
apropriadas, que finalmente são usadas para autorizar o pedido. 
O Cognito user pools é um serviço AWS que pode ser usado para obter e autenticar os tokens 
mas também fornece outras funcionalidades que são frequentemente desejáveis numa aplicação 
web, como a autenticação multi-fator, impor políticas à palavra-passe (caracteres que é possível 
usar, tamanho, etc.), encriptar os dados no lado dos servidor e criar flows de autenticação 
customizados (registo, verificação com email/telemóvel, login e logout, reposição e alteração da 
palavra-passe). 
 
Dada a grande integração com os restantes serviços, esta é a opção, esquematizada na Fig. 
24 é a proposta para desenvolvimento. 
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Fig. 24 - Utilização do Amazon Cognito User Pools como autenticador. Retirado de [83]. 
 
Outro mecanismo relevante é a funcionalidade "planos de uso", que permite fornecer API 
keys para os clientes, de forma a rastrear e limitar o uso da API por parte dos mesmos. 
 
De forma a obter os dados ECG, a aplicação de cliente faz pedidos à API Gateway que são 
traduzidos num pedido de consulta à Athena. Para facilitar lidar com situações de erro, fez-se uso 
de uma biblioteca que gere a comunicação com o Athena, chamada athena-express. 
 
O código associado à API (e igualmente ao resto do backend) foi escrito em Node.js ou 
Python, conforme o objetivo. 
 
 
4.4 A deteção de arritmias no AWS 
 
Dependendo da arquitectura, pode ser feita com maior ou menor desfasamento temporal. 
Por exemplo, pode ser feita diretamente no Kinesis, criando uma stream que analisa os dados logo 
que estejam disponíveis. Isto podia ser usado em conjunto com um módulo de resposta a 
emergência, que que uma função enviaria alertas SMS/email via um tópico do Amazon SNS caso seja 
detetada uma anomalia. 
No entanto, como tempo real não é um requisito, a deteção pode ser verificada com algum 
desfasamento temporal (alguns minutos) mais abaixo na cadeia. Por exemplo, após um ficheiro ser 
colocado no S3, podemos chamar uma função que o lê (usando o Athena) e para esse conjunto de 
registos armazena numa base de dados os timestamps em que foi detetada uma anomalia (e outros 
parâmetros de interesse), que depois serão consultados no frontend e que o médico analisará. 
 
 
4.5 O registo de dispositivos no IoT Core 
 
Para um dispositivo poder comunicar e autenticar-se no AWS IoT é necessário realizar alguns 
passos prévios.  
É necessário criar uma “thing”, que consiste em adicionar o nome desejado para o 
dispositivo a uma lista de dispositivos no AWS IoT (“device registry”) e criar um certificado que vai 
estar associado a ele. A recomendação é criar um certificado X.509, assim como um par de chaves 
(uma pública e uma privada). O certificado e as chaves são armazenadas no dispositivo, para que o 
certificado e a chave pública sejam emitidas quando o aparelho comunicar com o AWS. O aparelho 
tem de ser então corretamente configurado antes de ser usado. 
  É necessário também criar uma política que permita realizar operações sobre recursos do 
serviço IoT e ligar essa política ao certificado. E finalmente, associar à “thing” regras. 
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Estes passos podem ser feitos manualmente (via consola ou linha de comandos) mas em 
alternativa, pode ser útil a criação de uma API para uso interno, com endpoints para a criação dessa 
infraestrutura, ativação e desativação de dispositivos e listagem dos mesmos. 
 
 
4.6 O frontend 
 
O frontend tem de ser hospedado num servidor e podemos fazer isso da forma tradicional, 
em que temos de gerir o servidor. Conforme já referido, para isso usa-se o serviço AWS EC2 (que 
corresponde a um servidor sobre o qual temos responsabilidade e controlo completo).  
Serviços que se aproximam da abordagem serverless incluem o Lightsail (que oferece várias opções 
de ambiente predefinidas, pensado para sites que não tem de escalar a mais do que cinco 
servidores) e o Elastic Beanstalk (para sites com código do lado de servidor mas com infraestrutura 
gerenciada). 
 
Mas também é possível hospedar o site de uma forma completamente serverless se não 
tivermos código do lado do servidor. Usamos um “backend serverless”, em que obtemos toda a 
informação que é necessária através de pedidos à API Gateway. Foi precisamente com este objetivo 
que o frontend foi desenhado. O frontend tem de ser um site estático, em que o conteúdo do site 
está pré-definido num conjunto de páginas ou a qual damos capacidades dinâmicas através de 
código Javascript que corre no cliente (browser). 
Isto contrasta com um site dinâmico, em que os ficheiros são criados dinamicamente no servidor.  
Por exemplo, com o Node.js (ou em qualquer outra framework ou código para backend), 
recebe-se um pedido e o html e javascript devolvidos são construídos (modificados) de forma a que 
a resposta inclua a informação proveniente de uma base de dados com quem o código comunicou. 
Já num conjunto de páginas estáticas, o código enviado é sempre o mesmo e é construído no cliente 
com base em dados obtidos através de pedidos a APIs na Internet. 
 
Outro conceito frequente no desenvolvimento web é a distinção entre MPA e SPA. 
Num site com múltiplas páginas (MPA), a cada pedido é preparada no servidor um conjunto 
de ficheiros (HTML, Javascript e outros recursos como imagens e vídeos) que são enviados como 
resposta ao cliente. Ou seja, obtém-se pelo menos um novo ficheiro HTML por cada pedido que 
fazemos, e vamos descarregando as várias páginas do site à medida que o visitamos. Para além do 
HTML também tem de ser enviados o CSS e Javascript a cada pedido, a não ser que os ficheiros já 
tenham sido cacheados no browser. 
O oposto é um site de página única (SPA). Numa SPA, os pedidos não desencadeiam um 
recarregamento da página pois apenas partes de uma única página têm de ser re-renderizadas. Isto 
é possível porque contém código Javascript que corre no cliente. Este código responde às mudanças 
no cliente (mudanças de URL, clicks em links, etc) e depois renderiza partes da página 
(representada através da DOM) na página já carregada. O código pode ser escrito em vanilla 
Javascript ou com a ajuda de uma framework de Javascript como Angular, React, Vue, etc. 
Um site pode combinar ambos, mas para fazer uso de dados obtidos a partir de um backend 
serverless, é necessário processar esses dados no cliente, o que corresponde a uma SPA, pelo menos 
nesta página do site. Em concreto, o frontend está a ser desenvolvido usando Angular. 
 
Para hospedar um site estático podemos usar o  S3 ou o serviço AWS Amplify. 
Para usar o S3, cria-se um bucket e faz-se o upload da build de produção do site. 
É preciso configurar o controlo de acesso ao bucket pois, por predefinição, o dono da conta 
pode ler e escrever objetos e permissões no bucket, mas para hospedar o site queremos fornecer 
permissão só de leitura a um usuário anónimo. Para isso, associamos uma política ao bucket. 
Após esta operação, qualquer pessoa tem acesso aos ficheiros do site mas eles têm de ser servidos 
usando o protocolo HTTP. Mas o bucket inclui essa funcionalidade de se comportar como um 
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servidor, bastando ativar "hospedagem estática de website". Desta forma ele fornecerá um link e o 
site passará a estar funcional e online. 
Os logs feitos no site podem ser guardados noutro bucket.  
 
Uma otimização relevante à aplicação é o uso do serviço CloudFront, uma rede CDN que 
permite fazer o caching do site. O bucket que usamos para hospedar o site está fisicamente 
localizado numa dada região AWS, por isso se fizermos um pedido de um local afastado, esta 
comunicação pode ser mais demorada que o desejável. O CloudFront resolve este problema 
armazenando cópias do site em cada zona onde o serviço está disponível. Ou seja, após o pedido 
inicial, o site fica em cache e comunicação passará a ser feita com a localização do CloudFront mais 
próxima do cliente.  
Para usar o CloudFront, criamos uma distribuição web, na qual podemos configurar os 
métodos de acesso á CDN e o processo de caching e apontamos para o bucket que usamos como 
servidor. O bucket fornece um url que usamos para aceder ao site (formado pelo nome do bucket 
seguido de .s3.amazonaws.com) mas o CloudFront fornece um novo nome de domínio, que usa as 
capacidades do CDN (que termina em .cloudfront.net) e redireciona para o url do bucket. 
 
O AWS também tem um serviço (DNS) para customizar o nome de domínio, o Route 53. O 
fluxo de interesse neste caso será registar um domínio (que já tenho ou comprar novos) e depois 
associar o url no CloudFront (ou no S3 ou EC2 se fosse o caso) com este novo nome criado. Na 
prática, o Route 53 irá traduzir esse domínio num IP e usar esse IP para aceder à aplicação. 
 
O AWS Amplify é um serviço que usa os mesmos serviços que a solução com o S3 mas torna o 
processo de configuração e desenvolvimento mais fácil. No entanto, é uma solução menos 
económica que a primeira, pelo que a anterior é a abordagem recomendada. 
 
 
4.7 Controlo de versões 
  
 Enquanto que por exemplo o código que compõe as funções Lambda pode ser facilmente 
gerido usando um sistema de controlo de versões (ex. Git) e serviços de hospedagem de código (ex. 
GitHub ou até um serviço AWS, o CodeCommit) para partilha do código pela equipa de 
desenvolvedores, não é possível fazer o mesmo para a totalidade da definição dos serviços se forem 
criado via consola web ou a ferramenta de CLI da AWS. 
 Por exemplo, a API foi desenvolvida exclusivamente através da consola web (devido à maior 
facilidade e intuitividade no desenvolvimento) mas, apesar de o próprio serviço API Gateway ter 
funcionalidades de gestão de versões (existem “stages” e podemos retornar a versões anteriores das 
APIs criadas), o procedimento (os cliques) usado para a configurar não é informação facilmente 
transmissível numa equipa. É necessário então usar alguma linguagem que traduza 
instruções/código em infraestrutura no fornecedor de serviços e chama-se a isto infraestrutura 
como código (“infrastructure as code”). 
 A resposta da AWS a esta necessidade foi a criação do AWS CloudFormation, em que se 
descreve a infraestrutura desejada num ficheiro template (YAML ou JSON), que é submetido para 
entrega. No entanto, a descrição usando esta ferramenta (que é em si um serviço) pode ser 
bastante longa e complexa. O AWS SAM (de “Serverless Application Model”) é uma extensão do 
CloudFormation com o objetivo de tornar mais fácil o seu uso. Podem ser usadas através da AWS 
Management Console ou através de uma CLI dedicada. 
 
Também existem soluções 3rd party e que geralmente tentam ser mais genéricas, em vez de 
exclusivas aos serviços AWS. 
A Plataforma Serverless é uma framework que pretende ser agnóstica ao fornecedor de 
serviços. Os recursos são configurados num ficheiro (YAML ou JSON como é habitual nestas 
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ferramentas), que é depois no caso do fornecedor indicado se tratar da AWS é convertido num 
template da AWS CloudFormation, funcionando como um bootstrap para este serviço [84]. A 
“Serverless Stack” é uma abordagem para criação de aplicações serverless que consiste em usar 
esta framework com a mesma linguagem (Javascript) e ambiente (Node.js) para construir a 
totalidade da aplicação (backend e frontend) [85]. 
Outras ferramentas compatíveis com AWS incluem as baseadas em contentores (Docker, 
Kubernetes), a Terraform e APEX, Heroku, etc, embora algumas destas impliquem o uso de 
servidores. Também existem ferramentas focadas na construção de APIs como o Apex Up 
(compatível com várias frameworks), Zappa (para serviços web em python) e a ClaudiaJS (para 
Node). 
Em particular o Terraform é uma ferramenta particularmente versátil. Embora tenha muitos 
pontos em comum com a Serverless, esta última é pensada essencialmente para a construção de 
aplicações serverless, enquanto que o Terraform permite definir a totalidade da infraestrutura 
(incluindo tudo relacionado com a definição da rede, servidores, armazenamento, load balancing, 
etc) como código. 
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Capítulo 5 – Resultados e Discussão 
 
5.1 Testes e os resultados obtidos 
 
É importante conseguir testar e validar a arquitetura antes de colocar o sistema em 
produção, para garantir que não falha.  
Numa primeira fase, é possível testar cada serviço individualmente desligando-o dos 
restantes e fornecendo dummy input. Isto é particularmente direto através da consola web pois a 
interface apresenta, para cada serviço, um botão de teste, em que definimos o evento (os dados e 
formato em que são recebidos pelo serviço) e, para além das estatísticas apresentadas na secção de 
resultados, com o CloudWatch é sempre possível ver em mais detalhe o “stack” de execução do 
serviço. 
No entanto, uma dificuldade está em saber se o input fornecido é o que seria recebido se o 
serviço fosse chamado por outro serviço AWS. Uma forma de garantir que é o caso é por 
experimentação, ver qual é a estrutura do evento recebido e copiar essa estrutura como input. 
Uma vez analisado cada serviço em particular, juntam-se as partes e é possível testar o sistema 
como um todo. 
As extremidades (“frontends”) do sistema (a aplicação do cliente e a interface IoT) podem 
seguir uma abordagem semelhante se estiver definida o formato de mensagem de input que chega 
ao IoT Core ou a definição dos endpoints da API. 
 
 Após implementada a parte de armazenamento dos dados ECG da Fig. 19, testou-se 
localmente o sistema com dados dummy emitidos pelo microcontrolador que emitiria os dados na t-
shirt. O protocolo é o MQTT e a comunicação é celular, por LTE. Nestas experiências, os dados 
foram armazenados e posteriormente consultados com sucesso. Note-se no entanto que a mensagem 
era sempre a mesma e o dispositivo não pode ter tido problemas ao nível de bateria ou falta de 
rede (pois estava alimentado por USB e ligado à rede da empresa). 
  
Posteriormente foi realizado um teste “piloto” em que a camisa foi usada durante um dia. 
No entanto, apenas foram recebidos os dados correspondentes ao que aparentam ser as primeiras 
horas de funcionamento do dispositivo. Pensa-se que poderá ter sido um problema de comunicação 
com o dispositivo e neste momento está a ser substituído por outro, também mais adequado aos 
requisitos de memória no caso de não estar disponível ligação. 
 
5.2 Trabalho futuro 
 
Apesar de nesta fase esta abordagem aos testes ser suficiente, ela apresenta algumas 
limitações. Por exemplo, na consola web apenas podemos realizar um teste de cada vez. 
 
Para reproduzir as condições que serão encontradas quando o sistema estiver em produção, 
precisamos de criar uma quantidade de comunicações de "things" que se assemelhe a essa situação. 
Esta análise deverá permitir avaliar se a infraestrutura definida consegue lidar com os volumes de 
dados em questão e obter uma estimativa de custo mais concreta quando X aparelhos estão ligados 
e enviam Y mensagens por segundo. 
No entanto, um dos desafios ao testar aplicações IoT e serviços backend é a necessidade de 
ter disponíveis o grande conjunto de dispositivos, já corretamente configurados e conectados. Uma 
forma de contornar o problema é usar ferramentas de simulação. 
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Existem várias ferramentas 3rd party (ex: JMeter, Locust) e o AWS também tem ferramentas 
desenvolvidas por eles, como a biblioteca AWS-IoT-Device-Mock[86] ou a uma aplicação “IoT Device 
Simulator” [87], que fornece uma GUI que permite simular centenas de dispositivos.  
O IoT Device Simulator (que é um template no cloudformation) cria muita infraestrutura que difere 
bastante da que seria usada numa solução, o que complica a avaliação dos resultados. Destas, o 
AWS-IoT-Device-Mock é a opção mais simples para testar a parte do IoT. 
 
Se não for preciso testar a parte do IoT, pode-se começar no Kinesis. Por exemplo, pode-se 
usar uma stream do Kinesis para receber dados enviados diretamente de um script que simula os 
dispositivos e depois de recebidos na stream, direcionar os para o Firehose ou para o DynamoDB 
conforme o caso. Isto permite ignorar o módulo IoT, que seria igual para ambos e avaliar 
diretamente a diferença entre o armazenamento em S3 e DynamoDB. E como o processamento da 
mensagem seria análogo para os dois casos, pode-se ignorar também a componente da função 
Lambda, fazendo com que os códigos de simulação enviem diretamente uma mensagem exemplo já 
inteligível (ex. em JSON).  
 
Para os testes, muitas vezes o conteúdo da mensagem não é relevante, mas são relevantes 
os seguintes fatores como o número de dispositivos simulados, o tamanho da mensagem, a 
frequência e a duração da simulação, de forma a aproximar-se da situação em estudo. 
Voltando ao exemplo anterior, para enviar as mensagens diretamente para a stream da Kinesis 
pode-se executar os códigos numa instância da Amazon EC2, ou uma forma mais simples, usar o 
serviço Cloud9. Este serviço fornece um IDE acessível através do browser, que usa uma EC2 que já 
tem alguns compiladores e ferramentas de debugging instaladas, permitindo executar diretamente o 
código. Um dos exemplos de projeto da AWS [88] (um conjunto de páginas com projetos exemplo 
com o objetivo de auxiliar novos programadores a começar a usar os serviços) usa esta estratégia, 
disponibilizando um script para a simulação de dispositivos, que pode ser executado 
simultaneamente tantas vezes quanto o número de dispositivos que se quiserem simular. 
 
Para além dos testes, algum do trabalho ainda em desenvolvimento é o frontend (que tem 
de satisfazer os requisitos do projeto) e API e backend para as funcionalidades requeridas. Uma 
alteração prevista no futuro em relação ao que foi desenvolvido até ao momento para a interface 
web é o uso do RDS como base de dados para armazenamento dos metadados (estava a usar-se o 
DynamoDB), de forma a usar um modelo relacional já previamente definido e com uma estrutura 
mais habitual em bases de dados com registos de saúde. 
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Conclusão 
 
Nesta dissertação discutiram-se soluções para um sistema específico de apoio à atividade 
médica que permite a aquisição e visualização remota do ECG pacientes, que suscita cada vez mais 
interesse dado a crescente relevância das doenças cardiovasculares. No entanto, nada impede que 
este caso seja generalizado para outro tipo de biossinais.  
 Vimos que a variedade de serviços oferecidos pela AWS é suficiente para desenvolver 
sistemas deste tipo e que uma das grandes vantagens é a sua adaptabilidade e facilidade de uso, 
embora a grande quantidade de serviços fornecidos possa ser intimidante para o iniciante. As 
arquiteturas propostas são compatíveis com aplicações dedicadas a vários tipos de clientes, não 
apenas a hospitais ou especialistas médicos, mas requerem a criação de aplicações de frontend 
específicas para o tipo de cliente alvo. 
 Há, no entanto, dois aspetos cruciais que fogem um pouco do âmbito do trabalho, 
nomeadamente ao nível da tecnologia que fundamenta os sensores e ao nível dos algoritmos usados 
para o processamento dos biossinais, que são a tecnologia e lógica de negócio mais relevantes num 
projeto deste tipo, e que (praticamente) não foram aqui discutidos e que são o palco de maior 
inovação. 
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