Introduction
Recently the SLAM Journal has published two papers [l, 8] problems in probabilistic programming derives from bringing into immediate focus the relevance of the absolute value function.
As we shall demonstrate below by means of the absolute value function we easily (1) obtain, characterize and markedly extend the essential results of [l], (2) interpret these results in linear programming and probabilistic terms, (3) develop gradients and directional derivatives and interpret probabilistically incremental formulae in all generality, (4) place these results in the framework of chance-constrained programming, and (5) reduce all cases to investigation of the behavior of the objective function along a ray.
Before undertaking these developments and in order not to interrupt them In (2) , it is assumed that the vector X is to be selected before any observations are made on the random variables b. ji^l,... ,m. Thus X is not permitted to be a function of these random variables, but rather it must be a deterministic vector. Such a vector of decision rules is called a zero order decision rule in the customary terminology of chance-constrained programming.-Thus, (2) is a chance-constrained programming problem in which the chance constraints are of the particularly simple form P(X > 0) > 1, in which the function whose expectation we wish to maximize is a piecewise linear function of the vector of decision rules, and in which we seek the optimal zero order rule. The main results in [1] are a pair of theorems which give necessary and sufficient conditions for the existence of an optimal solution to (2) .-We will obtain most of these conditions in a much more direct manner than was used in [1) . In particular, our proofs will require only well-known theorems in linear programming and some elementary inequalities on the absolute value, and will not require concepts such as Kakutani's fixed point theorem which were used in (1] .
Neither will we require the elaborate specifications and restrictions of the classes of probability distributions as used in [l j .
One result obtained in (lJ characterizes the situation in which the objective function of (2) is bounded from above, but the supremum of the function is not attained for .a finite X. Rather than deriving this particular result, we characterize this situation in a constructive way by showing that it can be related to the behavior of the objective function along a particular ray and by obtaining an exp licit expression for its limiting value.
First, however, we must correct some assertions in [l] about the admissible class of random variables. In [l] it ·is assumed that Fi, the cumulative distribution function of bi' has at most a finite number of discontinuities in I each finite interval. In our development in section 2 it will be clear that sucq an assumption is never required~ when differentialability is not the main · focus.
We can, for exampl e , admit random v.ariab.les whose distribution function has probability mass at ~11 the irrational po i~ts in an interval (or on the real line),
It is also assumed in [1] 
. (1) to guarantee that the integration by parts formula
is valid. But the above example shows that conditions 3(a) and 3(b) are ~ sufficient to guarantee the validity of thi.s integration formula since both integrals diverge . On the other hand, the existence of E(z) is certainly a sufficient condition for the formula to be meaningful.
Mathematical Development
We begin by introducing some notation. Let Y be ann-vector. Also a. > 0 as we are given that y ^ ^ • (4) is a constrained generalized median problem of the type discussed in [4] .
The constraints are of the particularly simple form X > 0. We first note that Theorem 1; h(X) is finite for some X > 0, in which case h(X) is finite for all X > 0, if and only if E|b | < 00 for all 1 such that a > 0 (i.e. y > 6 ).
Proof: Using the well-known and elementary inequalities on the absolute value we have that
. aDd so applyina the expected value operator (vbich is order-preservina) to both sides of the inequalities we aet
This establishes the sufficiency and necessity of the stated conditions:
Theorem 2: A necessary condition for Efbij < oo is that
But by definition of the Lebesgue-Stieltjcs (or Radon) integral,
So when Efb 1 J < CX) we have tPtfb 1 f. ~ tJ~o as t~oo .
To see that the condition is equivalent to J(a) and J(b), note that
Hence we have 0 • lim (t(l-r 1 (t)) + tF 1 (-t)) , Since (5) is consistent (the origin Is feasible), the extended dual theorem of linear programming (see [7] , vol. I, p. 190) states that the objective function of (5) T T becomes n A > p . Thus we see that theorem 3 is analogous to the result in [1] which says that the optimal value of the objective function to (2) where we use the symbol ^ to mean that the difference between the two quantities tends to zero as t->-oo.
-This terminology is peculiar since not only is It not insoluble but we here explicitly write down the optimal value of the objective function for this case. This ij done in the corollary to theorem 4. Thus the theorem is proved.
Theorem 6:
A necessary and sufficient condition that lim h(tX)= inf h(tX) is that t -f " t -0 c X + a T |AX|=0.
Proof: Assume ||Xli = 1 since the conclusion is trivial for X=0 and To prove the converse, note that if X = t X for some sequence having X t -> a3 , than ---= X for all n. Theorem 5 then immediately yields "xjl the desired results.
is a t such that inf h(tX)= h(t X). Since h(tX) is a convex function of t, h(-t X+ ^ tX) ^ ~ [h(t X)+ h(tX)J for all t. But lim h(tX) = lim h(^t x +-^tX) = v , so that v ^ ^ h(t X)+ ^ v , or v ^ h(t X). Since
We cast the following evident observation as a theorem because of its practical utility: First, on inspecting figure 1 below, we note that, for e > 0, 6 , u < a f(u)" |u -(a+e)| -|u -a|= je + 2(a -u), a<u<a+6.
-€ , u > a + 6 . Thus, if u is a random variable with finite expectation, E u Mu-(a+e)| -|u-aM = e[P(u < a+e) -P(u > a+e)] + e+2a-2 ^a+eöCe) for some 0 < 0(e) < 1 by the mean value theorem. In other words,
so If we use (8) we get, using P(b > AX) to denote the vector whose components are We now specialize (9) as follows: In (9) replace X by tX and 5 by GX.
Then we get
Then as t-KO we get, for any fixed & > 0,
Thus, if the left hand side of (10) has a limit as e,-*-0, we see that the directional derivative --h(tX) is given by
It is clear that computational methods can be based on our expressions (9), (10) and (11), but we shall reserve these developments for another occasion.
A. Extensions
The special model treated in [1] is rarely of any real-world or economictheoretical significance because many constraints cannot be expressed adequately by "linear" penalty functions. As a simple reminder, note that X must be bounded, although of course the specification of the bounds may involve interrelations between groups of the Individual variables. We have chosen to develop our results for clarity and ease of comparison in the context of [1] . However, it should be obvious on reflection that practically all the developments of the preceding sections can be extended to the case where there are additional linear inequality constraints on X in (2). ^See [8] ,page 102. "Completely slacked" might be more appropriate since 'complete' implies generality rather than the speciality actually involved.
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