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A preocupac¸a˜o em detectar anomalias em um espac¸o bidimensional e´ bastante
antiga, e sua importaˆncia surgiu a partir de questo˜es de sau´de pu´blica envolvendo a
detecc¸a˜o de excessos de ocorreˆncia local de enfermidades ou ind´ıcios de concentrac¸a˜o
de casos de doenc¸as. Te´cnicas voltadas a` identificac¸a˜o de clusters prova´veis foram
amplamente empregadas, e grandes avanc¸os foram obtidos com o uso da Estat´ıstica
Scan de Kulldorff, permitindo ao mesmo tempo a detecc¸a˜o e o teste de significaˆncia
associado ao cluster mais prova´vel. Bem recentemente, outro grande passo foi dado
ao se propor medidas de intensidade.
As medidas de intensidade esta˜o relacionadas com a importaˆncia de cada a´rea
como parte da anomalida detectada, ale´m de captar regio˜es de influencia do cluster
mais veross´ımil. Em suma, tais medidas permitem delinear incertezas inerentes ao
processo de detecc¸a˜o de conglomerados espaciais.
Essa metodologia estava restrita, ate´ agora, apenas ao caso de dados agregados
em regio˜es delimitadas. O ganho de informac¸a˜o que se tem com dados em refereˆncia
local, entretanto, na˜o pode ser desprezado, nem tampouco a possibilidade de visua-
lizac¸a˜o das incertezas envolvidas em observac¸o˜es pontuais do tipo caso-controle. Essa
e´ a motivac¸a˜o de um esforc¸o ainda na˜o realizado: a implementac¸a˜o de medidas de
intensidade associadas a cada ponto em um mapa.
A soluc¸a˜o proposta baseia-se na considerac¸a˜o de vizinhanc¸as em torno de cada
ocorreˆncia: regio˜es circulares centradas nos casos cujas a´reas foram delimitadas com
aux´ılio de uma A´rvore Geradora Mı´nima(MST).
Palavras Chave: Cluster Espacial, Estat´ıstica Scan de Kulldorff, Medidas de
Intensidade, Dados Pontuais,Minimum Spanning Tree - MST, Diagrama de Voronoi.
xiii
Abstract
The concern on detecting anomalies in a two-dimensional space is quite old, and
its importance arose from public health issues involving the observation of local excess
of disease ocurrence, or signs of disease cases concentration. Techniques aiming the
identification of likely clusters have been widely employed, and great advances have
been obtained through Kulldorff’s Spatial Scan Statistic, allowing at the same time the
detection and the significance test associated with the most likely cluster. Recently,
another big step was taken through the proposition of the intensity function.
The intensity function is related to the importance of each area as part of the de-
tected anomaly, and defines a influence region of the most likely cluster. In short, such
measures allow the outline of uncertainty bounds inherent to the detection process.
This method was restricted, until now, only to aggregated data case. However, the
gain of information that arises from local reference data can not be discarded, neither
the possibility of viewing uncertainties involved in case-control point observations.
This is the motivation of a not performed effort: the application of the intensity
function to each point in a map.
The proposed solution is based on neighborhoods around each case: circular regi-
ons centered in the cases, whose areas was defined by edges of a Minimum Spanning
Tree(MST).
Keywords: Spatial Cluster, Kulldorff’s Spatial Scan Statistic, Intensity Function,
Local Reference Data, Minimum Spanning Tree - MST, Voronoi Diagram.
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Na maior parte das aplicac¸o˜es de procedimentos estat´ısticos, procura-se respon-
der uma questa˜o bem gene´rica: e´ poss´ıvel observar alguma regularidade dentro de
um particular sistema ou situac¸a˜o no qual ha´ variabilidade inerente? Com esse ob-
jetivo, muitos modelos e testes de hipo´tese foram desenvolvidos levando-se em conta
justamente esse fator aleato´rio. A Estat´ıstica Espacial compreende te´cnicas dessa
natureza, pore´m levando-se em conta a posic¸a˜o geogra´fica do elemento observado na
tentativa de responder a uma indagac¸a˜o mais restrita: e´ poss´ıvel observar alguma
regularidade espacial nos elementos observados? Um tema particular da Estat´ıstica
Espacial procura responder uma questa˜o ainda mais espec´ıfica: dado um sistema de
coordenadas, existe alguma colec¸a˜o ou cluster de regio˜es contido nesse sistema, onde
um particular evento de interesse ocorre com mais frequeˆncia que nas demais? Em
outras palavras, ha´ algum cluster espacial desse evento?
A Estat´ıstica Espacial abrange todo um universo de te´cnicas, procedimentos e mo-
delagens estat´ısticas envolvendo algum tipo de observac¸a˜o definida no espac¸o, isto e´,
que esta´ relacionada, direta ou indiretamente, com a posic¸a˜o ou localizac¸a˜o de um ou
mais elementos. Cada tipo de abordagem depende do tipo de informac¸a˜o observada.
Este trabalho fara´ va´rias refereˆncias a dois tipos comuns de dados observados nesse
campo. Um deles, os dados agregados, sa˜o aqueles em que o que se observa sa˜o a´reas
ou regio˜es a`s quais esta˜o associadas alguma grandeza relacionada a uma colec¸a˜o de
fenoˆmenos, tais como o ı´ndice de criminalidade em Bras´ılia, nu´mero de acidentes de
traˆnsito em um estado, etc. Geralmente, a refereˆncia a` localizac¸a˜o, em dados agrega-
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dos, e´ dada pelos centro´ides dessas regio˜es, isto e´, coordenadas de pontos arbitra´rios
dentro de cada uma dessas a´reas. Outro tipo de observac¸a˜o a ser abordada e´ o caso
de dados pontuais. Nesse tipo de informac¸a˜o, em vez de um conjunto de fenoˆmenos
associados a uma a´rea com uma coordenada em comum (o centro´ide dessa regia˜o),
sabe-se a localizac¸a˜o exata de cada fenoˆmeno considerado. Nesse caso, saber´ıamos
na˜o o nu´mero de assaltos, mas a localizac¸a˜o de cada assalto, de cada ocorreˆncia de
Dengue, etc.
A existeˆncia de um cluster espacial, geralmente investigada atrave´s de observac¸o˜es
pontuais ou agregadas, e´ uma questa˜o que tem apresentado relevaˆncia ha´ algum
tempo, principalmente com relac¸a˜o a` sau´de pu´blica na detecc¸a˜o de surtos de epide-
mias e ana´lises de casos de caˆncer . Em [Rothman, 1987] e´ citada a importaˆncia
etiolo´gica dada a` detecc¸a˜o de cluster de doenc¸as visto que, presumivelmente, se uma
enfermidade esta´ concentrada em uma determinada regia˜o, enta˜o muito provavel-
mente suas prova´veis causas tambe´m esta˜o. Pore´m, citou estudos que ate´ aquela
e´poca foram infrut´ıferos no sentido de descobertas de relac¸o˜es causais. Warner e
Aldrich [Warner & Aldrich, 1988] tambe´m citam essa improdutividade e listam, en-
tre outras questo˜es, a importaˆncia de se definir me´todos formais de distinc¸a˜o entre
clusters efetivos e puramente aleato´rios.
A detecc¸a˜o de cluster, entretanto, na˜o e´ essencial apenas em epidemiologia, como
tambe´m em va´rios outros campos cient´ıficos, exemplificados em [Kulldorff, 1997]. Um
geo´logo pode necessitar de um estudo sobre o padra˜o de concentrac¸a˜o de determinado
tipo de mine´rio em um espac¸o determinado. Em silvicultura, ha´ potencial interesse
em verificar se ha´ clusters de um determinado tipo espec´ıfico de a´rvore em uma a´rea
florestal. Na astronomia, pode haver interesse na determinac¸a˜o de clusters de um
determinado tipo de estrela.
O histo´rico de me´todos voltados a` detecc¸a˜o de cluster tambe´m e´ vasto. Em 1965,
Naus ja´ havia desenvolvido estudos de detecc¸a˜o de cluster em processos pontuais
unidimensionais [Naus, 1965b] e bidimensionais [Naus, 1965a], atrave´s da estat´ıstica
Scan. Em [Turnbul et al., 1989] foi implementado um me´todo de detecc¸a˜o de cluster
baseado em “janelas” sobrepostas no mapa, de maneira que cada conjunto tenha po-
pulac¸a˜o constante, ale´m de comparar seu me´todo com os propostos por Wittemore
[Whittemore et al., 1987] e Openshaw [Openshaw et al., 1988]. Ele na˜o deixa de ci-
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tar, entretanto, a dependeˆncia entre as varia´veis observadas em seu pro´prio me´todo.
A estat´ıstica de Whittemore e´ baseada na distaˆncia me´dia entre todos os pares de
casos, mas tal me´todo na˜o permite a localizac¸a˜o dos clusters, ale´m de ser sens´ıvel a`s
flutuac¸o˜es da densidade populacional em diferentes locais.
Ja´ o me´todo iterativo GAM (Geographical Analysis Machine) de Openshaw e´
baseado em a´reas circulares sobrepostas centradas em cada observac¸a˜o, cujo raio
varia em cada iterac¸a˜o. O principal problema nesse me´todo e´ o fato de que um teste
de hipo´tese e´ realizado em cada etapa com um determinado n´ıvel de significaˆncia
predeterminado, e assim o n´ıvel de significaˆncia real do procedimento resulta em um
valor muito mais baixo do que o adotado.
Muitos outros me´todos ale´m dos exemplificados foram implementados, como em
[Anderson & Titterington, 1996], que baseia-se na diferenc¸a entre as estimativas de
densidades kernel. Mas foi em [Kulldorff, 1997] que Kulldorff desenvolveu na˜o so´ um
me´todo pra´tico e eficiente para detecc¸a˜o de cluster, como tambe´m um teste poderoso
de significaˆncia. Va´rias extenso˜es desse me´todo foram desenvolvidas logo apo´s, como
detecc¸a˜o de clusters espac¸o-temporais [Kulldorff, 2001], clusters em formatos irregu-
lares [Tango & Takahashi, 2005], clusters em dados pontuais [Duczmal et al., 2011],
e clusters em formato el´ıptico [Kulldorff et al., 2006].
Os me´todos estat´ısticos na˜o se limitam apenas a testes de hipo´tese. Ale´m de testar
se determinado padra˜o e´ efetivo ou puramente um acaso, faz-se necessa´rio observar
limites de incerteza de estimativas pontuais em intervalos de confianc¸a. Esforc¸os ja´
foram feitos na proposic¸a˜o de me´todos de estimac¸a˜o de incertezas em clusters espaciais
para dados agregados, em [Rosychuk, 2005]. Entretanto, o me´todo proposto limita-se
a estimar intervalos de confianc¸a para cada regia˜o em estudo, sem uma visualizac¸a˜o
geral da incerteza no espac¸o observado. Um grande avanc¸o nesse esforc¸o ocorreu
recentemente. Em [Oliveira et al., 2011] foi proposta uma medida de intensidade,
permitindo uma visa˜o bem mais ampla da incerteza envolvida na detecc¸a˜o do cluster
mais prova´vel.
Uma questa˜o ainda na˜o abordada e´ o uso dessas medidas de incerteza em ob-
servac¸o˜es na˜o agregadas em regio˜es delimitadas. O presente trabalho pretende, por-
tanto, propor maneiras de se medir incertezas associadas a` detecc¸a˜o de cluster conside
rando-se dados puramente pontuais. Em um primeiro momento, sera˜o descritas as de-
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finic¸o˜es gerais das te´cnicas desenvolvidas por Kulldorff. O cap´ıtulo seguinte abordara´
a medida de intensidade definida em dados agregados. Em seguida, sera˜o revisados
conceitos e definic¸o˜es u´teis e largamente utilizadas em trabalhos recentes envolvendo
dados pontuais. Finalmente, sera˜o apresentadas mais formalmente as soluc¸o˜es pro-
postas para a obtenc¸a˜o de medidas de intensidade em dados pontuais, bem como sua




A estat´ıstica Scan de Kulldorff
2.1 Introduc¸a˜o
A estat´ıstica Scan e´ usada para detectar clusters em processos pontuais. Dado
um intervalo [a, b] no qual um processo pontual e´ definido, o procedimento baseia-se
na definic¸a˜o de janelas [t, t+ω], onde ω e´ o tamanho da janela de modo que ω < b−a.
Enta˜o, sobre os valores de t poss´ıveis, o nu´mero de pontos em cada janela e´ calculado
e comparado com o seu valor esperado sob a hipo´tese nula. O objetivo e´ verificar se a
distribuic¸a˜o de pontos pelas janelas e´ resultante de um processo puramente aleato´rio
ou se algum cluster pode ser detectado. Em [Naus, 1965b] e´ obtida a distribuic¸a˜o
dessa estat´ıstica sob a hipo´tese nula.
Kuldorff amplifica essa implementac¸a˜o para o caso de um processo pontual no
espac¸o, propondo assim uma estat´ıstica Scan espacial em [Kulldorff, 1997]. Como em
[Naus, 1965b], o procedimento tambe´m sera´ baseado em janelas, pore´m com formas
pre´-determinadas e com o tamanho variando a` medida em que “varre” a regia˜o em
estudo. Outra caracter´ıstica essencial da estat´ıstica Scan de Kuldorff e´ que ela sempre
dependera´ do nu´mero total de pontos observados. O me´todo de Kulldorff pode ser
implementado para dados agregados ou pontuais sem maiores distinc¸o˜es entre os dois
casos.
Considere um espac¸o geogra´fico G em que sa˜o observados N pontos, dos quais C
possuem alguma caracter´ıtica de interesse (um tipo especial de a´rvore, algum paciente
que sofre de determinada enfermidade, etc). O espac¸o G pode ser um pa´ıs, um
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estado ou simplesmente um espac¸o cartesiano bi ou tridimensional, e pode ou na˜o
ter subdiviso˜es R1, · · · , Rn definidas (mesorregio˜es, munic´ıpios, unidades censita´rias,
etc.)1
De modo geral, o problema de detec¸a˜o de cluster espacial abrange a verificac¸a˜o
de “excessos de ocorreˆncia” [Rothman, 1987], definidos em termos de “excessos ale´m
do esperado”. Sob a hipo´tese de na˜o existeˆncia de cluster (hipo´tese nula), qualquer
ponto na regia˜o A ⊂ G tera´ probabilidade p de ser uma ocorreˆncia do evento de





onde NA e´ o nu´mero total de pontos observados na regia˜o A; C e N sa˜o, respectiva-




O excesso de ocorreˆncia pode ser observado atrave´s do risco relativo, a raza˜o entre
o nu´mero observado e o nu´mero esperado de casos sob H0. Entretanto, o risco relativo
por si so´ na˜o e´ suficiente para auxiliar na detecc¸a˜o de cluster. Considere, por exemplo,
o caso de 2 regio˜es A e B com NA = 100, NB = 10.000, CA = 2, CB = 200, contidas
em um espac¸o geogra´fico com N = 10.000.000 e C = 100.000. Pela equac¸a˜o (2.1),
µA = 1 e µB = 100. Nesse caso, CA/µA = CB/µB = 2. Pore´m, o risco relativo
observado em A e´ muito mais prova´vel de ser uma flutuac¸a˜o aleato´ria do que em B.
As chances de que o nu´mero de casos passe de 100 para 200 e´ muito menor do que
as chances de passar de 1 para 2. Como sera´ visto adiante, a Estat´ıstica Scan de
Kulldorff e´ capaz de distinguir esses dois casos.
A definic¸a˜o de cluster adotada por Kulldorff baseia-se nessa mesma ide´ia de ex-
cesso de ocorreˆncia. Formalmente:
Definic¸a˜o 1. Um cluster, se existir, e´ um conjunto ou zona Z ⊂ G onde a proba-
bilidade de um ponto ser uma ocorreˆncia de caso sera´ p, enquanto pontos fora de Z
1O fato de o espac¸o G estar ou na˜o particionado em regio˜es pre´-determinadas e´ o que diferencia a
natureza de dados agregados ou pontuais. Apesar da definic¸a˜o bem geral do me´todo de Kuldorff, tal
diferenciac¸a˜o muda drasticamente a implementac¸a˜o de medidas associadas a` incerteza, e e´ justamente
nessa diferenc¸a que o presente trabalho esta´ focado.
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tera˜o probabilidade q de modo que p > q.
A existeˆncia de cluster (hipo´tese alternativa) esta´ relacionada, portanto, a` existeˆncia
de uma zona Z que satisfac¸a a Definic¸a˜o 1. Assim, o objetivo e´ encontrar, dentre
uma colec¸a˜o Z de zonas Z poss´ıveis, aquela em que esse fato ocorre.
Ale´m da detecc¸a˜o, a efetividade do cluster e´ verificada atrave´s de um teste de
hipo´teses cuja hipo´tese nula e´ a de na˜o existeˆncia de cluster, ou seja, p = q, e esta e´
testada contra a hipo´tese de existeˆncia de alguma regia˜o de risco Z tal que p > q. De
maneira formal, temos:
 H0 p = qH1 p > q para algum Z ∈ Z. (2.2)
A estat´ıstica Scan proposta por Kulldorff em [Kulldorff, 1997] baseia-se em uma
distribuic¸a˜o discreta para a varia´vel aleato´ria CA, o nu´mero de casos em qualquer
regia˜o A ⊂ G, que pode ser um modelo Bernoulli ou Poisson dependendo do tipo
de contagem adotado. Quando o nu´mero total de casos C e´ pequeno se comparado
com N , os dois modelos se aproximam. Caso contra´rio, o modelo Bernoulli e´ mais
adequado quando a contagem e´ resultante de uma contagem bina´ria, enquanto que o
modelo Poisson deve ser usado quando a contagem esta´ relacionada a algum fator de
risco cont´ınuo.
2.2 O modelo Bernoulli
No modelo Bernoulli, cada unidade de NA representa um elemento ou entidade
que pode estar em um de dois estados poss´ıveis, caso ou controle. O modelo supo˜e a
existeˆncia de uma zona Z tal que cada ponto dentro desta regia˜o tera´ probabilidade
p de ser um caso, enquanto cada ponto fora de Z tera´ probabilidade q. Sob H0,
p = q e CA ∼ Bin(NA, p) para todo A. Sob a hipo´tese alternativa, H1 : p > q,
CA ∼ Bin(NA, p) para todo A ⊂ Z e CA ∼ Bin(NA, q) para todo A ⊂ Zc.
A func¸a˜o de verossimilhanc¸a baseada no modelo Bernoulli sob a hipo´tese H1 e´
dada por
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L(Z, p, q) = pcz(1− p)NZ−czqC−cz(1− q)(N−NZ)−(C−cz). (2.3)
A zona que mais provavelmente define um cluster sera´ a zona Zˆ que maximize
(2.3). Ou seja, Zˆ e´ o estimador de ma´xima verossimilhanc¸a de Z, e sua obtenc¸a˜o e´

































A segunda etapa consiste em encontrar Zˆ tal que (2.4) e´ maximizada. Sob H0, a














E´ interessante notar que L0 depende apenas do nu´mero total de casos e do total
de observac¸o˜es.













2.3 O modelo Poisson
O modelo Poisson supo˜e que os pontos sa˜o gerados por um processo de Poisson
na˜o-homogeˆneo. A formulac¸a˜o das hipo´teses e´ a mesma do modelo Bernoulli. Sob
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a hipo´tese alternativa, CA ∼ Poi(pNA∩Z + qNA∩Zc) ∀A. Sob H0, p = q e CA ∼
Poi(pNA) ∀A.
A func¸a˜o de verossimilhanc¸a sob H1 baseia-se na distribuic¸a˜o de probabilidades
do nu´mero total de casos.
P (C) =
e−pNZ−q(N−NZ) [pNZ + q (N −NZ)]C
C!
(2.7)
A probabilidade de que um caso espec´ıfico seja observado em um determinado
local x e´ dada por
 pNx/(pNZ + q(N −NZ)) se x ∈ ZqNx/(pNZ + q(N −NZ)) se x /∈ Z ,
sendo que Nx e´ o nu´mero total de observac¸o˜es em x. A func¸a˜o de verossimilhanc¸a e´
dada por.
L(Z, p, q) =


































A equac¸a˜o (2.8) e´ maximizada condicionalmente a Z nos pontos p = cZ/NZ e





































)C I ( cZNZ > C − cZN −NZ
)
. (2.11)
A func¸ao I() e´ a func¸a˜o indicadora. Outra maneira de representar (2.11) e´ atrave´s
da medida de risco relativo. Ao dividir-se por C tanto o numerador quanto o denomi-







)cZ ( C − cz
C − µZ
)C−cZ
I(cz > µZ). (2.12)
Os testes baseados em (2.6) ou em (2.12) possuem propriedades importantes que
sera˜o descritas a seguir. Me´todos para encontrar Zˆ, tal que (2.6) ou (2.12) seja
maximizado, e testar a hipo´tese H1 : p > q tambe´m sera˜o descritos em to´picos
futuros.
2.4 Propriedades da Estat´ıstica Scan
O principal ganho que se teve na estat´ıstica Scan de Kulldorff, em relac¸a˜o aos
me´todos de detecc¸a˜o de cluster espacial vigentes, e´ o fato de que tanto a detecc¸a˜o
do cluster mais prova´vel quanto o teste de significaˆncia sa˜o obtidos atrave´s de um so´
procedimento. Tal caracter´ıstica e´ descrita mais formalmente no seguinte teorema.
Considere D =
{
x[j], j = 1, · · · , C
}
o conjunto de coordenadas de casos observados




[j], j = 1, · · · , C
}
um conjunto
alternativo de com coordenadas diferentes.
Teorema 1. Se a hipo´tese nula e´ rejeitada sob D, enta˜o ela tambe´m sera´ rejeitada
para todo D′ tal que x′[j] = x[j],∀xj ∈ Zˆ.
Em outras palavras, dado que o cluster mais prova´vel Zˆ foi determinado e a
hipo´tese H0 rejeitada, qualquer alterac¸a˜o na localizac¸a˜o xj dos casos fora de Zˆ, man-
tidas fixas as coordenadas dos casos xj ∈ Zˆ, tambe´m resultara´ na rejeic¸a˜o de H0.
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Outra questa˜o de suma importaˆncia diz respeito ao poder de teste da estat´ıstica
scan. Kulldorff chama a atenc¸a˜o para o fato de que e´ dif´ıcil encontrar um teste
uniformemente mais poderoso para o caso de scan espacial. Para essa abordagem, e´
necessa´rio apresentar a definic¸a˜o de um teste “individualmente mais poderoso”.
Um teste individualmente mais poderoso resulta da decomposic¸a˜o da Regia˜o
Cr´ıtica em subconjuntos distintos. Suponha que o espac¸o Θ de paraˆmetros seja par-
ticionado em subconjuntos {Θj} disjuntos. Suponha tambe´m que a regia˜o cr´ıtica RC
tambe´m seja particionada em {RCj}, tal que ∪RCj = RC com os mesmos ı´ndices da
partic¸a˜o {Θj}. Considere tambe´m uma regia˜o cr´ıtica alternativa RC ′ = ∪RC ′j.
Definic¸a˜o 2. Para um particular n´ıvel de significaˆncia α, um teste e´ dito individu-
almente mais poderoso com respeito a uma partic¸a˜o {Θj} e uma partic¸a˜o {RCj} se,






1. RCj = RC
′
j para todo j 6= k;
2. P (ω ∈ RC ′) = α;
3. P (ω ∈ RC ′k|(Z, p, q)) > P (ω ∈ RCk|(Z, p, q)) para qualquer (Z, p, q) ∈ Θk.
De uma maneira mais direta, um teste e´ individualmente mais poderoso se, ao
fixarmos a regia˜o cr´ıtica RC exceto para uma partic¸a˜o RCk, o teste sera´ uniforme-
mente mais poderoso com relac¸a˜o a todas as escolhas restantes da regia˜o cr´ıtica e com
relac¸a˜o a todos os paraˆmetros da partic¸a˜o Θk de Theta. Tal propriedade e´ importante
para o caso de hipo´teses alternativas compostas quando se deseja saber qual parte de
Θ causa a rejeic¸a˜o, o que e´ justamente o caso da detecc¸a˜o de cluster espacial.
Teorema 2. O teste baseado em λ (tanto para o modelo Bernoulli quanto para o
modelo Poisson) e´ individualmente mais poderoso com respeito a`s partic¸o˜es {ΘZ} e
{RCZ}.
Os teoremas anteriores foram enunciados e demonstrados em [Kulldorff, 1997].
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2.5 Me´todos de detecc¸a˜o e Simulac¸o˜es de Monte
Carlo
Como dito nas sec¸o˜es anteriores, a detecc¸a˜o de um cluster envolve a obtenc¸a˜o da
zona Zˆ, entre todas as regio˜es Z ∈ Z, para determinar a estat´ıstica λ definida em (2.6)
ou (2.12). A ide´ia e´ obter, para cada zona Z, a raza˜o de verossimilhanc¸as LR(Z) =
L(Z)/L0 ou, equivalentemente, o logar´ıtimo da raza˜o, LLR(Z) = log(LR(Z)). A
zona correspondente ao maior valor de LLR(Z) sera´ Zˆ e λ = LR(Zˆ).
Tal procedimento revela-se evidentemente impratica´vel. Quando o espac¸o G e´
definido por n regio˜es, como descrito no in´ıcio do Cap´ıtulo, o conjunto Z sera´ finito,
pore´m tera´ 2n elementos (o nu´mero de subconjuntos de G). Para contornar esse
impasse, a obtenc¸a˜o de Zˆ pode ser realizada atrave´s da reduc¸a˜o do espac¸o Z ou
atrave´s de me´todos estoca´sticos. A primeira alternativa e´ baseada na definic¸a˜o de
“janelas” que podem ter diferentes formatos. Cada tipo diferente de janela define
uma classe reduzida Z ′ . Portanto, Z ′ pode ser uma colec¸a˜o de, por exemplo:
1. Todos os subconjuntos circulares de G;
2. Todos os retaˆngulos de formato e tamanho fixos;
3. Todos os subconjuntos elipticos de G;
4. Quando os dados sa˜o agregados, todos os subconjuntos definidos por regio˜es
conexas contendo no ma´ximo K regio˜es;
5. Em caso de cluster espac¸o-temporal, todos os subconjuntos cil´ındricos.
O caso mais simples e´ o “Scan Circular”, baseado em janelas circulares. Considere
o caso de dados agregados2. Sejam x1, · · · , xn os centro´ides de cada uma das n regio˜es
e considere dij a distaˆncia entre xi e xj. Para cada regia˜o Rk, define-se c´ırculos
conceˆntricos de raio r varia´vel cujo centro e´ xk. Para cada valor de r, uma nova zona
e´ definida pelas regio˜es Rl1 , · · · , Rls , com s < n e tal que dkl1 ≤ dkl2 ≤ · · · ≤ dkls ≤ r.
Calcula-se LLR(Z) para cada zona e o processo e´ repetido para outros valores de k.3
2Me´todos para detecc¸a˜o de cluster em dados pontuais sera˜o descritos adiante.
3Pode-se definir um nu´mero ma´ximo K de regio˜es dentro de um cluster, e nesse caso s < K.
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Tango [Tango & Takahashi, 2005] define um me´todo de detecc¸a˜o baseando-se em
janelas de formato irregular. O procedimento utiliza um nu´mero K que representa
o nu´mero ma´ximo de regio˜es dentro de um cluster. Para cada regia˜o k define-se
uma janela circular Zk contendo os (K − 1) vizinhos mais pro´ximos. Em seguida,
va´rias janelas definidas por regio˜es conexas sa˜o definidas, de modo que todas estejam
contidas em Zk, e a estat´ıstica LLR(Z) e´ obtida para cada uma delas. O procedimento
se repete para outros valores de k.
Outros me´todos baseados em diferentes formatos pre´-especificados de janelas fo-
ram desenvolvidos. Um exemplo e´ encontrado em [Kulldorff et al., 2006] onde e´ pro-
posta a detecc¸a˜o de clusters atrave´s de jane´las el´ıpticas.
Com Zˆ aproximado por um desses me´todos, procede-se com o teste de hipo´teses.
Outro impasse surge, entretanto, do fato de que a distribuic¸a˜o de λ e´ muito dif´ıcil,
se na˜o imposs´ıvel, de ser definida. O me´todo usual de obter a distribuic¸a˜o de λ sob
H0 consiste em realizar simulac¸o˜es de Monte Carlo baseadas no me´todo de Dwass
[Dwass, 1956]. Como os valores sob a hipo´tese nula µRi sa˜o conhecidos, obtem-se
replicac¸o˜es aleato´rias da distribuic¸a˜o de casos entre as regio˜es Ri, condicionadas ao
nu´mero total C. Em cada replicac¸a˜o, um dos procedimentos acima descritos e´ execu-
tado e a estat´ıstica λ e´ calculada. Com 10.000 simulac¸o˜es baseadas na hipo´tese nula
e considerando um n´ıvel de significaˆncia de 5%, a hipo´tese nula sera´ rejeitada se o
valor de λ = LR(Zˆ) estiver entre os 500 maiores valores obtidos pelas simulac¸o˜es.
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Cap´ıtulo 3
Medidas de intensidade em dados
agregados
3.1 Introduc¸a˜o
Apo´s a obtenc¸a˜o do “cluster mais prova´vel” Zˆ, isto e´, a zona Z com maior LLR,
bem como a obtenc¸a˜o do seu n´ıvel de significaˆncia via Monte Carlo, e´ interessante
prosseguir com a invetigac¸a˜o da incerteza inerente ao cluster detectado.
As primeiras tentativas de abordagem da incerteza em torno da detecc¸a˜o do cluster
mais prova´vel Zˆ foram baseadas na observac¸a˜o dos “clusters secunda´rios”, que sa˜o
outras zonas Z ∈ Z cujas estat´ısticas LLR(Z) esta˜o entre os valores significativos
obtidos via simulac¸a˜o de Monte Carlo. Essas zonas secunda´rias, ale´m de proverem
uma visualizac¸a˜o da incerteza envolvida (no caso de clusters sobrepostos), permitem
que prova´veis focos com excesso de ocorreˆncia em outros pontos do espac¸o G sejam
investigados (clusters disjuntos).
Outro me´todo de investigac¸a˜o de incertezas, baseado em clusters secunda´rios e
nos riscos relativos, foi proposto em [Boscoe et al., 2003]. Apo´s a simualc¸a˜o de Monte
Carlo, as zonas cujas razo˜es de verossimilhanc¸a esta˜o acima do quantil de 95% sa˜o
estratificados em 10 n´ıveis da medida de risco relativo definido em (2.1). Em cada
n´ıvel, a zona com maior LLR(Z) e´ mapeada – e outros secunda´rios, desde que na˜o
sobreponham a regia˜o ja´ detectada. O procedimento e´ repetido e resulta em um
mapeamento de 10 classes de zonas (10 cores diferentes) cujos riscos relativos sa˜o
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significativos.
Em [Chen et al., 2008], propo˜e-se a repetic¸a˜o do processo de detecc¸a˜o para S
valores diferentes do nu´mero ma´ximo K de regio˜es dentro do cluster. Em geral S = 8
e K varia entre 5% e 49% do nu´mero total n de regio˜es no mapa. Realizadas as S
detecc¸o˜es, a confianc¸a de uma a´rea i e´ dada pelo nu´mero de vezes em que ela aparece
no cluster Zˆ dividido por S.
Os me´todos citados abordam a incerteza atrave´s da divisa˜o do mapa em “dentro”
e “fora” dos clusters mais prova´veis. Entretanto, e´ essencial verificar a importaˆncia
individual de cada a´rea do mapa, refletindo seu potencial de compor um cluster,
estando ela inserida ou na˜o no cluster Zˆ. Deve-se levar em conta que o nu´mero de
casos em cada a´rea tambe´m esta´ sujeito a variac¸o˜es. Como citado no comec¸o deste
trabalho, esforc¸os ja´ foram feitos em [Rosychuk, 2005], onde se propo˜e a estimativa
de intervalos de confianc¸a do risco relativo para cada a´rea, os quais sa˜o comparados
com os riscos contidos no cluster mais prova´vel. Tal me´todo, entretanto, na˜o permite
uma visualizac¸a˜o ampla da incerteza envolvida.
A medida de intensidade proposta recentemente em [Oliveira et al., 2011] mede a
importaˆncia individual de cada a´rea. O me´todo e´ semelhante ao teste na˜o-parame´trico
da estat´ıstica λ, mas aqui as va´rias simulac¸o˜es de Monte Carlo sa˜o baseadas na˜o na
hipo´tese nula, mas sim no nu´mero observado de casos. O resultado e´ uma medida
para cada a´rea. Em cada simulac¸a˜o, o LLR(Z) do cluster mais prova´vel e´ obtido.
A medida individual dependera´ do maior LLR(Z) observado entre os clusters mais
prova´veis contendo essa a´rea.
3.2 Me´todo
Sejam R1, · · · , Rn as n a´reas que compo˜em a regia˜o G que conte´m N elemen-
tos e C casos. Considere que c1, · · · , cn sa˜o as quantidades observadas de casos
em cada regia˜o, com
∑n
i=1 ci = C. A medida de intensidade sera´ baseada em
m replicac¸o˜es de Monte Carlo baseadas em uma distribuic¸a˜o que tenha como va-
lor esperado os valores ci observados. Mais precisamente, cada replicac¸a˜o j (j =
1, · · · ,m) da simulac¸a˜o ira´ gerar uma amostra vj = (s1, · · · , sn) do vetor aleato´rio
V = (C1, · · · , Cn),
∑n
i=1 si = C, que segue uma distribuic¸a˜o multinomial com pro-
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babilidades (c1/C, · · · , cn/C) – de modo que E(V ) = (c1, · · · , cn). Em seguida, o
algoritmo de detecc¸a˜o de cluster e´ aplicado, gerando o valor LLRj correspondente ao
cluster mais prova´vel j (MLCj). Apo´s m replicac¸o˜es, os valores LLR1, · · · , LLRn sa˜o
ordenados, formando o conjunto
{





MLC(1), · · · ,MLC(m)
}
. Defindo uma func¸a˜o f : {1, · · · ,m} → R






f(j), i = 1, · · · , n (3.1)
Se a a´rea Ri na˜o pertence a nenhum dos conjuntos MLC(1), · · · ,MLC(n), enta˜o
q(Ri) = 0.
A medida q(Ri) deve ser interpretada como a importaˆncia relativa da regia˜o Ri
como parte da anomalida detectada na regia˜o. Esse conceito e´ mais informativo do que
a simples divisa˜o entre cluster e na˜o-cluster. Grandes valores de q(Ri) (0 ≤ q(Ri) ≤ 1)
significam uma influeˆncia maior da i-e´sima regia˜o na existeˆncia do cluster.
Tal medida tambe´m esta´ diretamente relacionada a` incerteza envolvida no pro-
cesso de detecc¸a˜o. De fato, quanto maiores as intensidades em regio˜es pertencentes
a uma particular zona Z, maior e´ a certeza de que essa a´rea configura um cluster
([Oliveira et al., 2011]).
Exemplo 1. Investigando concentrac¸a˜o de munic´ıpios sem cadastro de IPTU.
O Instituto Brasileiro de Geografia e Estat´ıstica (IBGE) realizou em 2009 um
levantamento a n´ıvel municipal, objetivando trac¸ar o perfil dos munic´ıpios brasileiros
[IBGE, 2010]. As varia´veis observadas sa˜o categorizadas em va´rios temas e subtemas.
Uma das varia´veis, de relevante interesse nas Financ¸as Pu´blicas, e´ o fato de o
munic´ıpio ter ou na˜o um cadastro imobilia´rio. Cerca de 6% dos munic´ıpios na˜o
possuem esse recurso, e seria interessante investigar, portanto, se existe um cluster
de munic´ıpios sem cadastro imobilia´rio.
Para implementar essa investigac¸a˜o, os munic´ıpios foram agrupados em micror-
regio˜es (554, no total). A cada microrregia˜o esta´ associado o nu´mero de munic´ıpios
sem cadastro imobilia´rio. Essa frequeˆncia, bem como os riscos relativos, seguem na
Figura 3.1.
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O cluster detectado e´ significativo a 95%, como mostra a Tabela 3.1. A detecc¸a˜o
foi feita atrave´s de janelas circulares contendo ate´ 30% do total de microrregio˜es.
O conjunto possui 102 regio˜es, correspondendo a 939 munic´ıpios, dos quais 203 na˜o
possuem cadastro imobilia´rio. A regia˜o detectada e as medidas de intensidade q(Ri)
por microrregia˜o esta˜o representadas na Figura 3.2.
(a) Nu´mero de casos (b) Risco relativo
Figura 3.1: Munic´ıpios sem cadastro imobilia´rio, por microrregia˜o
Tabela 3.1: Auseˆncia de cadastro imobilia´rio: LLR(Zˆ) observado e quantis de
90%,95% e 99% obtidos das simulac¸o˜es de Monte Carlo
LLR(Zˆ) p99 p95 p90
159.48 10.41 8.71 7.91
Exemplo 2. Investigando concentrac¸a˜o de munic´ıpios com RREOs faltantes.
A lei complementar n◦101/2000, a Lei de Responsabilidade Fiscal (LRF), esta-
belece normas orientadoras das financ¸as pu´blicas para todas as esferas do governo:
Federal, Estadual e Municipal [Orair et al., 2011]. Essa lei incumbe o poder execu-
tivo das treˆs esferas da responsabilidade de elaborac¸a˜o e publicac¸a˜o bimestral das
contas pu´blicas. Essas informac¸o˜es sa˜o publicadas atrave´s dos Relato´rios Resumi-
dos de Execuc¸a˜o Orc¸amenta´ria (RREOs). Os RREOs sa˜o divulgados no portal da
Secretaria do Tesouro Nacional (STN) em STN, em formato pdf.
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(a) Cluster detectado (b) Medidas de intensidade
Figura 3.2: Cluster de auseˆncia de cadastro imobilia´rio e medidas de intensidade, por
microrregia˜o
Apesar das normas estabelecidas na LRF, nem todos os munic´ıpios divulgam
tais informac¸o˜es nos prazos estabelecidos. Na realidade, 42% dos 5.565 munic´ıpios
deixaram de divulgar RREOs atrave´s do STN1 em pelo menos 1 bimestre entre janeiro
de 2006 e dezembro de 2010. Seria interessante verificar, portanto, se existe um cluster
de munic´ıpios com RREOs faltantes.
Como no exemplo anterior, os munic´ıpios foram agregados em microrregio˜es. A
detecc¸a˜o do cluster tambe´m foi feita nos moldes do exemplo acima. O cluster detec-
tado e´ significativo a 99% de confianc¸a (Tabela 3.2), possui 163 microrregio˜es contendo
1.499 munic´ıpios, dos quais 1.200 possuem RREOs faltantes. O cluster detectado e
as medidas de intensidade seguem na Figura 3.4.
Tabela 3.2: RREOs faltantes: LLR(Zˆ) observado e quantis de 90%,95% e 99% obtidos
das simulac¸o˜es de Monte Carlo
LLR(Zˆ) p99 p95 p90
307.65 57.14 55.16 52.71
Os exemplos acima ilustram a importaˆncia do delineamento de incertezas na de-
tecc¸a˜o de clusters espaciais. A simples detecc¸a˜o dos clusters sugere maiores riscos em
1Um munic´ıpio pode divulgar RREOs em outras fontes que na˜o o STN. Entretanto, para simpli-
ficac¸a˜o, este exemplo estara´ restrito apenas a essa fonte de dados.
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(a) Nu´mero de munic´ıpios (b) Risco relativo
Figura 3.3: Munic´ıpios com RREOs faltantes, por microrregia˜o
(a) Cluster detectado (b) Medidas de intensidade
Figura 3.4: Cluster de RREOs faltantes e medidas de intensidade, por microrregia˜o
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uma a´rea envolvendo parte das regio˜es Norte, Nordeste e norte do Centro-Oeste, no
caso da auseˆncia de cadastros imobilia´rios, enquanto que a investigac¸a˜o de munic´ıpios
com RREOs faltantes resulta em uma a´rea de maior risco mais concentrada na regia˜o
Nordeste.
Ao se avaliar as incertezas atrave´s das medidas definidas em (3.1), entretanto, e´
poss´ıvel notar que essa a´rea de risco, nos dois exemplos, pode englobar toda a regia˜o
Norte e Nordeste, e uma parcela maior da regia˜o Centro-Oeste. Ao mesmo tempo,
as medidas ainda destacam as regio˜es dos clusters detectados, mantendo a conclusa˜o
inicial de que o risco de um munic´ıpio deixar de apresentar um RREO e´ maior em
uma regia˜o mais concentrada no Nordeste.
Outro fato importante das medidas de de intensidade, que na˜o foi visualizado nos
exemplos anteriores, e´ a sua utilidade na detecc¸a˜o de clusters secunda´rios. Tal fato
sera´ ilustrado adiante nas simulac¸o˜es em dados pontuais. Entretanto, a sensibilidade
de tal medida a` existeˆncia de clusters mu´ltiplos em dados agregados e´ discutida e
ilustrada em [Oliveira et al., 2011].
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Cap´ıtulo 4
Detecc¸a˜o de Clusters em dados
pontuais
4.1 Introduc¸a˜o
O me´todo de Kulldorff atrave´s do scan circular (ou de qualquer outro formato)
aplicado em dados pontuais segue a mesma lo´gica no caso de dados agregados. Em
vez de a´reas R1, · · · , Rn com centro´ides x1, · · · , xn, considera-se os N pontos com
coordenadas x1, · · · , xN , xi ∈ R2. A cada ponto e´ associado o valor Ci que pode ser
1 ou 0 se essa observac¸a˜o for caso ou controle, respectivamente. Janelas em algum
formato espec´ıfico sa˜o centradas em cada ponto e sa˜o expandidas, gerando assim zonas
candidatas a cluster a`s quais sa˜o associadas as estat´ısticas LLR(Z), e o cluster mais
prova´vel e´ a zona Zˆ que maximiza LLR(Z). Sob a hipo´tese nula, cada ponto tem
valor esperado µxi = p. As simulac¸o˜es de Monte Carlo para o ca´lculo do p-valor sa˜o
baseadas em valores Ci gerados sob a hipo´tese nula, considerando que Ci ∼ Bern(p)
para cada ponto e de modo que
∑N
i=1 Ci = C.
Ha´ uma corrente metodolo´gica abordando as limitac¸o˜es, tanto computacionais
quanto com relac¸a˜o a` sensibilidade – ou seja, a capacidade de se detectar um clus-
ter verdadeiro – do me´todo baseado em “janelas” de qualquer formato. O aumento
significativo do tempo gasto para a varredura e´ evidente ja´ que, em vez de n < N
regio˜es nas quais as janelas esta˜o centradas, ha´ N pontos, e enta˜o o nu´mero de
candidatos a cluster aumenta consideravelmente [Cucala et al., 2009]. O problema
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de sensibilidade talvez se deva ao fato de que o me´todo deteca apenas clusters
em formato regular pre´-determinado (circular, el´ıptico, etc.). Metodologias usu-
ais baseados no scan espacial para detecc¸a˜o de clusters em formatos irregulares,
como em [Tango & Takahashi, 2005], trabalham apenas em dados agregados. Ou-
tro me´todo utilizado na detecc¸a˜o de cluster irregular e´ baseado em uma a´rvore de
abrangeˆncia mı´nima (Minimum Spanning Tree ou MST), e foi proposto originalmente
em [Assunc¸a˜o et al., 2006], mas tambe´m foi desenvolvido no contexto de dados agre-
gados.
Em dados pontuais, foram propostos recentemente me´todos de detecc¸a˜o baseados
em grafos e subgrafos ligando os pontos correspondentes aos casos. Nesse contexto, o
conjunto de candidatos a cluster e´ definido em termos da proximidade (ou densidade
local) das ocorreˆncias. Entretano, faz-se necessa´rio corrigir a heterogeneidade exis-
tente na distribuic¸a˜o geogra´fica dos pontos [Duczmal et al., 2011]. Sem essa correc¸a˜o,
um raio esfe´rico na˜o e´ adequado para estimar as densidades populacionais em todas
as regio˜es. Em [Wieland et al., 2007] define-se uma adaptac¸a˜o do me´todo baseado
no MST, denominado Euclidean Minimum Spanning Tree (EMST). Essa adaptac¸a˜o
ocorre atrave´s de um cartograma, um mapa distorcido baseado no Diagrama de Voro-
noi, de modo que uma novo espac¸o geogra´fico seja definido e tenha densidade popula-
cional constante. Esse me´todo na˜o baseia a significaˆncia do teste na estat´ıstica scan
de Kulldorff, mas sim em um peso total que depende da densidade local dos casos.
Outro me´todo e´ baseado na˜o no MST, mas em um grafo completo ligando as
coordenadas dos casos [Cucala et al., 2009]. Os candidados a cluster sa˜o subgrafos
gerados por diferentes n´ıveis δ de distaˆncias (conectando assim apenas pontos que na˜o
estejam distantes entre si ale´m de δ). Em torno de cada regia˜o candidata e´ definida
uma regia˜o de vizinhanc¸a tal que os pontos nela contidos na˜o estejam distantes do
cluster candidato ale´m do n´ıvel considerado. Logo apo´s, utiliza-se uma das medidas
de concentrac¸a˜o dos casos dentro dessas regio˜es – entre as quais esta´ a raza˜o de
verossimilhanc¸as que define a estat´ıstica de Kulldorff. Tal me´todo, entretanto, na˜o
atenta para o ja´ referido problema das diferenc¸as de heterogeneidade da populac¸a˜o
como um todo.
Mais recentemente foi apresentado um me´todo semelhante ao EMST, o Voro-
noi Based Scan (VBScan) [Duczmal et al., 2011]. Em vez das distaˆncias euclidianas
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utilizadas no EMST, utiliza-se o conceito de Distaˆncia de Voronoi que, como sera´
detalhado nos pro´ximos to´picos, surge como uma soluc¸a˜o alternativa no tratamento
das densidades locais heterogeˆneas e dispensa a distorc¸a˜o do mapa original.
Os to´picos seguintes fara˜o uma breve descric¸a˜o dos me´todos baseados no MST
para detecc¸a˜o de clusters.
4.2 Algumas definic¸o˜es
4.2.1 Diagrama de Voronoi
Ambos os me´todos baseados no MST aqui descritos fara˜o uso do Diagrama de
Voronoi. Considere o conjunto E = {x1, · · · , xN}, xi ∈ R2. A cada ponto xi e´ definida
uma ce´lula υ(i) que consiste no conjunto de pontos em R2 que sa˜o mais pro´ximos de
xi do que de qualquer outro ponto em E. Mais especificamente, υ(i) e´ definido como
υ(i) =
{
x ∈ R2|d(xi, x) ≤ d(xj, x),∀j 6= i
}
, (4.1)
onde d(xi, xj) = ‖xi − xj‖2. O conjunto de ce´luluas υ(i), i = 1, · · · , N consti-
tui o que se chama de Diagrama de Voronoi e a ce´lula υ(i) e´ a Ce´lula de Voro-
noi([Mount, 2012]).
As ce´lulas de Voronoi sa˜o constru´ıdas da seguinte maneira: dados os pontos xi e xj,
trac¸a-se uma reta perperdicular ao segmento que os conecta e que passe exatamente
no ponto me´dio desse segmento. O mesmo e´ feito para todo par de pontos ate´ que o
diagrama de Voronoi esteja completo1. A Figura 4.1 ilustra um conjunto de 20 pontos
aleatoriamente distribuidos no intervalo bidimensional [0, 1]X[0, 1] e o diagrama de
Voronoi correspondente.
4.2.2 MST
Define-se um grafo Gr(E,L) a partir do conjunto E e um conjnto L. Os elementos
de E sa˜o chamados de ve´rtices, e L = {(xi, xj)|xi, xj ∈ E} representa um conjunto
de arestas interligando pares de pontos pertencentes a E. Tal definic¸a˜o, entretanto,
1Um algoritmo eficiente para a construc¸a˜o do Diagrama de Voronoi e´ detalhado em [Mount, 2012]
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Figura 4.1: Pontos aleatoriamente distribu´ıdos (esquerda) e diagrama de Voronoi do
conjunto (direita)
e´ de interpretac¸a˜o bastante ampla e abstrata para o estudo de detecc¸a˜o de clusters.
A maneira usual de abordar cluster em dados pontuais utilizando grafos e´ atrave´s de
subgrafos.
Uma a´rvore t e´ um subgrafo de Gr conectado e sem ciclos, ou seja, todos os
ve´rtices nele contidos esta˜o conectados a pelo menos um ve´rtice do mesmo subgrafo,
sem que uma regia˜o “fechada” se forme. Uma a´rvore de abrangeˆncia T (“spanning
tree”) e´ uma a´rvore que conte´m todos os ve´rtices de E. A cada a´rvore de abrangeˆncia





onde L(T ) ∈ L e´ o conjunto de limites da a´rvore T e ω(l) e´ a distaˆncia entre os dois
pontos conectados por l.
Com esses termos em mente, pode-ser definir um MST.
Definic¸a˜o 3. Uma a´rvore de abrangeˆncia mı´nima (“Minimum Spanning Tree”,MST)
e´ uma a´rvore T tal que ω(T ) e´ mı´nimo.
A Figura 4.2 ilustra a construc¸a˜o de um MST baseado nos mesmos 20 pontos
gerados aleatoriamente no exemplo anterior. Note que a linha mais espessa represen-
tando o MST sobrepo˜e o grafo regular2, ilustrando que o MST e´ um subconjunto de
2Um grafo regular e´ um subgrafo cujos ve´rtices possuem o mesmo nu´mero de vizinhos, isto e´, cada
ve´rtice e´ ligado ao mesmo nu´mero de ve´rtices. Esse tipo de grafo produz regio˜es delimitadas. Se na˜o
existem pontos colineares, um grafo regular pode ser obtido atrave´s da Triangulac¸a˜o de Delaunay.
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um grafo.
Figura 4.2: Grafo Regular dos pontos (esquerda) e MST do conjunto (direita)
4.2.3 Definic¸a˜o de prova´veis clusters
Em [Wieland et al., 2007] e´ adotada uma definic¸a˜o espec´ıfica de cluster potencial
em dados pontuais. Diferentemente da Definic¸a˜o 1 adotada por Kulldorff, a existeˆncia
de um cluster esta´ mais associada a` proximidade dos casos entre si: um conjunto de
casos S e´ um cluster em potencial se satisfaz a propriedade de que cada subconjunto
de S e´ mais pro´ximo de um ponto dentro de S do que de outro ponto fora de S.





d(a, b) se A 6= , B 6= 
∞ c.c
A distaˆncia interna de um conjunto na˜o vazio S e´ definida pela distaˆncia ma´xima




Com essas distaˆncias formalmente definidas, e´ poss´ıvel agora uma definic¸a˜o formal
de um cluster potencial em dados pontuais.
Definic¸a˜o 4. Considere um espac¸o geogra´fico G no qual esta˜o definidas observac¸o˜es.
Seja D o conjunto de todos os casos. Um subconjunto S ⊂ D e´ um cluster pontencial
se d(S) < d(S,D − S).
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Assim, por definic¸a˜o, o pro´prio conjunto D e tambe´m cada ponto isolado repre-
sentam clusters potenciais.
4.3 Me´todos baseados no MST
As definic¸o˜es anteriores na˜o deixam claro como localizar outros clusters ale´m dos
clusters triviais (isto e´, o conjunto de todos os casos e cada ponto individualmente).
Uma das maneiras de defin´ı-los e´ atrave´s de uma a´rvore de abrangeˆncia T que seja
o MST de D. Cada subgrafo de T define um cluster potencial. Entretanto, mesmo
um nu´mero razoavelmente pequeno de casos define uma quantidade muito grande de
subgrafos poss´ıveis.
Para contornar esse problema, propoˆs-se um me´todo baseado na remoc¸a˜o iterativa
dos limites de L(T ). Inicialmente, o limite l ∈ L(T ) com maior ω(l) e´ removido, resul-
tando em duas a´rvores de abrangeˆncia disjuntas (dois clusters potenciais). Na etapa
seguinte, o limite com maior peso entre os limites restantes e´ retirado, definido-se
mais dois clusters potenciais. O processo se repete ate´ que se tenha o conjunto trivial
de clusters prova´veis (cada ponto isolado). No total, ha´ apenas 2C − 1 candidatos
poss´ıveis. Em [Wieland et al., 2007] ha´ uma demonstrac¸a˜o de que esse procedimento
define o conjunto total de clusters potenciais. A Figura 4.3 ilustra esse processo de
definic¸a˜o dos clusters candidatos considerando os mesmos 20 pontos dos exemplos
anteriores.
4.3.1 EMST
Em [Wieland et al., 2007], todo um processo de homogeneizac¸a˜o das densida-
des locais e´ executado. Primeiro, um diagrama de Voronoi e´ constru´ıdo apenas em
torno dos pontos representando os controles, de modo que cada caso esteja localizado
em uma das ce´lulas do diagrama. Em seguida, uma transformac¸a˜o na˜o-linear desse
diagrama (o cartograma) e´ realizada de modo que cada ce´lula de Voronoi tenha a
mesma a´rea. Os casos sa˜o enta˜o aleatoriamente alocados em suas respectivas ce´lulas
do diagrama original. A Figura 4.4 retirada de [Wieland et al., 2007] ilustra essa
construc¸a˜o.
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Figura 4.3: Remoc¸a˜o iterativa dos maiores limites do MST
Como mencionado anteriormente, a significaˆncia dos clusters e´ computada baseando-
se na proximidade dos pontos dentro de cada cluster pontencial. Sob a hipo´tese H0,
os casos sa˜o uniformemente distribu´ıdos no cartograma. Consiere Z um cluster pon-
tencial gerado sob H0 e S um cluster potencial observado, ambas definidas de acordo
com a Definic¸a˜o 4. O p-valor PS associado ao cluster S e´ dado por
PS = P (ω(Z) < ω(S)|#Z = #S) , (4.4)




Figure 5: Construction of the Voronoi diagram cartogram. a) One hundred cases (green) and 50
controls (red) are distributed on a map. b) The case locations are superimposed on the Voronoi
diagram constructed from the controls. c) A density-equalized cartogram of the Voronoi diagram
distorts the original map so that all Voronoi regions have the same area. New case locations are
assigned on the cartogram by randomly plotting each case within its corresponding Voronoi region.
Potential Clusters
The following two lemmas are used in the proof of Lemma 1, which states that potential clusters
are captured by the greedy edge-deletion algorithm.
Lemma 2 Let V be a nonempty set of points in a plane. Let T be a Euclidean minimum spanning
tree of V . Let TS be a connected subgraph of T with vertex set S. Then ρ(S) (defined in Eq. 2 in
the text) is equal to the maximum weight of an edge in TS if |S| > 1, and 0 otherwise.





ρ(X,Y ) = ρ({x}, {x}) = ρ(x, x) = 0. (1)
If |S| > 1, let e = (v1, v2) be an edge of maximum weight in TS . TS − e has two components with
vertex sets V1 and V2. We first wish to show that ρ(V1, V2) = w(e), where w(e) is the weight of e.
We have
ρ(V1, V2) = min
x∈V1
y∈V2
ρ(x, y) ≤ ρ(v1, v2). (2)
Assume the inequality is strict, so there exist w1 ∈ V1 and w2 ∈ V2 with ρ(w1, w2) < ρ(v1, v2). The
graph T −e+(w1, w2) is a spanning tree of V having lower weight than T , which is a contradiction.
Hence ρ(V1, V2) = w(e).
1
Figura 4.4: Transformac¸a˜o do mapa para homogeneizac¸a˜ das dens dades locais.
Fonte: [Wieland t al., 2007]
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onde #A representa o nu´mero de elementos em um conjunto A.
Espera-se que se um conjunto de casos representa um cluster, enta˜o e´ natural
imaginar que e´ mais prova´vel eles estarem mais pro´ximos entre si do que um cluster
gerado sob H0 com o mesmo nu´mero de casos. PS representa, enta˜o, o p-valor do
cluster candidato S condicionado ao nu´mero de casos nele contidos. Define-se enta˜o
a estat´ıstica P como sendo o mı´nimo PS observado no conjunto de clusters potenciais
na˜o-triviais contendo no ma´ximo metade dos casos. Te´cnicas de Monte Carlo sa˜o
usadas para ajustar PS como func¸a˜o de ω(S) a uma distribuic¸a˜o Normal para cada
valor de #(S). Como no caso da distribuic¸a˜o de λ no me´todo de Kulldorff, a distri-
buic¸a˜o de P sob H0 e´ obtida tambe´m atrave´s de te´cnicas de Monte Carlo. O cluster
mais significante e´ reportado.
No mesmo trabalho em que se propoˆs tal me´todo, realizou-se um conjunto de si-
mulac¸o˜es para compara´-lo aos procedimentos baseados no Scan Espacial. Essa com-
parac¸a˜o se deu por medidas de sensibilidade (Sens), que mede a frac¸a˜o do cluster
verdadeiro que foi detectado, e a acura´cia (PPV, ou Valor Predito Positivo), onde
Sens =
∑N
i=1 I(xi ∈ ClusterDetectado ∩ ClusterReal)∑N




i=1 I(xi ∈ ClusterDetectado ∩ ClusterReal)∑N
i=1 I(xi ∈ ClusterDetectado)
(4.6)
Apo´s va´rias simulac¸o˜es, as me´dias de 4.5 e 4.6 foram tomadas. O me´tdo EMST
revelou-se em me´dia mais sens´ıvel que o Scan el´ıptico, mas perdeu em acura´cia,
obtendo uma proporc¸a˜o me´dia maior de falsos positivos do que o me´todo usual.
4.3.2 VBScan
Em [Duczmal et al., 2011], propoˆs-se uma adaptac¸a˜o do me´todo baseado no
EMST, o VBScan. O me´todo tambe´m utiliza o Diagrama de Voronoi, pore´m o dia-
grama e´ constru´ıdo na˜o apenas no conjunto de controles, mas sim em todos os pontos
observados.
O principal ganho do VBscan com relac¸a˜o ao EMST e´ a definic¸a˜o da Distaˆncia de
Voronoi. Seja υij o nu´mero de ce´lulas de Voronoi interceptadas por uma linha reta
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para ligar os pontos xi e xj, incluindo eles pro´prios. A Distaˆncia de Voronoi e´ dada
por δ(i, j) = υij − 1. Se as ce´lulas υ(i) e υ(j) sa˜o vizinhas, enta˜o δ(i, j) = 1.
O VBScan e´ baseado no VMST, um MST que minimiza a distaˆncia de voronoi total
(peso de Voronoi) em uma a´rvore de abrangeˆncia. Empates ocorrem com frequeˆncia
nessa me´trica de distaˆncias. Em casos desse tipo, o limite escolhido para compor o
VMST sera´ aquele com maior distaˆncia Euclidiana.
O uso da distaˆncia de Voronoi dispensa a transformac¸a˜o do espac¸o G a fim de
se homogeneizar as densidades locais. A pro´pria definic¸a˜o de distaˆncia de Voronoi
corrige essas diferentes densidades. Considere D =
{
x[j], j = 1, · · · , C
}
o conjunto
de coordenadas dos pontos representando os casos. Considere C(x[j], r) um c´ırculo de
raio r (medido na me´trica euclidiana) centrado em x[j] e que a densidade local seja
dado por s[j] indiv´ıduos por unidade de a´rea. A populac¸a˜o esperada em torno de C e´
dada por s[j]pir
2. Ao substituirmos r por um raio R medido em unidades da distaˆncia
de Voronoi, enta˜o s[j] = 1 (ja´ que cada unidade da distaˆncia de Voronoi corresponde a
um indiv´ıduo), e a populac¸a˜o local e´ dada por piR2. Em outras palavras, ao se adotar
a me´trica de Voronoi a populac¸a˜o total esperada dentro de um c´ırculo C(x[j], R)
depende apenas do comprimento de raio R, na˜o da densidade local nas proximidades
do ponto x[j].
De maneira semelhante ao me´todo apresentado em [Cucala et al., 2009], o me´todo
VBScan define “regio˜es de influeˆncia” em torno dos clusters potenciais. A seguinte
proposic¸a˜o e´ dada em [Duczmal et al., 2011].
Proposic¸a˜o 1. Considere um conjunto D de casos e seu respectivo VMST dado por
T . Seja TS um subgrafo de T cujos ve´rtices compo˜em um subconjunto S de D, e seja
f(x) a densidade local no ponto x. Para cada caso x[j] ∈ S, seja ω[j] o peso mı´nimo
dos limites que incidem em x[j] no subgrafo TS. Considere tambe´m o conjunto B =








Com as regio˜es de influeˆncia definidas e as populac¸o˜es locais dessas regio˜es aproxi-
madas, procede-se com a remoc¸a˜o iterativa das arestas do VMST, de modo semelhante
a` ilustrac¸a˜o na Figura 4.3. A cada cluster candidato e´ ca´lculada a estat´ıstica Scan de
Kulldorff λ, definida em 2.12, levando-se em conta a proposic¸a˜o acima para aproximar
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o nu´mero total de observac¸o˜es em torno da regia˜o de influeˆncia de cada candidado S.
E´ importante notar que, apesar da utilizac¸a˜o do VMST, que esta´ relacionado
a` ide´ia de cluster como um “conjunto de casos pro´ximos entre si” da Definic¸a˜o 4,
o me´todo VBScan, ao considerar a aproximac¸a˜o da populac¸a˜o local, na˜o abre ma˜o
da noc¸a˜o de zona de risco como uma regia˜o com “excessos de ocorreˆncia ale´m do
esperado”, formalizada na Definic¸a˜o 1.
Simulac¸o˜es foram feitas em [Duczmal et al., 2011] com o intuito de comparar o
VBScan com as te´cnicas usuais de scan no espac¸o-tempo, para a detecc¸a˜o de va´rios
tipos diferentes de cluster espac¸o-temporal. As comparac¸o˜es tambe´m foram baseadas
nas medidas 4.5 e 4.6. As simulac¸o˜es mostraram que o VBScan apresentaram maior
Sensibilidade e acura´cia que o scan el´ıptico.
E´ inevita´vel tambe´m comparar o ganho em eficieˆncia e robustez que se tem no
VBScan em comparac¸a˜o com o EMST. Algumas das principais vantagens listadas
sa˜o:
• O VBScan na˜o necessita de uma tranformac¸a˜o do espac¸o G em que esta˜o loca-
lizados os pontos;
• Por na˜o depender dessa transformac¸a˜o, os clusters potenciais sa˜o reportados
com as coordenadas originais obervadas dos casos;
• Enquanto o EMST depende do conjunto controle apenas no sentido de se definir
as regio˜es dos casos onde estes sera˜o alocados aleatoriamente, o VBScan apro-
xima o nu´mero de controles em torno de um cluster candidato, aproximando-se
mais da ide´ia de cluster como excesso de ocorreˆncia a´le´m do esperado;
• No VBScan, a significaˆncia do teste depende diretamente do cluster candidato,
enquanto o EMST ainda providencia um ajuste pela normal que dependa do
cluster S atrave´s de ω(S);
• O VBScan utiliza a estat´ıstica de Kulldorff, que possui as propriedades de poder
de teste estabelecidas no teorema 2.
Os me´todos acima descritos, embora tenham vantagens evidentes, na˜o sera˜o imple-
mentados neste trabalho. O foco sera´ dado no delineamento de incertezas a exemplo
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do que foi apresentado no Cap´ıtulo 3, pore´m no contexto de obervac¸o˜es pontuais. As
ferramentas acima descritas, entretanto, foram extremamente u´teis para o desenvol-
vimento da soluc¸a˜o proposta, como sera´ visto no pro´ximo Cap´ıtulo.
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Cap´ıtulo 5
Medidas de intensidade em dados
pontuais
5.1 Introduc¸a˜o
Como foi dito no Cap´ıtulo 2, o p-valor da estat´ıstica λ para dados agregados em
n regio˜es e´ obtido atrave´s de replicac¸o˜es aleato´rias do vetor V = (C1, · · · , Cn) sob
a hipo´tese nula. Assim, E(Ci) = µi = Ni
C
N




de casos observados, e N =
n∑
i=1
Ni o total de observac¸o˜es. Em outras palavras, o
p-valor e´ calculado por quantis amostrais, calculados em simulac¸o˜es de Monte Carlo
de modelos probabil´ısticos cujas expectaˆncias sa˜o os valores esperados sob a hipo´tese
de na˜o existeˆncia de cluster.
Ainda sob a situac¸a˜o de dados agregados, as medidas de intensidade em (3.1) sa˜o
obtidas atrave´s da realizac¸a˜o de simulac¸o˜es de Monte Carlo considerando-se na˜o a
hipo´tese nula, mas a pro´pria estrutura de caso-controle observada na base de dados.
Quando dispo˜e-se de dados agregados, os pro´prios valores obeservados servem como
estimativas das expectaˆncias E(Ci). Ou seja, Ê(Ci) = ci, sendo ci o total de casos
observados na regia˜o i. Portanto, as simulac¸o˜es sa˜o realizadas a partir de amostras
da varia´vel aleato´ria Ci tal que Ci ∼ Poi(ci) ou Ci ∼ Bin(ci, ci/C)
Em dados pontuais, as simulac¸o˜es de Monte Carlo para obtenc¸a˜o do p-valor se-
guem a mesma lo´gica dos dados agregados. As replicac¸o˜es aleato´rias sa˜o baseadas em
valores gerados de Ci ∼ Bern(p), onde p = C/N . Entretanto, a obtenc¸a˜o das medidas
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de intensidade em dados pontuais, baseando-se em replicac¸o˜es centradas nos valores
observados em cada ponto, na˜o faria muito sentido. Ao i-esimo ponto corresponde
a varia´vel aleato´ria Ci ∼ Bern(pi). Considerar Ê(Ci) = ci, como no caso de dados
agregados, resultaria em valores simulados iguais a ci (0 ou 1), com probabilidade 1.
O valor observado ci, somente, e´ insuficiente para estimar pi. Por esse motivo, sendo
xi as coordenadas do i-e´simo ponto, a soluc¸a˜o apresentada baseia-se na definic¸a˜o de
regio˜es de vizinhanc¸a em torno dos [j], ou seja, das coordenadas de cada caso.
Os cap´ıtulos anteriores apresentaram alguns recursos bastante promissores e lar-
gamente implementados em bases de dados pontuais do tipo caso-controle. Den-
tre eles, o conceito de A´rvore Geradora Mı´nima (Minimum Spanning Tree, MST ).
Como dito anteriormente, as estimativas das probabilidades pi sera˜o baseadas em vi-
zinhanc¸as. Mais especificamente, considerou-se uma regia˜o circular em torno de cada
caso, algo como uma regia˜o de influeˆncia deste. As probabilidades individuais sera˜o
inversamente proporcionais ao nu´mero de pontos (controles) dentro desta regia˜o de
influeˆncia de um caso. A proposta e´ construir um MST ligando os casos. O com-
primento de uma das arestas incidentes em cada caso determinara´ o raio da regia˜o
circular em torno deste ponto. O presente Cap´ıtulo visa detalhar esse me´todo, bem
como considerar va´rias maneiras poss´ıveis de escolha dessas arestas.
Outra importante ferramenta apresentada anteriormente e´ o Diagrama de Voronoi,
bastante u´til na detecc¸a˜o de clusters irregulares atrave´s do VBScan. Entretanto,
dado o enfoque deste trabalho no delineamento de incertezas, seu uso sera´ restrito a
outra utilidade: a definic¸a˜o de uma malha digital que delimite as a´reas “dominadas”
por cada ponto, as ce´lulas de Voronoi. Mais especificamente, enquanto no caso de
dados agregados algumas grandezas relacionadas a cada regia˜o, cont´ınuas ou na˜o, sa˜o
representadas por diferentes colorac¸o˜es destas a´reas, a representac¸a˜o de grandezas
relacionadas aos pontos sera´ feita com diferentes colorac¸o˜es das ce´lulas de Voronoi.
Assim sera˜o representadas as medidas de intensidade para dados pontuais.
O presente Cap´ıtulo apresentara´ o me´todo proposto para a estimativa dos p′is.
O ca´lculo das medidas de intensidade com base em simulac¸o˜es de Ci ∼ Bern(pˆi)
sera´ ilustrado e avaliado atrave´s de dados simulados em va´rios cena´rios prova´veis de
existeˆncia de cluster.
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5.2 Estimativa de probabilidades individuais
Enfatizando o que foi dito anteriormente, as probabilidades estimadas pˆi sera˜o
baseadas na definic¸a˜o de regio˜es de vizinhanc¸a em torno dos casos. O procedimento
proposto leva em conta as seguintes ide´ias:
1. Cada regia˜o de vizinhanc¸a define um ca´lculo pro´prio de probabilidades;
2. As probabilidades estimadas sera˜o diretamente proporcionais ao nu´mero de ca-
sos e inversamente proporcionais ao nu´mero de controles dentro das regio˜es de
vizinhanc¸a;
3. A probabilidade assoaciada a um controle sera´ inversamente proporcional a`
distaˆncia que o separa do caso que define a regia˜o (ou seja, a distaˆncia ate´ o
centro do c´ırculo);
4. As estimativas de probabilidades em pontos pertencentes a mais de uma regia˜o
de influeˆncia sera˜o determinadas por uma me´dia ponderada das probabilidades
estimadas em cada regia˜o, de modo que casos mais pro´ximos tenham peso maior;
5. Controles na˜o inseridos em nenhuma regia˜o de influeˆncia tera˜o suas probabili-
dades automaticamente igualadas a zero.
Recaptulando a notac¸a˜o utilizada, considere D =
{
x[j], j = 1, · · · , C
}
, as coorde-
nadas dos casos. Considere tambe´m dij a distaˆncia euclidiana entre os pontos com
coordenadas xi e xj. Com essas notac¸o˜es pre´-estabelecidas, o conceito de regio˜es de
vizinhanc¸a em torno de um caso x[j] pode ser definida.
Definic¸a˜o 5. A regia˜o circular de influeˆncia em torno de um caso x[j] sera´ o conjunto
E[j] =
{
i ∈ {1, · · · , N} |xi ∈ C(x[j], r[j])
}
.
A escolha do valor de r[j] sera´ discutida mais adiante.
Uma primeira grandeza a ser utilizada e´ θ[j], a proporc¸a˜o de casos dentro da regia˜o








Para cada ponto xi, i ∈ E[j] e xi 6= x[j], necessita-se ponderar θ[j] de modo que sua
probabilidade estimada seja inversamente proporcional a` distaˆncia que o separa do






se i 6= [j]
1 c.c
. (5.2)
A soma no denominador na primeira parte de (5.2) evita problemas de escala nas
coordenadas, ale´m de garantir que wi[j] ≤ 1.






i = wi[j]θ[j] (5.3)
Portanto, ao centro do c´ırculo que define a regia˜o sera´ associada a proporc¸a˜o θ[j]
de casos dentro deste conjunto. Aos pontos restantes sera˜o associados valores de θ[j]
reduzidos a uma raza˜o wi[j], inversamente proporcional a` distaˆncia deste ponto ao
centro da regia˜o.
Definem-se, enta˜o, C regio˜es de influeˆncia. Um ponto particular xi pode pertencer
a mais de uma regia˜o de influeˆncia, mesmo este sendo um caso. Quando isso acontece,
passa a existir mais de um valor pi
[j]
i para o mesmo ponto. Nesse caso, e´ plaus´ıvel que
se tome uma me´dia desses valores estimados ponderada pelos inversos das distaˆncias
ao centro de cada c´ırculo ao qual pertence, de modo que casos mais pro´ximos tenham
peso maior. Ao mesmo tempo, e´ plaus´ıvel que pontos na˜o inseridos em nenhum
c´ırculo de influeˆncia tenham probabilidades iguais a 0. Mais formalmente, define-se










I(i ∈ E[k]) ≥ 1
0 c.c
(5.4)
onde I() e´ a func¸a˜o indicadora.
Como em (5.2), os valores hi[j] em (5.4) sa˜o componentes de um vetor normalizado











I(i ∈ E[k]) ≥ 1
0 c.c
(5.5)
Quando xi = x[j], para algum j ∈ 1, · · · , C, ou seja, quando o ponto i e´ o centro
de uma das C regio˜es de influeˆncia, pii = θ[j], mesmo que este centro esteja no interior
de outro c´ırculo. Isso acontece pela pro´pria definic¸a˜o dos pesos hi[j].
Considere um ponto hipote´tico com coordenadas xu. A´ medida que xu se aproxima
de x[j], a distaˆncia du[j] se aproxima de zero, fazendo com que zu[j] = 1/du[j] → ∞.

























Sucintamente, dado que um ponto e´ interior a mais de um c´ırculo de influeˆncia,
quanto mais pro´ximo do centro de um desses c´ırculos, mais a me´dia ponderada das
medidas se aproximara´ daquela definida por este c´ırculo. Quando este ponto e´ o
pro´prio centro de um c´ırculo, seu peso tende a 1, enquanto o peso de outros centros
tende a zero. Assim, caso um centro de um c´ırculo, definido pela coordenada x[j], per-
tenc¸a a` regia˜o circular de influeˆncia de outros casos, sua medida de probabilidade sera´
definida por θ[j], ou seja, nenhuma me´dia ponderada considerando as probabilidades
definidas em outras regio˜es necessita ser calculada.












5.2.1 Regio˜es de influeˆncia
Tendo em ma˜os um me´todo de ca´lculo das probabilidades pˆi a partir de c´ırculos
de influeˆncia de raios r[j] e centros x[j], falta definir os raios r[j]. Como mencionado
no comec¸o deste Cap´ıtulo, esse raio sera´ determinado com o aux´ılio de um MST
constru´ıdo nos casos. Enta˜o, r[j] sera´ determinado pelo comprimento l de uma das




[j] a maior e a menor aresta,
respectivamente, incidentes no ponto x[j], considerou-se quatro possibilidades:
1. Metade da menor aresta: r[j] = l
min
[j] /2;
2. Total da menor aresta: r[j] = l
min
[j] ;
3. Metade da maior aresta: r[j] = l
max
[j] /2;
4. Total da maior aresta: r[j] = l
max
[j] .
Para ilustrar esses cena´rios, as Figuras 5.1(a), 5.2(a), 5.3(a) e 5.4(a) ilustram o
MST constu´ıdo em um conjunto simulado de pontos, bem como os diferentes c´ırculos
centrados nos casos definidos em cada me´todo enumerado acima. A base simulada e´
composta de 500 observac¸o˜es cujas coordenadas (latitude e longitude) foram amos-
tradas de duas uniformes U(0, 1) independentes. Dentre esses pontos, selecionou-se
35 que seriam definidos como casos. O me´todo de selec¸a˜o desses pontos sera´ discutido
adiante.
As Figuras 5.1(b), 5.2(b), 5.3(b) e 5.4(b)ilustram as probabilidades pˆi obtidas
de acordo com (5.8). E´ poss´ıvel notar que a` medida que se considera raios maiores
(aumentando o nu´mero de intersecc¸o˜es entre os c´ırculos), ocorre uma “suavizac¸a˜o” das
probabilidades estimadas, com menos regio˜es destacadas com probabilidades maiores.
5.3 Propriedades inferenciais dos estimadores das
probabilidades individuais
Para assegurar a confiabilidade de um estimador, e´ crucial que sejam analisadas
suas propriedades amostrais, tais como Variaˆncia, Vie´s e Erro Quadra´tico Me´dio
(EQM). O me´todo de construc¸a˜o de clusters artificiais descrito na sec¸a˜o anterior
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(a) C´ırculos (b) Probabilidades
Figura 5.1: C´ırculos de influeˆncia: raios iguais a` metade da menor aresta do MST
(a) C´ırculos (b) Probabilidades
Figura 5.2: Probabilidades estimadas: raios iguais ao total da menor aresta do MST
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(a) C´ırculos (b) Probabilidades
Figura 5.3: C´ırculos de influeˆncia: raios iguais a` metade da maior aresta do MST
(a) C´ırculos (b) Probabilidades
Figura 5.4: C´ırculos de influeˆncia: raios iguais ao total da maior aresta do MST
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determina os valores pi verdadeiros usados na simulac¸a˜o, possibilitando a observac¸a˜o
de propriedades como EQM e vie´s.
Considere um espac¸o parameˆtrico d-dimensional Θ ⊂ Rd, um paraˆmetro θ =
(θ1, · · · , θd) ∈ Θ e um estimador de θ, digamos θˆ = (θˆ1, · · · , θˆd). O EQM definido
para vetores parame´tricos com dimensa˜o d > 1 e´ dado por
EQM(θˆ) = E
(∥∥∥θˆ − θ∥∥∥2) (5.9)
E´ poss´ıvel mostrar que, dada a matriz Σ(θˆ) de variaˆncia e covariaˆncia do vetor θˆ









Os componentes do lado direito da Equac¸a˜o (5.10) sa˜o, respectivamente, a variaˆncia
total e o vie´s total de θˆ.
Na situac¸a˜o em questa˜o, θ = p = (p1, · · · , pn). A obtenc¸a˜o das caracter´ısticas
acimas para o estimador (5.8) de forma anal´ıtica na˜o e´ trivial, e portanto simulac¸o˜es
de Monte Carlo foram necessa´rias para visualizar tais valores. A ide´ia e´ definir um
cluster artificial M vezes, gerando M bases simuladas. Com base nessas amostras, a




















(pˆki − Ê(pˆi))2 (5.12)
Uma metodologia para de gerar clusters artificiais e´ descrita na pro´xima sec¸a˜o.
As ana´lises das estimativas ÊQM(pˆ) sera˜o apresentadas no pro´ximo Cap´ıtulo.
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5.4 Criac¸a˜o de clusters artificiais atrave´s de si-
mulac¸a˜o
O Cap´ıtulo 2 apresentou o problema de detecc¸a˜o de clusters espaciais como sendo
um teste constru´ıdo sob as hipo´teses definidas em (2.2). Dessa forma, a criac¸a˜o de
clusters artificiais envolve a simulac¸a˜o dos modelos probabil´ısticos adotados sob H1.
Tendo em ma˜os um espac¸o G contendo N pontos e C < N casos, considere
Z ⊂ G uma regia˜o pre´-estabelecida, contendo Nz < N pontos, como sendo um
conjunto candidato a cluster. Sob H0, o risco relativo rrA em um conjunto A sera´
rrA = cA/µA = 1,∀A ⊂ G. Sob H1, o risco relativo sera´ rrA = r > 1 se A = Z,
e rrA = 1 se A 6= Z. A simulac¸a˜o sob a hipo´tese alternativa seguira´ a metodologia
proposta por Kulldorff em [Kuldorff et al., 2003], que determina o risco relativo rrZ
condicionado a H1 como func¸a˜o de um poder de teste (1−β) e um n´ıvel de significaˆncia
α, ambos definidos no contexto de um teste aproximado da distribuic¸a˜o binomial. A
partir desse risco relativo, determina-se os paraˆmetros de uma distribuic¸a˜o binomial,
da qual o nu´mero de casos dentro do cluster sera´ gerado. A presente sec¸a˜o visa
detalhar esse me´todo.
Kulldorff considera que o nu´mero Y de casos, dentre C, que esta˜o no cluster
de Nz pontos e´ uma varia´vel aleato´ria tal que Y ∼ Bin(C, p∗j), sendo que p∗j e´ a
probabilidade de um caso qualquer estar em Z, sendo que j = 0 sob H0 e j = 1
sob H1. E´ importante considerar tambe´m o nu´mero X de pontos dentre NZ que sa˜o
casos, X ∼ Bin(NZ , pj), onde pj e´ a probabilidade de um ponto aleato´rio dentre NZ
ser um caso, j = 0 sob H0 e j = a sob Ha;. Para entender em detalhes a obtenc¸a˜o de
p∗j , considere os seguintes eventos E1 e E2:
1. E1: o ponto e´ um caso;
2. E2: o ponto esta´ no cluster.
Considere tambe´m
1. p∗j = Pj(E2|E1) = probabilidade de um caso estar no cluster ;
2. pj = Pj(E1|E2) = probabilidade de um ponto no cluster ser um caso;
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Com essas definic¸o˜es em mente, as probabilidades p∗j e pj sob as duas hipo´teses
sera˜o obtidas a seguir.
H0: na˜o ha´ cluster Nessa situac¸a˜o, os seguintes fatos ocorrem:
• P0(E1|E2) = P0(E1|E¯2) = p0 = C/N . Em outras palavras, qualquer ponto
no espac¸o tem a mesma probabilidade de ser um caso, o que por definic¸a˜o
significa que na˜o ha´ cluster;
• P (E2) = NzN ;
• Pela regra de Bayes:
p∗0 = P0(E2|E1) =
P0(E1|E2)P (E2)
P0(E1|E2)P (E2) + P0(E1|E¯2)P (E¯2)
=
p0P (E2)






H1: ha´ cluster Nessa situac¸a˜o, observa-se que:
• P1(E1|E2) = p1 > P1(E1|E¯2) = q1.




















• isso implica que p1 = rp0 = rC/N e q1 = p0;
• Pela regra de Bayes:
p∗1 = P1(E2|E1) =
P1(E1|E2)P (E2)
P1(E1|E2)P (E2) + P1(E1|E¯2)P (E¯2)
=
rp0P (E2)
rp0P (E2) + p0(1− P (E2))
=
rP (E2)
rP (E2) + (1− P (E2))
=
rP (E2)
P (E2)(r − 1) + 1 . (5.15)
43
• Substituindo P (E2) = Nz/N :
p∗1 =
Nzr
(N −Nz +Nzr) (5.16)
Voltando a` varia´vel aleato´ria Y ∼ Bin(C, p∗j) e usando a aproximac¸a˜o da distri-





onde m0 = E(Y |H0) = Cp∗0, v0 = V ar(Y |H0) = Cp∗0(1 − p∗0), p∗0 e´ determinado em
(5.13) e z1−α e´ o quantil de ordem (1− α) da distribuic¸a˜o N(0, 1). Obtido o valor k,




onde m1 = E(Y |H1) = Cp∗1, v1 = V ar(Y |H1) = Cp∗1(1 − p∗1), p∗1 e´ func¸a˜o de r, de
acordo com a Equac¸a˜o (5.16), e z1−β e´ o quantil de ordem (1 − β) da distribuic¸a˜o
N(0, 1).
Assim, o risco relativo teo´rico r sera´ determinado por α e β considerando-se a
distribuic¸a˜o de Y sob H0 e H1, respectivamente.
O nu´mero de casos cZ no cluster Z sera´ determinado por uma amostra de Y ∼




(N−Nz+Nzr) . Assim, seleciona-se uma
amostra aleato´ria simples de cz pontos dentre os NZ pertencentes a` regia˜o Z, de modo
que cada um tenha a mesma probabilidade de ser selecionado. De modo semelhante,
seleciona-se C − cZ pontos dentre os N − NZ restantes fora do candidato a cluster.
Esses pontos selecionados sera˜o definidos como sendo casos (ou seja, esses pontos
tera˜o ci = 1).
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Cap´ıtulo 6
Resultados em dados simulados
A avaliac¸a˜o das propriedades inferenciais dos pˆi requerem, como ja´ foi salientado,
o ca´lculo em bases simuladas de dados. Tais bases tambe´m sa˜o necessa´rias para ilustar
o ca´lculo das medidas de intensidade em (3.1), a partir em aleatorizac¸o˜es baseadas
nas probabilidades estimadas em (5.8), seguindo a ide´ia apresentada no Cap´ıtulo 3.
Antes de simular a situac¸a˜o de existeˆncia de cluster, criou-se um mapa hipote´tico
com 500 pontos, cujas coordenadas no intervalo [0, 1] × [0, 1] foram geradas de dis-
tribuic¸o˜es uniformes independentes. O cluster Z foi definido em va´rios cena´rios
prova´veis:
1. Cluster circular simples;
2. Cluster circular fraco, simulado em um cena´rio com baixo poder de teste.
3. Cluster em formato na˜o circular;
4. Cluster circular duplo, ou seja, duas regio˜es circulares no mapa;
5. Cluster circular simples em um mapa com diferentes densidades locais;
O conceito de fraco no segundo cena´rio esta´ relacionado com o poder de teste
escolhido. Para esse caso, considerou-se um poder relativamente baixo, (1−β) = 0, 7.
Nos demais casos, definiu-se um poder de teste maior, (1− β) = 0, 999. Em todos os
cena´rios, foi considerado um n´ıvel de significaˆncia α = 0, 05.
Com excec¸a˜o do caso com diferentes densidades locais, todos os demais cena´rios
foram simulados no mesmo mapa criado.
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O nu´mero total de casos considerado foi C = 35. Os valores Ci indicadores de
casos e na˜o-casos observados foram gerados aleatoriamente de acordo com o me´todo
descrito anteriormente.
Para a avaliac¸a˜o das propriedades amostrais dos estimadores de p = (pi, · · · , pN),
foram geradas M = 1000 bases de dados (1000 replicac¸o˜es aleato´rias dos valores
Ci, i = 1, · · · , N), em cada cena´rio. Em cada replicac¸a˜o k, obteve-se as estimativas
pˆki , considerando-se cada uma das quatro alternativas sugeridas para definic¸a˜o do
raio r[j] das regio˜es de influeˆncia. Tais replicac¸o˜es possibilitaram a avaliac¸a˜o dos
estimadores com base em estimativas do EQM.
A ilustrac¸a˜o do ca´lculo das medidas de intensidade sera´ feita com base em apenas
uma dessas replicac¸o˜es aleato´rias, na˜o impossibilitando, entretanto, que boas con-
cluso˜es a respeito do comportamento dessa medida possam ser inferidas.
Esta sec¸a˜o apresentara´, atrave´s de recursos gra´ficos e tabulac¸o˜es, os resultados
de estimativas de vie´s, variaˆncia e EQM dos estimadores pˆi, ale´m das medidas de
intensidade calculadas nos dados simulados em cada cena´rio. Em cada caso, sera˜o
apresentados quatro resultados, cada um relacionado a uma das maneiras poss´ıveis
de utilizar comprimentos de arestas do MST para a obtenc¸a˜o de pˆi. O me´todo de
detecc¸a˜o adotado foi o scan circular, baseado em janelas circulares contendo ate´
K = 168 pontos.
As simulac¸o˜es e resultados foram obtidos atrave´s de rotinas pro´prias programadas
atrave´s do software R. A construc¸a˜o dos diagramas de Voronoi e as representac¸o˜es de
valores atrave´s de colorac¸o˜es de pol´ıgonos contaram, respectivamente, com os pacotes
tripack e SpatialEpi.
6.1 Cena´rio 1: cluster circular simples
O cluster Z foi definido como uma regia˜o circular com raio 0.2 e centrado na
coordenada x = (0.3, 0.2). Essa regia˜o possui 64 pontos e cz = 15 casos. O risco
relativo teo´rico, obtido conforme (5.17) e (5.18), e´ igual a 6.34. O risco relativo
observado, a raza˜o (cz/NZ)/p0, foi de 3.35. Esses valores esta˜o resumidos na Tabela
6.1. A Figura 6.1 mostra o cluster simulado e o Diagrama de Voronoi com base nos
500 dados da regia˜o.
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Tabela 6.1: Cena´rio 1: informac¸o˜es dentro e fora do cluster
Cluster Na˜o-Cluster
N◦ de Casos 15 20
N◦ de pontos 64 436
Risco relativo teo´rico 6.34 1.00
Risco relativo observado 3.35 0.66
(a) Cluster simulado. (b) Diagrama de Voronoi.
(c) Casos observados no diagrama de Voronoi
Figura 6.1: Cena´rio 1: mapa com cluster circular simples.
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6.1.1 Vie´s e Expectaˆncia dos estimadores pˆ
As Figuras 6.2, 6.3, 6.4 e 6.5 ilustram as probabilidades estimativas Ê(pˆi) nos
quatro me´todos considerados no ca´lculo dos pˆi. E´ poss´ıvel notar que as expectaˆncias
estimadas dos pˆi sa˜o mais elevadas na regia˜o do cluster verdadeiro.
Figura 6.2: Cena´rio 1: me´dias das
probabilidades, metade da menor
aresta.
Figura 6.3: Cena´rio 1: me´dias
das probabilidades, total da me-
nor aresta.
Os boxplots presentes nas Figuras 6.6 e 6.7 representam, respectivamente, as
variaˆncias e medidas de vie´s dos pi individuais. E´ poss´ıvel notar que os me´todos
baseados na maior aresta apresentam n´ıveis maiores de variabilidade, ale´m de maior
heterogeneidade desses valores. Em todos os me´todos, nota-se menor variabilidade
fora do cluster. A metade da menor aresta possui menor mediana de variabilidade;
pore´m, o me´todo considerando o total da menor aresta possue uma amplitude mais
reduzida dos valores individuais da variaˆncia de pˆi.
O vie´s se comporta de modo semelhante a` variaˆncia, tendo n´ıveis e heterogeidade
maiores entre indiv´ıduos quando se considera me´todos baseados nos maiores pesos do
MST. E´ interessante notar que, em todos os me´todos, ha´ uma ocorreˆncia frequente
de vie´s positivo dentro do cluster, indicando que as probabilidades nessa regia˜o sa˜o,
em sua maior parte, superestimadas.
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Figura 6.4: Cena´rio 1: me´dias das
probabilidades, metade da maior
aresta.
Figura 6.5: Cena´rio 1: me´dias
das probabilidades, total da maior
aresta.
Figura 6.6: Cena´rio 1: estimativas individuais de variaˆncia (V ar(pˆi))
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Figura 6.7: Cena´rio 1: estimativas individuais de vie´s (V ies(pˆi))
6.1.2 Medidas de intensidade na base simulada
A comparac¸a˜o do cluster teo´rico versus cluster detectado segue na Figura 6.8. A
Tabela 6.2 mostra que a raza˜o de verossimilhanc¸as associada ao cluster detectado e´
significativo a 99%.
Tabela 6.2: Cena´rio 1: raza˜o de verossimilhanc¸as observada × valores cr´ıticos.
Detectado p99 p95 p90
12.31 10.86 8.51 8.10
As Figuras 6.9, 6.10, 6.11 e 6.12 ilustram as medidas de intensidade resultantes
dos quatro me´todos considerados no ca´lculo dos pˆi.
Em uma primeira impressa˜o, na˜o fica evidente qual me´todo destaca melhor,
atrave´s das medidas de intensidade, o cluster do restante do mapa. Esse fato pode ser
visto tambe´m no boxplot (Figura 6.13), comparando a distribuic¸a˜o das medidas em
Z e Z¯. Um fato interessante pode ser observado na Tabela 6.3: atrave´s dos me´todos
baseados nas metades das arestas, todos indiv´ıduos pertencentes ao cluster circular
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(a) Cluster real. (b) Cluster detectado.
Figura 6.8: Cena´rio 1: cluster verdadeiro × cluster detectado.
Figura 6.9: Cena´rio 1: medidas
de intensidade, metade da menor
aresta.
Figura 6.10: Cena´rio 1: medi-
das de intensidade, total da menor
aresta.
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Figura 6.11: Cena´rio 1: medidas
de intensidade, metade da maior
aresta.
Figura 6.12: Cena´rio 1: medi-
das de intensidade, total da maior
aresta.
resultaram em medidas iguais a 1, o valor ma´ximo. O me´todo que apresentou a maior
diferenc¸a entre as me´dias dentro e fora de Z foi o baseado na metade da menor aresta.
Tabela 6.3: Cena´rio 1: medidas de intensidade me´dias dentro e fora do cluster.
Cluster N Cluster Diferenc¸a
Metade da aresta mı´nima 1.00000 0.35897 0.64103
Total da aresta mı´nima 0.99990 0.37994 0.61996
Metade da aresta ma´xima 1.00000 0.38388 0.61612
Total da aresta ma´xima 0.99843 0.36931 0.62912
6.2 Cena´rio 2: cluster circular “fraco”
O cluster considerado nesse cena´rio foi o mesmo do primeiro. A diferenc¸a esta´ no
poder de teste considerado, (1−β) = 0, 7, que resultou em um cz = 8. O risco relativo
observado e´ baixo se comparado com o caso anterior, mas ainda sim esta´ pro´ximo do
teo´rico. Veja a Tabela 6.4. O cluster simulado esta´ representado na Figura 6.14.
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Figura 6.13: Cena´rio 1: distribuic¸a˜o das medidas de intensidade dentro e fora do
cluster verdadeiro.
Tabela 6.4: Cena´rio 2: informac¸o˜es dentro e fora do cluster
Cluster N Cluster
N◦ de Casos 8 27
N◦ de pontos 64 436
Risco relativo teo´rico 2.39 1.00
Risco relativo observado 1.79 0.88
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(a) Cluster simulado. (b) Diagrama de Voronoi.
(c) Casos observados no diagrama de Voronoi
Figura 6.14: Cena´rio 2: mapa com cluster circular “fraco”.
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6.2.1 Vie´s e Expectaˆncia dos estimadores pˆ
As expectaˆncias estimadas via Monte Carlo esta˜o representadas nas Figuras 6.15,
6.16, 6.17 e 6.18, mostrando mais uma vez que as probabilidades sa˜o em me´dia mais
elevadas na regia˜o do cluster verdadeiro. As diferenc¸as das probabilidades dentro e
fora de Z, entretanto, sa˜o menores nesse caso do que no Cena´rio 1.
Figura 6.15: Cena´rio 2: me´dias
das probabilidades, metade da
menor aresta.
Figura 6.16: Cena´rio 2: me´dias
das probabilidades, total da me-
nor aresta.
Na Figura 6.19 e´ poss´ıvel observar o mesmo padra˜o do cena´rio 1: me´todos basea-
dos na maior aresta apresentam n´ıveis maiores de variabilidade, e apresentam maior
heterogeneidade dos valores V ar(pˆi) entre os indiv´ıduos. Ale´m disso, a variabilidade,
em qualquer me´todo, e´ maior dentro do cluster.
O comportamento do vie´s tambe´m e´ semelhante ao cena´rio 1(Figura 6.20), isto
e´, mais componentes pˆi possuem vie´s positivo em Z. Os desvios das estimativas
individuais sa˜o concentrados em medianas menores quando se considera a maior aresta
do MST, enquanto com as menores arestas esses erros me´dios sa˜o mais elevados, pore´m
menos diferentes entre os indiv´ıduos.
Vale notar, tambe´m, que tanto os valores observados de vie´s e variaˆncia sa˜o me-
nores do que no cena´rio anterior dentro do cluster, apesar de que esses valores sa˜o
mais elevados fora dessa regia˜o na situac¸a˜o definida no cena´rio 2.
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Figura 6.17: Cena´rio 2: me´dias
das probabilidades, metade da
maior aresta.
Figura 6.18: Cena´rio 2: me´dias
das probabilidades, total da maior
aresta.
Figura 6.19: Cena´rio 2: estimativas individuais de variaˆncia (V ar(pˆi))
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Figura 6.20: Cena´rio 2: estimativas individuais de vie´s (V ies(pˆi))
6.2.2 Medidas de intensidade na base simulada
A Figura 6.21 compara o cluster detectado com o real. Note que a regia˜o detec-
tada coincide menos com a verdadeira se comparado com o cena´rio 1. Ale´m disso, a
Tabela 6.5 mostra que o cluster detectado e´ na˜o significativo.
Tabela 6.5: Cena´rio 2: raza˜o de verossimilhanc¸as observada × valores cr´ıticos.
Detectado p99 p95 p90
6.45 10.86 8.51 8.10
As medidas de intensidade representadas nas Figuras 6.22, 6.23, 6.24 e 6.25 apre-
sentam “manchas” contendo parte do cluster verdadeiro. Diversas outras “manchas”
aparecem em va´rios lugares, com os mesmos n´ıveis de intensidade da regia˜o pro´xima
a Z, e regio˜es com alguma colorac¸a˜o mais fraca sa˜o mais extensas do que no cena´rio
anterior. Os n´ıveis de intensidade dentro do cluster verdadeiro foram menores do que
no cena´rio 1 (Tabela 6.6). Em suma, ha´ um grau de incerteza maior nesse cena´rio.
Pode-se observar algumas diferenc¸as entre os me´todos. A metade da maior aresta
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(a) Cluster real. (b) Cluster detectado.
Figura 6.21: Cena´rio 2: cluster verdadeiro × cluster detectado.
parece “cobrir” melhor o cluster verdadeiro, enquanto que a metade da menor aresta
parece resultar em um cena´rio mais preciso. Em termos diferenc¸as entre me´dias e de
distribuic¸a˜o, o me´todo da metade da aresta mı´nima parece destacar melhor o cluster
verdadeiro do “na˜o-cluster”.
Figura 6.22: Cena´rio 2: medidas
de intensidade, metade da menor
aresta.
Figura 6.23: Cena´rio 2: medi-
das de intensidade, total da menor
aresta.
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Figura 6.24: Cena´rio 2: medidas
de intensidade, metade da maior
aresta.
Figura 6.25: Cena´rio 2: medi-
das de intensidade, total da maior
aresta.
Figura 6.26: Cena´rio 2: distribuic¸a˜o das medidas de intensidade dentro e fora do
cluster verdadeiro.
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Tabela 6.6: Cena´rio 2: medidas de intensidade me´dias dentro e fora do cluster.
Cluster N Cluster Diferenc¸a
Metade da aresta mı´nima 0.90764 0.48795 0.41969
Total da aresta mı´nima 0.60755 0.53434 0.07321
Metade da aresta ma´xima 0.97751 0.74008 0.23742
Total da aresta ma´xima 0.91433 0.62217 0.29216
6.3 Cena´rio 3: cluster na˜o circular
Considerou-se a possibilidade de haver um cluster em formato na˜o circular.
Optou-se pela considerac¸a˜o de uma regia˜o em formato “L”, representado na Figura
6.27. A composic¸a˜o da regia˜o em termos de cluster e nu´mero de casos segue na Tabela
6.7. Note que o risco relativo observado e´ bem pro´ximo do teo´rico.
Tabela 6.7: Cena´rio 3: informac¸o˜es dentro e fora do cluster
Cluster N Cluster
N◦ de Casos 24.00 11.00
N◦ de pontos 148.00 352.00
Risco relativo teo´rico 2.39 1.00
Risco relativo observado 2.32 0.45
6.3.1 Vie´s e Expectaˆncia dos estimadores pˆ
Aqui as expectaˆncias tambe´m sa˜o maiores em Z (Figuras 6.28, 6.29, 6.30 e 6.31).
A Figura 6.32 mostra que, como nos cena´rios anteriores, ha´ mais indiv´ıduos com
valores altos de V̂ ar(pˆi) quando se considera as maiores arestas. A configurac¸a˜o do
vie´s (Figura 6.33) e´ semelhante em todos os me´todos, exceto pelo fato de que as
menores arestas possuem mais pontos superestimando as probabilidades dentro do
cluster verdadeiro.
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(a) Cluster simulado. (b) Diagrama de Voronoi.
(c) Casos observados no diagrama de Voronoi
Figura 6.27: Cena´rio 3: mapa com cluster em formato “L”.
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Figura 6.28: Cena´rio 3: me´dias
das probabilidades, metade da
menor aresta.
Figura 6.29: Cena´rio 3: me´dias
das probabilidades, total da me-
nor aresta.
Figura 6.30: Cena´rio 3: me´dias
das probabilidades, metade da
maior aresta.
Figura 6.31: Cena´rio 3: me´dias
das probabilidades, total da maior
aresta.
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Figura 6.32: Cena´rio 3: estimativas individuais de variaˆncia (V ar(pˆi))
Figura 6.33: Cena´rio 3: estimativas individuais de vie´s (V ies(pˆi))
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6.3.2 Medidas de intensidade na base simulada
O cluster mais veross´ımil detectado esta´ na Figura 6.34. Note que a regia˜o “L”
esta´ totalmente inserida na regia˜o com maior raza˜o de verossimilhanc¸as, raza˜o esta
significativa a 90% (ver Tabela 6.8).
(a) Cluster real. (b) Cluster detectado.
Figura 6.34: Cena´rio 3: cluster verdadeiro × cluster detectado.
Tabela 6.8: Cena´rio 3: log da raza˜o de verossimilhanc¸as observada × valores cr´ıticos.
Detectado p99 p95 p90
8.68 10.62 8.73 8.27
Os mapas das medidas de intensidade representadas esta˜o nas Figuras 6.35, 6.36,
6.37 e 6.38. Aparentemente, na˜o ha´ diferenc¸as ta˜o nota´veis entre os me´todos. Re-
pare que, mais uma vez, o n´ıvel das intensidades dentro do cluster foi menor que o
observado no cena´rio 1 (Tabela 6.9).
A ana´lise da distribuic¸a˜o das medidas de intensidade, atrave´s do box-plot (Fi-
gura 6.39), mostra que ha´ mais indiv´ıduos dentro do cluster verdadeiro com medidas
pro´ximas a 1 quando se considera a metade da menor aresta. Com a metade da maior
aresta, entretanto, ha´ mais acura´rcia: menos indiv´ıduos fora do cluster com grandes
medidas de intensidade. Este mesmo me´todo resulta em uma maior diferenc¸a entre
os n´ıveis das intensidades dentro e fora da regia˜o.
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Figura 6.35: Cena´rio 3: medidas
de intensidade, metade da menor
aresta.
Figura 6.36: Cena´rio 3: medi-
das de intensidade, total da menor
aresta.
Figura 6.37: Cena´rio 3: medidas
de intensidade, metade da maior
aresta.
Figura 6.38: Cena´rio 3: medi-
das de intensidade, total da maior
aresta.
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Figura 6.39: Cena´rio 3: distribuic¸a˜o das medidas de intensidade dentro e fora do
cluster verdadeiro.
Tabela 6.9: Cena´rio 3: medidas de intensidade me´dias dentro e fora do cluster.
Cluster N Cluster Diferenc¸a
Metade da aresta mı´nima 0.99958 0.42660 0.57298
Total da aresta mı´nima 0.99867 0.43224 0.56643
Metade da aresta ma´xima 0.99391 0.35463 0.63928
Total da aresta ma´xima 0.98513 0.37401 0.61112
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Ale´m destes resultados, obtidos com janelas contendo ate´ K = 168 vizinhos, as
medidas de intensidade foram calculadas baseando-se em janelas circulares menores,
contendo ate´ K = 50 vizinhos (10% do total de pontos). As Figuras 6.40, 6.41,
6.42 e 6.43 mostram um resultado bastante interessante: as “nuvens” de intensidade
apresentaram um formato em “L”, aproximando-se do formato do cluster real.
Figura 6.40: Cena´rio 3: medidas
de intensidade com janelas meno-
res, metade da menor aresta.
Figura 6.41: Cena´rio 3: medidas
de intensidade com janelas meno-
res, total da menor aresta.
6.4 Cena´rio 4: cluster circular duplo
O cena´rio com cluster duplo foi constru´ıdo definindo-se duas regio˜es circulares
com raios diferentes. Na verdade, trata-se de dois clusters com diferentes riscos
relativos. O procedimento de simulac¸a˜o foi o seguinte: primeiro, definiu-se o conjunto
percetencente a` primeira regia˜o, bem como o primeiro risco relativo e o nu´mero cz
simulado de casos. Em seguida, o mesmo procedimento foi realizado para definir o
nu´mero de casos na segunda regia˜o, pore´m excluindo-se todos os pontos pertencentes
ao primeiro. A regia˜o definida segue na Figura 6.44, e a descric¸a˜o do conjunto dentro
e fora dos clusters segue na Tabela 6.10.
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Figura 6.42: Cena´rio 3: medidas
de intensidade com janelas meno-
res, metade da maior aresta.
Figura 6.43: Cena´rio 3: medidas
de intensidade com janelas meno-
res, total da maior aresta.
Tabela 6.10: Cena´rio 4: informac¸o˜es dentro e fora do cluster
Cluster 1 Cluster 2 N Cluster
N◦ de Casos 10.00 15.00 10.00
N◦ de pontos 59.00 64.00 377.00
Risco relativo teo´rico 6.34 26.68 1.00
Risco relativo observado 2.42 3.35 0.38
68
(a) Cluster simulado. (b) Diagrama de Voronoi.
(c) Casos observados no diagrama de Voronoi
Figura 6.44: Cena´rio 4: mapa com cluster em formato duplo.
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6.4.1 Vie´s e Expectaˆncia dos estimadores pˆ
O comportamento das espectaˆncias e´ semelhante aos outros cena´rios (Figuras
6.45, 6.46, 6.47 e 6.48).
Figura 6.45: Cena´rio 4: me´dias
das probabilidades, metade da
menor aresta.
Figura 6.46: Cena´rio 4: me´dias
das probabilidades, total da me-
nor aresta.
Mais uma vez, as variaˆncias sa˜o maiores quando se considera as maiores arestas
(Figura 6.49). Seguindo o padra˜o dos cena´rios anteriores, as probabilidades individu-
ais sa˜o superestimadas dentros dos clusters (Figura 6.50). O vie´s e´ maior no cluster
com maior risco relativo (cluster 2). Ao mesmo tempo, a variabilidade nesse cluster
e´ menor.
6.4.2 Medidas de intensidade na base simulada
O cluster detectado e´ bem aproximado de uma das regio˜es (Figura 6.51). O
cluster e´ estatisticamente significativo a 99% (Tabela 6.11). Foi poss´ıvel avaliar,
tambe´m, a significaˆncia do segundo cluster. Para isso, retirou-se do conjunto de dados
aqueles indiv´ıduos pertencentes ao cluster mais veross´ımil detectado. Em seguida,
procedeu-se com uma nova detecc¸a˜o que resultou em uma raza˜o de verossimilhanc¸as
LLR = 11.33, ou seja, tambe´m significante. A regia˜o esta´ representada na Figura
6.51(c).
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Figura 6.47: Cena´rio 4: me´dias
das probabilidades, metade da
maior aresta.
Figura 6.48: Cena´rio 4: me´dias
das probabilidades, total da maior
aresta.
Figura 6.49: Cena´rio 4: estimativas individuais de variaˆncia (V ar(pˆi))
Tabela 6.11: Cena´rio 4: log da raza˜o de verossimilhanc¸as observada × valores cr´ıticos.
Detectado p99 p95 p90
11.48 10.73 8.88 7.96
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Figura 6.50: Cena´rio 4: estimativas individuais de vie´s (V ies(pˆi))
Os n´ıveis de intensidade sa˜o maiores dentro dos dois clusters em todos os me´todos
(Figuras 6.52, 6.53, 6.54 e 6.55). Entretanto, o me´todo baseado na metade da aresta
ma´xima pareceu destacar melhor os clusters verdadeiros, principalmente o secunda´rio
(Figura 6.56 e Tabela 6.12, cluster 2 e´ o cluster com menor raza˜o verossimilhanc¸as).
Tabela 6.12: Cena´rio 4: medidas de intensidade me´dias por cluster.






Metade da aresta mı´nima 0.9998 0.7951 0.2920 0.7078 0.5031
Total da aresta mı´nima 0.9993 0.5759 0.2349 0.7644 0.3410
Metade da aresta ma´xima 0.9985 0.8399 0.1823 0.8161 0.6575
Total da aresta ma´xima 0.9993 0.2765 0.1769 0.8225 0.0996
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(a) Cluster real. (b) Cluster detectado.
(c) Cluster 2 detectado.
Figura 6.51: Cena´rio 4: cluster verdadeiro × cluster detectado.
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Figura 6.52: Cena´rio 4: medidas
de intensidade, metade da menor
aresta.
Figura 6.53: Cena´rio 4: medi-
das de intensidade, total da menor
aresta.
Figura 6.54: Cena´rio 4: medidas
de intensidade, metade da maior
aresta.
Figura 6.55: Cena´rio 4: medi-
das de intensidade, total da maior
aresta.
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Figura 6.56: Cena´rio 4: distribuic¸a˜o das medidas de intensidade dentro e fora do
cluster verdadeiro.
6.5 Cena´rio 5: cluster circular em mapa com dife-
rentes densidades
A heteregoneidade de densidades no mapa foi gerada considerando-se distribuic¸o˜es
uniformes diferentes na gerac¸a˜o das 500 coordenadas. Um quarto dos dados foi gerado
de duas uniformes U(0, 1) independentes. O restante foi gerado de duas distribuic¸o˜es
U(0.3, 0.6) independentes, criando assim uma regia˜o com uma concentrac¸a˜o maior de
dados, como na Figura 6.57. As estat´ısticas de nu´mero de casos dentro e fora do
cluster seguem na Tabela 6.13.
6.5.1 Vie´s e Expectaˆncia dos estimadores pˆ
As expectaˆncias seguem o mesmo padra˜o ja´ observado nos outros cena´rios (Figu-
ras 6.58, 6.59, 6.60 e 6.61).
Novamente, ha´ mais pontos com variaˆncias maiores quando se considera as maiores
arestas (Figura 6.62). Aqui, as probabilidades individuais tambe´m sa˜o superestimadas
dentro dos clusters (Figura 6.63).
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Tabela 6.13: Cena´rio 5: informac¸o˜es dentro e fora do cluster
Cluster N Cluster
N◦ de Casos 17.00 18.00
N◦ de pontos 86.00 414.00
Risco relativo teo´rico 2.39 1.00
Risco relativo observado 2.82 0.62
(a) Cluster simulado. (b) Diagrama de Voronoi.
(c) Casos observados no diagrama de Voronoi
Figura 6.57: Cena´rio 5: cluster em mapa com densidade heterogeˆnea.
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Figura 6.58: Cena´rio 5: me´dias
das probabilidades, metade da
menor aresta.
Figura 6.59: Cena´rio 5: me´dias
das probabilidades, total da me-
nor aresta.
Figura 6.60: Cena´rio 5: me´dias
das probabilidades, metade da
maior aresta.
Figura 6.61: Cena´rio 5: me´dias
das probabilidades, total da maior
aresta.
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Figura 6.62: Cena´rio 5: estimativas individuais de variaˆncia (V ar(pˆi))
Figura 6.63: Cena´rio 5: estimativas individuais de vie´s (V ies(pˆi))
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6.5.2 Medidas de intensidade na base simulada
O cluster detectado e´ bem pro´ximo do verdadeiro, como mostra a Figura 6.64. Ale´m
disso, a log-verossimilhanc¸a associada a` regia˜o e´ significativa a 99% (Tabela 6.14).
(a) Cluster real. (b) Cluster detectado.
(c) Cluster 2 detectado.
Figura 6.64: Cena´rio 5: cluster verdadeiro × cluster detectado.
As medidas de intensidade esta˜o representadas nas Figuras 6.65, 6.66, 6.67 e 6.68.
Todos os quatro me´todos de estimac¸a˜o de probabilidades resultaram em intensidades
maiores em uma regia˜o particular diferente do cluster verdadeiro. Na verdade, por se
tratar de uma base gerada aleatoriamente, certas flutuac¸o˜es sa˜o sujeitas a acontecer.
De fato, essa “nuvem” secunda´ria tambe´m e´ significativa. Seguindo o me´todo da sec¸a˜o
anterior, que detectou o segundo cluster atrave´s de uma varredura em uma nova base
sem os indiv´ıduos percentencentes a` primeira regia˜o detectada, foi poss´ıvel ver que a
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Tabela 6.14: Cena´rio 5: log da raza˜o de verossimilhanc¸as observada × valores cr´ıticos.
Detectado p99 p95 p90
14.99 10.86 8.51 8.10
regia˜o secunda´ria do Cena´rio 5 e´, tambe´m, uma regia˜o com LLR significativo, onde
LLR = 14.92. Esse cluster secunda´rio esta´ representado na Figura 6.64(c).
O n´ıvel de intensidade e´ semelhante nessas duas reigo˜es quando se considera o
me´todo do total da maior aresta. A considerac¸a˜o da metade da maior aresta, entre-
tanto, resulta em n´ıveis maiores de intensidade na regia˜o pro´xima do cluster, ale´m
de destacar melhor a diferenc¸a com relac¸a˜o as intensidades obtidas fora do cluster
(Tabela 6.15 e Figura 6.69).
Figura 6.65: Cena´rio 5: medidas
de intensidade, metade da menor
aresta.
Figura 6.66: Cena´rio 5: medi-
das de intensidade, total da menor
aresta.
6.6 Concluso˜es
Para resumir as propriedades inferenciais observadas nos cena´rios, a Tabela 6.16
informa o Erro Quadra´tico Me´dio estimado em cada situac¸a˜o de acordo com (5.11),
considerando cada um dos quatro me´todos em ana´lise.
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Figura 6.67: Cena´rio 5: medidas
de intensidade, metade da maior
aresta.
Figura 6.68: Cena´rio 5: medi-
das de intensidade, total da maior
aresta.
Figura 6.69: Cena´rio 5: distribuic¸a˜o das medidas de intensidade dentro e fora do
cluster verdadeiro.
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Tabela 6.15: Cena´rio 5: medidas de intensidade me´dias dentro e fora do cluster.
Cluster N Cluster Diferenc¸a
Metade da aresta mı´nima 0.97284 0.16511 0.80773
Total da aresta mı´nima 0.99684 0.21534 0.78149
Metade da aresta ma´xima 0.98432 0.17148 0.81284
Total da aresta ma´xima 0.99498 0.24084 0.75414
Tabela 6.16: Medidas de EQM, Variaˆncia e Vie´s totais, por me´todo e cena´rio.
Medida Me´todo Simples Fraco Irregular Duplo Dens.
dif.
Vie´s
Metade da menor aresta 1.16 0.16 0.28 1.86 0.44
Total da menor aresta 1.67 0.20 0.36 1.93 0.66
Metade da maior aresta 1.68 0.25 0.39 2.16 0.87
Total da maior aresta 1.75 0.34 0.24 2.00 0.88
Variaˆncia
Metade da menor aresta 25.01 27.56 25.40 23.38 25.96
Total da menor aresta 25.56 29.22 26.61 23.72 26.19
Metade da maior aresta 41.06 39.76 41.03 42.10 69.57
Total da maior aresta 50.17 49.02 50.64 51.32 75.82
EQM
Metade da menor aresta 26.18 27.72 25.68 25.24 26.40
Total da menor aresta 27.23 29.42 26.97 25.65 26.85
Metade da maior aresta 42.74 40.01 41.42 44.26 70.45
Total da maior aresta 51.92 49.36 50.87 53.32 76.70
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A partir dos resultados nos dados simulados em todos os cena´rios acima, foi
poss´ıvel observar que:
1. As probabilidades estimadas sa˜o frequentemente viesadas para cima nos pontos
dentro do cluster.
2. As estimativas de probabilidades baseadas nas menores arestas sa˜o mais precisas
e acuradas;
3. Com excec¸a˜o dos cena´rios com cluster circular simples (“fraco” e “forte”), as
medidas de intensidade com base na metade da maior aresta resultaram em
maiores diferenc¸as entre os n´ıveis de intensidade dentro e fora do cluster ;
4. Me´todos baseados na metade da menor aresta se mostraram, quase sempre,
mais acurados, ou seja, ha´ menos pontos fora de Z com grandes valores da
medida de intensidade;
5. Todos os me´todos de obtenc¸a˜o de ca´lculo de intensidades apresentaram alguma
sensibilidade nas regio˜es com maior nu´mero de casos concentrados. Tal fato
e´ um ind´ıcio de que clusters secunda´rios sa˜o facilmente identificados. Por ou-
tro lado, os me´todos baseados na metade da maior aresta se mostraram mais
sens´ıveis, destacando melhor os clusters secunda´rios e apresentando, em quase
todos os cena´rios, maiores n´ıveis de intensidade dentro do cluster verdadeiro;
6. O cluster fraco resultou em n´ıveis de intensidade menores, ale´m de uma menor
diferenciac¸a˜o entre os n´ıveis dentro e fora da regia˜o de anomalia simulada;
7. No cluster em “L”, foi poss´ıvel destacar o formato verdadeiro da regia˜o com a
restric¸a˜o do tamanho da janela;
Uma vez que valores maiores de intensidade esta˜o associadas a uma incerteza
menor da existeˆncia de clusters espaciais, e´ razoa´vel supor que essas medidas sejam
maiores dentro do grupo do que fora deste. Isso motiva o enfoque dado nessa carac-
ter´ıstica, cujos resultados representam ind´ıcios de que, em termos de sensibilidade a`
existeˆncia de clusters em outras regio˜es, o me´todo da metade das maiores arestas e´ a
melhor opc¸a˜o em “janelas” circulares.
83
Ha´ uma explicac¸a˜o intuitiva razoa´vel para o fato de essa metodologia implicar
em maiores intensidades dentro do cluster verdadeiro. Quando se troca a menor
aresta pela maior, pontos mais “afastados”, isto e´, nos quais incide apenas uma
aresta do MST, continuam com o mesmo raio de c´ırculo de influeˆncia. Pontos mais
pro´ximos entre si, com mais de uma aresta do MST incidindo, passam a ter seus
c´ırculos aumentados. Isso diminui suas probabilidades, aumentando entretanto as
probabilidades nos na˜o-casos em volta que, na situac¸a˜o anterior, na˜o estavam inseridos
em nenhum c´ırculo. Ocorre enta˜o um processo de “fechamento” dessa regia˜o em torno
do cluster verdadeiro. Na realidade, pode-se observar na Figura 5.3 que a regia˜o com
maiores probabilidades coincide com o MST. Esse “fechamento” pode ser responsa´vel
tambe´m pela maior ocorreˆncia de grandes variabilidades nas probabilidades estimadas
atrave´s das maiores arestas.
Os n´ıveis menores de intensidade dentro do cluster, no cena´rio 2, levam a crer que
clusters pouco significativos resultam em regio˜es com n´ıveis menores de intensidade,
bem como regio˜es de incertezas mais extensas.
O cena´rio 5 foi constru´ıdo com o intuito de se verificar a influeˆncia de densidades
heterogeˆneas no ca´lculo das medidas de intensidade. No Cap´ıtulo 4 foi mecionada
a necessidade de se levar em conta essa diferenc¸a de concentrac¸o˜es, principalmente
quando se considera um MST com base em distaˆncias euclidianas. Ainda no referido
Cap´ıtulo, o VMST foi mencionado como uma medida que leva em conta as densidades
desiguais.
O estudo do EQM das probabilidades revelou que as expectaˆncias continuam
mais altas no cluster verdadeiro, na˜o sofrendo influeˆncia da densidade diferente. As
medidas de intensidade com base nas probabilidades estimadas via VMST foram
calculadas nos cena´rios 1 (Figuras 6.70, 6.71, 6.72 e 6.73) e 5 (Figuras 6.74, 6.75,
6.76 e 6.77). Os n´ıveis de intensidade sa˜o maiores fora do cluster do que quando
se considera o MST com distaˆncias euclidianas, indicando uma precisa˜o maior neste
u´ltimo.
No caso de diferentes densidades locais, o box-plot das medidas de intensidade em
6.78 mostra que ha´ menos pontos discrepantes do que em 6.69. Entretanto, o MST
euclidiano ainda destaca melhor a diferenc¸a entre os valores dentro do cluster e fora
do cluster (compare as Tabelas 6.15 e 6.17).
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Figura 6.70: Cena´rio 1: medidas
de intensidade, metade da menor
aresta do VMST.
Figura 6.71: Cena´rio 1: medi-
das de intensidade, total da menor
aresta do VMST.
Figura 6.72: Cena´rio 1: medidas
de intensidade, metade da maior
aresta do VMST.
Figura 6.73: Cena´rio 1: medi-
das de intensidade, total da maior
aresta do VMST.
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Figura 6.74: Cena´rio 5: medidas
de intensidade, metade da menor
aresta do VMST.
Figura 6.75: Cena´rio 5: medi-
das de intensidade, total da menor
aresta do VMST.
Figura 6.76: Cena´rio 5: medidas
de intensidade, metade da maior
aresta do VMST.
Figura 6.77: Cena´rio 5: medi-
das de intensidade, total da maior
aresta do VMST.
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Figura 6.78: Cena´rio 5: distribuic¸a˜o das medidas de intensidade dentro e fora do
cluster verdadeiro (VMST).
Tabela 6.17: Cena´rio 5: medidas de intensidade me´dias dentro e fora do cluster
(VMST).
Cluster N Cluster Diferenc¸a
Metade da aresta mı´nima 0.99912 0.32568 0.67344
Total da aresta mı´nima 1.00000 0.52011 0.47989
Metade da aresta ma´xima 0.99987 0.45052 0.54935
Total da aresta ma´xima 0.99997 0.65167 0.34829
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Cap´ıtulo 7
Estudo de caso: ocorreˆncias de
dengue em Lassance-MG
Para ilustar o funcionamento dos me´todos descritos no cap´ıtulo anterior, utilizou-
se a base de dados resultante do trabalho desenvolvido em [Duczmal et al., 2011].
Trata-se de um conjunto de observac¸o˜es do tipo caso-controle de ocorreˆncia casos
de dengue. A motivac¸a˜o apresentada para a iniciativa de coleta dessas informac¸o˜es
baseou-se na estimativa de que apenas 10% dos casos de dengue sa˜o regularmente
registrados em hospitais ou em centros de sau´de.
A coleta dessas informac¸o˜es fez parte de um projeto piloto, visando a construc¸a˜o
de dados confia´veis a n´ıvel individual. Os dados foram obtidos com o aux´ılio de
agentes de sau´de do Programa Sau´de da Famı´lia, que realizaram visitas semanais a`s
resideˆncias do munic´ıpio entre janeiro e junho de 2010.
A base conte´m 3.986 indiv´ıduos, dos quais 57 sa˜o casos de dengue. Esse conjunto
de informac¸o˜es foi disponibilizado atrave´s de um link citado no referido trabalho.
Os 3.986 pontos esta˜o representados na Figura 7.1, sendo os 57 casos representados
em vermelho. O cluster detectado atrave´s do Scan circular, representado na Figura
7.2, possui 5 casos entre 27 pontos. O logaritmo da raza˜o de verossimilhanc¸as, bem
como seus valores cr´ıticos obtidos via Monte Carlo, seguem na Tabela 7.1. Note que
o cluster detectado atrave´s do scan circular na˜o e´ significativo a 90%. Entretanto,
naquele trabalho o cluster detectado atrave´s do VBScan foi significativo.
As medidas de intensidade, estimadas via me´todo da metade da maior aresta,
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(a) Dados observados (b) Diagrama de Voronoi.
Figura 7.1: Estudo de caso: dados observados.
Tabela 7.1: Estudo de caso: raza˜o de verossimilhanc¸as observada × valores cr´ıticos.
Detectado p99 p95 p90
8.63 12.81 9.95 9.01
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Figura 7.2: Estudo de caso: cluster detectado
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seguem representadas na Figura 7.3. Repare que ale´m da regia˜o do cluster detectado,
ha´ outras regio˜es com n´ıveis de intensidade elevados. Sa˜o regio˜es com risco elevado
de ocorreˆncia de dengue, que foram detectadas com boa precisa˜o mesmo levando em
conta que o me´todo circular resultou em um valor na˜o significativo. Duas dessas
regio˜es sa˜o mais ou menos pro´ximas dos dois clusters mais veross´ımeis encontrados
em [Duczmal et al., 2011] atrave´s do VBScan.
E´ interessante notar tambe´m que, mesmo usando um me´todo mais simples, o Scan
circular, as medidas de intensidade revelaram um resultado semelhante ao obtido com
os me´todos mais sofisticados citados, que exigem maior aprimoramento computaci-
onal. Tal fato revela o potencial inerente ao uso de tais medidas, tanto na questa˜o
de delineamento de incertezas e observac¸a˜o de regio˜es de influeˆncia, quanto na ob-
servaˆncia de pontos secunda´rios no mapa onde tambe´m ha´ “excessos de ocorreˆncia”.





A estat´ıstica λ defnida em (2.6) e (2.12) possue propriedades essenciais deseja´veis
no teste significaˆncia do cluster mais prova´vel identificado, tanto para dados pontuais
quanto para dados agregados. O esforc¸o, na˜o trivial, esta´ na busca do clusters Z que
maximizem a raza˜o de verossimilhanc¸a e que aproximem bem a estat´ıstica λ (ja´ que
a busca exaustiva entre todos clusters poss´ıveis e´ computacionalmente impratica´vel).
Em dados agregados, me´todos de Scan Espacial bem difundidos ja´ sa˜o ampla-
mente empregados para detecc¸a˜o de clusters em diversos formatos. Quando as in-
formac¸o˜es esta˜o em n´ıveis pontuais, entretanto, tem-se um ganho muit´ıssimo elevado
de informac¸a˜o, e o uso de formatos regulares das janelas para detecc¸a˜o de clusters em
muitas situac¸o˜es na˜o e´ adequado. O me´todo VBScan, ale´m de outros, aparece enta˜o
como um grande avanc¸o nessa questa˜o.
Outro grande avanc¸o bem recente no estudo dos “excessos de ocorreˆncia” reside
na definic¸a˜o de incertezas individuais, possibilitando enta˜o na˜o so´ a visualizac¸a˜o de
limites de incerteza em torno do cluster mais prova´vel, como tambe´m a contribuic¸a˜o
individual de cada regia˜o na anomalia detectada. O me´todo auxilia tambe´m na visu-
alizac¸a˜o de clusters secunda´rios, e em alguns casos pode ser utilizado para visualizar
poss´ıveis formatos irregulares, mesmo que se utilize uma janela em formato regular.
Tal procedimento estava, ate´ agora, definido no contexto de dados agregados, ou seja,
nos casos em que o que se observa sa˜o regio˜es a`s quais esta˜o associadas contagens
de casos e controles. A possibilidade de avaliar essas incertezas quando se observa
cada ocorreˆncia individualmente resulta em um ganho de informac¸a˜o muito grande,
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e permite uma melhor visualizac¸a˜o do processo pontual no espac¸o observado. Per-
mite, inclusive, que atrave´s de um me´todo de detecc¸a˜o mais simples seja verificada a
necessidade de um me´todo mais aprimorado.
A estrutura de dados na forma caso-controle, ao contra´rio do que ocorre quando se
tem contagens associadas a regio˜es delimitadas, na˜o fornece prontamente a mate´ria-
prima para o ca´lculo das medidas de intensidade: valores observados que possam
servir como paraˆmetros de distribuic¸o˜es de probabilidades para as simulac¸o˜es. Essa
situac¸a˜o forc¸a a abordagem de vizinhanc¸as em torno de cada ponto.
O uso do MST, ferramenta que vem se mostrando bastante u´til e versa´til no de-
lineamento de clusters espaciais em dados pontuais, se mostrou bastante frut´ıfero na
obtenc¸a˜o desses paraˆmetros. No caso de me´todos baseados em “janelas” (nesse caso,
as janelas circulares) revelou-se que, mesmo uma escolha de aresta que implica em
estimativas menos precisas das probabilidades individuais, observa-se n´ıveis de inten-
sidade maiores (incertezas menores) dentro do cluster e em regio˜es secunda´rias com
raza˜o de verossimilhanc¸a significativas. Tal caracter´ıstica pode na˜o ser verdadeira,
entretanto, se o delineamento de incertezas for realizado utilizando-se outro me´todo
de detecc¸a˜o de cluster (como o VBScan e outros).
8.1 Trabalhos futuros
E´ necessa´rio enfatizar que, com excec¸a˜o da ana´lise inferencial das estimativas
de probabilidades individuais, com base no EQM estimado via Monte Carlo, as con-
cluso˜es apresentadas sobre as medidas de intensidade basearam-se em uma amostra,
somente. Seria interessante verificar se tais observac¸o˜es mante´m-se ao longo de va´rias
simulac¸o˜es.
Obviamente, o MST na˜o e´ a u´nica maneira de se estimar probabilidades indivi-
duais com base em pontos pro´ximos. Uma abordagem interessante, que seria bas-
tante promissora em trabalhos futuros, e´ a investigac¸a˜o de Campos Markovianos
[Krainski et al., 2010], que base-ia na interdependeˆncia de pontos em um espac¸o.
Outros trabalhos adicionais, bastante u´teis e promissores, podem ser realizados na
definic¸a˜o das medidas de intensidade em clusters espac¸o-temporais, tanto no caso de
dados agregados quanto no de dados pontuais. Levando em conta o cara´ter bastante
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visual da definic¸a˜o destas medidas, haveria um desafio grande na definic¸a˜o de uma
maneira de representa´-las.
Em suma, a investigac¸a˜o de incertezas envolvidas em um procedimento estat´ıstico,
qualquer que seja, e a metodologia para estima´-las sa˜o procedimentos que devem sem-
pre ser aprimorados e implementados, sempre levando em conta as diversas situac¸o˜es
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