China's rapid industrialization despite the lack of a well developed financial system seems to defy the conventional thinking on the role of finance in development. This paper tries to explain the puzzle from the clustering point of view. Based on firm-level data from two recent censuses, we find that within industrial clusters: finer division of labor lowers the capital barriers to entry; closer proximity makes the provision of trade credit among firms easier. With less reliance on external financing, more small firms emerge within clusters, leading to higher levels of export and total factor productivity thanks to the resultant more fierce competition.
Introduction
Many have argued that a well-developed financial system is a key prerequisite for industrial development, as it can help pool disparate savings to finance large lump-sum investments in machinery and factory buildings (Goldsmith 1969; McKinnon 1973; King and Levine 1993; Rajan and Zingales 1998; Ayyagari, Demirgüç-Kunt, and Maksimovic 2006) . However, China's rapid industrialization over the past three decades seems to defy the conventional wisdom. At the incipient stage of reform in the late 1970s, China's financial system was far from developed by any existing standards (Allen, Qian, and Qian 2005) . In particular, the vast number of privatelyowned small and medium enterprises (SMEs) had little access to formal credit from state-owned banks (Lin and Li 2001; Wang and Zhang 2003; Lin and Sun 2005) . Despite the initial lack of financial development, China has achieved in three decades the same degree of industrialization that took two centuries to occur in Europe (Summers 2007) . How was China able to quickly industrialize in such a credit-constrained environment?
Without denying the importance of formal financing and informal mechanisms of alternative financing (as pointed out in Allen, Qian, and Qian 2005, Fisman and Love 2003) in overcoming credit constraints, we argue herein that the cost of investment in production technologies may not be as prohibitive as suggested in the literature thanks to the clustering mode of production. We hypothesize that by dividing an integrated production process into many incremental steps, clustering can lower capital entry barriers, thereby enabling more entrepreneurs to participate in nonfarm production. An additional benefit of clustering is the consequent closer proximity of firms, which allows more inter-firm trade credit and thus reduces the need for working capital. Both channels help lower the entry barriers to industries, thereby stimulating competition and enhancing productivity.
To establish the link between clustering, financing, and firm performance, we start by introducing a new measure of clustering to better assess the pattern of industrialization in China.
Although there are a large number of measures of regional specialization and industry concentration, they do not capture the interconnectedness among firms. For example, in the planned economy era, China concentrated its heavy industries in only a few locations. The existing measures would undoubtedly indicate a high degree of concentration in these industries at the time. Yet obviously, this artificial industry concentration with little spillover to the local economy is not the same as the emerging patterns of clustering observed in post-reform China. As has been reported in the media, China's rapid industrialization in the past several decades has been accompanied by the emergence of numerous "specialty cities" of a particular kind, where thousands of firms, large and small, each specializing in a finely defined production step, are lumped together in a densely populated region to churn out some particular manufactured consumer good by the millions (if not billions) annually.
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Despite the numerous popular media reports of this phenomenon, few studies have been performed to rigorously establish patterns using data covering a large sample and a long time period. focus on, industry proximity, allows us for the first time to explore how firms interact with one another, which is a key feature of clustering as highlighted by Porter (1998 Porter ( , 2000 . Our results suggest that China's rapid industrialization during this time period was marked by increased clustering -closer interactions among firms within the same region.
http://www.nytimes.com/2004/12/24/business/worldbusiness/24china.html for a New York Times report. Many formerly rural towns in the coastal areas have become so specialized that they boast of themselves as the world's Socks City, Sweater City, Kid's Clothing City, Footwear Capital, and so on.
2 Lu and Tao (2009) found a clear trend of industrial agglomeration during the period of 1998-2005. But their sample includes only large firms and does not capture the large number of small and medium firms prevalent in these "specialty cities".
We then examine the role of clustering on firm financing. At the county level, we calculate both clustering measures and the minimum asset level among all firms and find that clustering is associated with lower minimum capital requirements for industrial investment. Next, based on a panel dataset at the firm level from the two censuses in 1995 and 2004, we document that clustering is accompanied by a more prevalent use of trade credit among firms, thus reducing their reliance on external financing for working capital.
With such positive roles of clustering in reducing firms' need for external financing, we expect that clustering would help create more new establishments and result in extensive industrial growth. To show this point, we relate the number of firms by ownership at the county level in 2004 with the initial degree of clustering in 1995. 3 As more firms operate in a geographically narrow area, clustering will also boost intensive growth -improving firm productivity through increased competition among similar firms. Based on firm-level data, we find that domestic non-state firms in more clustered regions have higher export and total factor productivity (TFP) levels, while clustering has little to do with the performance of SOEs.
The emergence of domestic non-state establishments in a location is found to be highly associated with the degree of local industrial clustering. In contrast, the number of state-owned enterprises (SOEs), which are not financially constrained and thus should not be affected by clustering, is not related to the degree of clustering at all.
These patterns of how differently clustering relates to non-state firms versus SOEs are consistent with our argument that the observed correlations between clustering, firm financing, and firm performance are causal, as the correlations are only significant for non-state firms, which lack access to external finances. In addition, we adopt the Rajan-Zingales approach to 3 Of course, we control for the initial number of firms at the county level in 1995. explore how such correlations vary across industries that have different degrees of dependence on external finances, again obtaining results consistent with causality from clustering to firm financing and firm performance. Even if one does not believe these findings can fully establish causal relationships, they could still shed some light on China's growth puzzle and lend support to theoretical works that try to model the recent China growth paradigm (Song, Storesleten, and Zilibotti, 2009 ).
The study of China's industrialization may also be useful for the research on industrialization in general. China's miraculously rapid industrialization provides a unique laboratory enabling us to observe and understand the process of industrialization. While industrialization in Western Europe and North America at the early stages of the Industrial Revolution can now be studied only through the relatively dim mirror of history, industrialization can be viewed directly in the ongoing economic revolution in China. China's experience may be relevant to other developing countries characterized by a high population density and a low capital-to-labor ratio. A clearer understanding of the industrialization processes in China will be of great value in helping propagate these processes to the world's less fortunate regions.
The structure of this paper is as follows: Section 2 reviews the literature on clustering, finance, and industrial development. Section 3 describes the data, the clustering measures, as well as the clustering patterns of China's industrialization. Section 4 examines the role of clustering in firm financing and firm entry using county-level data, while Section 5 uses firm level data to study how the evolving patterns of clustering relate to firm financing and firm performance. Section 6 offers some conclusions.
Literature Review on Clustering, Finance, and Industrial Development
Our study is closely related to two threads of literature. The first relevant body of literature is on finance and industrial growth. Because of the high cost to build up a factory and purchase machinery, in the absence of a well developed capital market, it would be hard for many potential entrepreneurs with limited financial resources to start their own businesses (Banerjee and Newman 1993) . Therefore, financial development is regarded as having first-order importance in promoting economic growth (King and Levine, 1993) .
In an influential empirical paper, Rajan and Zingales (1998) show that firms in industrial sectors relying heavily on external finance grow faster in countries with more developed financial markets, suggesting that financial development can help reduce firms' costs of external finance. However, the lack of a well-functioning capital market is common in developing countries.
Previous research has suggested the reliance on informal financing-such as borrowing from family members, relatives, and friends-as the main solution (Allen, Qian, and Qian 2005) .
However, considering that at the onset of China's reform a large proportion of rural people were poor (Ravallion and Chen 2007) , the amount of local savings available for informal financing would have been rather limited. Another alternative is for firms to rely on suppliers in the form of trade credit as an alternative source of funds (Fisman and Love, 2003) . Yet despite the positive role of trade credit in easing working capital constraints, it alone does not explain how capital entry barriers can be overcome in the case of China because many entrepreneurs also lack starting capital to set up their businesses. Moreover, it is unclear how trade credit functions in developing countries, including China, that often lack effective formal legal enforcement mechanisms.
Our study is also related to the literature on industrial clustering. Industrialization is often accompanied by clustering (or spatial agglomeration) of industrial activities.
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The literature on clustering has highlighted at least three key positive externalities of industrial clusters: better access to the market and suppliers, labor pooling, and easy flow of technology know-how (Marshall, 1920) . Glaeser and Gottlieb (2009) emphasize the role of agglomeration in speeding the flow of ideas. With these positive externalities, Porter (1998) argues that clustering is an important way for firms to fulfill their competitive advantage. Ciccone and Hall (1998) and Ciccone (2002) have empirically shown that agglomeration is positively associated with productivity at the local geographical level in the US and Europe.
Italy, Japan, and other East Asian countries and regions have all experienced a path of spatial clustering during the course of industrialization, which was led by small and medium enterprises (SMEs). One noted example is the popular putting-out system in the U.K. prior to its Industrial Revolution, in which a merchant obtained market orders and subcontracted the production to nearby farmers or skilled workers, who usually finished the work in their homes or family workshops (Hounshell 1984) . Outsourcing (or subcontracting), the modern variant of the traditional putting-out system, remains a major feature of industrial production organization in contemporary Japan and Taiwan (Sonobe and Otsuka 2006) . Industrial districts in which different workshops and factories clustered together were ubiquitous in France and Italy until the mid-twentieth century and are still viable in some regions of Italy (Piore and Sabel 1984; Porter 1998 ).
We argue in this paper that another main advantage of clustering in developing countries with limited financial development is in helping firms alleviate financial constraints, a point that has not been previously discussed except in several case studies. One key feature of industrial clustering observed in China is that an integrated production process is disaggregated into many small steps that are performed by a large number of small firms. By dividing a production process into incremental stages, a large lump-sum investment can be transformed into many small steps (Schmitz 1995) . Based on a case study on cashmere sweater cluster, Ruan and Zhang (2009) empirically show that clustering enables many farmers with entrepreneurial talents to move into industrial production by lowering capital entry barriers. Furthermore, as an integrated production is split up among many firms in a narrow geographic area, these firms have to interact repeatedly on a regular basis. Over time, firms build up trust with their customers and suppliers within the cluster, which in turn lowers transaction costs of extending and receiving trade credit among firms, easing their burden of financing for working capital. Huang et al. (2008) and Ruan and Zhang (2009) provide supporting evidence that trade credit is indeed prevalent in footwear and cashmere clusters in China.
To test whether the financing effects of clustering described in these case studies still hold up in a broader context, we will resort to a more rigorous analysis using a large sample in this paper. By linking the literature on finance and growth and on clustering, our paper also attempts to offer an explanation to China's growth puzzle.
Data, Proximity Measure, and Patterns of China's Industrialization
We utilize firm-level data from the China Industrial Census 1995 and China Economic Census 2004 for analysis in this paper. Compared to datasets used in previous studies on China's industrialization patterns (Young 2000; Bai et al. 2004; Wen, 2004; Zhang and Tan, 2007; Lu and Tao, 2009 ), our datasets have more comprehensive coverage in both time and the number of firms-spanning a time period of ten years and including industrial firms of all sizes (not only those above a certain scale). In addition to allowing for firm-level analysis, the data also permit us to compute various measures at more aggregated levels, including constructing proximity measures to evaluate the degree of clustering, which we will discuss next.
Conventional measures of industrial agglomeration are based on regional specialization or industrial concentration. The market share of a certain number of the largest, say, three firms, in an industry or region is often used as a concentration measure. The advantage of this measure is that it is easy to calculate and interpret, but when the distribution of firms is relatively spread out, it may miss those firms below the cut-off lines. To overcome this problem, the Gini coefficient is often used to calculate the regional variation of output or employment shares for all the firms in an industry. Krugman (1991) modifies the Gini coefficient by accounting for the discrepancy between a region's share of output/employment in a certain industry and its share in all manufacturing industries in calculating the Gini coefficient.
However, these concentration measures do not distinguish between the following two kinds of "agglomeration": one in which a small number of large firms with minimum inter-firm connections are located, versus the other in which a large number of variously sized firms congregate and interact closely with one another. While the first type of agglomeration characterizes cities such as Detroit, the second type of agglomeration seems to better fit the patterns observed in coastal China, where thousands of firms of all sizes are densely populated in a small region, closely intertwined with one another throughout the production processes, all the while churning out thousands of products with breathtaking efficiency.
The second type of agglomeration fits very well into the definition of clusters given by Porter, whose concept of an industrial cluster is summarized as "a geographically proximate group of inter-connected companies (and associated institutions) in a particular field" (Porter 2000, page 16) . Although the concept is intuitive and extremely easy to understand, the measurement of interconnectedness seems more elusive. To our knowledge, no previous studies have directly measured it except in case studies in which firms can provide detailed information on how they interact with other firms. (Porter 2000, 16-17 , italics added by authors). In addition, Porter emphasizes that one main benefit derived from geographically concentrated clusters is that industries in the same cluster share common technologies, skills, knowledge, inputs, and institutions. Previous work has also shown that technology linkages among related industries are an important engine for innovation (Scherer 1982; Feldman and Audresch 1999) .
The works cited above suggest one way to measure interconnectedness as envisioned in the cluster concept by Porter. If industries and firms produce similar goods, then they are more likely to use similar combinations of inputs in their production processes, and more likely to rely on the same set of suppliers and clients, and thus are more likely to be interconnected through skills, technologies, and other common inputs. The similarity among products of industries can thus be used as a measure for clustering, as defined by Porter.
New results obtained by Hausmann and Klinger (2006) allow us to implement the above measure of interconnectedness among industries (and participating firms) in a cluster. Hausmann and Klinger (2006) constructed a proximity matrix for all four-digit SITC products, in which the proximity between any two goods captures their similarity in the following sense: If the two goods need the same combination of inputs (or endowments and capabilities) to produce, then there is a higher probability that a country has a comparative advantage in both, and the two products are more likely to be both exported. In other words, the proximity between each pair of goods can be computed as the probability that a country has net exports in both (averaged over all countries in the world).
5
It follows that firms and industries that produce products with a higher proximity are more likely to interact with one another in various ways, including dependence on similar inputs (be they raw materials, labor, or machinery), reliance on similar technologies and research and development, and even dependence on the same supply or marketing facilities. Thus, those industries producing commodities that are more proximate in the Hausmann-Klinger space are likely to be more interconnected in the Porter sense. As a result, this proximity measure can be used to provide a gauge for how closely interconnected industries and their participating firms are within a specific region.
To implement the idea of measuring interconnectedness among firms using product proximity, we follow the procedures below: The proximity measure can be based on assets, employment, or output, as the weights discussed above that are used to adjust for the size of each industry can be assets, employment, or output.
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In addition, we emphasize in this paper another effect of agglomeration that has not drawn enough attention previously, namely, its impact on firm finances. As financial transactions permeate the whole production process, including labor hiring, asset purchasing, and product sales, we expect all three measures of proximity to play a role in helping overcome firms' financial constraints.
We use all these measures, as they reflect different kinds of interconnectedness and thus measure different effects of clustering. Although likely to contribute to all three of these advantages as outlined by Marshall, output-weighted proximity is probably more conducive to technological spillovers, since the output can be used as input in the production of other industries in the same region, while employment-weighted proximity implies more labor-market pooling, and asset-weighted proximity implies more specialized supplies, especially in capital goods. All these effects of agglomeration will lead to higher productivity at the firm level. 7 For a more detailed discussion on how these measures with different weights differ, see Long and Zhang (2010) . Using the proximity measures described above, we found that clustering among Chinese industries increased significantly between 1995 and 2004.
8 Table 1 Finally, compared to the conventional measures, the proximity measures fare much better in accurately reflecting the clustering patterns observed in reality. By 2004, the coastal regions were boasting of some well-known industrial clusters in China. Examples include Shanghai (with clusters in refined steel, petroleum, general and special purpose equipment, and automobile), Zhejiang (with clusters in textile, shoes, apparel, electrical appliances, and electronic and telecommunications equipment), and Guangdong (with clusters in textile, apparel, electronics, and computers and related products.)
The measures constructed at the prefecture and the provincial levels give the same pattern of higher average industry proximity in each region in the latter year (Long and Zhang, 2010) .
Consistent with this pattern, Li and Fung (2006) report 23 well known industrial clusters at the prefecture level in China, all located in the Coast. We thus divide Chinese prefectures into two groups-the prefectures with well known industrial clusters reported by Li and Fung (2006) and those without the above mentioned industrial clusters. On average, the proximity measure (be it weighted by output, asset, or employment) is significantly higher for the prefectures with industrial clusters than that for prefectures without clusters. In contrast, when the conventional measures (the concentration ratio, the Gini Coefficient, or the Krugman-Gini-Coefficient) are used, the value for the clustering group is either statistically indifferent from or smaller than that for the non-clustering group. In summary, proximity measures seem superior to the conventional measures in evaluating the degree of industrial clusters in China. For detailed results, see Table   A in the Appendix.
Clustering, Firm Financing, and Number of Firms: County Level Evidence
We now turn to explore the effects of such increased industry clustering within geographical regions. As discussed in the introduction, we believe that clustering plays an important role in China's firm growth and industrial development mainly through its impact on firm financing.
Through two channels, the greater degree of clustering has helped alleviate the difficulty in firms'
access to external finances: The finer division of labor within industrial clusters reduces the level of capital requirement, and the greater availability of trade credit among firms within the clusters helps satisfy working capital requirement. With financial constraints eased, the number of firms increases, and thus the degree of competition. In turn, we expect to observe better firm performance.
To study the potential effects of clustering on firm finances, firm entry, and firm performance outlined above, we utilize data at two levels of aggregation. County-level data will be used to explore the impact of clustering on the minimal capital requirement and the number of firms; while firm level data will be analyzed to study how clustering relates to the amount of trade credit among firms, the export performance of firms, and their productivity. In this section we first focus on analysis using county-level data, while the firm-level analysis follows in the next section. In particular, between the two potential mechanisms through which clusters help alleviate financial constraints for firms located in the clusters-the reduction in capital requirement for firms on average and the greater inter-firm financing through trade credit-the minimal capital requirement is to be studied at the county level in this section, while trade credit is best studied at the firm level in the next section. In particular, the number of domestic non-state firms has risen faster than the total number of firms, while the number of state owned enterprises (SOEs) has shrunk over time, consistent with the privatization process in China during this time period. Finally, the level of financial inefficiency has fallen slightly during this time period, although the change is not statistically significant.
To explore the effect of clustering on firms' capital requirements, it is crucial that our sample does not exclude firms due to their small size. The 1995 and 2004 censuses that include all industrial firms provide the ideal data for computing the minimum level of assets for each county and testing the hypothesis. Table 2 shows results from the following regression:
log(min (asset c,2004 )) = α+ β 1 *log( min (asset c,1995 )) + β 2 *P c,1995 + β 3 *F c,1995 
where c indicates county, min (asset c,2004 ) is the minimum level of assets among all firms located in the county in 2004, min(asset c,1995 ) is the minimum level of assets in 1995, P c,1995 is the industry proximity in 1995, F c,1995 measures the degree of financial inefficiency in 1995, 10 10 In an ideal world with perfect capital markets, the marginal product of capital should be equal across firms and regions. Based on this insight, Zhang and Tan (2007) and Hsieh and Klenow (2010) propose to use the variation in marginal product of capital to measure the degree of financial inefficiency. For a production function with constant returns to scale, the marginal product of capital is proportional to average product of capital. Therefore, the variation in the log(marginal product of capital) = variation in the log(average product of capital). In this paper, we compute the standard deviation of logarithm of the value added/total asset ratio at the county level as a measure of financial inefficiency. and ε is the random error term. Therefore, the coefficient β 2 shows the effect of industry proximity in a region on the minimum requirement of capital for firms located in that region.
Columns 1-3 in the top panel of Table 2 suggest that greater financial inefficiency is associated with a higher level of minimum assets in a region, implying higher entry barriers related to finances in regions with less financial development. The finding is consistent with the mainstream literature that finance plays a role in economic development. Yet the magnitude of impact is rather small. A reduction in one standard deviation of financial inefficiency will lower the minimum asset by about 1%.
However, the lack of financial development does not determine a region's destiny. Given the same degree of financial development, a region with higher clustering, regardless of being measured in output, assets, or employment, is correlated with a significantly lower level of minimum assets. In other words, apart from formal financial development, clustering provides an additional channel to facilitate a finer division of labor and thus reduce the capital requirement for firms. The effects of clustering are economically important. A standard-error increase in clustering (0.03) will lead to a reduction in the minimum capital requirement by 12% in a typical county, which amounts to about RMB 21,000 in the average minimum capital requirement in
2004.
To test if clustering substitutes or complements financial development, in Columns 4-6 we add an interaction term between the clustering and the financial inefficiency measures as an explanatory variable. The coefficients for the interaction term are negative but statistically insignificant. If we take the face value trusting the regressions with interaction terms, the results suggest that clustering and financial development do not substitute or complement each other in affecting the minimal asset level in a location. The insignificant results are likely due to high collinearity among the regressors, in particular between the financial inefficiency and the interaction term. The correlation coefficient between these two variables is as high as 0.7, much greater than the R-squared, suggesting some evidence of strong collinearity. In addition, a comparison of the adjusted R-squared and AIC across the columns indicate that the specifications without interaction terms generally perform better than those with interaction.
The middle and bottom panels of Tables 6 repeat the above analysis using alternative measures of minimum asset level in a certain region. Instead of the lowest level of assets among firms in a certain region, the 5 th percentile level of assets and the 10 th percentile level of assets are used, respectively, yielding qualitatively similar results. When the interaction term is excluded, greater clustering is associated with lower levels of asset requirement. The coefficient for the clustering measure is statistically significant among four out of the six regressions. The magnitude of the effects drops as we move from using the lowest asset level to the 5 th percentile asset level, and to the 10 th percentile asset level, suggesting that the effects of proximity are felt the most by the smallest firms (with the lowest asset levels).
With lower asset requirements and the consequent lower entry barriers, we expect more firms to emerge. We study this hypothesis based on the following estimation: 
where the coefficients β 2 and β 3 show the effect of clustering and financial development in a region on the number of firms located in that region.
Panel A in Table 3 These results are not surprising given that the returns to capital among SOEs are significantly lower than those among private enterprises as shown in Hsieh and Klenow (2010) . When the interaction term is included, none of the coefficients for the clustering measure, the financial inefficiency measure, and the interaction term is significant. Overall, clustering matters greatly to the number of domestic non-state firms but exerts little impact on the number of foreign firms or SOEs.
These findings suggest that the type of clustering measured by the proximity index is different from the Detroit type, in which a small number of very large firms emerge as the dominant players. Rather, it portrays a pattern similar to the East Asian cluster-based industrialization model, in which a large number of firms are present, often domestic non-state firms of small and medium size. 
Clustering, Firm Financing, and Firm Performance: Firm Level Evidence
The county-level evidence presented so far is consistent with the beneficial effects of industrial clustering on financing. We study in this section the effects of clustering on trade credit and firm performance, using firm-level data from 1995 and 2004. Table 4 provides summary statistics for firm level variables used in the analysis.
Baseline results
We begin with an analysis of inter-firm trade credit. Since detailed accounting information is provided for only a subsample of firms even in the census years of 1995 and 2004, we cannot aggregate the data into county level as for the minimum-asset-level data. Instead, we 11 Lu and Tao (2009) 
The model estimated is as follows:
where i, c, and t indicate firm, county, and year, respectively; P and F are the clustering and financial development measures at the county level by year; Z is a vector of firm characteristics;
and ε is the random error term. Therefore, the coefficient β 1 and β 2 show the effects of industrial clustering and financial development in a region on the provision of trade credit among firms located in the same region. Note that the model controls for firm fixed effects (α i ) and year fixed effects (α t ).
To measure trade credit, we use the following two ratios: accounts payable / short-term debt, and accounts receivable/asset.
13 Table 5 reports estimation results from our baseline specifications where robust standard errors clustered at the county and year level are presented. The results indicate that all the three While the former measures the proportion of the firm's short-term debt that is financed by its trading partners, the latter indicates the degree to which the firm provides credit to its business partners. The basis for trade credit is frequent business transactions among firms. Thus, a larger amount of trade credit indicates a higher degree of interfirm connectedness. But it is crucial that both types of trade credit are considered together to draw the above conclusion, as accounts payable and accounts receivable considered separately may merely manifest the competitiveness of the market in which the firm is located. A higher level of accounts payable may indicate that the firm is in a buyer's market for its inputs, while a higher level of accounts receivable reflects a buyer's market for the firm's products.
clustering measures are positively correlated with both trade credit measures.
14 The financial inefficiency variable has a positive and significant effect on extending trade credit but does not reveal a noticeable effect on receiving trade credit. Theoretically, the relationship between financial development and trade credit is ambiguous. On the one hand, financial development provides firms with more credit, enabling them to lend to each other if necessary. On the other hand, when firms have better access to formal credit, they may rely less on trade credit from other firms.
For a standarderror increase in clustering, the ratio of accounts payable to short-term debt increases by 3.9-6.4% and the ratio of accounts receivable/asset by 1.7-2.7% depending upon which clustering measure is used. It is likely that the nature of repeated transactions in a cluster enables more frequent use of trade credit among firms at a lower transaction cost.
The coefficient for the shares of private ownership is significantly negative in regressions on both extending trade credit and receiving trade credit, implying that private firms enjoy less access to trade credit. Coupled with the lending policies of state banks giving preferences to
SOEs and large firms, these results highlight the need for privately-owned SMEs to more actively look for alternative ways to circumvent these constraints. Also consistent with expectations, the coefficient is positive and significant for the share of foreign ownership (whether by Hong Kong, Macao and Taiwan investors or by other foreign investors).
Having shown that clustering enables a greater number of potential entrepreneurs to engage in more productive industrial production by lowering capital barriers and easing firms'
14 Based on the investment climate survey conducted by the World Bank, Cull, Xu, and Zhu (2009) find that trade credit does not play a significant role in firm performance among Chinese firms. There are two possible reasons for the difference between their findings and ours. First, the firm size in their sample is larger than that in the industrial and economic censuses used in this paper. Because large firms are more likely to access formal bank credit, their demand for trade credit is lower than that of smaller firms. Second, they do not relate trade credit to cluster development. Our point is that clustering facilitates the extension of trade credit. Therefore, trade credit is more likely to be observed in areas with industrial clusters than in those without clusters.
working capital constraints through trade credit, we expect a positive association between clustering and firm performance for two reasons. First, easy entry as a result of clustering boosts competition, likely making firms more productive. Second, the easing of firm financial constraints constitutes an additional mechanism through which clustering helps improve firm performance. We now look at the effects of the proximity measures on firm performanceexport and TFP.
We first examine the impact of clustering on exports, using the same specification as equation (3) 
:
where Y is value added; K and L refer to assets and labor. To allow the possibility that the production function may have changed between 1995 and 2004, we also include the year 2004 dummy as well as its interaction terms with the logs of K and L. Table 6 present results from the above estimations. All three clustering measures are found to have positive effects on both export and total factor productivity of the firms, and the effects are also economically important. Specifically, an increase in one-standard deviation of clustering will increase the average export-to-sales ratio by 10.9-18.6%, whereas a standarddeviation increase in the degree of clustering improves TFP by 2.0-2.5 percentage points.
The coefficients for the financial inefficiency variable are statistically negative for TFP.
However, its magnitude is small. A one-standard deviation reduction in financial inefficiency 15 Truncation of the negative values of value added may be a concern. But by comparing the sample sizes in column 1 and column 4, the reduction in sample size is only 3,500 out of 69,000 (about 5%), which does not seem a major concern to us. contributes about only 0.06 percentages to TFP. By comparison, clustering plays a greater role in fostering TFP than financial development. Clustering is shown to be effective in promoting export, whereas the level of financial development has little to do with firm export performance.
Both private and foreign-owned enterprises are more productive and export more than SOEs.
The result is consistent with the findings by Hsieh and Klenow (2010) .
In summary, clustering provides firms, in particular private ones, with an additional mechanism to overcome financial constraints. Even after controlling for firm characteristics, we still find positive and non-negligible effects of clustering on firm performance. Firms in clusters are more productive and more competitive in the international market.
Robustness tests
To further establish the validity of our findings, we conduct a series of robustness tests.
16 16 To save space, we report only the results based on clustering measure weighted by asset in the robustness checks. The results using clustering measures weighted by output and employment are largely the same. They are available upon request.
Having
shown that clustering provides firms with an alternative channel to ease financial constraints, we further investigate whether clustering acts as a substitute or a complement for formal financial development. We repeat the analyses in Tables 5 and 6 by adding an interaction term of financial inefficiency with the clustering measure at the county level and report the estimates for the clustering measure and its interaction with financial development measures in Panel A of Table 7 .
After including the interaction term, the clustering measure remains significantly positive in three regressions except for TFP. The coefficient for the interaction term is significantly negative in regressions for extending trade credit and exports but insignificant in receiving trade credit and TFP. Thus clustering and financial development could reinforce each other in providing trade credit provision and promoting exports. The positive impact of clustering on trade credit and export is larger in areas with well developed financial markets.
A vast body of literature on finance and growth shows that there are sizable differences on the dependence on external finance and even trade credit reliance across sectors (Rajan and Zingales, 1998; Fisman and Love, 2003) , which provides another potential robustness check for our results. We first consider the measure of reliance on external finance taken from Rajan and Zingales (1998) , which has been widely used in the literature. It is constructed as the industrylevel median of the ratio of capital expenditures minus cash flow over capital expenditures based on the Unite States data. Panel B in Table 7 reports the estimates for clustering and its interaction with the external finance reliance variable.
17 Fisman and Love (2003) show that trade credit provides an alternative source of funds in poorly developed financial markets. By the same token, we would like to investigate the relationship between trade credit and the impact of clustering. Panel C presents the estimates on industry reliance on trade credit and its interaction with clustering, where the reliance on trade credit variable is defined as the median ratio of accounts payable to total assets at the industry level (Fisman and Love, 2003) . The coefficient for the interaction term between the industrywide reliance on trade credit and clustering measures is significant and positive in three of our regressions except for receiving trade credit. In other words, industries that are relatively more in need of trade credit are more productive and export more in areas with higher degree of All the four coefficients for the interaction term are positive and statistically significant. The more an industry relies on external finance, the stronger the correlation between clustering and trade credit and firm performance. This is consistent with the argument that clustering leads to improved credit access and firm performance.
clustering. Again, this is consistent with clustering causing improvement in credit access and firm performance.
Next, we address the issue that the impact of clustering on firm financing and performance is likely subject to the nature of underlying technologies. In industries with indivisible technologies, such as petroleum refineries, clustering may prove much less effective.
To test this idea, we include an interaction of clustering with capital intensity, drawn from Ciccone and Papaioannou (2009) and originally used in Bartelsman and Gary (1996) . The physical capital intensity variable is measured as the share of real capital stock to total value added in 1980 from the NBER Manufacturing Database in the US. Thus to a large extent, the capital intensity variable measures technology divisibility. A highly capital intensive sector implies that its technology is likely less divisible. As shown in Panel D, all the four coefficients for the interaction term are negative, three of them are highly significant and the one for value added is marginally significant. The results suggest that clustering is more effective in helping firms mitigate their financing needs and improve their performance in sectors with more divisible technologies, which is consistent with the role of finer division of labor within clusters.
Not only does the impact of clustering differ by industry characteristics, but also it may vary by firm ownership. Because domestic non-state firms have less access to formal credit than SOEs and multinationals, we expect that clustering has a greater impact on firm financing and performance for domestic non-state enterprises than for foreign firms and SOEs. Table 8 repeats   the same analyses in Tables 5 and 6 All these firm-level analyses so far rely on a panel data set. Although the panel enables us to control unobservable firm fixed effects, it is subject to potential selectivity and survivorship bias. To address this concern, we repeat the regressions in Table 8 by using the entire sample of the two censuses and replacing the firm fixed effects with county-sector fixed effects.
18 18 The results are largely the same if we use county and sector fixed effects instead of county-sector fixed effects.
Using the full sample is a double-edged sword. On the one hand, it attenuates the selectivity bias because all the firms in the two periods are included in the analysis. On the other hand, it fails to provide adequate control for unobservable firm effects as the inclusion of firm fixed effects will give the same results as those from the balanced panel analysis. Nonetheless, the exercise can serve as a robustness check for the main findings of our previous panel analyses. Table 9 presents the estimates for the cluster and financial development measures. The results largely mirror the major findings in Table 6 . Clustering is found to strongly influence both financing and performance of domestic non-state firms. It is positively associated with only extending and receiving trade credit among foreign firms. By contrast, for SOEs, none of the four coefficients for the cluster variable is significant, revealing no correlations between clustering and the outcome variables.
Lower financial efficiency has a positive correlation with extending trade credit for all three types of firms. However, the impact of financial development on export is mixed. Financial development promotes the export of foreign firms but inhibits the export of domestic non-state firms and SOEs. Lack of local financial development impedes TFP of domestic non-state firms and SOEs, whereas it does not matter much to the TFP performance of foreign firms. Overall, the results on the financing effect of clustering are robust no matter whether we use county-level data, firm-level panel, or firm-level non-panel data set. However, the findings for the financial development measure are more mixed depending upon the outcome variables and the underlying data used.
Conclusions
Using census data at the firm level from 1995 and 2004, we have shown in this paper that China's industrialization has been accompanied by increasing interactions among industries within regions. In addition, our results indicate that the number of firms is growing faster in clustered regions, while at the same time there is a finer division of labor and closer technological affinity among firms. This pattern is similar to the East Asian cluster-based industrialization model led by numerous SMEs but differs from the observed patterns in the United States, where regional agglomeration and industrial districts were mainly driven by the presence of large firms.
One key benefit of cluster-based industrialization in China is that it helps lessen the credit constraints facing the vast number of SMEs. With lower minimum capital requirements, many low-wealth entrepreneurs can start businesses despite the constrained credit environment. Close proximity and intense competition among firms within a cluster may also reduce the temptation to act dishonestly, making frequent trade credit among firms within a cluster possible. All these factors help firms, in particular domestic non-state firms, ease the reliance on external financing.
It is worth emphasizing, however, that the results obtained do not necessarily indicate that financial-sector development is not important. Rather, clustering may be a second-best solution to the financing problem when local conditions do not permit easy access to regular financing. Nonetheless, given that the ideal conditions for economic development are rarely in existence, the organization innovations embodied in clustering are essential, especially for developing countries, for which economic growth is particularly important. Secondly, even for developing countries with similar endowments, one should be aware of institutional contexts that may affect cluster-based development. With the deepening division of labor inherent in the clustering mechanism, the demand for collective actions and public goods usually goes up. Therefore, local governments often need to play a key role in nurturing 29 clustering development. Under fiscal decentralization, local governments in China are active in promoting cluster-based industrial development (Xu and Zhang, 2009 ). Yet local governments in many other developing countries are more passive in fostering industrial policy. Note: Minimum asset is the lowest amount, the lowest 5 percentile, and the lowest 10 percentile of assets among firms at the county level in 1995 or 2004 (in millions of RMB), respectively, in the three panels.
Cluster measure refers to the proximity measure. Financial inefficiency is measured as the standard deviation of log(value added/asset) at the county level. The symbols *, **, and *** stand for significance level at 10%, 5%, and 1%, respectively. Robust standard errors are in parentheses. Note: Cluster measure refers to the proximity measure. The symbols *, **, and *** stand for significance level at 10%, 5%, and 1%, respectively. Robust standard errors are in parentheses. Note: Sample includes only firms that are surveyed in both censuses. Clustering measure refers to the proximity measure weighted by asset. The reliance on external finance is taken from Rajan and Zingales (1998) and defined as the industry-level median of the ratio of capital expenditures minus cash flow over capital expenditures based on the Unite States data; reliance on trade credit comes from Fisman and Love (2003) and is defined as the median ratio of accounts payable to total assets at the industry level in the U.S.; capital intensity, defined as the share of real capital stock to total value added in 1980 in the U.S., is obtained from and Ciccone and Papaioannou (2009) . The symbols *, **, and *** stand for significance level at 10%, 5%, and 1%, respectively. Clustered standard errors at the county and year level are in parentheses. Note: Sample includes only firms that are surveyed in both censuses. Cluster measure refers to the proximity measure weighted by asset. The symbols *, **, and *** stand for significance level at 10%, 5%, and 1%, respectively. Clustered standard errors at the county and year level are in parentheses. Note: Sample includes all the firms surveyed in the two censuses. Cluster measure refers to the proximity measure weighted by asset. Industry-county fixed effects are included but not reported due to page limit. The symbols *, **, and *** stand for significance level at 10%, 5%, and 1%, respectively. Clustered standard errors at the county and year level are in parentheses.
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