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Abstract
The main objective of the paper is to characterize multipliers of summability fields of regular methods,
while relaxing the usual boundedness condition. For this purpose we use the sequence spaces of A-bounded
sequences and A-uniformly integrable sequences. Among the main results, it is shown that the space of
multipliers is closely related to the space of A-statistically convergent sequences and that A-statistical con-
vergence over ∞ is equivalent to a regular matrix method. This observation eliminates the need for separate
proofs of several A-statistical convergence results.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let ω, ∞, c denote the spaces of all real sequences, bounded, and convergent sequences,
respectively. Any subspace of ω is called a sequence space. A summability method, Λ, is any
linear functional defined over a specified sequence space. A summability method, Λ, is called
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M.K. Khan, C. Orhan / J. Math. Anal. Appl. 335 (2007) 406–417 407regular if the domain of Λ contains c and for every x ∈ c, we have Λ(x) = limk xk . Most of the
classical summability methods are represented by an infinite matrix A = (ank), so that A(x) =
limn
∑
k xkank . In order for A to be regular, we require that for a sequence x, the transformation,
(Ax), exists and limn(Ax)n converges to the limit of x. The space of all A-summable sequences
is denoted by cA.
A large collection of summability matrices, B = (bnk), have the property that for any x, y ∈
cB ∩ ∞ we have xy ∈ cB with B(xy) = B(x)B(y). Any such summability method is called
multiplicative. This makes the space cB ∩ ∞ to be an algebra. For any arbitrary real regular
matrix B , the algebra of multipliers, denoted by mB(∞) or just m(∞), consists of those x ∈
cB ∩ ∞ for which xy ∈ cB for all y ∈ cB ∩ ∞. A problem of summability theory that has
remained open for at least thirty years (Petersen [16]) is to characterize mB(∞), for any arbitrary
real regular summability matrix B .
A related, and somewhat easier, problem deals with the characterization of mB(∞) for mul-
tiplicative methods. Such a characterization was announced by Henriksen and Isbell [12], but to
the best of the authors understanding, they did not publish their proof. A constructive proof was
published by Petersen [16]. However, upon a close examination of Petersen’s proof, it seems to
us that it is incomplete.
The main results of the present paper are as follows.
• By using a recently introduced concept of A-uniform integrability (for nonnegative regular
matrices A) we characterize the set of multipliers of A (denoted as mA(U)), over any algebra,
U , that lies in the sequence space of A-uniformly integrable sequences.
• We provide a constructive proof that when B is multiplicative then mB(∞) = cB ∩∞ along
with a few other characterizations of multiplicative methods.
• The third result deals with matrix characterization of A-statistical convergence. To date the
best known results along these lines are by Fridy [8], showing statistical convergence cannot
be represented by a matrix method, and due to Fridy and Miller [9], showing that A-statistical
convergence is boundedly equivalent to the intersection of an infinite collection of matrix
summability methods. Our result shows that the prevailing perception, that A-statistical
convergence cannot be boundedly equivalent to a matrix method, is false. We show that
A-statistical convergence is always boundedly (as well as over the space of A-uniformly
integrable sequences) equivalent to a nonnegative regular triangular matrix method which
is boundedly multiplicative. With this result a large number of new results concerning A-
statistical convergence follow from the corresponding known results for matrix summability.
The precise statement of the main results is presented in Section 2 and their proofs are presented
in Section 3.
2. The main results
Throughout this paper, a sequence space, U , will be called an algebra if for any x, y ∈ U we
have xy ∈ U , where the multiplication is performed componentwise. For all our discussion, we
will assume that the algebra, U , consists of real sequences and contains the identity (1,1, . . .).
The class of summability matrices whose entries are nonnegative and each row adds up to one
will play a main role, and will be denoted by M+. For any regular A ∈M+, we see that
UA =
{
x ∈ cA:
∑
k
|xk − α|pank → 0, for some α and each p  1
}
is an algebra.
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vergent to α if for every  > 0, we have
lim
n→∞
∑
k: |xk−α|>
ank = 0.
The set of all A-statistically convergent sequences will be denoted by stA. It is not difficult to see
that the set of all A-statistically convergent sequences forms an algebra as well. The two algebras,
UA, stA, will play a fundamental role in our subsequent characterizations of the multipliers of
summability methods.
Let E and F be two sequence spaces, and let U be an algebra. The set,
mU (E,F) := {u ∈ U : for every y ∈ E, uy ∈F},
will be called the space of multipliers over U . For notational convenience, the space
mU (cA ∩ U, cA) will be denoted by m(U). Throughout we will use the notation
SA =
{
x: sup
n
∑
k
|xk||ank| < ∞
}
,
for the space of A-bounded sequences. Also the notation UA will stand for those real sequences
that are A-uniformly integrable. That is,
UA :=
{
x: lim
M→∞ supn
∑
k: |xk |>M
|xk||ank| = 0
}
.
It is shown in [14] that the following statements are equivalent for A ∈M+:
• ∑k |xk − α|ank → 0.• x is A-statistically convergent to α and x ∈ UA.
This characterizes A-strong convergence over UA in terms of A-statistical convergence. In fact,
the above statements can be extended to any regular matrix A = (ank) in the sense that the
following statements are equivalent.
• For any  > 0, ∑k: |xk−α|> |ank| → 0.
• There exists a set E of N so that x is convergent to α over Ec and ∑k∈E |ank| → 0.
Furthermore, if x ∈ UA then the above two statements are equivalent to
• ∑k |xk − α||ank| → 0.
The proof is along the same lines as given in [14], and is therefore omitted. The above result,
when x is restricted to lie in ∞, provides a result of Hill and Sledd [13]. Following Hill and
Sledd [13], we will use the notation
|A| :=
{
x ∈ ∞:
∑
k
|xk − α||ank| → 0, for some α
}
.
The following two theorems show that the space UA can be used to not only characterize multi-
pliers of summability methods, but also to show that A-statistical convergence is equivalent to a
matrix summability method over UA.
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(1,1, . . .). Then the following results hold:
(1) m(U) is again an algebra.
(2) When ∞ ⊆ U ⊆ SA, A is multiplicative over m(U). That is, for any x, y ∈ m(U), we have
A(xy) = A(x)A(y).
(3) When ∞ ⊆ U ⊆ SA, and A is nonnegative, we have
m(U) ⊆
{
x ∈ U :
∑
k
|xk − α|pank → 0, for some α and each p  1
}
.
(4) Furthermore, if ∞ ⊆ U ⊆ UA, then
m(U) ⊇
{
x ∈ U :
∑
k
|xk − α||ank| → 0, for some α
}
.
(5) If U = ∞ and x ∈ m(U), then A(x) ∈ [lim infk xk, lim supk xk].
The first four parts of this result extend the results of Hill and Sledd [13], where U = ∞ and
the above part (5) is proved (Theorem 3.4). Parts (3) and (4) together characterize m(U), when
∞ ⊆ U ⊆ UA, for nonnegative regular matrices:
m(U) =
{
x ∈ U :
∑
k
|xk − α|ank → 0, for some α
}
,
which is precisely the set of A-statistically convergent sequences in U .
Furthermore, the following result follows as a simple corollary since stA is an algebra and
intersection of two algebras is again an algebra.
Corollary 2.1. Let A be a nonnegative regular matrix. Then the following hold:
• For any algebra U , containing (1,1,1, . . .), mstA∩U (stA ∩ cA ∩ U, cA) is also an algebra.• For any algebra ∞ ⊆ U ⊆ SA, A is multiplicative over mstA∩U (stA ∩ cA ∩ U, cA).• For any algebra ∞ ⊆ U ⊆ SA,
mstA∩U (stA ∩ cA ∩ U, cA) ⊆
{
x ∈ U ∩ stA:
∑
k
|xk − α|pank → 0,
for some α and each p  1
}
.
• For any algebra ∞ ⊆ U ⊆ UA,
mstA∩U (stA ∩ cA ∩ U, cA) =
{
x ∈ U ∩ stA:
∑
k
|xk − α|ank → 0, for some α
}
.
When cA is replaced by stA, we get the following result. The bounded version of this result
was treated by Demirci and Orhan [7].
Proposition 2.1. Let A be a nonnegative regular matrix. Then mstA(stA, stA) = stA. Furthermore,
for any algebra U , we have mstA∩U (stA ∩ U, stA) = stA ∩ U .
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ity method. However, when restricting to the algebra of bounded sequences, Fridy and Miller [9]
succeeded in showing that there does exist an infinite collection of nonnegative regular matrix
methods, which (collectively) represent the A-statistical convergence. The next theorem shows
that, in particular, when considering the algebra of bounded sequences, A-statistical convergence
can be represented by a single regular matrix method that lies in the infinite collection of Fridy
and Miller.
Theorem 2.2 (Invariance principle). Let A be a nonnegative regular summability method. Then
there exists a nonnegative triangular regular matrix method B ∈M+ so that A-statistical con-
vergence and B-summability are equivalent over UA.
Furthermore, in the above theorem, the matrix B has the following properties:
(i) cB ∩ ∞ is an algebra.
(ii) B is multiplicative over cB ∩ ∞.
In the summability literature, several analogs of classical matrix summability methods have
been given separate proofs in the context of A-statistical convergence (since it is not a matrix
method). However, several of these results involve the sequence space to be ∞. The above
theorem shows that such separate proofs for A-statistical convergence are no longer necessary,
when the corresponding result for B-summability holds. The following corollary collects some
examples of such results.
Corollary 2.2.
(i) Let A be a nonnegative regular summability method. Then the set of bounded A-statistically
convergent sequences forms a closed linear subspace of ∞ and hence is always a nowhere
dense set.
(ii) If A,B are two nonnegative regular matrices with |A| ⊆ |B|, then A-statistical and B-
statistical convergences are consistent.
(iii) If x is a bounded sequence and is A-statistically convergent to α then it must be that α is a
limit point of x and α ∈ [lim infk xk, lim supk xk].
Result (i) is due to Salat [18]. With the above invariance principle, and a result proved by Hill
and Sledd [13], Theorem 2.2, the above result of Salat follows. Result (ii) is due to Connor and
Kline [5]. In fact, we can state another result. If stA ∩ UA ⊆ stB ∩ UA then A,B are statisti-
cally equivalent over stA ∩ UA. This follows by the above invariance principle and a variant of
the Brudno–Mazur–Orlicz consistency theorem, see Lemma 3.1 below. Result (iii) also follows
from part (5) of Theorem 2.1, which is due to Hill and Sledd [13]. For more related results, see
Demirci [6], and Fridy and Orhan [10].
The above invariance principle also gives some new results that, to the best of our understand-
ing, have not been given a direct A-statistical proof. For instance,
• If A is a nonnegative regular summability method then there exists a regular B ∈M+ so that,
for bounded sequences, A and B assign the same statistical limit. In fact, the boundedness
of x can be relaxed to UA ∩UB .
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The following results are due to Brauer [4]:
(i) If B is boundedly multiplicative and if x is a sequence of zeros and ones that is B summable
to α then α is either zero or one.
(ii) Let B be a real regular matrix. Then B is boundedly multiplicative if and only if it has
the property that x2 is B-summable to α2 whenever x is a real bounded sequence that is
B-summable to α.
These results suggest a close connection of boundedly multiplicative methods with statistical
convergence. When B is a nonnegative regular and boundedly multiplicative matrix, by taking
A = B , gives that bounded A-statistical convergence is the same as bounded B summability.
Hence when B is nonnegative, and boundedly multiplicative, we get
cB ∩ ∞ = m(∞) =
{
x ∈ ∞:
∑
k
|xk − α||bnk| → 0, for some α
}
= stB ∩ ∞.
The first equality follows easily since, for a multiplicative method, cB ∩ ∞ ⊆ m(∞) and the
converse inclusion is always true. This discussion carries over immediately from the sequence
space of B-uniformly integrable sequences, where B-statistical convergence is equivalent to B-
strong convergence [14].
We should remark that one can construct real regular matrices B = (bnk) that obey property P .
Indeed, bnn = 2, bn,n+1 = −1 and zero otherwise is one such matrix. In this case cB ∩ ∞ = c.
Atalla [1,2] provides a nonnegative regular matrix B = (bnk) having property P as well as
maxk bnk → 0. Interestingly, this matrix was studied by Garreau [11], where it is shown that,
in fact, this B is boundedly equivalent to the Cesàro-statistical convergence. This matrix was
studied by Petersen [16,17], as well.
3. The proofs
We will need the following variant of the classical Brudno–Mazur–Orlicz type theorem for
unbounded sequences, see [3, Exercise 2.6.16], for the related result.
Lemma 3.1. Let A,B be regular summability matrix methods. Let U be an algebra of sequences
so that ∞ ⊆ U ⊆ SA ∩ SB , and let m(U) be the space of multipliers of A over U . If
cA ∩ U ⊆ cB ∩ U,
then A,B are consistent over m(U).
Proof. (Sketch) Suppose not and let x ∈ m(U) such that A(x) = α 	= β = B(x). The new se-
quence x˜ = (x − α)/(β − α) also lies in m(U) and A(x˜) = 0, B(x˜) = 1. So without loss of
generality assume that α = 0, β = 1. Now using the standard sliding hump argument involv-
ing a bounded slowly oscillating sequence (used in the constructive proof of Brudno–Mazur–
Orlicz consistency theorem) we find another sequence y = xφ so that A(y) = 0 but y is not
B-summable. Here φ is a bounded slowly oscillating sequence. This contradicts cA ∩ U ⊆
cB ∩ U . 
Proof of Theorem 2.1. Since A is regular we notice, by taking y = (1,1,1, . . .), that m(U) ⊆
cA ∩ U . We break up the proof into a few steps.
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y ∈ cA∩ U makes that xy ∈ cA. Also since U is an algebra, xy ∈ U . Hence, xy ∈ cA∩ U . Now for
any z ∈ cA ∩ U , the fact that y ∈ m(U) gives that yz ∈ cA ∩ U . So, the fact that x ∈ m(U) gives
that xy(z) = x(yz) ∈ cA. Also, since x, yz ∈ U , and U is an algebra, it must be that xyz ∈ U .
Hence, xy ∈ m(U). This shows that m(U) is an algebra.
Step 2. Let x ∈ m(U) and assume that A(x) 	= 0. Define a new method B = (bnk) where bnk =
ankxk
A(x)
. Note that, the row sum goes to 1, columns go to zero. Since U ⊆ SA,
sup
n
∑
k
|bnk| = 1|A(x)| supn
∑
k
|xk||ank| < ∞.
Hence, B is regular. Now, for any y ∈ cA ∩ U , we notice that xy ∈ U ⊆ SA, makes xy in the
domain of A and (By)n = (Axy)nA(x) . Since x ∈ m(U), we must have that A(xy) exists. Hence
B(y) = A(xy)
A(x)
. That is, cA ∩ U ⊆ cB ∩ U (for all x with A(x) 	= 0). By the above variant of
Brudno–Mazur–Orlicz consistency theorem, Lemma 3.1, it must be that B(y) = A(y). That is,
A(y)A(x) = A(xy) whenever A(x) 	= 0.
Step 3. Let x ∈ m(U). Now assume that A(x) = 0. Define a new method B = (bnk) where
bnk = ankxk + ank . The columns go to zero, the row sum converges to 1 and
sup
n
∑
k
|bnk| sup
n
∑
k
|xk||ank| + sup
n
∑
k
|ank| < ∞.
So, B is again regular. Now, for any y ∈ cA ∩U , we notice that (By)n = (Axy)n + (Ay)n. Since
x ∈ m(U), we must have that A(xy) exists. Hence B(y) = A(xy) + A(y). That is, cA ∩ U ⊆
cB ∩ U (for all x with A(x) = 0). By the above variant of Brudno–Mazur–Orlicz consistency
theorem, Lemma 3.1, we have B(y) = A(y). That is, B(y) = A(xy) + A(y) = A(y). That is,
A(xy) = 0 = A(x)A(y). Hence, A is multiplicative over m(U) ⊆ cA ∩ U .
Step 4. Next, let x ∈ m(U). Since x ∈ cA, there exists α so that A(x) = α. Let z = (zk) :=
(xk − α). By linearity of m(U), we see that z ∈ m(U). Therefore, for any p  1, by Step 3, we
have z2([p]+1) ∈ m(U). But then, the Hölder inequality gives that
∑
k
|xk − α|pank 
(∑
k
|xk − α|2([p]+1)ank
)p/(2([p]+1))
O(1),
for any p  1. As n gets large, the right side goes to (A(z2([p]+1)))p/(2([p]+1)). However, by the
multiplicativity of A, we have A(zm) = (A(z))m = 0, for any positive integer m. Hence, we see
that
m(U) ⊆
{
x ∈ U :
∑
k
|xk − α|pank → 0, for some α and all p  1
}
.
Step 5. Now to show the converse, let x ∈ U ⊆ UA so that ∑k |xk − α||ank| → 0. Now for any
y ∈ cA ∩ U , with A-limit β , just note that∑
xkykank = α(Ay)n +
∑
(xk − α)ykank.
k k
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purpose, without loss of generality, assume that α = 0. So, we know that x is A-statistically
convergent to 0, and x ∈ U ∩ UA (using the absolute matrix [|ank|]). Furthermore, y ∈ U ⊆ UA.
Hence, xy ∈ UA. This gives that there exists a set E so that ∑k∈E |ank| → 0 and (xk) is conver-
gent to 0 over Ec. Therefore,∣∣∣∣
∑
k
xkykank
∣∣∣∣
 sup
n
∑
k: |xkyk |>M
|xkyk||ank| + M
∑
k∈E
|ank| +
∣∣∣∣
∑
k∈Ec
xkykI
(|xkyk|M)ank
∣∣∣∣,
where I is the indicator function. As n gets large, the second term goes to zero. After taking the
limit over n, the first term can be reduced to zero by taking M large, since xy ∈ UA. The third
term can be bounded as follows:∣∣∣∣
∑
k∈Ec
xkykI
(|xkyk|M)ank
∣∣∣∣
∑
k∈Ec, |yk |>N
|xk||yk||ank| + N
∑
k∈Ec
|xk||ank|
C sup
n
∑
k∈Ec, |yk |>N
|yk||ank| + N
∑
k∈Ec
|xk||ank|,
where C is a bound of the convergent sequence |xk|I (k ∈ Ec). The second term goes to zero
since x is taken to be |A|-strongly convergent to zero. The first term, after taking the limit on n,
can be reduced arbitrarily by taking N large. 
Proof of Proposition 2.1. If u ∈ stA and y ∈ stA, then both provide sets Eu,Ey so that
δA(Eu) = 0 and δA(Ey) = 0 and u,y are convergent over Ecu,Ecy , respectively. Then take
E = Eu ∪ Ey to have δA(E) = 0 and uy is convergent over Ec. Thus uy is A-statistically con-
vergent. Thus we see that mstA(stA, stA) = stA. Since intersection of two algebras is an algebra,
we see that stA ∩ U is again an algebra. So, if u ∈ stA ∩ U and y ∈ stA ∩ U , then both provide
sets Eu,Ey so that δA(Eu) = 0 and δA(Ey) = 0 and u,y are convergent over Ecu,Ecy , respec-
tively. Then take E = Eu ∪ Ey to have δA(E) = 0 and uy is convergent over Ec. Thus uy is
A-statistically convergent. So, uy ∈ stA ∩ U . Thus we see that
mstA∩U (stA ∩ U, stA) = stA ∩ U . 
For the proof of our next theorem, we will need the following extension of a classical equiv-
alence result proved for bounded sequences, see for instance the paper of Mazur and Orlicz [15,
Remark 2.3].
Lemma 3.2. If A is a regular summability matrix method then there exists a triangular matrix B
with each row sum being one and B is equivalent to A for sequences in UA. Furthermore, if A
is nonnegative, then we may choose B to be a nonnegative matrix as well.
Proof. (Sketch) When one tries to cut a row-infinite matrix method to an equivalent row-finite
method, some sort of “control” on the sequence space needs to be imposed. Typical results
in the literature impose boundedness condition. To show that this is unnecessarily restrictive,
one may proceed as follows. For each n, we know that the series
∑
k |ank| is convergent. So,
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∑
k>K |ank| → 0 as K gets large. In particular, for n = 1n , pick Kn so that the tail∑
k>Kn
|ank| < n. Also ensure that Kn < Kn+1. So, we see that ∑k>Kn |ank| → 0. Now define
another summability matrix method, B = (bnk) by
bnk =
{
ank if k Kn,
0 otherwise.
Note that when A is nonnegative, so is B . If x is A-uniformly integrable, then for any  > 0 there
exists T so that
sup
n
∑
k: |xk |>t
|xk||ank| < , ∀t  T .
Therefore, we have
∣∣(Ax)n − (Bx)n∣∣=
∣∣∣∣
∑
k>Kn
ankxk
∣∣∣∣
∑
k>Kn
|xk||ank|
 sup
n
∑
k: |xk |>T
|xk||ank| + T
∑
k: k>Kn
|ank|
  + T
∑
k: k>Kn
|ank| → .
This shows that A,B are equivalent for A-uniformly integrable sequences. In fact, if (Ax)n
oscillates, then so does (Bx)n.
To cut down from row-finite method to an equivalent triangular method, the argument is stan-
dard, involving repeating the rows so that the resulting matrix becomes triangular. We omit the
details. 
Proof of Theorem 2.2. By Lemma 3.2 we may assume, without loss of generality over UA, that
A is a triangular nonnegative regular matrix with each row sum one. Construct the matrix B by
first constructing another matrix C = (cnk) as follows. Since the first row of A is (1,0,0, . . .),
make the first two rows of C to be (1,0,0, . . .). Then the next batch, of size 22 = 4 rows of C is
obtained by taking the second row of A, namely (a21, a22,0,0, . . .), and making it the third row
of C. Then the fourth and fifth rows of C are (0, a22,0,0, . . .), (a21,0,0,0, . . .). The sixth row
of C contains all zeros. In general, after filling the first Np := 21 + 22 +· · ·+ 2p , rows of C (i.e.,
p-batches), the next batch of size 2p+1 is made as follows. The (N + 1)th row of C consists of
the pth row of A, namely (ap1, ap2, . . . , app,0,0, . . .). The next
(
p
1
)
-rows are the same as the last
row with the exception that exactly one of the p terms is replaced by a zero. The next
(
p
2
)
-rows
replace exactly two terms by zeros, in all possible combinations, and so on. The last row of this
batch will consist of all zeros.
Having made the matrix C, define matrix B = (bnk) by
bmk = (1 − μm)ank + cmk, μm :=
∑
k
cmk, Nn < mNn+1.
Since the row sum of A is one, we see that μm ∈ [0,1]. This makes B to be a nonnegative,
triangular matrix with row sum 1. Since the entries of C are the same as the entries of A (with
some extra zeros), the columns of C go to zero, making the columns of B go to zero. Hence, B is
regular as well.
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there exists a set of nonnegative integers, E, with δA(E) = 0 and y is convergent to zero over Ec.
Note that for any m, Nn < mNn+1,∣∣∣∣
∑
k
ykbmk
∣∣∣∣ sup
n
∑
k: |yk |>M
|yk|bmk + M
∣∣∣∣
∑
k∈E: |yk |M
bmk
∣∣∣∣+
∣∣∣∣
∑
k∈Ec: |yk |M
ykbmk
∣∣∣∣
 2 sup
n
∑
k: |yk |>M
|yk|ank + 2M
∑
k∈E
ank +
∣∣∣∣
∑
k∈Ec, |yk |M
ykbmk
∣∣∣∣.
Since B is regular, and the sequence that is being summed in the last sum converges to zero,
the last term goes to zero as m gets large. As m gets large, so does n, and therefore the second
term also goes to zero. Since the first term does not depend on m, we may take M large to make
it arbitrarily small. Hence, B(y) = 0. Since B is regular, we see that B(x) = α. Conversely, let
x ∈ UA and B(x) = α. Again take y = (yk) where yk = xk − α so that B(y) = 0.
Since the first row of 2mth block consists of the mth row of A, it must be that A(y) = 0 as
well. Since bmk = (1 − μm)ank + cmk , for Nn < m  Nn+1, it must be that C(y) = 0 as well.
To show that y must be A-statistically convergent to 0, pick the m ∈ (Nn,Nn+1], for which the
negative signs of the first n terms of (yk) are precisely where the terms of the nth row of A are
not replaced by zero. Since C(y) = 0, this gives that∑
k
ykI (yk < 0)ank → 0.
Repeating the same argument for the positive terms, we see that
∑
k |yk|ank → 0. Since y ∈ UA,
it must be that y is A-statistically convergent to 0. This shows that A-statistical convergence is
equivalent to B-summability over UA. 
When A is a nonnegative regular summability method, the bounded A-statistically convergent
field coincides with the bounded A-strongly convergent field of A. A result of Henriksen and Is-
bell [12] gives that there exists a regular matrix B so that B is equivalent, for bounded sequences,
to A-strong convergence.
We should remark here that if A,B are nonnegative regular summability matrices, then B
statistical convergence includes A statistical convergence if and only if the set of bounded mul-
tipliers of A is contained in the set of bounded multipliers of B .
4. Multiplicative methods
A result, due to Henriksen and Isbell [12], says the following:
• If B is a real regular matrix and boundedly multiplicative (making cB ∩ ∞ an algebra) then
there exists a nonnegative regular matrix A such that B is bounded equivalent to A-strong
summability.
• If A is a nonnegative regular summability matrix then A-strong summability is boundedly
equivalent to a regular summability method, B . Hence, |A| = cB ∩ ∞, and B preserves the
A-strong limits. (A fortiori, B is boundedly multiplicative, making cB ∩ ∞ an algebra.)
This result should be compared along side with those of Mazur and Orlicz [15], Brauer [4], Hill
and Sledd [13], and Fridy and Miller [9]. First let us recall these results:
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that cB is an algebra and B is multiplicative over it, then B is equivalent to a submethod of
the identity matrix, obtained by deleting some of its rows.
• Brauer studied those real regular summability methods B which have the property that
cB ∩ ∞ is an algebra and B is multiplicative over it. He conjectured that every such method
might be a submethod of the identity as well. The above result of Henriksen and Isbell [12]
shows that Brauer’s conjecture must be false. Interestingly, a result of Karl Zeller [19]
showed that there exists a regular matrix method B so that the Cesàro (C,1)-strong con-
vergence is (boundedly) equivalent to B-summability.
• Fridy and Miller [9] were interested in checking if A is a nonnegative regular summability
method then is it true that A-statistical convergence is boundedly equivalent to some (non-
negative) matrix method B? It is known that there cannot exist any regular method B so that
A-statistical convergence is equivalent to B-summability, when no restriction is imposed on
the sequence space.
Fridy and Miller showed that, for the bounded case, at least, there exists a collection of non-
negative regular matrices TA (actually TA consisting of all those T ∈M+ that statistically
include A), which has the property that a bounded sequence x is A-statistically convergent
to α if and only if x is B summable to α for every B ∈ TA. That is,
stA ∩ ∞ =
⋂
B∈TA
(cB ∩ ∞).
These results directly suggest our invariance principle for A-statistical convergence, at least over
the space of bounded sequences. Note that a bounded sequence is A-statistically convergent to α
if and only if x is A-strongly summable to α. So, stA ∩ ∞ = |A|. But Henriksen and Isbell’s
result says that A-strong summability (for any nonnegative regular method) is boundedly equiv-
alent to B-summability for some regular method B . Hence, bounded A-statistical convergence
must be equivalent to B-summability for some regular method B .
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