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Abstract
On one hand the graph isomorphism problem (GI) has received considerable attention due to its unresolved complexity status and
its many practical applications. On the other hand a notion of compatible topologies on graphs has emerged from digital topology (see
[A. Bretto, Comparability graphs and digital topology, Comput. Vision Graphic Image Process. (Image Understanding), 82 (2001)
33–41; J.M. Chassery, Connectivity and consecutivity in digital pictures, Comput.Vision Graphic Image Process. 9 (1979) 294–300;
L.J. Latecki, Topological Connectedness and 8-connectness in digital pictures, CVGIP Image Understanding 57(2) (1993) 261–262;
U. Eckhardt, L.J. Latecki, Topologies for digital spaces Z2 and Z3, Comput. Vision Image Understanding 95 (2003) 261–262;
T.Y. Kong, R. Kopperman, P.R. Meyer, A topological approach to digital topology, Amer. Math. Monthly Archive 98(12) (1991)
901–917; R. Kopperman, Topological digital topology, Discrete geometry for computer imagery, 11th International Conference,
Lecture Notes in Computer Science, Vol. 2886, DGCI 2003, Naples, Italy, November 19–21, pp. 1–15]).
In this article we study GI from the topological point of view. Firstly, we explore the poset of compatible topologies on graphs
and in particular on bipartite graphs. Then, from a graph we construct a particular compatible Alexandroff topological space said
homeomorphic-equivalent to the graph. Conversely, from any Alexandroff topology we construct an isomorphic-equivalent graph
on which the topology is compatible. Finally, using these constructions, we show that GI is polynomial-time equivalent to the
topological homeomorphism problem (TopHomeo). Hence GI and TopHomeo are in the same class of complexity.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and preliminaries
This article links three traditionally different ﬁelds: Graph Theory, Topology and Complexity Theory. It gives an
application of compatible topologies on graphs to Complexity Theory.
Compatible topologies on graphs have been studied by many authors [5–7,17,9,14,16,15]. The applications of these
topologies are developed in [9]. In this article we characterize isomorphism between two graphs thanks to topologies
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on the set of vertices of the graphs.Another characterization in terms of minimal basis of these topologies will be given,
this characterization links both combinatorial and topological aspects of the graphs.
In Section 2, we introduce several notions of topology and graph theory, and in particular the notion of compatible
topology on a graph. In Section 3 we study the poset of compatible topologies on graphs and in particular on bipartite
graphs. In Section 4, we associate to each connected graph via its incidence graph anAlexandroff compatible topology,
and conversely to each Alexandroff topology a graph. Then we show that two graphs are isomorphic iff their associate
topologies are homeomorphic, and conversely that two topologies are homeomorphic iff their associate graphs are
isomorphic.We apply these results to show that the problem of testing if two graphs are isomorphic (GI) is polynomially
equivalent to the problem of testing if two topologies are isomorphic (TopHomeo), and hence that the problems
TopHomeo and GI are of the same class of complexity.
We introduce now the terminology we use in this paper. Because this article overlaps three different ﬁelds we give
this terminology in some details. A similar remark holds for results of Section 2. Some results may be familiar for
specialists of each ﬁeld, but again since they overlap three different ﬁelds, it seemed useful to recall them with some
extent.
We denote the set of positive integers by N. The general terminology concerning graphs is similar to [3,8]. We
suppose graphs with a countable number of vertices. Without loss of generality we suppose that all graphs in this paper
are undirected. We use the term digraph to denote directed graphs when needed. We use G,H,P to denote graphs,
and write G = (V ;E) to express that V is the set of vertices of G and E is its set of edges. We consider also that all
graphs are simple, that is without loops or multiple edges. In that context an edge of G is simply a pair {x, y} ⊆ V .
Given a graph G, we denote V (G) the set of vertices of G, and E(G) its set of edges. We denote the neighborhood of
x ∈ V (G) by G(x), or simply (x) when there is no ambiguity on G, that is: (x) = {y ∈ V (G) : {x, y} ∈ E(G)}.
The degree of a vertex x is the number of neighbors of x. It is denoted by deg(x). If for every x ∈ V (G) the degree
of x is ﬁnite, then G is said a locally ﬁnite graph.
The graph H is a subgraph of G when it is a graph satisfying V (H) ⊆ V (G) and E(H) ⊆ E(G).
The subgraph induced by W ⊆ V is the subgraph GW = (W, EW), where EW = {{x, y} ∈ E : x, y ∈ W } is
the restriction of E to W.
A chain (or walk) of length k0 is a non-empty alternating sequence x0e1x1e2 . . . ekxk of vertices and edges in the
graph G such that ei = {xi−1, xi} for all i ∈ {1, . . . , k}. We will use x0  x1  · · ·  xk to denote a chain of length
k, knowing that an edge is uniquely determined by the vertices which belong to it. Such a chain is said from x0 to xk .
A cycle is a chain with a length of at least 1 such that the ﬁrst vertex and the last vertex are the same, and where all the
edges are pairwise distinct. A cycle is simple if it does not contain a subchain which is also a cycle, or equivalently if
all its nodes are pairwise distinct except the ﬁrst and the last one. Remark that, since we are working on graphs without
loops or multiple edges, the length of a cycle cannot be neither 1 nor 2, and so the minimal length of a cycle in our
context is 3. Moreover, a graph contains a cycle iff it contains a simple cycle.
A graph G is connected if for all distinct x, y ∈ V (G) there exists a chain from x to y. Remark that equivalently
a graph is connected iff for all distinct x, y ∈ V (G) there exists a without repetition chain from x to y (obtained by
removing any cycle from the chain relying x and y). Remark that a graph with only one vertex is trivially connected as
well as the empty graph.
The connected component C(x) of x is the biggest connected subset of V (G) containing x. The family {C(x) : x ∈
V (G)} forms a partition of V (G).
A one-way inﬁnite path is a graph P = (V ;E) where V is a countable inﬁnite set for which there is an enumeration
(without repetition) {x0, x1, . . . , xi, . . .} satisfying E = {{xi, xi+1} : i ∈ N}. The node x0 is then called an origin
for P.
A two-way inﬁnite path is a graph P = (V ,E) where V is a countable inﬁnite set for which there exist W,U ⊆ V
and x ∈ V verifying W ∪ U = V , W ∩ V = {x} and PW , PU are both one-way inﬁnite paths with origin x.
A circle is a ﬁnite graph G = (V ,E) such that #(V )3 and for which there is an enumeration (without repetition)
{x0, x1, . . . , xn} of V verifying E = {{xi, xi+1} : 0 i < n} ∪ {x0, xn}, the number of edges n + 1, which is also the
number of vertices, is the length of this circle.
A topology on a set X is a non-empty collection T of subsets of X, called open sets, such that any union of open sets
is open, any ﬁnite intersection of open sets is open, and both X and ∅ are open. A set together with a topology on it is
called a topological space, it is denoted by (X, T ). Complements in X of open sets are called closed sets of T .
A non-empty open set O is minimal if it does not contain any open set different from both ∅ and O.
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A function f from a topological space X to a topological space Y is continuous if and only if the inverse image
of each open set of Y is open in X. A homeomorphism from X to Y is a continuous bijection which inverse is also
continuous. We write (X, T )  (Y,U) to express that there exists an homeomorphism between X and Y.
A neighborhood of x ∈ X is a set V ⊆ X containing an open subset which contains the point x. The set of
neighborhoods of a point x is denoted by VT (x) or simply V(x).
A family (Oi)i∈I of (open) subsets of X is an (open) covering if X =⋃i∈I Oi .
A subset B of a topology T on X is a basis for T if each O ∈ T is the union of elements of B. The elements of B are
called basic open sets.A setB ⊆ P(X) is a basis for a topology T on X iff it is a covering of X and, for allA,B ∈ B and
x ∈ A ∩ B, there exists C ∈ B such that x ∈ C. That topology, deﬁned by T = {∪A : A ⊆ B}, is called the topology
induced by B. Remark that ∅ ∈ T because ∪∅ = ∅. Remark also that any covering B of X which is closed by binary
(or equivalently ﬁnite) intersection is a basis for its induced topology (taking C = A∩B). A collection S of open sets
is a subbase for the topological space X if the collection of all intersections of ﬁnite subsets of S forms a basis for that
topology. Every S ⊆ P(X) is a subbasis for the topology induced by the basis B = {∩A : A ⊆ S and A is ﬁnite} (with
the convention ∩∅ = X, and so X ∈ B).
The sets ⊥X = {X,∅} and P(X), the powerset of X, deﬁne two topologies called, respectively, the trivial topology
and the discrete topology on X.
The set, ordered by inclusion, of all topologies on a given set X forms a complete lattice with least element ⊥X and
top element P(X). The greatest lower bound or inﬁmum inf(Q) of a set Q of topologies on X is ∩Q. The least upper
bound or supremum sup(Q) of Q is the topology induced by the subbase ∪Q.
Let Y be a subset of X and let T be a topology on X, the collection TY = {Y ∩ O : O ∈ T } deﬁnes a topology on Y
called the Y-induced topology; (Y, TY ) is called a subspace of (X, T ).
Let (X, T ) a topological space. The closure of A ⊆ X is T (A) = {x ∈ X : ∀ V ∈ V(x) : V ∩ A 
= ∅}. We
will denote T (A) by (A) as soon as there is no ambiguity on T , and T ({y}) simply by T (y) or (y). Moreover,
remark that, for every y ∈ X, we have (y) = {x ∈ X : ∀O ∈ T , x ∈ O ⇒ y ∈ O}.
Notation 1. We use the following set theoretical notation. Let x,X, Y be sets:
1. X − Y = {y ∈ X : y /∈ Y },
2. X − x = X − {x},
3. X∪˙Y is the disjoint union of X and Y, that is X∪˙Y = {0} × X ∪ {1} × Y .
4. #X denotes the cardinal of X.
When Y ⊆ X and X is clear from the context then the complement X−Y of Y in X is simply written Y c.
The element of a disjoint union X∪˙Y will be simply written x, y instead of (0, x) or (1, y), and we will often identify
{0} × X to X and {1} × Y to Y.
2. Topologies and graphs: some results
In this section we introduce basic results used in Sections 3 and 4. Some of them are known but, in order to keep our
article self-contained, we nonetheless give their proofs.
2.1. Alexandroff and T0 topologies
In this section we introduce the well-known Alexandroff and T0 topologies.We give two characterizations of homeo-
morphisms between topological spaces, the ﬁrst one (Corollary 5) forAlexandroff spaces, the second one (Theorem 9)
for T0-Alexandroff spaces.
We use the following characterization of T0-spaces: a topological space (X, T ) is a T0-space if all distinct points
x, y ∈ X verify x ∈ (y) ⇒ y 
∈ (x) .
An Alexandroff topology T on X is a topology where every intersection of open sets is open. Equivalently, T
is Alexandroff iff every x ∈ X has a smallest neighborhood denoted byNT (x) or simplyN (x). Obviously, that small-
est neighborhood is open and is equal to ∩V(x). It is the minimum element of V(x) ordered by
inclusion.
Notice that if (X, T ) is an Alexandroff topological space then, since any intersection of open sets is an open set,
the closed sets of T form a topology. That topology is called the dual topology and is denoted in this article by T˜ .
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Noticeﬁnally that T˜ is also anAlexandroff topologyonX.The following fact gathers someeasyproperties ofAlexandroff
spaces.
Fact 2. If (X, T ) is an Alexandroff space then for all O ⊆ X and x, y ∈ X:
1. O ∈ T ⇔ ∀x ∈ O, N (x) ⊆ O ⇔ O =⋃x∈O N (x).
2. y ∈ O ⇒ N (y) ⊆ O, for every open neighborhood O of x.
3. x ∈ (y) ⇔ y ∈ N (x).
Notation 3. For f a function and x an element of its domain, we often write fx the image of x under f (instead of the
usual notation f (x)).
Lemma 4. Let (X, T ) and (Y,U) be two Alexandroff spaces. A function f : X → Y is continuous if and only if
NT (x) ⊆ f−1(NU (f x)) for every x ∈ X.
Proof. Suppose that f is continuous. Since f x ∈ NU (f x), we have x ∈ f−1(NU (f x)) which is an open set of X,
and then NT (x) ⊆ f−1(NU (f x)) (Fact 2.2).
Suppose now NT (x) ⊆ f−1(NU (f x)) for every x ∈ X and let O be an open subset of Y. If x ∈ f−1(O) then
f x ∈ O and, since Y is an Alexandroff space, we get NU (f x) ⊆ O (Fact 2.1). It comes from that and the hypothesis:
x ∈ NT (x) ⊆ f−1(NU (f x)) ⊆ f−1(O). Then trivially we have f−1(O) =
⋃
x∈f−1(O)NT (x) which is, as an union
of open sets, an open set. 
Corollary 5. f is an homeomorphism if and only if f is a bijection and f (NT (x)) = NU (f x), for every x ∈ X.
We recall that a basis of a topology B is minimal if it does not contain any basis as a subfamily.
Lemma 6. Let (X, T ) be an Alexandroff space. The basis B = {N (x) : x ∈ X} is the unique minimal basis for T .
Proof. Fact 2.1 states thatB is a basis for T .We prove now that every basisA of T is a superset ofB. So letA = (Bi)i∈I
be such a basis, and let x ∈ X. We haveN (x) =⋃j∈J Bj for some J ⊆ I by hypothesis onA. So there exists jx ∈ J
such that x ∈ Bjx . Consequently N (x) ⊆ Bjx by Fact 2.2, and so N (x) = Bjx since Bjx ⊆ N (x). So we have proved
thatN (x) ∈ A for every x ∈ X, and so B ⊆ A. That shows the minimality of B, since every subbasisA ⊆ B is in fact
equal to B. That proves also that B is the unique minimal basis, since A 
= B ⇒ B ⊂ A, and so A not minimal, for
every basis A. 
Notation 7. BT will denote the unique minimal basis given by Lemma 6 of theAlexandroff topological space (X, T ).
We state below the main theorem of this subsection which concerns T0-Alexandroff spaces. Its proof uses the
following result.
Lemma 8. If (X, T ) is a T0-Alexandroff space then NT : X → BT which associates NT (x) to every x ∈ X is a
bijection.
Proof. The surjectivity of NT is given by deﬁnition of BT . Now, to prove the injectivity, suppose NT (x) = NT (y).
Then we have, for every O ∈ T , x ∈ O ⇔ y ∈ O, since NT (x) and NT (y) are minimum in V(x) and V(y). Hence,
x ∈ (y) and y ∈ (x), and so x = y since (X, T ) is T0. 
The following result gives some useful intuitions.
Theorem 9. Let (X, T ) and (Y,U) be two T0-Alexandroff spaces. The following assertions are equivalent:
1. (X, T ) and (Y,U) are homeomorphic.
2. There exists an order isomorphism (w.r.t. inclusion)  between BT to BU .
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Proof.
1 ⇒ 2 Let h be an homeomorphism from (X, T ) to (Y,U). Deﬁne  = NU ◦ h ◦ N−1T . Since N−1T : BT → X,
h : X → Y and NU : Y → BU are bijections,  is a bijection from BT to BU . Remark that, by deﬁnition of ,
NU (hx) = (NT (x)), for every x ∈ X. To prove that  is increasing relatively to inclusion, let x, x′ ∈ X. It comes:
NT (x′) ⊆ NT (x) ⇒ h(NT (x′)) ⊆ h(NT (x))
⇒NU (hx′) ⊆ NU (hx) Corollary 5
⇒(NT (x′)) ⊆ (NT (x)) Previous remark.
Now notice that −1 = (NU ◦ h ◦ N−1T )−1 = N−1−1T ◦ h−1 ◦ N−1U = NT ◦ h−1 ◦ N−1U . So, since h−1 is also an
homeomorphism, we can prove, by the same reasoning than previously, that the bijection −1 is increasing from BU
to BT . And so ﬁnally  is an order isomorphism.
2 ⇒ 1 Let us suppose now that  is an isomorphism between the sets BT and BU ordered by inclusion. Deﬁne
h = N−1U ◦  ◦ NT . Since NT : X → BT ,  : BT → BU and N−1U : BU → Y are bijections, h is a bijection
from X to Y. So to prove that h is an homeomorphism, it remains to show that h(NT (x)) = NU (hx), for every x ∈ X
(Corollary 5). First, it is easy to check that the deﬁnition of h gives hz = y iff (NT (z)) = NU (y), for every z ∈ X
and every y ∈ Y . So, for every z ∈ X it comes:
(∗) (NT (z)) = NU (hz) or equivalently (∗∗) NT (z) = −1(NU (hz)).
Let now x ∈ X; we show h(NT (x)) = NU (hx) by double inclusion. Let ﬁrst x′ ∈ NT (x). We have thenNT (x′) ⊆
NT (x) (Fact 2.2), and so (NT (x′)) ⊆ (NT (x)) since  is increasing. Using (*) on x′ and x, we get ﬁnally:
hx′ ∈ NU (hx′) = (NT (x′)) ⊆ (NT (x)) = NU (hx). Let now y ∈ NU (hx). Since h is a bijection there exists
x′ ∈ X such that hx′ = y. We have then NU (hx′) ⊆ NU (hx) and, since −1 is increasing, −1(NU (hx′)) ⊆
−1(NU (hx)). Using (**) on x′ and x, it comes x′ ∈ NT (x′) = −1(NU (hx′)) ⊆ −1(NU (hx)) = NT (x), and so
ﬁnally y = hx′ ∈ h(NT (x)). 
2.2. Closure and connected subsets of a topological space
In this section, we introduce the well-known notion of a connected subset of a topological space.We give in particular
a characterization of a connected pair {x, y} in terms of the closures of {x} and {y}.
Deﬁnition 10. A topological space (X, T ) is connected ifX cannot be expressed as the union of two disjoint non-empty
open sets of T . A subset Y of X is T -connected if (Y, TY ) is connected.
Notice that by deﬁnition of the Y-induced topology TY , the subset Y is T -connected iff for all open sets O,O ′ ∈ T ,
we have: O ∩ Y 
= ∅ 
= O ′ ∩ Y and (O ∩ Y ) ∪ (O ′ ∩ Y ) = Y implies O ∩ Y and O ′ ∩ Y not disjoint, that is,
O ∩ Y ∩ O ′ 
= ∅. In particular, ∅ is T -connected for every topology.
Remark 11. Let U, T be two topologies on X verifying U ⊆ T . If A ⊆ X is T -connected then it is U-connected.
Lemma 12. Let (X, T ) a topological space and x, y ∈ X:
x ∈ (y) or y ∈ (x) ⇔ {x, y} is T -connected.
Proof. If x ∈ (y) (or y ∈ (x)) the pair {x, y} is T -connected since ∀O ∈ T : x ∈ O ⇒ y ∈ O (or conversely).
Suppose now x /∈ (y) and y /∈ (x). There exist Ox such that x ∈ Ox and y /∈ Ox and Oy such that y ∈ Oy
and x /∈ Oy . Then, we have Ox ∩ {x, y} 
= ∅ 
= Oy ∩ {x, y} and (Ox ∩ {x, y}) ∪ (Oy ∩ {x, y}) = {x, y} and
Ox ∩ {x, y} ∩ Oy = ∅, and so, {x, y} is not connected. 
The following result comes straightforwardly from the deﬁnition of the closure of a singleton.
Lemma 13. Let (X, T ) a topological and x1, x2, x3 ∈ X:
x1 ∈ (x2) ∧ x2 ∈ (x3) ⇒ x1 ∈ (x3).
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2.3. Two-connected graphs
In this article, we say that a graph is 2-connected if it is non-empty, connected, and for every node x the number
of nodes adjacent to x is 2. Remark that a 2-connected graph contains at least three nodes. Lemma 18 will give us an
useful characterization of 2-connected graphs.
In the sequel, V (C) denotes the set of vertices involved in the cycle C of the graph G.
Lemma 14. If C is a simple cycle in the graph G and x ∈ V (C), then V (C) contains at least two nodes adjacent to x.
Proof. Let C = x0  x1  · · ·  xk . From the deﬁnition of a cycle, we have k3 and x1 adjacent to x0, and
since x0 = xk , we have also xk−1 adjacent to x0. Now if x1 = xk−1 then x1  · · ·  xk−1 is a cycle contained in C
which contradicts the simplicity of C. Thus, x1, xk−1 are the two adjacent nodes we are searching for x0. Now when
xi 
= x0 = xk just remark that xi  xi+1  · · ·  xk−1  x0  · · ·  xi forms a simple cycle in G, and apply the
same reasoning than for x0. 
Corollary 15. If G is 2-connected then x ∈ V (C) ⇒ (x) ⊆ V (C), for every x ∈ V (G).
Lemma 16. If C is a simple cycle in the 2-connected graph G then G = GV(C).
Proof. Suppose C is a cycle x0  · · ·  xk  x0 in G, a 2-connected graph.We prove ﬁrst GV(C) = G. To do so, it is
sufﬁcient to prove thatV (G) ⊆ V (C). So let z ∈ V (G). SinceG is connected there exist a path z = zn  · · ·  z0 = x0
in G. But, since C is a simple cycle, we have x0 ∈ V (C) ⇒ z1 ∈ V (C) (Corollary 15). From that it is easy to prove
by induction on i ∈ {1, . . . , n} that {z1, . . . , zn} ⊆ V (C), and so z ∈ V (C). 
It is clear that if C is a simple cycle in G then GV(C) is a circle. By the lemma it comes.
Corollary 17. If C is a simple cycle in the 2-connected graph G then G = GV(C) is a circle of size #V (G)=#V (C).
Lemma 18. If G = (V ,E) be a 2-connected graph. We have two cases:
1. #V = n for some positive integer n, and then G is a circle of length n.
2. #V = #N and G is a two-way inﬁnite path.
Proof. Let G = (V ,E) be a 2-connected graph. Let x0 ∈ V and choose x1 as one of the two nodes adjacent to x0.
Now, for every i ∈ {1, 2, . . .} deﬁne xi+1 as the second vertex adjacent to xi , the ﬁrst one being xi−1 by construction.
Let W = {x0, x1, . . .}. We have that x0  x1  x2  · · · is a chain of G and clearly (xi) = {xi−1, xi+1} where
xi−1, xi, xi+1 are pairwise distinct, for every i ∈ {1, 2, . . .}.
We show ﬁrst that if there exist i < j such that xi = xj and j is minimal for the property of having i < j verifying
xi = xj , then the chain C = xi  xi+1  · · ·  xj−1  xj is a simple cycle in G.
As a preliminary result, we show that for all l, k ∈ {i, . . . , j} such that l < k and xl = xk , we have l = i and k = j .
Notice that the second equality is immediate by minimality of j. Hence the hypothesis gives xl = xj . We prove now by
contradiction l = i. So suppose 0 i < l. Surely l+1 
= j and l+2 
= j , otherwise we would have xl+1 = xj = xl or
xl+2 = xj = xl , which is impossible since xl, xl+1, xl+2 are pairwise distinct by construction of W. Hence, j > l + 2
and since l > 0 we have xl−1, xl+1, xj−1 adjacent to xl . Since G is 2-connected, we have xj−1 = xl−1 or xj−1 = xl+1,
which contradict the minimality of j. So by contradiction i = l.
We prove now that C is a simple cycle in G. Notice ﬁrst that, as an immediate application of the preliminary result, the
vertices of V (C) are pairwise distinct except xi and xj . It remains to show that the edges of C are also pairwise distinct,
which is proved by contradiction. So suppose l, k ∈ {i + 1, . . . , j} such that el = ek , that is, {xl−1, xl} = {xk−1, xk}.
We can suppose l < k, and so since i < l, we have l1 and k2. Now since l−1 < k−1, k and xl−1 ∈ {xk−1, xk},
the preliminary result implies in particular l − 1 = i. Moreover, since l < k, we have l < k − 1 or l = k − 1. In the
ﬁrst case, since xl ∈ {xk−1, xk}, it comes l = i = i − 1 by the preliminary result, which is impossible. Suppose now
l = k − 1 and so l − 1 = k − 2. Since xl−1 ∈ {xk−1, xk}, it comes xl−1 = xk−1 = xl or xl−1 = xk = xk−2. But those
two hypotheses contradict, respectively, the facts that xl−1 
= xl and xk−2 
= xk by construction of W. Then we have
proved that C is a cycle.
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We make now two cases.
1′. There exist i, j ∈ N such that xi = xj . We can suppose i < j and j minimal, and so C = xi  xi+1  · · · 
xj−1  xj is a simple cycle in G. We conclude by Corollary 17 that G = GV(C) and #V = #V (C) = j − i.
2′. All the vertices in the sequence x0, x1, . . . are pairwise distinct. Since (xi) = {xi−1, xi+1}, for every i 
= 0, GW
is clearly an inﬁnite one-way inﬁnite path with origin x0. Now, let y1 be the second vertex adjacent to x0 (we
recall that x1 is the ﬁrst one by construction of W). Moreover, for every i ∈ {1, 2, . . .}, deﬁne yi+1 as the second
vertex adjacent to yi , the ﬁrst one being yi−1 by construction. Deﬁne y0 = x0, and let U = {y0, y1, y2, . . .}. Thus
y0  y1  y2  · · · is a chain of G where (yi) = {yi−1, yi+1} and yi−1, yi, yi+1 are pairwise distinct, for
every i ∈ {1, 2, . . .}. Remark, that if we suppose yi = yj for some i, j ∈ N, the same reasoning that for 1′ would
give G = GV(C), for some ﬁnite cycle C in G, which contradicts W inﬁnite. Thus, the elements of U are pairwise
distinct, and GU is a one-way inﬁnite path.
We prove now that GW∪U is a two-way inﬁnite path with origin x0. To do so it remains to show W ∩U = {x0}. Since
x0 ∈ W ∩ U , it is sufﬁcient to prove that for every i ∈ N we have yi ∈ W ⇒ i = 0. It is done by induction on i ∈ N.
For the case i = 0, the result is immediate. Suppose now that yi+1 ∈ W , and let j ∈ N such that yi+1 = xj . Surely
j 
= 0, since x0 = y0 and yi+1 are distinct as element of U. Moreover, since yi is adjacent to yi+1 = xj , we have so
yi ∈ (xj ) = {xi−1, xi+1} ⊆ W . It comes i = 0 and i + 1 = 1 by inductive hypothesis, and so x0 ∈ {xi−1, xi+1}.
Since the elements ofW are pairwise distinct, we get i = 1 and so ﬁnally x1 = y1, which is impossible by construction.
Then the hypothesis yi+1 ∈ W is contradictory and the result holds trivially.
Finally, we prove V = W ∪ U , and so G = GW∪U . So let z ∈ V , we can suppose z 
= x0 otherwise the case
is immediate. Since G is connected there is a chain x0  z1  · · ·  zk = z in G. Then, since (x0) = {x1, y1},
we have z1 = x1 or z1 = y1. It is now straightforward to show by induction on i that the ﬁrst case implies zi = xi
for every i ∈ {1, . . . k} , and that the second case implies zi = yi , for every i ∈ {1, . . . k}. So ﬁnally z ∈ W ∪ U in
any case.
Remark ﬁnally that 1′ ⇒ 1 (taking n = j − i for j minimal) and 2′ ⇒ 2. That completes the proof of the
lemma. 
It is clear that all the circles of size n ∈ N are isomorphic. The same holds for two-way inﬁnite paths. Hence the
lemma above gives trivially.
Corollary 19. Two 2-connected graphs are isomorphic iff they have the same number of vertices.
2.4. Bipartite and incidence graph morphisms
Deﬁnition 20. A pair {V,U} is a (graph) bipartition of a graph G if V,U are two disjoint non-empty sets such that
V (G) = V ∪U an every edge of E(G) joins a vertex of V to a vertex of U (or equivalently if every edge of E(G) joins
a vertex of U to a vertex of V).
A graph G is bipartite if there exists a bipartition of G.
We write G = (V ∪¨U ; E) to express the fact that {V,U} is a bipartition of G. Obviously if G = (V ∪¨U ; E), we
have x ∈ V ⇔ (x) ⊆ U and y ∈ U ⇔ (y) ⊆ V . A well-known characterization of bipartite graphs is given
below.
Fact 21. A graph G is bipartite iff it does not contain any cycle with an odd length.
The following lemma is not strictly necessary but it gives an interesting insight on connected bipartite graphs.
Lemma 22. If the graph G is connected then there exists at most one bipartition of G.
Proof. We show the result by contradiction. So suppose G = (V ∪¨U ; E) and G = (V ′∪¨U ′; E), and moreover
{V,U} 
= {V ′, U ′}. We have in particular V 
= V ′, otherwise we would have U = V (G) − V = V (G) − V ′ = U ′
which contradicts the hypothesis. Thus, we have V 
⊆ V ′ or V ′ 
⊆ V . We show that the ﬁrst case is impossible, a
similar proof of impossibility holds for the second one. So let x ∈ V −V ′ and so x ∈ U ′, since V ′ ∪ U ′ = V (G).
262 A. Bretto et al. / Theoretical Computer Science 362 (2006) 255–272
We make two cases:
1. U ∩ U ′ 
= ∅, and so let y ∈ U ∩ U ′. Since G is connected, there exists a chain x = x0  x1 · · ·  xn = y
in G. Since x0 ∈ V ∩ U ′ and since {V,U} and {V ′, U ′} are bipartitions of G, we prove easily by induction on
k ∈ {0, 1, . . . , n/2} that x2k ∈ V ∩ U ′ and x2k+1 ∈ U ∩ V ′. Now, we have two cases for n, either n = 2k or
n = 2k + 1 where k = n/2. But the ﬁrst case is impossible since y /∈ V , and the second one is also impossible
since y /∈ V ′.
2. U ∩ U ′ = ∅, and so U ′ ⊆ V (G)−U = V . We have U ′ 
= V , otherwise we would have U = V (G) − V =
V (G)−U ′ = V ′ and so {V,U} = {V ′, U ′}. So let z ∈ V −U ′, and so z ∈ V ′. Since G is connected, there exists a
chain x = x0  x1 · · ·  xn = z in G. For the same reasons than for 1, we have x2k ∈ V ∩U ′ and x2k+1 ∈ U ∩V ′,
for every k ∈ {0, 1, . . . , n/2}. We have again two cases for n, either n = 2k or n = 2k + 1 where k = n/2.
But the ﬁrst case is impossible since z /∈ U ′, and the second one is also impossible since z /∈ U . 
Deﬁnition 23. Let G = (V ;E) and H = (W ;F) be two graphs.
• A morphism from G to H is a pair of functions (f, f¯ ), where f : V → W and f¯ : E → F are such that, for every
{x, y} ∈ E:
1. {f x, fy} ∈ F ;
2. f¯ ({x, y}) = {f x, fy}.
• A morphism (f, f¯ ) is an isomorphism if f is a bijection and f¯ is a surjection.
We say that G and H are isomorphic and we write G  H , if there exists an isomorphism between G and H.
Remark 24. It is easy to verify that if (f, f¯ ) is an isomorphism then the surjection f¯ is in fact a bijection, and that
(f−1, f¯−1) is also an isomorphism.
Lemma 25. Let G = (V ∪¨U ; E) and H = (V ′∪¨U ′;F) be two connected bipartite graphs, and let (f, f¯ ) be a
morphism from G to H. Then we have:
f (V ) ⊆ V ′ ∧ f (U) ⊆ U ′ or f (V ) ⊆ U ′ ∧ f (U) ⊆ V ′.
Proof. Suppose that {x, y} ∈ E. First, remark that from the deﬁnition of a morphism and the fact that G is bipartite, it
is easy to check that f x ∈ V ′ ⇔ fy ∈ U ′, for every {x, y} ∈ E.
Now, assumef (V )V ′, and letx ∈ V such thatf x ∈ U ′. SinceG is connected andbipartite, for every z ∈ V−x there
exists a chain x = x1  y1  x2  · · ·  xn−1  yn−1  xn = z where xi ∈ V , yi ∈ U , for every i ∈ {1, . . . , n}.
From the previous remark it comes f x ∈ U ′ ⇔ fy1 ∈ V ′ ⇔ f x2 ∈ U ′ ⇔ · · · ⇔ fyn−1 ∈ V ′ ⇔ f z ∈ U ′, and
so f z ∈ U ′. That proves f (V ) ⊆ U ′. Moreover, for all y ∈ U , G being connected, there exists z ∈ V such that
{z, y} ∈ E and so {f z, fy} ∈ F . But we have just proved f z ∈ U ′, that leads to fy ∈ V ′. That proves f (U) ⊆ V ′.
Finally, if we assume f (U)U ′, a similar reasoning gives f (U) ⊆ V ′ and then f (V ) ⊆ U ′. That proves the
result. 
Deﬁnition 26. The incidence graph of G = (V ;E) is the bipartite graph I(G) = (V ∪˙E, I(E)), where I(E) is
deﬁned by:
I(E) = {{x, {x, y}} : x ∈ V ∧ {x, y} ∈ E}.
Remark 27. If x0  x1  · · ·  xn−1  xn is a chain in the graph G then x0  {x0, x1}  x1  · · · 
{xn−1, xn}  xn is a chain in the graph I(G). That implies in particular that if G is connected then I(G) is also
connected.
Proposition 28. Let G = (V ;E) and H = (W ;F) be two connected graphs. The following assertions are equivalent:
• G  H .
• I(G)  I(H).
Proof. To simplify our notations and without loss of generality, we suppose V ∩ E = W ∩ F = ∅ and I(G), I(H)
deﬁned by simple unions instead of disjoint unions.
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1 ⇒ 2Assume that G  H . Let (f, f¯ ) be an isomorphism from G to H. Deﬁne  = f ∪ f¯ . Clearly  is a bijection
from V ∪E to W ∪F since f and f¯ are bijections, respectively, from V to W and E to F (by deﬁnition and Remark 24).
Deﬁne now ¯, for every {x, e} ∈ I(E), by ¯{x, e} = {f x, f¯ e}. By deﬁnition of , for every {x, e}, we have
¯{x, e} = {x,e}, and it is straightforward to show that ¯ is a function from I(E) to I(F ) (using the deﬁnition
of incidence graphs and since (f, f¯ ) is an isomorphism). To prove that (, ¯) is an isomorphism between I(G) and
I(H), it remains to show ¯ is surjective. So let ε ∈ I(F ). Since f : V → W is a bijection ε = {f x, {f z, fy}}
for some x, y, z ∈ V . By deﬁnition of I(F ), we have moreover f x ∈ {f z, fy}, and since f is a bijection, we have
x = y or y = z. We show the result for the case x = z, the other case is similar. Then we have ε = {f x, {f x, fy}}
with {f x, fy} ∈ F . Since f¯ : E → F is surjective, we have {x, y} ∈ E, and so {x, {x, y}} ∈ I(E). It comes:
¯({x, {x, y}}) = {x, {x, y} } = {f x, f¯ {x, y}} = {f x, {f x, fy}} = ε.
2 ⇒ 1 Assume now that there exists an isomorphism (, ¯): I(G) → I(H). Lemma 25 gives two cases:
• (V ) ⊆ W and (E) ⊆ F .
Since is a surjection and {V,E}, {W,F } are respective partitions of V ∪E and W ∪F , we have easily(V ) = W
and(E) = F . Deﬁne now f and f¯ as the respective restrictions of toV and to E. Since is bijective, f : V → W
and f¯ : E → F are bijections. We prove that (f, f¯ ) is a morphism. So let {x, y} ∈ E, we must prove f¯ {x, y} =
{f x, fy}, that is {x, y} = {x,y}. Since {x, y} ∈ E, we have {x, {x, y}}, {y, {x, y}} ∈ I(E) (deﬁnition of
I(E)). We have also ¯{x, {x, y}} = {x,{x, y}} ∈ I(F ) and ¯{y, {x, y}} = {y,{x, y}} ∈ I(F ) since (, ¯)
is a morphism. But that implies x ∈ {x, y} ∈ F and y ∈ {x, y} ∈ F . Since  is a bijection and x 
= y, we get
ﬁnally {x, y} = {x,y}.
• (V ) ⊆ F and (E) ⊆ W . For the same reason than for the ﬁrst case, we have (V ) = F and (E) = W . We
prove now that H is 2-connected. So let z ∈ W , we have {x, y} = z for some {x, y} ∈ E (surjectivity of ) and
{x, {x, y}}, {x, {x, y}} ∈ I(E). Since , (, ¯) is a morphism we have ¯{x, {x, y}} = {x,{x, y}} ∈ I(F ) and
¯{y, {x, y}} = {x,{x, y}} ∈ I(F ). Hence, by deﬁnition of I(F ), we have {x, y} ∈ x and {x, y} ∈ y, and
sox = {z, zx} andy = {z, zy}, for some zx, zy ∈ W . Since is a bijection and x 
= y, we havemoreover zx 
= zy ,
and so the degree of z is at least 2. Suppose now z′ ∈ W such that {z, z′} ∈ F . We have {z, {z, z′}} ∈ I(F ), and
since  is bijective, there exists x′ ∈ V such that x′ = {z, z′}. We get {z, {z, z′}} = {{x, y},x′} = ¯{x′, {x, y}}
with {x′, {x, y}} ∈ I(E), and so x′ ∈ {x, y}. That implies x′ = x or x′ = y and x′ = {z, zx} or x′ = {z, zy}. So
ﬁnally we get {z, z′} = {z, zx} or {z, z′} = {z, zy}, and so z′ ∈ {zx, zy}. We have then proved that H is 2-connected.
Now remark that since  and ¯ form an isomorphism, their inverses form also an isomorphism (Remark 24). We
have moreover −1(W) = E and ¯−1(F ) = V . So we can apply the same reasoning than previously to prove that
G is also 2-connected.
Now, if V is ﬁnite then E = is ﬁnite and so W = (E) is. The converse also holds in the same way, and so V is
ﬁnite iff W is. We know that the number of nodes in a circle is equal to the number of its edges, and so Lemma 18
and bijectivity of  gives two cases: either V,W are ﬁnite and so #V = #(V ) = #F = #W , or V,W are both
inﬁnite and G,H are two-way inﬁnite paths. We conclude by Corollary 19. 
3. Compatible topologies on graphs
A topology on a graph G is a topology on V (G). In the ﬁrst subsection below we deﬁne the notion of compatible
topologies on graphs we are interested in. Then, the second subsection focuses on compatible topologies on bipartite
graphs.
3.1. Deﬁnition and basic properties
Deﬁnition 29. A topology T on a graph G is compatible if, for every W ⊆ V (G):
GW is connected ⇔ W is T -connected.
A characterization of compatible topologies is given in Corollary 31.
Lemma 30. Let G = (V ,E) be a graph and T a topology on G. The following statements are equivalent:
1. For every W ⊆ V : GW connected implies W T -connected.
2. For every {x, y} ∈ E the pair {x, y} is T -connected.
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Proof. Remark ﬁrst that G{x,y} is connected iff {x, y} ∈ E. We can easily deduce 1 ⇒ 2 from that. We prove now
2 ⇒ 1 by contraposition. So let W ⊆ V such that GW is connected but not T -connected. Then there exist O,O ′ ∈ T
such thatO∩W 
= ∅ 
= O ′ ∩W and (O∩W)∪(O ′ ∩W) = W and (O∩W ∩O ′) = ∅. Let x ∈ O∩W and y ∈ O ′ ∩W .
Since O ∩ W ∩ O ′ = ∅, we have x 
= y. Moreover, since GW is connected, there exists a chain x0  · · ·  xn
of elements of W such x = x0 and y = xn. Let i ∈ {1, . . . , n−1} the greatest i such that xi ∈ O ∩ W . We have
xi+1 /∈ O∩W and so xi+1 ∈ O ′ ∩W since (O∩W)∪ (O ′ ∩W) = W . So we get O∩{xi, xi+1} 
= ∅ 
= O ′ ∩{xi, xi+1}
and (O ∩{xi, xi+1})∪ (O ′ ∩ {xi, xi+1}) = {xi, xi+1} and O ∩{xi, xi+1}∩O ′ = ∅. Thus {xi, xi+1} is not T -connected.
But {xi, xi+1} ∈ E since x0  · · ·  xn is a chain, that contradicts 2. 
Corollary 31. T is compatible iff:
1. For every {x, y} ∈ E, {x, y} is T -connected.
2. For every T -connected W ⊆ V , GW is connected.
Using Corollary 31 and Lemma 12 we get.
Lemma 32. If a topology T is compatible with a graph G then for all distinct x, y ∈ V (G):
{x, y} ∈ E ⇔ {x, y} is T -connected ⇔ x ∈ (y) or y ∈ (x).
We recall that a directed set is a poset such that every ﬁnite subset has an upper bound. The result below states that
the collection, ordered by inclusion, of all compatible topologies on a graph is closed by supremums of directed sets.
It is used to prove Proposition 34.
Lemma 33. IfQ is a non-empty directed (w.r.t inclusion) set of compatibles topologies on a graphG, then its supremum
is compatible.
Proof. We recall that in the complete lattice of the topologies on V (G) ordered by inclusion, the supremum of the
set Q is the topology, denoted here by T , induced by the subbase ∪Q, that is, the topology induced by the base
B = {∩A : A ⊆ ∪Q and A is ﬁnite} (with the convention ∩∅ = V (G)).
We prove ﬁrst that in fact B = ∪Q, and so ∪Q is a basis for the topology T . Remark that since ∩{O} = O, we have
indeed B ⊇ ∪Q. Now to show B ⊆ ∪Q, we must prove that A ⊆ ∪Q and A ﬁnite implies ∩A ∈ ∪Q. First notice
that ∩∅ = V (G) ∈ T ⊆ ∪Q, for each T ∈ Q. It remains to prove that ∪Q is closed by non-empty ﬁnite intersection.
To do so, it is clearly sufﬁcient to show the case for binary intersections. So let O,O ′ ∈ ∪Q, we have O ∈ T and
O ′ ∈ T ′ for some T , T ′ ∈ Q. Since Q is directed, we have T , T ′ ⊆ T ′′ for some T ′′ ∈ Q, and so O,O ′ ∈ T ′′. Finally
O ∩ O ′ ∈ T ′′ ⊆ ∪Q since T ′′ is a topology.
We prove now that T is compatible. To do so, we use the characterization of compatible topologies of Corollary 31.
Remark ﬁrst that if W ⊆ V (G) is T -connected then it is T-connected for each chosen T ∈ Q (Remark 11) and so,
since T is compatible, GW is connected. Now let {x, y} ∈ E and suppose that {x, y} is not T -connected. So T contains
two open sets O  x and O ′  y such that O ∩O ′ ∩ {x, y} = ∅. Since ∪Q is a base for T , we have O =⋃i∈I Bi and
O ′ = ⋃j∈J Bj , for some subfamilies of ∪Q. So there exist Bi ⊆ O, Bj ⊆ O ′ and T , T ′ ∈ Q such that x ∈ Bi ∈ T
and y ∈ Bj ∈ T ′. So, since Q is directed, there exists T ′′ ∈ Q such that Bi, Bj ∈ T ′′. We have Bi ∩ Bj ∩ {x, y} = ∅,
Bi ∩ {x, y} 
= ∅ 
= Bj ∩ {x, y}, and (Bi ∩ {x, y})∪ (Bj ∩ {x, y}) = {x, y}. Thus, {x, y} is not a T ′′-connected and T ′′
is not compatible. So by contradiction {x, y} is T -connected. 
We recall that Zorn’s Lemma states that every inductive set (that is, non-empty partially ordered set where every
chain has an upper bound) has a maximal element.
Proposition 34. Let T be a compatible topology on a graph G. Then there exists T ′ such that T ⊆ T ′ and T ′ is
maximal compatible (that is T ′ ⊆ U , U compatible then U = T ′).
Proof. By Zorn’s lemma, to prove that the setM of compatible topologies on G containing T has a maximal element,
it is sufﬁcient to prove thatM is closed by supremums of chains. By Lemma 33 and since a chain is obviously directed,
a such supremum T is a topology compatible with G, and since moreover it contains clearly T , then T ∈ M. 
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3.2. Compatible topologies on bipartite graphs
In that subsection, we study compatible topologies on bipartite graphs. In particular, we study the structure of the
collection (ordered by inclusion) of all compatible topologies on a given bipartite graph.
Lemma 35. If G is a bipartite connected graph with #E(G)2 then every compatible topology on G is T0.
Proof. Let G = (V ∪¨U ; E). We have x, y ∈ V ∨ x, y ∈ U ⇒ {x, y} /∈ E, for all x, y ∈ V ∪ U . Let now x, y be
two distinct vertices of V ∪U and T be a compatible topology on G. Suppose now that x ∈ (y), we have {x, y} ∈ E
(Lemma 32), and we have to prove y /∈ (x). Now since we have more that two edges in E, there exists a vertex z0
distinct from x and y. Since G is connected, it exists a chain z0  · · ·  x. Then take z to be the last element of that
chain different from both x and y. We have two cases: or the path ends by z  x or it ends by z  y  x.
Suppose, now the ﬁrst case, that is, {x, z} ∈ E. We have y /∈ (z), otherwise we would have {y, z} ∈ E (Lemma 32)
and x  z  y  x would be a cycle in G, which is impossible by Fact 21. For the same reason we have also z /∈ (y).
Since {x, z} ∈ E, the Lemma 32 gives two cases:
1. x ∈ (z) and so y /∈ (x). Indeed otherwise we would have y ∈ (z) by Lemma 13.
2. z ∈ (x) and so again y /∈ (x). Indeed otherwise, since x ∈ (y), we would have z ∈ (y) by Lemma 13.
Suppose now, the second case, that is, {y, z} ∈ E. By the same reasoning than previously, we get x /∈ (z) and
z /∈ (x). Moreover since {y, z} ∈ E, the Lemma 32 gives two cases:
1. y ∈ (z). But this case is impossible. Indeed, since x ∈ (y), Lemma 13 would give us immediately x ∈ (z).
2. z ∈ (y) and so y /∈ (x). Indeed otherwise we would have z ∈ (x) by Lemma 13. 
We introduce below some particular compatible topologies on bipartite graphs which will be associated to graphs
via their bipartite incidence graphs in Section 4.
Deﬁnition 36. Let G be a graph and let Y,Z be two disjoint subsets of V (G), deﬁne:
1. BGYZ = {{x} ∪ (x) : x ∈ Y } ∪ {{x} : x ∈ Z}.
2. T GYZ = {∪A : A ⊆ BGYZ}.
We will denote BGYZ (resp. T GYZ) simply by BYZ (resp. TYZ) when there will be no ambiguity on G. Remark that the
roles of Y and Z are not symmetrical in the above deﬁnition and so in general we have BYZ 
= BZY .
Proposition 37. If {V,U} is a bipartition of the graph G then BVU is the unique minimal basis of the induced
Alexandroff topology TVU on G.
Proof. We prove ﬁrst that BVU is a basis for a topology which by deﬁnition of the induced topology is TVU . Clearly,
by deﬁnition, it is a covering of V ∪ U . Let us now take two distinct A,B ∈ B. For every z ∈ A ∩ B, we must ﬁnd an
element of B containing z. We have four cases:
1. A = {x} and B = {y}, with x, y ∈ U . Since A 
= B, we have x 
= y and so A ∩ B = ∅ and the case is trivial since
z ∈ A ∩ B is never true.
2. A = {x} ∪(x) and B = {y} ∪(y), with x, y ∈ V . Since A 
= B, we have x 
= y, and so A∩B = (x)∩(y).
Let now z ∈ A ∩ B, we have z ∈ U since x, y ∈ V . So {z} ∈ B.
3. A = {x} andB = {y}∪(y), with x ∈ U and y ∈ V . So we have in particular x 
= y andA∩B = {x}∩(y) ⊆ {x}.
So ﬁnally either A ∩ B = ∅ and the result is trivial, or A ∩ B = {x} ∈ B.
4. A = {x} ∪ (x) and B = {y}. This case is obtained by switching the role of x and y is the proof of the previous
case.
Now we prove that the topology TVU induced by BVU is Alexandroff. To prove that, it is sufﬁcient to prove that
every x ∈ V ∪ U has a smallest neighborhood. In fact, we prove more, that is, that this smallest neighborhood is {x}
when x ∈ U , and {x} ∪ (x) when x ∈ V . That will show that BVU is the unique minimal base of TVU (Lemma 6).
Remark that if x ∈ U then {x} is obviously the minimal neighborhood we are searching for. So suppose x ∈ V , we
show that {x} ∪ (x) is the smallest neighborhood of x. Indeed suppose O ∈ TVU such that x ∈ O. Since BVU is
a basis for TVU , O is the union of open sets of BVU . So, by deﬁnition of BVU , there exist Y ⊆ U and Z ⊆ V such
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that O = ⋃y∈Y {y} ∪
⋃
z∈Z ({z} ∪ (z)). Clearly, since x ∈ V and V,U disjoint, x /∈ {y} for every y ∈ Y .
So x ∈ {z} ∪ (z), for some z ∈ Z ⊆ V . But since G is bipartite, x /∈ (z) ⊆ U , and so x ∈ {z}. So ﬁnally x = z and
{x} ∪ (x) = {z} ∪ (z) ⊆ O. 
Notation 38. Let G = (V ∪¨U ; E) be a bipartite graph. We denote by NGVU(x), or simply NVU , the smallest neigh-
borhood of x ∈ V ∪ U in TVU , that is, NVU (x) = {x} ∪ (x) if x ∈ V and NVU (x) = {x} otherwise.
Note that Proposition 37 applies also to BUV and TUV , and so BUV is the unique minimal basis of the Alexandroff
topology TUV . We recall that the dual of an Alexandroff topology T is the collection T˜ of the complements of the
open sets, called closed sets, of T , and that T˜ is also and Alexandroff topology. The following result states that TVU
and TUV are dual topologies.
Lemma 39. T˜VU = TUV , for every bipartition {V,U} of a graph G.
Proof. Suppose G = (V ∪¨U, E). We prove ﬁrst BUV ⊆ T˜VU , and so TUV ⊆ T˜VU . So let B ∈ BUV . We have two
cases. The ﬁrst one is B = {x} for some x ∈ V . We prove by double inclusion that {x}c = ⋃y 
=x NVU (y), and so
{x}c ∈ TVU , and so {x}cc = {x} ∈ T˜VU . The inclusion ⊆ is trivial. To prove the converse, let y 
= x. If y ∈ U we have
immediately NVU (y) = {y} ⊆ {x}c. Now if y ∈ V , we have NVU (y) = {y} ∪ (y). Since x ∈ V , we have x /∈ (y),
and since x 
= y, we have x /∈ NVU (y). That implies NVU (y) ⊆ {x}c. So for every y 
= x, we have NVU (y) ⊆ {x}c,
which proves the result. Suppose now the second case, that is, B = {x} ∪(x), for some x ∈ U with (x) ⊆ V . Then
we have {x} ∈ BVU . We prove by double inclusion ({x} ∪(x))c =⋃y∈V−(x)NVU (y) ∪
⋃
z∈U−x NVU (z), and so
({x} ∪(x))cc = {x} ∪(x) ∈ T˜VU . The inclusion ⊆ is obvious, we prove the converse. Indeed, let y ∈ V −(x), we
haveNVU (y) = {y}∪(y). Now y 
= x (since x ∈ U ) and so y /∈ {x}∪(x). It remains to show that(y)∩{x}∪(x)
is empty. It is proved by contradiction. So let z ∈ (y)∩ ({x} ∪(x)). We have two possibilities. The ﬁrst one, z = x,
is impossible since otherwise y ∈ (x). The second one is z ∈ (y)∩(x) ⊆ V ∩U = ∅, which is again impossible.
So by contradiction NVU (y) ⊆ ({x} ∪(x))c. Now let z ∈ U − x, we have NVU (z) = {z} and so we get immediately
NVU (z) ⊆ ({x} ∪ (x))c.
To prove T˜VU ⊆ TUV , we recall ﬁrst that a topology is included in an other one iff every closed set of the former is
a closed set of the latter. Moreover, clearly the dual of the dual of a topology is the topology itself. In addition, by the
same reasoning as above we get TVU ⊆ T˜UV . It comes:
TVU ⊆ T˜UV ⇒ T˜VU ⊆ ˜˜T UV
⇒ T˜VU ⊆ TUV 
Proposition 40. For every bipartite graph G = (V ∪¨U ;E), the topologies TVU and TUV are two maximal compatible
topologies on G.
Proof. We prove ﬁrst that TVU is compatible, the fact that TUV is compatible can be proved in the same way. We have
to prove that, for every W ⊆ V ∪ U , we have GW connected iff W TVU -connected. The case W = ∅ is immediate
since, trivially, the empty graph is connected and ∅ is TVU -connected. Let now W be a non-empty subset of U ∪ V .
We prove by contraposition that ifW is TVU -connected then GW is connected. So suppose that GW is a disconnected
induced subgraph of G, and let (Ci)i∈I (#I2) be its (non-empty) connected components. Then, for all i ∈ I and
x ∈ Ci , we have NVU (x) ⊆ {x} ∪ (x) ⊆ Ci , and so Ci is an open set (Fact 2.1). Choose now j ∈ I , ⋃i 
=j Ci is
a non-empty union (#I2) of non-empty open sets, and so a non-empty open set. Then, this open and Cj are two
disjoint non-empty open sets with non-empty intersections with W (that is themselves) and which union is equal to W,
and so W is not connected for the topology TVU .
We prove also by contraposition that if GW is connected then it is TVU -connected. So suppose that W is not TVU -
connected, and so there exist two open sets O,O ′ such that W ∩ O ∩ O ′ = ∅, (W ∩ O) ∪ (W ∩ O ′) = W and
W ∩ O 
= ∅ 
= W ∩ O ′. Remark ﬁrst that, for any x ∈ W ∩ O, we have NVU (x) ⊆ O and NVU (x) ∩ W ⊆ W ∩ O;
so we have NVU (x) ∩ (W ∩ O ′) = ∅. We prove now that for any such x the set (x) ∩ (W ∩ O ′) is empty. If
NVU (x) = {x} ∪ (x), we have already the result. So suppose NVU (x) = {x} with x ∈ U , and suppose that there
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exists y ∈ (x) ∩ W ∩ O ′. Since y ∈ (x) ∩ W ⊆ V we have NVU (y) = {y} ∪ (y) and x ∈ NVU (y). Since O ′ is
open, we have also NVU (y) ⊆ O ′, so x ∈ O ′ and x ∈ W ∩ O ′, which contradicts x ∈ W ∩ O. Then we have proved
that, for every x ∈ W ∩ O, we have (x) ∩ W ⊆ W ∩ O, that is, for every edge {x, y} ∈ EW , if x ∈ O ∩ W then
y /∈ W ∩ O ′. That implies in particular that no point of W ∩ O can be connected to a point of W ∩ O ′, and so GW is
disconnected.
Secondly, we show that TVU is maximal compatible, the fact that TUV is also maximal compatible can be proved
in the same way. Let U be a compatible topology such that TVU ⊆ U . We prove U ⊆ TVU by contradiction, and so
U = TVU . So let O ∈ U , and suppose that O 
=⋃x∈O NVU (x), that is, there exists x ∈ O such that NVU (x)O. In
particular, we haveNVU (x) = {x}∪(x) with x ∈ V , and so there exists y ∈ (x) such that y 
∈ O. Since {x, y} ∈ E,
the pair {x, y} is a connected set for both the topologies TVU and U . Consequently for every V ∈ VU (x) we have
y ∈ V . But since x ∈ O and so O ∈ VU (x), we have y ∈ O, which contradicts y /∈ O. 
Proposition 42 below describes the very simple structure of the set (ordered by inclusion) of compatible topologies
on a given locally ﬁnite connected bipartite graph.
Lemma 41. Every topology compatible with a locally ﬁnite connected bipartite graph is Alexandroff.
Proof. We have to show that every x ∈ V ∪U as a smallest open neighborhoodNU (x). So let x ∈ V ∪U . The singleton
{x} is a connected component of the graph induced by X − (x). Let (Ci)i∈I be the other connected components of
that graph. First, we show that for every i ∈ I , there exists Oi ∈ V(x) such that Oi ∩ Ci = ∅. Indeed, since the graph
induced by {x}∪Ci is disconnected (construction of Ci’s) and U is compatible, there exist two open sets O and O ′ such
that O∩ ({x}∪Ci)∩O ′ = ∅, O∩ ({x}∪Ci) ∪ O ′ ∩ ({x}∪Ci) = {x}∪Ci , and O∩ ({x}∪Ci) 
= ∅ 
= O ′ ∩ ({x}∪Ci).
Remark that since Ci is connected we have Ci ⊆ O or Ci ⊆ O ′, otherwise Ci would be the union of the two disjoint
non-empty induced open sets 0 ∩ Ci and O ′ ∩ Ci . From that, it is easy to see that either x ∈ O ∧ Ci ⊆ O ′ or
x ∈ O ′ ∧ Ci ⊆ O. So either O or O ′ is the open set Oi of U we are searching for. Let now O = ⋂i∈I Oi . For all
i ∈ I , Oi ∩Ci = ∅ so O ⊆ {x}∪(x). Now, since G is locally ﬁnite, clearly #(I )#((x)) < ℵ0, so I is a ﬁnite set.
Consequently O ∈ VU (x) and {x}∪(x) is a neighborhood of x. Let now v(x) = {O ∈ U : x ∈ O ⊆ {x}∪(x)}. The
set v(x) is not empty and clearly ﬁnite (since (x) is), and so⋂ v(x) ∈ U . Moreover, if O ′ is an open set of VU (x),
then O ∩ O ′ ∈ v(x) ⊆ U for every O ∈ v(x). Thus,⋂ v(x) ⊆ O ∩ O ′ ⊆ O ′. That proves that⋂ v(x) is the smallest
open neighborhood we are searching for, that is NU (x) =
⋂
v(x). 
Proposition 42. Let G = (V ∪¨U ; E) be a locally ﬁnite connected bipartite graph, one has:
1. If #E = 1 then {∅, V ∪U}, TVU and TUV are the only compatible topologies on G.
2. If #E2 then TVU and TUV are the only compatible topologies on G.
Proof. The ﬁrst point is trivial, we show the second one. So let U be a compatible topology on V ∪U . By Lemma 41,
every x ∈ V ∪ U has a smallest neighborhood NU (x). As a ﬁrst point, we prove that this smallest neighborhood
is either NU (x) = {x} or NU (x) = {x} ∪ (x). Suppose the contrary. Then we have y, z ∈ (x) such that y /∈
NU (x) and z ∈ NU (x). Then we have x /∈ U (y) and so, since {x, y} ∈ E, y ∈ U (x) (Lemma 32). That implies
in particular x ∈ NU (y) and NU (x) ⊆ NU (y). Then, for every open set O ∈ VU (y), we have z ∈ NU (x) ⊆
NU (y) ⊆ O, and so y ∈ U (z). Applying again Lemma 32, we get {y, z} ∈ E, which is impossible since G is
bipartite.
We prove now that U 
= TVU implies U = TUV . Since U, TVU and TUV are Alexandroff topologies (Proposition 37
andLemma41), it is equivalent to prove: if there existsx ∈ V∪U such thatNU (x) 
= NVU (x) then, for everyy ∈ V∪U ,
we have NU (y) = NUV (y). So suppose there exists such a x, we have two cases, x ∈ V and x ∈ U . We show the
ﬁrst case, the second one could be proved in a similar way. So suppose x ∈ V . Then NVU (x) = {x} ∪ (x) 
= NU (x)
and so NU (x) = {x} by the ﬁrst point. Since G is connected, for every y ∈ V ∪ U there exists a chain from x to y.
Taking k as the minimal size of a chain from x to y, we prove by induction on k that NU (y) = NUV (y), for every
y ∈ V ∪ U . We use in particular the convention that every vertex is linked to itself by a chain of length 0. Now
if k = 0 then x = y and the result is immediate, since we have already NU (x) = {x} = NUV (x). Now suppose
x  y1  · · ·  yk  y a chain from x to y of minimal size k + 1. Since yk is linked to x by at least one chain of size
k, the inductive hypothesis applies and we have NU (yk) = NUV (yk). So, if yk ∈ U then NU (yk) = {yk} ∪ (yk) and
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y ∈ V . SupposeNU (y) 
= NUV (y) = {y} and soNU (y) = {y}∪(y). So since yk  y, we have y ∈ (yk) ⊆ NU (yk)
and yk ∈ (y) ⊆ NU (y). By minimality of NU (yk) and NU (y), we get easily y ∈ U (yk) and yk ∈ U (y), which is
impossible since U is T0 (Lemma 35). If now yk ∈ V , we haveNU (yk) = {yk} and y ∈ U . If we supposeNU (y) = {y},
the existence of the two open setsNU (yk) andNU (y) would imply that {y, yk} is not U-connected, and so {yk, y} /∈ E.
So by contradiction, we have NU (y) = {y} ∪ (y) = NUV (y). 
4. Topology and graph isomorphism problem
4.1. Homeomorphic-equivalent topology of a graph
We recall that the incidence graph I(G) = (V ∪˙E; I(E)) of the graph G = (V ,E) is a bipartite graph introduced
by Deﬁnition 26. We associate below an Alexandroff topology to any graph via its incidence graph.
Deﬁnition 43. The topology T I(G)VE of Deﬁnition 36 is called the homeomorphic-equivalent topology of the graph
G = (V ,E). From now on, it will be denoted simply by TG.
Theorem 44. Let G = (V ,E) and H = (W, F ) be connected graphs. The following assertions are equivalent:
1. G  H .
2. (V ∪˙E, TG)  (W ∪˙F, TH ).
Proof. In order to simplify our notation, we suppose that V ∩ E = ∅ = W ∩ F , and we denoted, respectively, TG by
T and TH by U .
1 ⇒ 2 Let (f, f¯ ) be an isomorphism from G to H, and deﬁne  = f ∪ f¯ . Clearly,  is a bijection from V ∪ E
to W ∪ F since f : V → W and f¯ : E → F are bijections. We prove now that  is continuous. Because T and U
are Alexandroff (Proposition 37), it is sufﬁcient to show that NT (x) ⊆ −1(NU (x)) for every x ∈ V , and the same
result for every e ∈ E (Lemma 4).
So let x ∈ V , we have x ∈ W and soNT (x) = {x}∪I(G)(x) andNU (x) = {x}∪I(H)(x) (Deﬁnition 36).
We have clearly x ∈ −1(NU (x)). Remark that I(G)(x) ⊆ E and so let e ∈ I(G)(x). We have e = {x, y} for some
y ∈ V by deﬁnition of I(G). Then we have y = fy, and since (f, f¯ ) is a morphism e = {x, y} = f¯ {x, y} =
{f x, fy} = {x,y} ∈ F . So ﬁnally e = {x,y} ∈ I(H)(x) ⊆ NU (x).
Let now e ∈ E, we have e ∈ F and so NT (e) = {e} and NU (e) = {e}. So the result is immediate.
Now, to prove that −1 is a continuous function, just remark that (f−1, f¯−1) is an isomorphism from H to G and
that −1 = f−1 ∪ f¯−1, and so we can apply the same argument than for the continuity of .
2 ⇒ 1 Let  be a homeomorphism from V ∪ E to W ∪ F . We have (NT (x)) = NU (x), for all x ∈ V and the
same holds for every e ∈ E. We prove the following points:
• (E) ⊆ F . Indeed, if e ∈ E, we have NT (e) = {e}. So NU (e) = (NT (e)) = {e}. Now, if e ∈ W , we
have NU (e) = {e} ∪ I(H)(e), and so I(H)(e) = ∅. That contradicts I(H) connected and so H connected
(Remark 27). By contradiction e ∈ F .
• (V ) ⊆ W . Indeed, if x ∈ V thenN (x) = {x}∪I(G)(x). As in the previous point, if we suppose now x ∈ F , we
haveNU (x) = {x}, and soI(G)(x) = ∅. That contradicts I(G) connected and so G connected. By contradiction
x ∈ W .
Now since  is a bijection and {V,E}, {W,F } are respective partitions of V ∪ E and W ∪ F , we have (V ) = W
and (E) = F . Deﬁne now f and f¯ as the respective restrictions of  to V and E. The function  is a bijection and
so f : V → W, f¯ : E → F are. Now to show that (f, f¯ ) is a GI, it remains to show f¯ {x, y} = {f x, fy} for every
{x, y} ∈ E. So let {x, y} ∈ E. Since x, y ∈ V , we have NT (x) = {x} ∪ I(G)(x) and NT (y) = {y} ∪ I(G)(y).
It comes:
{x, y} ∈ NT (x) ∩NT (y) ⇒{x, y} ∈ (NT (x) ∩NT (y) )
⇒{x, y} ∈ NT (x) ∩ NT (y)
⇒{x, y} ∈ NU (x) ∩NU (y)
⇒ f¯ {x, y} ∈ NU (f x) ∩NU (fy).
A. Bretto et al. / Theoretical Computer Science 362 (2006) 255–272 269
Now since f x, fy ∈ W , we have NU (f x) = {f x} ∪ I(H)(f x) and NU (fy) = {fy} ∪ I(H)(fy). So since
f¯ {x, y} ∈ F and f¯ {x, y} ∈ NU (f x) ∩NU (fy), we have f¯ {x, y} ∈ I(H)(f x) ∩ I(H)(fy). So f¯ {x, y} = {f x, z}
and f¯ {x, y} = {z′, fy} for some z, z′ ∈ W . Now since f¯ is an injection, we have {f x, z} = {z′, fy}. Since f is a
bijection f x 
= fy and so z = z′. So ﬁnally f¯ {x, y} = {f x, fy}. 
4.2. Isomorphic-equivalent graph of a topology
A digraph is a pair G = (V ;E) consisting of a set V and a set E of ordered pairs (x, y) where x 
= y are elements
of V. The elements of V are called vertices and those of E are called arcs. The set −(x) = {y ∈ V : (y; x) ∈ E} is
called origin neighborhood. The underlying graph of a digraph is the graph obtained by removing the orientation of
the arcs. A topology on a digraph is compatible iff it is compatible with the underlying graph. Two digraphs G and H
are isomorphic if there is an isomorphism (f, f¯ ) between their underlying graphs that preserves the direction of each
arc. That is (x, y) is an arc of G if and only if (f x, fy) is an arc of H.
Deﬁnition 45. Let (X, T ) be anAlexandroff topological space. Deﬁne the T -isomorphism-equivalent digraph GT =
(X,ET ) by, for all x, y ∈ X:
(y, x) ∈ ET ⇔ y ∈ N (x)−x.
Remark that an alternative way to deﬁne GT would be to set (x, y) ∈ ET ⇔ y ∈ N (x)−x, and that Theorem 47 is
still true for this deﬁnition.
Lemma 46. If (X, T ) is Alexandroff then it is compatible with the underlying graph of GT .
Proof. Let H = (X, F ) be the underlying graph of GT , that is, F = {{x, y} : (x, y) ∈ GT }. By deﬁnition of GT ,
we have F = {{x, y} : x 
= y ∧ (y ∈ N (x) ∨ x ∈ N (y))}. We prove now that T is compatible with H using the
characterization of Corollary 31. So suppose ﬁrst {x, y} ∈ F .We have then y ∈ N (x) or x ∈ N (y), and so x ∈ (y) or
y ∈ (x) by Fact 2.3, and so {x, y} is T -connected by Lemma 13.We prove now the second point by contraposition. So
let HW be a disconnected induced subgraph of H, and let (Ci)i∈I (#I2) be its (non-empty) connected components.
Notice that, for every x ∈ X, we have H (x) = {y : {x, y} ∈ F } = {y 
= x : y ∈ N (x) ∨ x ∈ N (y)} ⊇ N (x)−x,
and so in particular, for all i ∈ I and x ∈ Ci , we have N (x) ⊆ {x} ∪ H (x) ⊆ Ci , and so Ci is an open set (Fact 2.1).
Choose now j ∈ I , ⋃i 
=j Ci is a non-empty union (#I2) of non-empty open sets, and so a non-empty open set.
Then, this open and Cj are two disjoint non-empty open sets with non-empty intersections with W (that is themselves)
and which union is equal to W, and so W is not connected for the topology T . 
Theorem 47. Let (X, T ) and (Y,U) be two Alexandroff topological spaces. The following assertions are equivalent:
1. (X, T )  (Y,U).
2. GT  GU .
Proof.
1 ⇒ 2 Let h be an homeomorphism from X to Y. It is a bijection and h(NT (x)) = NU (hx) for all x ∈ X. For all
x, y ∈ X, x 
= y, we have (y, x) ∈ E ⇔ y ∈ NT (x). Moreover, y ∈ NT (x) ⇔ hy ∈ h(NT (x)) ⇔ hy ∈ NU (hx) ⇔
(hy, hx) ∈ EU . So (y, x) ∈ ET ⇔ (hy, hx) ∈ EU . From that, we deduce easily that (h, h¯) is an isomorphism between
GT and GU , where h¯ : ET → EU is deﬁned by h¯(x, y) = (hx, hy), for every (x, y) ∈ ET .
2 ⇒ 1 Let now (f, f¯ ) be an isomorphism from GT is isomorphic to GU . We prove that f is a homeomorphism from
X to Y using the characterization of Corollary 5. Then by hypothesis f : X → Y , f¯ : ET → EU are bijections and
f¯ (y, x) = (fy, f x) for every y, x ∈ X. It comes for y, x ∈ X:
fy ∈ f (NT (x)) ⇔ y ∈ NT (x)
⇔ (y, x) ∈ ET
⇔ f¯ (y, x) ∈ f¯ (ET ) = EU
⇔ (fy, f x) ∈ EU
⇔ fy ∈ NU (f x).
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Now just remark that for every z ∈ Y , there exists y ∈ X such that fy = z (surjectivity of f), and so ﬁnally
f (NT (x)) = NU (f x).
4.3. Application: polynomial-time equivalence between GI and TopHomeo
We give in this section an application of Theorems 44 and 47. We suppose that every graph is ﬁnite and connected,
and every topology is ﬁnite and so Alexandroff.
We recall that a subset A ⊆ X is decidable if there exists a total computable function A : X → {0, 1} such that
A(x) = 1 ⇔ x ∈ A.
Deﬁnition 48. Let A and B be two decidable sets, then:
1. A is polynomial-time reducible to B, denoted by ApB, if there exists a polynomial-time computable function
 : A → B such that: x ∈ A ⇔ x ∈ B.
2. A is polynomial-time equivalent to B, denoted by A ≡p B, if A is polynomial-time reducible to B and B is
polynomial-time reducible to A.
Notice that the relation p is transitive, since a composition of polynomial functions is a polynomial function, it is
also reﬂexive since the identity function is polynomial. Moreover, ≡p is clearly an equivalence relation.
We introduce now the three sets we are interested in.
TopHomeo = {((X, T ); (Y,U)) : (X, T )  (Y,U)}
GraphIso = {(G;H) : G  H }
In the deﬁnition below G and H denote digraphs.
DiGraphIso = {(G;H) : G  H }
Remark that the three sets above are decidable since we are concerned only with ﬁnite topologies and graphs.
We introduce now two algorithmswhich generate respectively theAlexandroff topologyTG from the graphG (cf. Deﬁni-
tion 43), and the graph GT from theAlexandroff topology T (cf. Deﬁnition 45). A graph is implemented by a function
which associates(x) to every vertice x.A digraph is implemented by a functionwhich associates−(x) to every vertice
x. An Alexandroff topological space (X, T ) is implemented by a function which associates N (x) for every x ∈ X.
Data : Graph implemented as :  : V −→ P(V )
x → (x)
Topology implemented as : N : X −→ P(X)
x −→ N (x)
ProcedureGraphTop(Graph):= Top
E := ∅;
For all x ∈ V do;
N (x) = {x};
For all y ∈ (x)−x do;
N (x) := N (x) ∪ { {x, y} };
N ({x, y}) := { {x, y} };
E := E ∪ { {x, y} };
End for;
End for;
X := V ∪˙E;;
ProcedureTopDiGraph(Top):= DiGraph
V := X;
For all x ∈ V do;
−(x) = ∅;
For all y ∈ N (x)−x do;
−(x) := −(x) ∪ {y};
End for;
End for ;;
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Theorem 49. TopHomeo ≡p GraphIso and so TopHomeo and GraphIso are in the same class of complexity.
Proof. Deﬁne ﬁrst the function  and ′, respectively, on any pair of graphs and any pair of Alexandroff topological
spaces by
• (G,H) = ((XG, TG); (XH , TH )) where XG = V (G)∪˙E(G) and XH = V (H)∪˙E(H);
• ′ ((X, T ); (Y,U)) = (GT ,GU ).
Remark now that the two algorithms above are of complexity O(n2) and that they compute respectively the function 
and ′. By Theorem 44 and Theorem 47, it comes:
• (G,H) ∈ GraphIso ⇔ (G,H) ∈ TopHomeo
• ((X, T ); (Y,U)) ∈ TopHomeo ⇔ ′ ((X, T ); (Y,U)) ∈ DiGraphIso.
Then we have in one hand GraphIsopTopHomeopDiGraphIso. In the other hand, it is known [13,21] that
GraphDirIso ≡p GraphIso, and so GraphIso ≡p TopHomeo.
Finally, it is well-known that if two problems are polynomial-time reducible then they are in the same class of
complexity (see for instance [11]). Consequently GI and TopHomeo are in the same class of complexity. 
5. Conclusion and perspectives
In this article we studied compatible topologies on graphs. Then, using topological aspects of graphs we have shown
that the GI problem can be studied from a topological point of view. A graph can be thought as a topological object,
and if one modiﬁes the drawing of the edges one does not modify the graph. So it is very natural to use topology for
the problem of isomorphism because roughly speaking, topology is the branch of mathematics that is concerned with
properties of sets that are unchanged by continuous transformations.
It is well-known that GI is in the class NP of non-deterministic polynomial decidable problems. It is an important
problem for complexity theory since it is probably one of these few problems which would be of intermediate status in
case P 
= NP . Despite knowing that GI is in the classNP , it is much harder to prove and still unknown if GI belongs
to CO−NP or not. In topology the same problem occurs for manifolds, it is much harder to prove that two manifolds
are not homeomorphic than to prove that they are homeomorphic. Moreover, manifolds and the GI problem are linked.
Indeed there is a connection between Riemann surfaces, Galois groups and “dessins d’enfants” which are graphs drawn
on the Riemann surfaces, (see for instance [22,19]). Consequently it must be possible to add other characterizations of
GI and improve Theorem 44 by this way.
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