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Abstract
We develop a novel multiscale model of interface motion for the Rayleigh-Taylor instabil-
ity (RTI) and Richtmyer-Meshkov instability (RMI) for two-dimensional, inviscid, compressible
flows with vorticity, which yields a fast-running numerical algorithm that produces both qualita-
tively and quantitatively similar results to a resolved gas dynamics code, while running approx-
imately two orders of magnitude (in time) faster. Our multiscale model is founded upon a new
compressible-incompressible decomposition of the velocity field u = v + w. The incompressible
component w of the velocity is also irrotational and is solved using a new asymptotic model
of the Birkhoff-Rott singular integral formulation of the incompressible Euler equations, which
reduces the problem to one spatial dimension. This asymptotic model, called the higher-order
z-model, is derived using small nonlocality as the asymptotic parameter, allows for interface
turn-over and roll-up, and yields a significant simplification for the equation describing the evo-
lution of the amplitude of vorticity. This incompressible component w of the velocity controls
the small scale structures of the interface and can be solved efficiently on fine grids. Meanwhile,
the compressible component of the velocity v remains continuous near contact discontinuities
and can be computed on relatively coarse grids, while receiving subgrid scale information from
w. We first validate the incompressible higher-order z-model by comparison with classical RTI
experiments as well as full point vortex simulations. We then consider both the RTI and the
RMI problems for our multiscale model of compressible flow with vorticity, and show excellent
agreement with our high-resolution gas dynamics solutions.
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1. Introduction
The instability that occurs when an interface separating two fluids of different densities is perturbed
and subjected to an acceleration force is a fundamental problem in fluid mechanics. The Rayleigh-
Taylor instability (RTI) [67, 96] occurs when the lighter fluid is accelerated towards the heavier
fluid (under the action of gravity, for instance). The Richtmyer-Meshkov instability (RMI) [81, 71]
is initiated by the passage of a shock wave across the perturbed interface separating the two fluids.
In either case, perturbations of the interface initially grow according to the linear theory, before
the system enters the nonlinear regime, in which the light fluid bubbles into the heavy fluid, while
the heavy fluid spikes into the light fluid. The velocity of the resulting flow is discontinuous at
the material interface (or contact discontintuity), which initiates the Kelvin-Helmholtz instability
(KHI) [89, 50]. This causes the interface to roll up into complex vortical structures, and eventually
leads to turbulent mixing. Each of these instabilities arises in numerous important applications,
including in astrophysics [51], inertial confinement fusion [13], and ocean mixing [90]. We refer the
reader to the works [85, 58, 15] and the references therein for further details.
The fundamental mathematical model for the RT and RM instabilities is the Euler system of
hydrodynamics equations, consisting of the conservation of mass, momentum, and energy. The
mathematical analysis of the Euler equations is extremely challenging due to the ill-posed nature
of the equations in the absence of of stabilizing mechanisms such as surface tension or viscosity,
with the RTI and RMI causing growth of perturbations at the smallest scales available. The highly
unstable nature of both the RTI and RMI also poses significant difficulties for numerical methods,
and the development of algorithms to study these instabilities has been the subject of intensive
research over the last several decades [32, 9, 40, 98, 41, 36, 1, 59], and continues to remain a
challenge.
As the linear theory shows, the highest frequency perturbations of the interface have the largest
growth rates; numerical solutions thus often suffer from the development of spurious small scale
structure [62], which does not appear to agree with laboratory experiments [104]. Numerical meth-
ods with a large amount of implicit diffusion suppress these small scale eddies, but, in doing so,
prevent the development of the KHI mixing zones.
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Moreover, even when numerical schemes can be manipulated into producing better solutions [78],
simulations can be prohibitively (computationally) expensive. Direct Numerical Simulations (DNS)
solve the complete governing equations with exact physical parameters and sufficient resolution
to represent all the scales of the flow [73], but the requirement that all the spatial and temporal
scales be numerically resolved results in overwhelmingly expensive calculations, both in terms of
computational runtime, as well as other basic computational resources, such as memory. As such,
simulations are currently generally limited to small Reynolds number flows and simple geometries
[102]. These observations indicate a great need for fast algorithms that can be used to accurately
predict the RTI and RMI mixing layers and associated growth rates.
In this work, we develop a multiscale model for interface evolution during RTI and RMI for
two-dimensional, inviscid, compressible flow with vorticity. Our multiscale model is founded upon
a new compressible-incompressible decomposition of the velocity field u = v +w, which is, in turn,
based upon a two-phase elliptic system of Hodge type [19]. The incompressible component w of the
velocity is also irrotational and is solved using a new asymptotic model of the Birkhoff-Rott singular-
integral formulation of the incompressible Euler equations, which already reduces the problem to
one spatial dimension. This asymptotic model, called the higher-order z-model, is derived using
small nonlocality as the asymptotic parameter, allows for interface turn-over and roll up, and yields
a significant simplification for the equation describing the evolution of the amplitude of vorticity.
This incompressible component w of the velocity controls the small scale structures of the interface
and can be solved efficiently on fine grids. Meanwhile, the compressible component of the velocity
v field remains smooth near contact discontinuities and can be computed on relatively coarse grids,
while receiving subgrid scale information from w.
Specifically, our higher-order z-model, approximates the Birkhoff-Rott (BR) equations [26] of
interface evolution in two-dimensional multiphase incompressible and irrotational flow, which are, in
turn, a reduction of the incompressible and irrotational Euler equation to one-dimensional evolution
for the parameterization of the interface z(α, t) = (z1(α, t), z2(α, t)) and the amplitude of vorticity
$(α, t). The original (low-order) z-model was derived by Granero-Belinchón and Shkoller
[44] using an asymptotic expansion in a small non-locality parameter, and its main advantage over
the full BR evolution is a drastic simplification of the dynamics for the amplitude of vorticity $.
Without this simplification, the BR dynamics of $ is nonlinear, non-local, and is in fact a Fredholm
integro-differential equation of the second kind. Numerical methods for this type of equation are
thus often quite complex and computationally expensive. On the other hand, the $ dynamics given
by the z-model allow us to implement an extremely simple numerical method which avoids costly
upwinding and iterative procedures [7, 92]; in particular, we use a simple Fourier collocation method
to evolve $. For the evolution of the interface z, the original (low-order) z-model of [44] used a local
equation, while our new (high-order) z-model instead uses Krasny’s δ-desingularization [56] of the
singular integral kernel. The solution of z and $ then provide us with the incompressible velocity
field w via an efficient kernel computation. The compressible velocity field v is solved on a very coarse
grid (while receiving small-scale information from w) using a very simple WENO scheme together
with a nonlinear, spacetime smooth, artificial viscosity method termed the C-method [80, 77, 78].
We first validate our incompressible and irrotational (high-order) z-model by performing a num-
ber of numerical experiments, including both the single-mode and multi-mode RTI, to demonstrate
the accuracy of the z-model and its numerical implementation. The computed z-model solutions are
compared with observations from laboratory experiments [104, 79, 107], and are shown to achieve
very similar growth rates of the bubbles and spikes, as well as the mixing layer. We additionally
compare our z-model solutions with “reference” solutions computed using a sophisticated numerical
method for the complete Birkhoff-Rott equations [92], and show that the two solutions are in excel-
lent agreement, thereby demonstrating the validity of the z-model. Moreover, our simplified model
3
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equations allow for a numerical computation that is a factor of at least 75 times faster than the
reference solution calculation. We also compare the simple Krasny desingularization used in the nu-
merical implementation of the z-model with two other higher-order regularizations that smooth the
singular integral kernel via convolution with Gaussian-type functions which satisfy certain moment
conditions. We demonstrate that all three numerical methods for smoothing the singular integral
produce similar numerical solutions (in a sense to be made precise below); as will be shown, these
solutions are in reasonable agreement in the asymptotic limit as the mesh spacing ∆α and viscosity
parameter δ converge to zero.
Then, we use our multiscale model, designed to simulate interface evolution in compressible
flows with vorticity. As we noted above, we decompose u = v +w, where w is both divergence-free
and curl-free, but has a discontinuity in its tangential component across the contact discontinuity,
while v is continuous across the contact, but is forced by the bulk compression and vorticity of
the fluid. By analogy with turbulence models, such as large-eddy simulation (LES) [70], Reynolds-
averaged Navier-Stokes (RANS), and Lagrangian-averaged Navier-Stokes (LANS-α) [72], our mul-
tiscale model involves the decomposition of the flow into a part which can be solved on a coarse grid
(the mean flow), and a part which must be solved on a fine grid (the sub-grid scale fluctuations).
The novelty of our approach is that, for the RTI and RMI, the fine grid coincides with the interface
itself, and is thus one-dimensional. This means that fine structures can be simulated with much
less computational expense than is required for fully two-dimensional calculations on similarly fine
meshes.
We describe a simple Eulerian-Lagrangian algorithm for our multiscale model that couples
the equations on a coarse two-dimensional mesh with the equations on the high resolution one-
dimensional interface. For modeling the RMI, a modified set of equations is used, in which we
account for both the effects of shock-contact interaction, as well as the classical Taylor “frozen tur-
bulence” hypothesis [95]. We then discuss the numerical implementation of the algorithm, which
uses our incompressible z-model, as well as simple interpolation and integral-kernel calculation tech-
niques. A number of numerical experiments for the RTI and RMI are performed to demonstrate the
efficacy of our multiscale model and algorithm for compressible flows with vorticity. In particular,
we show that our algorithm produces solutions that agree both qualitatively and quantitatively with
(relatively) high-resolution reference solutions. We again perform some basic convergence studies,
and find good agreement between the multiscale solutions and high-resolution reference solutions
in the limit as the interfacial mesh spacing ∆α and desingularization parameter δ converge to zero.
Moreover, the run times of our multiscale algorithm are two orders of magnitude (or more) faster
than those of the corresponding high-resolution reference solutions.
Outline of the paper. Section 2 is devoted to the notation and definitions that will be used
throughout the paper. In Section 3, we introduce the full system of Euler equations for compressible
flow, followed by the incompressible and irrotational simplification. For the latter, we explain
how those equations can be solved using the Birkhoff-Rott singular integral-kernel equations for
the interface parameterization and amplitude of vorticity. We then describe our asymptotic (in
nonlocality) z-model. We next consider the full compressible Euler equations as a two-phase elliptic
system for the velocity, and derive a novel compressible-incompressible decomposition of the velocity.
This decomposition is the foundation of our multiscale model and algorithm.
In Section 4, we consider the numerical implementation of the incompressible z-model. A simple
numerical method is introduced, and results for several numerical experiments are shown, includ-
ing comparisons with laboratory experiments, theoretical predictions and models, and benchmark
numerical simulations. We then present, in Section 5, our multiscale model and algorithms for the
compressible RTI and RMI, and give details about their numerical implementations.
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Our multiscale algorithm is then applied to two RTI and two RMI test problems Section 6,
and compared against both high-resolution simulations and low-resolution simulations. Finally, our
conclusions are in Section 7. Two short sections of the Appendix are provided: the first concerns
mesh refinement studies for the multiscale algorithm and the second summarizes our numerical
method for gas dynamics.
2. Preliminaries
2.1. Some notation and definitions
2.1.1. Derivatives We write
∂if = ∂f
∂xi
for i = 1,2 , ∂tf = ∂f
∂t
, ∇ = (∂1, ∂2) , ∇⊥ = (−∂2, ∂1) ,
and for a vector F ,
divF = ∇ ⋅ F and curlF = ∇⊥ ⋅ F .
The Laplace operator is defined as ∆ = ∂21 + ∂22 . Given a transport velocity u(x, t), we shall denote
the material derivative ∂t + u ⋅ ∇ by DDt .
2.1.2. Fourier series Let TL denote the interval [−L/2, L/2]. If f ∶ TL → R is a square-integrable
L-periodic function, then it has the Fourier series representation f(α) = ∞∑
k=−∞ f̂(k)e 2piikαL for all α ∈
TL, where the complex Fourier coefficients are defined by F{f}(k) ≡ f̂(k) = 1
L
∫TL f(α)e− 2piikαL dα.
We have the following standard identity:
F{∂nαf}(k) = (2ipiL k)n f̂(k) , (1)
where ∂α = ∂∂α . We shall sometimes write f̂k for f̂(k).
2.1.3. Principal value integral The principal value integral of a function f ∶ R → R is defined
as
P∫
R
f(β)dβ ∶= lim
ε→0+∫(−1/ε,−ε)∪(ε,1/ε) f(β)dβ . (2)
2.1.4. Hilbert transform The Hilbert transform of a function f ∶ R→ R is defined as
Hf(α) = 1
pi
P∫
R
f(β)
α − β dβ . (3)
If f is an L-periodic function on TL, then
Hf(α) = 1
L
P∫
TL
f(β)
tan( piL(α − β)) dβ . (4)
Equivalently, using the Fourier representation, the Hilbert transform H can be defined as
Ĥf(k) = −isgn(k)f̂(k) . (5)
In particular, we note that H2 = −1.
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2.1.5. Discrete operators in Fourier space Let α ∈ TL. We discretize the parameter α with
N + 1 = 2r + 1 nodes,
αk = −L/2 + (k − 1)∆α ,
with ∆α = L/N . Given an L-periodic function f(α), we denote by fk = f(αk) the function f
evaluated at a point αk ∈ TL Let F˜ and F˜−1 denote the discrete Fourier and inverse Fourier
transforms, respectively, defined for sequences (fk) of length N = 2r by
F˜ {fk}m = N∑
l=1 fl ⋅ e− 2ipiN (m−1)(l−1) and F˜−1 {f̂m}k = 1N
N∑
l=1 f̂l ⋅ e 2ipiN (k−1)(l−1) .
We define the discrete Fourier operators (Hk), (Dk), (D2k) ∈ CN as
Hk = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 if k = 1 ,−i if 2 ≤ k ≤ (N + 1)/2 ,
i if k > (N + 1)/2 , (6)
Dk = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
2pii
L (k − 1) if k < (N + 1)/2 ,
0 if k = (N + 1)/2 ,−2piiL (N − k) if k > (N + 1)/2 , (7)
D2k = ⎧⎪⎪⎨⎪⎪⎩− (
2pi
L
)2 (k − 1)2 if k ≤ (N + 1)/2 ,− (2piL )2 (N − k)2 if k > (N + 1)/2 . (8)
Formula (6) is the discrete Hilbert transform in Fourier space, while (7) and (8) are the discrete
derivative operators ∂α and ∂2α, respectively, in Fourier space.
2.2. Computational platform and code optimization
All of the numerical simulations conducted in this work were run on a Macbook Pro laptop using
a 2.4 GHz Intel Core i5 processor with 8 GB of RAM. The operating system is macOS High Sierra
10.13.6, and the GFortran F90 compiler is used.
The codes for the numerical methods described in the paper are implemented in the same
programming framework, but are not otherwise specially optimized (apart from a specific calculation
described in the paper). The same input, output, and timing routines are used in all of the codes.
This consistency allows for a reliable comparison of the different algorithms and their associated
imposed computational burden.
3. The Euler equations
3.1. The compressible Euler equations
The fundamental mathematical model for the motion of an inviscid two-dimensional fluid is given
by the compressible Euler equations:
∂tρ + div(ρu) = 0 , (9a)
∂t(ρu) + div(ρu⊗ u) +∇p + ρge2 = 0 , (9b)
∂tE + div(u(E + p)) + ρgu2 = 0 , (9c)
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where ⊗ denotes the tensor product, and divM denotes the row-wise divergence of a matrix M .
The velocity vector is u = (u1 , u2) with horizontal component u1 and vertical component u2, ρ > 0
is the fluid density (assumed strictly positive), E denotes the energy, and p is the pressure defined
by an equation of state. These equations are, in fact, the basic conservation laws of fluid dynamics:
(9a) is conservation of mass, (9b) is conservation of linear momentum, and (9c) is conservation of
energy.
The system (9) can be written in classical conservation-law form as the Cauchy problem
∂tU(x, t) + ∂x1F(U(x, t)) + ∂x2G(U(x, t)) =H(x, t), x ∈ R2 , t > 0, (10a)
U(x,0) =U0(x), x ∈ R2 , t = 0, (10b)
where the 4-vector U and the flux functions F(U) and G(U) are defined as
U = ⎛⎜⎜⎜⎝
ρ
ρu1
ρu2
E
⎞⎟⎟⎟⎠ and F(U) =
⎛⎜⎜⎜⎝
ρu1
ρu21 + p
ρu1u2
u1(E + p)
⎞⎟⎟⎟⎠ and G(U) =
⎛⎜⎜⎜⎝
ρu2
ρu1u2
ρu22 + p
u2(E + p)
⎞⎟⎟⎟⎠ . (11)
The space coordinate is x = (x1, x2), with x1 denoting the horizontal component, x2 denoting the
vertical component, and t ≥ 0 denoting time. The function H denotes the forcing function due
to gravity, and so will be given as H = (0 ,0 ,−ρg ,−ρgu2), where g is a gravitational acceleration
constant. The pressure p is defined by the ideal gas law,
p = (γ − 1) (E − 1
2
ρ∣u∣2) , (12)
where γ is the adiabatic constant, which we will assume takes the value γ = 1.4, unless otherwise
stated. We also define the specific internal energy per unit mass of the fluid as e = p/(ρ(γ−1)). Once
the initial data u0(x), ρ0(x), E0(x) are specified, solutions of (10) provide the velocity, density, and
energy for each instant of time for which the solution exits.
3.2. The incompressible and irrotational Euler equations
In the absence of sound waves, the system (9) can be simplified to model incompressible flows. The
incompressible Euler equations are written as
ρ [∂tw(x, t) + (w ⋅ ∇)w] +∇p + gρe2 = 0, x ∈ R2 , t > 0, (13a)
divw = 0, x ∈ R2 , t ≥ 0, (13b)
w(x,0) = w0(x), x ∈ R2 , t = 0 , (13c)
where w = (w1,w2) denotes a divergence-free velocity vector field, the density ρ is assumed to be
a constant (or piecewise constant as we shall consider below), and the pressure p is a Lagrange
multiplier which enforces the incompressibility constraint (13b). We define the two-dimensional
vorticity function ω = curlw, where
curlw ∶= ∇⊥ ⋅w = ∂1w2 − ∂2w1 .
Computing the curl of (13a) and using (13b) shows that the two-dimensional vorticity is transported
by incompressible flows,
∂tω +w ⋅ ∇ω = 0 ,
and hence if the initial velocity w0(x) is chosen to be irrotational such that ω0(x) = 0, then ω(x, t) = 0
for all time t for which the solution exists. Thus, for such data, we supplement (13) with
curlw = 0, x ∈ R2 , t ≥ 0 . (13d)
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3.3. The compressible Euler equations as a two-phase hyperbolic system
We are particularly interested in two-dimensional discontinuous solutions of the Euler equations (10)
which propagate curves of discontinuity, whose evolution is determined by the Rankine-Hugoniot
conditions (see, for example, [31]). Specifically, our focus is on two-dimensional solutions U =(ρ, ρu1, ρu2,E) to (10) which have jump discontinuities across a time-dependent, space-periodic
material interface Γ(t) (see Figure 1).
Ω−(t)
Ω+(t)
Γ(t)
ρ+, u+, E+
ρ−, u−, E−
n
τ
Figure 1: An example of a time-dependent contact discontinuity Γ(t) separating the two fluid regions Ω+(t) and
Ω−(t).
The two-dimensional fluid domain is written as
R2 = Ω+(t) ∪Ω−(t) ∪ Γ(t) ,
where Ω+(t) denotes the time-dependent open domain lying above Γ(t), while Ω−(t) denotes the
open domain lying below Γ(t). We let n(⋅, t) denote the unit normal vector to Γ(t) pointing into
Ω+(t) and let τ(⋅, t) denote the unit tangent vector to Γ(t), so that the pair (τ, n) denote a right-
handed basis. We denote by U+ the solution in the domain Ω+(t) and by U−, the solution in Ω−(t).
The jump of a function U across Γ(t) is denoted by
JUK =U+ −U− on Γ(t) .
The Rankine-Hugoniot conditions relate the speed of propagation σ(t) of the curve of disconti-
nuity Γ(t) with the jump discontinuity in the variables U = (ρ, ρu1, ρu2,E) via the relation
σJρK = Jρu ⋅ nK , (14a)
σJρuK = J(ρu ⋅ n)u + pnK , (14b)
σJEK = J(E + p)u ⋅ nK , (14c)
which represent, respectively, the conservation of mass, linear momentum, and energy across the
discontinuity. Notice that (14b) admits solutions with JpK = 0 and J(σ − u ⋅ n)ρuK = 0, and that the
latter condition is satisfied if u± ⋅n = σ. Such discontinuities are known as contact discontinuities, in
which case the interface Γ(t) is transported by the fluid velocity u, and the pressure p is continuous
across Γ(t). Contact discontinuities are the class of two-dimensional discontinuous solutions solving
8
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the following coupled two-phase system of hyperbolic equations:
∂tρ
± + div(ρu±) = 0, in Ω±(t) , (15a)
∂t(ρ±u±) + div(ρ±u± ⊗ u±) +∇p± + ρge2 = 0, in Ω±(t) , (15b)
∂tE
± + div(u±(E± + p±)) + ρgu±2 = 0, in Ω±(t) , (15c)Ju ⋅ nK = 0, on Γ(t) , (15d)Ju ⋅ τK ≠ 0, on Γ(t) , (15e)JpK = 0, on Γ(t) , (15f)(u±(x,0), ρ±(x,0),E±(x,0),Γ(0)) = (u±0 , ρ±0 ,E±0 ,Γ0) , at t = 0 . (15g)
As already noted the interface Γ(t) is transported by the velocity u and we will make the dynamics
of Γ(t) precise, once we introduce a parameterization for Γ(t). The tangential velocity jump dis-
continuity is the primary mechanism that initiates the Kelvin-Helmholtz instability . The densities
ρ± and the energies E± are, in general, also discontinuous across Γ(t). The initial data is specified
in (15g).
3.4. The two-phase incompressible and irrotational Euler equations
The incompressible and irrotational Euler equations for two-phase flow are written as
ρ± (∂tw± +w± ⋅ ∇w±) +∇p± + ρ±ge2 = 0 in Ω±(t) , (16a)
curlw = divw = 0 in Ω±(t) , (16b)Jw ⋅ nK = 0 on Γ(t) , (16c)Jw ⋅ τK ≠ 0 on Γ(t) , (16d)JpK = 0 on Γ(t) , (16e)(w±(x,0),Γ(0)) = (w±0 ,Γ0) at t = 0 , (16f)
and ρ+ and ρ− are constant in each phase. Again, the interface Γ(t) is transported by the velocity
w, and for incompressible and irrotational flows, the interface Γ(t) is called a vortex sheet, because
the vorticity is restricted to the one-dimensional interface as a measure, as will be made precise.
Incompressibility and irrotationality of the flow allow for a reduction of the system (16) to a
coupled system of evolution equations in one space dimension. We let TL = [−L/2 , L/2] denote a
(periodic) interval of length L, and introduce a parameterization of the interface Γ(t) by a mapping
z ∶ TL → R2, so that for each α in TL, the vector z(α, t) = (z1(α, t), z2(α, t)) represents a point
on the interface Γ(t). Moreover, for any α0, the vector ∂αz(α0, t) is tangent to Γ(t) at the point
z(α0, t), and τ = ∂αz/∣∂αz∣ is the unit tangent vector at that point (as shown in Figure 2).
Γ(t) = (z1(α, t), z2(α, t))
.z(α0, t)
∂αz
Figure 2: The curve Γ(t) is parameterized by z(α, t) = (z1(α, t), z2(α, t)). A tangent vector at a point z(α, t) on
Γ(t) is given by ∂αz(α, t).
Now, since Γ(t) moves with speed w ⋅n, it follows that ∂tz(α, t) = [w(z(α, t), t) ⋅ n]n and that the
tangential motion of the interface ∂tz ⋅ ∂αz has no constraints at all. The dynamics of the interface
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Γ(t) are governed by the evolution equation
∂tz(α, t) = w(z(α, t), t) . (17)
The vorticity ω vanishes in each of Ω±(t), and is in fact a measure supported on Γ(t), written
as
ω =$δΓ(t) ,
where δΓ(t) is the Dirac delta distribution supported on Γ(t), and the function $ is the amplitude
of vorticity along Γ(t). More precisely, if ϕ is any smooth test function with compact support in
R2, then ⟨ω ,ϕ⟩ = ∫
R
$(β, t)ϕ(z(β, t))dβ .
The amplitude of vorticity $ may be computed in terms of the jump in the velocity as
∫
R
$(β, t)ϕ(z(β, t))dβ = ⟨ω ,ϕ⟩ ∶= −∫
Ω
w ⋅ ∇⊥ϕdx
= ∫
Ω+∪Ω− ϕ∇⊥ ⋅w dx − ∫ΓJw ⋅ τKϕdS .
Since the vorticity ω = ∇⊥ ⋅w = 0 in Ω+(t) ∪Ω−(t), it then follows that
∫
TL
$(β, t)ϕ(z(β, t))dβ = −∫
Γ
Jw ⋅ τKϕdS = −∫
R
Jw ⋅ τKϕ(z(β, t))∣∂αz(β, t)∣dβ
for any smooth test function ϕ with compact support in R2, which implies that
$ = −Jw ⋅ τK∣∂αz∣ = −Jw ⋅ ∂αzK .
Due to the fact that the flow is both irrotational and incompressible, there exist scalar stream
functions ψ±(x, t) such that ∆ψ± = 0 in Ω±(t) and w± = ∇⊥ψ±.
Following [83, 14], we next reduce (16) to a system of coupled evolutionary integro-differential
equations in one space dimension. The incompressible and irrotational velocity w can be recon-
structed from the vorticity measure $ using the well-known Biot-Savart kernel KR(x), which is an
integral representation for ∇⊥∆−1 in R2. The kernel is defined by
KR(x) = x⊥
2pi∣x∣2 = 12pi ( −x2x21 + x22 , x1x21 + x22) . (18)
Away from the interface, the velocity w is then given as
w(x, t) = P∫
R
KR(x − z(β, t))$(β, t)dβ , (19)
for x ∈ Ω+(t) ∪ Ω−(t), where we recall that the integral is to be understood in the principal value
sense (2). At the interface Γ(t), the velocity w∣Γ(t) is defined to be the average (w++w−)/2 on Γ(t).
The Plemelj formulae give
w±(z(α, t), t) = P∫
R
KR(z(α, t) − z(β, t))$(β, t)dβ ± 1
2
$(α, t)∣∂αz(α, t)∣τ ,
from which it follows that
w(z(α, t), t) = P∫
R
KR(z(α, t) − z(β, t))$(β, t)dβ .
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This integral is over the real line. For horizontally periodic flows, the integral can be summed over
the periodic images to yield an integral over a single period, with the kernel given by
KTL(x) = (− sinh(2pix2/L) , sin(2pix1/L))2L (cosh(2pix2/L) − cos(2pix1/L)) , (20)
where TL = [−L/2 , L/2] denotes the periodic interval with period L. Hence,
w(z(α, t), t) = P∫
TL
KTL(z(α, t) − z(β, t))$(β, t)dβ . (21)
Together with (17), the system is closed by determining the evolution equation for the amplitude
of vorticity $. A lengthy computation [26, 44] using the Bernoulli equation, the Plemelj formulae,
and (16e) provides the dynamics for $; together with (17) and (21), we obtain the following coupled
system:
∂tz(α, t) = P∫
TL
KTL(z(α, t) − z(β, t))$(β, t)dβ , (22a)
∂t$(α, t) = −∂α ⎡⎢⎢⎢⎢⎣ A4pi2 ∣P∫R$(β, t)(z(α, t) − z(β, t))
⊥∣z(α, t) − z(β, t)∣2 dβ∣2 − A4 $(α, t)2∣∂αz(α, t)∣2 − 2Agz2
⎤⎥⎥⎥⎥⎦ (22b)+ A
pi
∂t [P∫
R
$(β, t)(z(α, t) − z(β, t))⊥∣z(α, t) − z(β, t)∣2 ⋅ ∂αz(α, t)dβ] ,
where
A = (ρ+ − ρ−)/(ρ+ + ρ−)
is the Atwood number. These equations are solved for α ∈ TL and t > 0. The coupled equations
(22) are the incompressible and irrotational Euler equations, reduced to a one-dimensional problem
for the three unknowns (z1, z2,$).
The analysis of the BR system (22) is difficult, due to the presence of the Kelvin-Helmholtz
instability. Linear stability analysis yields perturbation solutions with arbitrarily large growth
rates, so that the problem is ill-posed in the sense of Hadamard [38, 54]. Delort [34] proved
existence of global weak solutions for initial data that is a signed vorticity measure (concentrated
on the interface); see also [68, 39, 65]. Uniqueness of these solutions has not been proved, and there
is evidence to suggest that such solutions are, in fact, not unique [94, 76, 69, 66].
3.5. An asymptotic model for incompressible interface motion: the z-model
As we will explain in Section 4, the numerical solution of the system (22) can be computationally
expensive and difficult to implement. Moreover, the equations are sufficiently complex that, in
many cases, the dynamics of solutions is extremely difficult to analyze. As such, there has been a
sustained effort to develop model equations that can suitably approximate the Euler equations in
certain asymptotic regimes. For water waves (i.e. A = −1), there are a number of such equations
(see, for example, [5, 30] and references therein), and for the two-fluid case (i.e. −1 < A < 1), a
number of modal models have been proposed for the evolution of the interface, such as the models
of [42] and [46]; we refer the reader to Zhou [108] for an extensive review of the subject.
The fundamental difficulty is the nonlocal nature of the singular integral equations (22), in which
the dynamics at a point on the interface require information at all other points on the interface.
By developing a new asymptotic procedure in which z and $ are expanded in a small non-locality
parameter, Granero-Belinchón and Shkoller [44] obtained model equations, approximating
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the solution to (22), which allow for interface turn-over and place no constraints on the steepness
of the interface. These localized equations are
∂tz(α, t) = 1
2
H$(α, t) ∂αz⊥(α, t)∣∂αz(α, t)∣2 , (23a)
∂t$(α, t) = −∂α [ A
2∣∂αz(α, t)∣2H ($(α, t)H$(α, t)) − 2Agz2(α, t)] , (23b)
where H denotes the Hilbert transform, defined in (5). The equations (23) are called the (lower-
order) z-model.
A number of numerical experiments of the (lower-order) z-model were performed in [44], which
demonstrated very good agreement with experimental data and theoretical predictions of interface
growth, but the localized nature of the evolution for z(α, t) in (23a) can inhibit the initiation of
Kelvin-Helmholtz roll-up. On the other hand, the fundamental challenge in simulating the Euler
system (22) stems from the evolution equation for $. As such we introduce the higher-order z-model
as the following system:
∂tz(α, t) = P∫
TL
KTL(z(α, t) − z(β, t))$(β, t)dβ , (24a)
∂t$(α, t) = −∂α [ A
2∣∂αz(α, t)∣2H ($(α, t)H$(α, t)) − 2Agz2(α, t)] , (24b)
in which the asymptotic model for $ evolution is coupled to the integral equation for z.
3.6. The Euler equations as a two-phase elliptic system for velocity
We now reformulate the full compressible Euler equations (15) as a two-phase elliptic system for the
compressible velocity vector u. As we have already stated, by using the parameterization z(α, t)
for the interface Γ(t), the dynamics of the interface Γ(t) are governed by the evolution equation
∂tz(α, t) = u(z(α, t), t), and from the definition of the amplitude of vorticity$, we have the following
jump conditions for the velocity:
Ju ⋅ τK = − $∣∂αz∣ and Ju ⋅ nK = 0 .
Next, from equation (15a), we have that
F± ∶= divu± = − Dρ±Dt
ρ± .
Letting the operator curl act on (15b), and setting ω = curlu, we find that ω is the solution of
Dω
Dt + ω divu = −∇ρ⋅∇⊥pρ2 .
Thus, given z, $, F ±, and ω±, we can reconstruct u± by solving the following two-phase elliptic
system:
divu± = F±, in Ω±(t) , (25a)
curlu± = ω±, in Ω±(t) , (25b)Ju ⋅ nK = 0, on Γ(t) , (25c)Ju ⋅ τK = − $∣∂αz∣ , on Γ(t) . (25d)
For the two-dimensional geometry that we are considering, the system (25) is uniquely solvable [19],
and thus u obtained from (25) is the velocity field solving the compressible Euler equations (15).
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3.7. A compressible-incompressible decomposition of the Euler equations
We substitute the additive decomposition u = v + w into the two-phase elliptic system (25) and
define v± and w± to be the solutions of
div v± = F± in Ω±(t) , divw± = 0 in Ω±(t) , (26a)
curl v± = ω± in Ω±(t) , curlw± = 0 in Ω±(t) , (26b)Jv ⋅ nK = 0 on Γ(t) , Jw ⋅ nK = 0 on Γ(t) , (26c)Jv ⋅ τK = 0 on Γ(t) , Jw ⋅ τK = − $∣∂αz∣ on Γ(t) , (26d)
together with
∂tz(α, t) = v(z(α, t), t) +w(z(α, t), t) , (26e)
$(α, t) = −Jw(z(α, t), t) ⋅ ∂αz(α, t)K . (26f)
The velocity w is incompressible and irrotational, but has a discontinuity in its tangential com-
ponent, while the velocity v is continuous and is forced by the bulk compression and vorticity of
the fluid. There are a number of different ways to find velocities v and w such that u solves the full
compressible Euler equations (15). We shall simultaneously solve for the pair (v,w) as the solution
of the following system:
ρ¯± (∂tw± +w± ⋅ ∇w±) +∇p± + ρ¯±ge2 = 0 in Ω±(t) , (27a)
curlw± = divw± = 0 on Ω±(t) , (27b)Jw ⋅ nK = 0 on Γ(t) , (27c)Jw ⋅ τK = − $∣∂αz∣ on Γ(t) , (27d)JpK = 0 on Γ(t) , (27e)(w±(x,0), z(α,0)) = (0, z0(α)) at t = 0 , (27f)
where z0(α) is the initial data for the parameterization of the interface, the initial amplitude of
vorticity is computed as
$(α,0) = −Ju(z0(α),0) ⋅ ∂αz0(α)K ,
and the density functions ρ¯± are constants given by ρ¯± = ρ±0 ∣Γ0 . This is coupled to
∂tρ
± + div(ρ±v±) = −div(ρ±w±) in Ω±(t) , (28a)
∂t(ρ±v±) + div(ρ±v± ⊗ v±) +∇p± + ρ±ge2 = −∂t(ρ±w±)− div (ρ±(w± ⊗w± +w± ⊗ v± + v± ⊗w±)) on Ω±(t) , (28b)
∂tE
± + div(v±(E± + p±)) + ρ±gv±2 = −div(w±(E± + p±)) − gρ±w±2 on Ω±(t) , (28c)JvK = 0 on Γ(t) , (28d)JpK = 0 on Γ(t) , (28e)(v±(x,0), ρ±(x,0),E±(x,0), z(α,0)) = (u±0 , ρ±0 ,E±0 , z0(α)) at t = 0 , (28f)
together with (26e) and (26f). This decomposition of the flow into velocities v and w provides a
natural setting for a multiscale model of compressible interface evolution. In particular, we shall
develop a two-scale solution strategy, in which (27) is solved over small scales using our higher-order
incompressible z-model (24), and (28) is solved over large scales.
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An equivalent formulation for this (v,w) system is given by replacing (26e), (26f), and (27) with
∂tz(α, t) = P∫
TL
KTL(z(α, t) − z(β, t))$(β, t)dβ + v(z(α, t), t) , (29a)
∂t$(α, t) = −∂α ⎡⎢⎢⎢⎢⎣ A4pi2 ∣P∫R$(β, t)(z(α, t) − z(β, t))
⊥∣z(α, t) − z(β, t)∣2 dβ∣2 − A4 $(α, t)2∣∂αz(α, t)∣2 − 2Agz2
⎤⎥⎥⎥⎥⎦+ A
pi
∂t [P∫
R
$(β, t)(z(α, t) − z(β, t))⊥∣z(α, t) − z(β, t)∣2 ⋅ ∂αz(α, t)dβ] , (29b)
and coupling these equations with (28). Then w is computed using (19). This will be the basis for
our multiscale modeling approach.
We note that both the two-dimensional compressible and incompressible Euler equations are
ill-posed in Sobolev spaces for most vortex sheet initial data.1 On the other hand, these systems
of equations become well-posed in Sobolev spaces if either bulk viscosity [35] or surface tension
along the contact discontinuity [18] is added. As such, any state-of-the-art high-order numerical
discretization of the compressible Euler equations uses some form of regularization to remove small-
scale instability and oscillations (see the review paper [62]). In order to generate high-resolution
reference solutions for comparison with our multiscale algorithm, we too rely on a regularization
scheme that employs a new type of anisotropic artificial viscosity operator which is described in
Section 5.4.1. This anisotropic operator adds nonlinear viscosity only in directions tangential to the
evolving front while adding virtually zero viscosity in the direction normal to the interface. This
approach ensures that that the contact discontinuity does not become too smeared (which indeed
occurs for more traditional isotropic artificial viscosity operators).
In deriving the multiscale decomposition, we return to the inviscid Euler setting in which all
regularization is removed. The inviscid velocity u is decomposed into v and w, which are evolved
by the equations (28) and (29). As such v and w are again governed by inviscid systems, and in
particular, w is governed by the inviscid incompressible and irrotational Euler equations, which are
once again ill-posed, while v no longer has a discontinuity and does not suffer from the same small-
scale instabilities as the original Euler system it was derived from. Now, the w system must be
numerically regularized, but before we do so, we make a significant simplification for the dynamics
for the amplitude of vorticity $. The equation (29b) is a highly nonlinear and nonlocal equation.
We replace this complicated evolution with our asymptotic z-model (24b). This is a Burgers-
type equation which leads to shock formation from initial data consisting of small perturbations of
equilibrium. This Burgers-like equation can be stabilized in the same way as the one-dimensional
Burgers equation, and the use of artificial viscosity is the most natural (and efficient) method for
this purpose. As shown in [5], the $ equation (24b) (with and without regularization) is locally
well-posed for analytic data; for such data (with periodic boundary conditions), there exists a limit
of zero artificial viscosity.
On the other hand, since the foundational work of Chorin and Bernard [22], it is very
natural to use the vortex blob method (to be described below in Section 4.1) to solve for z1 and z2.
While there are many other choices for regularizing the z-model, using this combination of artificial
viscosity for $ and vortex blobs for z1 and z2 produces an efficient and stable algorithm which
allows for convergence of the large-scale structures of the flow (such as bubble and spike locations),
as will be demonstrated below.
1 The two-dimensional compressible Euler equations are weakly well-posed in Sobolev spaces if the the initial
vorticity measure (tangential jump of velocity along the interface) is sufficiently large relative to the Mach number
of the flow [29, 28]
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An alternative approach to our multiscale decomposition might have been to decompose solutions
of the compressible Navier-Stokes equations into large-scale and small-scale velocities, but special
(and very restrictive) interface conditions would then be required to keep the interface sharp, while
the standard interface conditions would instead enforce continuity of the velocity across the interface.
While vortex methods for viscous flows [27] have been developed by Chorin [20, 21] using the
random walk method and by Degond and Mas-Gallic [33] using weighted particle methods, we
instead rely upon a simple artificial viscosity scheme restricted to the interface for our multiscale
algorithm which is computationally less expensive than the vortex methods for viscous flows.
4. Numerical implementation of the z-model
Our multiscale model will rely on a fast-running numerical implementation of the higher-order
z-model (24). In this section, we explain the method, and perform some classical numerical experi-
ments to demonstrate the efficacy of our scheme.
4.1. A regularization of the incompressible z-model
A simple method for approximating the singular integral on the right-hand side of (24a) is to use a
standard trapezoidal quadrature rule. This is the original point vortex method of Rosenhead [82].
Unfortunately, as demonstrated in [55, 22], solutions computed using the point vortex method often
suffer from irregular point vortex motion due to small perturbation errors introduced by round-off
error2. Such irregular motion is then amplified by the Kelvin-Helmholtz instability. Moreover, this
irregular motion persists as the mesh is refined, and is in fact initiated at earlier times as the number
of nodes increases.
In [56, 57], the equation (24a) is desingularized by smoothing the singular kernel KTL to yield
the desingularized kernel
KδTL(x) = (− sinh(2pix2/L) , sin(2pix1/L))2L (δ2 + cosh(2pix2/L) − cos(2pix1/L)) . (30)
with δ ∈ R some constant. This yields a more numerically stable set of equations to which the
standard trapezoidal quadrature rule can be applied. Computational evidence [56] suggests that
this approximation converges beyond the singularity time if the mesh is refined and the smoothing
parameter δ is decreased, in the appropriate order. In our numerical experiments, we have found
that the scaling
δ2 = ∣∆α log ∆α∣ ⋅ δ˜2 , (31)
with δ˜ a constant, yields stable solutions with increasing amounts of roll-up as ∆α → 0. The details
of how the parameter δ˜ is chosen are provided in §4.3.2, in which we provide an example of the
procedure applied to a KHI test problem.
The full-space version of the desingularized kernel (30) is given by
KδR(x) = 12pi x⊥(∣x∣2 + δ2) . (32)
We will make use of (32) in the numerical experiments in Section 4.3.
Convergence of the point vortex and vortex blob methods for smooth flows is proved in [47,
12, 43]. For vortex sheets, where the initial data is not smooth, Caflisch and Lowengrub [16]
2Few digits of precision can also be regularizing, as shown by the calculations of Rosenhead [82].
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proved global existence of analytic solutions from arbitrary analytic initial data for the desingularized
equations in the case A = 0. They also proved short time convergence of the vortex blob method
as the desingularization parameter δ, mesh size, and time-step converge to zero. When the sheet is
analytic, the error due to the desingularization is O(δ) [16], assuming round-off errors are sufficiently
small. Convergence for weak solutions was proved by Liu and Xin [63] in the case that the vorticity
measure is of distinguished sign (and the Atwood number vanishes, A = 0).
Let us note that the full-space desingularized kernel (32) satisfies the sufficient conditions of the
theorem of Liu and Xin [63], whereas the periodic desingularized kernel (30) does not satisfy the
assumptions. Consequently, it is not known whether the solutions to the system induced by the
regularized kernel (30) converge to a weak solution of the incompressible Euler system. Nonetheless,
there is numerical evidence to suggest that the numerical solution does indeed converge [56, 8].
Next, we turn to the evolution equation for the amplitude of vorticity $. The nonlinearity in
(24b) often results in the development of steep profiles of the variable $, analogous to the formation
of shocks for solutions to nonlinear conservation laws. The shock formation in $ generally occurs at
late times, and is followed by the roll-up of the vortex sheet. One can handle this phenomenon by
using shock-capturing methods (see for instance Sohn [92]). However, we use the simplest possible
technique, namely a linear artificial viscosity operator µ∂2α with µ ≥ 0, to smear the shock over a
small number of cells and thereby stabilize the solution.
We therefore consider the following regularization of the higher-order z-model (24) as follows:
∂tz(α, t) = ∫
TL
KδTL(z(α, t) − z(β, t))$(β, t)dβ , (33a)
∂t$(α, t) = −∂α [ A
2∣∂αz(α, t)∣2H ($(α, t)H$(α, t)) − 2Agz2(α, t)] + µ∂2α$(α, t) . (33b)
When δ = 0, the Cauchy principal value of the integral in (33a) must be taken, while for δ > 0, the
integral is proper and the equations are then a regularized approximation to periodic vortex sheet
evolution.
4.1.1. Other regularizations of the singular kernel (20) For the purposes of comparison
with the Krasny approximation, we consider two other desingularized kernels that approximate the
singular kernels (20) or (18). These kernels were derived by Baker and Beale [7] (see also [11]),
and are of the form Kδi (x) = K(x)(1 + gi(ηδ)) , (34)
where the subscript i is related to the number of moment conditions satisfied by the kernel (see [7]
for the details). More precisely, we shall consider gi for i = 1,3, in which case we have
g1(ηδ) = − exp(−η2δ) ,
g3(ηδ) = (−1 + 2η2δ) exp(−η2δ) ,
Here, K(x) refers to either the R2 kernel (18) or the periodic kernel (20). In the former case, the
variable ηδ is given by ηδ = ∣x∣/δ, while in the latter case, η2δ = 2 (cosh(x2) − cos(x1)) /δ2.
Formula (34) is indeed a desingularization due to the fact that the functions gi satisfy 1+gi(ηδ) =O(η2δ) as ηδ → 0, whereas the singular kernel K(x) has an O(1/x) type singularity at the origin, so
that the denominator is cancelled and Kδi (x) is a smooth function of x. We note that the exponential
decay of (34) as ∣ηδ ∣→∞ is in contrast to the slower algebraic decay of the Krasny desingularization
(30).
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The kernels Kδi satisfy the sufficient conditions of the theorem of Liu and Xin [63], and conse-
quently, solutions to the regularized system converge as δ → 0, when the initial vorticity amplitude
$ is of distinguished sign.
4.2. Discretization of (33)
Suppose that a single wavelength of the periodic interface Γ(t) is parametrized by the function
z(α, t), and that the parameter α is discretized with N + 1 = 2r + 1 nodes,
αk = −L/2 + (k − 1)∆α ,
with ∆α = L/N .
We spatially discretize the equations of motion, then use a standard third-order explicit Runge-
Kutta solver for time integration. A trapezoidal quadrature rule is used to approximate the right-
hand side to the z-equation. Define for k = 1, . . . ,N + 1 the functions Gk(α, t) ∶ TL × [0, T ]→ R2 on
the discretized domain as
Gk(αl, t) = ⎧⎪⎪⎨⎪⎪⎩K
δ
TL(zk(t) − zl(t))$l(t) , if l ≠ k ,
0 , if l = k ,
where we have used the notation fk(t) = f(αk, t). The right-hand side to the z-equation (33a) may
then be approximated as
d
dt
zk(t) = ∆α
2
Gk(α1, t) + ∆α N∑
l=2Gk(αl, t) + ∆α2 Gk(αN+1, t) . (36)
The trapezoidal rule we employ, while in general only second order accurate, achieves spectral
accuracy when the integrand is smooth and the mesh is uniform [8].
For the$ equation, we follow [44] and convert the equation to Fourier space. Using the identities
(1) and (5), we write the $-equation (33b) in frequency space as
∂t$̂(ξ, t) = −A
2
(2ipi
L
ξ)F { 1∣∂αz∣2F−1 {−i sgn(ξ)F {$F−1 {−i sgn(ξ)$̂}}}}(ξ, t) (37)
+ 2Ag (2ipi
L
ξ) ẑ2(ξ, t) − µ ∣2pi
L
ξ∣2 $̂(ξ, t) ,
where F−1{⋅} denotes the inverse Fourier transform operator.
The discretized version of (37) then becomes
d
dt
($̂k) = −A
2
(DkF˜ {( 1∣∂αzl∣2 F˜−1 {(HmF˜ {($nF˜−1 {(Hr$̂r)}n)}m)}l)}k) (38)+ 2Ag (Dkẑk2) − ∆α ⋅ µ˜ (D2k$̂k) ,
where we have used (6)-(8) to denote the discrete Hilbert and derivative operators in Fourier space.
We remark that we are not using the usual summation convention in (38), and instead use the
notation (fk) to denote the vector with entries fk for k = 1, . . . ,N , so that (fkgk) denotes the vector
with entries fkgk for k = 1, . . . ,N .
Let us note that we have used the scaling µ = ∆α ⋅ µ˜ for the artificial viscosity parameter for the
$-equation. In general, we shall keep µ˜ fixed as the resolution ∆α varies, but note that it is often
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necessary to vary µ˜ with the resolution to stabilize small-scale noise that may occur in the variable
$.
Equations (36) and (38) form a nonlinear system of coupled ordinary differential equations,
to which we can apply a standard third-order explicit Runge-Kutta time integration scheme. We
supplement the equations with initial data zk(0) and $k(0), as well as periodic boundary conditions
zN+11 (t) = L + z11(t), zN+12 (t) = z12(t), and $N+1(t) =$1(t) for all t ≥ 0.
The direct summation method (36) employed for the integral calculation (33a) is O(N2), and is
thus inefficient for large values ofN . Other methods have been proposed to reduce the computational
complexity of the velocity calculation. For instance, one technique is the so-called “vortex-in-cell”
method [23, 6, 98], in which the velocity of a point vortex is computed by solving a Poisson equation
on an underlying mesh, and interpolation is used to compute values on the interface. This method
reduces the computational cost by virtue of the use of fast Poisson solvers, and appears to accurately
predict the large-scale behavior of the vortex sheet, but does not seem suitable for the study of
small-scale behavior [99].
Other fast summation methods include the Fast Multipole Method of Greengard and Rokhlin
[45] (see also [17]), the Barnes-Hut algorithm [10], and various other so-called “treecode” algorithms
[4, 100, 2, 48, 37, 84, 61]. Such methods reduce the computational complexity of the summation
to O(N) or O(N logN) by combining large numbers of point vortices into single computational
elements. However, they are often complicated to implement since the computations must be or-
ganized in a manner that leads to an efficient and accurate algorithm. Moreover, such algorithms
often have significant computational overhead that make them efficient only for large values of N .
In the numerical simulations considered in the current paper, we restrict our attention to problems
requiring only relatively small values of N ; for such problems, the direct summation method we
employ is likely comparable (in terms of efficiency and CPU time) to the more sophisticated algo-
rithms mentioned above. In future studies, we shall implement a fast summation method to study
vortex sheet evolution for large values of N .
Following Krasny [57], we reduce the computational expense of calculating (36) in the following
two ways: first, we use the relationKδTL(zk−zl) = −KδTL(zl−zk) so that the calculation (36) is required
for only half the points; second, for problems which are symmetric about α = 0, we compute (36)
for only half the points and use reflection to obtain the values for the rest.
4.3. Numerical studies and discussion
We next conduct several numerical studies to validate our regularized z-model system, as well as
its numerical implementation. In particular, we shall compare the Krasny desingularization (30)
with the two other desingularizations (34). We provide numerical evidence to show that all three
numerical methods produce similar solutions, and that the computed numerical solutions appear to
converge. The situation is somewhat complicated by the fact that there is a large gap in the theory
of vortex sheet evolution when the vorticity does not have distinguished sign. In particular, the
question of existence of solutions to the incompressible Euler system when the vorticity is a measure
but is not of distinguished sign is open; additionally, the question of uniqueness is open, even when
the vorticity is of distinguished sign. Consequently, comparisons of the numerical methods as
the mesh is refined is complicated due to the fact that the convergence may be towards different
solutions. Nonetheless, in agreement with prior numerical studies [8, 93], we find that the computed
numerical solutions agree, in a sense to be made precise below.
Specifically, the quantities that we shall be interested in with regards to our convergence studies
are (1) the bubble and spike tip locations, (2) the radius of the spiral roll-up region, and (3) the
location of the center of the roll-up region. Quantity (1) provides some information about the con-
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vergence of solutions “at the large scales”, while the quantities (2) and (3) provide information about
the convergence of solutions “at the small scales”. The bubble and spike tip locations are defined
by maxi z2(αi) and mini z2(αi), respectively, while the radius and center of spiral roll-up region
are computed as follows. We first find the intersection points {(x∗1 , x∗2)} of the computed curve z
with a fixed horizontal axis x2 = x∗2 . These intersection points are computed by bilinear interpola-
tion. The radius rδ and location of the center σδ of the spiral region may then be approximated as
rδ ≈ (maxx∗1 −minx∗1)/2 and σδ ≈ (maxx∗1 +minx∗1)/2, respectively. The subscript δ indicates that
these quantities depend on the regularization parameter δ (as well as the mesh resolution ∆α).
In the convergence studies presented, we will be interested in two different limits: the first is the
limit δ → 0 with N held fixed, and the second is the limit δ → 0 and N−1 → 0. In the latter case,
it is important exactly how the limits are taken [56]. For the Krasny desingularization, we will use
the scaling (31), and we will show that the resulting solutions are stable with increasing amounts
of roll up as N →∞.
We are unaware of scaling laws similar to (31) for the kernels of (34), and will instead use
the following empirical (though tedious and computationally expensive) procedure employed by
Anderson [3] and Krasny [56]. This empirical method amounts to fixing a value of ∆α, say
∆α = ∆α1, then choosing the smallest δ = δ1 such that the computed numerical solution is stable
for every δ > δ1. This procedure is then repeated for ∆α2 < ∆α1, yielding δ2 < δ1. In this way, a
sequence (∆α1 , δ1), (∆α2 , δ2), . . . is constructed, with δi,∆αi → 0, and we are able to discuss the
limit δ → 0 and N−1 → 0.
One of our goals in this section is to justify our use of the Krasny kernel in the numerical
implementation of our multiscale algorithm in Section 5. We shall show that the Krasny kernel
produces solutions with similar asymptotic behavior (i.e. as δ,N−1 → 0) as those produced using
the kernels (34). On the other hand, calculations using the Krasny kernel require less computational
expense than the corresponding calculations using the kernels of (34). Consequently, as our goal in
Section 5 is to produce a fast-running algorithm for compressible flow simulations, we will use the
Krasny approximation rather than the kernels (34).
We remark that, in general, we will be restricted to using relatively large values of the regu-
larization parameter δ for the 3rd-order kernel Kδ3, compared to those for the lower order Krasny
and Kδ1 kernels. This is due to the fact that a large amount of nodes N is required to fully resolve
the small scale structure that is observed with the 3rd order kernel [7], which proves prohibitively
computationally expensive for our purposes.
Standard MATLAB plotting routines have been employed to present interface evolution; in
particular, we follow Krasny [57] and use trigonometric polynomials of degree N/2 to interpolate
the discrete computed interface nodal positions zk(t).
4.3.1. KHI test on an ellipse: comparison with an exact solution We begin with a numer-
ical experiment for which there is a known exact solution; namely, we consider the KHI problem
of Baker and Beale [7]. For this test, we compute the velocity induced by a vorticity measure
concentrated on an ellipse. More precisely, we set the Atwood number to be zero, A = 0, so that
the amplitude of vorticity $ remains constant over time, and choose the initial data as
z1(α,0) = λ cosh(σ) cos(α) ,
z2(α,0) = λ sinh(σ) sin(α) ,
$(α,0) =$(α, t) = sin(α) ,
with α ∈ [0,2pi]. The parameter λ measures the eccentricity of the ellipse, with λ → 0 yielding a
circle, and λ→ 1 yielding a slit. The constant σ is determined from λ by the relation λ cosh(σ) = 1.
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The exact solution [7] is of the form
w1(α) = R
4λD
, and w2(α) = I
4λD
,
with
R = 2e−σ (2 sinh2(σ) cos2(α) + e−σ cosh(σ) sin2(α)) ,
I = sinh(σ) sin(2α) , D = cosh2(σ) − cos2(α) .
Since the curve z is a closed curve, we use the regularized versions of the R2 kernel (18) i.e. (32)
and (34). We set λ = 0.01, consider N = 16, . . . ,512 in increasing powers of 2, and consider two
different values of δ/∆α.
We measure the L∞ error EN = maxi=1,...,N ∣w(αi) −wi∣, where w(αi) is the exact velocity and
wi is the computed velocity. Then, the quantity − log10EN denotes the number of digits of accuracy
of the computed solution (see [7]). In Table 1, we list − log10EN for the three different methods of
desingularizing the integral kernel.
N
δ = ∆α δ = ∆α/4Kδ1 Kδ3 Krasny Kδ1 Kδ3 Krasny
16 0.960 2.440 0.820 1.204 1.204 1.175
32 1.258 3.320 1.057 1.505 1.505 1.490
64 1.558 4.031 1.318 1.806 1.806 1.798
128 1.859 4.484 1.599 2.107 2.107 2.103
256 2.160 4.833 1.891 2.408 2.408 2.406
512 2.461 5.147 2.187 2.709 2.709 2.708
Table 1: Error analysis and convergence results for the exact solution test of Baker and Beale [7]. Shown are
the number of digits of accuracy, − log10EN , for the three different numerical schemes employed.
For the larger value δ = ∆α, we see that the higher order kernel Kδ3 is the most accurate of
the three methods, with the computed velocity accurate to 5 digits when N = 512; the lower order
kernel Kδ1 and the Krasny kernel perform similarly, with the computed velocity accurate to 2 digits
when N = 512. For the smaller value δ = ∆α/4, all three regularizations produce a velocity that
is accurate to 2 digits. Thus, in the limit δ → 0 and N → ∞, all three methods of regularization
perform similarly; the main difference is then the fact that the kernels Kδi are more expensive to
compute than the Krasny kernel (32).
4.3.2. KHI problem on a periodic curve: test of the Krasny δ-regularization The purpose
of the following test is to demonstrate how the regularization parameter δ scales with the mesh
resolution ∆α. The procedure we employ for determining the appropriate value of δ˜ for use in the
Krasny desingularization method is as follows: fix a relatively small value of N , say N = 32 or
N = 64. Next, we find the smallest value of δ˜ such that the computed interface demonstrates roll
up, but without self-intersection. Finally, we fix this value of δ˜, and use the scaling relation (31) for
larger values of N .
Below, we provide an example of the above procedure applied to a periodic KHI problem. In this
case, the Atwood number vanishes A = 0, and thus the amplitude of vorticity $ remains constant
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over time. The initial data is [7]
z1(α,0) = α ,
z2(α,0) = 0 ,
$(α,0) =$(α, t) = 1 − 0.5 cos(α) ,
with α ∈ [0,2pi]. Numerical studies indicate that a curvature singularity forms at α = pi and t ≈ 1.61,
after which time the sheet rolls up in a tightly wound spiral.
Experimentation with the value of δ˜ with N = 64 shows that choosing δ˜ = 0.15 produces an
interface which demonstrates roll-up but for which self-intersection does not occur (see Figure 3(a)).
A smaller value of δ˜, say δ˜ = 0.1, produces an interface which self-intersects. The runtime for such
a simulation is < 1 s, so that experimentation with the precise value of δ˜ is not computationally
expensive. Once the value of δ˜ is set for N = 64, the same value is chosen for N > 64. The computed
results are presented in Figure 3. We observe that the scaling relation δ2 = ∣∆α log ∆α∣ ⋅ δ˜2 results in
more turns appearing in the core region as N increases, but that the solution remains stable and
the curve does not self-intersect or suffer from irregular vortex motion.
(a) N = 64 (b) N = 128 (c) N = 256 (d) N = 512 (e) N = 1024 (f) N = 2048
Figure 3: Numerical simulation of a KHI test using the z-model with the Krasny desingularization. Shown is the
interface position z(α, t) at time t = 3.0 for six simulations with resolution starting from N = 64 and doubling until
N = 2048.
Next, we consider the convergence of the numerical solution as δ ,N−1 → 0. The convergence
of solutions as δ → 0 with N fixed is considered in detail in [56, 8], wherein it is shown that the
computed numerical solution appears to converge.
In Figure 4(a), we show how the amplitude max z2 of the curve varies as δ,N−1 → 0. The value
for N−1 is obtained by cubic extrapolation. We see that the amplitude appears to converge to a finite
value ≈ 0.81. Similarly, in Figure 4(b), we estimate the radius of the spiral region by rδ ≈ pi−minx∗1 ,
where x∗ are the intersection points with the axis x2 = x∗2 = 0. By symmetry, the center of the spiral
is located at (pi,0). Again, with the value for N−1 = 0 obtained by cubic extrapolation, we see that
the rδ appears to converge to a value close to 0.28. This demonstrates that the scaling (31) appears
to be appropriate for recovering a meaningful solution as δ,N−1 → 0.
4.3.3. Single-mode RTI: comparison with experiments We continue our numerical studies
for the z-model by performing simulations for the low Atwood number single-mode RTI experiments
of Waddell et al. [104]. The particular problem setup considered is a heavy fluid lying atop a lighter
fluid, with the Atwood number given by A = 0.155 and the two fluids subject to an approximately
constant gravitational acceleration g = 0.74×9.8ms−2. The z-model is employed for this problem on
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(a) Amplitude max z2. (b) Radius of the spiral region rδ ≈ pi −minx∗1.
Figure 4: Convergence behavior for a KHI test using the z-model with the Krasny desingularization. Shown are (a)
the amplitude of the curve max z2 and (b) the radius of the spiral region rδ.
the domain α ∈ [−0.027,0.027] with initial data
z1(α,0) = α ,
z2(α,0) = 0.0012 cos(2piα/L) ,
$(α,0) = 0 .
We perform six simulations with resolution starting from N = 32 and doubling until N = 1024.
The strategy for parameter choice we adopt here is to keep the parameters δ˜ = 2 and µ˜ = 0.02 fixed
as N varies, while allowing the time-steps δt to vary with N . Specifically, we first choose δt for
N = 64 as the largest possible value that will allow the N = 64 simulation to run until the final time
t = 0.3795. The values of δt for larger N are then determined by repeatedly halving this value until
δt is sufficiently small so as to allow the simulation to complete.
(a) N = 32 (b) N = 64 (c) N = 128 (d) N = 256 (e) N = 512 (f) N = 1024
Figure 5: Numerical simulation of theWaddell et al. [104] RTI using the z-model. The interface parameterizations
z(α, t) for six simulations with resolution starting from N = 32 and doubling until N = 1024 are shown at time
t = 0.3795.
The results of the six simulations are shown in Figure 5, which should be compared with Figure
4(l) of [104]. The bubble and spike shapes are roughly symmetric, in agreement with the observations
in [104]. The scaling for the regularization parameters δ˜ and µ˜ results in more roll-up of the vortex
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sheet as the resolution is increased. This is demonstrated in Figure 6, which shows that the interface
for the N = 1024 simulation has a tightly packed spiral region with several complete revolutions of
each branch of the spiral.
Figure 6: Closeup view of
the roll-up region for N =
1024.
We next compare the growth rate of the z-model solution interface
with growth rates obtained from small-time linear theory predictions and
late-time experimental observations. Define the amplitude of the interface
as a(t) = 12 [maxα z2(α, t) −minα z2(α, t)]. Linear theory [67, 96] predicts
that for early times t before the non-linearity is activated, the amplitude
satisfies a(t) = a(0) cosh(t√2piAg/L). We plot in Figure 7(a) the lin-
ear theory amplitude and the computed amplitude a(t) versus time for
the simulations shown in Figure 5. It is clear from the graph that the
computed amplitude and linear prediction are in excellent agreement, as
expected, for small times t ≤ 0.15.
For large times, the nonlinearity is no longer negligible and the linear
theory breaks down. Experimental observations indicate that the ampli-
tude grows linearly at late times; a linear fit of the measured late time
amplitude from experimental data is shown as the blue curve in Fig-
ure 7(b). This curve is defined in [104] as −0.007436 + 0.078177t. It is
clear from the graph that the measured amplitude differs considerably
from the amplitude computed using the z-model. This difference may be explained by the fact that
the (effective) gravitational acceleration in the experiments is only approximately constant, and is
in fact time-dependent, whereas we have used3 a constant value of g.
While the amplitudes themselves differ, we nonetheless observe that the growth rates of the
computed amplitude and measured amplitude are in excellent agreement. The green curve shown
in Figure 7(b) has the same slope as the blue curve (i.e. the measured amplitude) and is given
explicitly as −0.01115 + 0.078177t. This curve matches almost exactly with the computed a(t) for
large times t ≥ 0.25. In fact, the true gravitational acceleration in the experimental setup is initially
time-dependent, but eventually reaches a constant value; in our numerical simulation, we have used
this final constant value for g, which is why the amplitude of the numerical solution at large times
t ≥ 0.25 grows at the same rate as that observed in the experiment. The numerical solution and the
experimental data are thus in good agreement (modulo the issue regarding the non-constant value
of g), which consequently provides validating evidence for the z-model.
Next, we consider the convergence of the computed numerical solution in the limits δ → 0 with
N = 256 fixed. Figure 8(a) shows that the bubble and spike tip locations appear to converge linearly,
which agrees with the results of [56] for the KHI test. Here, the value at δ = 0 is obtained by linear
extrapolation. In Figure 8(b) and Figure 8(c), we show the convergence of the computed spiral
center σδ and radius rδ. We choose the axis x2 = x∗2 = −0.0023 to compute the intersection points
x∗. Again, the computed values appear to converge, though the precise nature of this convergence
is less clear. In this case, we obtain the value at δ = 0 via cubic interpolation.
We repeat our convergence tests for N = 256 fixed and δ → 0 with the kernels (34), and compare
the results with the Krasny kernel results in Figure 9. We find excellent agreement between all three
methods in the limiting behavior of the bubble and spike tip locations, as shown in Figure 9(a); this
is in agreement with previous numerical studies [8, 93]. The small scale structure of the limiting
solutions are slightly different, with the Krasny kernel and first order kernel Kδ1 producing similar
spiral center locations σδ and radii rδ. Here, the value at δ = 0 is obtained by cubic extrapolation.
3We note that it is of course possible to have time-dependent g for z-model simulations. Our use of a constant
value of g for this experiment is due to the fact that only an approximate constant value of g is provided in [104].
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(a) Comparison of the computed amplitude and lin-
ear theory predictions for the simulations in Fig-
ure 5.
(b) Comparison of the computed amplitude for the
N = 1024 simulation with large time linear fits.
Figure 7: Plots of the amplitude a(t) versus time t for the Waddell et al. [104] RTI problem.
(a) Bubble and spike tip locations. (b) Location of spiral center σδ. (c) Radius of spiral rδ.
Figure 8: Convergence behavior for the RTI test of Waddell et al. [104] using the z-model with the Krasny
desingularization. Shown are (a) the bubble and spike tip locations, ∣max z2∣ and ∣min z2∣, respectively, (b) the
location of the center of the spiral region σδ, and (c) the radius of the spiral region rδ.
Let us note that for δ > 0, all three methods predict similar values of σδ and rδ.
Next, we consider the limit δ,N−1 → 0, simultaneously; for the Krasny kernel, we use the
scaling (31), while for the kernels Kδi we use the empirical procedure discussed at the beginning
of Section 4.3. We consider six simulations with resolution starting from N = 32 and doubling
until N = 1024, and again compute the bubble/spike tip locations and quantities σδ and rδ. We
find excellent agreement between all three methods for the limiting values of each of the relevant
quantities. Moreover, the Krasny scheme is the least computationally expensive method: for the
N = 1024 simulation, the runtime for the Krasny scheme is TCPU ≈ 333 s, whereas the runtime for
the 3rd order kernel Kδ3 scheme is TCPU ≈ 469 s, and thus the simpler Krasny scheme is 40% faster.
As such, we conclude that, as the simplest and least computationally expensive method, the Krasny
desingularization is the most suitable method for our objective.
4.3.4. Single-mode RTI: comparison with numerical simulations Next, we compare the
numerical simulations of Sohn [92] that used the discretized equations (22), with our higher-order
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(a) Bubble (blue) and spike (red)
tip locations.
(b) Location of spiral center σδ. (c) Radius of spiral rδ.
Figure 9: Convergence behavior as δ → 0 with N = 256 fixed for the RTI test of Waddell et al. [104] using the
z-model. Shown are (a) the bubble and spike tip locations, ∣max z2∣ and ∣min z2∣, respectively, (b) the location of
the center of the spiral region σδ, and (c) the radius of the spiral region rδ. The solid, dashed, and dotted curves in
(a) refer to the Krasny, Kδ1, and Kδ3 kernels, respectively. The blue, red, and black curves in (b) and (c) refer to the
Krasny, Kδ1, and Kδ3 kernels, respectively.
(a) Bubble (blue) and spike (red)
tip locations.
(b) Location of spiral center σδ. (c) Radius of spiral rδ.
Figure 10: Convergence behavior as δ,N−1 → 0 for the RTI test of Waddell et al. [104] using the z-model. Shown
are (a) the bubble and spike tip locations, ∣max z2∣ and ∣min z2∣, respectively, (b) the location of the center of the
spiral region σδ, and (c) the radius of the spiral region rδ. The solid, dashed, and dotted curves in (a) refer to the
Krasny, Kδ1, and Kδ3 kernels, respectively. The blue, red, and black curves in (b) and (c) refer to the Krasny, Kδ1, andKδ3 kernels, respectively.
z-model solutions. A brief description of the numerical method in [92] is as follows. The z-equation
(22a) is treated in an identical fashion as in our numerical framework; in particular, the same Krasny
δ-desingularization and trapezoidal rule is used. The $-equation (22b) is discretized in physical
space, rather than in Fourier space as in our numerical method. The nonlinear term is treated using
upwinding via the Godunov method, while an iterative procedure is used for the time-derivative
term appearing on the right-hand side of (22b). Let us remark that, on average, 6 iterations per
time-step are required for this numerical method.
Since we are interested in capturing vortex sheet roll-up, we consider the low Atwood number
RTI test problem from [92]. The domain is α ∈ [−pi,pi], the Atwood number is A = 0.05, the
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gravitational constant is g = 1, and the initial data is
z1(α,0) = α ,
z2(α,0) = 0.5 cos(α) ,
$(α,0) = 0 .
The z-model is run for this problem with N = 400, which is the same value employed in [92], but
whereas the value δt = 0.002 is required in [92], we are able to use the much larger δt = 0.025. The
regularizing parameters chosen as δ˜ = 0.6 and µ˜ = 0.005. This value of δ˜ was chosen to agree with
the parameter choices in [92].
The computed z for the above numerical experiment is shown in Figure 11 at various time t.
This figure should be compared with Figure 1(a) in [92], upon which it is clear that the two are
essentially indistinguishable. In particular, we note that the two solutions are in excellent agreement
in the roll-up region, with both branches of the spirals having almost four full rotations at the final
time t = 22.
(a) t = 0 (b) t = 10 (c) t = 14 (d) t = 18 (e) t = 22
Figure 11: Numerical simulation of the RTI using the z-model with the setup as in the numerical studies of Sohn
[92]. Plots of the interface z for a simulation with Atwood number A = 0.05 are shown at various times t.
To quantify the agreement between our z-model solution and the reference solution from [92], we
plot various computed quantities in Figure 12. The bubble tip and spike tip speeds versus time are
shown in Figure 12(a) (compare with Figure 3(a) in [92]). Shown also are theoretical predictions for
the bubble speed from asymptotic potential flow models. Such models aim to describe analytically
the evolution of the amplitude of the interface z, after the transition from exponential growth
z ∼ z0et√Ag at small times (as predicted by the linear theory) to linear-in-time growth z ∼ w∞t (as
observed in experiments, for instance), where w∞ is the asymptotic bubble velocity. The Goncharov
[42] and Sohn [91] models estimate w∞ as
w∞ = √ 2A
1 +A g3 and w∞ =
√
Ag
2 +A ,
respectively. As shown in Figure 12(a), the computed speed and asymptotic predictions are in
good agreement; let us note that the bubble and spike speeds computed using the z-model appear
identical to those in [92].
Next, we compute the vortex sheet strength γ(⋅, t) = $(⋅, t)/∣∂αz(⋅, t)∣. We plot γ(s, t) versus s
in Figure 12(b), where s(t) is the normalized arclength. Comparing Figure 12(b) with Figure 7(a)
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(a) Bubble and spike speeds (b) Vortex strength
(c) Tip curvature
Figure 12: Plots of various computed quantities for the Sohn [92] RTI problem.
in [92], we see that γ(s, t) computed using the z-model is slightly larger in magnitude at the shock,
but is otherwise identical to the solution in [92]. Finally, we compute the magnitude of the bubble
tip and spike tip curvatures ∣κ∣ in Figure 12(c), which is in excellent agreement with Figure 6(a) in
[92].
The above observations indicate that the z-model is able to accurately simulate interface turnover
and roll-up, while minimizing the cost of the numerical computations. In particular, since six
iterations are required, on average, for the algorithm in [92], the z-model computation is at least 6
times faster if the same time-step δt used. For the above simulation, we were able to use a much larger
time-step, which shows that that the z-model computation is a factor of at least 6×0.025/0.002 = 75
times faster. In fact, since the Fast Fourier Transform (FFT) is used to efficiently compute the
$-equation (38), whereas costly upwinding is required for the algorithm in [92], it is highly likely
that the z-model computation is much greater than 75 times faster than the algorithm in [92].
4.3.5. Multi-mode RTI: the rocket rig experiment of Read and Youngs We next consider
the rocket rig experiment of Read [79] and Youngs [106], in which the initial interface separating
the two fluids of densities ρ+ and ρ− is given by a small and random perturbation of the flat interface.
Our aim is to compare the growth rates of the mixing layer computed using our z-model with the
growth rates observed in experiments [79] and 2-D DNS simulations [106]. The experimental and
numerical evidence indicate that the width of the mixing layer grows like
ΘAgt2 , (43)
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where Θ is some constant. The experimental evidence suggests that the constant Θ lies in the range
Θ ∈ (0.05,0.775), while the numerical simulations give Θ ∈ (0.04,0.05). We shall follow Youngs
[107], and employ the value Θ = 0.06 for comparison purposes.
We set up the problem as follows: the domain is α ∈ [−pi,+pi], the densities of the two fluids are
ρ+ = 0.66 and ρ− = 1.89, giving an Atwood number of A ≈ 0.482, the gravitational acceleration is
g = −9.8 × 2pi0.3 , and the initial data is given by
z1(α,0) = α ,
z2(α,0) = 1
σ
s∑
r=1ar cos(rα) + br sin(rα) ,
$(α,0) = 0 ,
where ar and br are random number chosen from a standard Gaussian distribution, s = 32, and σ is
a constant chosen such that ∣∣z2(⋅,0)∣∣L2 = 0.01.
N
128 256 512 1024 2048
δt 1 × 10−3 1 × 10−3 5 × 10−4 1.25 × 10−4 3.125 × 10−5
Table 2: Time-step δt choices for the rocket rig test.
We perform 5 simulations using the z-model and with resolution starting from N = 128 and
doubling until N = 2048. The regularization parameters are fixed as δ˜ = 0.065 and µ = 0.06 for all
of the simulations. The time-step δt varies with N , and is listed in Table 2. We show plots of the
computed interface parametrization z(α, t) at the final time t = 0.15 in Figure 13. As expected, there
is more-roll up of the interface as the resolution is increased. To quantify the amount of mixing,
the width of the mixing region is approximated as maxα z2(α, t) −maxα z2(α,0). A comparison of
the computed mixing region width and the predicted quadratic growth rate (43) with Θ = 0.06 is
shown in Figure 14, from which it is clear that the two are in very good agreement.
Figure 13: Numerical simulation of the rocket rig test using the z-model. The results for five simulations with
resolution starting from N = 128 and doubling until N = 2048 are shown at time t = 0.15.
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Figure 14: Plot of the mixing region width max z2(⋅, t)−min z2(⋅,0) versus time t for the rocket rig test. Results are
shown for five simulations using the z-model with increasing resolution N . The red curve is the predicted quadratic
growth rate (43) with Θ = 0.06.
Since the initial conditions for the rocket rig test are random, it may be difficult to obtain a clear
qualitative picture of the mixing region from a single simulation alone. Consequently, we repeat
the test for N = 512 with six different random initial conditions. The interface position for the
ensemble of runs is shown in Figure 15(a), while the mean mixing region width is compared with
the quadratic growth rate in Figure 15(b). It is clear from Figure 15(b) that the computed mixing
region width is in excellent agreement with the predicted quadratic growth rate, thus providing
strong evidence for the validity of the z-model. The average runtime for the N = 512 simulations
is only TCPU ≈ 20s; thus, the use of the z-model permits the inference of large-scale qualitative and
quantitive information with minimal computational expense.
(a) Interface position z (b) Mean mixing region width
Figure 15: Ensemble of simulations for the rocket rig test with N = 512. Shown are (a) the interface position z at
time t = 0.15, and (b) the mean mixing region width versus time.
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5. A mutliscale model for interface evolution in compressible flow
We now derive a multiscale interface model, founded upon our incompressible-compressible decom-
position of the Euler equations. The discontinuous incompressible velocity w solving (27) (and, in
particular, obtained from (24)) can be used to compute small scale structures on the interface Γ(t)
and the Kelvin-Helmholtz instability (KHI). It is often the case that vortex sheet roll-up, caused
by the KHI, occurs at spatial scales which are smaller than the scales along which bulk vorticity
is transported and for which sound waves propagate. When this occurs, the continuous velocity v
solving (28), which is only forced by bulk compression and vorticity, may be computed at larger
spatial scales than the velocity w.
5.1. A multiscale model for the compressible RTI
In order to produce a fast-running model of the compressible RTI, we begin by using the higher-
order z-model (24) to generate the velocity w. Our model is generated by coupling the equation for
v (28) together with
∂tz(α, t) = P∫
TL
KTL(z(α, t) − z(β, t))$(β, t)dβ + v(z(α, t), t) , (45a)
∂t$(α, t) = −∂α [ A
2∣∂αz(α, t)∣2H ($(α, t)H$(α, t)) − 2Agz2(α, t)] , (45b)
and computing w using (19). As we explain below, the compressible equations (28) will be solved
on a coarse grid, while (45) will be solved on a fine, but one-dimensional, grid.
5.2. A multiscale model for the compressible RMI
5.2.1. Vorticity production For flows in which shock waves collide with contact discontinuities
and initiate the RMI, we shall derive a modified form of the z-model which accounts for the vorticity
production that is caused by the misalignment of the pressure gradient at the shock wave and the
density gradient at the interface.
Computing the curl of (15b), we obtain the two-dimensional vorticity equation for compressible
flow as
Dω
Dt
+ ω divu = −∇ρ ⋅ ∇⊥p
ρ2
. (46)
The term on the right-hand side of (46) is the baroclinic term, responsible for vorticity production
on the interface when a shock-wave collides with a vortex sheet. The amplitude of vorticity $ is the
weak (or distributional) form of the vorticity, and consequently it is important to include a weak
form of the baroclinic term in the dynamics of $. We thus introduce the following modification of
the z-model
∂tz(α, t) = P∫
TL
KTL(z(α, t) − z(β, t))$(β, t)dβ + v(z(α, t), t) , (47a)
∂t$(α, t) = −∂α [ A
2∣∂αz(α, t)∣2H ($(α, t)H$(α, t)) − 2Agz2(α, t)]− J∇p ⋅ ∂αz(α, t)/ρK + µ∂2α$(α, t) , (47b)
which will be used for flows in which shocks collide with contact discontinuities.
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Remark 1. Let us mention that for Richtmyer-Meshkov problems, at the time at which the
planar shock collides with the perturbed contact, the pressure is discontinuous along points in the
intersection of the shock and contact. As such the numerator in the baroclinic term, J∇p ⋅∂αz(α, t)K
can be large at such points. Such a pressure profile does not occur in the Rayleigh-Taylor problems,
for which the numerator J∇p ⋅∂αz(α, t)K vanishes along the contact. Thus, the use of this baroclinic
term in the $-equation is imperative for the simulation of the RMI problems.
5.2.2. Taylor’s frozen turbulence hypothesis Taylor’s “frozen turbulence” hypothesis [95],
roughly speaking, states that if the mean flow velocity is much larger than the velocity of the
turbulent eddies, then the advection of the turbulent flow past a fixed point can be taken to be
due entirely to the mean flow, or in other words, that the turbulent fluctuations are transported by
the mean flow. For shock-contact collisions that initiate the RMI, the velocity v at the shock front
is much larger in magnitude than the velocity w. That is to say, the relation maxx ∣v∣ ≫ maxx ∣w∣
holds true. For instance, for the RMI problem considered in Section 6.4, the quantity maxx ∣w∣ is
two orders of magnitude smaller than the quantity maxx ∣v∣. For such flows, we view the velocity
v as the mean velocity and w as the fluctuation velocity, and impose the Taylor hypothesis that
for very short time-intervals (i.e., about one time-step in an explicit numerical simulation), w is
transported by v, so that
∂tw + (v ⋅ ∇)w = 0 . (48)
As we described in Remark 1, at points along the interface at which the shock front intersects the
contact discontinuity, there exists a large increase in the baroclinic term, which in turn, produces
a large increase in the amplitude of vorticity and this then leads to a localized increase in the
small-scale velocity field w via equation (47b) at each such intersection point at each time-step.
As the shock passes through the contact discontinuity these points of intersection evolve, and this
evolution causes large (and localized) space gradients ∇w and temporal gradients ∂tw. The Taylor
hypothesis (48) ensures that a proper balance is retained between the space and time gradient of
w in a numerical implementation which approximates these two different types of derivatives in a
very different manner.
Using (48) together with (28a), we find that
∂t(ρw) + div(ρw ⊗ v) + div(ρw ⊗w) = ρ(w ⋅ ∇)w ,
and hence (28b) must be replaced by
∂t(ρv) +∇ ⋅ (ρv ⊗ v) +∇p + ρge2 = −∇ ⋅ (ρv ⊗w) − ρ(w ⋅ ∇)w . (28b’)
Therefore, our model for the RMI problem couples (47) with (28), but with (28b’) replacing
(28b). Using a Richtmyer-Meshkov test problem, we explain in detail in Section 6.4 the reasons for
using the Taylor hypothesis and (28b’) in our multiscale algorithm for RMI flows.
5.3. The multiscale algorithms for the RTI and RMI problems
We are now ready to give a precise description of the multiscale algorithm. Denote by V(x, t) =(ρ, ρv1, ρv2,E)T , the solutions to the compressible equations (28). We shall use a standard 3rd order
Runge-Kutta procedure for time-integration; in the following algorithms, we use the superscript
notation to denote the Runge-Kutta stage.
We shall use two slightly different algorithms; the first is for our multiscale model for RTI
problems, while the second is for the multiscale model for RMI problems.
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We note that the ordering of Steps 4(b), 4(c), and 4(d) in the RTI multiscale algorithm is
important; our numerical experiments have shown that it is important that the velocity w′(x) is
computed before the auxiliary interface z˜ is updated.
For Richtmyer-Meshkov problems, we use a slightly different algorithm. In particular, we are
no longer required to compute the time-derivative ∂t(ρw) and so shall omit those steps from the
algorithm. Notice that this means that we can omit in particular Step 4(b) of the RTI algorithm,
which removes at each time-step one of the costly integral computations. On the other hand, we
must compute in Step 4(d) of the RMI algorithm the baroclinic term in the $-equation (47).
Remark 2. In this work, we apply our multiscale algorithm to 2-D flows that are symmetric
across the line x1 = 0. In particular, this means that the velocities w1 and v1 are odd functions of
x1, and the vorticity amplitude $ is an odd function of α.
RTI Multiscale Algorithm
Step 0 Suppose that we are given the solution z(α, t), $(α, t), and V(x, t) at time-step t,
as well as a velocity w′(x), and we wish to compute the solution at t + δt. Define
z0(α) ∶= z(α, t), $0(α) ∶=$(α, t), and V0(x) ∶=V(x, t), and let ρ′(x) ∶= ρ0(x) = ρ(x, t).
Step 1
1(a) Compute a velocity w˜(x) from z0(α) and $0(α) using the Biot-Savart law.
1(b) Approximate ∂t(ρw˜)(x) = [ρ0(x)w˜(x) − ρ′(x)w′(x)] /δt.
1(c) Solve the compressible equations (28) (with w = w˜) to obtain V1(x).
1(d) Compute an auxiliary z˜(α) and $(α) by solving the system (45).
1(e) Calculate the interfacial velocity v(z˜(α)) = v1(x)∣z˜(α) using interpolation.
1(f) Update z1(α) = z˜(α) + δt ⋅ v(z˜(α)), and set $1(α) = $˜(α).
Step 2 Repeat Step 1 but with quantities evaluated at the next Runge-Kutta stage.
Step 3 Repeat Step 2 but with quantities evaluated at the next Runge-Kutta stage.
Step 4
4(a) Use the standard 3rd order Runge-Kutta formula to produce V(x, t + δt), and an
auxiliary interface z˜(α) and vorticity amplitude $(α).
4(b) Compute a velocity w′(x) from z˜(α) and $˜(α) using the Biot-Savart law.
4(c) Calculate the interfacial velocity v(z˜(α)) = v(x, t + δt)∣z˜(α) using interpolation.
4(d) Update z(α, t + δt) = z˜(α) + δt ⋅ v(z˜(α)), and set $(α, t + δt) = $˜(α), then return to
Step 0.
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RMI Multiscale Algorithm
Step 0 Suppose that we are given the solution z(α, t), $(α, t), and V(x, t) at time-step t, as
well as the baroclinic term φ(α, t) = J∇p ⋅ ∂αz/ρK and we wish to compute the solution
at t + δt. Define z0(α) ∶= z(α, t), $0(α) ∶=$(α, t), and V0(x) ∶=V(x, t).
Step 1
1(a) Compute a velocity w˜(x) from z0(α) and $0(α) using the Biot-Savart law.
1(b) Solve the modified compressible equations (28) (with w = w˜), using (28b’) in place
of (28b), to obtain V1(x).
1(c) Compute an auxiliary z˜(α) and $(α) by solving the system (47).
1(d) Calculate an auxiliary baroclinic term φ˜(α) using z˜(α), p1(x), and ρ1(x).
1(e) Calculate the interfacial velocity v(z˜(α)) = v1(x)∣z˜(α) using interpolation.
1(f) Update z1(α) = z˜(α) + δt ⋅ v(z˜(α)), and set $1(α) = $˜(α).
Step 2 Repeat Step 1 but with quantities evaluated at the next Runge-Kutta stage.
Step 3 Repeat Step 2 but with quantities evaluated at the next Runge-Kutta stage.
Step 4
4(a) Use the standard 3rd order Runge-Kutta formula to produce V(x, t + δt), and an
auxiliary interface z˜(α) and vorticity amplitude $(α).
4(b) Calculate the interfacial velocity v(z˜(α)) = v(x, t + δt)∣z˜(α) using interpolation.
4(c) Update z(α, t + δt) = z˜(α) + δt ⋅ v(z˜(α)), and set $(α, t + δt) = $˜(α).
4(d) Compute the baroclinic term φ(α, t+δt) using z(α, t+δt), p(x, t+δt), and ρ(x, t+δt),
then return to Step 0.
5.4. Numerical implementation of the multiscale algorithm
We now describe how we numerically implement the multiscale algorithm described in Section 5.
Suppose that the conservative variables V are computed in the bounded domain Ω = TL × [x12 , xn2 ],
and that the flow is periodic in the horizontal variable x1. Suppose also that a single wavelength of
the periodic interface Γ(t) is parametrized by the function z(α, t).
Discretize the domain Ω with (2m − 1) × n cells with cell centers at
xi1 = −L/2 + (i − 1)δx1 ,
xj2 = x12 + (j − 1)δx2 ,
with δx1 = L/(2m− 2) and δx2 = (xn2 −x12)/(n− 1), and suppose that the parameter α is discretized
with N = 2r + 1 nodes,
αk = −L/2 + (k − 1)∆α ,
with ∆α = L/(N − 1). We spatially discretize the equations of motion, then use a standard third-
order explicit Runge-Kutta solver for time integration. We shall use a space-time smooth artificial
viscosity method, which we call the C-method [78], for the compressible v-equations (28) to stabilize
shock fronts and contact discontinuities, and thereby prevent the onset of Gibbs oscillations.
It remains to describe the following: first, the numerical implementation of the space-time
smooth artificial viscosity C-method; second, the computation of the velocity w on the plane; third,
the bilinear interpolation scheme; and finally, the calculation of the weak baroclinic term J∇p⋅∂αz/ρK.
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5.4.1. Numerical implementation of the C-method We implement a simple finite difference
WENO-based scheme to spatially discretize the system (28). Our simplified WENO scheme is
devoid of any exact or approximate Riemann solvers, and instead relies on the sign of the velocity
to perform upwinding. A fourth-order central difference approximation is used to compute the
pressure gradient ∇p, while a second-order central difference approximation is employed to compute
the diffusion terms (60). For brevity, we omit further details of the numerical implementation of
the C-method and refer the reader to Appendix B and [78] for further details.
5.4.2. Computing the w velocity We first describe our method for calculating the discrete ve-
locity wi,j = w(xi1, xj2) from a given discretized interface parametrization zk and vorticity amplitude
$k.
Since integral-kernel calculations can be computationally very expensive, we begin by proposing
a simplification to speed up such calculations. Suppose first that we wish to compute the velocity
w at a point xi,j such that ∣xj2 − zk2 ∣ ≫ 1 for every k. Then the following approximations are valid:
− sinh(2pi(xj2 − zk2)/L)
cosh(2pi(xj2 − zk2)/L) − cos(2pi(xi1 − zk1)/L) ≈ ±1 ,
sin(2pi(xi1 − zk1)/L)
cosh(2pi(xj2 − zk2)/L) − cos(2pi(xi1 − zk1)/L) ≈ 0 .
Then, using the fact that$ is an odd function (c.f. Remark 2), it follows that wi,j ≈ 0. Consequently,
it is sufficient to compute w only for those xi,j that lie in the horizontal strip
Ωz = {x ∈ TL × [x12, xn2 ] s.t. min
k
zk2 − λ ≤ x2 ≤ max
k
zk2 + λ} .
For the simulations considered here, we set λ = 0.075, but note that this parameter is problem
dependent. Computing the velocity only in the strip Ωz speeds up an otherwise time-consuming
calculation.
We now define the scalar function J δ(x) by
J δ(x) = 1
4pi
log {δ2 + cosh(2pix2/L) − cos(2pix1/L)} .
The function J δ is a smoothed version of the singular kernel used in the integral representation of
∆−1, so that KδTL(x) = ∇⊥J δ(x).
The velocity w is determined by first calculating the stream function ψ(x, t) using the formula
ψ(x, t) = ∫
TL
J δ(x − z(β, t))$(β, t)dβ ,
then using the relation w = ∇⊥ψ. Since integral-kernel calculations are computationally expensive, it
is advantageous to perform a single such computation then take derivatives, rather than perform two
such computations. Moreover, the function J δ(x) is (roughly speaking) one derivative smoother
than the kernel KδTL(x), so that we may hope that the integral calculation is numerically more
stable. Using the stream-function formulation also guarantees that the velocity field w produced is
divergence free, whereas a direct singular integral calculation of w can produce inaccuracies so that
the resultant velocity field does not satisfy ∇ ⋅w = 0.
For xi,j ∈ Ωz, we can compute the stream function ψi,j using the same trapezoidal method as
described in Section 4. We define ψi,j = 0 for xi,j ∉ Ωz. We then use a standard second-order central
difference approximation to determine the velocity wi,j from ψi,j .
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5.4.3. Bilinear interpolation scheme We shall employ a simple bilinear interpolation scheme
as follows. Let zk be the discretized interface parametrization, and suppose that we are given a
scalar function fi,j defined at the cell centers xi,j ∈ Ω. We wish to determine an approximation fk to
the value of fi,j at the points αk. For fixed k, we determine for which i and j the point zk lies in the
rectangle [xi1, xi+11 ]× [xj2, xj+12 ] by requiring that (z1k −xi1)(z1k −xi+11 ) ≤ 0 and (z2k −xj2)(z2k −xj+12 ) ≤ 0.
The interpolated quantity fk is then defined as
fk = fi,j (1 − (zk1 − xi1)
δx1
)⎛⎝1 − (zk2 − xj2)δx2 ⎞⎠
+ fi+1,j (1 − (xi+11 − zk1)
δx1
)⎛⎝1 − (zk2 − xj2)δx2 ⎞⎠
+ fi,j+1 (1 − (zk1 − xi1)
δx1
)⎛⎝1 − (xj+12 − zk2)δx2 ⎞⎠
+ fi+1,j+1 (1 − (xi+11 − zk1)
δx1
)⎛⎝1 − (xj+12 − zk2)δx2 ⎞⎠ .
5.4.4. Calculation of the weak baroclinic term Next, we discuss the calculation of the weak
baroclinic term J∇p ⋅ ∂αz/ρK on the interface Γ(t). Suppose that we are given the pressure pi,j and
density ρi,j defined on the plane, and the discretized interface parametrization zk.
We begin by computing the unit normal n to the interface as
n = ∂αz⊥∣∂αz⊥∣ = (−∂αz2 , ∂αz1)∣(−∂αz2 , ∂αz1)∣ .
The jump across the interface in a quantity f defined at grid points is approximated as
JfK ≈ −δn ⋅ ∇f ≈ − ∣δx∣
2
n ⋅ ∇f ∣z(α,t) , (49)
where ∇f ∣z(α,t) denotes the evaluation of the quantity ∇f(x1, x2) at the interface parametrization
z(α, t); this is accomplished using the bilinear interpolation scheme described above. All derivatives
are approximated using second-order accurate central difference approximations.
Thus, to evaluate the baroclinic term J∇p ⋅∂αz/ρK, we compute ∇(∂ip/ρ) for i = 1,2 on the fixed
Eulerian grid, interpolate onto the interface, and use formula (49). More explicitly,
J∇p/ρK ⋅ ∂αz ≈ − ∣δx∣
2∣∂αz∣∂αz⊥M∂αz , (50)
where M is the 2 × 2 matrix defined as
M = [∂1(∂1p/ρ) ∂1(∂2p/ρ)
∂2(∂1p/ρ) ∂2(∂2p/ρ)] ∣z(α,t) ,
and ∣z(α,t) once again denotes evaluation at the interface parametrization (using bilinear interpola-
tion).
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6. Numerical simulations of the RTI and RMI using the multiscale
model
We next present results from four numerical experiments to demonstrate the efficacy of our multi-
scale model and its numerical implementation. The objective of this section is (1) to show that the
multiscale model produces solutions with accurate interface motion that correctly captures the KH
structures during RTI and RMI, and (2) to demonstrate that the multiscale algorithm is roughly
two orders of magnitude times faster to run that a standard gas dynamics simulation.
6.1. The compressible RTI test of Almgren et al.
We first consider the compressible single-mode RTI test from the paper of Almgren et al. [1]. The
domain is (x1, x2) ∈ [−0.25,0.25]× [0,1] and the gravitational constant is g = 1. Periodic conditions
are applied in the horizontal x1 direction and free-flow conditions are imposed at the boundaries in
the x2 direction. In particular, the pressure is extended linearly to satisfy the hydrostatic assumption
at the top and bottom boundaries. The initial data is given as follows: the initial velocity is
identically zero u0 = 0, and the pressure p0 is defined as
p0 = ⎧⎪⎪⎨⎪⎪⎩5 − ρ
−gx2 , if x2 < 0.5
5 − 0.5ρ−g − ρ+g(x2 − 0.5) , if x2 ≥ 0.5 , (51)
where ρ+ = 2 and ρ− = 1. The initial density ρ0 is defined as
ρ0(x1, x2) = ρ− + ρ+ − ρ−
2
[1 + tanh(x2 − η0(x1)
h
)] , (52)
with η0(x1) = 0.5 − 0.01 cos(4pix1). The tanh profile introduces a small length scale h over which
the initial density is smeared.
We begin by computing a benchmark or high-resolution reference solution using the anisotropic
C-method4 on a fine mesh consisting of 128 × 512 cells, a CFL number of CFL ≈ 0.4, and h = 0.005
as in [1].
The computed density is shown in Figure 16 at the final time t = 2.5. In [1], the authors compare
solutions computed using the piecewise-parabolic method (PPM) and the piecewise-linear method.
It is shown that the (dimensionally) operator-split versions of the methods result in spurious sec-
ondary instabilities, whereas the unsplit versions of the methods suppress these instabilities while
keeping a sharp interface and well-defined roll-up regions (see Figure 9 in [1]). While the C-method
is dimensionally split, the use of the anisotropic artificial viscosity [78] prevents the onset of the
spurious secondary instabilities, while ensuring that the KHI roll-up region and mixing zones are
not smeared5.
6.1.1. The multiscale algorithm applied to the RTI We next employ the RTI multiscale
algorithm described in Section 5.3 with the following parameter values: the underlying coarse mesh
used to solve for v contains 8×32 cells, while the interface is discretized with a fine mesh consisting
of N = 128 nodes; the time-step is δt = 2.5×10−3, giving CFL ≈ 0.4. The Atwood number is A = 1/3,
4This is a spacetime smooth artificial viscosity method employed with a highly simplified WENO discretization
of the compressible Euler equations (see [80, 77, 78]).
5We note that both the CPU time and memory usage are approximately a factor of 2 larger for unsplit methods
than for split methods [1]. The C-method uses a highly simplified dimensionally-split WENO-type scheme and is
thus relatively fast.
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Figure 16: The density profile at time t = 2.5 for the RTI test of Almgren et al. [1]. The solution is computed
using the anisotropic C-method on a mesh with 128 × 512 cells.
the initial velocity is v0 = 0, the initial pressure is given by (51), the initial density is given by (52)
with h = 0.02, and
z1(α,0) = α ,
z2(α,0) = 0.5 − 0.01 cos(4piα) ,
$(α,0) = 0 .
The artificial viscosity parameters are chosen as β = 50, δ˜ = 1.0, and µ = 1.5 × 10−3.
We provide plots of the resulting solutions using our multiscale algorithm. The interface position
z, at the final time t = 2.5, is shown in Figure 17(a), and the high-resolution reference solution is
shown in Figure 17(b). In Figure 17(c), we compare the interface positions computed using the
multiscale algorithm and the high-resolution run; we see that the two solutions are in excellent
agreement, with nearly identical spike tip and bubble tip positions; moreover, the multiscale algo-
rithm successfully simulates the roll up of the vortex sheet. The reference solution computation had
a runtime of TCPU ≈ 5015 s, whereas the multiscale algorithm runtime was only TCPU ≈ 7 s, giving
a speed-up of approximately 683 times.
Increasing the resolution of both the coarse grid for v and the fine grid for w results in a solution
with even more roll-up and accuracy. We show in Figure 18(a) the multiscale solution computed
using 16 × 64 cells for the coarse mesh and N = 256 nodes for the fine mesh. The time-step is
δt ≈ 8.333× 10−4, giving CFL ≈ 0.27, and the artificial viscosity parameters are unchanged from the
previous run. We observe that the computed interface shows more roll up, and is in even better
agreement with the reference solution. The runtime of this simulation was TCPU ≈ 105 s, resulting
in a speed-up factor of approximately 48.
6.1.2. Comparison of the low resolution density with the multiscale density The mul-
tiscale algorithm solves for the velocity v on a coarse mesh, using fine-scale information from the
velocity w. In order to show how small-scale information improves the coarse-mesh simulation,
we shall compare the solution obtained with our multiscale algorithm with the solution obtained
by solving the Euler equations (using the same gas dynamics code as used for the high-resolution
reference solution) on the same coarse meshes used to solve for v in the multiscale algorithm. We
shall refer to this gas dynamics simulation as the low resolution solution.
To be more precise, we obtain the low resolution density profile (using the C-method) on a grid
with 16 × 64 cells and with a time-step of δt ≈ 8.333 × 10−4. In Figure 19, this solution is compared
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(a) Multiscale z (b) High-res. (c) Comparison
Figure 17: Results for the multiscale algorithm applied to the compressible single-mode RTI test of Almgren
et al. [1], with the underlying grid containing 8 × 32 cells and the interface discretized with N = 128. Shown are
(a) computed interface parametrization z, (b) benchmark interface position, and (c) the computed interface z (blue)
overlaying the benchmark solution (dashed black) at the final time t = 2.5.
against the multiscale density function obtained from the simulation shown in Figure 18. It is clear
that the low resolution density profile does not have any of the basic KHI structure of the actual
solution, and is very different from the multiscale density which (although solved for on the same
coarse mesh) shows the KH roll-up structure. The multiscale algorithm allows for the recovery of
small-scale information on the coarse grid via the computation of the velocity w using a fine mesh
for the interface. This small-scale information subsequently results in more structure in the roll-up
region, and, therefore, a solution that is qualitatively more similar to high resolution simulations.
6.1.3. Comparison with other schemes and convergence studies We next compare our
multiscale algorithm with a modified version of the multiscale algorithm, in which the incompress-
ible, irrotational velocity w is computed using the kernels (34), rather than the Krasny kernel (30).
As in Section 4.3, we are interested in the convergence properties of (1) the bubble and spike tip
locations, and (2) the radius rδ and location σδ of the spiral roll up region. We choose the axis
x2 = x∗2 = 0.4125 to compute the intersection points x∗.
We first take N = 128 fixed and consider the limit δ → 0. The results are shown Figure 20. We
observe that all three methods are in reasonable agreement with regards to the computed bubble
and spike tip locations. The 3rd order kernel is in better agreement with the exact solution for the
bubble position, whereas the Krasny kernel is in better agreement with the exact solution for the
spike position. All three methods produce similar spiral radii rδ, and the computed values are in
good agreement with the exact solution for δ > 0. The 3rd order kernel, in particular, is in excellent
agreement with the exact solution. The spiral center locations are similarly reasonably accurate for
δ > 0.
Next, we consider the limit δ,N−1 → 0. In particular, we consider N = 32,64,128,256. We use
the scaling (31) for the Krasny scheme, and the empirical procedure described at the beginning
of Section 4.3 for the Kδi kernel schemes. The results are shown in Figure 21. All of the schemes
perform similarly, with the Krasny and Kδ1 schemes in better agreement with the exact solution
with regards to spike tip position, spiral center location σδ, and spiral radius rδ, while the 3rd order
kernel more accurately predicts the bubble tip location. We note that the convergence behavior of
the 3rd order kernel scheme with regards to the quantities σδ and rδ is rather erratic; this is a result
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(a) Multiscale z (b) High-res. (c) Comparison
Figure 18: Results for the multiscale algorithm applied to the compressible single-mode RTI test of Almgren
et al. [1], with the underlying grid containing 16 × 64 cells and the interface discretized with N = 256. Shown are
(a) computed interface parametrization z, (b) benchmark interface position, and (c) the computed interface z (blue)
overlaying the benchmark solution (dashed black) at the final time t = 2.5.
of the sensitivity of the scheme to the choice of parameter δ. The asymptotic behavior of σδ and rδ
in the Krasny scheme with the scaling (31), on the other hand, is more uniform.
6.2. The compressible RTI test of Liska & Wendroff
For our next numerical experiment, we consider the compressible single-mode RTI from the review
paper of Liska and Wendroff [62]. The domain is (x1, x2) ∈ [−1/6,+1/6]×[0,1], the gravitational
constant is g = 0.1, and the initial data is⎡⎢⎢⎢⎢⎢⎣
ρ0(ρu)0
E0
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1
0
p0/(γ − 1)
⎤⎥⎥⎥⎥⎥⎦1[0,η0)(x2) +
⎡⎢⎢⎢⎢⎢⎣
2
0
p0/(γ − 1)
⎤⎥⎥⎥⎥⎥⎦1[η0,1](x2) , (53)
where the initial interface Γ0 is parameterized by (x1, η0(x1)) with η0(x1) = 0.5 + 0.01 cos(6pix1),
and p0 is the initial pressure, defined as
p0 = ⎧⎪⎪⎨⎪⎪⎩2.4 + g (η0(x1) − x2) + 2g (1 − η0(x1)) , if x2 < η0(x1)2.4 + 2g (1 − x2) , if x2 ≥ η0(x1) ,
Periodic conditions are applied in the horizontal direction x1, while free-flow conditions are applied
at the boundaries in the x2 direction.
In [78], we used the anisotropic C-method to solve this problem; the resulting solutions have the
classic mushroom-shaped interface profile without overly diffused KHI roll-up regions and mixing
zones. We shall use this solution, computed on a fine mesh of 50 × 200 cells with CFL ≈ 0.1 as our
high resolution reference solution6.
6.2.1. The multiscale algorithm applied to the RTI We begin by employing the multiscale
algorithm to the RTI problem (53) with the following parameter values: the coarse mesh for v
6We have found that this smaller CFL number is required for this low Mach number flow calculation to prevent
high frequency noise from corrupting the solution.
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(a) Multiscale ρ (b) Low-res. ρ
Figure 19: Comparison of the low resolution density with the multiscale density for the RTI test of Almgren et al.
[1]. Figure 19(a) is a plot of the density computed using the multiscale algorithm, and Figure 19(b) is a plot of the
low resolution Euler density, computed using the C-method on a coarse grid. Both solutions are computed using
identical parameters.
contains 8 × 32 cells, the fine mesh for w uses N = 64, and the time-step is δt = 2.5 × 10−3, giving
CFL ≈ 0.35. The Atwood number is set as A = 1/3, and the initial data is given by (53) (with
u replaced by v) with the following modification: as in the numerical experiment performed in
Section 6.1, we smooth the initial density field ρ0 over a length scale. The initial density is thus
given by formula (52) with η0(x1) = 0.5 + 0.01 cos(6pix1), and the smoothing length scale is chosen
as h = 0.02. We also set
z1(α,0) = α ,
z2(α,0) = 0.5 + 0.01 cos(6piα) ,
$(α,0) = 0 .
The artificial viscosity parameters are chosen as β = 5, δ˜ = 1.5, and µ = 0.001.
The multiscale interface position z at time t = 8.5 is shown in Figure 22; the high resolution
reference solution computation is presented in Figure 22(b), and the comparison of the two solution
is made in Figure 22(c). We see that the spike tip position of the computed solution matches almost
exactly with the spike tip position of the reference solution, and the bubble tip positions are also in
good agreement. Moreover, the multiscale solution successfully simulates the roll-up of the contact
discontinuity and, by comparing with Figure 22(b), we observe that this roll-up occurs in the correct
region of the flow and matches well with the scale of the high resolution solution.
In Figure 23, we compare the interface z(α, t) from the multiscale run and the high-resolution
run at various times t. As can be seen, the two solutions are in very good agreement throughout
the time interval of the simulation.
To compare the bubble and spike tip positions, we plot in Figure 24 the quantities σb(t) =∣0.5 −maxα z(α, t)∣ and σs(t) = ∣0.5 −minα z(α, t)∣. The spike tip position is in excellent agreement
with the reference solution for all times t, while the bubble tip position is also in excellent agreement
for times t < 6. For t > 6, the bubble tip position diverges slightly from the reference solution, but
the error is still relatively small; at the final time t = 8.5, the error is ≈ 2.5% of the height of the
computational domain.
Finally, we turn to the issue of the runtimes of the computations. The reference solution compu-
tation had a runtime of TCPU ≈ 2906 s, whereas the multiscale algorithm runtime was only TCPU ≈ 14
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(a) Bubble (blue) and spike (red)
tip locations.
(b) Location of spiral center σδ. (c) Radius of spiral rδ.
Figure 20: Convergence behavior as δ → 0 with N = 128 fixed for the compressible RTI test of Almgren et al. [1]
using the z-model. Shown are (a) the bubble and spike tip locations, ∣max z2 − 0.5∣ and ∣min z2 − 0.5∣, respectively,
(b) the location of the center of the spiral region σδ, and (c) the radius of the spiral region rδ. The solid, dashed,
and dotted curves in (a) refer to the Krasny, Kδ1, and Kδ3 kernels, respectively. The blue, red, and black curves in (b)
and (c) refer to the Krasny, Kδ1, and Kδ3 kernels, respectively. The green curves indicate the corresponding quantities
for the exact solution.
s, which gives a speed-up of approximately 203 times. We are thus able to infer both large-scale
(amplitude growth rates) as well as small-scale (roll-up region structure) information by use of the
multiscale model and algorithm, while drastically reducing the computational burden and runtime
when compared with the reference solution computation.
6.2.2. Comparing the mutliscale solution with both the low resolution simulation and
the incompressible z-model To demonstrate the efficacy of our multiscale model, we compare
the multiscale solution with the low resolution solution as well as with the incompressible and
irrotational z-model.
In Figure 25, the results from these simulations are compared with the simulations performed
using the multiscale algorithm. We see that the solutions are drastically different; the low resolution
density ρ has no roll-up of the contact discontinuity, while the interface z computed using the
incompressible z-model has completely incorrect bubble and spike positions. On the other hand,
the use of the multiscale model allows the coarse grid calculation to “correct” the interface position
z, while the fine resolution computation on the interface z similarly “corrects” for the lack of roll-up
of the coarse grid solution.
6.2.3. Basic mesh refinement study Next, we perform a basic mesh refinement study to analyze
the behavior of our multiscale algorithm as both the underlying mesh, as well as the interface
discretization, is refined. More precisely, we shall consider grids with 8 × 32, or 10 × 40 or 12 × 48
cells, and the interface discretized with either N = 64 or N = 128 or N = 256. We shall keep the
artificial viscosity parameters β and δ˜ fixed, with β = 5 and δ˜ = 1.5. The time-step δt and artificial
viscosity parameter µ are allowed to vary as both the underlying mesh resolution, as well as the
interface resolution, are varied. The exact choices for these parameters, as well as the corresponding
runtimes TCPU and speed-up factors Λ compared to the high resolution reference solution calculation,
are presented in Table 3 in Appendix A, but we note here that the values of µ are almost the same
(µ ≈ 0.001) for all of the runs.
The results for the mesh refinement study are shown in Figure 34 in Appendix A. As N increases
with the number of cells fixed, the computed interface positions are roughly the same, except in the
KHI roll-up regions, in which the interfaces computed with larger N show significantly more roll-up
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(a) Bubble (blue) and spike (red)
tip locations.
(b) Location of spiral center σδ. (c) Radius of spiral rδ.
Figure 21: Convergence behavior as δ,N−1 → 0 for the compressible RTI test of Almgren et al. [1] using the
z-model. Shown are (a) the bubble and spike tip locations, ∣max z2 − 0.5∣ and ∣min z2 − 0.5∣, respectively, (b) the
location of the center of the spiral region σδ, and (c) the radius of the spiral region rδ. The solid, dashed, and dotted
curves in (a) refer to the Krasny, Kδ1, and Kδ3 kernels, respectively. The blue, red, and black curves in (b) and (c)
refer to the Krasny, Kδ1, and Kδ3 kernels, respectively. The green curves indicate the corresponding quantities for the
exact solution.
(compare, for instance, Figure 34(a) with Figure 34(c)). This is in line with the observations in
Section 4.3 for numerical simulations using the incompressible and irrotational z-model, and is due
to the scaling of the parameter δ˜.
On the other hand, if the number of cells contained in the underlying coarse mesh is increased
with N held fixed, the resulting solutions for the interface do not have more roll-up, but instead
appear to converge to the reference solution away from the roll-up region (compare, for instance,
Figure 34(b) with Figure 34(h)). This “convergence” is particularly noticeable in the “pits” of the
mushroom shape.
6.3. A single-mode RMI problem
We next consider the single-mode RMI with the following problem setup. The domain is (x1, x2) ∈[−1/6,+1/6] × [−1,1], the gravitational constant is g = 0.5, and the initial data is given by⎡⎢⎢⎢⎢⎢⎣
ρ0(ρu)0
E0
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
1
0
f/(γ − 1)
⎤⎥⎥⎥⎥⎥⎦1[−1,η0)(x2) +
⎡⎢⎢⎢⎢⎢⎣
2
0
f/(γ − 1)
⎤⎥⎥⎥⎥⎥⎦1[η0,0.8)(x2) +
⎡⎢⎢⎢⎢⎢⎣
4.857143
0
36.6666 + f/(γ − 1)
⎤⎥⎥⎥⎥⎥⎦1[0.8,1](x2) ,
(54)
where the initial interface Γ0 is parameterized by (x1, η0(x1)) with η0(x1) = 0.5+0.1 cos(6pix1), and
f is the function defined as
f(x1, x2) = ⎧⎪⎪⎨⎪⎪⎩2.4 + g (η0(x1) − x2) + 2g (1 − η0(x1)) , if x2 < η0(x1)2.4 + 2g (1 − x2) , if x2 ≥ η0(x1) ,
Periodic conditions are applied in the horizontal direction x1, while free-flow and solid-wall condi-
tions are applied at the bottom and top boundaries, respectively.
A high resolution reference solution is computed using the C-method on a fine grid with 50×400
cells. The time-step is fixed as δt = 0.0001, which results in CFL ∈ (0.14,0.2). Again, we have found
that this relatively small CFL number is required to prevent the occurrence of high-frequency noise
in the computed solution.
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(a) Multiscale z (b) High-res. (c) Comparison
Figure 22: Results for the multiscale algorithm applied to the compressible single-mode RTI test of Liska and
Wendroff [62], with the underlying grid containing 8×32 cells and the interface discretized with N = 64. Shown are
(a) computed interface parametrization z, (b) benchmark interface position, and (c) the computed interface z (blue)
overlaying the benchmark solution (dashed black) at the final time t = 8.5.
6.3.1. The multiscale algorithm applied to the RMI We apply the multiscale algorithm
to the RMI problem (54) with the following parameter choices: the coarse mesh for v contains
10 × 80 cells, the fine mesh for w uses N = 64, and the time-step is δt = 0.00125, which yields
CFL ∈ (0.30,0.45). The artificial viscosity parameters in (59) are set as β = 1, βs = 1, while δ˜ = 1.25
and µ = 0.005. The Atwood number is set as A = 1/3, and the initial data is given by (54) (with u
replaced by v), together with
z1(α,0) = α ,
z2(α,0) = 0.5 + 0.1 cos(6piα) ,
$(α,0) = 0 .
We present results for the computed interface parametrization at the final time t = 1.6 in Fig-
ure 26(a). Plots showing the evolution of the interface over time are shown in Figure 27. The
computed interface position z agrees well with the reference solution for the duration of simulation,
and both interfaces display similar amounts of roll-up at the final time.The positions of the bubbles
coincide for the two solution, while the spike tip positions are also in good agreement. We also note
that in the high resolution reference solution there is slight “kink” in the “stem” of the mushroom;
this “kink” is also displayed in the interface computed using the multiscale algorithm.
The approximate runtime of the reference solution calculation is TCPU ≈ 1653 s, whereas our
multiscale algorithm computation had a runtime of only TCPU ≈ 15 s, yielding a speed-up factor of
almost 110 times. As with the multiscale algorithm applied to the RTI, we are able to accurately
predict large scale quantities and small scale structure with minimal computational expense.
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(a) t = 2.0 (b) t = 5.0 (c) t = 6.0 (d) t = 7.0 (e) t = 8.5
Figure 23: Evolution over time t of the interface for the compressible single-mode RTI. Here z is computed using
the multiscale algorithm on a mesh with 8 × 32 cells and an interface discretized with N = 64. The blue curve is the
computed z(α, t), and the dashed black curve is the reference solution.
Figure 24: Plots of the quantities σb(t) and σs(t) for the solution computed using the multiscale algorithm applied
to the compressible single-mode RTI on a mesh with 8 × 32 cells and an interface with N = 64.
6.3.2. The effects of the baroclinic term In this section, we briefly discuss the importance of
including the baroclinic term in the modified $-equation (47b). This term is crucial in ensuring
that the interface z is advected by the correct velocity. Without this term, information about the
baroclinic deposition of vorticity by the shock on the interface is not transmitted to the incom-
pressible portion of the multiscale algorithm. We show in Figure 28 the evolution of a multiscale
solution, computed without the inclusion of the baroclinic term, but otherwise identical to the RMI
multiscale algorithm. This solution (displayed as a red curve) is compared against the solution
obtained using the actual RMI multiscale algorithm (displayed as a blue curve), as well as the high
resolution reference solution (displayed as a dashed black curve). It is clear that the omission of the
baroclinic term leads to a solution with an incorrect interface position, and with significantly less
KH roll-up.
In the absence of this baroclinic term, while the coarse scale shock velocity v still advects the
interface upon shock-contact collision, the computed amplitude of vorticity $ (shown in Figure 29
as a red curve) has the wrong sign after the shock-contact collision at t ≈ 0.12, which yields an
incorrect calculation of the fine scale velocity w, and subsequently an incorrect interface position z.
We compare this incorrect $ with the amplitude of vorticity $ computed using the complete
RMI multiscale algorithm (shown in Figure 29 as a blue curve); without the baroclinic term, $ has
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(a) Multiscale z (b) z-model (c) Multiscale ρ (d) Low res. ρ
Figure 25: Comparison of the solutions to the compressible single-mode RTI test of Liska and Wendroff [62].
Figures 25(a) and 25(c) are plots of the interface z and density ρ, respectively, computed using the multiscale
algorithm. Figure 25(b) is the interface z computed using the incompressible and z-model. Figure 25(d) is the low
resolution density ρ computed using the C-method. All the relevant parameters are fixed across the simulations.
the wrong sign until time t = 0.70, at which point the advection of the interface by the coarse scale
velocity v forces $ to have the correct sign. This is in contrast to our RMI multiscale algorithm,
in which the baroclinic term forces $ to switch sign after the shock-contact interaction, which
results in the correct computation of the fine grid velocity w and, consequently, the correct interface
position.
6.4. The RMI test of Nourgaliev et al.
We next consider the RMI problem introduced in [75], and later considered in [97, 74, 105]. A
heavy fluid of density ρ+ = 5.04 lies below a light fluid of density ρ− = 1, and a planar Mach 1.24
shock travels vertically downards through the light fluid and eventually collides with the interface
separating the two fluids, resulting in a transmitted shock and a reflected shock. The instability
is generated by the subsequent acceleration of the light fluid into the heavy fluid. The domain is(x1, x2) ∈ [−0.5,0.5] × [0,4], the adiabatic constant is γ = 1.276, gravity is assumed to be negligible
(i.e. g = 0), and the initial data is defined as follows. The initial interface Γ0 is parametrized by(x1, η0(x1)), with η0(x1) = 2.9 + 0.1 cos(2pix1), and the initial shock position is at x2 = 3.2. The
initial horizontal velocity vanishes u1(x,0) = 0, and the initial vertical velocity satisfies u2(x,0) =−0.550368 ⋅ 1x2≥3.2(x). The initial pressure is p0(x) = 1x2<3.2(x) + 1.628 ⋅ 1x2≥3.2(x). As in the
numerical experiments in Section 6.1, the initial density is smoothed over a length scale h using a
tanh profile:
ρ0(x1, x2) = ρ− + ρ+ − ρ−
2
[1 + tanh(ψ(x1) − x2
h
)] . (55)
For our high resolution reference solution computed using the C-method on a fine mesh, we use
h = 0.005. Periodic boundary conditions are applied in the x1-direction, and free-flow conditions
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(a) Multiscale z (b) High-res. (c) Comparison
Figure 26: Results for the multiscale algorithm applied to single-mode RMI test, with the underlying grid containing
10 × 80 cells and the interface discretized with N = 64. Shown are (a) computed interface parametrization z, (b)
benchmark interface position, and (c) the computed interface z (blue) overlaying the benchmark solution (dashed
black) at the final time t = 1.6.
are imposed in the x2-direction.
Our high resolution reference solution is computed on a mesh with 100 × 800 cells and a time-
step of δt = 6.25 × 10−4, which gives CFL ≈ 0.4. The computed density is shown in Figure 30 at the
final time t = 8, and can be compared with Figures 10, 11, 23, and 23 in [75], [97], [74], and [105],
respectively.
6.4.1. The multiscale algorithm applied to the RMI Next, we apply the multiscale RMI
algorithm to the problem described above. The relevant parameters are chosen as follows. The
coarse mesh for v contains 10 × 80 cells, the fine mesh for w uses N = 128, and the time-step is
set as δt = 6.25 × 10−3, giving CFL ≈ 0.4. The initial velocities are v1(x,0) = 0 and v2(x,0) =−0.550368 ⋅ 1x2≥3.2(x), and the initial pressure is p0(x) = 1x2<3.2(x) + 1.628 ⋅ 1x2≥3.2(x). The initial
density is smoothed using (55) with h = 0.02. The Atwood number is A ≈ 0.67, and the initial data
for the interface calculation is
z1(α,0) = α ,
z2(α,0) = 2.9 + 0.1 cos(2piα) ,
$(α,0) = 0 .
The artificial viscosity parameters are set as β = 1, βs = 0, δ˜ = 1, and $ = 1 × 10−4.
The computed interface is shown in Figure 31(a), the high resolution reference solution is shown
in Figure 31(b), and a comparison of the two solutions is made in Figure 31(c). The multiscale
algorithm is able to simulate both the transport of the contact as well as the KHI roll up; moreover,
Figure 31(c) shows that the bubble tip and spike tip positions compare well with the high resolution
reference solution. The runtime for the high resolution simulation was TCPU ≈ 6298 s, whereas the
runtime for the multiscale simulation was only TCPU ≈ 24 s, giving a speed up factor of approximately
260 times.
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(a) t = 0.1 (b) t = 0.4 (c) t = 0.8 (d) t = 1.2 (e) t = 1.6
Figure 27: Evolution over time t of the interface for the single-mode RMI. Here z is computed using the multiscale
algorithm on a mesh with 10 × 80 cells and an interface discretized with N = 64. The blue curve is the computed
z(α, t), and the dashed black curve is the reference solution.
Next, we double the resolution of both the coarse mesh for v as well as the fine mesh for w i.e.
the grid now contains 20× 160 cells and N = 256. The time-step is halved, δt = 3.125× 10−3, so that
the CFL number is still approximately 0.4. All the other parameters from the previous run are kept
fixed, and we employ the multiscale algorithm; the resulting solution is shown in Figure 32(a). We
see that there is more roll-up of the vortex sheet, and that the “cap” of the mushroom is “flattened”,
which is in qualitative agreement with the reference solution. The runtime for this simulation is
TCPU ≈ 265 s, giving a speed up factor of approximately 24 times over the high resolution simulation.
6.4.2. The effects of the Taylor hypothesis We now briefly discuss the effects of the Taylor
"frozen turbulence" hypothesis in our multiscale RMI algorithm. We recall that the hypothesis
asserts that the fine grid velocity w is transported by the coarse grid velocity v (over small time
intervals). The primary effect of the Taylor hypothesis is that the dynamics of the coarse grid
compressible velocity v are evolved using (28b’) in place of (28b). Without the use of the hypothesis,
the additional terms in (28b) lead to an incorrect calculation of the velocity field v, which in turn
leads to an incorrect update of the interface position z (i.e. Steps 1(e), 1(f) and 4(b), 4(c) of the
RMI algorithm).
We demonstrate this in Figure 33, in which we show results of a simulation performed using a
modified version of the RMI multiscale algorithm in which the Taylor hypothesis is not employed,
but is otherwise identical to the RMI multiscale algorithm in Section 5.3. The solution is computed
using the same parameters as those used for the simulation presented in Figure 31(a).
The shock collides with the interface at time t = 0.15, shown in Figure 33(a); at this time,
vorticity is deposited on the interface by the shock. The interface is transported with reasonable
accuracy for t < 1.0 (as demonstrated in Figure 33(b)), because the velocity w is very small at
early times, and thus does not have a noticeable effect on the interface evolution; for early times,
the evolution of the interface is mainly due to the “transport” coarse grid velocity v. However,
as the magnitude of the vorticity on the interface grows with time, w is no longer negligible, and
affects the evolution of the interface. The extra terms appearing on the right-hand side of (28b)
(which do not appear in (28b’)) lead to an incorrect calculation of the coarse scale velocity v. Since
the fine grid velocity w is not being transported by v, the coarse scale compression and vorticity
information is not correctly conveyed to the interfacial algorithm, which leads to a deceleration
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(a) t = 0.1 (b) t = 0.4 (c) t = 0.8 (d) t = 1.2 (e) t = 1.6
Figure 28: Evolution over time t of the interface for the single-mode RMI. Here, the red curve is z computed using
the multiscale algorithm, but without the use of the baroclinic term in the $-equation, on a mesh with 10 × 80 cells
and an interface discretized with N = 64. The blue curve is z computed using the complete multiscale algorithm,
while dashed black curve is the reference solution.
(a) t = 0.05 (b) t = 0.10 (c) t = 0.12 (d) t = 0.15 (e) t = 0.20 (f) t = 0.70
Figure 29: Evolution over time t of the amplitude of vorticity $(α, t) versus α for the single-mode RMI. Here,
the red curve is $ computed using the multiscale algorithm, but without the use of the baroclinic term in the $-
equation, on a mesh with 10× 80 cells and an interface discretized with N = 64. The blue curve is $ computed using
the complete multiscale algorithm.
of the interface (shown in Figure 33(c)). The solution then quickly degrades, with the interface
position completely incorrect by time t = 2.0, as shown in Figure 33(d). For problems in which
an unstable interface is transported as the instability develops, the use of the Taylor hypothesis
ensures that coarse scale information is accurately conveyed to the small scale calculations, thereby
producing accurate solutions with correct interface positions.
7. Concluding remarks
This paper introduces a novel multiscale model describing the evolution of contact discontinuities
in compressible fluid flow. The multiscale model is based on a decomposition of the velocity field
u = v +w. While the velocity w is discontinuous, it is also incompressible and irrotational, and can
be solved efficiently on fine meshes using a new asymptotic (high-order) z-model to approximate
the full Birkhoff-Rott system of singular integral equations. The velocity v is compressible and
rotational, but is smooth near the contact discontinuity and can thus be computed efficiently on
relatively coarse meshes.
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Figure 30: The density profile at time t = 8.0 for the RMI test of Nourgaliev et al. [75]. This high-resolution
solution is computed using the C-method on a mesh with 100 × 800 cells.
(a) Multiscale z (b) High-res. (c) Comparison
Figure 31: Results for the multiscale algorithm applied to single-mode RMI test of Nourgaliev et al. [75], with
the underlying grid containing 10 × 80 cells and the interface discretized with N = 128. Shown are (a) computed
interface parametrization z, (b) benchmark interface position, and (c) the computed interface z (blue) overlaying the
benchmark solution (dashed black) at the final time t = 8.0.
We have proposed an extremely simple numerical implementation of the incompressible z-model,
and have presented numerical results for the z-model which simulate classical RTI experiments.
These results show excellent qualitative and quantitative agreement of our computed solutions
with both experimental predictions, as well as “reference” solution calculations performed using the
complete Birkhoff-Rott system. In the latter case, we have demonstrated that our z-model algorithm
is at least 75 times faster than a standard numerical algorithm for the Birkhoff-Rott system. We
have additionally compared our simple numerical implementation with more sophisticated methods
using higher order regularizations, and found good agreement (as in previous numerical studies
[8, 93]) between all three methods in predicting both the bubble and spike tip locations, as well as
the radii and location of the spiral roll up structures. While our simple numerical method leads to a
fast-running algorithm, in the future, more sophisticated numerical implementations of the z-model
will be considered, including implementations of a fast summation method [45], a point-insertion
procedure [57], non-oscillatory shock-capturing, and space-time smooth artificial viscosity [77].
We have also developed multiscale models and algorithms for compressible flows with vorticity
undergoing RTI and RMI. Our algorithms couple the fine scale velocity w, which controls the small
scale structure of the interface, with the coarse grid velocity v, which controls the bulk compression
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(a) Multiscale z (b) High-res. (c) Comparison
Figure 32: Results for the multiscale algorithm applied to single-mode RMI test of Nourgaliev et al. [75], with
the underlying grid containing 20 × 160 cells and the interface discretized with N = 256. Shown are (a) computed
interface parametrization z, (b) benchmark interface position, and (c) the computed interface z (blue) overlaying the
benchmark solution (dashed black) at the final time t = 8.0.
and vorticity of the fluid. The RMI multiscale algorithm includes the effects of vorticity deposition
on the interface during shock-contact interaction, and also enforces a version of Taylor’s frozen
turbulence hypothesis, which asserts that small scale velocity fluctuations are transported by the
mean flow. We have presented numerical results for both the RTI and RMI, and demonstrated that
the computed solutions are in good agreement, both qualitatively and quantitively, with high order
gas dynamics simulations, while having computational run times that are at least two orders of
magnitude smaller. In particular, the multiscale solutions exhibit KHI roll up regions of the contact
discontinuity that are in good agreement with the roll up regions observed in solutions obtained from
high resolution calculations. Such roll up of the contact is in general not observed in low resolution
Euler simulations; however, the coupling of the fine scale velocity w to the coarse scale velocity v
through our multiscale model leads to simulations (on coarse meshes) which exhibit roll-up regions
similar to those in high-resolution simulations.
In future work, we shall generalize our models to three space dimensions, and consider its applica-
tions to the numerical simulation of other physical problems, such as RTI and RMI with multimode
initial perturbations, rising bubbles, and shock-bubble interaction. The mathematical analysis of
the z-model and the multiscale models will also be considered in future work. In particular, we
shall consider a detailed theoretical and numerical study of the convergence behavior of our multi-
scale solutions, as the interfacial and planar meshes are refined, and artificial viscosity parameters
converge to zero.
Acknowledgements SS was partially supported by DTRA HDTRA11810022. We would like to
express our gratitude to the anonymous referee for their numerous suggestions that have greatly
improved the manuscript.
A. Mesh refinement for the multiscale algorithm applied to the RTI
In this section, we present the results for the mesh refinement study of the multiscale algorithm
applied to the single-mode compressible RTI test of Liska & Wendroff (see Section 6.2.3). Table 3
contains a list of the choices for the parameters δt and µ, as well as the runtimes TCPU and relative
speed up factors Λ for the RTI mesh refinement study. The results from this study are presented
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(a) t = 0.15 (b) t = 1.0 (c) t = 1.25 (d) t = 2.0
Figure 33: Results for the modified multiscale algorithm without the Taylor “frozen turbulence” hypothesis applied
to single-mode RMI test of Nourgaliev et al. [75], with all relevant parameters unchanged from the simulation
presented in Figure 31. Shown are the computed interface z (blue) and reference solution (dashed black) at various
times t.
in Figure 34, which show the reference solution (dashed black curve) overlaid by the computed
interface parametrization z (red curve).
Cells
N 64 128 256
8 × 32 δt = 2.5 × 10
−3 δt = 2.5 × 10−3 δt = 6.25 × 10−4
µ = 1 × 10−3 µ = 9 × 10−4 µ = 8.75 × 10−4
TCPU = 14 s TCPU = 28 s TCPU = 244 s
Λ = 203 Λ = 105 Λ = 12
10 × 40 δt = 2.5 × 10
−3 δt = 2.5 × 10−3 δt = 6.25 × 10−4
µ = 1 × 10−3 µ = 8.75 × 10−4 µ = 9 × 10−4
TCPU = 19 s TCPU = 37 s TCPU = 304 s
Λ = 149 Λ = 78 Λ = 10
12 × 48 δt = 1.67 × 10
−3 δt = 1.67 × 10−3 δt = 4.55 × 10−4
µ = 1.5 × 10−3 µ = 1.25 × 10−3 µ = 1.1 × 10−3
TCPU = 38 s TCPU = 69 s TCPU = 578 s
Λ = 76 Λ = 42 Λ = 5
Table 3: Time-step δt and artificial viscosity parameter µ choices for the compressible single-mode RTI mesh
refinement study described in Section 6.2.3. Shown also are the runtimes TCPU and speed-up factors Λ.
B. The C-method for space-time smooth artificial viscosity
The presence of jump discontinuities in the solution U to (10) poses a significant challenge for
numerical schemes attempting to approximate such solutions, due to the occurrence of small-scale
oscillations (or Gibbs phenomenon). A variety of high-order discretization techniques have been
developed to combat this issue, such as MUSCL [101, 24, 52], PPM [25], WENO [64, 53, 86], and
its predecessor, ENO [49, 87, 88]. These methods rely on a careful reconstruction of the numerical
flux; centered numerical fluxes, such as the Lax-Friedrichs flux [60], add dissipation implicitly to
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(a) 8 × 32, N = 64 (b) 8 × 32, N = 128 (c) 8 × 32, N = 256
(d) 10 × 40, N = 64 (e) 10 × 40, N = 128 (f) 10 × 40, N = 256
(g) 12 × 48, N = 64 (h) 12 × 48, N = 128 (i) 12 × 48, N = 256
Figure 34: Plots of the interface computed using the multiscale algorithm applied to the single-mode compressible
RTI test of Liska and Wendroff [62] for different grid and interface resolutions. The red curve is the computed
interface, and the dashed black curve is the reference solution.
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preserve stability and monotonicity, while upwinding methods based upon exact or approximate
Riemann solvers tend to be complex and computationally costly. We refer the reader to [77] and
the references therein for further details.
Explicit artificial viscosity methods provide a simple way to stabilize shock fronts and contact
discontinuities. These methods regularize solutions by introducing diffusion terms to the equations
of motion; discontinuities are smeared over a small region in space, which stabilize the solution and
prevent the occurrence of spurious oscillations, while high-order accuracy is maintained in smooth
regions of the flow. We next describe a method for adding localized, space-time smooth artificial
viscosity to the system (10), which we call the C-method [80, 77, 78].
The C-method is a variant of the original classical artificial viscosity method of VonNeumann
and Richtmyer [103], and couples the Euler equations (10) to a set of scalar reaction-diffusion
equations, whose solutions act as space-time smooth artificial viscosity indicators. The C-method
tracks the geometry of the evolving fronts, which allows for the implementation of both directionally
isotropic and anisotropic artificial viscosity schemes. The latter is important for the capture of the
roll-up of vortex sheets subject to the Kelvin-Helmholtz instability.
We introduce the following Euler-C-Cˆ system:
∂tρ +∇ ⋅ (ρu) = 0 , (56a)
∂t(ρu) +∇ ⋅ (ρu⊗ u) +∇p + ρge2 = ∂xi (β˜ρCˆCτiCτj∂xju) +∇ ⋅ (β˜sρC∇u) , (56b)
∂tE +∇ ⋅ (u(E + p)) + ρgu2 = 0 , (56c)
∂tC −L[C ; ε, κ] = S(u)
ε∣δx∣Gρ , (56d)
∂tCˆ −L[Cˆ ; ε, κ] = S(u)
ε∣δx∣ Gˆρ , (56e)
∂tC
τi −L[Cτi ; ε, κ] = S(u)
ε∣δx∣ τˆi , for i = 1,2 . (56f)
Here, the operator L is defined by
L[C ; ε, κ] = −S(u)
ε∣δx∣C + κS(u)∆C , (57)
where ε and κ are parameters controlling the support and smoothness of the function C, respectively,
δx = (δx1 , δx2) is the grid spacing, and ∆ = ∂2x1+∂2x2 is the Laplacian operator. The forcing functions
to the C-equations are
Gρ = 1(−∞,0)(∇ ⋅ u)[1 − 1(∞,0)(∂nρ∂ne)]∣∇ρ∣ , (58a)
Gˆρ = 1(−∞,0)(∂nρ∂ne)∣∇ρ∣ , (58b)
τˆ1 = −1(−∞,0)(∂nρ∂ne)∂yρ , (58c)
τˆ2 = 1(−∞,0)(∂nρ∂ne)∂xρ , (58d)
where ∂n = n ⋅ ∇ is the normal derivative operator and the function 1(−∞,0)(ξ) is a compression or
expansion switch defined by
1(−∞,0)(ξ) = ⎧⎪⎪⎨⎪⎪⎩1 , if ξ < 0 ,0 , if ξ ≥ 0 .
The artificial viscosity parameters β˜ and α˜ are defined by
β˜ = ∣δx∣2 ⋅ maxx ∣∇u∣
µ2 maxx Cˆ
β and β˜s = ∣δx∣2 ⋅ maxx ∣∇u∣
maxxC
βs , (59)
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with µ = maxx {∣Cτ1 ∣ , ∣Cτ2 ∣} a normalization constant, and β and α constant positive numbers.
In writing the system (56), we have utilized the summation convention which specifies that a
repeated free index in the same term implies summation over all values of that index.
The two artificial viscosity terms in (56) are
∂xi (β˜ρCˆCτiCτj∂xju) , (60a)∇ ⋅ (β˜sρC∇u) . (60b)
(60a) is an anisotropic artificial viscosity term that adds dissipation only in directions tangential
to the front. This artificial viscosity term is localized to the vortex sheet through the use of the
C-functions; the expansion switch 1(−∞,0)(∂ne∂nρ) in the forcing functions Gˆρ and τˆi vanishes at
shock fronts, but is active at contact discontinuities. The isotropic artificial viscosity operator (60b),
on the other other hand, adds dissipation in all directions; this artificial viscosity term is localized
to the shock fronts through the compression switch 1(−∞,0)(∇ ⋅ u) in the forcing function Gρ. For
the vortex sheet, it is important that dissipation is added only in direction tangential to the sheet;
therefore, the switch 1−1(−∞,0)(∂ne∂nρ) “turns off” the isotropic dissipation in the regions where a
shock front intersects with a vortex sheet.
Remark 3. If there are no shock fronts present in a solution, as is the case for the classical
Rayleigh-Taylor problems, then the isotropic diffusion term (60b) in (56) is omitted, and conse-
quently so is equation (56d) for the C-function localized to shock waves.
Remark 4. For problems which are symmetric about x1 = 0, we compute the solution only for
x1 ≥ 0 and then use reflection to obtain the solution for x1 < 0. A similar reflection procedure is
used in the numerical implementation of the z-model.
For the purposes of brevity, we have omitted some of the details and refer the reader to [78] for
further discussion of the C-method in 2-D.
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