To avoid unoccupied base stations, we introduce the concept of a strong solution to maxproduct fuzzy relation inequalities in this paper. Such a strong solution enables all base stations take part in wireless communication activities. The structure of the set of all strong solutions is discussed. The strong solution set is composed of a finite number of closed intervals. To decrease the damage caused by electromagnetic radiation, one always aims to find an optimal strong solution, in which each component reaches its minimum value. However, this is generally impossible. Hence, finding an optimal strong solution with a specific objective function is more feasible. In this work, we investigate the optimization, minimizing the largest component of a strong solution. A detailed algorithm is developed to find an optimal strong solution. The experimental results show that our proposed algorithm is efficient. In addition, we further discuss the structure of the complete optimal strong solution set.
I. INTRODUCTION
There have been many works investigating fuzzy relation equations with max-min composition [1] , [2] , i.e.,
where a ij , x j , b i ∈ [0, 1] and I and J are two conventional index sets. The max-min was the first proposed composition and the most commonly used one. However, it has been found that the max-min composition was not always effective in describing real world models [3] . When applying the max-min operator, the values of a solution vector are not allowed to compensate for each other. However, in some application cases, compensation among the components of the solution vector should be allowed [5] . In such cases, the max-product composition surpasses the max-min one [5] .
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Hence, the max-product fuzzy relation equations
were introduced and studied [4] . Moreover, the composition was extended to the general max-T-norm [3] , [9] , where T represents a triangular norm. In [4] , the authors reviewed the algorithms necessary to determine the complete solution of the inverse for fuzzy relation equations with a max-product composition. Furthermore, effective resolution procedures were proposed for obtaining the solution set of such maxproduct equations [5] - [8] . Interesting properties were investigated in [6] . If system (2) is solvable andx = (x 1 ,x 2 , · · · ,x n ) is the unique maximum solution, then the arbitrary minimal solution of (2), denoted byx = (x 1 ,x 2 , · · · ,x n ), fulfills thať
Based on this property, Wu and Guu [6] provided a novel algorithm to compute all of the solutions of system (2) . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Based on concepts of the help matrix and dominance matrix, Peeva and Kyosev [7] further proposed an efficient algorithm to compute the minimal solution set (key point in solving the fuzzy relation equations) of system (2) . The proposed algorithm was carried out and demonstrated in software of the MATLAB environment. A detailed numerical example showed the validity of the algorithm. The factorization approach was developed by A. Abbasi Molai for the same system [7] . The fuzzy square matrix A = (a ij ) in (2) was factorized into two fuzzy (lower and upper) triangular matrices, L and U , satisfying A = L • U . Two subsystems according to L and U were then solved. The solutions of system (2) were released by the solutions of these two subsystems.
The resolution of a max-product fuzzy relation equation system was normally proved to be equivalent to the set covering problem and was determined to be NP hard [12] , [13] . Additionally, the number of (minimal) solutions increased exponentially, associated with the growth of the size. Hence, the topic of research on system (2) or (4) turned from solving the solution set to finding the optimal solution of a corresponding optimization problem [14] , [22] . Loetamonphong and Fang [15] first minimized a linear function with system (2) as its constraint. Nonlinear optimization problems subject to max-product fuzzy relation equations were also investigated [16] , [17] . The optimal solution was usually searched from the set of all minimal solutions (or quasi-minimal solutions) [18] - [21] , [23] .
A system of fuzzy relation inequalities with a max-product composition corresponding to (2) can be written as
However, the consistency and minimal solution set might be different between systems (2) and (4) [10] , [11] . The structures of the complete solution sets for consistent systems (2) and (4) were identical [11] . The solution set was formed by the unique maximum solution and a number of minimal solutions. Moreover, the resolution idea was also the same [11] . The resolution method of optimization problems with a max-product fuzzy relation equation constraint was similar to those with a max-product fuzzy relation inequality constraint [24] - [26] . Santini et al. [31] investigated the relation between the symptoms of some diseases and electromagnetic radiation based on the people living in the vicinity of cellular base stations. References [32] and [33] studied damage to human organisms caused by electromagnetic radiation. In wireless communication networks, the characteristics of radio wave propagation were also investigated [34] - [36] , which is important for studies on the localization of the base stations and the range setting of the electromagnetic radiation intensity.
Recently, max-product fuzzy relation inequalities were introduced to describe the quantitative relationship among wireless communication station systems [11] . In such a system, there were n base stations and m signal testing points. To realize the necessary communication quality, the obtained signal intensity (at the ith testing point) should be no less than b i , i ∈ I . Then, system (4) can be obtained. On the other hand, in this paper, we further assume that this reaching signal intensity should not be too high. In other words, it is appropriate that the obtained signal intensity lies in a reasonable interval, denoted by [b i , d i ]. Hence, the corresponding wireless communication station system can be reduced to the following two-sided fuzzy relation inequalities
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · b m ≤ a m1 x 1 ∨ a m2 x 2 ∨ · · · ∨ a mn x n ≤ d m ,
where • represents the max-product composition,
In system (5) , there are m inequalities, which indicate that the requirements of the m testing points are satisfied. However, it is not able to ensure that all base stations work. In a solution of (5), it is possible that some of the base stations are unoccupied. To make all base stations take part in the communication activities, i.e., every base station serves at least one testing point, we aim to investigate the so-called strong solution (see Definition 2) of system (5) in this work. In a strong solution, all base stations are occupied. Moreover, no redundant base station exists. Since wireless electromagnetic waves will damage human health [27] , we always hope to decrease the intensities of wireless electromagnetic waves that are emitted from the base stations, i.e., x 1 , x 2 , · · · , x n . However, in the general situation, x 1 , x 2 , · · · , x n are not able to be minimized simultaneously under the constraint system (5) . Hence, one may choose a proper objective function with respect to x 1 , x 2 , · · · , x n . In this paper, we adopt the same objective function applied in Ref. [11] . That is,
Combining the constraint system (5), the optimization model we aim to investigate in this paper is given as
The rest of this paper is organized as follows. In Section II, we studied the existence of a strong solution of system (5) and present several discrimination theorems. In section III, we provided some basic properties and the structure of the solution set of system (5) . In Section IV, by establishing a minimum strong solution matrix, we study the proposed optimization problem (7) . The resolution of problem (7) is carried out by a detailed algorithm and illustrated by a numerical example in Section V. We further demonstrate our proposed algorithm on some experimental data in Section VI and discuss the structure of the optimal strong solution set in Section VII. In Section VIII, we compare some results presented in this paper to those in the existing works. Section IX presents our conclusion.
II. EXISTENCE OF THE STRONG SOLUTION TO SYSTEM (5)
In this section, we propose four discrimination theorems (Theorem 2,5,6,7) for checking the existence of a strong solution to system (5) . Theorems 2 and 5 presented below in this section can be applied to check whether a solution of system (5) is its strong solution, while Theorems 6 and 7 are designed to check the existence of a strong solution.
Let X = [0, 1] n . We denote by X (A, b, d) the solution set of system (5), i.e.,
Definition 1: We will use the symbol '' ≥ to denote a partial order relation on the set X ; that is, for any
Then, x is a solution of system (5) if and only if (i) a ij x j ≤ d i for any i ∈ I , j ∈ J ; (ii) for any i ∈ I , there exists a j i ∈ J such that a ij i x ij i ≥ b i . Proof: The proof is trivial.
is said to be a strong solution of system (5) if for any j ∈ J , there exists an i j ∈ I such that a i j j x j ≥ b i j . We denote by X s (A, b, d) the strong solution set of system (5) .
Remark 1: A strong solution is certainly a solution of system (5) . However, in contrast, a solution of system (5) is not necessarily its strong solution. For example, we consider the following fuzzy relation inequalities
It is easy to check that x = (0.9, 0.5) is a solution, but not a strong solution of system (8) . Since for j = 1, it holds that
It follows from Definition 2 that x = (0.9, 0.5) is not a strong solution of (8). According to Definition 2 and Theorem 1, it is easy to obtain the following Theorem 2 for checking whether an arbitrary vector is a strong solution to system (5) .
Theorem 2: A vector x = (x 1 , x 2 , · · · , x n ) ∈ X is a strong solution of system (5) if and only if (i) a ij x j ≤ d i for any i ∈ I , j ∈ J ; (ii) for any i ∈ I , there exists a j i ∈ J such that a ij i x ij i ≥ b i ; (iii) for any j ∈ J , there exists an i j ∈ I such that a i j j x j ≥ b i j .
Definition 3: A solutionx is said to be the maximum solution of system (5) if and only ifx ≥ x for any x ∈ X (A, b, d).
Analogous to the single-side fuzzy relation inequality, the maximum solution of system (5) might exist. Moreover, it plays an important role in checking the consistency of (5). We definex = (x 1 ,x 2 , · · · ,x n ), wherê
Here, I j = {i ∈ I |a ij > d i }, ∀j ∈ J . Theorem 3: If x is a solution of system (5) , then x ≤x. Proof: Since x is a solution of system (5) , it follows that
To prove x ≤x, it is sufficient to prove that x j ≤x j for any j ∈ J . We need only consider two cases:
Therefore,
This proves the theorem. Theorem 4: For system (5), X (A, b, d) = ∅ if and only ifx is its maximum solution.
Proof: (⇐) It is self-evident. (⇒) From Theorem 3, we conclude that ifx ∈ X (A, b, d), thenx is the maximum solution of system (5) . Consequently, we need only check that if X (A, b, d) = ∅, thenx ∈ X (A, b, d). To this end, we need only consider two cases:
Case 1: We check that a ijxj ≤ d i for any i ∈ I and j ∈ J . (i) If I j = ∅, then a ij ≤ d i for any i ∈ I andx j = 1. Thus, a ijxj = a ij · 1 = a ij ≤ d i .
(ii) If I j = ∅, then for any i ∈ I j , a ij > d i > 0 and
moreover, if i / ∈ I j , then a ij ≤ d i . From the above (i) and (ii) it follows that
By Case 1 and Case 2, we have
For any x = (x 1 , x 2 , · · · , x n ) ∈ X , we define the following types of index sets:
is a strong solution of system (5) if and only ifĨ j (x s ) = ∅ for any j ∈ J .
Proof: The necessity of the theorem is clear by Definition 2. It remains to prove the sufficiency. In fact, for any j ∈ J ,Ĩ j (x s ) = ∅ indicates that there exists an i j ∈ I such that a ij x j ≥ b i j , which implies x s is a strong solution.
For this purpose, we need only proveĨ j (x ∨ x s ) = ∅. Since x s is a strong solution, it follows that for any i ∈ I , there exists an i j ∈ I such that a i j j x s j ≥ b i j . Hence,
This finishes the proof. Theorem 6: X s (A, b, d) = ∅ if and only ifx ∈ X s (A, b, d), wherex is defined by (9) .
Proof: The sufficiency of the theorem is clear. It remains to prove the necessity. Suppose X s (A, b, d) = ∅ and x s ∈ X s (A, b, d). By Theorem 4 and Proposition 1, we havê
which proves the theorem. Next, we will establish a discrimination theorem for system (5) by a matrix technique. For this purpose, we define the following discrimination matrix.
Definition 4 (Discrimination Matrix): The discrimination matrix of system (5) is defined by the matrix C = (c ij ) m×n , where
Theorem 7: Let C be the discrimination matrix defined above. Then,
ii) each row of C has at least one nonzero element, i.e., for any i ∈ I , there exists at least one j i ∈ J such that c ij i = 0; and iii) each column of C has at least one nonzero element, i.e., for any j ∈ J , there exists at least one i j ∈ I such that c i j j = 0.
Proof: The proof will be divided into two steps:
Step 1 (We Will Prove the Necessity): We assume that X s (A, b, d) = ∅. Then, we obtain X (A, b, d) = ∅. Hence, together with Theorem 4, we obtain thatx defined by (9) is the maximum solution of system (5) . From Theorem 2, it follows that for any i ∈ I , there exists a j i ∈ J such that a ij ix ≥ b i , which indicates c ij i = 0 by (13) .
According to Theorem 5, we havẽ
This indicates that for any j ∈ J , there exists an i j ∈ I such that a i j j x s j ≥ b i j . Thus,
By (13), we obtain c i j j = b i j a i j j = 0. This completes the proof of the necessity.
Step 2 (We Will Prove the Sufficiency): It is sufficient to prove thatx is a strong solution of system (5) . First, since X (A, b, d) = ∅,x is the maximum solution of system (5) according to Theorem 4. Second, by the condition iii) and the definition of the discrimination matrix C, we obtain that for any j ∈ J , there exists an i j ∈ I such that c ij i = 0 or a i jx j ≥ b i j . It follows thatĨ j (x) = ∅ for any j ∈ J . Therefore,x is a strong solution by Theorem 5. This completes the proof of the sufficiency.
III. STRUCTURE OF THE STRONG SOLUTION SET OF SYSTEM (5)
The goal of this section is to discuss the structure of the strong solution set of system (5) . By introducing the concepts of the strong solution matrix and its corresponding strong solution, we obtain the structure theorem that shows that the strong solution set of system (5) is completely determined by its maximum solutionx and its minimal strong solution seť
By using the fact that
By (14)- (16), we obtain
Proof: Since x s ∈ X s (A, b, d) , the maximum solutionx is a strong solution of system (5) by Theorem 6. It is easy to see that x s ≤ x ≤x. Therefore, by Proposition 2, we obtain x ∈ X s (A, b, d) , which finishes the proof.
Corollary 2: If X s (A, b, d) = ∅, then the maximum solutionx is exactly the maximum strong solution of system (5) .
Then, x s is also a solution of (5). However,x is the maximum one, so we have x s ≤x. It follows from Corollary 1 thatx is the maximum strong solution of (5).
Definition 5: (Strong Solution Matrix) Let C = (c ij ) m×n be the discrimination matrix and E = (e ij ) m×n , where e ij ∈ {0, c ij } for any i ∈ I , j ∈ J . E is called a strong solution matrix with respect to C if i) each row of E has at least one nonzero element; ii) each column of E has at least one nonzero element. Let E = (e ij ) m×n be a strong solution matrix with respect to the discrimination matrix C. We define
Theorem 8: Let X s (A, b, d) = ∅ and E be a strong solution matrix with respect to the discrimination matrix C. Then, x E is a strong solution of system (5) . We call x E a strong solution with respect to E.
Proof: First, we verify that x E is a solution of system (5) .
Since c ij ∈ [0, 1] and e ij ∈ {0, c ij }, it follows that e ij ∈ [0, 1]. Hence,
Set J 0 i = {j i |e ij i = 0} for any i ∈ I . By the definition of the strong solution matrix, we obtain J 0 i = ∅. For any i ∈ I , if j ∈ J 0 i , then by (13), we obtain
otherwise, e ij = 0 ≤x j . Therefore, for any i ∈ I and j ∈ J , if i ∈ I j ,
Meanwhile, for any i ∈ I and j i ∈ J 0 i ,
Therefore, by (18) and (20), we obtain that x E is a solution of system (5) . Second, we further prove that x E is a strong solution. According to Definition 5, for any j ∈ J , there exists an i j ∈ I such that
Thus,
Hence, x E is a strong solution of system (5) by Theorem 5. Theorem 9: Let C be the discrimination matrix of system (5) . Then, for any x * ∈ X s (A, b, d) , there exists a strong solution matrix E * with respect to C such that x E * ≤ x * , where x E * is the strong solution with respect to E * .
Proof:
Since x * is a strong solution, by Theorem 2, we obtain (i) for any i ∈ I , there exists a j i ∈ J such that a ij i x *
(ii) for any j ∈ J , there exists an i j ∈ I such that a i j j x * j ≥ b i j or a i j jxj ≥ b i j , which implies
(22) and (23) indicate that E * is a strong matrix with respect to C. Furthermore, by (ii) above, we obtaiñ
Hence,
Here, we have used the fact that b i a ij ≤ x * j holds for any i ∈ I j (x * ). Consequently, we obtain x E * ≤ x * . This completes the proof. VOLUME 7, 2019 For an arbitrary strong solution matrix E, x E is called the pseudo-minimal strong solution with respect to E. Moreover, we denote the set of all pseudo minimal strong solutions of system (5) byX s (A, b, d ).
Remark 2: It is clear that there are a finite number of strong solution matrices. Hence,X s (A, b, d) should be a finite set. In addition, according to Theorem 9, a pseudominimal strong solution is also a minimal strong solution. Thus, it holds thatX s (A, b, d 
Theorem 10 (Structure Theorem): If X s (A, b, d) = ∅, then the strong solution set of system (5) can be described by
wherex is defined by (9) . Proof: The proof of this theorem lies in Theorems 8 and 9, Corollary 1 and Remark 2.
Theorem 10 indicates that the structure of the strong solution set is determined by the unique maximum solutionx and the finite minimal strong solution setX s (A, b, d) .
IV. OPTIMAL STRONG SOLUTION OF PROGRAMMING (7)
The aim of the section is to obtain an optimal strong solution of programming (7) . For this purpose, we first define the row minimum discrimination matrix and the column minimum discrimination matrix of system (5) . With the help of these two minimum discrimination matrices, we define the concept of minimum strong solution matrix with respect to the discrimination matrix C. By a given minimum strong solution matrix, we are able to obtain an optimal strong solution of programming (7) .
Definition 6: A strong solution x * ∈ X s (A, b, d) is said to be an optimal strong solution of problem (7) , when z(x * ) ≤ z(x s ) for any x s ∈ X s (A, b, d ). Let C = (c ij ) m×n be the discrimination matrix of system (5) . In the rest of the section, we always assume that each row and each column of C have at least one nonzero element.
Based on C, we define two index sets aš
Definition 7 (Row Minimum Discrimination Matrix): A matrixČ (r)
= (č (r) ij ) m×n is said to be the row minimum discrimination matrix of system (5) , if for any i ∈ I ,
Definition 8 (Column Minimum Discrimination Matrix): A matrixČ (c)
= (č (c) ij ) m×n is said to be the column minimum discrimination matrix of system (5) , if for any j ∈ J ,
Based onČ (r) andČ (c) , we define a sparse matrixĚ (r)
ij }, such that each row ofĚ (r) has a unique nonzero element, and define another sparse
ij }, such that each column ofĚ (c) has a unique nonzero element.
Definition 9 (Minimum Strong Solution Matrix): Leť
ij is called a minimum strong solution matrix with respect to C. Remark 3: A minimum strong solution matrix is certainly a strong solution matrix. Hence, by Theorem 8, we obtain that xĚ defined by (17) is a strong solution of system (5) .
To obtain a minimum strong solution matrixĚ by practical computation, let
Then, we calculate the corresponding matricesĚ ( 
Furthermore, calculateĚ = (ě ij ) m×n by
According to Definition 9,Ě is a minimum strong solution matrix with respect to C. Theorem 11: LetĚ = (ě ij ) m×n andĚ * = (ě * ij ) m×n be two arbitrary minimum strong solution matrices with respect to C. Then, z(xĚ ) = z(xĚ * ). Proof: By the definition ofĚ (r) , we obtain that for any i ∈ I , there exists a unique j i ∈ J such that e 
Similarly, we can obtain i∈Iě (c)
Therefore, by (34) and (35), we obtain
Similarly, we can verify that z(xĚ
Consequently, we obtain z(xĚ ) = z(xĚ * ). Theorem 12: Suppose that X s (A, b, d) = ∅. Let C be the discrimination matrix of system (5) andĚ = (ě ij ) m×n be a minimum strong solution matrix with respect to C. Then, xĚ = (xĚ 1 , xĚ 2 , · · · , xĚ n ) is an optimal strong solution of programming (7) , (A, b, d) . By Theorem 9, there exists a strong solution matrix E * = (e * ij ) m×n with respect to C such that x E * ≤ x * . Hence,
By (29), (34) and the definition ofĚ (r) , we have
Similarly, By (30), (35) and the definition ofĚ (c) , we obtain
By (36) , we obtain
By (37), (38) and (39), we have
which implies that xĚ is an optimal strong solution of programming (7) .
V. RESOLUTION ALGORITHM FOR PROGRAMMING (7)
In this section, based on the minimum strong solution matrix discussed above, we develop a step-by-step algorithm for searching an optimal strong solution of programming (7) . The feasibility of our proposed algorithm is checked by a numerical example. Moreover, the efficiency of the algorithm will be further illustrated by some experimental data in the next section.
A. ALGORITHM FOR OBTAINING AN OPTIMAL STRONG SOLUTION OF (7) Step 1: Calculatex by (9) . Then, check the existence of a strong solution of system (5) by Theorem 2. Ifx is a strong solution of system (5), go to Step 2; otherwise, stop.
Step 2: Calculate the discrimination matrix C = (c ij ) m×n by (13) .
Step 3: Calculate the row minimum valuesč 1 ,č 2 , · · · ,č n by (27) and calculate the column minimum valueš d 1 ,ď 2 , · · · ,ď n by (28) .
Step 4: Based onč i andď j calculated in Step 3, calculate the index setsJ 1 ,J 2 , · · · ,J m by (25) and the index setš I 1 ,Ǐ 2 , · · · ,Ǐ n by (26) .
Step 5:
ij ) m×n , respectively, by (31) and (32) .
Step 6: CalculateĚ = (ě ij ) m×n by (33).
Step 7: Obtain an optimal strong solution xĚ = (xĚ 1 , xĚ 2 , · · · , xĚ n ), where xĚ j = i∈Iě ij , j = 1, 2, · · · , n.
• Computational complexity Let m and n be, respectively, the numbers of the inequalities and the variables in system (5) . In Step 1, calculatingx by (9) costs 6mn operations and further checking the consistency of system (5) costs 6mn+4m+2n operations. Steps 2 and 3 cost 3mn and 4mn operations respectively. It costs no more than 10mn operations to carry out Steps 4 and 5. Finally, both Steps 6 and 7 cost mn operations. Consequently, it costs no more than
operations to carry out all of the steps. Hence, the computational complexity of the above algorithm is O(mn).
VI. EXPERIMENTAL RESULT
In this section, we illustrate our proposed algorithm by some numerical experimental examples.
Example 1: Consider the following optimization model: (40), as shown at the bottom of this page.
Step 1: By (9), we obtain x = (0.722, 0.750, 0.750, 0.929, 0.722, 0.867, 0.750, 0.765, 1.000).
By Theorem 2, we can check thatx is a strong solution of system (45). Go to Step 2.
Step 2: By (13), we calculate the discrimination matrix C = (c ij ) 7×9 as (41), as shown at the bottom of this page.
Step 3: Calculate the row minimum value by (27); we obtain c 1 = 0.438,č 2 = 0.588,č 3 = 0.412, c 4 = 0.471,č 5 = 0.625,č 6 = 0.444,č 7 = 0.625.
Calculate the column minimum value by (28); we obtaiň d 1 = 0.444,ď 2 = 0.412,ď 3 = 0.467, d 4 = 0.500,ď 5 = 0.444,ď 6 = 0.467, d 7 = 0.438,ď 8 = 0.471,ď 9 = 0.583.
Step 4: Calculate the following index sets by (25) : Step 5: Let j i = min{j|j ∈J i } for any i ∈ I . We obtain j 1 = 2, j 2 = 2, j 3 = 2, j 4 = 8, j 5 = 2, j 6 = 1, j 7 = 1.
Let i j = min{i|i ∈Ǐ j } for any j ∈ J . We obtain
By (31) , we obtain the matrixĚ (r) = (ě r ij ) 7×9 as follows: By (32) , we obtain the matrixĚ (c) = (ě c ij ) 7×9 as (42), as shown at the bottom of previous page.
Step 6: CalculatingĚ = (ě ij ) 7×9 by (33) , we obtain (43), as shown at the bottom of previous page.
Step 7: According to Theorem 12, we obtain an optimal strong solution The corresponding optimal objective value is z * = 0.625. In addition, we try to demonstrate the algorithm proposed in the last section on some experiments. To check the efficiency of our proposed algorithm, we implement it in software on the MATLAB platform. The detailed programming codes of our proposed algorithm are as shown in Table 1 . We will apply such programming codes to deal with the experimental studies in the following Example 2.
Example 2: In a wireless communication station system, there are 15 base stations and 15 signal testing points (see FIGURE 1.) . The electromagnetic intensity with which the jth base station emits the radio wave is denoted by x j (unit: µW/cm 2 ), j = 1, 2, · · · , 15. When the radio wave reaches the signal testing point, electromagnetic intensity will attenuate. After measuring, the attenuation coefficients are as shown in the matrix A = (a ij ) 15×15 . Here, a ij represents the attenuation coefficient between the jth base station B j and the ith signal testing point T i . To ensure the quality of communication, the receiving electromagnetic intensity of the ith signal testing point is limited to the range of [b i , d i ], i = 1, 2, · · · , 15. The measure of b i and d i is also µW/cm 2 . The entries of A, b, d are as shown in Tables 2 and 3 .
If we normalize the vector b, d and x (let b i = b i 100 , d i = d i 100 and x j = x j 100 ), then the conditions that these {x j |j = 1, 2, · · · , 15} have to satisfy could be characterized by a system of two-sided fuzzy relation inequalities with max-product composition. Applying the programming codes presented above to deal with the experimental data in this example, we find the optimal strong solution x Ě of the As a consequence, considering {x j |j = 1, 2, · · · , 15}, the corresponding optimal strong solution before normalization is (also see Table 3 ) xĚ = (42. 31, 40, 39.18, 52.69, 43.68, 48, 36.36, 43.18, 33.33, 39.13, 43.18, 36.26, 48.39, 35.11, 32.65 ).
Here, we provide some further explanation for our obtained results. It is indicated in Table 3 that the range of the receiving electromagnetic intensity at the testing point T 1 is from 32 µW/cm 2 to 83 µW/cm 2 . Moreover, the limitations of the electromagnetic intensities received at other testing points are as shown in Table 3 .
To satisfy the limitations of the received electromagnetic intensities described in Table 3 , the optimal designs of the electromagnetic intensities at the 15 base stations, i.e., B 1 , B 2 , · · · , B 15 , are 42. 31, 40, 39.18, 52.69, 43.68, 48, 36.36, 43.18, 33.33, 39.13, 43.18, 36.26, 48.39, 35.11, and 32 .65, respectively. The unit is µW/cm 2 .
In addition, to check the efficiency of the above programming codes, we apply them to some fuzzy relation inequality constrained minimax problems with different sizes. The corresponding experimental results are shown in Table 4 .
VII. DISCUSSION ON THE SET OF ALL OPTIMAL STRONG SOLUTIONS
In the last section, we have proposed a detailed algorithm for searching an optimal strong solution of programming (7) . However, in most cases, the optimal strong solution of programming (7) might not be unique. For example, denotê
where xĚ is an optimal strong solution of (7) obtained by our proposed algorithm, z * = xĚ 1 ∨xĚ 2 ∨· · ·∨xĚ n is its corresponding objective value, andx represents the maximum (strong) solution of system (5) . Then,x * is also an optimal strong solution of programming (7) following Theorem 13 presented below.
Theorem 13: Suppose xĚ is an optimal strong solution of programming (7) with the corresponding objective value z * , andx is the maximum solution of system (5) . Then, the vector x * defined by (46) is also an optimal strong solution of (7) .
Proof (Feasibility): Following Corollary 2,x is also the maximum strong solution of system (5) . Since xĚ is an optimal strong solution of programming (7) , it is also a strong solution of system (5) . Therefore, we have xĚ ≤x, i.e.,
Moreover, it follows from z * = xĚ 1 ∨ xĚ 2 ∨ · · · ∨ xĚ n VOLUME 7, 2019 that
Inequalities (47) and (48) contribute to xĚ j ≤x j ∧ z * =x * j , ∀j ∈ J . Hence, xĚ ≤x * . On the other hand, sincex * j =x j ∧z * , ∀j ∈ J , it holds thatx * ≤x. Combining these two aspects, we have xĚ ≤x * ≤x. Notice that both xĚ andx are strong solutions. It follows from Proposition 2 thatx * is also a strong solution of system (5) .
(Optimality): Let x s be an arbitrary feasible solution of programming (7) , i.e., a strong solution of system (5) . Since xĚ is the optimal strong solution, we have
In Section III, we denote the minimal strong solution set of system (5) byX (A, b, d) . Moreover, following Theorem 10, X (A, b, d) is a nonempty set when system (5) is consistent. Based onX s (A, b, d) , we further defině
Then, the complete optimal strong solution set of programming (7) can be represented by the following Theorem 14.
Theorem 15: Suppose the optimal strong solution of programming (7) exists, and z * is the corresponding optimal objective value. Then, the optimal strong solution set of programming (7) , denoted by X * , can be written as
wherex * is the maximum optimal strong solution anď X * s (A, b, d) is as defined by (53). Proof: (i)
Then,
To verify that
[x * ,x * ] ⊆ X * , we just need to prove that y ∈ X * , i.e., y is an optimal strong solution of (7) . (Feasibility): By (53), it is clear thatx * ∈X s (A, b, d ) ⊆ X s (A, b, d) is a strong solution of system (5) . Hence, botȟ x * andx * are strong solutions. It follows from (55) and Proposition 2 that y is also a strong solution. Thus, y is a feasible solution of programming (7) .
(Optimality): Inequality (55) indicates z(y) ≤ z(x * ) = z * . On the other hand, since z * is the optimal objective value of programming (13) and y is one of its feasible solutions, it holds that z(y) ≥ z * . Combining these two aspects, we have z(y) = z * .
(ii) X * ⊆
Take arbitrary optimal strong solution y * ∈ X * . Then, y * ∈ X s (A, b, d) is a strong solution of system (5) . According to Theorem 10, there existsx s ∈X s (A, b, d) such thať
Since the optimal objective value of programming (7) is z * and y * ∈ X * , we obtain
This indicates
Hence, it holds that y * j ≤x j ∧ z * =x * j , ∀j ∈ J , i.e., y * ≤x * . Combining (56), we further obtaiň
In addition,x s ∈X s (A, b, d) andx s ≤x * indicatesx s ∈ X * s (A, b, d) by (53). Therefore, we obtain
The proof is complete. Theorem 15 shows that the complete optimal strong solution set of programming (7) is fully determined by a unique maximum optimal strong solution and a finite number of minimal optimal strong solutions.
VIII. COMPARISON TO THE EXISTING WORKS
In this section, we compare our work to some recently published relevant works [28] - [30] .
(i) The application background of this paper is different from that of the existing works [28] - [30] . In this paper, we investigated two-sided max-product fuzzy relation inequalities with an application in a wireless communication base station system. However, the max-min fuzzy relation equations studied in [28] were introduced to describe the three-tier multimedia streaming architecture, including some multimedia regional servers and client workstations. The min-product fuzzy relation inequalities were applied to the supply chain system. In addition, Xiao et al. investigated the approximate solution of max-min fuzzy relation equations with an application in the instructional information resources allocation.
(ii) In this paper, the concept of the optimal strong solution is defined for the two-sided inequality system with max-product composition. However, in [28] , the optimal strong solution was introduced to the max-min equation system. In [29] and [30] , both the constraint system and the objective function were different from those in [28] and our work.
(iii) The composition operator considered in our work is different from that in the existing works [28] - [30] . The composition of the constraint system in this paper is max-product. However, the compositions discussed in [28] - [30] were max-min, min-product and max-min, respectively.
(iv) Due to the differences in the objective function and constraint system between this paper and the existing works [28] - [30] , the concepts and conclusions in this paper are also different from those in [28] - [30] . For example, the concept of the discrimination matrix in this paper is as Definition 4. However, the discrimination matrix in [28] is defined as Definition 5 in [28] (Discrimination Matrix): A matrix D = (d ij ) m×n is called the discrimination matrix of the maxmin system (1) (in [28] ) if d ij = b i a ij ∧x j ≥ b i , 0, a ij < b i , ∀i ∈ I , j ∈ J , wherex = (x j ) 1×n is the maximum solution of system (1) (in [28] ). Correspondingly, proofs of a series of conclusions in this paper are also different from those in [28] .
In addition, [29] and [30] investigated the lexicographic maximum solution and the approximate solution of a fuzzy relation system. The research topics are much different from the optimal strong solution investigated in [28] and in this paper.
(v) In [28] , the authors only provided a method to find one of the optimal strong solution(s) of the max-min fuzzy relation equations. However, since the optimal strong solution is usually not unique, we further discuss the set of all optimal strong solutions of the two-sided max-product fuzzy relation inequalities in this paper.
IX. CONCLUSION
To avoid unoccupied base stations, we introduce the concept of the strong solution to max-product fuzzy relation inequalities in this paper. Such a strong solution is able to make all base stations take part in the wireless communication activities. Existence of a strong solution of system (5) is discussed. When system (5) has a strong solution, programming (7) also has an optimal strong solution. The resolution algorithm is proposed step by step to find such an optimal strong solution. The experimental results show the feasibility and efficiency of our proposed algorithm. In addition, we further discuss the structure of the optimal strong solution set when the optimal strong solution of programming (7) is not unique.
