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ABSTRAK 
 
SISTEM REKOMENDASI KELAYAKAN KREDIT MENGGUNAKAN 
METODE RANDOM FOREST PADA BANK BRI KANTOR CABANG 
PELAIHARI 
Oleh: 
Muhammad Irhamna Putra 
Penelitian ini melakukan pembahasan tentang penggunaan salah satu algoritma 
machine learning untuk klasifikasi yang bernama random forest untuk melakukan 
prediksi terhadap potensi kelayakan kredit seorang calon nasabah untuk dijadikan 
acuan dasar oleh bank sebelum diproses lebih lanjut. Permasalahan yang ada pada 
bank adalah tidak adanya sistem rekomendasi untuk sistem pendukung keputusan 
yang dapat melakukan perhitungan secara otomatis untuk mengurangi resiko kredit 
dalam bank, dalam hal ini mencegah adanya potensi kredit macet. Untuk itu 
dibangunlah sebuah sistem rekomendasi atau sistem pendukung keputusan untuk 
melakukan prediksi potensi kelayakan suatu nasabah sebagai acuan dasar oleh 
pihak bank agar nantinya dilakukan proses analisa kredit tindak lanjut berdasarkan 
analisis 5C tentang perbankan yang berbasis webservice. Berdasarkan hasil 
penelitian ini, model perhitungan prediksi yang telah dilakukan testing dengan 
beberapa skenario data training menggunakan record data tagihan kredit nasabah, 
memiliki rata – rata ditemui rata – rata hasil accuracy sebesar 96,57%%, precision 
sebesar 96,46% dan recall sebesar 100%. 
Kata Kunci : Data Mining, Random Forest , Sistem Pendukung Keputusan, 
Resiko Kredit 
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ABSTRACT 
 
CREDITWORTHINESS RECOMMENDATION SYSTEM USING 
RANDOM FOREST METHOD AT BRI BRANCH OFFICE BANK OF 
PELAIHARI 
By: 
Muhammad Irhamna Putra 
This research contains the discussion the use of machine learning algorithm for 
classification known as random forest for doing a prediction toward a credit risk 
from a person that propose a bank loan. The problem is the bank didn’t have a 
recommendation system for automatically calculating the credit risk of a person to 
prevent an error or potential of a bad loan from bank loan proposal.  Therefore, a 
recommendation system or decision support system bases on webservice was built 
in predicting credit risk potential, as basic reference for the bank to continue in 
evaluating credit risk from bank loan proposal with the 5C of credit analysis. Based 
on the result of this research, the prediction model being tested with several scenario 
amount of training data and having an average result of accuracy in the amount of 
96,57%%, precision in the amount of 96,46%, and recall in the amount of 100%. 
Keyword : Data Mining, Random Forest , Decision Support System, Credit 
risk 
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BAB I  
PENDAHULUAN 
  
 Latar Belakang 
Bank merupakan salah satu dari banyak lembaga di Indonesia untuk 
memberikan pelayanan terhadap jasa intermediasi keuangan. Bank yang kemudian 
diatur menuruti UUi Noi 10i Tahuni 1998i tanggali 10i Novemberi 1998i tentangi 
perbankan,ijasai atauiusahaiperbankan memiliki tiga kegiatan utama, yaitui 
menghimpuni dana,i menyalurkani danai sertai memberikani jasai banki lainnya. 
Dalam kegiatan menyalurkan dana lebih tepatnya dalam pemberian kredit, ada 
sebuah istilah resiko kredit yang wajib dikelola oleh bank manapun. Resiko kredit 
ini adalah kegagalan atau ketidakmampuan dari debitur untuk memenuhi 
kewajibannya dalam hal melakukan pembayaran sesuai atas ketentuan yang telah 
disepakati sebelumnya. Dalam hal ini, tentu saja pihak bank wajib memerlukan 
ketelitian dengan tingkat tinggi dalam memilih calon debitur dalam rangka 
mengurangi resiko kredit. Dalam resiko kredit, terdapat sebuah istilah kredit macet 
yang mana merupakan masalah utama dalam resiko kredit yang menjadi satu 
masalah yang kompleks. Kurang tepatnya melakukan penilaian awal pada calon 
debitur merupakan penyebab dari masalah ini. 
Bank Rakyat Indonesia atau kerap dikenal sebagai Bank BRI tercatat sebagai 
bank yang paling besar meraup untung pada tahun 2017, dan memiliki titik fokus 
utama terhadap menyalurkan kredit ke usaha mikro bagian kecil dan menengah 
(UMKM) berhasil mencetak laba sebesar Rp. 13,4 triliun atau naik sekitar 10,4% 
dibanding periode tahun sebelumnya. Adapun pertumbuhan laba ini utamanya 
terdorong oleh tingginya penyaluran kredit. Total penyaluran kredit BRI sepanjang 
tahun 2017 tercatat sebesar Rp 687,9 triliun atau naik 11,8%. Berhubungan pada 
rasio kredit bermasalah dapat pula disebut sebagai resiko kredit atau Non 
Performing Loan (NPL), pada tahun 2017 dengan pertumbuhan kredit yang 
signifikan tersebut, BRI berhasil menjaga rasio NPL gross nya sebesar 2,16% atau 
turun dibandingkan dengan NPL gross pada tahun 2016 sebesar 2,22%. Namun 
peningkatan tersebut merupakan statistik penurunan NPL secara garis besar, 
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2 
faktanya dalam lapangan ada beberapa cabang yang masih memiliki peningkatan 
NPL misalnya Bank BRI Kantor Cabang Pelaihari. Dalam wawancara secara 
pribadi, disebutkan bahwa NPL pada kantor cabang tersebut mengalami 
peningkatan yang nilainya tidak boleh disebutkan. Hal ini dikarenakan 
pertumbuhan ekonomi di masyarakat yang mempengaruhi terhadap nilai NPL ini. 
Maka dari itu, untuk menekan peningkatan nilai NPL ini diharuskan untuk 
mengelola kelayakan kredit secara lebih mendetail lagi untuk calon nasabah atau 
debitur baru. 
Kelayakan kredit merupakan kriteria penentu terhadap layak atau tidaknya 
calon debitur dalam hal diberikan kredit agar tidak menimbulkan kemacetan kredit 
yang berimbas pada rasio kredit bermasalah atau Non Performing Loan (NPL). 
Kelayakan kredit tersebut dapat diukur dengan skor kredit yang merupakan angka 
yang diberikan kepada suatu individu yang menjelaskan seberapa besar 
kemungkinan individu tersebut dalam memenuhi kewajiban finansialnya. Hal ini 
dapat di lihat sebagai probabilitas standar untuk mengukur calon debitur. Pemberi 
pinjaman, terutama institusi bank atau Lembaga lainnya memperhitungkan 
kemungkinan standar ini untuk menetapkan calon debitur apakah pinjaman ini 
nantinya akan masuk ke dalam kategori pinjaman baik (Good Loan atau pinjaman 
yang memiliki kemungkinan untuk membayar kembali pinjaman) atau pinjaman 
buruk (Bad Loan atau pinjaman yang tidak memiliki kemungkinan untuk 
membayar kembali pinjaman) berdasarkan probabilitas standar tersebut, sehingga 
individu tersebut dapat diklasifikasikan ke kategori yang telah ada. Atas dasar hal 
ini, dibutuhkanlah sebuah sistem pendukung keputusan sebagai salah satu solusi 
dari banyak alternative untuk meninjau calon debitur yang memiliki potensi dan 
layak diberikan kredit. 
Sistemi Pendukung Keputusan dalam hal ini sistem yang digunakan untuk 
kebutuhan rekomendasi terhadap suatu keputusan, merupakan sistemi yang 
memiliki basis padai komputer,i yang mana memilikii maksud dani tujuani untuki 
membantui dalam pengambilan keputusan dengan cara memanipulasi dan 
memanfaatkani datai dengan bentuk modeli tertentui untuki memecahkani 
berbagaii persoalani yangi tidaki terstruktur.i Secara umum sistem pendukung 
keputusan cenderung berperan penting untuk memberikan bantuan yang efektif 
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terhadap pengambilan keputusan. Sistem pendukung keputusan dengan 
menggunakan dan memanipulasi data sedemikian rupa, lalu menampilkannya 
dengan memberikan user interface yang easy learning, sehingga dapat 
menggabungkan pemikiran pengambil keputusan dari proses tersebut. 
Metode Random Forest merupakan metode yang cukup efektif yang mampu 
memberikan rekomendasi terbaik dibandingkan dengan metode – metode machine 
learning lainnya (Zhang et al. 2017). Random Forest merupakan salah satu metode 
atau teknik untuk kebutuhan klasifikasi data mining yang mana termasuk dalam 
metode ensemble. Dikatakan metode ensemble dikarenakan metode random forest 
ini merupakan metode yang tercipta atas beberapa gabungan dari pohon keputusan 
pohon keputusan, sehingga menghasilkan sebuah keputusan dari gabungan pohon 
tersebut (Ho 1995). Metode random forest ini merupakan metode yang memiliki 
asal darii pengembangani metodei Classificationi andi Regressioni Treei (CART), 
yakni dengani menerapkani metodei bootstrapi aggregatingi (Bagging)i dani 
randomi featurei selectioni (Breiman,i 2001). Metode random forest pada saat ini 
telah banyak di implementasikan untuk memberikan solusi terhadap berbagai 
permasalahan dalam situasi penelitian yang berkecimpung pada kesehatan, bisnis, 
Pendidikan dan lainnya. 
Sehubungan dengan pesatnya perkembangan teknologi di era ini, diperlukan 
sebuah sistem pendukung keputusan dengan cara menganalisa data rekapan calon 
debitur yang telah atau tidak diberikan pinjaman yang ada pada tahun sebelumnya. 
Pada tahap selanjutnya sistem akan menghitung kelayakan calon debitur baru 
berdasarkan data rekapan tersebut. Dengan harapan sistem ini kedepannya akan 
membantu pihak bank dalam mengurangi resiko kredit. 
 Perumusan Masalah 
Menurut latar belakang diatas, lalu kemudian didapatkan hasil berupa 
rumusan – rumusan masalah yang dipaparkan dalam beberapa poin sebagai berikut. 
1. Bagaimana cara mengembangkan sistem rekomendasi kelayakan kredit 
menggunakan metode random forest pada studi kasus bank BRI kantor cabang 
Pelaihari? 
2. Bagaimana mengevaluasi sistem rekomendasi kelayakan kredit menggunakan 
metode random forest pada studi kasus bank BRI kantor cabang Pelaihari? 
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 Batasan Masalah 
Demi menjaga agar cakupan daripada penelitian ini tidak melebar dari inti 
cakupan utama permasalahan, sehingga dibuat batasan – batasan masalah sebagai 
berikut: 
1. Data penelitian yang akan digunakan didapatkan dari Kantor BRI Cabang 
Pelaihari, Kalimantan Selatan. 
2. Data yang digunakan merupakan data tagihan pembayaran kredit / pinjaman dari 
nasabah yang tercatat pada tahun 2019. 
3. Hasil akhir daripada sistem pendukung keputusan ini akan dibangun dengan 
basis webservice. 
4. Hasil prediksi diharapkan menjadi acuan dasar pihak bank untuk menindak 
lanjuti pengajuan pinjaman. 
 Tujuan Penelitian 
Adapun penelitian bertujuan untuk mencapai beberapa hal yang dijelaskan 
sebagai berikut: 
1. Mengembangkan sistem rekomendasi kelayakan kredit dengan menggunakan 
metode random forest pada studi kasus bank BRI kantor cabang Pelaihari. 
2. Mengevaluasi sistem rekomendasi kelayakan kredit dengan menggunakan 
metode random forest pada studi kasus bank BRI kantor cabang Pelaihari. 
 Manfaat Penelitian 
Diharapkannya agar hasil daripada penelitian ini dapat memberikan manfaat 
demi memenuhi kebutuhan segala pihak dan lingkungan yang memiliki keterkaitan 
dalam penelitian ini, diantaranya: 
1. Secara Akademis 
a. Mengimplementasikan ilmu pengetahuan yang telah diperoleh selama masa 
perkuliahan. 
b. Menggunakan algoritma random forest untuk melakukan prediksi terhadap 
kelayakan kredit seseorang sebagai upaya acuan dasar oleh bank untuk 
menindak lanjuti pengajuan pinjaman. 
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5 
2. Secara Aplikatif 
a. Membantu pihak bank dalam melakukan proses prediksi terhadap pengajuan 
pinjaman oleh calon nasabah baru. Sehingga setelah dilakukan prediksi, bank 
dapat menentukan proses tindak lanjut terhadap pengajuan pinjaman tersebut. 
b. Membantu pihak bank dalam proses penyimpanan dan pengolahan data 
terhadap nasabah yang mengajukan pinjaman, sehingga nantinya akan 
memberikan suatu informasi yang dibutuhkan. 
 Sistematika Penulisan Skripsi 
Adapun penulisan skripsi Program Studi Sistem Informasi Fakultas Sains dan 
Teknologi memiliki aturan dan sistematika yang dibagi atas beberapa bagian, yakni 
sebagai berikut: 
a. BAB I PENDAHULUAN 
Pendahuluanl  menjelaskanl  latarl  belakangl  permasalahanl  yangl  diangkatl  
dalaml  penelitian,l  perumusanl  masalah,il  tujuanil  penelitian,il  danil  
manfaatil  yangil  diperolehil  dariil  penelitianil  yangil  dilakukan. 
b. BAB II TINJAUAN PUSTAKA 
Babl  inil  berisil  tentangl  penjelasanl  penelitianl  sebelumnyal  yangl  
relevanl  denganl  penelitianl  ini,l  danl  penjelasanl  singkatl  tentangl  teoril  
–l  teoril  yangl  terkaitl  denganl  penelitianl  inil  sepertil  konsepl  sisteml  
informasi,l  metodel  yangl  terkaitil  denganil  penelitianil  iniil  sepertiil  
konsepil  sistemil  informasi,l  metodel  pengembanganl  sisteml  informasi,l  
Bahasa pemrograman, metode random forest dan sebagainya. 
c. BAB III METODOLOGI PENELITIAN 
Bab ini berisikan tentang penjelasan atas alur sistematika daripada cara 
penelitian yang terdiri dari beberapa tahap, antara lain melakukan identifikasi 
terhadap kebutuhan, melakukan perancanaan untuk tahap perencanaan dan 
tahap pengembangan model prototipe dan tahap implementasi. 
d. BAB IV HASIL DAN PEMBAHSAN 
Bab ini berisikan paparan hasil dan pembahasan tentang bagaimana alur 
sebuah data apabila diolah dengan berdasarkan algoritma Random Forest dan 
bagaimana suatu sistem dikembangkan berdasarkan algoritma tersebut. 
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6 
 
e. BAB V PENUTUP 
Bab ini berisi daripada kesimpulan dari hasil analisa masalah serta beberapa 
saran dari penulis, sehingga apai yangi menjadii tujuani darii penelitiani inii 
dapati terwujud.  
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BAB II 
TINJAUAN PUSTAKA 
 
2.1. Tinjauan Penelitian Terdahulu 
Untuk mendapatkan pemahaman akan hal – hal yang mengenai keterkaitan 
dari beberapa penelitian – penelitian yang terdahulu dengan penelitian yang akan 
dilakukan nangtinya, dapat dilihat lebih lanjut dalam Tabel 2.1: 
Tabel 2.1. Daftar Penelitian Terdahulu 
No Topik Metode Hasil 
1. KLASIFIKASI PEMBIAYAAN 
WARUNG MIKRO 
MENGGUNAKAN METODE 
RANDOM FOREST DENGAN 
TEKNIK SAMPLING KELAS 
IMBALANCED (Studi Kasus: Data 
Nasabah Pembiayaan Warung 
Mikro Bank Syariah Mandiri KC 
Jambi) (Widiastuti 2018)  
Random 
Forest 
Metode Random Forest 
digunakan pada Imbalanced 
Data sehingga ketika di 
training akurasi mencapai 
82.54%, namun nilai 
sensitivity bernilai 0, 
sehingga akurasi dianggap 
bias. Hasil klasifikasi 
didapatkan dengan nilai 
estimasi error OOB sebesar 
25.44% 
2. SISTEM PENDUKUNG 
KEPUTUSAN KELAYAKAN 
PEMBERIAN KREDIT PADA 
BANK TABUNGAN NEGARA 
(BTN) MENGGUNAKAN 
ALGORITMA C4.5 
(Octabriyantiningtyas 2016) 
Decision 
Tree – C4.5 
Sistem dievaluasi dan 
dikategorikan baik, 
sehinggap dapat disimpulkan 
bahwa sistem bersifat user 
friendly.  
Berdasarkan hasil penelitian, 
tingkat akurasinya rule – rule 
dalam sisitem ini melebihi 
50%. Sehingga dapatl 
digunakanl sebagail dasarl 
pengembanganl sisteml 
pendukungl keputusanl 
untukl Analisal pemberianl 
kredit. 
3. SISTEMi PENDUKUNGi 
KEPUTUSANi PEMBERIANi 
KREDITi KOPERASI SERBA 
USAHA BERKAH TIRAM JAYA 
4MENGGUNAKAN METODE 
ANALYTIC HIERARCHY 
PROCESS (AHP) (Nurdiyanto and 
Minarto 2017) 
• Analytic 
Hierarchy 
Process 
(AHP) 
Sistem dapat membantu 
pihak koperasi untuk 
menentukan penerima kredit 
dengan mengambil nilai 
hasil akhir nasabah dengan 
prioritas tertinggi. 
4. SISTEMl PENDUKUNGl 
KEPUTUSANl KREDITl 
USAHAl RAKYATl PT.l BANKl 
RAKYATl INDONESIAl UNITl 
K-Nearest 
Neighbors 
(KNN) 
Sistemi dapati digunakani 
untuki menentukani baik,i 
buruk,i normali caloni 
penerimai krediti KUR.i 
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KALIANGKRIKl MAGELANGl 
(Nugroho,l Kusrinil andl Arief,l 
2015) 
Penerapan algoritma KNN 
diperoleh tingkat error rate 
sebesar 6,98% dan 93,023% 
akurat. 
5. Klasifikasi Nasabah Thera Bank 
Membeli Personal Loan 
Menggunakan Metode Klasifikasi 
Dalam Machine Learning (Putri 
2018) 
• Random 
Forest 
• Naives-
Bayes 
Classifier 
• K-Nearest 
Neighbors 
• Decision 
Tree 
• Random 
Forests 
 
Dengan membandingkan 
beberapa metode klasifikasi 
dalam machine learning, 
didapatkan bahwa metode 
terbaik adalah random forest 
dengan feature selection dan 
hyperparameter tuning.  
6. Kategorisasi Teks pada Hadits 
Sahih Al-Bukhari menggunakan 
Random Forest (Afianto et al. 
2017) 
Random 
Forests 
Kategorisasi dokumen hadits 
sahih Al-Bukhari dengan 
menggunakan metode 
Random Forests dengan 
mekanisme Preprocessing 
berupa Stemming, Case 
Folding dan Filtration 
menghasilkan nilai F1-Score 
sebesar 90%. 
7. PREDIKSI LAMA STUDI 
MAHASISWA DENGAN 
METODE RANDOM FOREST 
(Budi Adnyana 2016) 
Random 
Forests 
Hasil pengujian 
menunjukkan nilai accuracy 
sebesar 83.54%. 
8.  An up-to-date comparison of state-
of-the-art classification algorithms 
(Zhang et al. 2017) 
11 Algoritma Dengan membandingkan 11 
algoritma populer dalam 
machine learning, 
didapatkan 4 algoritma yang 
telah di urutkan berdasarkan 
peringkat tinggi akurasinya, 
yakni: 
1. GBDT 
2. Random Forests 
3. SVM 
4. C4.5 
Dari beberapa matrik penelitian diatas dapat dikatakan bahwa saat ini banyak 
penelitian terhadap analisis hingga klasifikasi terhadap kelayakan kredit, sistem 
pendukung keputusan serta penggunaan machine learning untuk keperluan 
klasifikasi hingga data mining dari berbagai macam akademisi. Penelitian – 
penelitian tersebut merupakan dasar dari pemikiran penulis untuk melakukan 
penelitian yang telah dilakukan ini. Serta menjadi referensi yang sangat berguna 
dalam menjalankan penelitian ini. Sebagai pembeda, pada penelitian ini dibangun 
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sebuah aplikasi berbasis webservice dengan menggunakan model prediksi dari 
algoritma random forest untuk melakukan klasifikasi terhadap pengajuan kredit 
yang nantinya akan menjadi acuan dasar oleh pihak bank untuk menindak lanjuti 
pengajuan kredit tersebut. 
Adapun penggunaan algoritma random forest termasuk sebagai salah satu 
algoritma yang populer yang penggunaannya digunakan dalam hal classification 
dan clustering. Berdasarkan penelitian sebelumnya, random forest memiliki tingkat 
akurasi yang tinggi. Sehingga, peneliti tertarik untuk menggunakan random forests 
dalam klasifikasi terhadap analisa kelayakan kredit pada bank. 
2.2. Dasar Teori 
Dasari teorii berisii teorii yangi relevani yangi mencakupi berbagaii perihali 
tentangi variabeli yangi akani diteliti.i  
2.2.1. Sistem Pendukung Keputusan (SPK) 
Kebutuhan rekomendasi terhadap sebuah keputusan dapat dilakukan dengan 
bantuan sistem pendukung keputusan. Sistem pendukung keputusan yang 
dimaksudkan adalah untuk melakukan sebuah komputasi terhadap sesuatu yang 
memiliki kebutuhan rekomendasi hingga pada akhirnya akan menghasilkan sebuah 
keputusan untuk memberikan sebuah rekomendasi. 
Sistem pendukung keputusan adalahl sebuahl sisteml yangl terbangunl 
dalaml tujuan untuk mendukung kebutuhan dalam hal pengambilan keputusan 
dalam suatu organisasi perusahaan yang dirancang guna pengembangan efektifitas 
dan produktifitas para eksekutif dalam hal ini bagian manajerial dengan bantuan 
teknologi komputer (Manurung 2010) 
Sistem keputusan merupakan sebuah sistem yang terbentuk dari dua buah 
model sistem, yakni keputusan bersifat tertutup dan keputusan bersifat terbuka. 
Sistem keputusan bersifat tertutup memiliki arti bahwa keputusan dipisah dari 
masukan yang tidak diketahui lingkungannya, sedangkan sistem keputusan bersifat 
terbuka memandang bahwa keputusan merupakan bagian dari suatu lingkungan 
yang kompleks dan juga merupakan dari bagian pihak – pihak yang tidak diketahui 
dalam hal ini, dilihat dari berbagai aspek yang ada dilingkungannya. Sebuah 
keputusan dapat dihasilkan karena dipengaruhi oleh lingkungan dan sebaliknya, 
begitu pula proses keputusan dapat mempengaruhi lingkungannya. 
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Dalam keputusan bersifat tertutup, komputer bertindak sebagai sebuah alat 
penghitung yang dapat menghitung sebuah hasil hingga memiliki hasil optimum 
ataupun maksimal. Dalam keputusan bersifat terbuka, komputer bertindak sebagai 
alat bantu untuk kebutuhan pengambilan keputusan dalam masalah perhitungan, 
penyimpanan, pencarian kembali, kebutuhan menganalisa data dan sebagainya. 
Perancanganl sisteml tersebutl memungkinkanl manusial yangl biasal mengambill 
keputusanl mengalokasikanl tugasl bagil dirinyal ataul padal komputer. 
Sistem pendukung keputusan bertujuan untuk menyediakan informasi, 
membimbing, memberikan prediksi serta mengarahkan informasi kepada pengguna 
agar dapat melakukan pengambilan keputusan dengan baik. Sistem pendukung 
keputusan memiliki lima karakteristik utama yaitu (Sparague and J. 1993): 
1. Sistem yang berbasis komputer 
2. Dipergunakan untuk membantu para pengambil keputusan 
3. Untuk memecahkan beberapa masalah rumit yang mustahil dilakukan dengan 
komputasi dan kalkulasi manual 
4. Melalui cara simulasi yang interaktif 
5. Dimana data dan model analisis sebagai komponen utama.  
Secara umum komponen utama dari sistem pendukung keputusan 
digambarkan sebagai berikut: 
 
Gambar 2.1: Tiga komponen utama dari Sistem Pendukung Keputusan 
(Sumber: Efraim; Liang, Ting-Peng; Aronson, 2004) 
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a. Data Management 
Pengelolaan database merupakan pengelolaan terhadap data guna kebutuhan 
untuk membangun sebuah sistem pendukung keputusan. Diperlukan data 
yang relevan dengan permasalahan agar mendapatkan solusi yang hendak 
dipecahkan melalui simulasi. Data management berfungsi untuk mengelola 
sumber – sumber data dari internal maupun external. 
b. Management Model 
Management merepresentasikan permasalahan kedalam format kuantitatif, 
dalam hal ini sebagai contoh merupakan model matematika. Yang menjadi 
dasar simulasi atau pengambilan keputusan. 
c. Dialog Management / User Interface 
Merupakan penggabungan antara dua komponen yaitu data management dan 
model management yang disatukan terlebih dulu kedalam knowledge 
manager. Setelah sebelumnya dipresentasikan sebagai bentuk model yang 
dimengerti komputer. User interface nantinya menampilkan output berupa 
hasil dari keputusan dari input user kedalam sistem pendukung keputusan. 
d. Knowledge Manager 
Knowledge manager berisi dari sistem yang telah dibangun berdasarkan 
management model dan data management. Setelah terbentuknya knowledge 
manager. Knowledge manager yang nantinya memberikan sebuah hasil 
keputusan atau informasi yang dibutuhkan kepada user yang sebelumnya 
dikirimkan melalui dialog management. 
e. User  
User pada bagian ini berisi user apa saja yang memiliki hak akses untuk user 
interface. 
2.2.2. Klasifikasi 
Klasifikasi merupakan suatu proses atau upaya untuk melakukan pemberian 
kategori terhadap suatu objek yang telah terdefinisikan sebelumnya berdasarkan 
model tertentu. Data mining merupakan sebuah upaya untuk menjelaskan hasil dari 
analisa atas sekelompok data tentang masa lalu, sehingga memungkinkan untuk 
membuat prediksi terhadap masa depan. Proses klasifikasi umumnya dimulai dari 
didapatkannya sejumlah data yang kemudian menjadi sebuah acuan untuk membuat 
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aturan klasifikasi data. Data yang didapatkan ini kemudian disebut dengan istilah 
training sets. Dari data training sets tersebut nantinya dapat menghasilkan sebuah 
model guna mengklasifikasikan data lainnya. Model tersebut lalu dipergunakan 
untuk menjadi acuan dalam upaya mengklasifikasikan data – data yang belum 
diketahui kelasnya atau belum terklasifikasi. Data tersebut biasa disebut dengan 
istilah datasets. (Nugroho et al. 2015). 
2.2.3. Algoritma Random Forest 
Random Forest diusulkan oleh Tin Kam Ho pada tahun 1995 dengan 
penelitiannya yang berjudul Random Decision Forest (Ho 1995), yang kemudian 
dikembangkan Leo Breimann dan kemudian di patenkan pada tahun 2001 (Breiman 
2001). Random Forest adalah salah satu daripada banyak macam metode ensemble 
yang memiliki tujuan untuk mencari dan meningkatkan hasil akurasi dari suatu 
klasifikasi data dari sebuah pemilah tunggal yang tidak stabil melalui kombinasi 
banyak pemilah dari suatu metode yang sama dengan proses majority voting untuk 
memperoleh prediksi pada klasifikasi akhir.  
 
Gambar 2.2: Contoh Random Forest 
(Sumber: van Wezel and Potharst, 2007) 
Random Forest adalah pengembangan lebih lanjut dari metode Classification 
and Regression Tree (CART) yang menerapkan metode Bootstrap Aggregating 
(Bagging) dan Random Feature Selection. Yaitu dengan melakukan modifikasi 
terhadap bagging yang membangun susunan pohon yang tidak berkorelasi lalu 
menghitung rata – ratanya. Dalam beberapa kasus, performa dari Random Forest 
mirip dengan Boosting namun lebih sederhana dan mudah untuk di train dan di 
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tune. Sehingga, Random Forests menjadi salah satu metode klasifikasi populer dan 
di implementasikan di berbagai bidang (Hastie, Tibshirani, and Friedman 2001). 
CART sendiri merupakan metode klasifikasi data dengan cara melakukan 
eksplorasi terhadap data tersebut yang didasari pada teknik pohon keputusan. Pohon 
klasifikasi dihasilkan ketika variabel respon berupa data kategorikal, sedangkan 
pohon regresi dihasilkan saat variabel respon berupa data numerikal. Untuk 
membangun pohon klasifikasi CART, meliputi tiga hal berikut yakni (Budi 
Adnyana 2016): 
1. Menentukan pemilah / pemisah node (Splitting node) 
2. Penentuan simpul terminal 
3. Penandaan label kelas. 
 
Gambar 2.3: Struktur Pohon pada Metode CART  
(Sumber: Budi Adnyana, 2016) 
Dalam Random Forest, akan ada banyak pohon yang dihasilkan sehingga 
terbentuklah sebuah hutan (forest) dari kumpulan banyak pohon yang dihasilkan 
tersebut, kemudian dilakukan analisis terhadap kumpulan pohon tersebut. Pada 
kelompok data yang terdiri atas n amatan dan p peubah penjelas, algoritma Random 
Forest bekerja dengan cara: 
1. Melakukan penarikan sample / data secara acak berukuran n dengan 
kemungkinan pengambilan data yang sama, tahap ini disebut tahapan bootstrap. 
2. Dengan menggunakan contoh bootstrap. Pohon dibangun hingga mencapai 
ukuran maksimum (tanpa pruning). Pada setiap node, pemilihan node dilakukan 
dengan memilik m variabel penjelas secara acak, dimana m << p, lalu pemilah 
terbaik dipilih berdasarkan m variabel penjelas tersebut dimana tahapan ini 
disebut dengan tahapan random feature selection. 
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3. Ulang kembali langkah 1 dan 2 sebanyak k kali, sehingga terbentuklah sebuah 
hutan atas dari k pohon. 
Untuk melakukan splitting, decision tree menggunakan perhitungan terhadap 
entropy dan gain. Sedangkan random forest menggunakan Gini index. Untuk 
perhitungan Gini index terhadap classification, dilakukan perhitungan sebagai 
berikut (Breiman and Cutler 2005): 
𝑮𝒊𝒏𝒊 = 𝑵𝑳 ∑ 𝒑𝒌𝑳(𝟏 − 𝒑𝒌𝑳) + 𝑵𝑹 ∑ 𝒑𝒌𝑹(𝟏 − 𝒑𝒌𝑹)
𝒌=𝟏…,𝒌 𝒌=𝟏…,𝒌 
 
Dimana: 𝒑𝒌𝑳 merupakan proporsi dari kelas k yang ada di node kiri dan 
                𝒑𝒌𝑹 merupakan proporsi dari kelas k yang ada di node kanan. 
(2.1) 
Adapun perhitungan gini  mempengaruhi dari setiap node teratas dan node 
pemisah. Apabila perhitungan gini sudah memiliki hasil akhir = 0, maka 
perhitungan akan berhenti. Namun apabila perhitungan gini masih memiliki hasil 
akhir berupa angka, maka perhitungan akan tetap berlanjut.  
Untuk mendapatkan hasil yang optimal, metode random forest harus 
menentukan m jumlah variabel penjelas (feature) yang diambil secara acak dan juga 
untuk menentukan berapa banyak k pohon yang akan dibentuk. Nilai k yang 
disarankan untuk digunakan pada metode bagging yang telah di uji cobakan adalah 
k = 50 dimana nilai k tersebut memberikan hasil yang memuaskan untuk klasifikasi 
(Breiman 2001). Sedangkan apabila nilai k yang diberikan adalah ≥100, nilai 
tersebut cenderung menghasilkan tingkat misklasifikasi yang rendah (Sutton 2004).  
Hasil respons dari suatu observasi diprediksi dengan cara menggabungkan 
(Aggregating) hasil prediksi k pohon. Dalam hal melakukan klasifikasi, hasil akhir 
dari suatu klasifikasi yang terbentuk dari beberapa pohon tersebut kemudian dipilih 
berdasarkan Majority Vote (suara terbanyak). Untuk menduga adanya kesalahan 
dalam klasifikasi random forest, dapat dilakukan dengan perolehan error OOB. 
Data OOB atau Out of bag merupakan data yang tidak termuat ketika melakukan 
pembuatan bootstrap. Adapun perolehan error OOB dapat dilakukan dengan cara 
sebagai berikut (Budi Adnyana 2016): 
1. Melakukan prediksi terhadap setiap data OOB pada pohon yang terbentuk.  
2. Secara rata – rata, setiap observasi dari kelompok data asli akan menjadi data 
OOB sekitar 36% dari banyak pohon yang telah dihasilkan. Untuk itu, pada 
langkah 1, masing – masing observasi terhadap kelompok data yang asli 
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mengalami sebanyak sekitar sepertiga kali dari banyak pohon. Jika a adalah 
sebuah pengamat dari kelompok data asli, maka hasil prediksi pada random 
forest terhadap a adalah gabungan dari hasil prediksi setiap kali a menjadi data 
OOB. 
3. Error OOB dihitung dari proporsi data yang telah menjadi misklasifikasi dari 
hasil prediksi random forest dari seluruh observasi kelompok data yang asli. 
Sangat disarankan untuk melakukan pengamatan lebih teliti terhadap error 
OOB ketika k kecil, dan kemudian memilih m yang menghasilkan error OOB paling 
kecil. Apabila random forest akan dilakukan dengan menggunakan variable 
importance, maka disarankan untuk menggunakan banyak pohon, misalnya 1000 
pohon atau lebih. Jika variabel penjelas yang dianalisis sangat banyak, nilai tersebut 
dapat menjadi lebih besar agar variable importance yang akan dihasilkan semakin 
stabil (Breiman and Cutler 2005). 
Dengan diterapkannya metode random forest pada permasalahan untuk 
rekomendasi kelayakan kredit, diharapkan dapat membantu pihak Bank dalam 
meninjau calon pemohon kredit untuk menekan dan mengurangi adanya bad loan 
di Bank BRI kantor cabang pelaihari untuk periode berikutnya. 
2.2.4. Unified Model Language 
Unified Modelling Language selanjutnya disebut sebagai UML merupakan 
salah satu standar bahasa yang digunakan pada dunia industry untuk 
mendefinisikan requirement, membuat analisis, desain serta menggambarkan 
arsitektur dalam pemrograman berorientasi objek. UML merupakan bahasa visual 
untuk kebutuhan melakukan pemodelan dan komunikasi mengenai sebuah sistem 
dengan menggunakan diagram dan beberapa teks pendukung.  
Secara umum UML paling banyak digunakan pada metodologi berorientasi 
objek (Sukamto; and Shalahuddin 2014). Adapun bentuk – bentuk diagram pada 
UML berupa: 
1. Use Case Diagram 
Use case adalah diagram UML yang menggambarkan interaksi antara sistem dan 
aktor. Use case mendeskripsikan tipe interaksi antara user dengan sistemnya. 
Secara umum, use case digunakan untuk mengetahui apa saja yang ada pada 
sebuah sistem dan siapa saja yang bisa menggunakan fungsi tersebut. Adapun 
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
16 
simbol – simbol yang terdapat untuk kebutuhan use case diagram adalah sebagai 
berikut: 
Tabel 2.2 Simbol pada use case diagram (Sukamto; and Shalahuddin 2014). 
No Simbol Deskripsi 
1. Use Case 
 
Nama Use Case
 
Sistem menyediakan beberapa fungsionalitas  sebagai 
unit – unit yang bertukar pesan antar unit atau aktor. 
Biasanya dinyatakan dengan menggunakan kata kerja 
di awal frase nama use case.  
Simbol ini biasa digunakan untuk memberi nama 
fungsi yang dapat dilakukan oleh aktor. 
2. Aktor / Actor 
 
 
Aktor, orang, proses atau sistem lain yang berinteraksi 
dengan sistem yang akan dibuat diluar sistem itu 
sendiri. Meskipun dinamakan sebagai simbol aktor, 
belum tentu aktor adalah user atau dalam hal ini 
orang. 
Simbol ini biasa digunakan untuk memberi penjelasan 
aktor yang dapat melakukan use case diatas. 
3.   Assosiasi / Association 
 
 
Digambarkan sebagai komunikasi antara aktor dan 
use case.  
4. Ekstensi / Extend 
 
<<extend>>
 
Relasi use case tambahan kesebuah use case dimana 
use case yang ditambahkan dapat berdiri sendiri 
walau tanpa use case tambahan tersebut. Istilah ini 
mirip dengan perinsip inheritance dari pemrograman 
berorientasi objek. 
5. Menggunakan / Include  
 
<<include>>
 
Relasi use case tambahan ke sebuah use case dimana 
use case yang ditambahkan memerlukan use case ini 
untuk menjalankan fungsinya atau dapat berperan 
sebagai syarat dijalankannya use case ini. 
Sebagai contoh penggunaan login. 
6. Generalisasi / 
Generalization 
 
 
Hubungan generalisasi dan spesialisasi (umum – 
khusus) antara dua buah use case dimana fungsi yang 
satu adalah fungsi yang lebih umum dari lainnya. 
2. Activity Diagram 
Activity diagram merupakan UML yang memodelkan bentuk proses apa saja 
yang dapat terjadi didalam sistem. Activity diagram menggambarkan workflow 
(aliran kerja) atau aktivitas apa saja pada sebuah sistem. Workflow yang 
digambarkan bisa jadi merupakan aktivitas dari suatu sistem, bisa jadi proses 
bisnis atau fungsi yang ada pada software. Yang jadi perhatian adalah, pada 
diagram ini menggambarkan aktivitas sistem, bukan menggambarkan apa yang 
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dilakukan oleh aktor. Adapun simbol – simbol yang terdapat dalam activity 
diagram dijelaskan pada tabel dibawah ini: 
Tabel 2.3: Simbol pada activity diagram (Sukamto; and Shalahuddin 2014). 
No Simbol Deskripsi 
1. Status Awal 
 
 
Sttus awal aktivitas sistem, sebuah activity diagram 
memiliki sebuah status awal. 
Biasanya dinotasikan dengan “Mulai” sebagai notasi 
dimulainya aktivitas yang akan dilakukan oleh sistem 
2. Aktivitas 
 
Aktivitas
 
Aktivitas yang dilakukan oleh sistem, aktivitas 
biasanya diawali dengan menggunakan kata kerja. 
 
 
 
3.  Percabangan / Decision 
 
 
 
Simbol ini digunakan apabila ada pilihan aktivitas 
yang lebih dari satu 
4. Penggabungan / Join 
 
 
Simbol ini digunakan apabila adanya lebih dari satu 
aktivitas yang digabungkan menjadi satu. 
 
 
5. Status Akhir 
 
 
Status akhir yang dilakukan oleh sistem, sebuah 
activity diagram memiliki sebuah status akhir yang 
menggambarkan bahwa aktivitas terhadap fungsi 
dalam sistem tersebut dinyatakan berakhir. 
6. Swimlane 
 
 
Simbol ini digunakan untuk sebagai pemisah 
organisasi bisnis yang bertanggung jawab terhadap 
aktivitas yang terjadi 
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3. Sequence Diagram 
Sequence diagram merupakan UML yang menjelaskan interaksi objek 
berdasarkan urutan waktu, sequence diagram menggambarkan urutan atau 
tahapan apa yang harus dilakukan untuk dapat menghasilkan sesuatu yang 
tergambarkan pada use case diagram. Adapun simbol – simbol dalam 
menggambarkan sequence diagram dijelaskan sebagai berikut: 
Tabel 2.4: Simbol pada sequence diagram (Sukamto; and Shalahuddin 2014). 
No Simbol Deskripsi 
1.  Aktor dan Objek 
 
 
Simbol ini menggambarkan aktor, orang, proses atau 
sistem lain yang berinteraksi dengan sistem yang akan 
dibuat diluar sistem itu sendiri. Meskipun dinamakan 
sebagai simbol aktor, belum tentu aktor adalah user 
atau dalam hal ini orang. 
Garis titik – titik dibawah objek aktor tersebut 
dinamakan lifeline yang menyatakan kehidupan suatu 
objek. 
 
 
2. Objek 
 
 
Menyatakan objek yang berinteraksi dengan pesan 
3. Waktu Aktif 
 
 
Menyatakan objek dalam keadaan aktif dan sedang 
berinteraksi. Semua yang terhubung dengan waktu 
aktif ini adalah sebuah tahapan yang dilakukan 
didalamnya. 
4. Pesan 
 
 
Menyatakan bahwa suatu objek sedang mengirimkan 
data / memasukkan input informasi ke objek lainnya, 
arah panah mengarah pada objek yang dikirim. 
5. Pesan return 
 
 
Menyatakan bahwa suatu objek yang telah 
menjalankan suatu operasi menghasilkan suatu 
kembalian atau return ke objek tertentu, arah panah 
mengarah ke objek yang menerima kembalian atau 
return 
4. Class Diagram 
Class Diagram menggambarkan struktur sistem dari segi pendefinisian kelas – 
kelas apa saja yang membentuk sistem. Kelas tersebut memiliki apa yang disebut 
sebagai atribut, method atau operasi. Atribut merupakan variable variable yang 
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dimiliki oleh suatu kelas. Sedangkan operasi atau method adalah fungsi – fungsi 
yang dimiliki oleh suatau kelas. Adapun penjelasan simbol yang ada pada class 
diagram adalah sebagai berikut: 
Tabel 2.5: Simbol pada class diagram (Sukamto; and Shalahuddin 2014). 
No Simbol Deskripsi 
1. Kelas 
ClassName
-memberName
-memberName
 
Kelas yang ada pada struktur sistem. 
2. Asosiasi / Association 
 
Relasi antar kelas dengan makna umum, 
asosiasi biasanya juga disertai dengan 
multiplicity. 
3. Asosiasi berarah / Directed 
Association 
 
Relasi antar kerlas dengan makna kelas 
yang satu digunakan oleh kelas yang lain, 
asosiasi ini disertai dengan multiplicity. 
4. Kebergantungan / Dependency 
 
Relasi antar kelas dengan makna 
kebergantungan antar kelas. 
5. Agregasi / Aggregation 
 
Relasi antar kelas dengan makna semua – 
bagian (whole- part) 
2.2.5. Confusion Matrix, Accuracy, Precision dan Recall 
Confusion matrix merupakan salah satu alat pengukur yang memiliki fungsi 
untuk melakukan pengukuran ketika melakukan analisis terhadap sebuah classifier. 
Apakah classifier tersebut baik dalam hal mengenali tuple dari kelas yang berbeda 
atau tidak. Ketika classifier melakukan klasifikasi dan memiliki data yang bernilai 
benar, maka nantinya nilai dari True-Positive dan True-Negative berperan dalam 
memberikan informasi tersebut. Sedangkan apabila classifier memiliki kesalahan 
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ketika melakukan klasifikasi data, maka nilai dari False-Positive dan False-
Negative akan memberikan informasi tersebut (Han, Kamber, and Pei 2011). 
Adapun bentuk confusion matrix serta penjelasannya dapat dilihat pada gambar 
2.3 bereikut ini: 
 
Gambar 2.4: Confusion Matrix menampilkan total positive dan negative tuple  
(Sumber: Han, Kamber and Pei, 2011). 
1. TP (True Positive), merupakan jumlah data dengan nilai sebenarnya positif 
dan nilai prediksi positif. 
2. FP (False Positive), merupakan jumlah data dengan nilai sebenarnya negatif 
dan nilai prediksi positif. 
3. FN (False Negative), merupakan jumlah data dengan nilai sebenarnya 
positif dan nilai prediksi negatif. 
4. TN (True Positive), merupakan jumlah data dengan nilai sebenarnya negatif 
dan nilai prediksi negatif. 
Confusion Matrix dapat digunakan untuk mengukur sebuah evaluasi terhadap 
accuracy, precision dan recall. Nilai accuracy menggambarkan seberapa akurat 
sistem dapat mengklasifikasikan data secara benar. Nilai precision menggambarkan 
jumlah data kategori positif yang diklasifikasikan secara benar dibagi dengan total 
data yang diklasifikasi positif. Sementara itu recall menunjukkan berapa persen 
data ketegori positif yang terklasifikasikan dengan benar oleh sistem (Sokolova and 
Lapalme 2009). Adapun rumusnya sebagai berikut: 
Accuracy = 
TP+TN
TP+TN+FN+FP
 (2.2) 
Precision = 
TP
TP+FP
 (2.3) 
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Recall = 
TP
TP+FN
 (2.4) 
2.2.6. Analisa Kredit 
Dalam upaya untuk memberikan resiko terkecil dalam memberikan pinjaman 
(kredit) dalam hal ini juga menghitung resiko kredit. Pihak bank biasanya terlebih 
dahulu melakukan pertimbangan terhadap beberapa hal terkaid dengan itikad baik 
untuk membayar kembali (willingness to pay) dan kemampuan untuk membayar 
(ability to pay) dari calon nasabah untuk melakukan pelunasan kembali pinjaman 
beserta bunga yang telah disepakati sebelumnya. Hal – hal tersebut dijelaskan 
dalam sebuah istilah yang apabila didalam dunia perbankan disebut “The Five C of 
Credit Analysis”, sebagai berikut (Pandie 2012): 
1. Character atau aspek karakter, berisi tentang data akan penilaian terhadap 
karakter dari calon debitur yang dilihati darii berbagaii sifat.i Misalnyai watak,i 
kemauan,i kejujurani dani pengalamani hutangi masai lalu. 
2. Capacity atau aspek kemampuan, berisi tentang data akan penilaian terhadap 
kemampuan berusaha, kemampuan pasaaran, kemampuani membayari kembalii 
hutangnyai masai lalui dani hubungani dengani rekani usahanya. 
3. Capital atau aspek permodalan, berisi tentang data akan penilaian terhadap data 
keuangan dari caloni debituri yangi meliputii hartai lancer,i hartai tetap,i hutangi 
dani sebagainya. 
4. Conditions of Economy atau aspek kondisi ekonomi, berisi tentang data akan 
penilaian terhadap kondisi usaha, kondisi rumah tangga, kondisi usaha yang 
berkaitan dengan kondisi ekonomi pada umumnya, dan sebagainya. 
5. Collateral atau aspek jaminan, berisi tentang data akan penilaian terhadap 
agunan yangi akani disediakani kebendaannya,i keberadaannya,i kondisii 
jaminannya,i nilaii jualnya,i penilaiani terhadapi kelayakannya,i dani 
sebagainya. 
2.3. Integrasi Keilmuan 
Kredit merupakan salah satu jasa yang disediakan oleh bank. Kredit 
merupakan istilah lain dari hutang. Bedanya, pengajuan kredit kepada bank dapat 
dilakukan dengan berbagai cara, ada yang mengajukan kredit dengan melakukan 
akad terlebih dahulu, mengajukan kredit dengan mengajukan jaminan 
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(menggadaikan). Dan yang jelas, hutang piutang harus dicatat dan nantinya harus 
di bayarkan kembali seperti perjanjian awal.  
Sebagaimana yang tertulis dalam Al-Qur’an surah Al-Baqarah ayat 282 yang 
memiliki arti sebagai berikut: 
“Hai orang-orang yang beriman, apabila kamu bermu'amalah tidak secara tunai 
untuk waktu yang ditentukan, hendaklah kamu menuliskannya. Dan hendaklah 
seorang penulis di antara kamu menuliskannya dengan benar. Dan janganlah 
penulis enggan menuliskannya sebagaimana Allah mengajarkannya, meka 
hendaklah ia menulis, dan hendaklah orang yang berhutang itu mengimlakkan (apa 
yang akan ditulis itu), dan hendaklah ia bertakwa kepada Allah Tuhannya, dan 
janganlah ia mengurangi sedikitpun daripada hutangnya. Jika yang berhutang itu 
orang yang lemah akalnya atau lemah (keadaannya) atau dia sendiri tidak mampu 
mengimlakkan, maka hendaklah walinya mengimlakkan dengan jujur. Dan 
persaksikanlah dengan dua orang saksi dari orang-orang lelaki (di antaramu). Jika 
tak ada dua oang lelaki, maka (boleh) seorang lelaki dan dua orang perempuan 
dari saksi-saksi yang kamu ridhai, supaya jika seorang lupa maka yang seorang 
mengingatkannya. Janganlah saksi-saksi itu enggan (memberi keterangan) apabila 
mereka dipanggil; dan janganlah kamu jemu menulis hutang itu, baik kecil maupun 
besar sampai batas waktu membayarnya. Yang demikian itu, lebih adil di sisi Allah 
dan lebih menguatkan persaksian dan lebih dekat kepada tidak (menimbulkan) 
keraguanmu. (Tulislah mu'amalahmu itu), kecuali jika mu'amalah itu perdagangan 
tunai yang kamu jalankan di antara kamu, maka tidak ada dosa bagi kamu, (jika) 
kamu tidak menulisnya. Dan persaksikanlah apabila kamu berjual beli; dan 
janganlah penulis dan saksi saling sulit menyulitkan. Jika kamu lakukan (yang 
demikian), maka sesungguhnya hal itu adalah suatu kefasikan pada dirimu. Dan 
bertakwalah kepada Allah; Allah mengajarmu; dan Allah Maha Mengetahui segala 
sesuatu.” 
Dari ayat di atas dijelaskan bahwa sebagai manusia dan ingin melakukan utang 
piutang dengan seseorang, hendaknya dituliskan segala utang piutangnya baik yang 
kecil maupun yang besar. Tak lupa menuliskan pula jumlah, dan tempo 
pembayarannya agar menghindari ketidak adilan dan keraguan. Selanjutnya pula 
dijelaskan hendaknya adanya seorang juru tulis pula yang menuliskan perihal utang 
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
23 
piutang tersebut dengan tidak merusak sedikitpun dari perjanjian dan jumlah utang 
yang telah dikatakannya. Juru tulis tersebut adalah orang adil yang tidak memihak 
sebelah pihak. Hendaknya pemberi utang dan penerima utang mengutarakan 
maksudnya satu sama lain agar ditulis oleh juru tulis dan tidak mengurangi 
sedikitpun hak orang lain demi kepentingan pribadi (Al-Maraghi 1986). 
Adapun maksud dari tafsir ayat di atas apabila di integrasikan dengan 
penelitian ini adalah pencatatan utang yang dapat disamakan dengan database. 
Database pada sistem rekomendasi kelayakan kredit ini di asumsikan mencatat data 
dari para debitur yang mengajukan pinjaman yang nantinya akan diproses terlebih 
dahulu oleh sistem lalu disetujui oleh pihak atasan. Data debitur akan tersimpan 
terlebih dahulu didalam database sehingga dapat di simpulkan bahwa penyimpanan 
data calon debitur pada database tersebut merupakan salah satu upaya pencatatan 
utang piutang yang telah di jelaskan pada ayat diatas.  
Adapula ayat yang membahas tentang segera membereskan hutang. Yang 
dimaksudkan adalah apabila telah diikat perjanjian hutang untuk jangka waktu 
tertentu, maka wajiblah janji itu ditepati dan pihak yang berhutang perlu 
membereskan hutangnya menurut perjanjian tersebut (Ya’qub 1992). Menepati 
janji merupakan hal yang wajib dan setiap orang sangat dipertanggung jawabkan 
akan janji-janjinya. Sebagaimana firman Allah yang tertulis dalam Al-Qur’an surah 
Al-Isra potongan ayat 34 yang memiliki arti: 
“. . . . Dan penuhilah janji, sesungguhnya janji itu pasti dimintai 
pertanggungjawabannya.” 
Ayat tersebut apabila di integrasikan ke-ilmuannya dengan penelitian ini, 
penulis mencoba untuk membangun sebuah sistem pendukung keputusan yang 
dapat memberikan keputusan apakah seseorang layak dan mampu mengemban 
tanggung jawab apabila diberikan kredit atau utang berdasarkan kemampuan 
jasmani dan rohani seseorang tersebut.  
Diasumsikan bahwa dengan adanya penelitian ini nantinya dapat dilakukan 
pencatatan utang piutang oleh seseorang dalam hal ini pencatatan data calon debitur 
yang mengajukan pinjaman kedalam database. Serta menemukan prediksi untuk 
keputusan terhadap sebuah pinjaman dari calon debitur yang bertanggung jawab. 
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BAB III 
METODOLOGI PENELITIAN 
 
Sistem rekomendasi kelayakan kredit ini adalah sistem yang menjadi sebuah 
alat bantu untuk membantu pihak bank mendapatkan kemudahan ketika peninjauan 
calon nasabah atau debitur yang sedang melakukan pengajuan, apakah nantinya 
calon nasabah atau debitur tersebut dapat dikategorikan menjadi good loan atau bad 
loan. 
Sistem rekomendasi kelayakan ini berisi beberapa parameter yang telah 
ditentukan yang sebelumnya dianalisis terlebih dahulu dalam analisis kredit 5C. 
sehingga bertujuan untuk meminimalisir pihak bank mendapati bad loan dan 
meningkatkan good loan. 
3.1. Desain Penelitian 
Adapun desain penelitian dideskripsikan menggunakan alur flowchart. Hal 
ini dilakukan oleh peneliti bertujuan agar mempermudah mencerna informasi dari 
alur penelitian, berikut alur dari penelitian ini: 
Mulai
Perumusan Masalah
Studi Pustaka
Pengumpulan Data
Pengembangan 
Sistem
Selesai
Pengolahan Data
Evaluasi Sistem
 
Gambar 3.1: Alur Penelitian 
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
25 
Berikut adalah pembahasan dari proses alur metodologi yang telah 
tergambarkan diatas: 
3.1.1. Perumusan Masalah 
Pada tahap ini, penulis merumuskan masalah yang telah menjadi latar 
belakang untuk membuat penelitian ini. Masalah yang di angkat pada penelitian ini 
seperti halnya tertera dalam latar belakang yakni mengenai rekomendasi kelayakan 
kredit. Rekomendasi kelayakan kredit merupakan salah satu upaya dari pihak bank 
untuk menghitung resiko kredit dari calon nasabah atau debitur baru. Dengan 
melakukan metode klasifikasi data mining dari data kredit yang sudah ada, sehingga 
setelah melakukan perhitungan pada data pengajuan yang baru didapatkan sebuah 
hasil apakah nanti pengajuan tersebut akan masuk good loan atau bad loan. Yang 
nantinya keputusan lebih lanjut masih berada di tangan pihak yang terkait dalam 
hal ini manajer.  
3.1.2. Studi Pustaka 
Pada tahapan ini penulis melakukan studi pustaka dengan melakukan 
pemahaman lebih lanjut terhadap klasifikasi dalam data mining. Sehingga 
didapatkan bahwa untuk melakukan klasifikasi pada data mining, ada beberapa 
metode yang populer digunakan, diantaranya: 
1. KNN (K-Nearest Neigbors) 
2. Random Forest 
3. Logistic Regression 
4. Decision Tree, dan yang lainnya. 
Didapatkan hasil untuk melakukan klasifikasi dalam data mining ada 
beberapa metode yang populer diantara nya. Beberapa penelitian mengatakan 
bahwa Random Forest merupakan metode yang populer dan memiliki akurasi 
prediksi yang paling tinggi dibandingkan metode klasifikasi lainnya dalam perihal 
data mining. Sehingga, pada penelitian ini penulis menggunakan metode Random 
Forest untuk proses klasifikasi. 
3.1.3. Pengumpulan Data 
Tekniki pengumpulani datai yangi digunakani dalami penelitiani ini dengan 
menggunakan metode – metode yang diharapkani dapati mengumpulkani datai 
secarai terperincii dani jelas, metodei yangi digunakani adalah: 
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1. Melakukan wawancara kepada pihak Bank BRI Kantor Cabang Pelaihari, dalam 
hal ini melakukan dengan Asisten Manajer untuk mengetahui permasalahan apa 
saja yang harus diperhatikan dalam proses penentuan kelayakan kredit pada 
calon debitur, memperoleh deskripsi kriteria untuk penentuan kelayakan kredit, 
memperoleh data mengenai kategori calon debitur. 
2. Melakukan studi literatur lebih lanjut dalam memahami metode Random Forest 
dalam proses penentuan kelayakan kredit calon debitur baru berdasarkan kriteria 
yang ada. 
3. Melakukan penghitungan terhadap data sekunder. Data sekunder yang dimaksud 
adalah data yang telah didapatkan dari database Bank BRI Kantor Cabang 
Pelaihari. 
Adapun data yang telah didapatkan dari Bank BRI Kantor Cabang Pelaihari 
berbentuk dan terdeskripsikan sebagai berikut: 
Tabel 3.1: Deskripsi Atribut Data  
No Nama Data 
Tipe Skala 
Data 
Deskripsi 
1. Usia Rasio 
Digunakan untuk klasifikasi dalam perihal 
segmentasi usia. 
 
Contoh: ‘>60’, ‘<60’, dan ‘≤50’  
2. Alamat Nominal 
Digunakan untuk klasifikasi dalam perihal 
segmentasi daerah asal dari debitur. 
 
Contoh: ‘Bati – Bati’, ‘Sungai Kiram’,  
‘Pelaihari’ 
3. 
Jenis 
Pekerjaan 
Nominal 
Digunakan untuk klasifikasi dalam perihal 
segmentasi jenis pekerjaan debitur. 
 
Contoh: ‘Swasta’, ‘Wiraswasta’ 
4. 
Jumlah Kredit 
Yang Di 
Ajukan 
Rasio 
Digunakan untuk klasifikasi dalam perihal 
jumlah kredit yang akan di ajukan debitur. 
 
Contoh:‘>100.000.000’,‘≤100.000.000’ 
5. 
Jangka Waktu 
Kredit 
Rasio 
Digunakan untuk klasifikasi dalam perihal 
jangka waktu atau tenor yang akan diajukan 
debitur. 
 
Contoh: ’12 bulan’, ’36 bulan’, ’48 bulan’ 
6. 
Status 
Pinjaman 
Nominal 
Digunakan untuk klasifikasi dalam perihal status 
terkini dari pinjaman debitur. 
 
Contoh: ‘Lancar’, ‘Macet’ 
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Data yang dipaparkan diatas merupakan data yang dianggap umum dan 
merepresentasikan terhadap analisis kredit 5C secara garis besar. Sehingga data 
tersebut nantinya akan dimasukkan kedalam model perhitungan dan nantinya akan 
di implementasikan kedalam sistem.  
3.1.4. Pengolahan Data 
Setelah diperolehnya data untuk kebutuhan penelitian. Selanjutnya  
diperlukan beberapa tahapan dalam pengolahan data yang tergambarkan pada 
flowchart berikut ini: 
Mulai Input Data Pre-Processing
Testing Selesai
Menentukan 
jumlah k pohon
Membentuk pohon 
keputusan n
Membentuk pohon 
keputusan n
Membuat node pemisah, node 
akar pohon n dengan 
mengambil sample secara 
random
Sudah 
terbentuk k 
pohon ?
Pembentukan 
aturan keputusan
Hasil model 
prediksi
Ya Tidak
 
Gambar 3.2: flowchart untuk pengolahan data 
1. Input Data 
Pada tahap ini, data sudah dipersiapkan dalam format .csv untuk kebutuhan 
pengolahan data. 
2. Pre-processing 
Pada tahap ini data berbentuk .csv tadi memasuki tahapan pre-processing yang 
didalamnya merupakan persiapan untuk kebutuhan machine learning. Adapun 
tahap dalam pre-processing ini terdiri dari: 
     digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id  digilib.uinsby.ac.id   
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
28 
a. Menentukan feature (X) dan label (y)  
Feature atau dapat disebut variabel independent merupakan variabel yang 
bertindak sebagai input dalam sistem. Model perhitungan prediksi nantinya akan 
menggunakan feature ini untuk kebutuhan prediksi. Sedangkan label, adalah 
output atau dapat disebut sebagai hasil akhir. Label merupakan beberapa sampel 
yang telah kelompokkan dengan cara ditandai satu sama lain. Sehingga ketika 
digambarkan pada table, feature (X) dan label (y) di interpretasikan sebagai 
berikut: 
Tabel 3.2: Penentuan feature (X) dan label (y)  
Usia Alamat Pekerjaan Jumlah Pinjaman  
(Kredit Yang Diajukan) 
Jangka Waktu Status Kredit 
X1 X2 X3 X4 X5 y 
b. Melakukan Label Encoder 
Dikarenakan penggunaan machine learning pada python tidak dapat 
dilakukan secara multi class atau lebih tepatnya machine learning tidak dapat 
digunakan apabila tipe data pada feature (X) dan label (y) memiliki jenis tipe 
data yang berbeda, sehingga dilakukannya label encoder. Label encoder 
merupakan konversi dari data bertipe string menjadi sebuah data bertipe integer. 
Pada data record pinjaman nasabah yang telah didapatkan oleh peneliti, terdapat 
tiga kolom yang berisi data berupa string yakni ‘Alamat’, ‘Pekerjaan’, dan 
‘Status Kredit’. Untuk lebih jelasnya, perhatikan tabel berikut yang menjelaskan 
tentang tipe data awal dari record pinjaman nasabah yang telah didapatkan, 
sebagai berikut: 
Tabel 3.3: Bentuk Tipe Data Awal 
No Nama Data Tipe Data 
1 Usia Integer 
2 Alamat Text 
3 Pekerjaan Text 
4 Jumlah Pinjaman Integer 
5 Jangka Waktu Integer 
6 Status Kredit Text 
Terdapat 3 data yang memiliki tipe string / text pada data record pinjaman 
nasabah, sehingga ketika dilakukan label encoder, tipe data tersebut dikonversi 
menjadi integer. Sehingga setelah dilakukannya label encoder, ditambahkan 
kolom baru sebagai alias agar tidak menghilangkan data awal. Hal ini dilakukan 
karena label encoder mengkonversi data berdasarkan pengelompokan terhadap 
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data, juga penomoran pada label encoder juga dianggap acak berdasarkan urutan 
row data. Sehingga, alias digunakan hanya untuk kebutuhan peneliti agar tidak 
hilangnya informasi pada data awal. Untuk lebih jelasnya perhatikan tabel 
berikut untuk melihat nama data beserta jenisnya setelah dilakukan label 
encoder. 
Tabel 3.4: Bentuk Tipe Data Akhir 
No Nama Data Tipe Data 
1 Usia Integer 
2 Alamat Text 
3 Pekerjaan Text 
4 Jumlah Pinjaman Integer 
5 Jangka Waktu Integer 
6 Alamat_Labeled Integer 
7 Pekerjaan_Labeled Integer 
8 Status Kredit Integer 
Sehingga, setelah melewati proses label encoder, data yang memiliki tipe data 
string berubah menjadi integer berdasarkan urutan dari row data tersebut. Untuk 
lebih jelasnya, perhatikan konversi masing – masing kolom berikut:  
1. Konversi data pada kolom ‘Alamat’ 
Tabel dibawah ini merupakan isi dari kolom ‘Alamat’ yang telah dilakukan 
proses label encoder: 
Tabel 3.5: Label Encoder untuk data alamat 
No Alamat Dikategorikan sebagai 
(dalam bentuk integer) 
1 Pelaihari Kota ‘1’ 
2 Banjarbaru ‘2’ 
3 Batu Ampar ‘3’ 
4 Takisung ‘4’ 
5 Bati - Bati ‘5’ 
6 Tambang Ulang ‘6’ 
7 Jorong ‘7’ 
8 Kintap ‘8’ 
9 Kurau ‘9’ 
10 Penyipatan ‘10’ 
11 Banjarmasin ‘11’ 
2. Konversi data pada kolom ‘Pekerjaan’ 
Tabel dibawah ini merupakan isi dari kolom ‘Pekerjaan’ yang telah dilakukan 
proses label encoder: 
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Tabel 3.6: Label Encoder untuk data pekerjaan 
No Pekerjaan Dikategorikan sebagai 
(dalam bentuk integer) 
1 Karyawan BUMN ‘1’ 
2 PNS ‘2’ 
3 Wiraswasta ‘3’ 
4 Karyawan Swasta ‘4’ 
5 Guru ‘5’ 
6 Pensiunan PNS ‘6’ 
7 TNI AD ‘7’ 
3. Konversi Status Kredit 
Tabel dibawah ini merupakan isi dari kolom ‘Pekerjaan’ yang telah 
dilakukan proses label encoder: 
Tabel 3.7: Label Encoder untuk data status kredit 
No Status Kredit Dikategorikan sebagai 
(dalam bentuk integer) 
1 Lancar ‘0’ 
2 Kurang Lancar ‘1’ 
Atas hasil konversi kolom – kolom diatas, maka dengan ini data berhasil 
melalui proses label encoder. Dalam tahap ini juga data telah melalui tahapan 
pre-processing. Untuk lebih jelas mengetahui perbandingannya, pada gambar 
3.3 dibawah ini merupakan bentuk dataset yang belum melalui tahapan label 
encoder: 
 
Gambar 3.3: Tabel berisi dataset sebelum dikonversi pada aplikasi Excel 
Setelah dilakukannya label encoder, ditambahkannya kolom baru sebagai 
alias agar tidak menghilangkan data awal, Atau untuk lebih jelasnya perhatikan 
tabel berikut untuk melihat nama data beserta jenisnya setelah dilakukan label 
encoder. Perhatikan pada penambahan kolom ‘Alamat_Labeled’ dan 
‘Pekerjaan_Labeled’ untuk label encoder, serta kolom ‘Status Kredit’ yang telah 
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memiliki tipe data integer. Sehingga, untuk perbandingannya pada gambar 3.3 
dapat dilihat pada gambar 3.4 dibawah ini yang merupakan bentuk dataset yang 
telah melalui tahapan pre-processing dan label encoder: 
 
Gambar 3.4: Tabel berisi dataset setelah dikonversi pada aplikasi Excel 
Dengan hasil dari data yang berhasil dikumpulkan kemudian melewati 
proses tahapan label encoder, berarti data dapat dianggap sebagai dataset yang 
akan dimasukkan kedalam machine learning guna mendapatkan model hasil 
perhitungan prediksi dengan menggunakan algoritma random forest. Adapun 
hasil dari prediksi yang akan dihasilkan merupakan status kredit yang 
menunjukkan apakah potensi dari nasabah yang akan mengajukan pinjaman 
akan mengalami ‘lancar’ atau ‘kurang lancar’. Yang mana, hasil dari prediksi ini 
merupakan sebuah acuan standar untuk penilaian awal oleh bank terhadap calon 
nasabah yang mengajukan pinjaman, agar nanti dilakukan penilaian atau 
evaluasi lebih lanjut berdasarkan analisis 5C. 
3. Training 
Pada tahap ini, training sudah mulai dilakukannya algoritma random forest. 
Setelah melakukan pre-processing dalam hal ini adalah label encoder atau 
melakukan konversi terhadap sejumlah kolom data yang memiliki tipe data string 
diubah menjadi tipe data integer. Selanjutnya menentukan berapa jumlah tree yang 
akan dibuat untuk kebutuhan training. Sebagai default, tree yang akan dibuat 
berjumlah 10. Kemudian dengan data yang telah dilakukan pre-processing 
sebelumnya, dilakukanlah bagging atau pengambilan data sample secara random 
untuk membuat 10 tree dengan memasukkan data tersebut kedalam perhitungan 
gini guna menemukan node teratas dan node pemisah dari masing – masing tree. 
Setelah proses berlangsung dan terbuat 10 tree, maka terbentuklah aturan keputusan 
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yang merupakan hasil model prediksi yang akan dijadikan model perhitungan pada 
sistem. 
4. Testing 
Pada tahapan ini dilakukan 4 skenario untuk kebutuhan pengujian algoritma 
random forest. Yakni dengan melakukan testing terhadap dataset training yang 
memiliki proporsi data sebesar 60%, 70% dan 80% dari dataset awal dan skenario 
ke empat dengan menggunakan dataset training dengan proporsi data sebesar 70% 
lalu menggunakan dataset testing dengan proporsi data sebesar 30%. Adapun 
penjelasan dari dataset tersebut dijelaskan pada tabel berikut: 
Tabel 3.8: Bentuk dataset untuk kebutuhan training dan testing. 
Skenario Dataset 
Training dan Dataset 
Testing 
Jumlah data 
pada Datasets 
training 
Jumlah data 
“Lancar” pada 
datasets training 
Jumlah data “Kurang 
Lancar” pada 
datasets training 
Dataset Training 60% 
dan Dataset Testing 
100% 
61 59 2 
Dataset Training 70% 
dan Dataset Testing 
100% 
72 69 3 
Dataset Training 80% 
dan Dataset Testing 
100% 
80 76 4 
Dataset Training 70% 
dan Dataset Testing 
30% 
32 29 3 
Adapun pendistribusian data “Kurang Lancar” dilakukan agar antara dataset 
testing dan dataset training memiliki proporsi jumlah data yang dikatakan “Kurang 
Lancar” yang seimbang. Hal ini dilakukan dikarenakan pada dataset yang diperoleh 
memiliki rentang nilai yang cukup tinggi antara data “Lancar” dan “Kurang 
Lancar”.  
Masing – masing skenario diatas dilakukan testing terhadap dataset awal yang 
memiliki proporsi 100% data. Sehingga algoritma akan diuji dengan melakukan 
metode pengujian confusion matrix dan perhitungan accuracy, precision, recall.  
3.1.5. Pengembangan Sistem 
Pengembangan sistem untuk penentuan kelayakan kredit ini menggunakan 
teknik atau metode yang disebut dengan metode waterfall. Adapun dalam metode 
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waterfall ini memiliki lima tahapan proses yang harus dilalui, yakni (Safitri and 
Supriyadi 2015): 
1. Analisis Kebutuhan 
Pada tahap ini, dilakukan sebuah analisa untuk proses mencari kebutuhan user 
terkait dengan perancangan desain sistem pada tahap berikutnya. Sehingga 
memenuhi dan tidak melebar dari cakupan penelitian yang telah dijelaskan masing 
– masing pada sub bab 1.3 tentang kebutuhan user terkait: 
a. Data penelitian yang akan digunakan didapatkan dari Kantor BRI Cabang 
Pelaihari, Kalimantan Selatan. 
b. Data yang digunakan merupakan data tagihan pembayaran kredit / pinjaman 
dari nasabah yang tercatat pada tahun 2019. 
c. Hasil akhir daripada sistem pendukung keputusan ini akan dibangun dengan 
basis webservice. 
2. Desain Sistem 
Setelah selesainya dilakukan analisa kebutuhan user pada tahapan diatas, 
dilanjutkan dengan melakukan perancangan terhadap sistem dengan menggunakan 
UML (Unified Modelling Language). UML merupakan metode permodelan secara 
visual untuk perancangan sistem berorientasi objek. UML digunakan untuk menjadi 
standar visualisasi, perancangan dan pendokumentasian sistem software yang 
berupa: 
a. Use Case Diagram 
Use case diagram menggambarkan proses – proses apa saja yang dapat 
dilakukan oleh aktor. Aktor dalam sistem ini adalah admin bank. Admin bank 
dapat melakukan fungsi – fungsi yang dibuat dalam sistem. 
b. Activity Diagram 
Activity diagram merupakan UML yang memodelkan bentuk proses apa saja 
yang dapat terjadi didalam sistem. Proses aktivitas yang dapat dilakukan oleh 
aktor. Ada dua aktivitas yang dapat dilakukan yaitu lihat data nasabah dan 
submit form pengajuan kredit 
c. Sequence Diagram 
Sequence diagram merupakan UML yang menjelaskan interaksi antara admin 
bank dengan sistem. 
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d. Class diagram 
Class diagram merupakan UML yang menjelaskan class apa saja yang 
terdapat dalam sistem. Dalam hal ini, class yang dimiliki sistem adalah 
nasabah, dataset, classifier, ML Service, dan API 
3. Implementasi 
Pada tahap ini merupakan lanjutan dari desain sistem, yakni dilakukannya 
pembuatan daripada sistem yang telah dirancang kemudiakan dilakukan 
implementasi terhadap model perhitungan prediksi kedalam sistem. Pada tahap ini 
pembuatan sistem dibangun dengan menggunakan bahasa pemrograman PHP, 
dengan menggunakan Laravel sebagai framework. Pembuatan model perhitungan 
prediksi dibuat dengan menggunakan bahasa pemrograman Python versi terbaru 
dengan dibantu beberapa library pendukung seperti berikut: 
a. Pandas 
b. Numpy 
c. Sci-kit Learn 
d. Jupyter notebook  
Dan yang terakhir untuk menggabungkan antara model perhitungan prediksi dan 
sistem yang telah dibuat dengan menggunakan restAPI dengan bantuan guzzlePHP. 
4. Testing 
Pada tahap ini dilakukan uji coba terhadap restAPI dengan menggunakan 
bantuan pihak ketiga yaitu aplikasi Postman. Hal ini dilakukan untuk menguji 
apakah penggabungan antara model dan sistem berhasil dilakukan. 
5. Perawatan 
Pada tahap ini dilakukan apabila sistem sudah berjalan, atau diperlukannya 
modifikasi ulang terhadap pada model perhitungan prediksi. 
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BAB IV 
HASIL DAN PEMBAHASAN 
 
Adapun rekomendasi kelayakan yang dimaksud pada sistem rekomendasi ini 
dinotasikan sebagai data yang diprediksi lancar pada sistem. Sedangkan apabila 
rekomendasi tidak layak maka dinotasikan sebagai data yang diprediksi kurang 
lancar pada sistem. Hasil dari prediksi pada sistem yang akan dibangun ini nantinya 
merupakan rekomendasi kelayakan kredit berupa ‘lancar’ dan ‘kurang lancar’ yang 
nantinya menjadi acuan dasar untuk pihak bank dalam menentukan proses tindak 
lanjut dari pengajuan kredit. 
Maka selanjutnya akan dijelaskan tentang hasil dan pembahasan berdasarkan 
dua rumusan masalah yang telah dibahas pada bab 1 terkait dengan pembuatan 
sistem rekomendasi kelayakan kredit serta melakukan evaluasi terhadap metode 
Random Forest maka pada bab ini penulis melakukan pemaparan hasil dan 
pembahasannya.  
4.1. Pembuatan model perhitungan prediksi dengan metode random forest 
Untuk membuat sebuah model klasifikasi dengan menggunakan metode 
random forest. Dalam melakukan pembuatan model machine learning maka 
diperlukan beberapa tahapan yang harus dilakukan, terutama apabila ingin 
mengimplementasikan salah satu algoritma machine learning seperti random 
forest. Tahapan tersebut dijelaskan sebagaimana sub bab dibawah ini. 
4.1.1. Algoritma Random Forest 
Seperti yang dijelaskan pada bab sebelumnya, algoritma random forest dapat 
dikatakan algoritma pengembangan dari algoritma decision tree. Yakni memiliki 
tree yang banyak. Untuk kebutuhan menentukan splitting node dan terminal node, 
random forest melakukan perhitungan gini. Perhitungan gini bergantung dari 
proporsi kiri dan proporsi kanan. Apabila data yang dimasukkan dalam perhitungan 
gini dan masih memiliki hasil akhir maka node akan lanjut melakukan splitting, 
namun apabila perhitungan gini mencapai angka = 0 maka perhitungan akan 
berhenti melakukan splitting. Penjelasan ini dapat dilihat dari gambar berikut: 
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Gambar 4.1: Salah satu tree yang terbentuk dari dataset pada algoritma random forest 
Gambar 4.1 diatas menunjukkan salah satu dari beberapa tree yang dibuat 
dengan algoritma random forest. Tidak dapat dilacak row mana saja dari dataset 
yang dilakukan untuk pembuatan tree dari gambar tersebut. Ini dikarenakan 
algoritma random forest menggunakan row data secara acak untuk pembuatan 
masing – masing tree nya.  
Untuk mencontohkan perhitungan gini dalam penentuan node teratas, maka 
akan terlebih dahulu perhatikan formula berikut: 
Gini=1- ∑ (pi)2
n
i=1
 (4.1) 
Dimana pi merupakan probabilitas dari objek yang akan diklasifikasikan 
dalam kelas / feature tertentu. Perhatikan tabel dataset yang telah disederhanakan 
demi kemudahan informasi klasifikasi:  
Tabel 4.1: Potongan dataset untuk ujicoba hitung gini index manual  
Alamat Pekerjaan Status Kredit 
Takisung Karyawan Swasta Macet 
Pelaihari kota Guru Lancar 
Bati Bati PNS Lancar 
Pelaihari kota Pensiunan Lancar 
Pelaihari kota PNS Lancar 
Batu Ampar Karyawan BUMN Lancar 
Pelaihari kota Karyawan Swasta Macet 
Jorong Karyawan Swasta Macet 
Pelaihari kota Karyawan BUMN Macet 
Pelaihari kota PNS Lancar 
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Jika diperhatikan pada tabel 4.1 diatas ada feature ’Alamat’, ‘Pekerjaan’ 
serta label ‘Status Kredit’ yang memiliki 10 row data, kemudian lakukan 
perhitungan gini dari masing – masing feature. Hitunglah terlebih dahulu masing – 
masing proporsi dari data diatas dalam hal ini feature ‘Alamat’. Sehingga apabila 
feature ‘Alamat’ dinotasikan kedalam tabel, proporsi data feature tersebut adalah 
sebagai berikut: 
Tabel 4.2: Proporsi data dari feature ‘Alamat’ 
Alamat Proporsi Data 
Takisung 1
10
 
Pelaihari Kota 6
10
 
Bati – Bati 1
10
 
Batu Ampar 1
10
 
Jorong 1
10
 
 Setelah didapatkan proporsi data dari tiap masing – masing sample atau row 
feature ‘Alamat’, selanjutnya adalah mencari probabilitas feature ‘Alamat’ ketika 
data tersebut kemungkinan mendapatkan label dari ‘Status Kredit’. Sebagai contoh, 
berapa kemungkinan sample ‘alamat’ dari ‘takisung’ yang memiliki ‘status kredit’ 
‘lancar’, begitu pula sebaliknya dengan ‘status kredit’ yang ‘macet’. Apabila 
dinotasikan kedalam tabel maka akan terbentuk tabel sebagai berikut: 
Tabel 4.3: Probabilitas Lancar dan Macet 
Alamat Probabilitas Lancar Probabilitas Macet 
Takisung 0
7
 
1
3
 
Pelaihari Kota 4
7
 
2
3
 
Bati – Bati 1
7
 
0
3
 
Batu Ampar 1
7
 
0
3
 
Jorong 1
7
 
0
3
 
 Setelah mendapatkan proporsi data dan probabilitas dari masing – masing 
data pada feature ‘Alamat’, selanjutnya adalah masukkan angka tersebut kedalam 
perhitungan gini yang dinotasikan sebagai berikut: 
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Tabel 4.4: Hasil perhitungan gini index 
Alamat Gini Index Formula Hasil Gini Index 
Takisung 1 − ((
0
7
)
2
+ (
1
3
)
2
) 0,88888889 
Pelaihari Kota 1 − ((
4
7
)
2
+ (
2
3
)
2
) 0,22902494 
Bati – Bati 1 − ((
1
7
)
2
+ (
0
3
)
2
) 0,97959184 
Batu Ampar 1 − ((
1
7
)
2
+ (
0
3
)
2
) 0,97959184 
Jorong 1 − ((
1
7
)
2
+ (
0
3
)
2
) 0,97959184 
 Dari tabel diatas, dapat dilihat hasil gini index dari masing – masing 
klasifikasi dari feature ‘Alamat’. Kemudian lakukan perhitungan untuk 
menentukan gini impurity. Seperti yang dinotasikan sebagai berikut: 
(
1
10
) 0.88+ (
6
10
) 0.22+ (
1
10
) 0.97+ (
1
10
) 0.97+ (
1
10
) 0.97=0.52 
 Lakukan perhitungan gini index diatas pada setiap feature yang ada untuk 
kebutuhan klasifikasi sehingga feature tersebut menghasilkan masing – masing gini 
index nya. Apabila perhitungan gini index juga dilakukan pada feature ‘Pekerjaan’, 
sehingga menghasilkan gini index sebagai berikut: 
Tabel 4.5: Hasil gini index dari feature ‘Alamat’ dan ‘Pekerjaan’ 
Features Gini Index 
Alamat 0,52018141 
Pekerjaan 0,73263889 
Menurut gini index yang dihasilkan pada tabel diatas, feature ‘Alamat’ 
memiliki gini index terkecil. Sehingga, feature ‘Alamat’ menjadi node teratas dari 
salah satu tree. Untuk menentukan splitting node, kembali dilakukan perhitungan 
gini index dengan menjadikan feature ‘Alamat’ sebagai klasifikasi. Perhitungan 
gini ini dilakukan terus menerus dilakukan untuk melakukan node teratas dan 
splitting node pada satu tree. 
4.1.2. Implementasi Random Forest 
Setelah mendapatkan pemahaman dari perhitungan gini untuk pembentukan 
satu tree dari random forest. Selanjutnya dilakukan pengimplementasian algoritma 
machine – learning random forest menggunakan bahasa python dengan bantuan 
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library sci-kit learn. Adapun langkah – langkah dalam pengimplementasian 
machine learning dengan menggunakan algoritma random forest untuk membuat 
model nya adalah sebagai berikut: 
Digunakan jupyter notebook untuk melakukan kodingan secara tahap 
bertahap. Dengan bentuk jupyter notebook yang menyerupai buku catatan, 
pengguna akan mengetahui bagian syntax mana yang mengalami error. Secara 
bertahap, berikut penjelasan untuk membuat model random forest dengan jupyter 
notebook. 
1. Import library pandas dan numpy 
Pastikan pada jupyter notebook telah dilakukan import library seperti pandas 
untuk kebutuhan manipulasi data dan numpy untuk kebutuhan perhitungan. 
Dengan menuliskan syntax pada cell yang tersedia secara berurutan. Contohnya 
seperti berikut: 
1 import pandas as pd 
import numpy as np 
2. Import Dataset 
Pastikan dataset yang telah dilakukan preprocessing sebelumnya format (.csv). 
Ada dua dataset yang di import kan, yakni dataset training dan dataset testing 
dan lalu lakukan import dengan menuliskan syntax sebagai berikut: 
2 dataset = pd.read_csv("converted.csv", ';') 
3. Memisahkan antara features dan label 
Melakukan data mining tidak lepas dari kata slicing. Untuk itu dilakukan 
pemisahan antara features dan label yang masing – masing di notasikan sebagai 
X (features) dan y (label) dengan menuliskan syntax sebagai berikut: 
3 X = dataset.iloc[:, 2:7] 
y = dataset.iloc[:,7] 
4. Melakukan pemisahan data untuk kebutuhan Testing dan Training. 
Testing dan Training merupakan salah satu bentuk usaha pada data mining demi 
melakukan sebuah evaluasi pada suatu model yang akan dicoba untuk 
diterapkan. Berikut adalah syntax untuk melakukan Testing dan Training: 
4 
from sklearn.model_selection import train_test_split 
 
X_train, X_test, y_train, y_test = train_test_split(X, y, 
test_size=0.5, random_state=0) 
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5. Membuat model machine learning 
Pada tahap ini akan mulai dilakukannya pembuatan model machine learning 
yang nantinya akan disimpan dan di ekstraksi untuk kebutuhan prediksi pada 
sistem rekomendasi kelayakan kredit. berikut adalah syntax untuk pembuatan 
model machine learning: 
5 
from sklearn.ensemble import RandomForestClassifier 
 
model=RandomForestClassifier(n_jobs=2, random_state = 0 ) 
model.fit(X_train, y_train) 
model.predict(X_test) 
y_pred = model.predict(X_test) 
4.2. Pengembangan sistem  
Dalam mengembangakan sistem pada penelitian ini metode pengembangan 
yang digunakan adalah waterfall. Adapun pada waterfall terdiri atas beberapa 
tahapan diantaranya analisis kebutuhan, desain sistem, implementasi, testing, 
perawatan. 
4.2.1. Analisis kebutuhan sistem 
1. Identifikasi masalah 
Masalah yang didapatkan dalam menentukan kelayakan kredit pada Bank BRI 
Kantor Cabang Pelaihari adalah sebagai berikut: 
a. Pengajuan kredit masih secara manual, nasabah terlebih dahulu harus pergi 
ke bank untuk proses pengajuan administrasi kredit sebelum nantinya 
ditindak lanjuti pengajuannya. 
b. Belum adanya sistem rekomendasi yang memprediksi kelayakan kredit dari 
calon nasabah yang akan mengajukan kredit. 
2. Analisa sistem 
Mencari kebutuhan user yang berhubungan dan relevan dengan sistem 
merupakan tujuan pada analisa sistem. Berikut adalah analisa sistem yang akan 
dibuat pada penelitian ini: 
a. Data calon nasabah untuk dilakukan perhitungan pada machine learning 
algoritma random forest. Dan juga untuk mencatat informasi nasabah 
tersebut. 
b. Data prediksi calon nasabah dari hasil perhitungan algoritma random forest 
apakah nanti calon nasabah tersebut layak diberikan pinjaman atau tidak. 
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3. Kebutuhan data 
Dalam mengembangkan sistem rekomendasi pada penelitian ini, data yang 
dibutuhkan berupa 100 row record data tagihan kredit nasabah pada Bank BRI 
Kantor Cabang Pelaihari  
4.2.2. Desain sistem 
Desain sistem digambarkan dengan diagram UML yang terdiri dari use case 
diagram, activity diagram, sequence diagram dan class diagram. Desain sistem 
dengan digambarkan sebagai UML tersebut dijelaskan sebagai berikut: 
1. Use case diagram 
Use case diagram berfungsi menjelaskan peran – peran user (dalam hal ini 
disebut aktor) yang memiliki peran penting untuk mengorganisir dan 
memodelkan perilaku dari sistem yang akan dikembangkan. Pada penelitian ini, 
use case diagram pada penelitian ini hanya mempunyai 1 aktor yang akan 
menjalankan sistem ini untuk kebutuhan submit form pengajuan kredit dan lihat 
daftar nasabah. 
User
Submit
Form Pengajuan 
Kredit
Lihat Daftar 
Nasabah
Lihat Detail Data 
Nasabah
Hapus Data 
Nasabah
 
Gambar 4.2: Use Case Diagram pada Sistem Rekomendasi Kelayakan Kredit 
Aktor atau disebutkan disini adalah user dapat melakukan dua aksi pada sistem 
ini, yaitu melakukan submit terhadap form pengajuan kredit, melakukan aksi 
melihat daftar nasabah yang memiliki potensi mengajukan kredit yang lancar 
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maupun tidak lancar, melihat detail data nasabah pada row tertentu, serta 
melakukan penghapusan terhadap data nasabah. 
2. Activity diagram 
Activity diagram adalah alur alur aktifitas yang akan di lakukan oleh user ketika 
menggunakan sistem. Diagram ini berfungsi untuk memperjelas dan 
mempermudah user dalam memahami alur sistem yang akan berjalan. Berikut 
adalah alur alur dari activity diagram pada sistem rekomendasi kelayakan kredit. 
a. Submit Form Pengajuan Kredit 
Gambar 4.3 berikut ini merupakan activity diagram yang menunjukkan 
aktivitas untuk ‘Submit Form Pengajuan Kredit’: 
Submit Form Pengajuan Kredit
User Sistem
P
h
a
se
Pengguna 
Mengakses Laman 
Form
Menampilkan 
Laman Form 
Pengajuan Kredit
Submit Form 
Pengajuan Kredit
Menampilkan 
Pemberitahuan 
Submit Berhasil
 
Gambar 4.3: Activity Diagram untuk submit form pengajuan kredit 
Pada activity diagram pada gambar diatas, adalah alur untuk memasukkan 
data pengajuan kredit kedalam sistem untuk dimasukkan kedalam 
perhitungan. Pengguna mengakses laman form terlebih dahulu, sehingga 
nantinya sistem menampilkan laman form. Lalu user mengisikan data lengkap 
pada form yang telah tersedia, dan melakukan submit. Sistem akan 
menampilkan pemberitahuan apabila form berhasil masuk kedalam sistem.  
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b. Lihat Daftar Nasabah 
Pada activity diagram untuk ‘Lihat Daftar Nasabah’ adalah alur guna 
mengetahui hasil daripada input yang telah diisi dari form pengajuan kredit 
dan di submit oleh calon nasabah. Pada aktifitas ini juga untuk melihat hasil 
daripada prediksi pengajuan kredit yang telah di input kan. Aktifitas ini 
dilakukan ketika user pertama kali mengakses laman, karena daftar nasabah 
merupakan laman utama dari sistem. User nantinya akan dapat melihat secara 
detail dari data nasabah tertentu ketika melakukan klik terhadap satu row data 
tertentu. 
Lihat Daftar Nasabah 
User Sistem
P
h
a
se
Pengguna 
mengakses Laman 
Daftar Nasabah
Menampilkan Tabel 
Laman Nasabah
Memilih Nasabah 
Pada Record 
Tertentu
Menampilkan 
Detail Nasabah
 
Gambar 4.4: Activity Diagram untuk lihat daftar nasabah 
3. Sequence Diagram 
Sequence diagram menggambarkan urutan atau tahapan yang harus dilakukan 
agar dapat menghasilkan sesuatu yang ada pada use case diagram. Sequence 
diagram yang tergambarkan dalam sistem adalah sebagai berikut: 
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User
Halaman 
Utama
Akses Laman
Halaman Form 
Pengajuan Kredit
Menunjukkan Tabel Nasabah
Model 
Perhitungan
Melakukan Perhitungan Prediksi
Input Form Pengajuan Kredit
Menampilkan Hasil Prediksi
Menampilkan Input Berhasil
 
Gambar 4.5: Sequence diagram pada sistem yang akan dibangun 
Aktor utama dari sequence diagram adalah user yang mana merupakan 
admin bank. Ketika user melakukan akses laman, maka sistem dengan objek 
‘Halaman Utama’ memberikan return menunjukkan tabel nasabah. Ketika user 
ingin melakukan input pada form pengajuan kredit, user mengirimkan message 
kepada objek ‘Halaman Form Pengajuan Kredit’ dan sistem akan mengirimkan 
input-an tersebut ke objek ‘Model Perhitungan’ untuk kebutuhan prediksi. 
Setelah itu ‘Model Perhitungan’ mengirimkan return ke ‘Halaman Utama’ yang 
berisi hasil dari prediksi input yang telah di kirimkan sebelumnya dan ‘Halaman 
Utama’ mengirimkan return ke user berupa message bahwa input berhasil 
dilakukan.  
4. Class Diagram 
Class diagram menggambarkan bentuk dari class - class apa saja yang 
membentuk sebuah sistem. Sehingga bentuk dari class diagram digambarkan 
seperti gambar 4.6 berikut: 
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Dataset
Usia
Alamat
Pekerjaan
Jumlah Pinjaman
Jangka Waktu
Status Kredit
GetData()
Classifier
RandomForestClassifier()
GetData()
SendData()
Nasabah
Usia
Alamat
Pekerjaan
Jumlah Pinjaman
Jangka Waktu
Status Kredit
inputData()
API
guzzlePHP
inputData()
dataInput()
ML Service
result()
hasilString()
SendData()
dataInput()  
Gambar 4.6: Class diagram pada sistem yang akan dibangun 
a. Dataset 
Kelas ini yang berisi dataset yang berfungsi untuk pembuatan model 
perhitungan prediksi. Dataset ini pula dasar dari sistem, karena dengan 
mengubah data pada dataset maka berarti mengubah model perhitungan 
prediksi yang akan dilakukan, begitu pula sebaliknya. Dataset ini menjadi 
sumber untuk melakukan prediksi. 
b. Classifier 
Kelas ini berisi RandomForestclassifier yang berfungsi sebagai model 
perhitungan prediksi. Classifier berisi algoritma random forest yang nantinya 
akan melakukan perhitungan berdasarkan dataset dan akan mengembalikan 
result berdasarkan dataInput yang dimasukkan oleh ML Service. 
c. ML Service 
Kelas ML Service atau kelas untuk kebutuhan machine learning service yang 
melakukan pengiriman data dataInput lalu mengembalikan nilai result yang 
mana merupakan hasil dari dataInput yang dikirimkan oleh API. 
d. API 
Kelas ini berisi guzzlePHP yang merupakan jembatan antara python dan PHP. 
Input dari kelas Nasabah yang menggunakan bahasa PHP akan diteruskan 
oleh guzzlePHP ke ML Service yang menggunakan bahasa python. 
e. Nasabah 
Kelas ini interface dari data nasabah yang mengajukan pengajuan kredit. 
Kelas ini memiliki attribute yang sama dengan dataset. Ketika melakukan 
input data nasabah baru, maka akan diteruskan ke API, lalu ke ML Service, 
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dan masuk ke kelas classifier untuk dilakukan perhitungan. Ketika 
perhitungan selesai, classifier akan mengirimkan result ke ML Service. 
Result tersebut nantinya akan dilanjutkan kembali oleh API ke kelas nasabah. 
Sehingga nantinya informasi terhadap prediksi dari data nasabah baru yang 
dimasukkan keluar. 
4.2.3. Implementasi  
Dalam tahap implementasi, akan dijelaskan sebuah pengembangan sistem 
rekomendasi kelayakan kredit hingga pada tahap pengimplementasiannya. 
Pengembangan sistem ini berbasis webservice dengan bahasa PHP dengan 
menggunakan framework Laravel. Berikut adalah beberapa requirement yang telah 
dilengkapi serta yang menjadi fokus utama pada penelitian kali ini: 
1. PHP 
PHP adalah salah bahasa pemrograman yang paling populer digunakan untuk 
membangun sebuah web. Pada saat ini, versi dari PHP yang terbaru adalah PHP 
7. Digunakannya PHP dalam membangun sistem pada penelitian ini dikarenakan 
sifat dari PHP yang bersifat dinamis, yang mana konten dapat berubah 
bergantung sumber data beserta bagaimana data tersebut diolah. 
2. Laravel 
Laravel merupakan salah satu daripada framework PHP. Adanya framework 
ini dibutuhkan agar proses pengembangan sebuah sistem ataupun web dapat 
dilakukan dengan mudah dengan bantuan framework. Laravel merupakan 
framework yang dibangun berdasarkan konsep MVC (Model, View, dan 
Controller) yang mana sangat membantu dalam hal pengembangan sebuah 
sistem maupun web. Atas kemudahan inilah akhirnya dipilih Laravel sebagai 
framework untuk kebutuhan sistem yang akan dibangun. 
3. Python 
Python adalah salah satu bahasa pemrograman yang juga populer digunakan 
dalam mengembangkan suatu aplikasi. Namun, dalam hal ini python cenderung 
lebih banyak digunakan oleh para Data Scientist atau Data Engineer untuk 
kebutuhan machine learning. Pada python sendiri, ada banyak library – library 
yang dapat membantu kebutuhan machine learning. Karena kemudahan bahasa 
python inilah digunakannya untuk kebutuhan data mining dalam penelitian ini.  
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4. RestAPI 
RestAPI terdiri dari dua kata yakni REST yang merupakan kependekan dari 
“Representational State Transfer”, yang merupakan standar arsitektur berbasis 
web. Serta API yang merupakan kependekan daripada “Application Protocol 
Interface”, yang mana adalah kumpulan dari beberapa tools untuk kebutuhan 
komunikasi data antar aplikasi software. Intinya, RestAPI merupakan salah satu 
implementasi dari webservice sebagai sebuah standar guna pertukaran data antar 
aplikasi atau sistem. 
Dikarenakan adanya banyak cara dalam memanipulasi tampilan dan data 
menggunakan PHP sehingga penulis memilih bahasa PHP untuk dasar 
pembuatan webservice dari sistem rekomendasi kelayakan kredit ini. Python 
digunakan sebagai bahasa untuk melakukan prediksi data yang telah didapat dari 
sistem dengan memasukkan data tersebut kedalam model perhitungan prediksi 
yang sudah terbuat sebelumnya. Untuk mengirim data yang didapatkan dari 
sistem, digunakan restAPI sebagai jembatan penghubung antara sistem dan 
model perhitungan prediksi. Hal ini dikarenakan perbedaan jenis bahasa yang 
digunakan, sistem dengan penggunaan webservice yang menggunakan bahasa 
PHP dengan Laravel sebagai framework nya, sedangkan model perhitungan 
prediksi dengan menggunakan bahasa python. 
Selanjutnya akan dibahas tentang langkah – langkah secara spesifik tentang 
pembuatan model hingga implementasinya kedalam sistem. Yakni sebagai berikut: 
1. Pembuatan file main.py dan ml.py  
File main.py terbilang sangat penting karena memiliki peran sebagai restAPI 
yang akan mengirimkan data yang didapat dari sistem menuju model perhitungan 
prediksi. Sedangkan model perhitungan prediksi yang berisi algoritma random 
forest ada didalam file ml.py. Inilah alasan kenapa dua file ini penting dalam 
penelitian kali ini.  
Pada sub bab diatas, dijelaskan bahwa kita telah membuat model perhitungan 
prediksi menggunakan algoritma random forest. Sehingga untuk itu dibuatlah 
fungsi untuk melakukan train data terhadap model, serta fungsi untuk melakukan 
prediksi pada data tertentu, dijelaskan seperti source code berikut: 
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def TrainData(): 
     
    X = dataset.iloc[:, 2:7] 
    y = dataset.iloc[:,7] 
 
    X_train, X_test, y_train, y_test = train_test_split(X, y, 
test_size=0.5, random_state=0) 
    model = RandomForestClassifier(n_jobs=2, random_state = 0 ) 
    model.fit(X_train, y_train) 
    return model 
 
def PredictData(DataBaru): 
    model = TrainData() 
     
    inputDF = pd.DataFrame(data = DataBaru) 
    result = model.predict(inputDF) 
         
    return result 
Gambar 4.7: Source code untuk membuat fungsi TrainData() dan PredictData() 
Pada source code diatas fungsi TrainData() digunakan untuk pembuatan model 
dari algoritma random forest yang nantinya akan melakukan prediksi dengan 
menggunakan fungsi PredictData(). Sedangkan didalam fungsi PredictData(), ada 
bantuan fitur dari pandas untuk kebutuhan pembuatan dataframe. Karena untuk 
melakukan perhitungan terhadap model, data yang dimasukkan harus berupa array 
dalam bentuk dataframe. 
Berikutnya adalah file main.py dimana dilakukannya restAPI. Untuk kemudahan 
kebutuhan sistem digunakan json sebagai penotasi pertukaran data. Perhatikan 
source code berikut: 
class MLService(Resource): 
  def post(self): 
    if not request.json: 
      return { 
        "error": True, 
        "message": "no data found" 
      } 
    dataInput = { 
      'Usia': [request.json["usia"]],  
      'Jumlah Pinjaman': [request.json["jumlah_pinjaman"]],  
      'Jangka Waktu': [request.json["jangka_waktu"]],  
      'Alamat_Labeled': [request.json["alamat_labeled"]],  
      'Pekerjaan_Labeled': [request.json["pekerjaan_labeled"]] 
    } 
    result = (ml.PredictData(dataInput)) 
    hasilString = "Lancar" 
    if result[0] == 1: 
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      hasilString = "Macet" 
     
    return {  
      "error": False, 
      "message": "Belajar Res", 
      "result": hasilString, 
    } 
Gambar 4.8: Source code untuk kebutuhan restAPI 
Jika diperhatikan pada source code diatas, data yang akan dimasukkan kedalam 
sistem nantinya akan diambil oleh json yang telah diatur pada syntax dataInput. 
Kemudian ketika telah berhasil diambil, kemudian di arahkan ke model perhitungan 
prediksi pada syntax ml.PredictData(). Secara umum, apabila digambarkan sebagai 
komponen sistem cerdas maka gambaran umum sistem adalah sebagai berikut: 
Data 
Management
Model 
Management 
User Interface
Knowledge 
Manager
User
Dataset
Data 
Nasabah
 
Gambar 4.9: Gambaran umum jika digambarkan dengan komponen sistem pendukung 
keputusan 
Adapun untuk penjelasan gambaran umum komponen sistem pendukung diatas 
adalah sebagai berikut:  
a. Data Management 
Data Management melakukan pengelolaan terhadap database aktif serta 
dataset dari data training. Pengelolaan data di dalam data management, 
seperti melakukan ETL (Extract, Transform, dan Load) dan sebagainya untuk 
kebutuhan sistem. Database aktif untuk kebutuhan prediksi pada data 
nasabah baru yang akan mengajukan. Sehingga database aktif berperan 
dalam menyimpan data pada aplikasi webservice sistem rekomendasi 
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50 
kelayakan kredit. Sedangkan dataset dari data training dibutuhkan untuk 
pembuatan model perhitungan prediksi. Sehingga dataset berperan dalam 
kebutuhan model management. 
b. Model Management 
Model management dalam hal ini merupakan pembuatan model perhitungan 
untuk kebutuhan prediksi. Model management pada sistem ini menggunakan 
bahasa python untuk membuat model nya. Model management menggunakan 
algoritma random forest. 
c. Knowledge Manager 
Knowledge manager dalam sistem ini berupa sistem pendukung keputusan 
yang dihasilkan atas pengetahuan (aturan) yang telah ditetapkan, dan juga 
berdasarkan data yang didapat pada data management serta menggunakan 
algoritma random forest yang diatur pada model management.  
Adapun pada pengetahuan (aturan) yang ditetapkan pada knowledge manager 
merupakan pengetahuan yang didasari oleh analisa berdasarkan “The Five C 
of credit analysis” yang sudah menjadi standar untuk melakukan penilaian 
terhadap kelayakan kredit.  
Pengetahuan tersebut menjadi sebuah parameter untuk melakukan prediksi, 
apakah nantinya seorang nasabah yang mengajukan dikatakan layak atau 
tidak untuk diberikannya pinjaman atau kredit. Dikatakan layak apabila hasil 
prediksi data nasabah tersebut berupa ‘lancar’, dan dikatakan tidak layak 
apabila sebaliknya. 
Untuk menghubungkan antara model management dengan user interface, 
digunakan guzzlePHP sebagai restAPI untuk kebutuhan transfer data diantara 
bahasa pemrograman PHP dengan bahasa pemrograman python. 
d. User Interface 
User interface menggunakan framework laravel berbahasa PHP. User 
interface merupakan tampilan menjembatani antara user dengan knowledge 
manager. User dapat melakukan aktifitas pada user interface yang akan 
berdampak pada knowledge user, dan seterusnya.  
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e. User 
User yang dimaksud disini adalah admin bank. Yang nantinya dapat 
mengelola kebutuhan pada user interface. User juga dapat pula melakukan 
pengubahan terhadap knowledge manager, dalam hal ini menambahkan 
parameter – parameter pendukung lainnya untuk optimasi sistem pendukung 
keputusan. 
2. Tampilan pada sistem 
Dengan menggunakan bahasa pemrograman PHP dan framework menggunakan 
Laravel. Ada tiga buah tampilan yang dapat ditampilkan oleh sistem yaitu antara 
lain: 
a. Tampilan form pengajuan kredit pada sistem rekomendasi kelayakan kredit 
berbasis web service: 
Ada beberapa batasan dari sistem rekomendasi kelayakan kredit berbasis 
webservice ini. Diantaranya adalah pengisian form alamat serta pekerjaan 
yang menggunakan dropdown. Hal ini dikarenakan keterbatasan data yang 
dijadikan sebagai train untuk pemodelannya serta pengkategorian data pada 
preprocessing yang masih manual pada proses label encoder. Sehingga 
diasumsikan sistem hanya melakukan prediksi terhadap calon nasabah 
dengan alamat dan pekerjaan yang ada pada pilihan dropdown tersebut. 
Adapun bentuk tampilan pada form pengajuan kredit adalah sebagai berikut:  
 
Gambar 4.10: Bentuk tampilan form pengajuan pinjaman 
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b. Tampilan tabel list data nasabah 
Berikut merupakan tampilan list submission dari hasil form pengajuan kredit 
pada sistem rekomendasi kelayakan kredit berbasis webservice: 
 
Gambar 4.11: Bentuk tampilan lihat data nasabah 
Untuk tampilan yang minimalis, diasumsikan bahwa data hasil prediksi yang 
ditampilkan pada tampilan list submission hanya ‘Nama’, ‘Email’, ‘Phone’ 
dan ‘Potensi Kredit’. Hal ini dilakukan agar pihak bank berfokus pada potensi 
kredit dari calon nasabah yang mengajukan, serta informasi kontak untuk 
menghubungi calon nasabah yang berpotesi tersebut. 
4.2.5. Testing 
Berfokus terhadap restAPI, tahapan testing dilakukan untuk melakukan 
pengujian apakah restAPI yang dilakukan pada sistem telah berhasil. Untuk itu 
maka menggunakan bantuan pihak ketiga yaitu dukungan aplikasi Postman. 
restAPI yang diuji cobakan adalah source code dari file main.py.  
Pada aplikasi postman, uji cobakan ‘POST’ pada localhost sesuai dimana 
aplikasi dibangun. Dalam penelitian ini, penggunaan untuk perhitungan prediksi 
berada pada url http://localhost:3333/predict. Dan kemudian pilih body > raw > json 
dan lalu isikan data seperti format dictionary dataInput pada file main.py, seperti 
gambar berikut: 
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Gambar 4.12: Uji coba input json dengan postman 
Dan apabila ketika melakukan klik pada ‘send’ atau menekan tombol CTRL 
+ Enter, maka apabila tidak terjadi error dan muncul output seperti gambar dibawah 
ini, maka berarti restAPI berhasil dilakukan. 
 
Gambar 4.13: Result dari input json yang dilakukan  
4.2.6. Perawatan 
Pada tahap ini, sistem rekomendasi kelayakan kredit berarti sudah dalam 
keadaan berjalan, yang mana berarti ada banyak tambahan record data calon 
nasabah baru yang telah terprediksi. Maka dari itu untuk tahap perawatan berarti 
melakukan train ulang terhadap model machine learning algoritma random forest 
yang ada ketika ada cukup banyak data yang telah masuk. Sehingga diharapkan 
dengan semakin banyak data tersebut, makin kompleks model machine learning 
yang di hasilkan.  
4.3. Pengujian Algoritma 
Untuk melakukan pengujian sistem pada penelitian kali ini, penulis memilih 
metode pengujian untuk menghitung accuracy, precision dan recall dengan 
menggunakan 4 skenario testing. Adapun 4 skenario testing tersebut adalah sebagai 
berikut: 
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1. Dengan menggunakan dataset training sebesar 60% dan dataset testing 100% 
Pada skenario ini, dataset training memiliki 2 data yang dikatakan “Kurang 
Lancar” dan sisanya dikatakan “Lancar” 
2. Dengan menggunakan dataset training sebesar 70% dan dataset testing 100% 
Pada skenario ini, dataset training memiliki 3 data yang dikatakan “Kurang 
Lancar” dan sisanya dikatakan “Lancar”. 
3. Dengan menggunakan dataset training sebesar 80% dan dataset testing 100% 
dataset training memiliki 4 data yang dikatakan “Kurang Lancar” dan sisanya 
dikatakan “Lancar” 
4. Dengan menggunakan dataset training sebesar 70% dan dataset testing 30% 
Pada skenario ini, masing – masing dataset training dan dataset testing memiliki 
3 data yang dikatakan “Kurang Lancar”, dan sisanya dikatakan “Lancar” 
Sehingga, untuk hasil evaluasi dari masing – masing skenario diatas adalah 
berupa confusion matrix dan perhitungan accuracy, precision, dan recall sebagai 
berikut: 
1. Skenario data training 60% dan data testing 100% 
Tabel 4.6: Confusion matrix dari dataset 60% setelah dilakukan testing dengan 100% 
                   Real 
Prediksi 
Lancar Kurang Lancar 
Lancar 98 5 
Kurang Lancar 0 1 
Pada tabel diatas menjelaskan bahwa pada skenario yang menggunakan dataset 
untuk training sebesar 60% dan untuk testing sebesar 100% dan memiliki nilai 
accuracy, precision, dan recall nya sebagai berikut: 
Accuracy = 
TP+TN
TP+TN+FN+FP
 
 = 
98 + 1
98 + 1 + 0 + 5
 * 100% = 
99
104
 * 100% =  95,19 % 
Precision = 
TP
TP + FP
 
 = 
98
98 + 5
 * 100% = 
98
103
 * 100% = 95,14 % 
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Recall = 
TP
TP + FN
 
 = 
98
98 + 0
 * 100% = 
98
98
 * 100% = 100 % 
2. Skenario data training 70% dan data testing 100% 
Tabel 4.7: Confusion matrix dari dataset 70% setelah dilakukan testing dengan 100% 
                   Real 
Prediksi 
Lancar Kurang Lancar 
Lancar 98 3 
Kurang Lancar 0 3 
Pada tabel diatas menjelaskan bahwa pada skenario yang menggunakan dataset 
untuk training sebesar 70% dan untuk testing sebesar 100% dan memiliki nilai 
accuracy, precision, dan recall nya sebagai berikut: 
Accuracy = 
TP + TN
TP + TN + FN + FP
 
 = 
98 + 3
98 + 3 + 0 + 3
* 100% = 
101
104
 * 100% = 97,11 % 
Precision = 
TP
TP + FP
 
 = 
98
98 + 3
 * 100% = 
98
102
 * 100% = 97,02 % 
Recall = 
TP
TP + FN
 
 = 
98
98 + 0
 * 100% = 
98
98
 * 100% = 100 % 
3. Skenario data training 80% dan data testing 100% 
Tabel 4.8: Confusion matrix dari dataset 80% setelah dilakukan testing dengan 100% 
                   Real 
Prediksi 
Lancar Kurang Lancar 
Lancar 98 3 
Kurang Lancar 0 3 
Pada tabel diatas menjelaskan bahwa pada skenario yang menggunakan dataset 
untuk training sebesar 80% dan untuk testing sebesar 100% dan memiliki nilai 
accuracy, precision, dan recall nya sebagai berikut: 
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Accuracy = 
TP + TN
TP + TN + FN + FP
 
 = 
98 + 3
98 + 3 + 0 + 3
* 100% = 
101
104
 * 100% = 97,11 % 
Precision = 
TP
TP + FP
 
 = 
98
98 + 3
 * 100% = 
98
102
 * 100% = 97,02 % 
Recall = 
TP
TP + FN
 
 = 
98
98 + 0
 * 100% = 
98
98
 * 100% = 100 % 
4. Skenario data training 70% dan data testing 30% 
Tabel 4.9: Confusion matrix dari dataset 70% setelah dilakukan testing dengan 30% 
                   Real 
Prediksi 
Lancar Kurang Lancar 
Lancar 29 1 
Kurang Lancar 0 2 
Skenario ini merupakan skenario tambahan untuk pengujian dengan 
menggunakan perbandingan untuk data training 70% dan data testing sebesar 
30%. Skenario ini dilakukan untuk mengkontrol hasil accuracy, precision dan 
recall dari algoritma random forest dengan membandingkan hasilnya dengan 
hasil scenario – scenario diatas. Skenario ini memiliki hasil sebagai berikut:  
Accuracy = 
TP + TN
TP + TN + FN + FP
 
 = 
29 + 2
29 + 1 + 0 + 2
 * 100% = 
31
32
 * 100% = 96,87% 
Precision = 
TP
TP + FP
 
 = 
29
29 + 1
 * 100% = 
29
30
 * 100% = 96,67 % 
Recall = 
TP
TP + FN
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 = 
29
29 + 0
 * 100% = 
29
29
 * 100% = 100 % 
Sehingga untuk kebutuhan perbandingan, hasil dari masing – masing accuracy, 
precision, dan recall dari masing – masing skenario diatas digambarkan pada 
tabel berikut 4.10:  
Tabel 4.10: Tabel perbandingan hasil accuracy, precision dan recall dari masing – masing 
skenario. 
 Skenario 
60% - 100% 
Skenario 
70% - 100% 
Skenario 
80% - 100 % 
Skenario 
70% – 30% 
Rata – Rata 
Accuracy 95,19% 97,11% 97,11% 96,87% 96,57% 
Precision 95,14% 97,02% 97,02% 96,67% 96,46% 
Recall 100% 100% 100% 100% 100% 
Dari perbandingan hasil dari masing – masing accuracy, precision, dan recall 
dari masing – masing skenario memiliki nilai yang berbeda namun tidak memiliki 
rentang yang jauh, terutama skenario 70% dan 80% yang tidak memiliki perbedaan. 
Adapun rata – rata yang didapatkan dari masing – masing hasil accuracy, precision, 
dan recall pada empat skenario tersebut adalah 96,57%, 96,46% dan 100%. Dari 
hasil yang didapatkan ini, dapat dikatakan bahwa algoritma random forest memiliki 
nilai accuracy, precision dan recall yang terbilang stabil dalam hal melakukan 
prediksi untuk kelayakan pengajuan kredit. Sehingga model prediksi ini dapat di 
implementasikan secara real untuk acuan dasar pihak bank untuk proses tindak 
lanjut pengajuan pinjaman. 
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BAB V 
PENUTUP 
 
5.1. Kesimpulan 
Penelitian yang memakan waktu selama kurang lebih dari empat bulan ini 
memiliki beberapa kesimpulan sebagai berikut: 
1. Pengembangan aplikasi untuk sistem rekomendasi kelayakan kredit 
menggunakan machine learning dengan metode random forest dilakukan 
dengan membuat model prediksi berbahasa python dengan bantuan library sci-
kit learn. Adapun untuk pengembangan aplikasi berbasis webservice nya dengan 
bantuan framework laravel menggunakan bahasa PHP. Sedangkan penggunaan 
restAPI untuk menghubungkan antara aplikasi webservice dan model 
prediksinya dengan menggunakan guzzlePHP 
2. Berdasarkan empat skenario terhadap training dan testing pada algoritma 
random forest. Dengan menggunakan confusion matrix untuk masing – masing 
skenario, ditemui rata – rata hasil accuracy sebesar 96,57%%, precision sebesar 
96,46% dan recall sebesar 100%. Sehingga, model prediksi ini memiliki hasil 
perbandingan yang stabil dan dapat di implementasikan secara real untuk acuan 
dasar pihak bank untuk proses tindak lanjut pengajuan pinjaman. 
5.2. Saran 
Berdasarkan hasil penelitian ini, tentu masih terdapat banyak kekurangan 
yang dapat ditemui pada sistem rekomendasi kelayakan kredit ini. Maka dari itu, 
penulis memberikan beberapa saran guna memperbaiki dan meningkatkan 
kekurangan yang didapati dalam sistem rekomendasi kelayakan kredit ini, yakni: 
1. Memperbanyak feature yang tidak dapat penulis dapatkan guna hasil prediksi 
yang lebih kompleks pada algoritma random forest. Penambahan feature yang 
dimaksud dapat meliputi ‘jumlah tanggungan’, ‘jumlah pendapatan’, 
‘kepemilikan rumah / tanah’, dan sebagainya. 
2. Melakukan perbandingan metode yang lain dengan metode random forest untuk 
klasifikasi dalam menentukan rekomendasi kelayakan kredit. 
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