Recently, recommender systems have been widely used in e-commerce websites to help customers discover items they want. Since a recommender system should be able to provide users with helpful information regarding items that might interest them, the ability to immediately respond to changes in a user's preference is a valuable asset of the systems. Thus, this work presents a novel recommender system that effectively adapts and immediately responds to any changes in the system by utilizing content-based filtering within the framework of interactive evolutionary computation. In addition, a data grouping technique is employed to enhance the computational time efficiency. The proposed system is then tested with music data. Experimental results confirm that the proposed system is able to offer users suitable music items with assured quality in a timely manner. Furthermore, the experimental results suggest that this system provides more reliable music recommendations than other contentbased filtering systems even in the working environment changes.
INTRODUCTION
In daily life, people often face decision-making situations without having sufficient information on the various alternatives. Consequently, people may have a difficult time making the correct decision since the number of alternatives may be very large. As a result, people may be more likely to ask someone for help, such as a friend having extensive knowledge on the subject matter or an article related to the decision. Yet, while the recommendations received by consulting friends or other materials may be beneficial in making the appropriate decision, they may not align well with the person's preferences. Recommender systems can be useful in this regard: they can provide the person or user with a refined recommendation based on alternatives that are well tailored to the user's preferences (Resnick and Varian, 1997; Terveen and Hill, 2001) . Recommender systems are developed out of the desire (or need) to efficiently process the vast amount of information available to today's consumers. *Corresponding author. E-mail: cwan@skku.edu. Tel: +82 31 299 4588. Fax: +82 31 299 4664.
Since the 1990s, technology has undergone impressive changes in regards to information and entertainment. With these changes, numerous resources, such as TV channels, books, music and interactive documents on the World Wide Web, have been made available to a wide audience of consumers. The web, in particular, provides an environment in which people can communicate with one another and can easily access a broad array of resources (Schafer et al., 1999 ).
Yet, because of this asset, many consumers are overloaded with information (that is, information overload problem). They must sort through multitude of alternatives before choosing items suitable to their preferences or needs. In response to this dilemma, many e-commerce sites, such as Amazon, eBay and LastFM have employed recommender systems. These systems suggest items to their customers that are likely to fit the customers' demands (Linden et al., 2003; Sarwar et al., 2000; Schafer et al., 1999) .
In general, there are two main recommendation methods: content-based filtering and collaborative filtering. The first method, content-based filtering, pro-vides a recommendation by classifying items in a particular way.
This method computes the similarity between the profile, which is composed of ratings or evaluations that represent a user's preference. On the other hand, in the collaborative filtering, the recommender system builds a database of profiles, and then recommends items based on how well other users' profiles match the database. Similarly, other approaches have attempted to combine the two methods in an effective way, suggesting that the current recommender systems can be further improved. Consequently, this topic is still being investigated with great interest (Adomavicius and Tuzhilin, 2005; Burke, 2007) .
Interactive evolutionary computation (IEC) has been successfully applied to real-world problems in diverse areas (Kim et al., 2010; Marques et al., 2010; Takagi, 2001) . Constantly evolving with user's evaluation, IEC is apt to trace the user's uncertain, time-varying preferences. Yet, owing to the use of evolutionary operations, IEC may run a long while in order to discover an (near) optimal solution. Since IEC tries to make the best decision under the given condition, it can rapidly return a solution workable for a given problem. Initially, the quality of solution may be poor, but it would gradually improve as more interactions happen. Note that most real-world applications of IEC operate in a steady state. Recommender systems, robotics, music and graphics belong to representative examples (Kim et al., 2010; Marques et al., 2010; Takagi, 2001) . It denotes that IEC can be used with no concern about the time complexity. In addition, to improve the performance of IEC (that is, alleviate user's fatigue), all the unevaluated date can be objectively assessed via the user's subjective information that has already been evaluated (Hao et al., 2009; Kim et al., 2010) . As a result, IEC is suitable to the design of recommender systems.
In this paper, a novel recommender system is proposed that combines the content-based filtering technique with IEC and then applies data grouping to enhance the recommendation speed. This proposed system is then evaluated with music data and their extracted features.
RELATED WORK

Recommender system
The purpose of a recommender system is to provide relevant information to a user. This information should fulfill the user's needs by being pertinent and interesting. Information provided by an information retrieval system, on the other hand, should respond to a user's inquiry. In both systems, the user expects to obtain helpful information from the search results; however, some differences between the two systems exist. In particular, the definition of information is different in each system. In the information retrieval system, the information is defined by the degree of matches between the user's query and the system's alternatives. In that system, any method (for example, relevance feedback) can be employed that help to refine the query and make simple recommendations (Salton and Buckley, 1990) . Hence, a recommender system can be regarded as an extension of an information retrieval system (Balabanovi'c and Shoham, 1997; Burke, 2007; Resnick et al., 1994) .
Collaborative filtering versus content-based filtering
In recommender systems, the usefulness of an item is generally represented by a rating, which declares how a user likes the item. The rating for each item can then be used as a criterion for making future decisions regarding that item. A recommender system collects each user's rating and stores it as a profile. After gathering users' profiles, the system applies recommendation methods to the profiles to make suitable suggestions.
In the collaborative filtering method, the recommender system discovers relationships between the profiles stored in the system. After computing the correlations for entire profiles, the system groups similar profiles together. The system then provides recommendations derived from other users' profiles with similar ratings in the past (Cohen and Fan, 2000; Goldberg et al., 1992; Pazzani, 1999; Resnick et al., 1994) . In the content-based filtering method, the recommender system extracts sets of features from the items, which are then assessed by the users. After that, the system analyzes the similarities between the items in a user's profile and the other remaining items. Finally, the system recommends items that possess similar features to the items the user preferred (Logan, 2002; Pazzani, 1999) . Figure 1 shows the overall procedures of each method.
Nevertheless, these existing methods have some defining limitations. For example, in both the collaborative and contentbased filtering methods, when a set of new items is added to the recommender system, they lack a user rating. Due to the absence of the user's preference, the recommender system using these methods cannot make any proper recommendations for new items. The content-based filtering method, however, also suffers from an overspecialization problem whereby it only suggests items that are directly related to items rated highly by the user. Therefore, the recommender system employing the content-based filtering is limited by only suggesting items similar to the specific items that the use rated favorably in the past.
In this study, we propose a new recommender system that takes into account the limitations of the existing recommendation methods.
Feature extraction
In content-based filtering, feature extraction is an important technique that acquires the unique properties of a given item, such as a document, music track or photo. Thus, the technique is suitable for data classification. As mentioned earlier, the proposed recommender system will make use of the content-based filtering method. Thus, feature extraction is also essential to our recommender system.
Interactive evolutionary computation (IEC)
Evolutionary computation (EC) is the general term for several computational techniques that are based on the evolution of biological life in the natural world. The most widely used application of EC is in genetic algorithms (GAs). GAs are stochastic search methods inspired by the mechanisms of natural evolution and genetic inheritance. GAs work on a population of candidates solutions. Each solution has a fitness value indicating its proximity to the optimal solution of the problem. The solutions with higher fitness values are selected and survive to the next generation. Thus, GAs produce better solutions (that is, offspring) via a combination of selected solutions. The candidate solutions a b gradually evolve towards the optimum by discovering, preserving and propagating the promising sub-solutions of each generation (Adomavicius and Tuzhilin, 2005; Goldberg and Holland, 1988) . Accordingly, IEC handles optimization problems in an interactive fashion (Takagi, 2001 ). Similar to GAs, IEC also uses genetic operators (that is, selection, crossover and mutation) to find the optimal solution. Unlike the generic EC, however, IEC employs the user to evaluate the fitness values of candidate solutions. In other words, the user's (subjective) evaluation replaces the objective function that determines the fitness values in the existing EC (Hao et al., 2009; Takagi, 2001) . Figure 2 shows the structures of both the EC and IEC. As shown in Figure 2 , a user evaluates the fitness of various items. As a result, IEC can be applied to the proposed recommender system since it operates well with the user's evaluation and naturally utilizes the genetic operators to reach the optimal solution.
Likewise, these IEC properties are ideal for the proposed recommender system since a user's preference may be traced even though his or her preference may change with a certain degree of uncertainty. Thus, in the proposed system, IEC is used to recognize a user's favorite items and to trace the user's preference by continual interactions between the user and the system.
Data grouping: k-means algorithm
In the proposed system, data grouping is employed to enhance the speed and the quality of the recommendations. For instance, the designed system creates groups out of all the alternative items according to the similarities of their structural features. After creating the groups, the system provides a recommendation based on the user's evaluation by looking for items within a particular 
k-means clustering algorithm
Clustering (or grouping) N data points into k disjoint subset.
1. Randomly choose k points from N data points (to divide N data into k groups)
2. Set the k points to the centroid of each group 3. Apply pseudo-code below to data points of each group Whileno more changes in each group do
3. Find a target group whose distance is the minimum
Change the I k 's group from the original i-th group to the target t-th group group. Thus, the system can rapidly offer new items to a user in a time-efficient manner. The system can save computational time in searching for proper items because only the candidate items within a corresponding group are considered. In the proposed recommender system, the k-means clustering algorithm is employed owing to its simplicity and efficiency. The kmeans clustering algorithm is commonly used to separate a data set into k groups, based on the features of each set.
It starts by choosing the centroids for k initial clusters, and then iteratively refines the given data set by checking the distances between an item and the centroids of other groups. The algorithm subsequently reassigns each item from the original group to another (new) group with the minimal distance between the item and its centroid. Note that if the distance between an item and its current centroid is the minimum distance possible, then no change occurs. These operations run repeatedly until the termination condition (that is, no more changes occur) is satisfied for each item and group. Figure 3 shows the procedure of the k-means clustering algorithm (David, 2003; Wagstaff et al., 2001) .
PROPOSED APPROACH
The proposed recommender system is composed of three phases: preprocessing, user evaluation, and IEC. The system employs IEC to effectively recognize the user's preferences and promptly adapt to the user's behavior. In addition, it applies the content-based filtering method to generate the initial population for IEC and find similar items relevant to the user's evaluations. Note that since the proposed system was verified with music data, all the operational details will be explained here using music data examples.
Preprocessing phase
Prior to recommending items, a given data set should be initially processed via feature extraction and data grouping. This step is essential to properly prepare the working environment of the proposed system. Then, the system operates on the items (for example, the music tracks) composed of the unique features extracted from the data set. Note that all of the music tracks were formatted as MP3 (Mpeg-1 Audio Layer 3) files.
First, each music track undergoes feature extraction using the software framework, CLAM (Clam, 2011; Amatriain et al., 2005) , which outputs XML-formatted files containing the extracted features of each music data set. Next, the proposed system parses 20% of the output data to create the initial individuals for the IEC.
In the proposed system, seven types of the extracted features are considered: tempo, pitch, octave, root, mode, description (Desc), similarity group (Simil). Each feature consists of a set of real numbers that are normalized between 0 and 1. The features can be divided into three classes pertaining to their usage: general, profile matching and grouping. The first one, general feature, has several pieces of information for each music track (for example, number, artist name and song title). The profile matching feature is used to create each data set's profile and to find similar music tracks in the IEC phase. The last one, the grouping feature, provides the structural information of each music track, which can be useful for creating clusters or groups. Figure 4 shows an example of individual's composition with respect to the extracted features.
Once the feature extraction is completed, the proposed system creates a set of groups for the given data set using the k-means clustering algorithm. Based on the classified features of each individual, the system stores each group's information regarding a list of items within the same group. In addition, the system uses the stored group information to find similar items when making a recommendation in the IEC phase.
User evaluation phase
As mentioned earlier, the proposed recommender system allows users to evaluate the fitness value of each music track. A user can assign ratings to the items provided by the system, which reliably represents his or her subjective preference. After rating the given items, the evaluated data are stored in the system. Then, by referring to the user evaluation data, IEC is applied to the data set so that a population may evolve.
Interactive evolutionary computation (IEC) phase
The IEC phase is a very important component of making proper recommendations. As described earlier, IEC follows a procedure similar to the generic EC to reach an optimal solution. It also utilizes the genetic inheritance mechanisms. In this system, we consider two genetic operators -the selection and crossover operators -but we do not employ the mutation operator. By considering the individual's structure, the mutation operator has the potential to destroy the common pattern of the candidate solutions discovered by the evolutionary process thus far, which would be detrimental to the proposed system. Figure 5 shows how IEC operates within the preprocessing and the user evaluation phases. IEC applies the selection and crossover operators to the user evaluation data, performs a search to find similar items (using distance metrics and grouping methods) and generates a new population of the possible recommendation items.
Selection
In IEC, the genetic operators (selection and crossover) are fundamental components. Thus, the performance of our system is influenced by the choice of appropriate genetic operators, and such operators must be carefully chosen in order to design a better system. Although proportionate selection is typically used by many researchers, it is sensitive to selection noise. In this context, ordinal selection is preferable. Moreover, an item receiving a low rating by the user should be excluded from the recommendations; the system must recognize the user's preferences and respond. Consequently, truncation selection (a typical ordinal selection) is employed in the proposed system. This method has the strength of elitism, which imposes a high selection pressure to favor the top τ% candidate solutions (those with higher fitness values). The remaining items rated low by the user are subsequently discarded (Crow and Kimura, 1979; Thierens and Goldberg, 1994) .
During this selection process, two pools for storing items are prepared: the selection pool and the remainder pool. The selected items are stored in the selection pool, while the other items are placed in the remainder pool. If the number of items in the selection pool through the truncation selection is odd, an item from the remainder pool is randomly chosen and added to the selection pool because the next step (crossover) requires an even number of items. Once the selection process is complete, half of items in the selection pool are applied to the crossover in a probabilistic manner.
Crossover
In this step, the proposed system applies the BLX-α crossover method (Fogel, 2005) to the selected items in the previous step. The crossover produces new offspring, which have properties inherited from their parents. In general, many different types of crossover operators exist for each individual's structure. For instance, 1-point and 2-point crossover operators, which are usually used in GAs, work well individuals that have a binary representation. In the proposed system, however, the extracted features of each individual are composed of a set of real numbers. Thus, the BLX-α crossover is employed as a suitable replacement. Through this step, the system produces two new individuals from each pair of processed items. Figure 6 shows the procedure of the BLX-α crossover method.
Search
The aim of this step is to find appropriate items for recommendation. To this end, the content-based filtering method is applied to search for similar items. As mentioned previously, each individual in the proposed system consists of its own music features, which are extracted by CLAM. The features play an important role in classifying the numerous resources and then finding similar items. To search for suitable candidates, the system calculates the similarities between the music features of the items resulting from previous steps and those of the remaining items.
As shown in Figure 7 , the search step considers two cases -the generic case and offspring case. In the generic case, the system deals with the items chosen by the selection process. The input items or the source items have their own group information by which other items in the source item's group are considered as recommendation candidate items or target items. The system then computes the similarities between the source items and the target items.
Alternatively, in the offspring case, the system handles all the items in a different manner. Since the input items are produced by combining the two parent items via crossover, they do not have any group information. Accordingly, the proposed system first checks the distances between an item and the centroids of all the groups in order to find the closest group (that is, the group with the minimum distance). After finding a suitable group, the system performs the same procedure as in the generic case with regard to the found group.
In this study, the Euclidean distance is computed using a similarity metric:
Where distance (s,t) is the Euclidean distance between two items, s is the source item the system already knows, and t is a candidate item for recommendation. Moreover, n is the number of unique features each items possesses and m indicates the length of each individual feature.
Note that before calculating the distance between the two items, the values of music features are normalized to lie within the range of 0 and 1.
EXPERIMENTAL RESULTS
In this section, we describe the experimental setup and present its results. In order to assess our proposed system, we used music tracks as the data set, which were composed of a total of 400 MP3 music files from five genres (pop, rock, hip-hop, jazz and Korean pop). Additionally, we extracted the unique features of each data set using CLAM, which were stored in our designed system. Note that we employed a test agent to perform our experiments automatically.
In this experiment, we investigated the quality and speed of making a recommendation in the proposed system. We also compared our designed system with an existing system that utilized the content-based filtering method.
Test framework
The goal of the proposed system was to produce a proper recommendation properly tailored to the user preferences. To examine the effectiveness of the system in achieving this goal, we designed a test agent to simulate the user in the experiment. It performs experiments and collects experimental results in an automatic way. In previous work (Kim et al., 2010) , a website was built -whereby a user could evaluate itemsas an attempt to establish a test framework. However, it was difficult to collect enough valuable data, even though the website had a better accessibility than test agents. Gathering the data from the real world is time consuming since users may not continuously participate in the experiment.
Therefore, we employed a test agent to evaluate the proposed system because it saves time in terms of collecting and analyzing the results. For instance, the test agent application selects a reference item randomly from the given dataset and calculates an average similarity value (that is, the distance) between a list produced by the proposed system and the reference item. Clearly, a smaller similarity value denotes a better recommendation. Figure 8 shows the test agent application developed in this study.
Test cases
In order to measure the performance of the proposed 
Objective Measure
Test case 1 Analyzing the proposed system's performance with data grouping
To minimize the following criteria: -average similarity value -execution time (ms)
Test case 2 Analyzing the performances between the proposed system and the existing system with the content-based filtering -To minimize the average similarity value
Test case 3
Analyzing the performances between the proposed system and the existing system with the content-based filtering when new data sets are introduced -Minimize the average similarity value -Keep the trend of the average similarity value after the specific epochs at which new data sets are added system, we designed three test cases as shown in Table  1 . Each experiment was conducted to verify whether or not its own objective was achieved by the proposed system. In the second and third test cases, we performed comparative experiments with another system, which used the existing recommendation method (that is, content-based filtering). In all of the test cases, we were interested in the average similarity values. The test agent application traced the changes of the average similarity values with the given evaluation measures for each test case.
Experimental result
Test case 1
This study proposes a new type of recommender system using a new method, which combines IEC and contentbased filtering. In addition, this novel system employs data grouping to enhance the time efficiency. In this sense, this test case was designed to assess the recommendation quality (that is, the average similarity value) and time consumption (that is, the execution time). The first test case had the following conditions: 1) 200 runs 2) Generate 50 lists for each run 3) Each list contains 10 items 4) Number of groups: 1 to 10 Under the given conditions, when the system set up the number of groups as 1, the system did not apply any data grouping. In other words, the system regarded all of the items as target items for the search step, as mentioned earlier. When an average similarity value for each run was measured, the last 5 out of 50 lists were chosen to calculate the similarity value. This process allows the system to gather reliable results with respect to the reference item (that is, user's preferences). Furthermore, by analyzing the changes in the last 5 lists, we were able to measure whether or not the designed system had responded to the given conditions.
Figures 9 and 10 show the average similarity values and the average execution times when changing the number of groups. As shown in Figure 9 , the average similarity value increased with the number of groups. On the other hand, the execution time decreased significantly when two or three groups were used. Table 2 shows the results for the first test case As shown in Table 2 , the difference between the average similarity values from the first row and the other rows was sufficiently small. Moreover, the proposed system decreased the execution time by 62% (on average) when the data grouping was applied (see the second and third rows). Consequently, the results show that the proposed system can guarantee an acceptable recommendation quality and better time efficiency by incorporating data grouping.
Test case 2
In this test case, we compared the performance between our proposed system and an existing system that employs a memory-based content-based filtering method (Yoshii et al., 2008) . For the second test case, we assigned the following experimental conditions: 1) 200 runs 2) Generate 50 lists for each run 3) Each list contains 10 items 4) Number of groups (in the proposed system): 2 We used two groups for this experimental case since better results were obtained in the first test case when two groups were used. Figure 11 compares the average similarity values of the two systems after each system had processed 50 lists (500 items). As shown in Figure 11 , both systems initially had high similarity values since each system creates an initial list by choosing items randomly. However, the The digit in parenthesis indicates the amount of improvement compared to the reference that runs with one group. designed system produced a list with similarity values that were lower than those from the existing method. In addition, the proposed system returned promising solutions after the fifth generation; its fast convergence speed (that is, a matter of time complexity) was verified.
Test case 3
In the third test case, we examined how the system responded when a new data set was inserted.
In other words, we tested how efficiently the proposed system dealt with newly added items, which is the most critical limitation (that is, sparse problem) of the existing recommendation systems as mentioned earlier. The experimental conditions for the third test case are follows 1) 200 runs 2) Generate 50 lists for each run 3) Each list contains 10 items 4) Number of groups (in the proposed system): 2 For this test case, the same experimental conditions were used as in the second test case because we intended to investigate the changes or trends of the average similarity value by introducing new items. Table 3 shows the specific epochs at which the new items are added and the total number of items. As shown in Table 3 , in the third test case, 100 new items were added at the 50th and 100th epochs, respectively. Figure 12 shows the average similarity values after adding new data sets to the system. The results support that after adding new items, the change in the average similarity values of the proposed system tended to be similar to the past values (that is, before adding the new data). Moreover, the proposed system produced better recommendations than the existing system. Consequently, the proposed system was able to quickly respond to environmental changes, such as the introduction of new items; thus, it may help resolve the sparse problem and become a promising alternative to the existing recommendation methods.
CONCLUSION
In this paper, we have presented a new recommender system that was able to accurately recognize the trend of a user's preference and adaptively provide an appropriate recommendation in a time efficient manner. To this end, the proposed system combined the strengths of content-based filtering and IEC. In addition, the system employed a data grouping scheme (that is, the k-means algorithm).
The proposed system initially extracts the unique features of each item using the content-based filtering. As inputs to IEC, the individuals are composed of the extracted features of the data set. The system then requests the user to evaluate the fitness of each item. Next, IEC operates on the evaluated items to discover the most appropriate items for recommendation while the data grouping technique is applied to search for the candidate items more rapidly.
Experiments conducted with music data showed that the average similarity value increased as the number of groups increased; however, the improvement became minor when more than three groups were used. The execution time, on the other hand, exponentially improved when three groups were used, suggesting that the proposed system can recommend appropriate items in a time efficient manner. Moreover, we performed comparative experiments with the existing system that used the content-based filtering. The experimental results verified that the proposed system is able to make better recommendations than the content-based filtering system. Finally, we considered an additional situation whereby new data sets were inserted into the system at specific times. The results from this test confirmed the effectiveness of employing the proposed system to resolve the sparse problem. We believe that the proposed framework is a vital step to designing a new recommender system that determines a user's preferences and responds to his or her behavior.
