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Abstract
We prove that any non-constant smooth static solution to a geometric parabolic system is
unstable, provided that the domain is convex. As the important applications, we shall consider
the Landau–Lifshitz equation and the heat ﬂow for harmonic map.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
We consider the instability of static solutions to following geometric non-linear
parabolic equation:
@tu ¼Du þ jruj2u  fWu  ðWu  uÞug in O Rþ;
@u=@n ¼ 0 on @O Rþ;
u ¼ ðu1; u2;y; umÞASm1; ð1:1Þ
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where O is a bounded domain in Rn with C3 boundary @O; WAC3 and WðuÞ^0 for
uASm1 ðm^2Þ;
Wu :¼ ð@u1W ; @u2W ;y; @mWÞT :
Many non-linear partial differential equations which appear differential geometry
and physics may be written in this form. It includes a simpliﬁed version of the
Landau–Lifshitz equation and the heat ﬂow for harmonic map. The main result of
this paper asserts that any non-constant smooth static solution of Eq. (1.1) is
unstable provided that the domain O is convex (cf. Theorem 2.2). More generally, it
is true if Sm1 is replaced by a general smooth manifold (cf. Theorem 4.1). We shall
apply this result to the Landau–Lifshitz equation with general manifold target and
the Gilbert damping (see Sections 4 and 5 for detail). Same results for the Ginzburg–
Landau equation were proved by Matano [M] in scalar case and Jimbo and Morita
[JM] in general case. It is clear that the case in here is more complicated. We have to
deal with the constraint condition uASm1 with much care, and to use more analysis
and geometry methods.
The Landau–Lifshitz equation was derived for ferromagnetic problem by Landau
and Lifshitz [LL] in 1935. The ferromagnetic theory states that below a critical
temperature, a sufﬁciently large ferromagnetic body breaks up into small uniformly
magnetized regions, separated by thin transition layers. A corollary of the main
results of this paper is that the stable non-constant static solution for the Landau–
Lifshitz equation must be singular in somewhere, provided that the domain is
convex. As a related result, it was proved in [Z1,Z2] that the existence of solutions to
the static Landau–Lifshitz equation corresponding to the homotopy classes of
continuous functions. See also [JZ1,JZ2].
Our results may be also applied to the heat ﬂow for harmonic map and other
geometric problems. The Neumann problem of the heat ﬂow for harmonic map was
considered by Hamilton [H]. An important corollary of our main theorem is that any
smooth non-constant harmonic map with NBC is unstable provided that the domain
is convex.
2. Main results for the target Sm1
Eq. (1.1) has the following energy functional:
EðuÞ ¼
Z
O
1
2
jruj2 þ WðuÞ
 
dx: ð2:1Þ
By direct calculation, we have
S. Jimbo, J. Zhai / J. Differential Equations 188 (2003) 447–460448
Proposition 2.1. For any smooth solution uðx; tÞ of (1.1), we have
d
dt
EðuÞðtÞ ¼ 
Z
O
j@tuj2 dx: ð2:2Þ
Therefore, the following equation can be regarded as the static one of (1.1)
Du þ jruj2u  fWu  ðWu  uÞug ¼ 0 in O;
@u
@n
¼ 0 on @O;
uASm1:
8>><
>>:
ð2:3Þ
In Section 3, we shall prove
Theorem 2.2. If O is convex, then any smooth non-constant solution to (2.3) must be
the unstable static solution to (1.1).
In Section 4, we shall prove a similar result for the geometric equation with general
target.
As an application of Theorems 2.2 and 4.1, we have
Corollary 2.3. If O is convex, then any smooth non-constant harmonic map from O to a
manifold M with the Neumann boundary condition is unstable.
By the theory for quasi-linear parabolic equation, we can prove the local existence
of Eq. (1.1) (see Lemma 5.2). Remark that the linear stability implies the stability in
the sense of the Lyapunov stability.
3. Proof of Theorem 2.2
Suppose that u is a smooth non-constant solution of (2.3). We shall prove that
there is a test function such that the second variation of the energy functional (2.1) at
u take minus value. That is, u is unstable.
Step 1: Let u : O-Sm1CRm denote the smooth non-constant solution. For any
jACNð %O;RmÞ;
veðxÞ :¼ uðxÞ þ ejðxÞjuðxÞ þ ejðxÞj;
we have
d
de
veje¼0 ¼ j ðj  uÞu
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and
d2
de2
veje¼0 ¼ jjj2u  2ðj  uÞjþ 3ðj  uÞ2u:
By using these and a direct calculation, we obtain the second variationKðjÞ of the
energy functional (2.1), which is deﬁned by
KðjÞ ¼ d
2
de2
EðveÞje¼0:
We shall only use the following particular test function in our proof:
jAC3ð %OÞ with ðj  uÞ ¼ 0: ð3:1Þ
For any j in this set, the second variation of the energy functional (2.1) has a short
version
d2
de2
EðveÞ ¼
Z
O
ðjrjj2  jjj2jruj2 þ j  WuuðuÞj jjj2WuðuÞ  uÞ dx:
We want to ﬁnd a test function C satisfying KðCÞo0:
For this purpose, we consider the eigenvalue problem for the linearized operator
(self-adjoint)
LC ¼DCþ 2ðru  rCÞu þ jruj2C
Xm
l¼1
ClWuul ðuÞ
þ
Xm
l;j¼1
ðClujWul uj ðuÞÞu þ ðWuðuÞ CÞu þ ðWuðuÞ  uÞC; ð3:2Þ
where C ¼ ðC1;C2;y;CnÞ: That is,
LCþ mC ¼ 0 in O;
@C
@n
				
@O
¼ 0; C  u ¼ 0; CAðH2ðOÞÞm:
8><
>: ð3:3Þ
It is known that the alternative method to characterize the ﬁrst eigenvalue m1 of (3.3)
is the following minimizing problem:
m1 ¼ inf
KðCÞ
jjCjj2L2ðOÞ
: CAðH2ðOÞÞm; C  u ¼ 0; Cc0
( )
: ð3:4Þ
Since u is assumed to be non-constant map, there is j such that
@xj uc0 in O: ð3:5Þ
If u is not constant map, the set of the j satisfying (3.5) must be non-empty.
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Noting that u  @xj u ¼ 0; we can take
Cj ¼ @xj u ð3:6Þ
as a test function in (3.4). Then we get
m1%
KðCjÞ
jjCjjj2L2
ð3:7Þ
for any Cjc0:
By direct calculation, we haveXn
j¼1
KðCjÞ
¼
Xn
j¼1
Z
O
jrCjj2  jruj2jCj j2 þ
Xm
k;l¼1
WukulC
j
kC
j
l  ðWu  uÞjCjj2
 !
dx
¼
Xn
j¼1
Z
@O
Cj  @nCj ds
Xn
j¼1
Z
O
Cj  DCj þ jruj2jCj j2
n

Xm
k;l¼1
CjkC
j
lWukul þ ðWu  uÞjCjj2
)
dx
¼
Xn
j¼1
Z
@O
1
2
@nj@xj uj2 ds

Xn
j¼1
Xm
k¼1
Z
O
ð@xj uk@xj ðDuk þ jruj2uk  Wuk þ ðWu  uÞukÞÞ dx
¼
Xn
j¼1
Z
@O
1
2
@nj@xj uj2 ds; ð3:8Þ
where we have used the relations which follow from u  @xj u ¼ 0;
@xj u  @xj ðjruj2uÞ ¼ jruj2j@xj uj2; @xj u  fðWu  uÞug ¼ ðWu  uÞj@xj uj2
and Xm
l¼1
Wukul@xj ul ¼ @xj Wuk :
Step 2: We shall use a lemma coming from Matano, Jimbo and Morita (see [M] for
the proof of (i) and [JM] for the proof of (ii)).
Lemma 3.1. Assume that OCRm is a bounded domain with C3 boundary @O and
vAC3ð %OÞ:
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(i) If O is convex and
@nv ¼ 0 on @O;
then
@njrvj2%0 on @O:
(ii) Suppose that there is a relatively open set G of @O such that no principal
curvature of @O vanishes in G; and
@nvjG ¼ 0; @n@xj vjG ¼ 0 ð1%8j%mÞ;
then
rv ¼ 0 on G:
Applying Lemma 3.1(i) to (3.8), we have
Pn
j¼1KðCjÞ%0: Using (3.5) and (3.7) we
conclude
m1%0: ð3:9Þ
If m1o0; then we have proved Theorem 2.2. Suppose
m1 ¼ 0; ð3:10Þ
then Cj ¼ @xj u is a solution of the minimizing problem (3.4) for any Cjc0: So it is
also a solution of Eq. (3.3) with m ¼ 0: That is,
LCj ¼ 0 in O;
@nCj ¼ 0 on @O:
(
ð3:11Þ
Remark that (3.11) is also satisﬁed by Cj  0:
Note that from (2.3) and (3.11), we have
@nu ¼ 0; @njruj2 ¼ 0 on @O:
Put
G ¼ fxA@O: no principal curvature of @O vanishes at xg:
It is easy to see that G is non-empty and relatively open in @O:
Applying Lemma 3.1(ii) to u; we get
ru ¼ 0 on GC@O: ð3:12Þ
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By using the Caldero´n uniqueness theorem (cf. [Mi]) to @xj u ð1%j%nÞ repeatedly,
we have
jruj  0 in O:
Thus we proved Theorem 2.2.
4. General manifold target
Let OCRn be a bounded domain with a C3 boundary and let M be a smooth
manifold in RN : Let dim M ¼ m and put c ¼ n  m^1:
We consider the following variational problem:
EðuÞ ¼
Z
O
1
2
jruj2 þ WðuÞ
 
dx ð4:1Þ
in the set
H ¼ fuAH1ðO;RNÞ j uðxÞAM a:e: xAOg:
The variational equation with respect to (4.1) is
DHMF PTFðxÞMWuðFÞ ¼ 0 in O;
@F
@n
¼ 0 on @O;
8<
: ð4:2Þ
where DHM is the Harmonic map operator from O into M (cf. calculation below) and
PTuM is the projection onto the tangent space TuM at uAM:
Next, we give the derivation of the variational equation (4.2). Let fe ¼ feðxÞ be a
curve in C1ð %O; MÞ deﬁned for ð1oeo1Þ such that fje¼0 ¼ F:
d
de
EðfeÞ ¼
Z
O
rfe  r
@fe
@e
 
þ WuðfeÞ 
@fe
@e
 
dx: ð4:3Þ
It is clear that @fe=@eATfeðxÞM for any xAO: If F is a critical point of the functional
E and take any vector valued function j such that jðxÞATFðxÞM ðxAOÞ and assume
that ð@fe=@eÞe¼0 ¼ j; we get a weak variational equation, that is,Z
O
ðrF  rjþ WuðFÞ  jÞ dx ¼ 0
for any jACNð %O;RNÞ such that jðxÞATFðxÞM: This implies
DFþ WuðFÞ ¼
Xc
j¼1
cjðxÞwjðFðxÞÞ:
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Here w1ðuÞ;y; wcðuÞ are normal to the tangent space TuM and orthonormal in RN :
Multiplying wjðFðxÞÞ by this equation, we have
cjðxÞ ¼ / DFþ WuðFðxÞÞ; wjðFðxÞÞS
for each j ¼ 1; 2;y; c: Note
/ DF; wjðFðxÞÞS
¼ 
Xn
k¼1
@2F
@x2k
; wjðFðxÞÞ
 
¼ 
Xn
k¼1
@
@xk
@F
@xk
; wjðFðxÞÞ
 
þ
Xn
k¼1
@F
@xk
;
@
@xk
wjðFðxÞÞ
 
:
Because the ﬁrst term of the right-hand side vanishes, we have
 DFþ WuðFÞ
¼
Xc
j¼1
Xn
k¼1
@F
@xk
;
@
@xk
wjðFðxÞÞ
 
þ/WuðFðxÞÞ; wjðFðxÞÞS
 !
wjðFðxÞÞ
and it is equal to
DF
Xn
k¼1
a
@F
@xk
;
@F
@xk
 
 PTFðxÞMWuðFÞ ¼ 0;
where a is the second fundamental form on M concerning the inclusion M+RN :
Recall that for any X ; YATPM;
aðX ; Y Þ ¼ 
Xl
j¼1
/rX wj; YSwj:
This yields the variational equation (4.2).
Furthermore, we calculate the second variational formula
d2
de2
EðfeÞ ¼
Z
O
r @fe
@e
 				
				
2
þrfer
@2fe
@e2
 (
þ t @fe
@e
 
WuuðfeÞ
@fe
@e
 
þ WuðfeÞ
@2fe
@e2

dx: ð4:4Þ
We calculate @
2fe
@e2 for the variation ð@feðxÞ=@eÞe¼0: We choose fe such that
feðxÞ ¼ ExpFðxÞðejðxÞÞ ðe40; xAOÞ;
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where ExpPðÞ is the exponential map of the tangent space TPM at PAM: By this
choice of fe; we have
j@feðxÞ=@ej2 ¼ jjðxÞj2; /@feðxÞ=@e; wjðfeðxÞÞS ¼ 0
and
@2feðxÞ=@e2>TfeðxÞM:
Differentiating the second one, we obtain
/@2feðxÞ=@e2; wjðfeðxÞÞSþ/@feðxÞ=@e; @wjðfeÞ=@eS ¼ 0:
From these relations, we get
@2feðxÞ=@e2 ¼ 
Xc
j¼1
@
@e
feðxÞ;
@
@e
wjðfeðxÞÞ
 
wjðfeðxÞÞ
¼ a @
@e
feðxÞ;
@
@e
feðxÞ
 
:
Substituting this into (4.4) and putting e ¼ 0; we have
KðjÞ ¼ d
2
de2
EðfeÞje¼0
¼
Z
O
fjrjj2 þrF  rðaðj;jÞÞ
þ tjWuuðFÞjþ WuðFÞðaðj;jÞÞg dx: ð4:5Þ
Theorem 4.1. Let FAH belongs to C3ð %O; MÞ and be a non-constant solution of the
variational equation (4.2). Then F is a unstable solution of (4.2). In other words, F is
not a local minimizer of E:
Proof. Let F be any classical solution of (4.2), which is not constant. That is,
jrFjc0 in O: Similarly, we ﬁrst calculate Pnj¼1Kð@F=@xjÞ by using Eq. (4.2) and
obtain that it is non-positive.
Note that the eigenvalue problem of the second variational functional KðjÞ is
equivalent to
LCþ mC ¼ 0 in O;
@C
@n
				
@O
¼ 0; C  F ¼ 0;
8><
>: ð4:6Þ
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where L is the linearized operator related to K: The ﬁrst eigenvalue m1 is
characterized by
m1 ¼ inf
KðjÞ
jjjjj2L2
: jAðH2ðOÞÞ3; j  F ¼ 0; jc0
( )
: ð4:7Þ
Suppose F is non-constant, that is, there is j such that
@xjFc0:
Then Cj :¼ @xjF is an allowable test function of the minimizing problem (4.7),
and
m1%
JðCjÞ
jjCjjj2L2
ð4:8Þ
for any Cjc0 in O: Note that
Xn
j¼1
KðCjÞ ¼
Xn
j¼1
Z
O
fjrCjj2 þrF  raðCj;CjÞ þCj  WuuðFÞCj
þ WuðFÞaðCj;CjÞg dx
¼
Xn
j¼1
Z
@O
Cj  @nCj ds

Xn
j¼1
Z
O
Cj  DCj Cj  @xj
X
i
aðCi;CiÞ
(
Cj  @xj WuðFÞ Cj  @xj ð/WuðFÞ; wiðFÞSwiðFÞÞ

dx
¼
Xn
j¼1
Z
@O
1
2
@nj@xjFj2 ds: ð4:9Þ
By Lemma 3.1(i),
Pn
j¼1Kð@F=@xjÞ is non-positive.
If it is negative, there is nothing to prove. If it is zero, @F=@xj ð1%j%nÞ satisfy a
system of homogeneous linear PDE (4.6) with m ¼ 0: We can apply the same
argument as in Section 3. &
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5. Application to Landau–Lifshitz equation
We consider the application of Theorem 2.2 to the following Landau–Lifshitz
equation:
@tu ¼ Du þ jruj2u  fWu  ðWu  uÞug
þgu  ðDu  WuÞ in O Rþ;
@nu ¼ 0 on @O Rþ;
uAS2;
8>><
>>>:
ð5:1Þ
where g^0 is a material parameter. Noting that Du þ jruj2  fWu  ðWu  uÞug is
the tangent term of Du  Wu; Eq. (2.3) is also the steady-state equation of (5.1).
Theorem 5.1. For any non-constant smooth solution u of Eq. (2.3), there is g0 ¼
g0ðuÞ40 such that for gA½0; g0; u is the unstable static solution of Eq. (5.1) provided O
is convex.
Note that
j@tuj2 ¼ jDu þ jruj2u  fWu  ðWu  uÞugj2 þ g2ju  ðDu  WuÞj2
and Z
O
j@tuj2 dx ¼  d
dt
EðuÞðtÞ þ g2
Z
O
ju  ðDu  WuÞj2 dx:
Here EðuÞ is the energy functional (2.1). We obtain
d
dt
EðuÞðtÞ ¼ 
Z
O
jDu þ jruj2u  fWu  ðWu  uÞugj2 dx: ð5:2Þ
Since Du þ jruj2u  fWu  ðWu  uÞug ¼ 0 means that u  ðDu  WuÞ ¼ 0; by a
compactness argument with the aid of (5.2), we can prove that every bounded
solution to (5.1) approaches to a solution of (2.3).
First, we give a local existence result for Eq. (5.1), which is an application of the
theory of the quasi-linear parabolic equation (see [A,L] for the details).
Lemma 5.2. Suppose @OAC2ð1þaÞ ðaAð0; 1=2Þ,ð1=2; 1ÞÞ: For any u0AC1ð %OÞ with
@u0=@n ¼ 0 on @O; there exists T40 and a solution uAC2ð1þaÞ;1það %O
ð0; T Þ-C1;0ð %O ½0; T Þ to (5.1) with the initial data uðx; 0Þ ¼ u0ðxÞ 8xAO:
Proof. Suppose that uAC2ð %OÞ is a non-constant solution of Eq. (2.3). As we pointed
behind Theorem 5.1, u is a static solution of Eq. (5.1).
For any vAC2ð %OÞ with v  u ¼ 0; the linearized operator of the right term of
Eq. (5.1) can be calculated directly by inserting u þ sv ð1oso1Þ in the right of
(5.1) and calculating the ﬁrst differential to s at s ¼ 0: We denote the linearized
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operator with Lg;
Lgv ¼Lv þ gu  ðDv  v  WuuÞ þ gv  ðDu  WuÞ; ð5:3Þ
where L is the linear operator (3.2). Noting that u is the solution of (2.3), we have
u  ðDv  v  WuuÞ þ v  ðDu  WuÞ
¼ u  ðDv þ jruj2v þ ðWu  uÞv  v  WuuÞ
¼ u Lv:
Thus, we have
Lgv ¼Lv þ gu Lv for any vAC2ð %OÞ with u  v ¼ 0: ð5:4Þ
Claim 1. Lg with the Neumann boundary condition is a closed operator in Hilbert space
ðH1ðOÞÞ3 and the resolvent ðlI LgÞ1 exists and is compact for some l40:
Thus, the spectrum ofLg is bounded from above and consists entirely of isolated
eigenvalues (cf. [K, Theorem III.6.29]).
As in the proof of Theorem 2.2, we consider the ﬁrst eigenvalue m1 for the
linearized operator Lg:
LgCþ mC ¼ 0 in O
@c
@n
				
@O
¼ 0; C  u ¼ 0:
8><
>: ð5:5Þ
Similarly, the ﬁrst eigenvalue m1 is equivalent to the minimizing value
m1 ¼ inf
KgðCÞ
jjCjj2L2ðOÞ
: CAðH1ðOÞÞ3; C  u ¼ 0; Cc0
( )
; ð5:6Þ
here
KgðCÞ :¼KðCÞ þ g
Z
O
C  ð@xi u  @xiCþ u  ðC  WuuÞÞ dx: ð5:7Þ
Remark that if m1 and C1 are the ﬁrst eigenvalue and eigenfunction of (5.5), then
C1AðH2ðOÞÞ3 and Z
O
C1  ð@xi u  @xiC1 þ u  ðC1  WuuÞÞ
¼ ð1Þ
Z
O
C1  ðu  ðDC1 C1  WuuÞÞ dx
¼ ð1Þ
Z
O
C1  ðu LC1Þ dx:
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Thus
KgðC1Þ ¼KðC1Þ  g
Z
O
C1  ðu LC1Þ dx
¼ð1Þ
Z
O
C1 LC1 þ gC1  ðu LC1Þ dx
¼ m1
Z
O
jC1j2 dx:
Lemma 5.3. Let T ¼ rI L and G ¼Lg L: For d40; there exist r40 and
g0ðu; dÞ40 such that for gA½0; g0; we have
jjGFjjH%d1=2ððrþ 1ÞjjFjjH þ jjTFjjHÞ for FADðTÞ:
That is, G is T-bounded with T-bound b%d1=2: Here H ¼ ðL2ðOÞÞ3:
Proof. It is clear that T can be extended to a self-adjoint operator in the Hilbert
space H ¼ ðL2ðOÞÞ3 and DðGÞ*DðTÞ: For F ¼ ðf;cÞtADðTÞ and d40; there exist
r40 and g0ðu; dÞ40 such that for gA½0; g0;
jjGFjj2H %dð/TF;FSH þ jjTFjj2HÞ
%dðjjTFjjH jjFjjH þ jjTFjj2HÞ:
Thus
jjGFjjH%d1=2ðjjFjjH þ jjTFjjHÞ: &
Let sðTÞ denote the spectral set of T and rðTÞ ¼ C\sðTÞ: For mAsðTÞ; deﬁne
d ¼ distðm; sðTÞ\fmgÞ; Gr ¼ fzAC: jz mj ¼ rg
with 0or%d=2: From [K, Theorem IV-3.17], we have
Lemma 5.4. If 1þ 2r þ jmjord1=2; then GrCrðT þ GÞ and Gr encloses exactly
multiple ðmÞ eigenvalues of T þ G and no other points of sðT þ GÞ:
By Lemmas 5.3 and 5.4, for ﬁxed u; there exists g0ðuÞ40 such that for gA½0; g0; the
eigenvalues fmkðgÞgk of the operator Lg have similar behavior as those ofL: Thus,
from the proof of Theorem 2.2, we get Theorem 5.1. &
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