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WORD EQUATIONS I:
PAIRS AND THEIR MAKANIN-RAZBOROV DIAGRAMS
Z. Sela1,2
This paper is the first in a sequence on the structure of sets of solutions to systems
of equations over a free semigroup. To describe the structure, we present a Makanin-
Razborov diagram that encodes the set of solutions to such system of equations. In
the sequel we show how this diagram, and the tools that are used in constructing it,
can be applied to analyze fragments of the first order theory of free semigroups.
A free semigroup can be viewed as the most basic formal language. This connec-
tion, and the analogy with Tarski’s problem on the first order theories of free groups,
led W. Quine to study the first order theory of a free semigroup. In 1946 Quine
proved that arithmetic can be defined in a free semigroup. Hence, by Godels in-
completeness theorems, the theory is not axiomatizable, nor decidable [Qu]. Later,
smaller and smaller fragments of the theory have been shown to be undecidable, in-
cluding sentences with only two quantifiers, by Durnev ([Du1],[Du2]), Marchenkov
[Mar], and others.
On the positive side, the Diophantine theory of a free semigroup has been shown
to be decidable by G. S. Makanin [Ma1]. Makanin presented an algorithm that
decides if a given system of equations over a free semigroup has a solution. Several
years later Makanin was able to modify his algorithm to decide if a given system
of equations over a free group has a solution [Ma2].
In 1987, A. A. Razborov managed to use Makanins techniques and gave a com-
binatorial description of the set of solutions to a system of equations (variety) over
a free group. This description was further developed by O. Kharlampovich and
A. Myasnikov [Kh-My], and a more geometric approach was given by the author
in [Se1]. The description of varieties over a free group is the starting point to a
structure theory that finally led to quantifier elimination ([Se3],[Se4]), and to the
solution of Tarski’s problem on the first order theories of free groups [Se5].
The search for a description of the set of solutions to a system of equations
over free semigroups has a long history (see [Di]). For equations with one variable,
and then for equations with 3 variables, the structure of the set of solutions over
free semigroup was achieved before the analogous structures over free groups (see
[Khm]). In these cases the structure that was found was purely combinatorial.
Since the mid 1980’s and in particular after Razborov’s thesis, there have been
quite a few attempts to study sets of solutions over a free semigroup, usually for
particular families of systems, that are often either with small number of variables,
1Hebrew University, Jerusalem 91904, Israel.
2Partially supported by an Israel academy of sciences fellowship.
1
or that are of rather particular type, mostly connected to quadratic equations over
a free group (e.g. [Ma3],[Ma4],[Ma5],[Ly],[Di] and their references).
In 2013 an algorithm to enumerate and encode the set of solutions to a general
system of equations over a free semigroup was found (by A. Jez). This algorithm
that enumerates the solutions efficiently is based on variants of the Ziv-Lempel
algorithm from information theory ([Je],[DJP]).
In this paper we present a geometric approach to study varieties over a free
semigroup. We use the combinatorial techniques that were introduced by Makanin
in proving the decidability of the Diophantine theory [Ma1], and we combine them
with geometric techniques that were used in the construction of the JSJ decompo-
sition of finitely presented groups ([Se7],[Ri-Se]), and with techniques that appear
in the solution to Tarski’s problem.
Unfortunately, even though our approach is based on the construction of the
JSJ decomposition for groups, we were not able to find an analogue of the JSJ for
studying varieties over free semigroups (we were able to get such analogue in some
special cases). However, we are able to find an analogue of Razborov’s work over
free groups, and associate what we call a Makanin-Razborov diagram with each
variety over a free semigroup.
The MR diagram that we construct is not canonical, but it encodes all the
points in a given variety over a free semigroup. Furthermore, given a path in
the diagram, that we call a resolution, there exists a sequence of points in the
associated variety that factor through the resolution, and such that the sequence
converges in the Gromov-Hausdorff topology to an object from which the resolution
can be reconstructed. Such sequences are viewed as generic points in the variety
(a replacement for test sequences that exist over a free group), and are used in the
sequel to prove model theoretic results, that include generalizations of Merzlyakov’s
theorem (over varieties) for free semigroups (see [Me] and [Se2]).
The MR diagram over semigroups, its properties and the way it is constructed,
suggest that very basic questions about words (in formal languages) are connected
to concepts, objects and tools from low dimensional topology. These include the
JSJ decomposition, the geometry and topology of surfaces, the dynamics of auto-
morphisms of surfaces and of free groups, and finally the dynamics of actions of
groups on real trees. We expect that this combination of techniques and structure
can be modified to describe sets of solutions to systems of equations over free ob-
jects in other (associative and non-commutative) algebraic categories, and we plan
to continue in these directions.
Given a system of equations Σ over a free semigroup:
u1(x1, . . . , xn) = v1(x1, . . . , xn)
...
us(x1, . . . , xn) = vs(x1, . . . , xn)
we naturally associate with it a f.p. semigroup:
S(Σ) = 〈 x1, . . . , xn | u1 = v1, . . . , us = vs 〉
The set of solutions of Σ over a free semigroup, FSk =< a1, . . . , ak >, is in
bijection with the set of semigroup homomorphisms: {h : S(Σ) → FSk}. Hence,
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studying the variety of solutions to Σ is equivalent to studying the structure of the
set of homomorphisms from S(Σ) to the free semigroup FSk.
With a f.g. semigroup S we associate a group G(S), that is obtained by forcing
all the elements in S to have inverses, or alternatively, by looking at a presentation
of S as a semigroup as if it is a presentation of a group. Naturally, S is mapped
into G(S), but in general it is not embedded in it. Let Sˆ be the (semigroup) image
of S in G(S).
The free semigroup FSk embeds in the free group Fk in a standard way. A simple
observation shows that every semigroup homomorphism from S to FSk extends
uniquely to a group homomorphism from G(S) to Fk (see section 1). Hence, one
can replace the set of semigroup homomorphisms from S to the free semigroup
FSk, with the set of pair homomorphisms: {η : (Sˆ, G(S)) → (FSk, Fk)}. i.e.,
those group homomorphisms from G(S) to Fk that map Sˆ into the standard free
semigroup FSk.
Our whole approach is based on studying the structure of these pair homo-
morphisms. An immediate application of the techniques that were used over free
groups, shows that the set of pair homomorphisms from (Sˆ, G(S)) to (FSk, Fk) is
canonically a finite union of the sets of pair homomorphisms from pairs of the form
(Si, Li) to (FSk, Fk), where for each i, Li is a limit group, Si is a semigroup that
generates Li as a group, and (Si, Li) is a (limit) quotient of the pair (Sˆ, G(S)).
A free semigroup, and the semigroups that we need to consider, have usually very
few automorphisms. The ability to replace a semigroup with a pair in which the
ambient group is a limit group, enables one to work with a large group of automor-
phisms (of the limit group), that usually do not preserve the embedded semigroup.
In section 2 we describe an analogue of the shortening procedure for homomor-
phisms of pairs. Technically, the shortening procedure for homomorphisms of pairs
is much more involved than its analogue for homomorphisms of groups.
In section 3 we describe a construction of a JSJ decomposition for a pair (S, L),
where L is a limit group, and S generates it as a group. Unfortunately, the construc-
tion applies only in special cases. Note that free products exist in the categories of
groups, of semigroups, and of pairs. However, it may be that a pair (S, L), where L
is a limit group, is freely indecomposable as a pair, but the limit group L is freely
decomposable. This simple fact implies that any attempt to borrow concepts from
the JSJ theory and from the construction of the MR diagram over free groups must
be further refined. In section 6 we describe the construction of the MR diagram
for pairs in the freely indecomposable case (theorem 6.8). In section 7 we finally
describe the construction of the MR diagram for pairs in the general case (theorems
7.17 and 7.18).
As over free (and hyperbolic) groups, there are pairs, (Si, Li), associated with
the nodes of the MR diagram, together with their associated decompositions and
modular groups. However, unlike the case of groups, the abelian decompositions
that are associated with the pairs that appear in the nodes of the diagram, need to
recall not only the algebraic structure of the group in question, but rather dynamical
properties and the associated modular groups. Hence, we need to extend the classes
of vertex groups that we borrow from the JSJ theory of groups. In particular, the
abelian decompositions that appear along the MR diagram for pairs contain a new
type of vertex groups that we call Levitt. These Levitt vertex groups are free
factors of the ambient limit groups that are connected to other vertex groups by
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edges with trivial stabilizers, and each such vertex group contributes the group of
its automorphisms (that are automorphisms of free groups that are not necessarily
geometric) to the modular group of the pair with which it is associated.
In the MR diagram over free groups, when we follow a path (resolution) in
the diagram, the groups that are associated with the nodes along the path, form a
finite sequence of successive proper quotients (maximal shortening quotients as they
appear in [Se1]). In the MR diagram over free semigroups that we construct this is
not true. When we go over a resolution in the diagram, the pairs (and groups) that
appear along the nodes of the diagram are quotients, but not necessarily proper
quotients.
The resolutions in the MR diagram over free groups end with free groups of var-
ious ranks. In the MR diagram over free semigroups, resolutions end with marked
graphs with directed edges, that have free groups as their fundamental groups.
Group homomorphisms from a given free group into the coefficient free group are
easily understood using substitutions, and they are in bijection with a product set
of the coefficient group. In the case of semigroups, the set of homomorphisms that
are associated with a terminal node are also obtained by substitutions, and these
sets can be viewed as natural projections of affine spaces, i.e., natural projections
of product sets of the coefficient semigroup.
Finally I would like to thank Eliyahu Rips who encouraged me to proceed along
this long project, that somehow involved repeated mistakes and misconceptions.
§1. Maximal Pairs
In a similar way to the study of equations over groups [Ra1], with a finite system
of equations Φ over a free semigroup FSk = < a1, . . . , ak > it is natural to associate
a f.p. semigroup S(Φ). If the system Φ is defined by the coefficients a1, . . . , ak, the
unknowns x1, . . . , xn and the equations:
u1(a1, . . . , ak, x1, . . . , xn) = v1(a1, . . . , ak, x1, . . . , xn)
...
us(a1, . . . , ak, x1, . . . , xn) = vs(a1, . . . , ak, x1, . . . , xn)
we set the associated f.p. semigroup S(Φ) to be:
S(Φ) = < a1, . . . , ak, x1, . . . , xn | u1 = v1, . . . , us = vs >
Clearly, every solution of the system Φ corresponds to a homomorphism (of semi-
groups) h : S(Φ) → FSk for which h(ai) = ai, and every such homomorphism
corresponds to a solution of the system Φ. Therefore, the study of sets of solutions
to systems of equations in a free semigroup is equivalent to the study of all homo-
morphisms from a fixed f.p. semigroup S into a free semigroup FSk, for which a
given prescribed set of elements in S is mapped to a fixed basis of the free semigroup
FSk.
Hence, as in studying sets of solutions to systems of equations over a free or a
hyperbolic group [Se1], to study sets of solutions to systems of equations over a free
semigroup, we fix a f.p. (or even a f.g.) semigroup S, and study the structure of its
set of homomorphisms into a free semigroup, FSk, that we denote, Hom(S, FSk).
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Given a f.g. semigroup, S, we can naturally associate a group with it. Given
a presentation of S as a semigroup, we set the f.g. group Gr(S) to be the group
with the presentation of S interpreted as a presentation of a group. Clearly, the
semigroup S is naturally mapped into the group, Gr(S), and the image of S in
Gr(S) generates Gr(S). We set ηS : S → Gr(S) to be this natural homomorphism
of semigroups.
The free semigroup, FSk, naturally embeds into a free group, Fk. By the con-
struction of the group, Gr(S), every homomorphism of semigroups, h : S → FSk,
extends to a homomorphism of groups, hG : Gr(S)→ Fk, so that: h = hG ◦ ηS .
Our goal is to study the structure of the set of homomorphisms (of semigroups),
Hom(S, FSk). By construction, every homomorphism (of semigroups), h : S →
FSk, extends to a homomorphism (of groups), hG : Gr(S) → Fk. Therefore, the
study of the structure of Hom(S, FSk), is equivalent to the study of the structure
of the collection of homomorphisms of groups, Hom(Gr(S), Fk), that restrict to
homomorphisms of (the semigroup) S into the free semigroup (the positive cone),
FSk.
By the techniques of section 5 in [Se1], with any given collection of homomor-
phisms of a f.g. group into a free group, we can associate its Zariski closure, and
with the Zariski closure one can associate canonically a finite collection of limit
groups, that are all (maximal) limit quotients of the given f.g. group, so that ev-
ery homomorphism from the given collection factors through at least one of the
quotient maps from the given f.g. group into the (finitely many) limit quotients.
By (canonically) associating a finite collection of maximal limit quotients with the
set of homomorphisms, Hom(Gr(S), Fk), that restrict to (semigroup) homomor-
phisms from S to FSk, we get the following basic theorem, which is the basis for
our approach to study the structure of Hom(S, FSk).
Theorem 1.1. Let S be a f.g. semigroup, and let Gr(S) be the f.g. group that is
associated with S, by interpreting a semigroup presentation of S, as a presentation
of a group. Let ηS : S → Gr(S) be the natural semigroup homomorphism, and note
that ηS(S) generates Gr(S) as a group.
There exists a finite canonical collection of (limit) pairs, (S1, L1), . . . , (Sm, Lm),
where the Li’s are limit quotients of Gr(S), and the semigroups, Si, are quotients
of the semigroup S that generate the limit groups Li as groups, with the following
properties:
(1) for each index i, 1 ≤ i ≤ m, there exists a (canonical) quotient map of
pairs, τi : (S,Gr(S))→ (Si, Li).
(2) by construction, every homomorphism of semigroups, h : S → FSk, extends
to a map of pairs, hP : (S,Gr(S)) → (FSk, Fk). For each such homomor-
phism of pairs, there exists an index i, 1 ≤ i ≤ m, and a homomorphism of
pairs, uh : (Si, Li)→ (FSk, Fk), for which: hP = uh ◦ τi.
Proof: Identical to the proof of theorem 7.2 in [Se1].

In theorem 7.2 in [Se1], it is shown that with each f.g. group it is possible to
associate a canonical finite collection of limit groups, so that each homomorphism
from the f.g. group into a free group factors through at least one of the finitely
many limit quotients. Theorem 1.1 is the analogue of that theorem for semigroups.
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It reduces (canonically) the study of the structure of the set of semigroup homo-
morphisms from a given semigroup to a free semigroup, Hom(S, FSk), to the study
of the structure of homomorphisms of finitely many pairs {(Si, Li)} into (FSk, Fk),
where the Li’s are limit groups, and the Si’s are subsemigroups of the Li’s that
generate the limit groups Li’s as groups.
§2. Positive Cones, their embeddings in Standard Cones, and Shortenings
To analyze homomorphisms of a f.g. semigroup into the free semigroup we ana-
lyzed sequences of homomorphisms of pairs (S,G) into the standard pair (FSk, Fk).
In studying such homomorphisms of pairs, the subsemigroup S is viewed as the pos-
itive cone in the ambient group G. To get a structure theory for the entire collection
of pair homomorphisms we are led to replacing the given cone with a standard cone.
The structure of a standard cone depends on the structure of the ambient group,
and more specifically on the structure of the tree that is obtained as a limit of a
sequence of homomorphisms, and the dynamics of the action of the ambient group
on that tree.
In general, a standard cone can not be embedded into the ambient group G,
but rather into an extension of G. Still, a standard cone is essential in applying
the shortening argument for semigroups, for any attempt to construct JSJ decom-
positions, for separating free factors, and in general for constructing a Makanin-
Razborov diagram that is associated with a pair (S, L).
Let (S, L) be a pair of a limit group, L, and its subsemigroup, S, that generates
it as a group. Let {hn : (S, L)→ (FSk, Fk)} be a sequence of pair homomorphisms
that converges into a faithful action of L on a real tree Y . In this section we
show how to extend the subsemigroup S to a bigger semigroup, by adding to it
standard generating sets of the various components of the real tree Y . We further
make sure that the (finitely many) generators of the original subsemigroup S can
be expressed as positive words in the standard generating sets that are associated
with the components of the limit tree Y .
The standard generating sets that we add depend on the dynamics of the action
of the limit group L on the limit tree Y . We start with the rather basic case, of an
axial action of a free abelian group on a line.
Theorem 2.1. Let (S,A) be a pair of a free abelian group group A and a sub-
semigroup S that generates A. Let {hn} be a sequence of pair homomorphisms
of (S,A) into (FSk, Fk) that converges into a faithful axial action of A on a line
Y . Let A0 be the direct summand of A that acts trivially on Y , and suppose that:
rk(A)− rk(A0) = ℓ.
Then there exists a positive collection of generators, a1, . . . , aℓ, in A \ A0 so
that:
(1) A = A0+ < a1 > + . . .+ < aℓ >.
(2) there exists some index n0, such that for every n > n0: hn(a1), . . . , hn(aℓ) ∈
FSk.
(1) (3) for each of the generators s1, . . . , sr of the semigroup S, sj can be
expressed as a positive word in a1, . . . , aℓ modulo an element in A0. i.e.,
for every j, 1 ≤ j ≤ r:
sj = a
m
j
1
1 . . . a
m
j
ℓ
ℓ a0(j)
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where mji ≥ 0 and a0(j) ∈ A0.
(4) Wlog we can assume that for every j, 1 ≤ j ≤ r, and every n > n0,
hn(a0(j)) ∈ FSk.
Proof:
Let a1, . . . , aℓ be elements in A, for which A = A0+ < a1 > + . . .+ < aℓ >, and
so that the elements a1, . . . , aℓ translate along the axis of A (the real tree Y ) in a
positive direction. Since the action of A on its axis is an axial action, aj translates
a positive distance αj , and the real numbers αj , 1 ≤ j ≤ ℓ, are independent over
the rationals.
Each of the fixed set of generators of the semigroup S, s1, . . . , sr, can be written
as a word in the elements a1, . . . , Aℓ times an element in A0. We modify the
elements a1, . . . , aℓ iteratively, so that the elements s1, . . . , sr can be represented
as positive words in the modified set of generators. If an element sj is already
a positive word in the generators, then the modifications of the generators that
we perform, will change the positive word to another positive word in the new
generators.
Suppose that after rearranging the order of the given generators, s, one of the
elements, s1, . . . , sf , is represented by the word:
s = Σmj=1 kjaj − Σ
ℓ
j=m+1tjaj
Wlog we may assume that tm+1 is one of the maximal elements from the set
tm+1, . . . , tℓ. To prove the theorem we show that after finitely many modifica-
tions of the set of generators, s can be represented by another word in a new set
of positive generators, so that the absolute value of the negative coefficients is still
bounded by tm+1, and the number of appearances of the coefficient −tm+1 is strictly
smaller than the number of appearances of it in the original word.
Suppose that one of the elements aj, j = 1, . . . , m, satisfies aj > am+1. In that
case we replace the (positive) generator aj with a positive generator aˆj = aj−am+1.
With respect to the new set of generators the coefficients kj are unchanged, −tm+1
is replaced by −tm+1+kj and tj , j = m+2, . . . , ℓ are unchanged. In particular, all
the new negative coefficients are bounded below by the previous −tm+1, and the
number of negative coefficients that are equal to −tm+1 is reduced by 1.
Suppose that all the elements aj , j = 1, . . . , m, satisfy aj < am+1. We start
by replacing the generator am+1 with aˆm+1 = am+1 − a1. This replaces k1 by
kˆ1 = k1 − tm+1 and keeps all the other coefficients unchanged. If kˆj = 0 we have
reduced the number of generators that participate in the word that represents the
element s. If kˆj > 0 we do the following:
(1) If there exists an index j, j = 1, . . . , m, for which aj > aˆm+1, we replace
the generator aj with aj − am+1, and hence replace the coefficient −tm+1
with −tm+1 + kj . This reduces the number of negative coefficients that are
equal to the previous −tm+1 by 1.
(2) Suppose that for all j, j = 1, . . . , m, aj < aˆm+1. In that case we replace
aˆm+1 by aˆm+1 − a1, and hence replace kˆ1 by kˆ1 − tm+1.
In that case after finitely many steps either the coefficient of the first generator
becomes 0 or negative, or we reduced the number of negative coefficients that are
the biggest in their absolute value (i.e., equal to −tm+1).
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If kˆ1 < 0 then we reduced the number of generators with positive coefficients
in the representation of the element s. Hence, we repeat the same steps where
the elements that have positive coefficients are only a2, . . . , am. Therefore, after
finitely many steps the number of generators with negative coefficient that are the
biggest in their absolute value is strictly smaller. Finally, after finitely many steps
we obtain a new set of generators for which the element s is represented by a
positive word. Continuing to the other elements s1, . . . , sr, we get a generating set
for which all these elements are represented by positive words.

Theorem 2.1 constructs a positive basis in case the ambient limit group is abelian
and its limit action is axial. The next case that we consider is the case of a pair
(S, L), in which the ambient limit group L is a surface group, and L acts freely
on the limit (real) tree. In this case of an IET action of the surface group L, we
were not able to prove the existence of a positive standard cone. Instead we prove
a weaker statement that enables one to apply shortening arguments in the sequel
(shortening arguments are essential in the constructions of the JSJ decompositions,
and the Makanin-Razborov diagrams in the sequel).
Theorem 2.2. Let Q be a (closed) surface group, and let (S,Q) be a pair where S
is a f.g. subsemigroup that generates Q as a group. Let {hn} be a sequence of pair
homomorphisms of (S,Q) into (FSk, Fk) that converges into a free (IET) action of
Q on a real tree Y .
Then there exists a sequence of automorphisms {ϕℓ ∈ ACT (Q)}
∞
ℓ=1 with the
following properties:
(1) for each index ℓ, there exists nℓ > 0, so that for every n > nℓ, and all the
generators of the subsemigroup S, s1, . . . , sr, hn ◦ϕℓ(sj) ∈ FSk. (note that
the automorphisms ϕℓ do not preserve the subsemigroup S in general, but
the image of S under the twisted homomorphisms hn ◦ ϕℓ remains in the
standard positive cone in Fk).
(2) for every n > nℓ and every j, 1 ≤ j ≤ r:
dT (hn ◦ ϕℓ(sj), id)
max1≤j≤r dT (hn(sj), id.)
<
1
ℓ
where T is a Cayley graph of the coefficient free group Fk with respect to a
fixed set of generators.
Proof: The generators s1, . . . , sr of the subsemigroup S generate the surface group
Q. The action of Q on the limit tree Y is an IET action, which is in particular a
geometric action. Hence, there exists a finite subtree R of Y , such that if one applies
the Rips machine to the action of the pseudogroup generated by the restrictions of
the actions of the generators s1, . . . , sr to the finite tree R, the output is a standard
IET pseudogroup. i.e., the output is supported on a union of finitely many intervals
that are all part of one positively oriented interval, and these finitely many intervals
are divided into finitely many subintervals, a permutation of these subintervals, and
a standard set of generators of Q that map each subinterval to its image (dual)
under the permutation. Note that the generators of Q that are associated with
the IET presentation, are obtained by gluing the finitely many intervals on which
the IET is supported into a (finite) tree, and then the generators of Q are the
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elements that map a subinterval into its dual. Hence, the generators of Q that are
associated with the IET transformation need not be positively oriented in case the
IET is supported on more than one connected interval. This is in contrast with
the positive orientation of the original generators s1, . . . , sr, and of each of the
subintervals that define the IET transformation.
For presentation purposes we first assume that the endpoints of the intervals in
the interval exchange (that is obtained by the Rips machine from the action of Q
on Y ) belong to a single orbit under Q (i.e., that the generators of the interval
exchange act transitively on the endpoints of the intervals in the IET), and that
the base point in Y (i.e., the point in Y which is a limit of the identity element in
the Cayley graph of Fk) belongs to that orbit.
The action of the surface group Q on the tree Y is reduced to an interval exchange
transformation that is based on positively oriented intervals I1, . . . , Ig. By our
assumption, the points that are at the beginning and at the end of the subintervals
that define the interval exchange are all in the orbit of the basepoint in Y . Let
q0, . . . , qf ∈ I be the points that are at the beginnings and at the ends of the
subintervals that define the IET transformation on the intervals I1, . . . , Ig. We
look at those indices i, 1 ≤ i ≤ f , for which the segment [qi−1, qi] is supported on
one of the segments I1, . . . , Ig. For each such index i, there is a unique element in
Q that maps the subinterval [qi−1, qi] to a (positively oriented) subinterval [y0, yi],
where y0 is the basepoint in Y . For each i, 1 ≤ i ≤ f , we set vi ∈ Q to be the
element that maps y0 to yi.
By construction, for large enough index n, hn(vi) ∈ FSk, for every i, 1 ≤
i ≤ f . The elements in Q, that restrict to the elements that are associated with
the interval exchange transformation, i.e., the elements that map subintervals to
their companions (after gluing the intervals I1, . . . , Ig and obtaining a finite tree),
generate the surface group Q. Each of these elements is in the subgroup that is
generated by v1, . . . , vf . Hence, v1, . . . , vf generate Q.
For each j, 1 ≤ j ≤ r, the segment [y0, sj(y0)] is positively oriented, and sj
can be presented as a word in the elements v1, . . . , vf , sj = wj(v1, . . . , vf ). The
words wj need not be positive words in the elements v1, . . . , vf . For each index j,
wj(v1, . . . , vf ) represents a finite path in the tree Y , that starts at y0 and ends at
sj(y0). We denote this path pwj . Since the words wj need not be positive words,
pwj need not be positively oriented.
Each path pwj is supported on a finite subtree of the real tree Y that we denote
Twj . We view Twj as a combinatorial tree and not as a metric tree. To Twj we add
a finite collection of vertices:
(1) a vertex for the base point of Y (the initial point of pwj ), and for the point
sj(y0) (the terminal point of pwj ).
(2) a vertex for each root and each branching point in Twj .
(3) each segment in Twj , being a subsegment of Y , can be divided into finitely
many segments with either positive or negative orientation. If there exists
an edge in Twj which is not oriented (i.e., the edge can be cut into subseg-
ments with both positive and negative orientations), then the word wj can
be strictly shortened as a word in v1, . . . , vf , and still represents sj ∈ Q.
Therefore, we can assume that every edge in Twj is oriented.
(3) pwj starts at the base point in Y , and ends in sj(y0). While moving along
pwj , at certain segments of the path the distance to the base point y0 ∈ Y
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increases, and at other segments it decreases. At each point which is the
boundary of such (increasing or decreasing) segments along pwj (i.e., points
in which the distance to y0 changes from increasing to decreasing or vice
versa), we add a vertex to Twj .
In the sequel we denote the paths pwj that are associated with the words wj on
Twj .
At this point we apply a sequence of Dehn twists on the generators of the interval
exchange (which is the output of the Rips machine from the action of the surface
group Q on the real tree Y ). We perform the sequence of Dehn twists from the
positive side of the interval on which the IET is based. Hence, the sequence of
IETs that we obtain are supported on a decreasing sequence of subintervals of the
original interval I that supports the original IET. All these supporting subintervals
share the endpoint y0 which is the base point in Y . Since the action of Q on Y was
assumed to be a minimal IET action, the lengths of the supporting intervals has to
approach 0.
With each of the obtained IETs we associate a positive generating set for a sub-
semigroup of Q, in a similar way to the association of v1, . . . , vf with the original
IET. We denote the corresponding set of generators vt1, . . . , v
t
f (note that the num-
ber of generators of the corresponding semigroups can only decrease, so by omitting
finitely many of them, we can assume that their number is fixed).
Lemma 2.3. For every index t ≥ 1, each of the elements v1, . . . , vf is contained
in the subsemigroup that is generated by: vt1, . . . , v
t
f .
Proof: By the definition of a Dehn twists that is performed from the positive side
of the supporting interval, for every index t ≥ 1, each of the elements vt+11 , . . . , v
t+1
f
can be written as a (concrete) positive word in the elements vt1, . . . , v
t
f . Hence, the
claim of the lemma follows by induction.

By lemma 2.3 each of the elements v1, . . . , vf can be written as a positive word
in the elements vt1, . . . , v
t
f ). By substituting these positive words in the words wj
we obtain presentations of the elements sj , 1 ≤ j ≤ r, in terms of the generating
sets vt1, . . . , v
t
f :
sj = wj(v1, . . . , vf ) = w
t
j(v
t
1, . . . , v
t
f ).
Since the elements v1, . . . , vf and v
t
1, . . . , v
t
f are positively oriented, and the ele-
ments vj are presented as positive words in the generators v
t
1, . . . , v
t
f , the paths that
are associated with the words wtj in the tree Y , that we denote pwtj , are identical
to the paths pwj , that are associated with the words wj .
While shortening the lengths of the elements vt1, . . . , v
t
f , the ratios between these
lengths may not be bounded. To prove theorem 2.2 we first need to replace the
elements vt1, . . . , v
t
f by elements that are not longer than them, and for which the
ratios between their lengths are universally bounded. We start by proving the
existence of such generators assuming a global bound on the periodicity of the
images of the given set of generators of the semigroup S, s1, . . . , sr, under the
sequence of homomorphisms {hn}. In the sequel we prove a general version of the
proposition omitting the bounded periodicity assumption.
Proposition 2.4. Suppose that there exists an integer cp, such that the periodicity
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of the elements hn(s1), . . . , hn(sr) is bounded by cp for all integers n. i.e., for
every n, and every j, 1 ≤ j ≤ r, hn(sj) can not be written as a word of the form:
sj = w1α
cp+1w2, where w1, w2, α ∈ FSk, and α is not the empty word.
For every t ≥ 1, the elements vt1, . . . , v
t
f ∈ Q can be replaced by elements
ut1, . . . , u
t
gt
∈ Q, with the following properties:
(1) f ≤ gt ≤ e(f).
(2) for every index t, the semigroup that is generated by ut1, . . . , u
t
gt
in Q con-
tains the semigroup that is generated by vt1, . . . , v
t
f in Q.
(3) for every t ≥ 1, and for large enough index n, hn(u
t
i) ∈ FSk for every index
i, 1 ≤ i ≤ gt,
(4) the tuples ut1, . . . , u
t
gt
belong to finitely many isomorphism classes (under
the action of Aut(Q)).
(5) because of (2) each of the elements vt1, . . . , v
t
f can be represented as a positive
word in the elements ut1, . . . , u
t
gt
. Substituting these words in the words wtj,
for each t ≥ 1 and each j, 1 ≤ j ≤ r, sj = z
t
j(u
t
1, . . . , u
t
gt
). With each word
ztj(u
t
1, . . . , u
t
gt
) we can associate a path, pzt
j
in the tree Y , and this path is
identical to the path pwt
j
, that is identical to pwj .
(6) there exist positive constants d1, d2 that depend only on f and cp, such
that for every t ≥ 1, there exist a sequence of indices (that depend on t)
1 ≤ i1 < i2 < . . . < ib(t) ≤ gt, such that for every 1 ≤ m1 < m2 ≤ b(t):
d1 · length(u
t
im1
) ≤ length(utim2
) ≤ d2 · length(u
t
im1
).
Furthermore, for every index i, 1 ≤ i ≤ gt for which i 6= im, m = 1, . . . , b(t):
10gt · d2 · length(u
t
i) ≤ length(u
t
i1
)
(7) For each index t, in the words ztj , 1 ≤ j ≤ r, in a distance bounded by g(t)
(that is bounded by the function e(f)), either before or after the occurrence
of an element uti, for i 6= i1, . . . , ib(t), appears one of the elements u
t
im
,
1 ≤ m ≤ b(t).
Proof: To get a new set of elements that satisfy the conclusion of the proposition
we need to modify the standard sequence of Dehn twists that we used to get the
elements vt1, . . . , v
t
f (which are Dehn twists that are performed on the pair of bases
that are adjacent to the vertex at the positive end of the interval on which the
interval exchange transformation is supported).
We start by dividing the generators vt1, . . . , v
t
f into finitely many sets according
to their length. We order the elements from the longest to the shortest. We place a
separator between consecutive sets whenever there is a pair of consecutive elements
(ordered according to length) that satisfy:
length(vti) ≥ c1(f, cp) · length(v
t
i+1)
where c1(f, cp) = 4fcp.
Clearly the elements vti are divided into at most f sets. If there are no separators,
we set gt = f , and u
t
i = v
t
i , i = 1, . . . , f . Suppose that there is a separator. In that
case our goal is to construct a procedure that will iteratively reduce the number
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of separators. We call the elements that are in the first (longest) set long and the
elements in all the other (shorter) sets short.
At this point we modify the standard Dehn twists that are performed on an
interval exchange basis, so that the performed Dehn twists do not change short
bases (short elements can be modified in a controlled way). Let I be the interval
that supports the IET transformation, and let pv be the vertex at the positive end
of I. On the given IET transformation we perform the following operations:
(1) Suppose that the two bases that are adjacent to pv are long, i.e., each of
them contains a long element. Let b1 be the longer base that is adjacent
to pv. Suppose that the other end of b1 is not covered by a long base. In
this case we cut b1 at the end of the last long base that completely overlaps
with b1 and perform Makanin’s entire transformation over the base b1
(see [Ca-Ka] for Makanin’s entire transformation). The length of what is
left from b1 after the entire transformation is at most f times the length of
the longest short element. For the rest of this part, before we change the
set of long elements, this part of b1 is declared to be a short base. In this
case we reduced the number of pairs of long bases by 1 and added a pair of
short bases.
By performing an entire transformation over the base b1 we transfered
several long bases (and elements), and several short bases (and elements)
that now replace the base bˆ1 that was previously paired with the base b1.
In the original interval exchange, that is based on the entire interval I,
every point is covered exactly twice. Hence, the subinterval that supports
the base bˆ1 supports another sequence of (possibly) long and short bases
(and elements). The endpoints of these bases is now used together with the
endpoints of bases that were transfered using the entire transformation to
define the generators of a new semigroup, that contains the semigroup that
is associated with the original IET that is supported on I.
The generators of the semigroup that is associated with the new IET
contains some generators of the previous IET (that is based on the entire
interval I), and new generators that are located between endpoints of bases
that were transformed over the base b1 and bases that overlapped with bˆ1
in the IET that we started with. We divide the new elements according to
the following rules.
Suppose that a previously long element (generator) is cut into finitely
many new elements by the new endpoints of bases. If the length of all
the fractions of the previously long element are at least c1(f, cp) times the
maximal length of a short element we consider all the new fractions to be
long. Otherwise, the length of at least one of the fractions is at least
c1(f,cp)
3
times the maximal length of a short element. If there are fractions that are
of length at least c1(f, cp) times the maximal length of a short element we
declare them to be long and the rest to be secondary short elements. If
there are no such fractions, we declare the fractions of length at least
c1(f,cp)
3
times the length of the maximal short element to be short and the rest to
be secondary short.
Suppose that a previously short element (generator) is cut into finitely
many new elements by the new endpoints of bases. The length of at least
one of the fractions is at least 1
f
times the previous length of that short
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element. We declare the fraction with maximal length short and all the
other fractions secondary short.
(2) Suppose that the other end (the beginning) of b1 is covered by another long
base. In this case we perform Makanin’s entire transformation over the
carrying base b1, and continue as in part (1). If what left from b1 after
the entire transformation is a long element we continue to the next step,
and what left from b1 remains a long element. If what left is bounded by
c1(f, cp) times the length of the maximal short element it is set to be a
secondary short element, and the corresponding base to be short. In this
last case the number of pairs of long bases is reduced by 1 and the number
of pairs of short bases is increased by 1.
(3) Suppose that the bases that are adjacent to pv are a short and a long base.
Suppose that the length of the long base that is adjacent to pv, that we
denote b1, is bigger than the sum of the lengths of the short bases that are
adjacent to pv and the first long base that is adjacent to them. In that case
we perform Makanin’s entire transformation precisely as in cases (1) and
(2).
(4) Suppose that a long and a short base are adjacent to pv, and that the length
of the long base that is adjacent to pv, that we denote b1, is smaller than
the sum of the short bases that are adjacent to pv and the first long base
that is adjacent to these short bases. We set b2 to be the first long base
that is adjacent to the short bases that are adjacent to pv.
If b1 and b2 are not a pair of bases we do the following. We first transfer
the short bases that are adjacent to pv using the base b1, and then perform
an entire transformation over the base b2 precisely as we did in cases (1)
and (2).
Suppose that b1 and b2 are a pair of bases. This implies that b1 (and
b2) contains a large periodic word, which is a power of the chain of short
bases that are adjacent to pv. We assumed that the periodicity of the words
hn(sj) is bounded by cp for all n, and all j, 1 ≤ j ≤ r. Hence, the length
of b1 (and b2) is bounded by f · (cp + 1) times the maximal length of a
small element. This implies that there can not be a separator between the
length of an element that is supported by b1 or b2 and the collection of
small elements. Therefore, in this case b1 (and b2) can not be long bases, a
contradiction, so in case (4) b1 and b2 can not be a pair of bases (assuming
bounded periodicity).
(5) Suppose that two short bases are adjacent to pv. Let b1 and b2 be the
two long bases that are adjacent to the two sequences of short bases that
are adjacent to pv. b1 and b2 can not be a pair of bases because of our
bounded periodicity assumption, as we argued in part (4). Suppose that
b1 is longer than b2, and that the sequence of short bases that are adjacent
to pv and b1 is longer than the sequence that is adjacent to pv and b2. In
that case, we first cut b2 (and the base that is paired with it) into two bases
at the endpoint of b1. We declare the part of b2 that overlaps with short
bases before it overlaps with b1 to be short. Then we perform an entire
transformation along b1 precisely as we did in cases (1) and (2). In this
case we either reduce the number of long pairs of bases (if the beginning
of b1 overlaps with a short base), or we added a short base and left behind
at least two short bases, so the number of short bases that participate in
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the next iterations in this part (before we change the set of long bases) is
reduced by at least 1.
(6) With the notation and the assumptions of part (5), suppose that the se-
quence of short bases that are adjacent to pv and b1 is shorter than the
sequence that is adjacent to pv and b2. In that case, we first cut b1 (and
the base that is paired with it) into two bases at the endpoint of b2. We
declare the part of b2 that overlaps with short bases before it overlaps with
b1 to be short. Then we perform an entire transformation along the longer
between the remaining of b1 and b2, precisely as we did in cases (1) and
(2). As in part (5), in this case we either reduce the number of long pairs
of bases, or we added a short base and left behind at least two short bases,
so the number of short bases is reduced by at least 1.
In step (1) the number of pairs of long bases is reduced by at least one, and
the number of short bases is increased by at most the reduction in the number of
long bases. In step (2) there may be no change in the number of bases, and if
there is a change the number of short bases is increased by at most the reduction
in the number of long bases. The outcome of steps (3) and (4) in terms of the
number of bases is identical to that of steps (1) and (2). The outcome of steps
(5) and (6) on the number of bases is similar to that of steps (1) and (2) with an
additional increase of the number of short bases by 1, but an additional reduction
of the number of active short bases (i.e., the number of bases that take part in the
next steps of the iterative procedure) by at least 1.
Hence, when we run this procedure until there are no long elements. i.e., until
all the elements are either short or secondary short, the number of bases can grow
to at most 2f , and therefore the number of elements can grow to at most 4f .
Along the procedure whenever a long base is cut into a finite collection of (only)
short and secondary short elements, then the short elements have a length which
is bounded below by
c1(f,cp)
2f
times the maximal length of a previous short element.
When a short base is cut into a collection of short and secondary short elements,
then the length of the short (and not necessarily the secondary short) fractions is
bounded below by 14f times the length of the original short base. Furthermore, the
obtained short fractions can be effected only by steps (5) and (6) before the set of
long elements is changed, and these steps do not effect these short fractions.
When the procedure reached the state in which there are no long elements, we
change the place of the separators between the elements. Once again we divide the
new collection of elements into finitely many sets according to their length. We
order the short and secondary short elements from the longest to the shortest. We
place a separator between consecutive sets whenever there is a pair of consecutive
elements (ordered according to length) that satisfy:
length(vˆti) ≥ c2(f, cp) · length(vˆ
t
i+1
)
where c2(f, cp) = cp(4f)
2.
The new elements vˆti may be divided (by the separators) into a larger number
of sets than the previous separated sets. However, the number of such sets that
contain at least one short element (and not only secondary short elements) is at
most the previous number of (separated) sets minus 1, and in particular is bounded
by f − 1. Also, by the construction of the procedure, the (separated) set that
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contains the longest elements must contain a short element and not only secondary
short elements.
If there is only one separated set that contains a short element (which must be
the separated set of longest elements), we reached a terminal state of the iterative
procedure. Otherwise, if there is more than one such set, we declare a new collection
of long elements. We declare the set of long elements to be all the elements in the
separated set with the longest elements, and the elements in all the next (according
to length of elements) separated sets, until the next separating set that contains a
short element (where this last separated set is excluded).
We continue itartively. After each round of iterations the number of separated
sets that contain short elements reduces by at least one, so after at most f rounds
we end up with a unique set, the one that contains the longest elements, that
contains short elements. All the other separated sets contain only secondary short
elements.
Since the number of bases can multiply by at most 4 in each iteration, the number
of bases when the procedure terminates is bounded above by 4f · f . In particular,
the number of elements in the set that contains the longest elements (the only set
that contains short and not only secondary short elements) is bounded by 4f · f .
The ratios between consecutive elements in this set is bounded above by cp ·(4
f ·f)f .
Hence, the ratio between the longest and the shortest element in this set is bounded
above by {cp · (4
f · f)f}(4
f ·f).
We set the elements that the iterative procedure ends up with, to be the genera-
tors ut1, . . . , u
t
g(t). g(t), the number of elements is bounded above by e(f) = 4
f · f .
We set the elements in the separated set with the longest elements, to be the el-
ements ut1, . . . , u
t
b(t), and the ratios between their lengths is bounded above by
{cp · (4
f ·f)f}(4
f ·f). The elements that are not in the separated set with the longest
elements, are all secondary short elements. By construction, in representing the
original elements vti , in a distance bounded by g(t), hence by e(f), to the appear-
ance of a secondary short element appears one of the short elements, so one of the
elements, uti1 , . . . , u
t
ib(t)
. Therefore, part (6) of the proposition holds.

The next proposition is the key in our proof of theorem 2.2. Since we proved
proposition 2.4 under a bounded periodicity assumption, we state and prove it
under the same (bounded periodicity) assumption (and generalize it in the sequel).
It implies that the words ztj (in part (5) of the statement of proposition 2.4) can be
replaced by words zˆtj with uniformly bounded cancellation.
Proposition 2.5. Suppose that there exists an integer cp, such that the periodicity
of the elements hn(s1), . . . , hn(sr) is bounded by cp for all integers n.
With the notation of proposition 2.4, there exists a constant C > 0, so that for
every index t ≥ 1 the words ztj, 1 ≤ j ≤ r, can be replaced by words: zˆ
t
j with the
following properties:
(1) As elements in Q: zˆtj(u
t
1, . . . , u
t
gt
) = ztj(u
t
1, . . . , u
t
gt
).
(2) zˆtj is obtained from z
t
j by eliminating distinct pairs of subwords. Each pair
of eliminated subwords corresponds to two subpaths of the path pzt
j
that lie
over the same segment in the tree Twj , where the two subpaths have opposite
orientations.
(3) With the word zˆtj(u
t
1, . . . , u
t
gt
) we can naturally associate a path in the tree
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Y , that we denote, pzˆt
j
. The path pzˆt
j
can be naturally divided into subseg-
ments according to the appearances of the subwords uti in the word zˆ
t
j.
Let DBzˆt
j
be the number of such subsegments that are associated with
subwords uti in pzˆtj , that at least part of them is covered more than once by
the path pzˆt
j
. Then for every t ≥ 1 and every j, 1 ≤ j ≤ r, DBzˆt
j
≤ C.
Proof: Suppose that such a constant C does not exist. Then for every positive
integer m, there exists an index jm, 1 ≤ jm ≤ r, and an index tm > 1, so that for
every possible choice of words zˆtmjm that satisfy parts (1) and (2), part (3) is false
for the constant C = m.
By passing to a subsequence, we may assume that jm is fixed, and we denote it
j. We can further assume that for the subsequence the integer gtm , that counts the
number of generators of the semigroup that is constructed in step tm according to
the procedure that is described in proposition 2.4 is fixed and we denote it g. We
may also assume that the integer b(tm) and the sequences of indices i1, . . . , ib(tm),
that are associated with the sets of generators of the semigroups that are con-
structed according to proposition 2.4 along the subsequence {tm} are fixed, and we
denote them b and i1, . . . , ib.
The tree Twj has finitely many edges. By traveling along the path pwj we pair
subsegments of the path that cover the same edge in Twj with opposite orientations.
We start from the basepoint in Twj . Given an edge in Twj that is covered more
than once by the path pwj , we pair the first and the second subsegments of pwj
that pass through this edge. Note that since Twj is a tree, these two subsegments
have to be of opposite orientations. If pwj passes more than 3 times through an
edge in Twj , we further pair the 3rd and 4th subsegments of pwj that pass through
such an edge and so on.
The number of pairs of subsegments of pwj that we obtained depends only on
the original tree Twj , and the path pwj . The paths pztj are the same as the path
pwj (as paths in the real tree Y ) for every index t. Our goal is to show that there
exists a subsequence of the given sequence, so that for every m in the subsequence,
the subwords of ztmj that are associated with subsegments of the path pztmj
that
were paired together, can be replaced by eliminating distinct pair of subwords (part
(2) in the statement of the proposition), to subwords of uniformly bounded word
length, and so that by eliminating these distinct pairs the element ztmj is replaced
by an element zˆtmj that represents the same element in the surface group Q and
satisfies part (3) of the proposition for some constant C.
Let e be an edge in Twj , and let p1 and p2 be subpaths of pwj that were paired
together and are supported on e. Let ptm1 and p
tm
2 be the corresponding subpaths of
pztmj
. By construction, the word lengths of the paths ptm1 and p
tm
2 is not bounded.
For each indexm, we set scm to be the maximal length of the elements u
tm
i1
, . . . , utmib
(note that scm approaches 0 when m grows to infinity). We set Ym to be the real
tree Y equipped with the metric that is obtained from the metric on Y by dividing
it by scm. Q acts isometrically on Y , so it naturally acts isometrically on Ym. By
proposition 2.4 the length of each of the elements utmi1 , . . . , u
tm
ib
is bounded above
by 1, and below by d1 (the constant d1 is defined in part (6) of proposition 2.4).
From the actions of Q on the trees Ym it is possible to extract a subsequence
(still denoted {tm}) that converges into a (non-trivial) action of Q on some real
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tree Y∞. Q acts faithfully on Y∞ and the length of each of the elements ui1 , . . . , uib
on Y∞ is bounded below by d1 and above by 1. Since the action of Q on Y∞ is
faithful, and Q is a surface group, the action of Q on Y∞ contains only IET and
discrete components. Since we assumed a global bound on the periodicity of the
images: hn(sj) for every n, and every j, 1 ≤ j ≤ r, and the elements s1, . . . , sr
generate Q, the action of Q on the limit tree Y∞ contains no discrete components.
In particular the stabilizer of every non-degenerate segment in Y∞ has to be trivial.
Let e be an edge in Twj with subpaths p1 and p2 that were paired together,
and let ptm1 and p
tm
2 be the corresponding subpaths of pzˆtmj
. As the lengths of
the elements utmi1 , . . . , u
tm
ib
(when acting on the tree Y ) approaches 0 with m, the
combinatorial lengths of the paths ptm1 and p
tm
2 grows to ∞ with m.
Given the appearance of a generator utmis , s = 1, . . . , b in p
tm
1 , and the appearance
of a generator (utmisˆ )
−1 in ptm2 that overlap in a non-degenerate segment, we define
their dual position to be the subsegment in which they overlap, and its image in the
segments that are associated with both utmis and u
tm
isˆ
. Although the combinatorial
lengths of the paths ptm1 and p
tm
2 grows to infinity with m, the number of possible
dual positions between the appearances of the various generators remain bounded.
Lemma 2.6. With the assumptions of proposition 2.5 (in particular, the bounded
periodicity of the images hn(sj)), there exists a global bound R, such that for every
index m (from the chosen convergent subsequence), the number of dual positions of
overlapping subwords utmis in p
tm
1 and (u
tm
isˆ
)−1 in ptm2 (s, sˆ = 1, . . . , b) is bounded
by R.
Proof: Suppose that the number of dual positions is not universally bounded.
Then there exists a subsequence (still denoted {tm}), pair of indices is and isˆ,
s, sˆ = 1, . . . , b, such that the number of dual positions of utmis in p
tm
1 and (u
tm
isˆ
)−1
in ptm2 is bigger than m.
In that case, a simple piegon hole argument implies that in the action of utmis on
Ym, there exists a subinterval Jm ⊂ [ym, u
tm
is
(ym)] (where ym is the base point of
Ym) so that:
(i) the length of Jm satisfies: 1 ≥ length(Jm) > ǫ0 > 0 for every m.
(ii) there exists some non-trivial element qm ∈ Q, for which qm(Jm) overlaps
with Jm in an interval of length that is at least (1− δm) · length(Jm), and
the sequence δm approaches 0 with m.
Parts (i) and (ii) clearly imply that the periodicity of the elements hn(sj) can
not be globally bounded, a contradiction to the assumptions of propositions 2.4
and 2.5.

Lemma 2.6 proves that in the chosen subsequence of words, ztmj , the number of
possible dual positions between the appearances of the possible pairs of generators,
utmis and (u
tm
isˆ
)−1, in overlapping paths, ptm1 and p
tm
2 , remain bounded. Given a
word ztmj , its associated path pztm
j
, and two of its overlapping subpaths ptm1 and
ptm2 , we use the bound on the number of dual positions to replace z
tm
j with a shorter
word z˜tmj , so that:
ztmj (u
tm
1 , . . . , u
tm
gtm
) = z˜tmj (u
tm
1 , . . . , u
tm
gtm
).
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When two appearances of a pair utmis in p
tm
1 and (u
tm
isˆ
)−1 in ptm2 belong to the
same dual position, we can trim the paths ptm1 and p
tm
2 , by erasing the (identical)
subpaths between these two appearances from ptm1 and p
tm
2 . We set z˜
tm
j to be the
word that is obtained from ztmj after erasing the corresponding identical subpaths.
We further repeat this erasing for all the appearances of repeating pairs in the
same dual position in all the (paired) overlapping subpaths ptm1 and p
tm
2 along the
path pztm
j
. We denote the words that are obtained after this erasing, zˆtmj . Since
by lemma 2.6 there are at most R dual positions for every pair of generators, and
there are at most (2f)2 pairs of generators, overlapping subpaths in the path pzˆtmj
have combinatorial length bounded by R · (2f)2. As the number of overlapping
subpaths in pzˆtm
j
is bounded by the number of overlapping subpaths in pztm
j
, which
is identical to the number of overlapping subpaths in pwj , the total combinatorial
length of the overlapping subpaths in pzˆtm
j
is universally bounded. Therefore, the
words zˆtmj satisfy the conclusions of proposition 2.5.

By part (3) of proposition 2.4 the tuples utm1 , . . . , u
tm
gtm
belong to finitely many
isomorphism classes. By proposition 2.5 the total combinatorial lengths of the
overlapping subpaths in the paths pzˆtmj
are universally bounded. Hence, we can
pass to a further subsequence (that we still denote {tm}) for which the isomorphism
class of the tuples utm1 , . . . , u
tm
gtm
is identical. In particular gtm = g is fixed, and the
overlapping subpaths in the paths pzˆtm
j
represent the same words in the generators
utm1 , . . . , u
tm
gtm
(in correspondence).
For a fixed index tm0 and each index tm from this subsequence we set:
sˆtmj = zˆ
tm0
j (u
tm
1 , . . . , u
tm
g ).
Since the tuples utm1 , . . . , u
tm
j belong to the same isomorphism class, the tuples
sˆtm1 , . . . , sˆ
tm
r belong to the same isomorphism class as the tuple s1, . . . , sr as sj =
sˆ
tm0
j . Since the overlapping subpaths in the paths pzˆtmj
represent the same words in
the generators utm1 , . . . , u
tm
g the paths [y0, sˆ
tm
j ] are all positively oriented. Since the
lengths of the elements utmi approaches 0 when m grows to ∞, so are the lengths
of the elements sˆtmj . Therefore, if we denote the automorphism that maps the
tuple s1, . . . , sr to sˆ
tm
1 , . . . , sˆ
tm
r by ϕm, then a subsequence of the automorphisms
{varphim} that we denote {ϕℓ} satisfy the conclusions of theorem 2.2.
So far we proved theorem 2.2 in case in the reduction of the action of the surface
group Q on the real tree Y to an interval exchange transformation on a (positive)
interval, all the endpoints of the intervals that define the IET transformation belong
to the same orbit under the action of Q, and the periodicity of the images: hn(sj)
is globally bounded.
Suppose that the periodicity of the images hn(sj), for every n and j, 1 ≤ j ≤ r,
is globally bounded, and not all the endpoints of the intervals belong to the same
orbit. First, by possibly cutting one of the intervals into two intervals, we can
always assume that one of the endpoints is in the orbit of the base point y0 of the
real tree Y , so we may assume that the interval on which the intervals exchange is
supported is a positively oriented interval, that starts in the base point y0 (as we
did in case all the endpoints were in the same orbit).
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With the interval exchange (on a positively oriented) interval that starts at the
base point y0, we associate the elements v1, . . . , vf , that map an endpoint of a
subinterval to an endpoint of the next subinterval. Since the endpoints of the
subintervals belong to more than one orbit, the elements v1, . . . , vf belong in a
nontrivial free product Qˆ = Q˜∗ < e1, . . . , ec > where Q˜ is a surface group that
contains Q as a subgroup of finite index (i.e., Q˜ is associated with a surface that
finitely covers the surface that is associated with Q), and < e1, . . . , ec > is a free
group. The statements and the proofs of lemma 2.3 and proposition 2.4, that do
not use any properties of the group that is generated by v1, . . . , vf remain valid
in the general case of more than one orbit of endpoints of subintervals. To prove
proposition 2.5 we applied lemma 2.6. The proof of lemma 2.6 can be modified in
a straightforward way to include the more general case of more than one orbit of
endpoints of segments. This concludes the proof of theorem 2.2 under the bounded
periodicity assumption.
To prove theorem 2.2 omitting the bounded periodicity assumption, we use the
same strategy of proof, but modify the statements and the arguments to include
long periodic subwords, or in the limit, to include non-degenerate segments with
non-trivial stabilizers (that are contained in the discrete or simplicial part of the
limit action). We start with a generalization of proposition 2.4.
Recall that we started the proof of theorem 2.2 with an iterative process of Dehn
twists. vt1, . . . , v
t
f are the (positive) elements between consecutive initial and final
points of the bases that generate the IET after t Dehn twists iterations. The aim
of proposition 2.4 was to replace these generators by a new (possibly larger set of)
generators so that the ratios between their lengths is globally bounded.
Proposition 2.7. For every t ≥ 1, the elements vt1, . . . , v
t
f ∈ Q can be replaced by
elements ut1, . . . , u
t
gt
∈ Q that satisfy properties (1)-(5) in proposition 2.4. Proper-
ties (6) and (7) in proposition 2.4 are replaced by the following properties:
(6) there exist a real number d2 > 1 and a subset of indices (that depend on t)
1 ≤ i1 < i2 < . . . < ib(t) ≤ gt, such that for every index i, 1 ≤ i ≤ gt for
which i 6= im, m = 1, . . . , b(t):
10gt · d2 · length(u
t
i) ≤ length(u
t
i1
)
(7) there exists an integer ℓ(t), 0 ≤ ℓ(t) ≤ b(t), and a positive real number d1
such that for every ℓ(t) + 1 ≤ m1 < m2 ≤ b(t):
d1 · length(u
t
im1
) ≤ length(utim2
) ≤ d2 · length(u
t
im1
)
For every m1 ≤ ℓ(t) and ℓ(t) + 1 ≤ m2 ≤ b(t):
d1 · length(u
t
im2
) ≤ length(utim1
)
(8) For each t, and every index m, 1 ≤ m ≤ ℓ(t), there exist distinct indices
1 ≤ j1, . . . , jem(t) ≤ g(t) (that depend on t) that do not belong to the set
i1, . . . , ib(t), such that: wm = u
t
j1
. . . utjem(t)
, and utm = αw
pm
m where α is a
suffix of wm.
(9) for each index t, in the words ztj, 1 ≤ j ≤ r, in a bounded distance (where the
bound depends only on f) either before or after the occurrence of an element
uti, for i 6= i1, . . . , ib(t), appears one of the elements u
t
im
, 1 ≤ m ≤ b(t).
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Proof: We use the same iterative procedure that was used to prove proposition 2.4.
We divide the elements vt1, . . . , v
t
f into finitely many sets according to their length.
We order the elements from the longest to the shortest. We place a separator
between consecutive sets whenever there is a pair of consecutive elements (ordered
according to length) that satisfy: length(vti) ≥ c1(f) · length(v
t
i+1
) where c1(f) =
4f . Note that the constant c1(f) in the current proposition depends only on the
number of generators f , and not on the periodicity bound, that we didn’t assume
exists.
We use the same iterative procedure that we used in the proof of proposition 2.4,
and we refer to its various cases and notions as it appears in the proof of proposition
2.4. In cases (1)-(3) of this procedure we proceed precisely as in proposition 2.4
(the bounded periodicity case).
In case (4) of the procedure, we assumed that a long and a short base are adjacent
to pv, the terminal point of the interval that supports the IET, and that the length
of the long base that is adjacent to pv, that we denote b1, is smaller than the sum
of the short bases that are adjacent to pv and the first long base that is adjacent to
these short bases. We set b2 to be the first long base that is adjacent to the short
bases that are adjacent to pv.
If b1 and b2 are not a pair of bases we do what we did in proposition 2.4 (es-
sentially what we did in cases (1) and (2)). Suppose that b1 and b2 are a pair of
bases. In this case b1 and b2 are a pair of long bases, such that b1 is obtained by
a shift of b2 by a short word. Hence, b1 (and b2) can be presented as a short word
times a high power of another short word, precisely as described in case (8). In
this case we leave the bases b1 and b2 as they are, and continue analyzing the rest
of the IET transformation, i.e., the bases that are supported on the interval which
the complement of the union of b1 and b2. The number of pairs of long bases is
reduced by 1. The number of active short bases, i.e., the number of short bases
that participates in the rest of the procedure is reduced by at least 1.
In case (5) let b1 and b2 be the two long bases that are adjacent to the two
sequences of short bases that are adjacent to pv. If b1 and b2 is not a pair of bases
we do what we did in the proof of proposition 2.4. If b1 and b2 are a pair of bases
we do what we did in case (4) when b1 and b2 are a pair of bases. Once again the
number of pairs of long bases is reduced by 1, and the number of active short bases
is reduced by at least 2.
In case (6) we act precsiely as we did in the proof of proposition 2.4. As in
proposition 2.4, when we run this procedure until there are no long elements. i.e.,
until all the elements are either short, secondary short, and a product of a short
and a high power of short elements (part (8) of the proposition), the number of
bases can grow to at most 2f , and therefore the number of elements can grow to
at most 4f .
When the procedure reached the state in which there are no long elements that
do not fall into the description in part (8) of the proposition, we change the place
of the separators between the elements. Once again we divide the new collection
of elements into finitely many sets according to their length. We order the short
and secondary short elements from the longest to the shortest (note that the ele-
ments that satisfy part (8) of the proposition, the semi-periodic elements, are not
contained in the set that we order). We place a separator between consecutive sets
whenever there is a pair of consecutive elements (ordered according to length) that
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satisfy:
length(vˆti) ≥ c2(f) · length(vˆ
t
i+1)
where c2(f) = (4f)
2.
If there is only one separated set that contains a short element, we reached a
terminal state of the iterative procedure. In that case if there is a semi-periodic
element (an element that satisfy part (8)), and its period contains a small element,
we further perform Dehn twist and shorten the semi-periodic element, so that it
becomes small as well. If its period does not contain small elements (only secondary
small), we do not change it. Note that such a semi-periodic element can be much
larger than the small elements.
Otherwise, if there is more than one such set, we declare a new collection of long
elements. We declare the set of long elements to be all the elements that satisfy part
(8) of the proposition (i.e., previously long semiperiodic elements), and the elements
in the separated set with the longest short elements, and the elements in all the
next (according to length of elements) separated sets, until the next separating set
that contains a short element (where this last separated set is excluded).
We continue itartively. After each round of iterations the number of separated
sets that contain short elements reduces by at least one, so after at most f rounds
we end up with a unique separated set that contains short elements. All the other
separated sets contain only secondary short elements.
The conclusions of the proposition follow from the termination of the iterative
procedure, precisely as in the proof of proposition 2.4.

Proposition 2.7 replaces proposition 2.4 in the general case (i.e., when there is
no periodicity assumption). To obtain the same conclusions as in proposition 2.5,
we further modify the tuples, ut1, . . . , u
t
gt
.
Proposition 2.8. With the notation of proposition 2.4, it is possible to further
modify the tuple of elements ut1, . . . , u
t
gt
, by performing Dehn twists on some of the
semi-periodic elements (the elements ut1, . . . , u
t
ℓ(t) that satisfy part (8) in proposition
2.7), so that there exists a constant C > 0, for which for the modified tuples, that
we still denote: ut1, . . . , u
t
gt
, for every index t ≥ 1 the words ztj, 1 ≤ j ≤ r, can be
replaced by words: zˆtj that satisfy properties (1)-(3) in proposition 2.5.
Proof: Suppose that such a constant C does not exist (for any possible application
of Dehn twists on the semiperiodic elements in the tuples: ut1, . . . , u
t
gt
). Then for
every positive integer m, there exists an index tm > 1, so that for every possible
choice of (applications of) Dehn twists to the semiperiodic elements in the tuple,
utm1 , . . . , u
tm
gtm
, at least one of the words zˆtmj that satisfy parts (1) and (2) (in
proposition 2.5), part (3) is false for the constant C = m.
By passing to a subsequence, we may assume that for the subsequence the inte-
ger gtm , that counts the number of generators of the semigroup that is constructed
in step tm according to the procedure that is described in proposition 2.7 is fixed
and we denote it g. We may also assume that the integers ℓ(tm) and b(tm) and
the sequences of indices i1, . . . , ib(tm), that are associated with the sets of genera-
tors of the semigroups that are constructed according to proposition 2.7 along the
subsequence {tm} are fixed, and we denote them ℓ, b and i1, . . . , ib.
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For each index tm, we denote by lengthm, the minimal length of a long element
(i.e., the elements utm1 , . . . , u
tm
b . For each semi-periodic element u
tm
1 , . . . , u
tm
ℓ we
denote the length of its period by lperim.
For each index m, and every i, 1 ≤ i ≤ ℓ, we look at the ratios:
lperim
lengthm
. We
can pass to a subsequence of the indices m, for which (up to a change of order
of indices): 0 < ǫ <
lperim
lengthm
for some positive ǫ > 0, and i = 1, . . . , ℓ′. And for
every i, ℓ′ < i ≤ ℓ, the ratios
lperim
lengthm
approaches 0. We perform Dehn twists along
the semiperiodic elements utm1 , . . . , u
tm
ℓ′ (from the subsequence of indices m), so
that all these semiperiodic elements have lengths bounded by a constant times the
length of a long element. These elements will be treated as long elements and not
as semiperiodic elements in the sequel.
First, suppose that ℓ′ = ℓ, i.e., that there exists an ǫ > 0, such that for every
i, 1 ≤ i ≤ ℓ, 0 < ǫ <
lperim
lengthm
. In that case, after applying Dehn twists to the
semiperiodic elements, all the elements utm1 , . . . , u
tm
g are either long or secondary
short. By the argument that was used to prove proposition 2.5, either:
(i) the number of dual positions of the different elements is globally bounded
(for the entire subsequence {tm}).
(ii) there exists a subsequence (still denoted {tm}), and a fixed positive word
in a positive number of long elements and possibly some secondary short
elements, which is a periodic word, and ratio between the length of the
period and the length of the element that is represented by the positive
word approaches 0.
Part (ii) implies that either the surface group Q contains a free abelian group of
rank at least 2, or that Q is freely decomposable, and we get a contradiction.
Hence, in case ℓ = ℓ′ there is a global bound on the number of dual positions of
the different elements for the entire subsequence {tm}, and the conclusion of the
proposition follows by the same argument that was used to prove proposition 2.5.
The same argument remains valid if ℓ′ < ℓ but the lengths of the semiperiodic
elements utm1 , . . . , u
tm
ℓ can be bounded by a constant times the length of a long
element.
Suppose that there exists a subsequence of indices (still denoted {tm}), for which
along a paired subpaths p1 and p2, at least one of the appearances of a semiperiodic
element utmi , ℓ < i ≤ ℓ (along p1 or p2), overlaps with an unbounded number of
elements (along p2 or p1 in correspondence). In that case, like part (ii) in the case in
which the lengths of the semiperiodic elements are bounded by a (global) constant
times the length of a long element, we get:
(ii’) there exists a subsequence (still denoted {tm}), and a fixed positive word
in a positive number of either long elements or semiperiodic elements and
possibly some secondary short elements, which is a periodic word, and ratio
between the length of the period and the length of the element that is
represented by the positive word approaches 0.
Hence, either the surface group Q contains a free abelian group of rank at least
2, or Q is freely decomposable, and we get a contradiction. Therefore, there exists a
global bound on the number of elements that overlaps with a semiperiodic element
that appears along a paired subpaths p1 and p2. In this last case, once again either
part (i) or part (ii’) holds, and if part (ii’) holds we get a contradiction.
22
Finally, in all the cases we obtained a global bound on the number of dual
positions of the different elements, so the proposition follows by the same argument
that was used to prove proposition 2.5.

Given propositions 2.7 and 2.8, that generalize propositions 2.4 and 2.5, the rest
of the proof of theorem 2.2 follows precisely as in the bounded periodicity case.

So far we studied axial and IET components in a limit action of pair on a real
tree. The next theorem constructs a positive free basis in case the ambient group
is free (non-abelian), and its action on the limiting tree is free and is either discrete
or non-geometric. The remaining case, which is the Levitt action of a free group
will be analyzed in the sequel. The existence of such a positive free basis is crucial
in our general approach to the structure of varieties over a free semigroup.
Theorem 2.9. Let F be a free group, and let {hn : (S, F ) → (FSk, Fk) be a
sequence of homomorphisms of pairs that converges into a free action of the limit
pair (S, F ) on a real tree Y . Suppose that the action of F on the limit tree Y does
not contain any Levitt components.
Then there exists a directed finite graph Θ with the following properties:
(1) Θ contains a base point, and the free group F is identified with the funda-
mental group of the graph Θ. With each (positively oriented) edge in Θ we
associate a label, and each of the given set of generators of the subsemigroup
S corresponds to a positive path in Θ, that starts and ends at the base point,
and can be expressed by a positive word in the labels that are associated with
its edges.
(2) there exists an index n0 such that for every index n > n0 the homomor-
phisms {hn} are encoded by the graph Θ. i.e., each of these homomor-
phisms is obtained by substituting elements from the free semigroup FSk to
the elements that are associated with the various positive edges in Θ (these
substitutions define a homomorphism from the fundamental group F of Θ
to the coefficient free group Fk, and this homomorphism is precisely the
homomorphism from the subsequence).
Proof: If the action of F on the limit tree Y is discrete then the conclusion of the
theorem is immediate. Hence, we may assume that Y contains non-discrete parts
and no Levitt components. In particular, the action is not geometric (Levitt (or
thin) and non-geometric actions on a real tree are defined in [Be-Fe]).
Suppose that the action of F on Y is free and contains only discrete and non-
geometric components in the sense of Bestvina-Feighn (i.e., there are no Levitt
components). In that case every resolution (in the sense of [Be-Fe]) of the action
of F on the real tree Y is discrete.
Suppose that F × T → T is such a resolution. In particular, the action of F on
T is free and discrete, and there exists an F -equivariant map from T onto Y . By
the construction of a resolution (see [Be-Fe]), we can assume that the resolution
was constructed so that the (finitely many) segments that connect between the
base point in T and the images (in T ) of the base point under the action of the
given (finite) set of generators of the semigroup S are embedded isometrically into
the limit tree Y . Since the finite union of the orbits of these segments in both
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trees T and Y cover these trees, and each of these segments is positively oriented,
the (equivariant) orientation of segments in Y lifts to an equivariant orientation of
segments in T .
The action of F on T is free and discrete. Hence, by Bass-Serre theory it is
possible to associate with this action a finite graph of groups with a basepoint.
We denote this graph Θ. Since the action is free, Θ has trivial vertex and edge
stabilizers, and its fundamental group is identified with F . Furthermore, the seg-
ments in T are oriented equivariantly, and every edge in Θ is contained in (an orbit
of) a segment that is associated with one of the given generators of the semigroup
S, hence, the orientation of segments in T gives an orientation of the edges in Θ.
Finally, since the segments that connect the base point to the images of the base
point under the action of the given set of generators of S in T are all positively
oriented, the loops in Θ that correspond to elements in the semigroup S are all
positively oriented, so Θ satisfies the properties that are listed in part (1).
With each positive segment in the graph Θ we associate a label. Every substitu-
tion of values from the free semigroup FSk to these labels gives a homomorphism of
pairs from (S, L) to (FSk, Fk). Since the action of F on T resolves the action of F
on Y , and the action of F on Y is discrete and free, given a sequence of homomor-
phisms that converges into the action of F on the tree Y , there is an index n0, for
which for every n > n0 positively oriented segments in Θ are mapped to elements in
FSk. Therefore, these homomorphisms are obtained from Θ by substituting these
values to the labels that are associated with positively oriented edges, and we get
part (2).

To conclude this section we need to analyze Levitt components, that play an
essential role in our analysis of homomorphisms of pairs. The analysis of Levitt
components that we use, is similar to our analysis of IET components, as it appears
in the proof of theorem 2.2.
Theorem 2.10. Let F be a f.g. free group, and let (S, F ) be a pair where S is
a f.g. subsemigroup that generates F as a group. Let {hn} be a sequence of pair
homomorphisms of (S, F ) into (FSk, Fk) that converges into an indecomposable free
action of F on a real tree Y of Levitt (thin) type (for the notion of an indecomposable
action see definition 1.17 in [Gu]).
Then the conclusions of theorem 2.2 (for the IET case) are valid. There exists
a sequence of automorphisms {ϕℓ ∈ Aut(F )}
∞
ℓ=1 with the following properties:
(1) for each index ℓ, there exists nℓ > 0, so that for every n > nℓ, and all the
generators of the subsemigroup S, s1, . . . , sr, hn ◦ ϕℓ(sj) ∈ FSk.
(2) for every n > nℓ:
dT (hn ◦ ϕℓ(sj), id)
max1≤j≤r dT (hn(sj), id.)
<
1
ℓ
where T is a Cayley graph of the coefficient free group Fk with respect to a
fixed set of generators.
Proof: The argument that we use is an adaptation to the Levitt case of the ar-
gument in the IET case (theorem 2.2). Let s1, . . . , sr be the generators of the
subsemigroup S that generates the free group F that acts freely on the limit tree
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Y , and the limit action is of Levitt type. Hence, there exists a finite subtree R
of Y , such that if one applies the Rips machine to the action of the pseudogroup
generated by the restrictions of the actions of the generators s1, . . . , sr to the finite
tree R, the output is a Levitt type pseudogroup (see [Be-Fe]).
A Levitt type pseudogroup that is based on an oriented interval I, is generated
by finitely many pairs of bases, where the union of the supports of these bases is
a finite union of subintervals of I. Since it is a Levitt type pseudogroup, there are
subintervals in I that are covered only once by the union of bases. Since every
segment in the tree Y can be divided into finitely many oriented segments, and
since a Levitt pseudogroup is mixing in the sense of [Mo], we can assume that the
Levitt pseudogroup is supported on an oriented subinterval I of Y .
Levitt pseudo groups are analyzed in [Be-Fe], [GLP] and in [Ra]. Given a Levitt
pseudogroup that is supported on some (subintervals of an) oriented interval I, there
are some subintervals that are covered exactly once by the bases of the pseudogroup.
Starting with the original f.g. pseudogroup one applies to it a sequence of moves (see
[Be-Fe]). There are finitely many subintervals that are covered only once. In each
move, one cuts such a subinterval that is contained in a base, hence, possibly cut
the base that is supported on this subinterval (if the subinterval does not contain an
endpoint of the base), and cuts a corresponding subinterval from the paired base.
Following section 7 in [Be-Fe], subintervals that are covered exactly once and
removed along the process are divided into 3 classes:
(1) an isolated base, that is a base that its interior cuts no other bases. In this
case the number of pairs of bases after removing the isolated base decreases
by 1.
(2) a semi-isolated base, that is a subinterval that is covered only once, con-
tained in a base and contains an endpoint of that base. Removing such a
subinterval does not increase the number of bases.
(3) a subinterval that is covered only once and is contained in the interior of a
base. In this case the number of pairs of bases after removing the subinterval
increases by 1, and the number of connected components of subintervals that
are covered by bases increases by at least 1.
In addition to removing subintervals that are covered exactly once, one performs
the following operation:
(4) if there exists a subintervals that supports exactly two bases, and the sup-
port of both is the entire subinterval, one removes that subinterval and the
bases that it supports. If the bases are paired, they are erased and the
number of pairs of bases reduces by 1. If these bases are not paired, one
further pairs the the two bases that were previously paired with the bases
that were supported on that subinterval.
The Rips’ machine applies moves of types (1) and (4) as long as possible (i.e.,
removes subintervals of type (1) and (4)). Then applies moves of type (2) as long
as possible. If there are no more moves of types (1), (4) and (2), then one applies
a move of type (3). Since we assumed that the action of the given group F on the
tree Y is of Levitt type, and the given pseudogroup generates the action, moves
of type (1) can not occur (since if a subinterval of type (1) exists, the action of
the pseudogroup on the interior of that subinterval can not have a dense orbit).
Furthermore, in all moves of type (4), the two bases that are supported on that
subinterval can not be a pair of bases (by the same argument). By proposition 7.2
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in [Be-Fe] moves of type (3) occur infinitely many times, i.e., a sequence of moves
of type (4) and (2) has always a finite length. The Rips’ machine does not give a
priority to the order of the subintervals of type (3) that are being treated, as long
as any such subinterval is treated after a finite time.
With the pseudogroup and the interval that supports it we can naturally asso-
ciate a graph. The vertices in this graph are maximal subintervals that are covered
at least once by bases of the pseudogroup. Each such maximal subinterval starts
and ends with an endpoint of one of the bases that is not contained in the interior
of another base. The edges in the graph are associated with the pairs of bases of the
pseudogroup. For each pair of bases there is an edge that connects between a max-
imal subinterval that supports a base to a maximal subinterval (possibly the same
one) that supports its paired base. Clearly the Euler characteristic of the graph
that is associated with the initial Levitt pseudogroup is negative and is bounded
below by 1− b, where b is the number of paired bases.
The graph that is associated with a pseudogroup that is obtained from the
original one after a sequence of moves of types (2)-(4) can have only a bigger
(smaller in absolute value) Euler characteristic. After performing a further finite
sequence of all the possible moves of types (2) and (4) (there are finitely many such
by proposition 7.2 in [Be-Fe]), the valency of each vertex in the associated graph
is at least 3, so at each step of the process in which all the moves of types (2)
and (4) were performed, the number of generators of the obtained pseudogroup is
universally bounded (in terms of the original Euler characteristic).
The sum of the lengths of the bases in the pseudogroups along the process that
starts with a Levitt pseudogroup and applies moves of type (2)-(4) approaches 0
(see proposition 8.12 in [Be-Fe]). Since the number of bases is totally bounded,
the (infinite) intersection of the unions of the subintervals that support these bases
consists of finitely many points.
Lemma 2.11. Let U be a f.g. Levitt pseudogroup that is based on some oriented
interval I that generates a Levitt type action of a free group F on some real tree
Y . Let U1, . . . be the pseudogroups that are obtained from U by applying the moves
(2)-(4), where in each step we apply a single move of type (3) (if possible) and then
all the possible moves of types (2) and (4). Then for some index t0 and for all
t > t0:
(1) the Euler characteristics of the graphs that are associated with the pseu-
dogroups Ut are equal to the Euler characteristic of the graph that is asso-
ciated with Ut0 .
(2) there is no nontrivial word w in the generators of the pseudogroup Ut, that
is defined on a non-degenerate subinterval of I, and acts trivially on that
subinterval.
(3) only moves of types (3) and (4) are applied in the process at each step t.
Proof: For every index t, each of the the operations (2)-(4) do not reduce the
absolute value of the Euler characteristic of the graph that is associated with the
pseudogroup Ut, i.e., these operations can not increase the absolute value of the Eu-
ler characteristic. Hence, after finitely many steps the Euler characteristic stabilizes
and part (1) follows.
Suppose that at some step t, there is a nontrivial word w in the generators
of Ut, that is defined on some non-degenerate subsegment of I, and w fixes that
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subinterval pointwise. In that case there exists a point q ∈ I, that is contained
in the interior of a subinterval J , J ⊂ I, such that the interval J has a periodic
orbit under the action of the pseudogroup Ut. We can further assume that all the
translates of J in that periodic orbit are disjoint.
Suppose that the disjoint translates of J in that periodic orbit are J0, . . . , Jℓ.
All these subintervals are covered by at least 2 bases from Ut, and for each index i
there exists a pair of bases that map Ji to Ji+1, i = 0, . . . , ℓ− 1, and Jℓ to J0. The
subinterval J (or rather the subinterval to which it is going to move using moves of
type (4)) will stay covered by at least two bases along the process, unless at some
step t1 > t, at least one of the subintervals in its orbit will be covered twice by a
base and its paired base, and these two paired bases have the same support (i.e.,
the map from that base to its paired base is the identity map). Since the lengths of
the bases approaches 0 when t→∞, such a step t1 > t must exist. In this case we
can remove this pair of bases. Since the two paired bases that we remove can not
be supported on a subinterval that does not support another base, the removal of
this pair increases the Euler characteristic of the graph that is associated with the
pseudogroup Ut1 . By part (1) such a reduction can occur only finitely many times
and part (2) follows.
By parts (1) and (2) there is a step t0 such that for every t > t0 the Euler charac-
teristic of the graph that is associated with the generating sets of the pseudogroups
Ut is constant, and there is no non-degenerate subsegment of the interval I that is
fixed pointwise by a non-trivial word w in the pseudogroup Ut. In particular, for
all t > t0 the pseudogroup Ut can not contain a pair of bases that are supported on
the same subinterval of I (as otherwise this pair can be removed and increase the
Euler characteristic, or leave a subinterval of I with trivial (simplicial) dynamics).
By the structure of the process, at step t0 + 1 we start with Ut0 and apply
to it all the possible moves of types (2) and (4) (there are finitely many such by
proposition 7.2 in [Be-Fe]). At this point the endpoints of all the bases in the
obtained pseudogroups are covered at least twice (otherwise a move of type (2) is
still possible).
Now we apply move (3) along a subinterval J1 ⊂ I that is covered only once
by a base b1, and since it is a move of type (3), J is contained in the interior of
the subinterval that supports the base b1. The base b1 is paired with a base b2, so
by move (3) we cut b1 along J1 and b2 along a (paired) subinterval J2 ⊂ I, and
increase the number of paired bases by 1. We denoted the obtained pseudogroup
Ut0+1.
The subintervals J1 and J2 have to be disjoint. J1 was covered exactly once
before we erased the corresponding part of b1, so every point in J2 was covered by
at least two bases before we erased the corresponding part of b2, since otherwise
there is a subinterval of J2 on which the pseudogroup Ut0 act discretely, and a
Levitt pseudogroup is mixing.
The endpoints of all the bases that are not supported by J2 are covered at least
twice, since they were covered twice before the move of type (3) was applied, and
this move does not effect these endpoints. Suppose that there exists an endpoint of
a base that is supported by J2, and this endpoint is supported by a single base in
the pseudogroup Ut0+1. Since every point in the subinterval J2 is covered at least
once, in case there is a point in J2 (including its endpoints) that is covered exactly
once, there must exist a point in J2 (including its endpoints) that is not contained
in the interior of a base. Hence, the graph that is associated with Ut0+1 contains at
27
least 2 new vertices of valency at least 2 in addition to the vertices that existed in
the graph that was associated with the pseudogroup before the move of type (3).
Since the number of paired bases was increased only by 1, the Euler characteristic
of Ut0+1 is bigger by at least 1 from that of Ut0 , and we got a contradiction to part
(1).
Therefore, all the endpoints of bases in Ut0+1 are covered by at least 2 bases.
Moves of type (4) do not change this property, so no move of type (2) is required
before a move of type (3) is applied. Hence, part (3) follows by a straightforward
induction.

As was proved by Thurston for laminations on surfaces, and further generalized
by Morgan-Shalen to codimension 1 laminations of a 3-manifold, the foliation of a
band complex contains finitely many compact leaves up to isotopy.
Proposition 2.12. Let X be a band complex (see section 5 in [Be-Fe] for the
definition of a band complex). Then X contains finitely many isotopy classes of
periodic leaves.
Proof: See proposition 4.8 in [Be-Fe] and theorem 3.2 in [MS] for the analogous
claim for codimension-1 laminations.

For a Levitt pseudogroup U , that is associated with a free action of a free group
F on a real tree Y , proposition 2.12 gives presentations of the free group F in terms
of the groups that are generated by the generators of the pseudogroup U and the
pseudogroups Ut that are derived from it using the Rips machine.
Lemma 2.13. Let U be a f.g. Levitt pseudogroup that is associated with a free
action of a free group F on a real tree Y . Let U1, . . . be the pseudogroups that are
derived from it using the Rips machine. Then:
(1) for each index t, the group F that is generated by the generators of Ut can
be presented as the quotient of a free group generated by generators that
correspond to pairs of bases from Ut, divided by a normal subgroup that is
(normally) generated by finitely many elements that are associated with the
periodic leaves in the band complex that is associated with the pseudogroup
Ut.
(2) the number of distinct presentations of the free group F that are associated
with the pseudogroups U1, . . . is finite.
Proof: Part (1) is true for the initial pseudogroup, by construction. The moves of
the Rips machine do not change that, as can be seen in section 6 in [Be-Fe].
By part (1), one can read a presentation for the free group F from the pseu-
dogroup Ut0 . By proposition 2.12 the pseudogroup Ut0 has finitely many isotopy
classes of periodic orbits. In particular, the length of a (simple) periodic orbit is
bounded. By part (3) of proposition 2.11, the pseudogroups, Ut0+1, . . . , are ob-
tained from Ut0 by successive applications of moves of types (3) and (4). A move
of type (4) can only reduce the length of a periodic orbit. A move of type (3) does
not change the lengths of the periodic orbits. Therefore, the lengths of the periodic
orbits in all the band complexes, Ut0+1, . . . , are uniformly bounded.
By part (1) the periodic orbits determine the relations in the presentation of
F that is associated with each of the pseudogroups, Ut0+1, . . . . Since the num-
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ber of generators in these pseudogroups are uniformly bounded, and the lengths
of the periodic orbits is uniformly bounded, hence, the lengths of relations that
appear in the presentations that are associated with these pseudogroups are uni-
formly bounded, the number of distinct presentations that can be read from the
pseudogroups, Ut0+1, . . . , is finite.

Propositions 2.11-2.13 enable one to modify the argument that was used in the
proof of theorem 2.2 (the IET case), to prove theorem 2.10 (the Levitt case).
We started with the pseudogroup U , and applied the Rips machine to obtain
the pseudogroups U1, . . . . By proposition 2.11 starting from Ut0 , there is no non-
degenerate subinterval in I that is stabilized pointwise by a non-trivial word in the
pseudogroup Ut, t > t0. Furthermore, only moves (3) and (4) are applied along the
Rips machine at all the steps t > t0.
Each of the pseudogroups Ut is supported on the oriented interval I, or rather on
a finite union of maximal connected subintervals of I. As in the IET case, with the
pseudogroup Ut0 we can associate a semigroup that its generators are elements in
a group that contains the free group F , namely the elements between consecutive
endpoints of bases that are supported on the same maximal connected subinterval
of I. We denote the generators of this semigroup vt01 , . . . , v
t0
ft0
.
In a similar way we can associate a set of generators of a semigroup with each of
the pseudogroups Ut, t > t0. We denote these sets of generators: v
t
1, . . . , v
t
ft
. The
conclusion of lemma 2.3 is valid for the semigroups that are associated with Ut for
every t > t0.
Lemma 2.14. For every pair of indices: t2 > t1 ≥ t0, each of the elements that
generate the semigroup at step t1: v
t1
1 , . . . , v
t1
ft1
is contained in the semigroup that
is constructed at step t2 and is generated by: v
t2
1 , . . . , v
t2
ft2
.
Proof: By proposition 2.11, for every t > t0 the elements: v
t+1
1 , . . . , v
t+1
ft+1
, are
obtained from the elements: vt1, . . . , v
t
ft
by a finite (possibly empty) sequence of
moves of type (4) and a move of type (3). A move of type (4) does not change the
semigroup that is generated by the elements: vt1, . . . , v
t
ft
. In a move of type (3) a
subinterval J1 is erased from a base b1, that is covered exactly once along J1, and a
corresponding subinterval J2 is erased from the base that is paired with b1, that we
denote b2. Since each point in the subinterval J2 has to be covered at least twice
before it is erased from b2, each of the elements: v
t
1, . . . , v
t
ft
can be written as a
positive word in the new elements: vt+11 , . . . , v
t+1
ft+1
and the lemma follows.

Furthermore, for all t > t0, the groups that are generated by the elements:
vt1, . . . , v
t
ft
, that strictly contain the free group F , satisfy similar properties to the
ones that are listed in lemma 2.13.
Lemma 2.15. For every t > t0, let Vt be the group that is generated by the ele-
ments: vt1, . . . , v
t
ft
. Then:
(1) The groups Vt are all isomorphic and are all free.
(2) From the pseudogroup Ut and the structure of its periodic orbits one can
read a presentation of the free group Vt with generators: v
t
1, . . . , v
t
ft
. The
presentations of the groups Vt that are are obtained in this way belong to
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finitely many classes, where the presentations in each class are similar. i.e.,
if t1 and t2 are in the same class, then the presentation that is associated
with Vt1 is obtained from that associated with Vt2 by replacing v
t2
i with v
t1
i ,
i = 1, . . . , ft1 = ft2 .
Proof: By lemma 2.14 for every t > t0 and every t2 > t1 ≥ t0, v
t1
1 , . . . , v
t1
ft1
can be
written as positive words in vt21 , . . . , v
t2
ft2
. In particular, Vt1 < Vt2 . By part (3) of
proposition 2.11, for every t > t0 one applies only moves of type (3) and (4). Moves
of type (4) clearly do not change Vt. When one applies move (3) a subinterval J1 is
deleted from the interior of a base b1, and a disjoint subinterval J2 is deleted from
a base b2 that is paired with b1. The interval J1 is covered only once, where every
point in the interval J2 is covered by at least two bases before J2 was erased from
b2.
Hence, from the two parts of the base b1 that are left after deleting J1 no new
generators are added to the new generating set. The two parts of b2 that are left
after deleting J2 can be presented as positive words in the generating set before
the deletion. Therefore, all the new generators can be presented as words (not
necessarily positive) in the previous generating set. So Vt+1 = Vt.
The group F acts on a real tree Y , and the action is indecomposable (in the sense
of [Gu]) and of Levitt type. With the action of F on Y once can associate finitely
many orbits of branching points, and with each orbit of branching point finitely
many orbits of germs. Each of the elements vit starts at a germ of a branching point
and ends at a germ of a branching point.
If all the starting and the ending branching points are in the same orbit under
the action of F , then Vt = F for every t, and Vt is free. Otherwise we divide the
branching points in Y into finitely many orbits under the action of F . If all the
elements, vti , from the generating set of Vt starts and ends at branching points
from the same orbit under the action of F , then all are elements in F and Vt = F .
Hence, we look at those elements vti that starts and ends at vertices from different
orbits under the action of F . If vti maps a germ of its starting point to a germ
of its ending point, then vti preserves the tree Y , i.e., it belongs to the stabilizer
of the same indecomposable component under the action of Vt. By a result of P.
Reynolds [Re], the subgroup that is generated by F and the elements that preserve
the tree Y , that we denote Vˆt, generate a free group that contains F as a finite
index subgroup, Y is indecomposable under this action which is of Levitt type.
we look at the finite set of orbits of branching points of Y under the action of Vˆt.
Each of the generators vit that is not contained in Vˆt, map such an orbit to another
orbit, and no germ of the staring orbit is mapped to a germ of the ending orbit by
vti . We order the orbits of branching points of Y under Vˆt. We look at all pairs
(j1, j2), j1 < j2, for which there is an element, v
t
i , that maps a branching point in
orbit j1 to a branching point in orbit j2 or vice versa.
In [Gu] a graph of groups is associated with an action of a group on a real tree,
that is obtained from the analysis of its indecomposable components. The group
Vt admits an action on a real tree, in which the only indecomposable components
are the orbits of the subtree Y , that is stabilized by the subgroup Vˆt. The graph
of groups that is associated with this action has one vertex stabilized by Vˆt, and
edges that are associated with the different pairs (j1, j2), j1 < j2, with which one
can associate a generator vti . Therefore, Vt is free, and we get part (1).
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As in the proof of theorem 2.2 in the IET case, while shortening the lengths of
the elements vt1, . . . , v
t
ft
using the Rips machine (moves (2)-(4)), the ratios between
the lengths of the elements vt1, . . . , v
t
ft
may not be bounded. Hence, we need to
replace the elements vt1, . . . , v
t
ft
by elements that are not longer than them, and for
which the ratios between their lengths are universally bounded. As in the IET case
(proposition 2.4), We start by proving the existence of such generators assuming
a global bound on the periodicity of the images of the given set of generators of
the semigroup S, s1, . . . , sr, under the sequence of homomorphisms {hn}, and then
generalize the argument omitting the bounded periodicity assumption. Note that
in order to find a replacement with a global bound on the ratios between elements,
we may need to replace the original sequence vt1, . . . , v
t
ft
by another sequence that
satisfies the same properties (and in particular, all the claims 2.11-2.15).
Proposition 2.16 (cf. proposition 2.4). Suppose that there exists an integer
cp, such that the periodicity of the elements hn(s1), . . . , hn(sr) is bounded by cp for
all integers n.
After possibly replacing the sequence of systems of generators, vt1, . . . , v
t
ft
, by a
sequence of systems of generators that satisfy claims 2.11-2.15, that we still denote
vt1, . . . , v
t
ft
, there exists a subsequence of indices, that for brevity we still denote t,
such that for every index t (from the subsequence), the elements vt1, . . . , v
t
ft
can be
replaced by elements ut1, . . . , u
t
g, with the following properties:
(1) for every index t (from the subsequence), the semigroup that is generated by
ut1, . . . , u
t
g contains the semigroup that is generated by v
t
1, . . . , v
t
ft
.
(2) for every t, and for large enough index n, hn(u
t
i) ∈ FSk for every index i,
1 ≤ i ≤ g.
(3) for every t it is possible to associate naturally a presentation with the gen-
erators: ut1, . . . , u
t
g. The presentations are similar for all t. i.e., for t1, t2
the presentations are identical if we replace ut1i with u
t2
i , for i = 1, . . . , g.
(4) by part (1) for every t each of the elements vt01 , . . . , v
t0
ft0
can be represented
as a positive word in the elements ut1, . . . , u
t
g. As in the IET case, each of the
generators sj, j = 1, . . . , r, can be written as a word, sj = w
t0
j (v
t0
1 , . . . , v
t0
ft0
.
By lemma 2.14, for every t each of the elements vt0i can be written as a
positive word in the elements, vt1, . . . , v
t
f(t). Hence, by substituting these
positive words instead of the elements, vt0i , each of the elements sj can be
written as a word: sj = w
t
j(v
t
1, . . . , v
t
ft
.
By part (1) each of the elements vti can be presented as a positive word
in the new generators: ut1, . . . , u
t
g. When we substitute these positive words
in the words wtj, we get the words: sj = z
t
j(u
t
1, . . . , u
t
gt
).
As in the IET case (part (5) in proposition 2.4), with each word, wtj
and ztj, we can associate a path in the tree Y , pwtj and pztj . For a fixed j,
1 ≤ j ≤ r, pwt
j
and pzt
j
are identical, and they are identical paths for all t.
(5) there exist positive constants d1, d2, such that for every t, there exist a
sequence of indices: 1 ≤ i1 < i2 < . . . < ib ≤ g, such that for every
1 ≤ m1 < m2 ≤ b:
d1 · length(u
t
im1
) ≤ length(utim2
) ≤ d2 · length(u
t
im1
).
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Furthermore, for every index i, 1 ≤ i ≤ g for which i 6= im, m = 1, . . . , b:
10g · d2 · length(u
t
i) ≤ length(u
t
i1
)
(6) For each index t, in the words ztj, 1 ≤ j ≤ r, in a distance bounded by
some constant c, either before or after the occurrence of an element uti, for
i 6= i1, . . . , ib, appears one of the elements u
t
im
, 1 ≤ m ≤ b.
Proof: As in the IET case, to get the set of new generators ut1, . . . , u
t
g we need
to modify the Rips machine or the Makanin combinatorial algorithm. The Rips
machine runs two processes. The first is a process that erases subsegments that
are covered exactly once, and if that process terminates, the machine runs a second
process that applies a sequence of entire transformations until there is a subsegment
that is covered exactly once, or until every segment is covered exactly twice.
The pseudogroups Ut are all Levitt pseudogroups, hence, if one applies the Rips
machine to them, the first process doesn’t terminate. Since our aim is to construct
generators with comparable lengths, we need to separate between long bases (or
elements) and short ones. When we start with such separation, and modify accord-
ingly the Rips machine, it may happen that even though we start with a Levitt
pseudogroup, the first process terminates after finitely many steps (or doesn’t apply
at all), and then one applies the second process finitely many times.
Recall that by lemma 2.11, for t > t0 no non-trivial word in the generators,
vt1, . . . , v
t
ft
, fix pointwise a non-degenerate subinterval of the interval I. Further-
more, in applying the first process in the Rips machine to the pseudogroup Ut, only
moves (3) and (4) of this process are applied.
As in the IET case, we start by dividing the generators vt1, . . . , v
t
ft
into finitely
many sets according to their length. We order the elements from the longest to the
shortest. We place a separator between consecutive sets whenever there is a pair of
consecutive elements (ordered according to length) that satisfy:
length(vti) ≥ c1(ft, cp) · length(v
t
i+1)
where c1(ft, cp) = 4ftcp.
If there are no separators, we set gt = ft, and u
t
i = v
t
i , i = 1, . . . , ft. Suppose
that there is a separator. In that case we call the elements that are in the last
(shortest) set short and the elements in all the other (longer) sets long.
The construction of the new set of generators starts with (possibly none) appli-
cations of a modification of the first process in the Rips machine. By lemma 2.11,
for every t > t0 the process that is used to construct the pseudogroups Ut, applies
only moves of type (4) and (3). In each step of the modified process we first apply
moves of type (4) as long as possible. Since each such move erases a pair of bases,
one can apply only finitely many such moves. We continue a step by applying a
modified move of type (3) if such modified move is possible.
Let b1 be a base with a paired base b2, and suppose that J1 is a maximal
subinterval of b1 (J1 is contained in the interior of b1) that is covered only once. J1
is one of the elements vt1, . . . , v
t
ft
. If it is not a long element, we do not perform a
modified move of type (3) along J1. If J1 is long we perform move (3).
By the proof of lemma 2.11 every point in J2 is covered by b2 and at least one
additional base. As in the proof of lemma 2.11, if there is a point in J2 which is the
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endpoint of a base, and this endpoint is covered only once after erasing J2 from b2,
the Euler characteristic of the graph that is associated with the new pseudogroup
has increased by at least 1. In this case, we replace the system of generators
vt1, . . . , v
t
ft
, by the new system of generators that is obtained after the modified
move (3), and start the whole process again. The graphs that are associated with
the new pseudogroups that we obtain have strictly bigger Euler characteristics
than the previous ones, and they will satisfy all the properties that are listed in
claims 2.11-2.15. Since their Euler characteristic is strictly bigger, and it has to
be negative, such a replacement can occur only finitely many times. Hence, in the
sequel we may assume that such an increase in the Euler characteristic does not
happen along the modified process that we present.
After performing (the modified) move (3), we get a new set of elements. The
endpoints of all the new bases are covered at least twice (so no move of type (2)
is required as we argued in the proof of lemma 2.11). There are at most 4 new
elements that have one endpoints at one of the two ends of J2. A new element that
is contained in a previous long element, and its length is smaller than the maximal
length of (a previous) short element, is said to be secondary short. Every previous
long element contains at least a single new element of length that is bounded below
by ft times the length of a maximal (previous) short element. There may be (at
most two) short elements that were cut into two new elements. We just denote the
cut points on these short elements, but continue to the next steps with the lengths
of the previous short elements.
At this point we consider all the elements that are either short elements from
the original pseudogroup, or new elements that are contained in previous long
elements, and are not secondary short. We divide them into short and long elements
precisely as we divided them before the first step. Note that every element that
was short before the first step, and was perhaps cut into two new elements is still
regarded short. Also, note that all the new short elements have lengths that are
bounded below by the length of a maximal previous short element. Every previous
long element either stayed long, or can be written as a positive word in the new
generators, and this word contains at least a one new short or new long generator.
We repeat these steps iteratively. We first perform all the possible moves of
type (4), and then perform a modified step of type (3). i.e., we perform move
(3) only along a long element. As in lemma 2.11, since the endpoints of all the
new bases are covered at least twice, no move of type (2) is required along the
modified process. Afterwards we set some of the new elements (possibly none) to
be secondary short, and redefine the elements that are long and short as we did in
the first step. In considering lengths, we only denote new cutpoints on previously
defined short elements, so the lengths of short elements can only increase along the
process.
The modified process terminates after finitely many steps, since at each step we
erase a long element, i.e., an element of length bounded below by 4 · cp · ft times
the maximal length of the original short elements. The process terminates when
there are no long elements that are covered exactly once. Long elements may be
cut along the process, and at least one of the new elements that are obtained after
the new cuts are either long or short, and in the last case, their length is bounded
below by the maximal length of the original short elements, i.e., the short elements
from the set of generators: vt1, . . . , v
t
ft
.
Short elements may be cut along the process, but the number of cuts is bounded
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by 3 times the number of the original long elements, which means that the number
of cuts is bounded by 3 · ft. Therefore, every short element is cut into at most 3 · ft
new elements, so the length of at least one of them is bounded below by 13·ft times
the minimal length of an original short element, i.e., a short element from the set
vt1, . . . , v
t
ft
. Therefore, every element from the set vt1, . . . , v
t
ft
can be written as a
positive word in the elements that are obtained after the first (modified) process,
and there exists a constant c2(cp, ft), so that every subword of combinatorial length
c2 in these words, contains either a long element, or an element of length
1
3·ft
times
the minimal length of a short element from the original set vt1, . . . , v
t
ft
.
Although after the first (modified) process there are no long elements that are
covered exactly once, there may still remain long elements after that process. Hence,
although we analyze pseudogroups of Levitt type, what is left to analyze are long
elements, so that in the intervals that support them every point is covered at least
twice. To analyze these long elements and shorten them we use a variation of the
process that is used in the proof of proposition 2.4.
If there exists a subsequence of the indices t, for which there exists a constant
c3 > 0, so that the maximal length of a long element (after the first process) is
bounded by c3 times the maximal length of a short element, the conclusion of the
theorem follows by the same argument that was used in the proof of proposition
2.4. Hence, in the sequel we will assume that there is no such subsequence.
We will denote the elements that are obtained after the first (modified) process,
vˆt1, . . . , vˆ
t
fˆt
, and the pseudogroup that they generate by Uˆt. By (the proof of) parts
(2) of lemmas 2.13 and 2.15, with this infinite sets of generators, there are associated
only finitely many presentations of the group F (lemma 2.13), and of the group that
they generate (lemma 2.15). Hence, by passing to a subsequence we may assume
that the presentations are all the same. Also note that since in the first process we
only applied finitely many moves of types (3) and (4), lemma 2.14 remains valid for
the semigroup that is associated with Uˆt. i.e., the semigroup that is generated by
the elements: vˆt1, . . . , vˆ
t
fˆt
contains the semigroup that is generated by the elements:
vt1, . . . , v
t
fˆt
.
At this point we pass to a further subsequence, and divide the elements vˆt1, . . . , vˆ
t
ft
into finitely many equivalence classes. First, by passing to a subsequence, we may
assume that ft, the number of elements, is fixed and equals f . Moreover, we may
assume that the short and secondary short elements (after changing the order) are
the elements vˆt1, . . . , vˆ
t
ℓ1
.
In the lowest equivalence class we put all the short and the secondary short
elements. Note that by construction, the ratios between the lengths of any two
short elements is uniformly bounded (i.e., bounded by a constant independent of t),
and the ratios between the lengths of secondary short elements and short elements
are uniformly bounded from above.
We are left with long elements. The second equivalence class, that after change
of order we may assume to include the elements vˆtℓ1+1, . . . vˆ
t
ℓ2
. An element vˆti is
included in this class if the ratio between the lengths of vˆti and the maximal length
of a short element approaches infinity, the ratios between elements in this class are
uniformly bounded, and the ratio between the length of an element in this class
and long elements that are not in the class approaches 0.
The other classes are defined iteratively. Each class contains elements so that
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the ratios between their lengths and the lengths of elements in lower classes ap-
proaches infinity, the ratios between the lengths of elements in the class are uni-
formly bounded, and the ratios between their lengths and lengths of elements in
higher classes approaches 0. By passing to a further subsequence we may assume
that the ratios between elements in the same equivalence class (above the lowest
one), and between short elements converge to positive constants.
Suppose first that all the bases that contain elements that belong to all the
equivalence classes above the lowest class (the one that contains short elements),
are covered exactly twice. i.e., that two such bases overlap only in elements that
are in the lowest class. In that case we modify the procedure that was used in the
proof of proposition 2.4 (the IET case).
We modify the Dehn twists that appear in the procedure that was used in the
IET case, to gradually reduce the number of long elements, and while doing that
add a bounded number of secondary short elements.
Let I be the interval that supports the pseudogroup Uˆt (Uˆt is in fact supported
on finitely many subintervals that are contained in I). We consider all the elements
that belong to classes that are above the lowest class to be long, and all the elements
in the lowest class to be short or secondary short.
We further divide the short and secondary short elements in Uˆt into several
classes. We say that two such elements vˆti1 , vˆ
t
i2
are in the same class if there
is a sequence of short and secondary short elements that leads from vˆti1 to vˆ
t
i2
and the length between the endpoints of consecutive elements in the sequence is
bounded by 2c4(cp, ft) times the maximal length of a short element. This divides
the short and secondary short elements into at most ft equivalence classes. Each
such equivalence class is supported on some subinterval of I. Our strategy along
the process that we present (that modifies the one that is used in the proof of
proposition 2.4), is to gradually reduce the number of these equivalence classes
(of short and secondary short elements) and the number of long bases (i.e. bases
that contain long elements), while creating a bounded number of new secondary
short and short elements, such that that the lengths of the new short elements are
bounded below by a fixed fraction of the the lengths of the previous short elements
where the fraction and the the numbers of new short and secondary short elements
are bounded by a constant that depends only on the number of elements in the
pseudogroup Uˆt, with which we start this part of the procedure.
Let pv be the vertex at the positive end of I. On the given pseudogroup Uˆt we
perform the following operations:
(1) Suppose that pv does not belong to a subinterval that supports one of the
equivalence classes of short and secondary short elements. In particular,
there are only two long bases that are adjacent to pv. Suppose that one
of them is b1 and the other is b2. b1 and b2 can not be a pair of bases,
since by part (2) of lemma 2.11 no non-degenerate subinterval is fixed by a
non-trivial word.
Suppose that b1 is longer than b2, and that the other endpoint of b1 is
contained in a subinterval that supports an equivalence class of short and
secondary short elements that contains the endpoint of just one additional
long base, and this long base does not overlap with b1 in a long element.
Let b3 be the base that supports the subinterval that supports the class that
contains the (other, not pv) endpoint of b1.
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In that case we first transfer all the long elements, starting with b2 until
b3 (not including b3), and the short and secondary short elements that are
supported on the interval that supports b1, until the class that includes
the endpoint of b3 that we denote q (q is contained in the subinterval that
supports b1). We transfer these elements from the subinterval that supports
b1 to the subinterval that supports its paired base.
We cut b1 at the point q, the endpoint of b3, and throw away the part
of b1 between pv and q from b1 and from its paired base. We further add a
marking point on what was left from the base b1, at the point that was the
limit of the subinterval that supported the equivalence class of short and
secondary short elements, that contained q. Note that this point is marked
on the base that is paired with the new (what was left from) b1. Note that
by adding this marking, and the additional element that is associated with
it, we guarantee that the semigroup that is generated by the elements that
are associated with the new pseudogroup contains the semigroup that is
associated with the previous semigroup. The group that is generated by
the two semigroups remains the same.
We end this step by checking if there are new elements of length that are
bounded by c4 times the length of a short element. In case there are such
elements we declare them to be secondary short. We also divide the short
and secondary short elements into equivalence classes as we did before this
step. The number of such equivalence classes did not increase after this step
(it may decreased). The number of bases did not change after this step.
(2) Suppose that pv does not belong to a subinterval that supports one of
the equivalence classes of short and secondary short elements (as in case
(1)). Suppose the b1 is longer than b2, and that the other endpoint of b1 is
contained in a subinterval that supports an equivalence class of short and
secondary short elements that contains the endpoint of a long base that
overlaps with b1 in a long element. Let b3 be the long base that overlaps
with b1 along some long elements and such that its endpoint is supported by
the same subinterval that supports the class of short and secondary short
elements and supports the endpoint of b1.
Like in part (1) we first transfer all the long bases, starting with b2 until
b3 (not including b3), and the short and secondary short elements that are
supported on the interval that supports b1, until the class that includes the
endpoints of b3 and b1, to the subinterval that supports the base that is
paired with b1.
Let q1 be the endpoint of b1 and q3 be the endpoint of b3, be the endpoints
that are supported by the same subinterval that supports an equivalence
class of short and secondary short elements. Suppose that q3 is supported
on the interval that supports b1. In that case we transfer b3 using b1. We
further cut b1 (and its paired base) into 3 new (paired) bases. One from pv
to the beginning of the subinterval that supports the equivalence class of
short and secondary short elements that contain q1 and q3, the second from
this point to q3 and the third from q3 to q1. We erase the first part of b1
and its paired base, i.e., the part from pv to the beginning of the subinterval
that supports the equivalence class that contains q1 and q3. The other two
parts that are left from b1 are set to be secondary short.
Suppose that q1 is supported by the subinterval that supports b3. In
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that case we cut the base b3 at q1 and declare the part between q1 and q3
to be secondary short. We do that same to the base is paired with b3. We
transfer the part of b3 that contains a long element using b1. We further
cut b1 into two bases, One from pv to the beginning of the subinterval that
supports the equivalence class of short and secondary short elements that
contains q1 and q3, and the other from that point to q1. We erase the first
part of b1 and its paired base.
In both cases, we added two new pairs of secondary short bases, and get
rid of one long pair. Hence, step of the type (2) can occur only boundedly
many times (bounded by the number of long pairs in Uˆt). We end this step
by checking if there are new short or secondary short elements, and dividing
the short and secondary short elements to equivalence classes as we did
before this step (and at the end of step (1)). The number of such equivalence
classes did not increase after this step (it may decreased). In both cases
the semigroup that is associated with the new pseudogroup contains the
semigroup that is associated with the previous semigroup. the groups that
are generated by both semigroups are identical.
(3) Suppose that pv belongs to a subinterval that supports one of the equiva-
lence classes of short and secondary short elements. Let b1 and b2 be the
long bases that are adjacent to the subinterval that supports the equivalence
class that contains pv.
Suppose that b1 is longer than b2, and as in part (1), the other endpoint
of b1 is contained in a subinterval that supports an equivalence class of short
and secondary short elements that does not contain the endpoint of a long
base that overlaps with b1 along a long element. Let b3 be the base that
supports the subinterval that supports the class that contains the (other,
not pv) endpoint of b1.
Let p1 be the endpoint of b1 and p2 be the endpoint of b2 that are closer
to pv. Suppose that p2 is supported on the interval that supports b1. In
that case we transfer b2 using b1. We transfer all the long bases that overlap
with b1, from b2 to b3 (not including b3, and all the short and secondary
bases and elements that are in the equivalence classes that are supported
on b1 from pv until the endpoint of b3, and do not include the equivalence
class of pv and the equivalence class of the endpoint of b3 that is supported
on b1, using b1. We cut b1 into 3 bases, one from p1 to p2, and the second
from p2 to the endpoint of the subinterval that supports the equivalence
class of short and secondary short elements that contains p1 and p2. The
third is from that point to the endpoint of b1. We set the first two parts of
b1 to be secondary short.
Suppose that p1 is supported by the subinterval that supports b2. In that
case we cut the base b2 at p1 and declare the part between p1 and p2 to be
secondary short. We do the same to the base that is paired with b2. We
transfer the part of b2 that contains a long element using b1, and transfer
the other long elements that are supported on b1 (not including b3), and
the short and secondary short elements that are in equivalence classes that
are supported on b1 from pv until the endpoint of b3, and do not contain p1
or the endpoint of b3, using b1. Finally we cut b1 into two bases, one from
p1 to the endpoint of the subinterval that supports the equivalence class of
short and secondary short elements that contains p1 and p2. The second is
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from this point to the endpoint of b1.
We continue as in part (1). Let q be the endpoint of b3 that is supported
by b1. We cut b1 at the point q, the endpoint of b3, and throw away the part
of b1 between the endpoint of the subinterval that supports the equivalence
class of short and secondary short elements that contains pv and q from b1
and from its paired base. We further add a marking point on what was left
from the base b1, at the point that was the limit of the subinterval that
supported the equivalence class of short and secondary short elements, that
contained q.
As in the first two parts, the semigroup that is generated by the elements
that are associated with the new pseudogroup contains the semigroup that
is associated with the previous semigroup. The group that is generated by
the two semigroups remains the same.
We end this step by checking if there are new short or secondary short
elements, and dividing the short and secondary short elements to equiva-
lence classes as we did before this step. The number of such equivalence
classes that participate in the next steps of the process decreased by at least
1 after this step, hence, it may occur only boundedly many times (bounded
by the number of such classes in the original pseudogroup Uˆt).
(4) Suppose that pv belongs to a subinterval that supports one of the equiva-
lence classes of short and secondary short elements. Let b1 and b2 be the
long bases that are adjacent to the subinterval that supports the equivalence
class that contains pv.
Suppose that b1 is longer than b2, and as in part (2), the other endpoint of
b1 is contained in a subinterval that supports an equivalence class of short
and secondary short elements that contains the endpoint of a base that
overlaps with b1 along a long element. Let b3 be the long base that overlaps
with b1 along some long elements and such that its endpoint is supported by
the same subinterval that supports the class of short and secondary short
elements and supports the endpoint of b1. In this case we combine what we
did in step (3) on one side of b1, and in step (2) in the other side of b1.
First we use the endpoint p1 of b1, and p2 of b2, to cut b1 and b2 as we
did in part (3). Then we transfer all the long bases from b2 to b3 (excluding
b3), and all the short and secondary short bases that belong to equivalence
classes, from the one that contains pv to the one that contains the endpoints
of b1 and b3, excluding the initial class that includes pv and excluding the
terminal one that contains the endpoints of b1 and b3.
We continue as in part (2). We use q1, the endpoint of b1, and q3 the
endpoint of b3, to cut the bases b1 and b3 as we did in part (2). Then we
transfer the long part of (what left from) b3 using b1, and erase the long
part of (what is left from) b1, precisely as we did in part (2).
In this case, we added at most 4 new pairs of short and secondary short
bases, and got rid from at least one pair of long bases (b1 and its paired
base). Also, in the active part of the pseudogroup, the number of equivalence
classes of short and secondary short elements is reduced by at least 1. Hence,
part (4) can occur boundedly many times (bounded by the number of long
pairs in U˜t). As in the previous cases, the semigroup that is associated with
the new pseudogroup contains the semigroup that is associated with the
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previous pseudogroup. the groups that are generated by both semigroups
is identical.
As in the previous parts, we end this step by checking if there are new
secondary short elements and finally dividing the short and secondary short
elements to equivalence classes as we did before this step. The number of
such equivalence classes in the active part of the pseudogroup decreased by
at least 1 after this step.
Since in parts (2) and (4) the number of pairs of long bases is reduced, and in
step (3) the number of equivalence relations of short and secondary short elements
is reduced, these steps can occur only boundedly many times (where the bound
can be taken to be the number of elements in the initial pseudogroup Uˆt, which is
uniformly bounded for all t). Therefore, only step of type (1) can occur finitely but
unboundedly many times. In part (1), the endpoint of the interval I that supports
the bases of the corresponding pseudogroup, pv, is the endpoint of the two long
bases that are adjacent to it, and the equivalence classes of short and secondary
short bases are supported on subintervals that do not contain the endpoint pv.
By construction, a step of type (1) produces no new bases, but it may add marks
on a long base. In case a base that is adjacent to pv was marked, and the marked
part of the base is erased, then the marking is inherited by the other base that is
adjacent to pv. Note that the number of markings on each long base is bounded by
the number of endpoints of long bases, hence, it is bounded by twice the number
of long bases in the initial pseudogroup Uˆt, which is uniformly bounded.
We denote the pseudogroup that is obtained when the second process terminates
U
fn
t . It contains no long elements, and the total number of elements is bounded in
terms of the number of elements in Uˆt, so by passing to a further subsequence we
may assume that it is fixed. The terminal pseudogroup Uˆt and its set of generators
satisfy the conclusions of proposition 2.16, precisely in the same way it is was argued
in the IET case in proposition 2.4.
So far we assumed that in the initial pseudogroup, Uˆt, there is no element, that
is not in the lowest equivalence class that consists of short and secondary short
elements, and is contained in more than 2 bases. Suppose that there exists such
element.
Suppose first that there exists a subsequence of indices t, for which there exists
a long element in the highest equivalence class that is contained in more than 2
bases. With each of the pseudogroups we can naturally associate an action of the
free group F on a real tree, and after appropriate rescaling and further passing
to a subsequence, we can assume that these actions converge into an action of F
on a real tree Y∞. By the Gromov-Hausdorff convergence, The pseudogroups Ut
converge into a pseudogroup U∞, from which it is possible to reconstruct the action
of F on U∞.
In the pseudogroup U∞, every element that is not in the highest class in the
pseudogroups Uˆt degenerates to a point, and every element in the highest class
converges into a non-degenerate element in U∞. By our assumptions on the pseu-
dogroups Uˆt, there exists a non-degenerate element in U∞ that is covered by at
least 3 bases (of U∞).
At this point we apply the second process of the Rips (or the Makanin) machine
to the pseudogroup U∞. Since each segment is covered at least twice, the second
process in the Rips machine is applied (see section 7.3 in [Be-Fe]). By part (2) of
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lemma 2.11 no non-trivial word in the generators of the pseudogroups Ut (hence,
also Uˆt) fixes a non-degenerate subsegment in the original tree. The periodicity
of the words that are associated with the various bases in Uˆt is assumed to be
bounded. Hence, when the second process of the Rips machine is applied to the
pseudogroup U∞ there can not be a step in which a base is supported on precisely
the same subinterval as its paired base.
Therefore, along the applications of the second process of the Rips machine to
U∞ only entire transformations are applied at each step. This means that every
point in the interval that supports the pseudogroup that is constructed at each step
is covered at least twice, and since there are subintervals that are covered more than
twice by bases in U∞, there are non-degenerate subintervals that covered more than
twice in the pseudogroups that are constructed in each step of the process.
With the pseudogroup U∞ there is an associated faithful action of the free group
F on some real tree. Since F is free, the action contains no axial components.
Hence, when the second process of the Rips machine is applied to the pseudogroup
U∞, no toral (axial) component can be discovered at any step of the process. There-
fore, by proposition 7.6 in [Be-Fe] after finitely many steps each point which is not
an endpoint of one of the bases in the constructed pseudogroup must be covered
exactly twice. However, the in the process that is applied to U∞ there are al-
ways non-degenerate subintervals that are covered more than twice, and we get a
contradiction.
So far we can deduce that in the pseudogroups Uˆt (perhaps after passing to a
further subsequence), every element that belongs to the highest equivalence class
is covered exactly twice. Let vi0 be an element that is covered more than twice, for
which there are no elements in a higher class that are covered more than twice. In
that case we modify the procedure that we used in case every element that is not in
the lowest class is covered twice, to reduce the longer elements to the length of the
elements in the equivalence class of the element that is covered more than twice.
We divide the equivalence classes of the elements in Uˆt into 3 categories. The
elements in classes that are lower than the class of vi are set to be small. The
elements that are in classes that are higher then vi are set to be big, and the
elements in the class of vi are set to be intermediate.
We further divide the small and intermediate elements into several classes. We
say that two small elements vˆti1 , vˆ
t
i2
are in the same class if there is a sequence of
small elements that leads from vˆti1 to vˆ
t
i2
and the length between the endpoints of
consecutive elements in the sequence is bounded by 2c4(cp, ft) times the maximal
length of a small element. We will refer to these classes as small classes of elements.
Similarly we divide the collection of small and intermediate elements into classes.
We say that two such elements are in the same class if there exists a sequence of
small and intermediate elements that leads from one such element to another, and
the length between the endpoints of consecutive elements is bounded by 2c4 times
the length of the maximal intermediate element. We will refer to such classes as
intermediate classes. Clearly, the numbers of small and intermediate classes is
bounded by ft, and every small class is contained in an intermediate class.
Our strategy along the process is to gradually reduce the number of long elements
and the number of intermediate classes, while keeping the intermediate elements
that are covered more than twice. When the procedure terminates, the length of
the terminal long elements is bounded by a constant times the maximal length
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of an intermediate element, hence, intermediate elements belong to the highest
equivalence class, at least one of them is covered more than twice, and we will get
a contradiction by the argument that was used in case an element in the highest
equivalence class is covered more than twice.
Let pv be the vertex at the positive end of I. On the given pseudogroup Uˆt we
perform the following operations:
(1) Suppose that pv does not belong to a subinterval that supports one of the
intermediate equivalence classes. Let b1 and b2 be the two big bases that
end at pv, suppose that b1 is longer, and that b1 ends in a point that belongs
to an equivalence class of intermediate elements that contains no endpoint
of a big base that overlaps with b1 along a big element.
In that case we act precisely as in part (1) of the procedure in which
every element which is not short is covered exactly twice. Note that if an
intermediate element was covered more than twice (by intermediate and big
bases), then that same element (perhaps after it was transfered) is covered
more than twice (by intermediate and big bases) after the move.
We end this step by checking if there are new elements of length that are
bounded by c4 times the maximal length of an intermediate element. If the
length of such new element is bounded by c4 times the maximal length of a
small element, we consider it to be small. Otherwise it will be considered as
an intermediate element. Finally we divide the small and the intermediate
elements into equivalence classes as we did before the initial step. Note that
if the number of equivalence classes is the same as before the step, no new
small or intermediate elements are created. Also, that we don’t add any
markings to long elements, as our goal is to get a contradiction and deduce
that the whole process that we use in this case is in fact not needed.
(2) Suppose that pv does not belong to a subinterval that supports one of the
equivalence classes of intermediate equivalence classes. Let b1 and b2 the
two big bases that have pv as an endpoint, let b1 be the longer, and suppose
that b1 ends in a point that belongs to an equivalence class of intermediate
elements, and that class contains the endpoint of a big base that overlaps
with b1 along a big element, that we denote b3.
In that case we act in a similar way to what we did in part (2) of the
previous procedure. First, we transfer all the big bases, starting with b2
until b3 (not including b3), and all the small and intermediate bases that
are supported on the interval that supports b1, until the intermediate class
that includes the endpoints of b3 and b1, to the subinterval that supports
the base that is paired with b1.
Let q1 be the endpoint of b1 and q3 be the endpoint of b3, that are
contained in a subinterval that supports the same intermediate class. Let
p be the endpoint of that intermediate class that is closer to pv. We cut b1
and b3 at the point p, and cut their paired bases accordingly. We transfer
the part of b3 that starts at the endpoint that is not q3 and ends at p using
b1. We further erase the part of b1 from pv to p, and its paired base.
In this case we added two pairs of intermediate (or small) bases, but
erased a big pair of bases. Hence, step of the type (2) can occur only
boundedly many times. Note that if there was an intermediate element
that was covered more then twice before this step, then there exists an
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intermediate element that is covered more than twice after applying step
(2). As at the end of step (1) we check if there are new small or intermediate
elements, and update the division of small and intermediate elements into
equivalence classes.
(3) Suppose that pv belongs to a subinterval that supports one of the equiva-
lence classes of small or intermediate equivalence classes of elements. Let b1
and b2 be the big bases that are adjacent to the subinterval that supports
the small or intermediate equivalence class that contains pv.
Suppose that b1 is longer than b2, and as in part (1), the other endpoint
of b1 is contained in a subinterval that supports an intermediate class does
not contain the endpoint of a big base that overlaps with b1 along a big
element. Let b3 be the big base that supports the subinterval that supports
the intermediate class that contains the (other, not pv) endpoint of b1.
Let p1 be the endpoint of b1 and p2 be the endpoint of b2 that are closer to
pv, and let p be the endpoint of the interval that supports the intermediate
class that supports pv (and is not pv). We first cut b1 and b2 at the point p,
and accordingly their paired bases. We transfer all the big bases from what
is left from b2 until b3 (not including b3, using b1. We further transfer all
the small and intermediate classes from the class the intermediate class that
includes pv (but not including this class of pv) until the class that includes
the endpoints of both b1 and b3 using b1.
We continue as in part (1). Let q be the endpoint of b3 that is supported
by b1. We cut what is left from b1 at q. We throw away the part of b1
between the points p and q (and the corresponding part from its paired
base). Note that since there was an intermediate element that is covered by
at least 3 bases, there is still such an intermediate element after applying
step (3).
As in steps (1) and (2), we check if there are new small or intermediate
elements after this step. We further update the equivalence classes of small
and intermediate elements. The number of intermediate classes that partic-
ipate in the next steps of the process decreased by at least 1 after applying
step (3), so it may occur only boundedly many times.
(4) Suppose that pv belongs to a subinterval that supports one of the inter-
mediate classes. Let b1 and b2 be the big bases that are adjacent to the
subinterval that supports the intermediate class that contains pv.
Suppose that b1 is longer than b2, and as in part (2), the other endpoint
of b1 is contained in a subinterval that supports an intermediate class that
contains the endpoint of a big base, that we denote b3, that overlaps with
b1 along a big element.
In this case we combine what we did in part (3), along the subinterval
that supports that class of pv, and in part (2), along the subinterval that
supports the class that contains the endpoints of b1 and b3 (cf. part (4) in
case there was no long element that is covered more than twice).
In this case, we added at most 4 new pairs of small or intermediate bases,
and got rid from at least one pair of big bases (b1 and its paired base). Also,
in the active part of the pseudogroup, the number of intermediate classes
is reduced by at least 1. Hence, part (4) can occur boundedly many times.
Note that as in the previous steps, since there was an intermediate element
that is covered more than twice, there such an intermediate element after
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applying step (4).
As in the previous parts, we end this step by checking if there are new
small or intermediate elements. We also update the collections of small and
intermediate equivalence classes of elements.
Parts (2)-(4) can occur boundedly many times, so as the number of big elements
or the number of intermediate classes reduces in each of them. All the steps preserve
the existence of intermediate elements that are covered more than twice. When the
procedure terminates the lengths of all the elements are bounded by a constant
times the length of an intermediate element. Hence, when we rescale the length
so that the maximal length of an element is 1, and pass to a convergent sequence
of pseudogroups, the convergent sequence converges into a sequence in there ex-
ists a non-degenerate subinterval that is covered more than twice. Therefore, the
argument that leads to a contradiction, in case there is an element in the highest
equivalence class that is covered more than twice (and the periodicity is bounded)
leads to a contradiction in this case as well. This implies that in the bounded
periodicity case, all the elements that are not in the lowest class in Uˆt, i.e., the
class that contains only short and secondary short elements, are all covered exactly
twice, and the procedure that web used in this case constructs a subsequence of
pseudogroups that satisfy the conclusions of proposition 2.16.

As in the IET case, proposition 2.16 enables the proof of the key claim in the
proof of theorem 2.10 - the combinatorial bounded cancellation along the process
that constructs the new sets of generators: ut1, . . . , u
t
g. Since proposition 2.16
is proved under the bounded periodicity assumption, we first prove the bounded
cancellation assuming bounded periodicity.
Proposition 2.17. Suppose that there exists an integer cp, such that the periodicity
of the elements hn(s1), . . . , hn(sr) is bounded by cp for all integers n.
With the notation of proposition 2.16, there exists a constant C > 0, so that
for a subsequence of the indices t, that for brevity we still denote t, the words ztj,
1 ≤ j ≤ r, can be replaced by words: zˆtj with the following properties:
(1) As elements in ambient free group F : zˆtj(u
t
1, . . . , u
t
g) = z
t
j(u
t
1, . . . , u
t
g).
(2) zˆtj is obtained from z
t
j by eliminating distinct pairs of subwords. Each pair
of eliminated subwords corresponds to two subpaths of the path pzt
j
that lie
over the same segment in the tree Twj , where the two subpaths have opposite
orientations.
(3) With the word zˆtj(u
t
1, . . . , u
t
g) we can naturally associate a path in the tree Y ,
that we denote, pzˆtj . The path pzˆtj can be naturally divided into subsegments
according to the appearances of the subwords uti in the word zˆ
t
j .
Let DBzˆtj be the number of such subsegments that are associated with
subwords uti in pzˆtj , that at least part of them is covered more than once by
the path pzˆt
j
. Then for every t > t0 and every j, 1 ≤ j ≤ r, DBzˆt
j
≤ C.
Proof: In case of bounded periodicity, proposition 2.17 follows from proposition
2.16 by exactly the same argument that proposition 2.5 follows from proposition
2.4 in the IET case.

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Under the bounded periodicity assumption, proposition 2.17 and part (3) of
proposition 2.16, that proves that the tuples ut1, . . . , u
t
g generate groups with similar
presentations, imply the conclusions of theorem 2.10 by exactly the same argument
that was used in the IET case (theorem 2.2).
As in the IET case, to omit the bounded periodicity assumption, we modify the
statements and the arguments that were used in the proofs of propositions 2.16
and 2.17, in a similar but a slightly different way than in the IET case, to include
long periodic subwords, or in the limit, to include non-degenerate segments with
non-trivial stabilizers.
We start with a generalization of proposition 2.16, which is the analogue of
proposition 2.7 in the Levitt case. Recall that the aim of proposition 2.16 was to
replace the generators vt1, . . . , v
t
ft
by a new (possibly larger set of) generators so
that the ratios between their lengths is globally bounded.
Proposition 2.18 (cf. proposition 2.7). There exists a subsequence of indices t,
that for brevity we still denote t, for which the finite set of generators: vt1, . . . , v
t
ft
can be replaced by elements ut1, . . . , u
t
g that satisfy properties (1)-(4) in proposi-
tion 2.16. Properties (5) and (6) in proposition 2.16 are replaced by the following
properties:
(6) there exist a real number d2 > 1 and a subset of indices 1 ≤ i1 < i2 <
. . . < ib ≤ g, such that for every index i, 1 ≤ i ≤ g for which i 6= im,
m = 1, . . . , b:
10g · d2 · length(u
t
i) ≤ length(u
t
i1
)
(7) there exists an integer ℓ, 0 ≤ ℓ ≤ b, and a positive real number d1 such that
for every ℓ+ 1 ≤ m1 < m2 ≤ b:
d1 · length(u
t
im1
) ≤ length(utim2 ) ≤ d2 · length(u
t
im1
)
For every m1 ≤ ℓ and ℓ+ 1 ≤ m2 ≤ b:
d1 · length(u
t
im2
) ≤ length(utim1
)
(8) For every t, and every index m, 1 ≤ m ≤ ℓ, there exist distinct indices
1 ≤ j1, . . . , jem ≤ g that do not belong to the set i1, . . . , ib, such that:
wm = u
t
j1
. . . utjem , and u
t
m = αw
pm
m where α is a suffix of wm.
(9) for each index t, in the words ztj, 1 ≤ j ≤ r, in a bounded distance either
before or after the occurrence of an element uti, for i 6= i1, . . . , ib, appears
one of the elements utim , 1 ≤ m ≤ b.
Proof: To prove proposition 2.18 we start with the same (first) procedure that
was used in the proof of proposition 2.16 (the bounded periodicity case). Hence,
we divide the generators vt1, . . . , v
t
ft
into finitely many sets according to their length,
call only the elements in the shortest group short and all the other (longer) elements
long.
At this point we apply the modification of the first process in the Rips machine
(the Makanin algorithm) that was used in the bounded periodicity case. Note that
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the bounded periodicity assumption is not used nor mentioned along this modified
first process. Once the modified first process terminates, every long element is
covered at least twice, though there may still be short or secondary short elements
that are covered only once.
To analyze the pseudogroup that is the output of the modified first process,
we use modifications that combine the procedures that were used in the proofs of
propositions 2.16 and 2.8. If there exists a subsequence of the indices t, for which
there exists a constant c3 > 0, so that the maximal length of a long element (after
the first process) is bounded by c3 times the maximal length of a short element, the
conclusion of the theorem follows. Hence, in the sequel we will assume that there
is no such subsequence.
As in the proof of proposition 2.16, we pass to a further subsequence, and divide
the elements vˆt1, . . . , vˆ
t
fˆt
, the generators of the semigroup that is associated with the
pseudogroup that was constructed after the first modified procedure, into finitely
many equivalence classes according to their lengths. We may also assume that fˆt,
the number of elements, is fixed.
Suppose first that all the bases that contain elements that belong to all the
equivalence classes that are longer than the lowest equivalence class (the one that
contains short elements), are covered exactly twice. i.e., that two such bases overlap
only in elements that are in the lowest class. In that case the procedure that was
used in the proof of proposition 2.16, that modifies the procedures that were used
in the proofs of proposition 2.4 (in the bounded periodicity case) and in proposition
2.8 (in the general IET case) prove the conclusions of the proposition.
Suppose that there exists an element that belongs to an equivalence class that is
longer than the lowest class that contains the short and secondary short elements,
that is covered by more than 2 bases. Suppose first that there exists a long ele-
ment in the highest equivalence class that is contained in more than 2 bases. As
in the proof of proposition 2.16, after an appropriate rescaling and passing to a
subsequence, the given pseudogroups, Uˆt, converge into a pseudogroup U∞, that is
associated with a faithful action of the free group F on some real tree Y∞.
In the pseudogroup U∞, every element that is not in the highest class in the
pseudogroups Uˆt degenerates to a point, and every element in the highest class
converges into a non-degenerate element in U∞. By our assumptions on the pseu-
dogroups Uˆt, every non-degenerate element that supports some of the bases of U∞
supports at least two bases, and there exists a non-degenerate element in U∞ that
is covered by at least 3 bases (of U∞).
Starting with U∞ we apply the second process of the Rips (or the Makanin)
machine, since by our assumption every non-degenerate segment in the interval
that supports U∞ is covered at least twice. The second process apply a sequence
of entire transformations, until there is base that is identified with its dual.
Since the free group F is free, the action of F on the real tree Y∞ contains no
axial components. Hence, by proposition 7.6 in [Be-Fe], either after a finite time
we get a pseudogroup in which a base is identified with its dual, or every non-
degenerate segment is covered exactly twice. Since we started with U∞ in which
there was a non-degenerate segment that is covered more than twice, after finitely
many applications of entire transformations we must get to a pseudogroup in which
a base is identified with its dual.
Recall that by part (2) of lemma 2.11 no non-trivial word in the generators of the
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pseudogroups Ut (hence, also Uˆt) fixes a non-degenerate subsegment in the original
tree. Hence, when a base is identified with its dual, it follows that the part of the
words that correspond to such a base has to be unboundedely periodic (the length
of the period is not bounded below by a positive constant times the length of the
base).
Let b be the base that is identified with its dual after finitely many entire trans-
formations. If the subinterval that supports b, supports only b and its dual, we
continue with the rest of the pseudogroup, and by our assumption there must be
a non-degenerate subsegment that supports at least 3 bases that are not b nor its
dual.
Let Ib be the subinterval that supports the base b and its dual. Suppose that
there exists a non-degenerate subinterval of Ib that is transfered by a non-trivial
word in the that involve all the bases except for b and its dual to a non-degenerate
subinterval of Ib. Then there exists a non-trivial word, the commutator of this
(non-trivial) word and the transfer from b to its dual, that acts trivially on a non-
degenerate segment in the original tree, a contradiction to part (2) in lemma 2.11.
Note that the subinterval Ib is contained in the simplicial (discrete) part of the
real tree Y∞, and it has a non-trivial stabilizer. Hence, the part of every base that
is supported on Ib has a non-trivial stabilizer, and is contained in the simplicial
part of Y∞. At this point we continue applying the Rips machine. We erase the
bases b and its dual. and if there are subintervals of Ib that are covered only once
(after the erasing of b and its dual), we apply the first process in the Rips machine.
Since Ib is contained in the simplicial part of Y∞ the first process of the Rips
machine terminates after finitely many steps (it erases subintervals that are all
contained in the simplicial part). We start the process by erasing subintervals from
basis that are (partly) supported on Ib, and we never get back to a subinterval that
is supported on Ib, since as we argued before, in such a case we get a non-trivial
word that stabilizes a non-degenerate segment, a contradiction to part (2) in lemma
2.11. By the same reason the subintervals that we erase from the various bases must
have disjoint supports except (possibly) for their endpoints.
Since the subintervals that we erase must have distinct supports, and the erasing
procedure terminates after finitely many steps, we are left with a new pseudogroup,
that has a bigger Euler characteristic (smaller in absolute value, smaller complexity
in Makanin’s terminology), in which every point that is not an endpoint of a base
is covered at least twice, and in which there exists a subsegment that supports a
subinterval of a base that was erased, and that subsegment can be mapped (using a
word in the generators of the old pseudogroup) to the subinterval Ib. In particular,
this subinterval has non-trivial stabilizer, and it belongs to the simplicial part of
Y∞.
We continue by applying the second process of the Rips machine. After finitely
many steps there must exist a new basis that is identified with its dual. Let Ic be
the subinterval that supports that new basis that is identified with its dual. If a
subinterval of Ic is identified with another subinterval of Ic using a non-trivial word
that does not involve the new base and its dual, we get a non-trivial word that acts
trivially on a non-degenerate segment, a contradiction to part (2) of lemma 2.11.
If a non-degenerate subinterval of Ic can me mapped into a subinterval of Ic using
elements that do not include the base b and its dual, we also get a non-trivial word
that acts trivially on a non-degenerate segment.
We erase the base and its dual that Ic supports, and apply the first part the
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Rips machine. The Euler characteristic of the remaining pseudogroup increases
(Makanin’s complexity decreases). As we argued after erasing Ib, the application
of the first part of the Rips machine terminates after finitely many steps. If Ic
supports parts of more bases, the supports of the subintervals that are erased are
disjoint, and they must have trivial intersection with the subintervals that can be
mapped into Ib.
We continue iteratively. After erasing Ic and the subintervals that are erased
after the application of the first part of the Rips machine, there are still subintervals
that covered at least twice, and be mapped into Ib, hence, belong to the simplicial
part of Y∞. Hence, after finitely many entire transformations (the second part of
the Rips machine), there must exist a new base that is identified with its dual.
Each time such a base and its dual are identified, they are removed and the Euler
characteristic increases (Makanin’s complexity decreases). Hence, this process has
to stop after finitely many steps. By the arguments that we already used, when
it stops there must be exist a non-trivial word in the elements of the original
pseudogroup Uˆt, that acts trivially on a non-degenerate segment, a contradiction
to part (2) in lemma 2.11. Therefore, all the long elements in the pseudogroup Uˆt
must be covered exactly twice, except perhaps at their endpoints.
So far we can deduce that in the pseudogroups Uˆt (perhaps after passing to a
further subsequence), every element that belongs to the highest equivalence class
is covered exactly twice. Suppose that there is an element that belongs to an
intermediate class, i.e., not to the highest class and not to the class that contains
the short and secondary short elements, that is covered more than twice.
In that case we use the procedure that was applied in the proof of proposition
2.16 in that case. After applying this procedure we replace the generators of the
pseudogroup Uˆt (possibly after passing to a subsequence) by generators in which
the highest class contains the intermediate class that by assumption contains an
element that is covered more than twice. By the argument that we presented above,
the highest class can not contain such elements. Hence, in the pseudogroups Uˆt all
the elements in all the equivalence classes that are longer than the lowest one, that
contains short and secondary short elements, are covered exactly twice. Since we
already treated this case, the conclusion of the proposition follows.

In a similar way to the IET case, Proposition 2.18 replaces proposition 2.16 in
the general case (i.e., when there is no periodicity assumption). To obtain the same
conclusions as in proposition 2.17, we further modify the tuples, ut1, . . . , u
t
g in a
similar way to what we did in proposition 2.8.
Proposition 2.19. With the notation of proposition 2.16, for a subsequence of the
indices t, that for brevity we still denote t, it is possible to further modify the tuple
of elements ut1, . . . , u
t
g, by performing Dehn twists on some of the semi-periodic
elements (the elements ut1, . . . , u
t
ℓ that satisfy part (8) in proposition 2.18), so that
there exists a constant C > 0, for which for the modified tuples, that we still denote:
ut1, . . . , u
t
g, for every index t the words z
t
j, 1 ≤ j ≤ r, can be replaced by words: zˆ
t
j
that satisfy properties (1)-(3) in proposition 2.17.
Proof: The proof is similar to the proof of proposition 2.8, though it needs to be
modified since in the proof of proposition 2.8 we used the fact that a surface group
is freely indecomposable.
47
Suppose that such a constant C does not exist (for any possible application of
Dehn twists on the semiperiodic elements in the tuples: ut1, . . . , u
t
g). Then for
every positive integer m, there exists an index tm, so that for every possible choice
of Dehn twists to the semiperiodic elements in the tuple, utm1 , . . . , u
tm
g , at least one
of the words zˆtmj that satisfy parts (1) and (2) (in proposition 2.5), part (3) is false
for the constant C = m.
For each index tm, we denote by lengthm the minimal length of a long element.
For each semi-periodic element utm1 , . . . , u
tm
ℓ we denote the length of its period by
lperim.
For each index m, and every i, 1 ≤ i ≤ ℓ, we look at the ratios:
lperim
lengthm
. We
can pass to a subsequence of the indices m, for which (up to a change of order of
indices): 0 < ǫ <
lperim
lengthm
for some positive ǫ > 0, and i = 1, . . . , ℓ′. And for every
i, ℓ′ < i ≤ ℓ, the ratios
lperim
lengthm
approaches 0. We perform Dehn twists along the
semiperiodic elements utm1 , . . . , u
tm
ℓ′ , so that all these semiperiodic elements have
lengths bounded by a constant times the length of a long element. These elements
will be treated as long elements and not as semiperiodic elements in the sequel.
First, suppose that ℓ′ = ℓ, i.e., that there exists an ǫ > 0, such that for every
i, 1 ≤ i ≤ ℓ, 0 < ǫ <
lperim
lengthm
. In that case, after applying Dehn twists to the
semiperiodic elements, all the elements utm1 , . . . , u
tm
g are either long or secondary
short. By the argument that was used to prove proposition 2.5, either:
(i) the number of dual positions of the different elements is globally bounded
(for the entire subsequence {tm}).
(ii) there exists a subsequence (still denoted {tm}), and a fixed positive word
in the free group F that has roots of unbounded order.
Since there is a bound on the order of a root of a fixed element in a free group, part
(ii) does not happen. Therefore, in case ℓ = ℓ′ the conclusion of the proposition
follows as in the bounded periodicity case, and the same argument remains valid if
ℓ′ < ℓ but the lengths of the semiperiodic elements utm1 , . . . , u
tm
ℓ can be bounded
by a constant times the length of a long element.
Suppose that there exists a subsequence of indices (still denoted {tm}), for which
along a paired subpaths p1 and p2, at least one of the appearances of a semiperiodic
element utmi , ℓ
′ < i ≤ ℓ (along p1 or p2), overlaps with an unbounded number of
elements (along p2 or p1 in correspondence). In that case, there exists a subsequence
(still denoted {tm}), and a fixed positive word in a positive number of either long
elements or semiperiodic elements and possibly some secondary short elements,
which is a periodic word, and the ratio between the length of the period and the
length of the element that is represented by the positive word approaches 0.
By a theorem of P. Reynolds [Re] if a f.g. group G acts indecomposably on a
real tree, and H is a f.g. subgroup of G that acts indecomposably on its minimal
subtree, then H is finite index in G. Hence, if F acts on a real tree and the action
is of Levitt type, the action of F extends to an indecomposable action of a group
G, then F is of finite index in G, The action of G is of Levitt type as well, and in
particular, G is free.
A given f.g. free group can be a finite index subgroup in finitely many free groups
(that are all of strictly smaller rank). In particular, if the Levitt action of F extends
to an indecomposable action of G, then there is a bound on the index of F in G
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(the bound depends only on the rank of F ).
Since F is of finite index in the group that include both F and the period, F
contains a subgroup of bounded index in the subgroup that is generated by the
period. Hence, if ℓ′ < ℓ and there is no bound on the number of elements that
overlap with a semi-periodic element, there exists an element in the free group F
with an unbounded root, a contradiction.
Therefore, there exists a global bound on the number of elements that overlap
with a semiperiodic element that appears along a paired subpaths p1 and p2. In
this last case, once again either part (i) or part (ii) hold, and since a free group
contain no non-trivial elements with a root of unbounded order, part (i) holds.
Given part (i), i.e., a global bound on the number of dual positions between two
overlapping elements, the proposition follows by the same argument that was used
to prove proposition 2.17 (in the bounded periodicity case).

Given propositions 2.18 and 2.19, that generalize propositions 2.15 and 2.16 and
are the analogue of propositions 2.7 and 2.8 in the Levitt case, the rest of the proof
of theorem 2.10 (the Levitt case) follows precisely as in the bounded periodicity
case, and precisely as in the IET case.

§3. The (Canonical) JSJ decompositions of (some) Pairs
In theorem 1.1 we have shown that with any given f.g. semigroup, S, and its
set of homomorphisms into the free semigroup FSk, Hom(S, FSk), there is an
associated (canonical) finite collection of pairs, (S1, L1), . . . , (Sm, Lm), where each
pair consists of a limit group, Li, and a semigroup, Si, that is embedded in the limit
group Li (as a subsemigroup), and generates Li as a group. By the construction of
the pairs, (Si, Li), each of them is obtained as a (maximal) limit from a sequence
of homomorphisms from the set, Hom(Si, FSk).
Once we associated the canonical set of maximal pairs, (S1, L1), . . . , (Sm, Lm),
with a f.g. semigroup S, to analyze the structure of the set of homomorphisms,
Hom(S, FSk), it is sufficient (and equivalent) to analyze the set of homomorphisms
of each of the limit groups, Li, into the free group, Fk, that restrict to homomor-
phisms of the subsemigroups, Si, into the free semigroup, FSk. We denote this set
of homomorphisms (of pairs), Hom((Si, Li), (FSk, Fk)).
In the case of free groups, to analyze the set of homomorphisms, Hom(L, Fk),
where L is a free group, we used Grushko free decomposition to factor L into a
free product, and then associated the canonical JSJ decomposition with each of the
factors. With the JSJ decomposition we used its associated modular group to twist
(or shorten) homomorphisms, that allowed us to associate finitely many (maximal)
shortening quotients with the limit group. Repeating this procedure iteratively we
obtained the Makanin-Razborov diagram, in which every path (called a resolution)
terminates in a free group, and the set of homomorphisms from a free group into
the coefficient group Fk, can be naturally presented as (Fk)
s, where s is the rank
of the free group.
In the case of a semigroup, the geometric tools that are needed in order to analyze
the set of homomorphisms, Hom((Si, Li), (FSk, Fk)), are based on the analogous
tools for groups, but they need to be further refined, as the modular automorphisms
that can be used to modify (shorten) automorphisms are required to ensure that
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the image of the subsemigroup Si remains a subsemigroup of the standard free
semigroup FSk. To ensure that we analyzed axial and IET actions of groups (or
rather pairs) on oriented trees in the previous section.
As in analyzing homomorphisms into a free group, the basic object that we need
to associate with a pair, (S, L), where L is a freely indecomposable limit group and
S is a subsemigroup of L that generates L, is an analogue of a JSJ decomposition.
Unfortunately, we manage to construct a direct analogue of the JSJ decomposi-
tion for groups only under further restrictions on a pair (S, L). For general pairs
(S, L) in which the limit group L is freely indecomposable, we replace the JSJ
decomposition with finitely many sequences of decompositions, i.e., with finitely
many resolutions or towers.
For pairs for which we construct a JSJ decomposition, the JSJ decomposition is
(at least partly) canonical, but unlike the group analogue it is not unique, i.e., we
associate a (canonical) finite collection of decompositions with a pair (S, L).
Let (S, L) be a pair consisting of a freely-indecomposable limit group, L, and a
subsemigroup S of L that generates L as a group. We look at all the sequences of
homomorphisms, {hn : L → Fk}, that restrict to semigroup homomorphisms of S
into FSk, and converge into the pair (S, L). By a theorem of F. Paulin [Pa], each
such sequence subconverges into an action of the limit group L on a real tree Y ,
and this action is stable (and even super stable in the sense of Guirardel [Gu]) by
lemma 1.3 in [Se1]. By works of M. Bestvina and M. Feighn [Be-Fe1], [Se3], and
V. Guirardel [Gu], with a superstable action of the limit group L on the real tree
Y it is possible to associate (canonically) a graph of groups decomposition.
Therefore, with the pair (S, L) we can associate a collection of graphs of groups
decompositions of L, i.e., those graphs of groups that are associated with actions
of L on real trees, where these actions are obtained as a limit from convergent
sequences of homomorphisms. Note that since all of these graphs of groups are
abelian decompositions, they can be all obtained from the abelian JSJ decomposi-
tion of the limit group L, by cutting QH vertex groups along some s.c.c. and then
possibly collapse and fold some parts of the obtained graphs of groups.
Also, note that if a cyclic subgroup C of L stabilizes a non-degenerate segment in
a real tree that is obtained as a limit of actions of L that correspond to homomor-
phisms of L into Fk, then the unique maximal cyclic subgroup of the limit group
L that contains C stabilizes this segment as well. Similarly, if an abelian subgroup
A < L stabilizes a non-degenerate segment in such a real tree, then the unique di-
rect summand that contains A as a subgroup of finite index, in the unique maximal
abelian subgroup of L that contains A, stabilizes this non-degenerate segment as
well.
On these graphs of groups we can naturally define a partial order. We say that
given two graphs of groups, Λ1 and Λ2, Λ1 > Λ2, if Λ1 is a proper refinement
of Λ2, or alternatively, Λ2 is obtained from Λ1 by (possibly) cutting some QH
vertex groups along a finite collection of s.c.c. and then (possibly) performing some
collapses and foldings.
Proposition 3.1. Let (S, L) be a pair of a freely indecomposable limit group L, and
its subsemigroup S that generates L. Then there exist maximal abelian decomposi-
tions of the pair (S, L). Every strictly increasing sequence of abelian decompositions
that are associated with (S, L), Λ1 < Λ2 < Λ3 < . . . , terminates after finitely
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many steps.
Proof: All the abelian decompositions, Λi, are obtained from the abelian JSJ
decomposition of the freely-indecomposable limit group L, by cutting QH vertex
groups along a finite (possibly empty) collection of s.c.c. and then (possibly) collapse
and fold the obtained abelian decomposition. Since there is a bound on the size
of a collection of disjoint non-homotopic non null homotopic s.c.c. on the surfaces
that are associated with the QH vertex groups in the JSJ decomposition of L, and
the abelian edge groups of the JSJ decomposition are all finitely generated, the
proposition follows.

Proposition 3.1 proves the existence of maximal elements in the set of abelian
decompositions that are associated with the pair, (S, L), with their natural partial
order. To construct an analogue of a JSJ decomposition for the pair, (S, L), we
further prove that under further assumptions on the pair (S, L), there are only
finitely many (equivalence classes) of such maximal elements.
Theorem 3.2. Suppose that L is freely indecomposable, and that all the maximal
abelian decompositions, {Λi}, that are associated with the pair (S, L), correspond
to simplicial actions of (S, L) on real trees. Then there exist only finitely many
(equivalence classes of) maximal abelian decompositions of the pair (S, L).
Proof: Suppose that there are infinitely many (equivalence classes of) maximal
abelian decompositions of a pair (S, L). Let {Λi}
∞
i=1 be the collection of these
(inequivalent) maximal decompositions. Under the assumptions of the theorem,
they are all simplicial.
With the maximal pair (S, L) we associate a sequence of homomorphisms, {hn :
(S, L) → (FSk, Fk)}, that converges into (S, L). To define the sequence of homo-
morphisms, we fix a (symmetric) generating set of the limit group L, {g1, . . . , gm},
that contains a generating set, s1, . . . , sr, of the semigroup, S. With the given
generating set of the pair, (S, L), we naturally associate its Cayley graph, that we
denote X . For every positive integer n, we denote the ball of radius n in the Cayley
graph X , Bn.
Each maximal decomposition, Λi, that is associated with the pair (S, L), is ob-
tained from a sequence of homomorphisms, {fi(j)}
∞
j=1, from (S, L) into (FSk, Fk).
For each index i, the sequence of actions of (S, L) on the Cayley graph of (FSk, Fk),
that are associated with the sequence of homomorphisms, {fi(j)}
∞
j=1, converges in
the Gromov-Hausdorff topology, after rescaling the metric so that the maximal
length of the image of a generator (under fi(j)) is 1, to an action of the pair (S, L)
on a real tree, that we denote Ti.
For each index n, we choose a homomorphism hn : (S, L) → (FSk, Fk) that
satisfies the following conditions:
(1) hn is one of the homomorphisms, {fn(j)}
∞
j=1.
(2) let g be a word of length at most n in the fixed set of generators, g1, . . . , gm,
of the limit group L. Then hn(g) = 1 if and only if g = 1 in L.
(3) Let Yn be the Cayley graph of (FSk, Fk) after rescaling the metric so that
the maximal length of the image of a generator (under hn) is 1, and let tn
be the base point in Tn. Then for every ℓ1, ℓ2 ∈ Bn:
dTn(ℓ1(tn), ℓ2(tn))−
1
n
≤ dYn(hn(ℓ1), hn(ℓ2)) ≤ dTn(ℓ1(tn), ℓ2(tn)) +
1
n
.
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With each homomorphism hn, there is naturally an associated action of the
pair (S, L) on the simplicial tree Yn that is obtained from the Cayley graph of the
coefficient free group Fk by rescaling the metric so that the maximal length of the
image of a generator (under hn) is 1. From the sequence of homomorphisms, {hn},
it is possible to extract a subsequence, so that the sequence of actions of the pair
(S, L) on the trees {Yn}, converges into a faithful action of the pair (S, L) on a
limit real tree Y . Note that this action is precisely the limit of the corresponding
subsequence of actions of the limit group L on the limit real trees Tn.
The action of (S, L) on the limit tree Y is non-trivial, has abelian stabilizers of
non-trivial segments, and is super-stable in the sense of [Gu]. Hence, with this ac-
tion it is possible to associate a (graph of groups) decomposition ∆1 with trivial and
abelian edge stabilizers. Since L was assumed to be freely indecomposable, all the
edge stabilizers in ∆1 are non-trivial abelian. Furthermore, under the assumptions
of the theorem, the abelian decompositions, {Λi} and ∆1, must be simplicial, and
they are all dominated by the JSJ decomposition of the (freely indecomposable)
limit group L.
We divide the edges in the abelian decomposition ∆1, and the vertices that are
adjacent to these edges into families. The stabilizer of every edge group in ∆1 is an
abelian subgroup of L, and each vertex group in ∆1 is finitely presented. We fix a
finite generating set for each of the vertex groups in ∆1.
Definition 3.3. Let E be an edge in ∆1, and let A be its edge group. We say that
an edge group A in ∆1 is elliptic, if every element a ∈ A, is elliptic in almost all the
abelian decompositions Λn (i.e., in all but at most finitely many decompositions).
Otherwise we say that A is hyperbolic.
Suppose that A is a hyperbolic edge group and let V be a vertex group that is
adjacent to the edge E. We fix a generating set v1, . . . , vℓ of V . For an element
f ∈ Fn we denote the length of the conjugacy class of f by |f |. We say that the edge
group A is periodic in the vertex group V , if for every element a ∈ A, there exists
a positive constant ca > 0, such that for almost every index n (i.e., for all except
finitely many values of n), every point in the Cayley graph T of the coefficient group
Fk is moved by at least one of the elements, hn(v1), . . . , hn(vℓ), a distance of at
least ca · n · |hn(a)|.
We say that a hyperbolic edge group A is non-periodic in V , if there exists a
non-trivial element a ∈ A, and a positive constant ca > 0, so that for all but finitely
many indices n, there exists a point in the Cayley graph T of the coefficient group
Fk that is moved by each of the elements, hn(v1), . . . , hn(vℓ), a distance that is
bounded by ca · |hn(a)|.
By passing to a subsequence of the maximal abelian decompositions, {Λn}, we
may assume that every edge group in ∆1 is either elliptic or hyperbolic. By passing
to a further subsequence, we may assume that every hyperbolic edge group in ∆1
is either periodic or non-periodic in the one or two vertices that are adjacent to it.
We continue with such a subsequence of the abelian decompositions {Λn}.
At this point we gradually refine the abelian decomposition ∆1. Let V be a vertex
group in ∆1, that is connected only to either elliptic or periodic edge groups. If V
is not elliptic in a subsequence of the abelian decompositions,{Λn}, we pass to this
subsequence, and analyze the actions of the f.g. subgroup V on the Cayley graph
of the coefficient group Fk via the homomorphisms {hn}. By passing to a further
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subsequence, these actions of V do converge into a non-trivial action of V on a real
tree. Since all the edge groups that are connected to V in ∆1 are either elliptic or
periodic, the abelian decomposition that is associated with the limit action of V
can be further extended to an abelian decomposition of the pair (S, L), that strictly
refines the abelian decomposition ∆1.
We repeat this refinement procedure for every non-elliptic vertex group in the
obtained (refined) abelian decomposition, that is connected only to elliptic or pe-
riodic edge groups, and is a point stabilizer in the corresponding action on a real
tree, i.e., that is not a vertex group that is associated with an IET or an axial
component. By the accessibility for small splittings of f.p. groups [Be-Fe1] (or al-
ternatively, by acylindrical accessibility ([Se],[De],[We])), this refinement procedure
terminates after finitely (in fact boundedly) many steps, and we obtain an abelian
decomposition that we denote ∆2. In ∆2 every vertex group V that is connected
only to elliptic and periodic edge groups, is either associated with an IET or an
axial component, or it is elliptic itself, in which case all the edge groups that are
connected to it are elliptic as well.
If all the vertex groups in ∆2 are elliptic, then for almost all the indices n,
the abelian decomposition Λn is dominated by the abelian decomposition ∆2 (i.e.,
∆2 is a (possibly trivial) refinement of Λn for almost every index n). But in this
case ∆2 dominates only finitely many non-equivalent abelian decompositions, a
contradiction to the existence of the infinite sequence of non-equivalent maximal
abelian decompositions {Λn} (from which ∆2 was obtained).
If ∆2 contains a vertex that is associated with an axial or an IET component.
Note that such a vertex group is connected to only elliptic and periodic edge groups.
Then there exists a sequence of homomorphisms of pairs that converges into a non-
simplicial faithful action of L on a real tree (and contradicts the assumption of
theorem 3.2).
Proposition 3.4. Suppose that ∆2 contains a vertex group that is associated with
either an axial or an IET component. Then there exists a sequence of homomor-
phisms of pairs: {νn : (S, L) → (FSk, Fk)} that converges into a faithful action of
L on a real tree, and this action contains either an axial or an IET component.
Proof: Suppose that ∆2 contains a vertex group A that is associated with an
axial component. In that case L = V ∗A0 A. By theorem 2.1 the vertex group
A can be written as A = A0+ < a1, . . . , aℓ >, where A0 is the point stabilizer of
the axial component, ℓ ≥ 2, there exists some index n0 so that for every n > n0,
hn(ai) ∈ FSk, and for each j, 1 ≤ j ≤ r, sj can be written as a word:
sj = v
j
1w
j
1v
j
2w
j
2 . . . v
j
bj
w
j
bj
where each of the elements wji is a positive word in the basis elements a1, . . . , aℓ,
v
j
i ∈ V , and for every index n > n0, hn(v
j
i ) ∈ FSk.
In that case, for every n > n0, we can modify the homomorphisms hn, by
preserving the images of elements in the vertex group V , and modifying the images
of the elements a1, . . . , aℓ. By the properties of the homomorphisms hn, for every
n > n0 we can set νn(ai) to be arbitrary elements in FSk that commute with
hn(A0). Clearly, we can choose these images of hn(a1), . . . , hn(aℓ), so that in the
limit they will be independent over the rationals, and so that in the limit the
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whole vertex group V will stabilize a point. Therefore, the limit of the constructed
homomorphisms {νn} will contain a single axial component with an associated
group A. In particular the limit action is faithful and contains an axial component.
Suppose that ∆2 contains an IET component. Let Q be a (hyperbolic) surface
group and let (S,Q) be a pair. Let {hn : (S,Q)→ (FSk, Fk)} be a sequence of pair
homomorphisms that converges to a free action of Q on a real tree. Let s1, . . . , sr
be a given set of generators of the subsemigroup S.
If Q, the subgroup that is associated with the IET component in ∆2 is a (closed)
surface group, then since L is freely indecomposable, L = Q, and L admits an IET
action on a real tree, so proposition 3.4 follows. Hence, we may assume that Q is
a punctured surface group. Let Q be a punctured surface group that is associated
with an IET component in ∆2. Let VQ be the vertex that is stabilized by Q in ∆2.
By proposition 2.4 it is possible to find a sequence of tuples of elements {ut1, . . . , u
t
g}
such that:
(1) the tuples belong to the same isomorphism class, and satisfy the properties
that are listed in proposition 2.4.
(2) for a fixed t, for large enough index n, hn(u
t
i) ∈ FSk, 1 ≤ i ≤ g.
(3) the elements uti generate some natural extension of Q, that we denote Qˆ.
The generators s1, . . . , sr can be written as words in elements of Qˆ that we
denote v1, . . . , vf , and elements that lie outside the vertex that is stabilized
by Q in ∆2.
(4) for each t, and each index j, 1 ≤ j ≤ f , there exists a word zˆtj , such that
vj = zˆ
t
j(u
t
1, . . . , u
t
j).
(5) For every pair of indices t1, t2, and every j, 1 ≤ j ≤ f , the elements
hn(zˆ
t1
j (u
t2
1 , . . . , u
t2
j )) ∈ FSk for large enough index n.
Given an index t > 1, we define an automorphism of the natural extension
of Q that restricts to an automorphism of Q, by sending the tuple of generators
ut1, . . . , u
t
g to u
1
1, . . . , u
1
g. We denote this automorphism (of the natural extension
of Q) ψt. ψt maps each of the elements vj , 1 ≤ j ≤ f to: ψt(vj) = zˆ
t
j(u
1
1, . . . , u
1
j).
By part (5), for large enough n, hn ◦ ψt(vj) ∈ FSk, 1 ≤ j ≤ f . Suppose that for
every index t we choose an index nt, such that nt grows to ∞, and hnt ◦ ψt(vj) ∈
FSk, 1 ≤ j ≤ f . A subsequence of the sequence hnt ◦ψt converges into an action of
Q on some real tree. By construction and the properties of the elements ut1, . . . , u
t
g
(that are listed in proposition 2.4), this action is faithful, and the action has to be
bi-Lipschitz equivalent to the limit IET action of Q on a real tree that is obtained
from the restrictions of the homomorphisms {hn} to Q. In particular, the limit
action has to be an IET action of Q on a real tree.
The restrictions of the automorphisms ψt to Q extend naturally to automor-
phisms of the limit group L (viewed as the fundamental group of the abelian de-
composition Λ). We denote these automorphisms of L, ϕt. By construction, the
sequence of homomorphisms hnt◦ϕt has a subsequence that converges into a faithful
action of L on a real tree, and this action contains an IET component that is asso-
ciated with the action of the subgroup Q. This concludes the proof of proposition
3.4.

After constructing the refined abelian decomposition ∆2, we use (part of) its
modular group to shorten the sequence of homomorphisms, {hn}, that were used
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to construct the abelian decompositions ∆1 and ∆2, to obtain a new abelian de-
composition of the pair (S, L). After repeating this shortening procedure itera-
tively finitely many times, we are able to replace the ”machine” that is used in
constructing the JSJ decomposition for groups [Ri-Se], and by the existence of such
a machine, eventually deduce the finiteness of the maximal decompositions of the
given pair (S, L).
In the abelian decomposition ∆2 no non-elliptic vertex group is connected to
only elliptic and periodic edge groups. We fix a finite set of generators for each
of the vertex groups in ∆2. We order the vertex groups in ∆2 by the order of
magnitude of the displacements of their fixed sets of generators. Let v1, . . . , vℓ be
the fixed set of generators of a vertex group V . For each index n, we associate with
V the minimal displacement of a point in the Cayley graph T of the coefficient
group Fk, under the action of the tuple of elements hn(v1), . . . , hn(vℓ). We denote
this minimal displacement dispn(V ).
After passing to a subsequence, and up to certain equivalence relation on the
displacement functions, the displacement functions define an order on the ver-
tex groups in ∆2. We say that two displacement functions, dispn(V1), dispn(V2),
are comparable if there exists positive constants c1, c2, so that for every index
n, c1dispn(V1) < dispn(V2) < c2dispn(V1). We say that dispn(V1) dominates
dispn(V2) if dispn(V2) = o(dispn(V1).
Since there are only finitely many vertex groups in ∆2, there is a finite collection
of vertex groups in ∆2 with comparable displacement functions, that dominate the
displacement functions of all the other vertex groups in ∆2. Note that none of the
vertex groups in the dominating set can be elliptic. By our construction of ∆2,
for each vertex group in this dominating subset of vertex groups, there exists a
non-periodic edge group that is connected to it. Furthermore, a non-periodic edge
group that is connected to a vertex group in the dominating set , must be connected
only to vertex groups in the dominating subset.
We set Mod(∆2) to be the modular group of the pair (S, L) that is associated
with the abelian decomposition ∆2. We set MXMod(∆2) to be the subgroup of
Mod(∆2), that is generated by Dehn twists only along non-periodic (hyperbolic)
edge groups for which their corresponding edges connect between dominating vertex
groups.
In the graph of groups ∆2, the edges with non-periodic hyperbolic edge groups
that connect between dominating vertex groups, are grouped in several connected
components, that we denote: Γ1, . . . ,Γu. We fix finite sets of generators for the
fundamental groups of each of the connected subgraphs, Γ1, . . . ,Γu.
For each index n, we replace the homomorphism, hn, with a homomorphism,
h1n, that has similar properties to those of hn, and choose an automorphism ϕn ∈
MXMod(∆2), so that h
1
n, ϕn and the twisted homomorphism, h
2
n = h
1
n ◦ϕn, have
the following properties:
(1) Let Tn be the Bass-Serre tree that is associated with the abelian decompo-
sition Λn. ϕn is chosen so that:
(i) for large enough j, fn(j) ◦ ϕn : L → Fk, is a homomorphism of the
pair (S, L) into the pair (FSk, Fk) (i.e., fn(j) ◦ ϕn sends the positive
cone in L into the standard positive cone FSk in Fk).
(ii) for each connected component, Γi, i = 1, . . . , u, there exists a point
ti(n) ∈ Tn, so that the displacement of ti(n) under the action of the
55
fixed finite collection of generators of the fundamental group of Γi
twisted by ϕn, is the shortest among all the points in Tn and all the
automorphisms ϕ ∈MXMod(∆2) that satisfy property (i).
(2) Having fixed ϕn, we choose h
1
n, to be one of the homomorphisms fn(j), for
which both h1n and h
1
n ◦ ϕn satisfy the conditions that hn was required to
satisfy, with respect to the given action of L on Tn, λn : L× Tn → Tn, and
with respect to the twisted action λn◦ϕn : L×Tn → Tn, in correspondence.
The sequence of homomorphisms, {h1n}, converges into a faithful action of the
limit group L on the same real tree as the sequence, {hn}, i.e., to the action of
L on the real tree Y . With the action of L on Y we have associated the abelian
decomposition, ∆2. We set h
2
n = h
1
n ◦ϕn. As the automorphisms ϕn were chosen to
be from the modular groupMXMod(∆2), the sequence h
2
n converges into a faithful
action of L on a real tree Y1.
With the action of L on the real tree Y1 we can naturally associate an abelian
decomposition ∆3. Since we assumed that all the maximal abelian decompositions
that are associated with the pair (S, L) are simplicial, the abelian decomposition ∆3
has to be simplicial as well. Starting with ∆3, we can possibly successively refine
it and obtain an abelian decomposition ∆4, in the same way that we successively
refined the abelian decomposition ∆1 and obtained the abelian decomposition ∆2.
By construction, all the edges in ∆2 that are in the complement of the connected
subgraphs, Γ1, . . . ,Γu, remain edges in ∆4. Hence, the edge groups of these edges
are elliptic in ∆4. Unlike the abelian decomposition ∆2, it may be that all the
vertex and edge groups in ∆4 are elliptic. Since we assumed that all the maximal
abelian decompositions of the pair (S, L) are simplicial, proposition 3.4 implies that
it can not be that ∆4 contains an axial or a QH vertex group.
Since ∆3 is obtained from ∆2 by shortening edges that are stabilized by non-
periodic edge groups and connect between dominating vertex groups, the edge
groups in the connected subgraphs, Γ1, . . . ,Γu, are not contained in vertex groups
in ∆4. Therefore, there exists at least one edge group in ∆2 that is not elliptic in
∆4.
The abelian decomposition ∆2 of the limit group L was obtained from an action
of L on a real tree Y , that is itself obtained as a limit of a sequence of homo-
morphisms of L into the free group Fk. Hence, every edge group in ∆2 that is
associated with a stabilizer of a non-degenerate segment in the real tree Y , is either
the centralizer of itself, or it is a direct summand in its centralizer.
We start by assuming that all the edge groups in ∆2 that have cyclic centralizers
can be conjugated into vertex groups in ∆4. Let E1 be an edge in ∆2 with a
non-periodic abelian edge group A1, so that the edge E1 is contained in one of
the connected subgraphs of groups Γ1, . . . ,Γu (so E1 connects between dominating
vertex groups, and A1 is not contained in a vertex group in ∆4). By our assumption
the centralizer of A1 in L is non-cyclic. First, we further assume that A1 is a strict
direct summand in its centralizer. Since the action of L on the real tree Y is assumed
to be simplicial, and A1 stabilizes pointwise a line in Y , ∆2 contains a circle so that
all the edge groups in this circle are stabilized by A1, and the Bass-Serre generator
that is associated with that circle, that we denote t1, commutes with A1, and the
centralizer of A1 is the direct sum of A1 and < t1 >.
Since the abelian decompositions, ∆3 and ∆4, were obtained by shortening the
homomorphisms, {h1n}, using the subgroup of modular automorphisms,MXMod(∆2),
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that shortens only edges with non-periodic edge groups that connect between dom-
inating vertex groups, the maximal abelian subgroup A = A1+ < t1 >, and in
particular its subgroup A1, do not fix a vertex in ∆4. Hence, there is a circle in ∆4
so that all the edges in this circle are stabilized by a direct summand A2 < A, and
A1∩A2 is a direct summand of A that is also a strict summand in both A1 and A2.
Therefore, there exists an element t2 < A1, such that A1 = (A1 ∩A2)+ < t2 >.
If there are no vertex groups along the circle that is stabilized by A1 in ∆2, or
along the circle that is stabilized by A2 in ∆4, then the limit group L has to be a
non-cyclic free abelian group. In that case L admits an axial action on a real tree
that is obtained as a limit of a sequence of homomorphisms of pairs from (S, L)
into (FSk, Fk), and such an action contradicts our assumption that every action of
(S, L) that is obtained as a limit of a sequence of homomorphisms from (S, L) into
(FSk, Fk) is simplicial. Hence, we may suppose that the circle that is stabilized by
A1 in ∆2 and by A2 in ∆4 contain non-trivial vertex groups.
If A1 ∩ A2 is the trivial subgroup of A, then the fundamental groups of the
connected components that are obtained from ∆2 by deleting the circle that is
stabilized by A1, inherit non-trivial free decompositions from ∆4, and these free
decompositions extend to a (non-trivial) free decomposition of the ambient limit
group L, contradicting our assumption that L is freely indecomposable. Hence, we
may assume that A1 ∩A2 is a non-trivial direct summand of A.
Let V1, . . . , Vℓ be the vertex groups in ∆2, that are placed in the circle that is
stabilized by A1 in ∆2. Each of these vertex groups inherits a graph of groups
decomposition from the abelian decomposition (of the ambient group L) ∆4. Each
of these graphs of groups of the vertex groups, V1, . . . , Vℓ, contains a circle, so that
each edge in that circle is stabilized by the direct summand A1 ∩A2.
The limit group L is assumed to be freely indecomposable, and the centralizer
of the edge group A1 ∩ A2 is the non-cyclic abelian subgroup A. Hence, by the
existence of an abelian JSJ decomposition for limit groups, an edge group C in
∆2, which is not conjugate to A1, and is a subgroup of a vertex group Vi (that is
contained in the circle that is stabilized by A1 in ∆2), is elliptic with respect to a
decomposition of L along edges that are stabilized by A1 ∩ A2. Therefore, C, can
be conjugated into a connected subgraph of the graph of groups that Vi inherits
from ∆4, where this subgraph does not contain any of the edges in the circle that
is stabilized by A1 ∩ A2 in the graph of groups that is inherited by Vi.
Each of the given set of generators s1, . . . , sr of the subsemigroup S of the limit
group L, can be written in a normal form with respect to the graph of groups ∆2.
These normal forms contain elements from the vertex groups V1, . . . , Vℓ of ∆2. We
can further write each of the elements of V1, . . . , Vℓ, that appear in the normal forms
of s1, . . . , sr, in a normal form with respect to the graph of groups that the vertex
groups V1, . . . , Vℓ inherit from the abelian decomposition ∆4. If we substitute each
of these last normal forms in the normal forms of s1, . . . , sr with respect to ∆2,
we represented each of the elements s1, . . . , sr as (fixed) words in vertex groups
and Bass-Serre generators of ∆2 and of the vertex groups in the graphs of groups
that are inherited by V1, . . . , Vℓ from ∆4. In particular, these fixed words contain
powers of the elements t1 and t2 that are contained in the abelian subgroup A, that
are Bass-Serre generators in ∆2 and ∆4, in correspondence.
At this point we can finally modify the sequence of homomorphisms, {h1n}, in
order to get a new sequence of homomorphisms of the pair (S, L) into the pair
(FSk, Fk) that converges into a faithful action of the pair (S, L) on a real tree, and
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this action contains an axial component, a contradiction to our assumption that
every such limit action is simplicial.
With each of the elements, s1, . . . , sr, we have associated a (fixed) word, that
was constructed from a normal form of the element si with respect to the abelian
decomposition ∆2, and normal forms of elements from the vertex groups V1, . . . , Vℓ
with respect to the graphs of groups that these vertex groups inherit from ∆4.
These words contain powers of the elements t1 and t2. We set d to be the sum of
the absolute values of powers of the element t2 that appear in all the (fixed) words
that we have associated with the elements s1, . . . , sr.
We choose ℓ−1 positive irrational numbers, α1, . . . , αℓ−1, so that 1, α1, . . . , αℓ−1
are independent over the rationals, and additional positive real numbers αℓ and β
so that:
(1) α1 + α2 + . . .+ αℓ = 1.
(2) for every i, 1 ≤ i ≤ ℓ:
|αi −
1
ℓ
| <,
1
10ℓ
.
(3) 14dℓ < β <
1
3dℓ .
(4) β is not in the subspace that is spanned by 1, α1, . . . , αℓ−1 over the rationals.
Given the positive irrational numbers, α1, . . . , αℓ and β, we modify the sequence
of homomorphisms {h1n}. First, for every index n, we precompose the homomor-
phism h1n with a modular automorphism ψn ∈MXMod(∆2). The automorphisms
ψn only conjugate the vertex groups V2, . . . , Vℓ, and the vertex groups that are
connected to them in ∆2 and are located outside the circle that is stabilized by
A1, by different powers of the element t2. The conjugations that determine the
automorphisms {ψn}, are chosen to guarantee that in the limit tree that is ob-
tained from the sequence of homomorphisms {h1n ◦ ψn}, by using the same rescal-
ing constants as those that were used for the sequence {h1n}, the vertex groups
V1, . . . , Vℓ fix points, and the distances in the limit tree (that we denote) Yˆ satisfy,
d
Yˆ
(Fix(Vi), F ix(Vi+1)) = αitr(t1), for every i, i = 1, . . . , ℓ − 1, and where tr(t1)
is the displacement of the element t1 along its axis (that is stabilized by A1) in Yˆ .
Since the homomorphisms {h1n} are homomorphisms of the pair (S, L), for large
enough index n, the homomorphisms h1n ◦ψn are homomorphisms of the pair (S, L)
as well, and in the limit, we get a faithful action of the pair (S, L) on the real tree Yˆ
(note that the action of (S, L) on the real tree Yˆ is similar to the action of (S, L) on
the real tree Y , where the difference is only in the lengths of the segments between
the points that are stabilized by the vertex groups V1, . . . , Vℓ).
At this point we further modify the homomorphisms {h1n ◦ ψn}, by changing
only the image of the element t2. Each of the vertex groups, V1, . . . , Vℓ, inherits
an abelian decomposition from the graph of groups ∆4. In each of these inherited
graphs of groups there is a circle that is stabilized by the subgroup A1 ∩ A2, and
with a Bass-Serre generator t2. Hence, we can modify each of these graphs of groups
of the vertex groups, V1, . . . , Vℓ, and replace the circle that is stabilized by A1∩A2,
with a new vertex group that is stabilized by A1, that is connected to the vertex
Vℓ with an edge that is stabilized by A1 ∩ A2.
Therefore, each of the vertex groups, V1, . . . , Vℓ, can be written as an amalga-
mated product, Vi = Wi ∗A1∩A2 A1. Furthermore, all the edge groups in ∆2 of
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edges that are connected to the vertex that is stabilized by Vi in ∆2 can be con-
jugated into Wi. This implies that the graph of groups ∆2 can be modified and
collapsed to an amalgamated product: L =W ∗A1∩A2 A, where A is the centralizer
of A1 and A2, and A = (A1 ∩A2)+ < t2 > + < t1 >.
Now, we finally modify the homomorphisms {h1n ◦ψn} by changing the images of
the element t2. We define a sequence of homomorphisms {h
2
n : (S, L)→ (FSk, Fk)}
as follows. For each index n and every element w ∈ W we set: h2n(w) = h
1
n ◦
ψn(w). We further set h
2
n(t1) = h
1
n ◦ ψn(t1), and h
2
n(t2) to be an element that
commutes with h1n(t2), and so that in the limit tree Y˜ , that is obtained from the
sequence of homomorphisms {h2n}, by using the same rescaling constants as those
that were used for the sequence {h1n}, tr(t2) = βtr(t1). By our choice of the
constants α1, . . . , αℓ−1 and β, the homomorphisms h
2
n map the fixed generators
of the semigroup S, s1, . . . , sr, to elements in the standard free semigroup FSk,
hence, h2n are homomorphisms of the pair (S, L) into the pair (FSk, Fk).
By construction, the subgroup W acts faithfully on the limit tree Y˜ , since it
acts faithfully on the real tree Yˆ , and the restrictions of the homomorphisms h2n
and h1n to the subgroup W are identical. Since β was chosen to be irrational, the
subgroup < t1, t2 > acts indiscretely, with a dense orbit, on a line in Y˜ . Since
the real numbers, 1, α1, . . . , αℓ−1, β, are independent over the rationals, L modulo
the kernel of the action of it on Y˜ can be written as an amalgamated product:
W ∗A1∩A2 A, hence, L acts faithfully on the real tree Y˜ . Finally, the real tree Y˜ was
constructed from a sequence of homomorphisms of the pair (S, L) into (FSk, Fk),
that we denoted {h2n}, and Y˜ contains an axial component (the component that
contains the axis of t1 and t2), a contradiction to the assumption (of proposition
2.3) that every such limit action is discrete.
So far we assumed that all the edge groups in ∆2 that have cyclic centralizers can
be conjugated into vertex groups in ∆4, and that there exists an edge in ∆2 with
a non-periodic abelian edge group A1, that is contained in one of the connected
subgraphs, Γ1, . . . ,Γu (i.e., that this non-periodic edge group connects between
dominating vertex groups), and so that A1 is a (strict) direct summand in its
centralizer, i.e., that the centralizer of A1 is not contained in a vertex in ∆2.
We have already pointed out that since we have started with an infinite sequence
of inequivalent graphs of groups of L, not all the edge groups in ∆2 are elliptic.
Suppose that all the edge groups in ∆2 that have cyclic centralizers, are not in
the connected subgraphs of groups, Γ1, . . . ,Γu, so they can all be conjugated into
vertex groups in ∆4. Hence, the subgraphs Γ1, . . . ,Γu contain only edges with edge
groups that have non-cyclic centralizers. Suppose that there is no edge E1 in ∆2,
with an edge group A1, for which:
(1) E1 is contained in one of the subgraphs Γ1, . . . ,Γu (hence, A1 has a non-
cyclic centralizer).
(2) A1 is a proper subgroup (a proper direct summand) in its centralizer.
In this case ∆4 does contain edge groups with non-cyclic stabilizers, so that their
centralizers can not be conjugated into vertex groups in ∆4. At this stage we can
not apply the argument that we used previously and we continue as follows. If
all the edge groups in ∆4 are elliptic, then the abelian decompositions {Λn}, from
which we constructed the abelian decompositions ∆i, i = 1, . . . , 4, belong to only
finitely many equivalence classes, a contradiction to our assumptions. Hence, at
least one edge group in ∆4 is not elliptic. Therefore, we can start with ∆4, and
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apply the construction of ∆3 and ∆4, to get new abelian decompositions of L, that
we denote ∆5 and ∆6.
If there exists an edge E in ∆4 with an edge group A that has a cyclic centralizer,
so that A is non-periodic and E connects between two dominating vertex groups
in ∆4, A can not be conjugated into a vertex group in ∆6. In that case we show in
the sequel (proposition 3.5) that it’s possible to find a sequence of homomorphisms
of (S, L) into (FSk, Fk) that converges into a faithful action of L on a real tree,
and this action contains an axial or an IET component, a contradiction to the
assumptions of theorem 3.2. Hence, we may assume that all the edges in ∆4 that
have edge groups with cyclic centralizers, are either periodic or they don’t connect
between dominating vertex groups.
If there exists an edge E in ∆4 with an abelian edge group A that has a non-
cyclic centralizer, the centralizer can not be conjugated into a vertex group in ∆4,
A is non-periodic and connects between two dominating vertex groups in ∆4, we
can apply the previous argument to the edge group A and its centralizer, and to
the two abelian decompositions, ∆4 and ∆6, and obtain an action of L on a real
tree with an axial component, a contradiction to the assumptions of theorem 3.2.
Therefore, we may assume that all the non-periodic edge groups in ∆4 that
connect between dominating vertex groups, have non-cyclic centralizers, and their
centralizers can be conjugated into a vertex group in ∆4. In that case, there exists
at least one edge in ∆4 and at least 2 edges in ∆6, that have edge groups with non-
cyclic stabilizers, and these stabilizers can not be conjugated into vertex groups in
∆4 and ∆6 in correspondence.
By starting with ∆6 and iteratively constructing abelian decompositions, we
either obtain:
(1) an abelian decomposition in which all the edge and vertex groups are el-
liptic - a contradiction to the assumption that there are infinitely many
inequivalent maximal abelian decompositions of (S, L), {Λn}.
(2) and edge E with a stabilizer A that connects between two dominating vertex
group in ∆2i, such that A has non-cyclic centralizer, A is non-periodic,
and the stabilizer of A is not contained in a vertex group in ∆2i. In that
case we apply the construction that we used in case ∆2 has such an edge,
and associate a sequence of pair homomorphisms with the pair (S, L) that
converges into an action of L on a real tree and the action contains an axial
component. A contradiction to theorem 3.2.
(3) an edge group with cyclic centralizer in ∆2i, so that this centralizer can not
be conjugated into a vertex group in ∆2(i+1) - in that case we prove in the
sequel (proposition 3.5) that there exists a sequence of homomorphisms of
the pair (S, L) into (FSk, Fk) that converges to a faithful action of (S, L) on
a real tree, and this limit real tree contains an axial or an IET component,
a contradiction to the assumption of theorem 3.2.
(4) if cases (1)- (3) do not occur, then the abelian decomposition ∆2i contains
at least (i−1) edges with edge groups that have non-cyclic centralizers, and
these centralizers can not be conjugated into vertex groups in ∆2i.
By the accessibility for small splittings of a f.p. group [Be-Fe], or by acylindrical
accessibility ([Se],[De],[We]), there is a global bound on the number of edges in
the abelian decompositions ∆2i, that depends only on L (in fact on the number of
generators of L [We]). Hence, if cases (1) - (3) do not occur, there is a global bound
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on the number of steps that case (4) can occur.
Therefore, to complete the proof of theorem 3.2, we need the following basic
proposition, that motivates our approach to the construction of the JSJ decompo-
sitions for pairs.
Proposition 3.5. Suppose that for some index i, there exists an edge E in ∆2i
with an edge group A that has a cyclic centralizer, so that A is non-periodic and E
connects between two dominating vertex groups in ∆2i, and A can not be conjugated
into a vertex group in ∆2(i+1). Then there exists a sequence of homomorphisms of
(S, L) into (FSk, Fk) that converges into a faithful action of L on a real tree, and
this action contains an IET component.
Proof: By the properties of the JSJ decomposition of the limit group L, the sub-
group A corresponds to a s.c.c. on some maximal QH subgroup MSQ in the JSJ
of L. Hence, to prove proposition 3.5 it is possible to use geometric properties of
(oriented) curves and arcs on surfaces (i.e., on the surface that is associated with
MSQ), together with properties of the simplicial actions of L on the real trees that
are associated with the abelian decompositions ∆2i and ∆2(i+1).
The abelian decomposition ∆2i was obtained from a limit of a sequence of homo-
morphisms of pairs that we denote: {hn : (S, L)→ (FSk, Fk)}. The abelian decom-
position ∆2(i+1) is obtained from a sequence of shortened homomorphisms, {h
s
n :
(S, L) → (FSk, Fk0}, i.e., from the homomorphisms {hn} that are pre-composed
with automorphisms in the modular group that is associated with ∆2i (generated
by Dehn twists along the edges in ∆2i), h
s
n = hn ◦ ϕn, where ϕn ∈MXMod(∆2i.
Since the sequnce of shortened homomorphisms, {hsn}, converges into an action
of L on a real tree with an associated abelian decomposition, ∆2(i+1), after possibly
passing to a subsequence, each of the shortened homomorphisms, hsn, can be written
as a composition: hsn = h
b
n ◦ νn, where:
(1) νn ∈Mod(∆2(i+1)).
(2) hbn is a pair homomorphism: h
b
n(S, L)→ (FSk, Fk).
(3) for each index n:
max
1≤j≤r
length(hsn(sj)) ≥ n · max
1≤j≤r
length(hbn(sj)).
Let A1, . . . , At be the edge groups in ∆2i that are non-periodic, have cyclic sta-
bilizers, and can not be conjugated into a vertex group in ∆2i+1. Let a1, . . . , at
be the positive generators of A1, . . . , At, i.e., the generators of the cyclic groups
A1, . . . , At that have conjugates that are mapped to FSk, by each of the homo-
morphisms {hn}.
With the limit group L there is an associated JSJ decomposition. Since the
subgroups A1, . . . , Aℓ have cyclic centralizers, and they can not be conjugated into
vertex groups in ∆2(i+1), their positive generators a1, . . . , at correspond to oriented
s.c.c. C1, . . . , Ct on surfaces (that are associated with MQH subgroups) in the JSJ
decomposition of L.
Each of edge subgroups A1, . . . , At can not be conjugated into a vertex group in
∆2(i+1). Hence, with each of the edge group A1, . . . , At we can associate a minimal,
non-degenerate subgraph of ∆2(i+1), that contains a conjugate of it. Let B1, . . . , Bℓ
be the edge groups in the union of these minimal non-degenerate subgraphs. By
the properties of the JSJ decomposition of the limit group L, each of the subgroups
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B1, . . . , Bℓ is cyclic, has a cyclic centralizer, and is associated with (the subgroup
generated by) a s.c.c. on a surface in the JSJ decomposition of L (as a limit group).
Let b1, . . . , bℓ be the positive generators of the cyclic groups B1, . . . , Bℓ. These
positive generators correspond to oriented s.c.c. c1, . . . , cℓ on surfaces in the JSJ
decomposition of the limit group L. Furthermore, since the generators a1, . . . , at
and b1, . . . , bℓ are positive, if two oriented curves Ci and cj intersect, each of their
intersection points is positively oriented.
With each of the given generators s1, . . . , sr we can naturally associate a (pos-
sibly empty) finite collection of oriented arcs and curves on the surfaces in the JSJ
decomposition of the limit group L. Since the graph of groups ∆2i and ∆2(i+1)
were constructed from pair homomorphisms, the elements s1, . . . , sr act positively
on both ∆2i and ∆2(i+1). Hence, if an oriented arc and or curve from the finite
collections that are associated with each of the elements s1, . . . , sr intersect with
any of the oriented s.c.c. C1, . . . , Ct or c1, . . . , cℓ, then every such intersection point
is positively oriented.
With each homomorphism from a (punctured) surface group into a free group
it is possible to associate a map from the (punctured) surface into a bouquet of
circles. With a pair homomorphism the image of such a map is a bouquet of
oriented circles. By homotoping such a map to be transversal at the midpoints of
the (oriented) circles, we may assume that the preimages of the midpoints of the
oriented circles are finite collections of oriented arcs and s.c.c. on the (punctured)
surface.
The pair homomorphisms hsn are compositions h
s
n = h
b
n◦νn, where νn ∈Mod(∆2(i+1),
and the homomorphisms hbn are much shorter than the homomorphisms h
s
n. With
each of the homomorphisms hbn there is an associated map from each of the (punc-
tured) surfaces in the JSJ decomposition of L into a bouquet of oriented circles. As
we indicated, we may assume that the preimages of the midpoints of these oriented
circles are finite collections of oriented s.c.c. and arcs. Up to conjugacy, each of
the oriented s.c.c. cj (that are associated with the positive generators b1, . . . , bℓ of
edge groups in ∆2(i+1)) are mapped by h
b
n into FSk. Hence, we may homotope the
map from the surface to the bouquet of oriented circles so that the preimages of
the midpoints of the oriented circles are oriented s.c.c. and arcs that intersect the
s.c.c. c1, . . . , cℓ only in positive orientation.
We set the (modular) automorphism ψ ∈ MXMod(∆2i to be the composition
of positive Dehn twists along the edges that are associated with the edge groups
A1, . . . , At in ∆2i. We set the (modular) automorphism ϕ ∈ Mod(∆2(i+1) to be
the composition of positive Dehn twists along the edges that are associated with
the edge groups B1, . . . , Bℓ.
We look at homomorphisms of the form hbn ◦ ϕ
m for large m. Since the ho-
momorphisms hsn map the elements s1, . . . , sr and C1, . . . , Ct into FSk, so do the
homomorphisms hbn ◦ ϕ
m. We look at the map from the surfaces that are associ-
ated with the JSJ decomposition of L into the bouquet of oriented circles that is
associated with homomorphisms hbn ◦ ϕ
m. The preimages of the midpoints of the
oriented circles under this map, are obtained from the preimages of the midpoints
of these circles under the maps that are associated with the homomorphisms hbn,
by performing m powers of Dehn twists along the s.c.c. c1, . . . , cℓ.
Since the homomorphisms hsn) where obtained as shortenings, we may assume
that hsn ◦ ψ
v(Ci) ∈ FSk and h
s
n ◦ ψ
v(sj) ∈ FSk, for 1 ≤ i ≤ t, 1 ≤ j ≤ r, and
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v = 0, 1, . . . , v0 for some fixed (previously chosen) positive integer m0. Hence, for
every every large m, hbn ◦ ϕ
m ◦ ψv(Ci) ∈ FSk and h
s
n ◦ ϕ
m ◦ ψv(sj) ∈ FSk, for
1 ≤ i ≤ t, 1 ≤ j ≤ r, and every positive integer v.
Because the intersection points between the s.c.c. ci and Cj , 1 ≤ i ≤ t, 1 ≤ j ≤ ℓ,
are all positively oriented, and because the high power ϕm of positive Dehn twists
along the curves {cj}, surrounds each such s.c.c. with long positive (periodic) words,
it follows that for every large positive pair m1, m2, and for every large m that is
much bigger than both m1 and m2: h
b
n ◦ϕ
m ◦ψm2 ◦ϕm1(cj) ∈ FSk, 1 ≤ j ≤ ℓ, and
hbn ◦ ϕ
m ◦ ψm2 ◦ ϕm1(Ci) ∈ FSk, 1 ≤ i ≤ t.
Now, with each of the elements s1, . . . , sr we can associate oriented arcs and
curves on the surfaces that are associated with the JSJ decomposition of L. When-
ever these curves intersect the curves C1, . . . , Cℓ and c1, . . . , ct, they intersect them
positively. Since hbn(sj) ∈ FSk, and h
s
n(sj) ∈ FSk, for 1 ≤ j ≤ r, for every large
positive pair m1, m2, and for every large m that is much bigger than both m1 and
m2: h
b
n ◦ ϕ
m ◦ ψm2 ◦ ϕm1(sj) ∈ FSk, 1 ≤ j ≤ r.
Furthermore, the positive intersection numbers, and the high power of positive
Dehn twists along the curves {cj}, imply that for every positive integer p, and every
large tuple of positive integers: e1, f1, . . . , ep, fp, and for every largem that is much
bigger than the sum of these positive integers:
hbn ◦ ϕ
m ◦ ψfp ◦ ϕep ◦ ψf1 ◦ ϕe1(Ci) ∈ FSk , 1 ≤ i ≤ t
hbn ◦ ϕ
m ◦ ψfp ◦ ϕep ◦ ψf1 ◦ ϕe1(cj) ∈ FSk , 1 ≤ j ≤ ℓ
hbn ◦ ϕ
m ◦ ψfp ◦ ϕep ◦ ψf1 ◦ ϕe1(sj) ∈ FSk , 1 ≤ j ≤ r.
Therefore, the sequence of powers that is used in constructing the JSJ decom-
position for groups (theorem 4.5 in [Ri-Se]), when taken to consist of only positive
powers (so that the twisted homomorphisms are indeed pair homomorphisms), can
be used to construct a sequence of homomorphisms that converges into a faithful
action of the limit group L on a real tree, and this limit action contains an IET
component, as proposition 3.5 claims.

Proposition 3.5 completes the proof of theorem 3.2.

Theorem 3.2 proves that if every faithful action of a freely indecomposable limit
group L on a real tree Y , that is obtained as a limit from a sequence of homomor-
phisms of the pair (S, L) into (FSk, Fk), is discrete (or simplicial), then the pair
(S, L) has only finitely many maximal abelian decompositions, that we view as its
(finite collection of) canonical JSJ decompositions. A similar statement is valid in
case every such action contains only simplicial and axial components.
Theorem 3.6. Suppose that L is freely indecomposable, and that all the maximal
abelian decompositions, {Λi}, that are associated with the pair (S, L), correspond
to faithful actions of L on a real tree, where these actions contain only simplicial
and axial components.
Then there exist only finitely many (equivalence classes of) maximal abelian
decompositions of the pair (S, L).
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Proof: Suppose that there are infinitely many (equivalence classes of) maximal
abelian decompositions of a pair (S, L). Let {Λi}
∞
i=1 be the collection of these
(inequivalent) maximal decompositions.
All the abelian decompositions, Λi, are dominated by the JSJ decomposition of
the freely indecomposable limit group L. If there exists an infinite subsequence of
the decompositions, {Λi}, that is dominated by an abelian decomposition, Θ1, that
is strictly dominated by the JSJ decomposition of L, we pass to that subsequence.
We continue iteratively. If the infinite subsequence of the decompositions, {Λi},
that is dominated by Θ1, has a further infinite subsequence that is dominated by
an abelian decomposition, Θ2, that is strictly dominated by Θ1, we pass to that
subsequence. Since every strictly decreasing sequence of abelian decompositions of
the limit group L terminates after finitely many steps, the sequence of maximal
abelian decompositions of the pair, (S, L), contains an infinite subsequence, that
is dominated by an abelian decomposition, Θ, and no infinite subsequence of that
infinite subsequence is dominated by an abelian decomposition, Θ′, that is strictly
dominated by Θ. We (still) denote this infinite subsequence of maximal abelian
decompositions, {Λi}, and their dominating abelian decomposition of L, Θ.
Our goal is to show that the abelian decomposition, Θ, that strictly dominates
the entire sequence of maximal abelian decompositions of the pair (S, L), {Λi}, is
itself a maximal abelian decomposition of (S, L), a contradiction to the maximality
of each of the abelian decompositions, Λi, hence, a contradiction to the existence
of an infinite sequence of maximal abelian decompositions that are associated with
the pair (S, L), and the theorem follows.
We start with the infinite sequence of inequivalent maximal abelian decompo-
sitions {Λi}, that are all dominated by the abelian decomposition Θ. With the
sequence of abelian decompositions, {Λi}, we have associated a sequence of homo-
morphisms {hn} that satisfy properties (1)-(3) that are listed in the beginning of
the proof of theorem 3.3. By possibly passing to a subsequence of the homomor-
phisms {hn} (still denoted {hn}), we obtain a convergent sequence, that converges
into a superstable action of the limit group L on a real tree Y , and with this action
there is an associated abelian decomposition of L that we denoted ∆1.
Starting with ∆1 we (possibly) refine it to get an abelian decomposition ∆2,
precisely as we did in case all the actions on real trees are simplicial, i.e., precisely
as we did in the course of proving theorem 3.2. Since all the abelian decompositions
Λi are dominated by Θ, ∆2 is dominated by Θ as well.
Proposition 3.7. If ∆2 is equivalent to the abelian decomposition Θ, then there
exists a sequence of homomorphisms un : (S, L)→ (FSk, Fk) that converges into a
superstable action of the limit group L on a real tree Yˆ , and the abelian decompo-
sition that is dual to this action is Θ itself.
Proof: Θ can not be simplicial since it dominates an infinite sequence of inequiva-
lent maximal abelian decompositions of L. Hence, Θ contains vertex groups that are
associated with either axial or IET components. ∆2 that is assumed to be equiv-
alent to Θ is obtained from a sequence of pair homomorphisms: {hn : (S, L) →
(FSk, Fk)}. If Θ does not contain vertex groups that are associated with IET
components, we vary the homomorphisms {hn} by precomposing them with Dehn
twists along edge groups (that connect between non-axial vertex groups), and vary
the values of a prefered basis of generators of vertex groups that are associated with
axial components using theorem 2.1, as we did in the proof of proposition 3.4 in
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case ∆2 contains an axial component. Such modifications gives a new sequence of
homomorphisms {hˆn} that converges into a faithful action of the limit tree L on a
real tree, where the abelian decomposition that is associated with the limit action
is ∆2 that is equivalent to Θ.
If ∆2 contains vertex groups that are associated with IET components, then
we modify the homomorphisms {hn} by performing Dehn twists along edges that
connect between non-axial non-QH vertex groups, vary the values of prefered basis
of axial vertex groups using theorem 2.1, and precomposing the obtained homo-
morphisms with automorphisms that are extensions of automorphisms of the QH
vertex groups - precisely as we did in proving proposition 3.4 (in case ∆2 contains
a QH vertex group). Again, the obtained sequence of homomorphisms converges
into a faithful action of L on a real tree, where the abelian decomposition that is
associated with this action is ∆2 that is assumed to be equivalent to Θ.

Since Θ dominates all the maximal abelian decompositions, {Λn}, proposition
3.7 implies that if ∆2 is equivalent to Θ we obtained a contradiction, and theorem
3.2 follows. Hence, we may assume that Θ strictly dominates ∆2.
We continue in a similar way to what we did in proving theorem 3.2. If all
the edge groups in ∆2 are elliptic, and the only non-elliptic vertex groups are
axial, then for almost all the indices i, the abelian decomposition Λi is dominated
by the abelian decomposition ∆2 (i.e., ∆2 is a (possibly trivial) refinement of Λi
for almost every index i). Hence, there is a subsequence of the maximal abelian
decompositions, {Λi}, that is dominated by the abelian decomposition ∆2, that is
strictly dominated by the abelian decomposition Θ, a contradiction to our choice
of Θ. Therefore, ∆2 must contain a hyperbolic edge group.
Suppose that ∆2 contains an axial vertex group A = A1+A2, so that ∆2 collapses
to the abelian decomposition L = L1 ∗A1 A. If in addition A1 is elliptic, then it is
elliptic in almost all the abelian decomposition {Λi}, so it must be elliptic in the
dominating abelian decomposition Θ, and therefore, A is an axial vertex group in
Θ as well. If A1 is not elliptic, it can not be elliptic in Θ, and therefore, rk(A1) ≥ 2.
In both cases we continue by essentially analyzing the subgraph that is obtained
from ∆2 by taking out the vertex group A (and continue with the limit group L1).
Conversely, if A is an axial vertex group in ∆2, A = A1 + A2, so that ∆2
collapses to an abelian decomposition L = L1 ∗A1 A, and A is conjugate to an axial
vertex group in Θ, that is connected to other vertex groups in Θ by subgroups that
generate a conjugate to A1, then A1 is elliptic in all the abelian decompositions
{Λi}.
From the graph of groups ∆2 we take out the edges with elliptic edge groups,
and the axial vertex groups. What left are several connected subgraphs of ∆2, that
we denote: C1, . . . , Cu. For each of these subgraphs we fix a finite generating set
of its fundamental group.
As in the proof of theorem 3.2, we shorten the homomorphisms {hn} (using
Dehn twists along dominating edge groups), and pass to a subsequence of them
for which the shortenings converge into a (new) faithful action of the limit group
L on some real tree. We further restrict each of the shortened homomorphisms to
the fundamental groups of the connected components (that are subgraphs in ∆2),
Ci, i = 1, . . . , u. After possibly passing to a subsequence, the restrictions of the
shortened homomorphisms converge to a faithful action of that group on a real tree,
that we denote Yi. We denote the abelian decomposition that is associated with
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these actions, ∆i3, i = 1, . . . , u. Given each of the abelian decompositions ∆
i
3 we
further refine it in the same way in which we refined the abelian decomposition ∆1
to obtain the abelian decomposition ∆2. We denote the obtained refined abelian
decompositions, ∆i4, 1 ≤ i ≤ u.
The edges that were taken out from ∆2 to obtain the connected components,
Ci, i = 1, . . . , u, are either elliptic or contained in abelian subgroups of rank at
least 2 in the fundamental groups of the connected components Ci. Hence, these
edge groups can be assumed to be either elliptic in the abelian decomposition, ∆i4,
i = 1, . . . , u, or the abelian decompositions ∆i4 can be modified to guarantee that
all the non-cyclic abelian subgroups are elliptic, so that the edge groups that were
taken out from ∆2 are elliptic. Therefore, from the abelian decomposition ∆
i
4,
1 ≤ i ≤ u, possibly after a modification that guarantees that all the non-cyclic
abelian subgroups are elliptic, it is possible to obtain an abelian decomposition of
the ambient limit group L, by adding the elliptic edge groups, and the QH and
(axial) abelian edge groups that were taken out from ∆2. We denote the obtained
abelian decomposition ∆4.
Since the abelian decomposition Θ strictly dominates ∆2, the construction of
∆4 from (almost) shortest homomorphisms of the connected components Ci of ∆2
implies that at least one of the following possibilities must hold:
(1) there exists a QH vertex group in ∆4.
(2) there exists an edge group with a cyclic centralizer in ∆4 that can not be
conjugated into an edge group nor into a vertex group in ∆2. Equivalently,
there is an edge group with cyclic centralizer in ∆2 that can not be conju-
gated into a vertex group or into an edge group in ∆4.
(3) there exists a non-trivial abelian subgroup A1 of an abelian subgroup A of
rank at least 2 in L, so that A1 was contained in a non-QH, non-axial vertex
group in ∆2 and A was not contained in such a vertex group in ∆2, and A1
can not be conjugated into a non-QH, non-axial vertex group in any of the
abelian decompositions ∆i4.
(4) there exists a non-trivial abelian subgroup A of rank at least 2 in L, so that
A was contained in a non-QH, non-axial vertex group in ∆2, and A can not
be conjugated into a vertex group in any of the abelian decompositions ∆i4.
If case (1) occurs we get a contradiction to the assumptions of theorem 3.6
according to proposition 3.4. If cases (3) or (4) occur we apply the argument that
was used in the proof of theorem 3.2, and obtain a proper refinement of ∆2. If
case (2) occurs it is possible to construct a sequence of homomorphisms of the pair
(S, L) that converge into a faithful action of L on a real tree, where this real tree
contains an IET component, a contradiction to the assumptions of theorem 3.6.
As long as the obtained abelian decomposition is strictly dominated by Θ we can
continue refining the obtained abelian decomposition iteratively. Therefore, after
finitely many refinements we get the abelian decomposition Θ, and a sequence of
homomorphisms of the pair (S, L) that converge into a faithful action of L on
a real tree with an associated abelian decomposition Θ. Since Θ dominates the
sequence of maximal abelian decompositions {Λi}, we obtained a contradiction to
their maximality, and theorem 3.6 follows.

In case L is freely indecomposable, and all the faithful actions of L on a real tree
that are obtained as limit of sequences of homomorphisms of the pair (S, L) contain
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only simplicial and axial components, we set each of the finitely many maximal
abelian decompositions that are associated with such a pair (S, L), to be a JSJ
decomposition of the pair (S, L). Hence, with such a pair (S, L) we have canonically
assigned finitely many (abelian) JSJ decompositions, that are all obtained from the
abelian JSJ decomposition of the limit group L, by possibly cutting some of the
QH vertex groups along finitely many s.c.c. and further collapsing and folding.
Unfortunately, we were not able to generalize theorem 3.6 to all pairs (S, L) in
which the limit group L is freely indecomposable. i.e., we were not able to prove
that given a pair (S, L) in which L is freely indecomposable, there are only finitely
many maximal abelian decompositions that are associated with it. Such a statement
will enable one to associate canonically finitely many abelian JSJ decompositions
with such a pair (that are all dominated by the abelian JSJ decomposition of
the limit group L). The existence of these JSJ decompositions will simplify (and
enrich) considerably the structure theory that we develop in the sequel, including
the structure of the Makanin-Razborov diagram that we associate with a pair (S, L).
Question. Let (S, L) be a pair in which L is freely indecomposable. Are there only
finitely maximal abelian decompositions that are associated with the pair (S, L)? (see
proposition 3.1 for the definition and existence of maximal abelian decompositions).
§4. Limit sets
One of the fundamental objects that is associated with a Kleinian group is its
limit set. For such a (non-elementary) group the limit set is a non-empty closed
subset of S2, that often has a fractal structure. In this section we define a natural
limit set that is associated with a pair (S, L), where L is a freely indecomposable
limit group, and one of its associated (canonical) JSJ decompositions.
Given a (Gromov) hyperbolic group or a limit group one can study all the small
stable faithful actions of such a group on a real tree. For a freely indecomposable
torsion-free hyperbolic group, the properties of its canonical JSJ decompositions,
together with a theorem of Skora [Sk], and Thurston’s compactification of the
Teichmuller space, imply that the set of small stable faithful actions of such a group
on a real tree up to dilatation, can be naturally viewed as a topological space, that
is homeomorphic to a finite union of (possibly trivial) products of finitely many
spheres and a (possibly trivial) Euclidean factor. The properties of the abelian
decomposition of a limit group, implies the same conclusion for the structure of the
set of small stable faithful actions of a freely indecomposable limit group on a real
tree up to dilatation.
Definition 4.1. Let (S, L) be a pair in which L is a freely indecomposable limit
group. Look at all the sequences of pair homomorphisms {hn : (S, L)→ (FSk, Fk)}
that converge into a faithful action of L on a real tree. Note that the action must
be small and (super) stable.
The set of all these limit actions up do dilatation, is a subset of all the faithful
small stable actions of L on real trees up to dilatation, and can naturally be equipped
with the induced topology. We call this topological space the limit set of the pair
(S, L).
It is natural to ask if such a limit set is homeomorphic to a finite simplicial
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complex. If so it may be described more explicitly, perhaps even computed. In the
sequel, for the purposes of encoding the structure of all pair homomorphisms of
a given pair, we don’t need a detailed understanding of this limit set, apart from
some of its global properties.
If it is homeomorphic to a simplicial complex, when is freely indecomposable,
one can ask the same question for general limit groups L, omitting the indecom-
posability requirement.
§5. Enlarging the Positive Cone
The JSJ decomposition a freely indecomposable limit group plays an essential
role in the geometric construction of the Makanin-Razborov diagram that encodes
the set of solutions to a system of equations over a free group ([Se1]). In section 3
we managed to associate canonically finitely many JSJ decompositions with pairs
(S, L) only is some special cases. Therefore, to construct a Makanin-Razborov
diagram that encodes the solutions to a system of equations over a free semigroup,
we need to modify the construction that is used over groups.
The main object that we use in the case of semigroups is a resolution. A
resolution has finitely many steps, it starts with the given pair (S, L), and continues
with quotients of it that are not necessarily proper quotients. Later on we show that
there exist finitely many such resolutions that encode all the pair homomorphisms
of a given pair (S, L).
To construct resolutions we start with the extended cone that we associate with
an abelian decomposition, that was already used in the shortenings in section 2.
We start with a strengthening of theorem 2.1 which is not needed in the sequel,
but is of independent interest.
Theorem 5.1. Let A be a f.g. free abelian group, let rk(A) = ℓ, and let S be a f.g.
subsemigroup of A that generates A as a group. Let s1, . . . , sr be a fixed generating
set of S.
Then there exist finitely many positive collections of (free) bases of A, ai1, . . . , a
i
ℓ,
1 ≤ i ≤ c, such that for any sequence of homomorphisms hn : (S,A) → (FSk, Fk),
that converges into a free action of A on a real tree, there exists an index i, 1 ≤ i ≤ c,
and an index n0, for which for every index n > n0:
(1) (1) hn(a
i
j) ∈ FSk for 1 ≤ j ≤ ℓ.
(2) (2) for each of the (fixed set of) generators s1, . . . , sr of the semigroup S,
there are fixed words, that depend only on the index i, 1 ≤ i ≤ c, so that for
every m, 1 ≤ m ≤ r:
sm = wi,m(a
i
1, . . . , a
i
ℓ)
where the words wi,m are (fixed) positive words in the elements a
i
1, . . . , a
i
ℓ.
Proof: The theorem is immediate if ℓ = 1, hence, we may assume that ℓ > 1. Given
a sequence of homomorphisms {hn : (S,A)→ (FSk, Fk)}, that converges into a free
action of A on a real tree, theorem 2.1 implies that there exists a free basis of A,
a1, . . . , aℓ, and an index n0, so that for every n > n0, the homomorphisms, {hn},
that satisfy properties (1) and (2) in the statement of the theorem.
To prove that there exists a finite collection of positive words that suffices for all
the convergent sequences we use a compactness argument. We have already shown
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that given a sequence of homomorphisms {hn : (S,A)→ (FSk, Fk)} that converges
into a free action of A on a real tree Y , there exists a collection of positive words
and a basis of A for which the conclusions of the theorem hold.
Suppose that finitely many such collections of free bases together with positive
words do not suffice. There exist only countably many possible collections of posi-
tive words, so we order the infinite set of the collections of free bases and positive
words that are associated with convergent sequences of homomorphisms that satisfy
the assumptions of the theorem.
For each positive integer t, let {htn : (S,A) → (FSk, Fk)} be a sequence of
homomorphisms that satisfies the assumption of the theorem (i.e., it converges to
a free action of A on a real tree). Suppose further that the sequence {htn} does not
satisfy the conclusions of the theorem with respect to first t collections of free bases
and positive words.
For each positive integer t, the sequence {htn} converges into a free action of the
(free) abelian group A on an oriented line Yt, λt : A× Yt → Yt. From the sequence
of actions λtn it is a possible to extract a convergent subsequence, that converge into
a non-trivial, not necessarily faithful, action of the abelian group A on a directed
real line, α0 : A× L0 → L0.
If the action α0 is not free, let A1 be the kernel of the action α0. A1 is a direct
summand in A. If A1 is non-trivial, then we can pass to a further subsequence, for
which the sequence of actions λt restricted to the direct summand A1 converges into
a non-trivial, not necessarily faithful action of A0 on a directed line: α1 : A0×L1 →
L1.
If the action α1 is not free, we continue iteratively by restricting the actions λt
to the kernel of the previous action (which is a direct summand in the previous
summand), and pass to a convergent subsequence. Since A is a f.g. free abelian
group this iterative procedure terminates after finitely many steps.
Let {λtd} be the final convergent subsequence. By the argument that was used
to prove theorem 2.1, the conclusions of theorem 2.1 hold for the subsequence λtd .
Hence, there exists a fixed free basis of A that act positively on Ytd for large enough
d, and a fixed set of words {wm}, 1 ≤ m ≤ r, that satisfy part (ii) in the statement
of the theorem.
This free basis of A, together with the words {wm}, appear in the ordered list of
bases and words. Hence, for large enough index d, the sequences of homomorphisms
{htdn } are assumed not to satisfy the conclusion of theorem 2.1 with respect to
the free basis and the collection of words that we associated with the convergent
sequence {λtd}. But since this free basis and the collection of words {wm} were
associated using the argument of theorem 2.1 with the convergent sequence {λtd},
for large enough d, and large enough n, the sequence of homomorphisms {htdn } does
satisfy the conclusion of theorem 2.1 with respect to this free basis and collection
of words, a contradiction.
Therefore, finitely many free bases together with a finite collection of words
suffice for all the convergent sequences that satisfy the assumption of the theorem,
and the conclusion of the theorem follows.

For a pair (S,Q) in which Q is a (closed) surface group, S is a f.g. subsemigroup
that generates Q as a group, and (S,Q) is obtained as a limit of a sequence of
pair homomorphisms into (FSk, Fk), we state a weaker statement that associates
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a standard cone with such a pair.
Lemma 5.2. Let (S,Q) be a pair of a closed (hyperbolic) surface group Q and a
subsemigroup S that generates Q as a group. Let s1, . . . , sr be a fixed generating
set of S.
Let {hn : (S,Q) → (FSk, Fk)} be a sequence of pair homomorphisms that con-
verge into a free action of Q on a real tree. Then there exists a set of standard
generators, q1, . . . , qℓ of Q, such that:
(1) the presentation of Q with respect to q1, . . . , qℓ is one of the finitely many
possible (positively oriented) interval exchange type generating sets of Q
(i.e., they generate Q and the presentation is the one obtained from a per-
mutation of finitely many positively oriented subintervals (that intersect only
in their endpoints) of an ambient positively oriented interval).
(2) there exists an index n0 such that for every n > n0: hn(qb) ∈ FSk for
b = 1, . . . , ℓ.
Proof: Since the sequence of homomorphisms {hn} converges into a minimal IET
action on a real tree, by the Rips machine, or the Makanin procedure, there exists
a standard set of generators that satisfies the conclusion of the lemma.

Theorem 5.1 and lemma 5.2 generalize to pairs (S, L) in which the ambient limit
group L is freely indecomposable. The generalization is crucial in constructing the
Makanin-Razborov diagram of a pair.
Theorem 5.3. Let (S, L) be a pair of a freely indecomposable limit group L and
a subsemigroup S that generates L as a group. Let s1, . . . , sr be a fixed generating
set of S. Let {hn : (S, L) → (FSk, Fk)} be a sequence of pair homomorphisms
that converge into a faithful action of L on a real tree with an associated abelian
decomposition Λ. Suppose that A is the stabilizer of an axial component in the real
tree (and a vertex group in Λ), and Q is a QH vertex group in Λ that is associated
with an IET component.
Let A0 < A be the direct summand of A that contains the subgroup that is
generated by the edge groups that are connected to the vertex that is stabilized by A
in Λ as a subgroup of finite index. Suppose that: rk(A)− rk(A0) = ℓ. Let gˆ be the
number of vertices in Λ, that are not stabilized by the abelian group A, for which
their vertex groups have conjugates that stabilize points in the axis of A (these are
all the vertices that are adjacent to the vertex that is stabilized by A in Λ). Let
g = max(gˆ − 1, 0). Let EA = A+ < e1, . . . , eg > be a free abelian group of rank
rk(A) + g.
With the QH subgroup Q we associate a natural extension. The associated natural
extension of Q is generated by Q and finitely many elements that map a point with
non-trivial stabilizer in the subtree that is stabilized by Q, to another point with a
non-trivial stabilizer in that subtree that is not in the same orbit under the action of
Q. By adding these elements all the points with non-trivial stabilizers in the subtree
that is stabilized by Q are in the same orbit under the natural extension of Q.
Each of the given generators of the semigroup S, s1, . . . , sr, can be written as a
word (in a normal form) in elements that lie in the natural extensions of the surface
group Q (that are associated with the subpaths of the paths that are associated with
s1, . . . , sr that are contained in subtrees that are stabilized by conjugates of Q), and
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elements that lie outside these extensions. Let t1, . . . , td be the elements that lie
in the natural extensions of Q that appear as subwords in the normal form of the
elements s1, . . . , sr.
Then there exist:
(i) ℓ + g elements that are part from a (free) basis of EA, a1, . . . , aℓ+g, such
that EA =< a1, . . . , aℓ+g > +A0.
(ii) standard generators, q1, . . . , qℓ, of a natural extension of Q, that satisfy
properties that are analogous to properties (1) and (2) in the statement of
lemma 5.2.
iii) each of the generators sj can be written as a word in terms of elements {t
j
d}
in the natural extension of Q (i.e., tjd itself is a word in q1, . . . , qℓ, elements
{uje} that are positive words in a1, . . . , aell+g, and elements in the other
vertex and edge groups in Λ.
Such that there exists an index n0 for which for every n > n0 the following
properties hold:
(1) hn(ab) ∈ FSk for 1 ≤ b ≤ ℓ+ g.
(2) hn(qb) ∈ FSk, 1 ≤ b ≤ ℓ+g, hn(ai) ∈ FSk, 1 ≤ i ≤ ℓ+g, and hn(t
j
d) ∈ FSk
for every possible pair of indices (j, d).
Proof: Follows by the same arguments that were used to prove theorem 5.1 and
lemma 5.2.

§6. A Makanin-Razborov diagram - the freely indecomposable case
In the previous section we associated a standard set of generators with an abelian
decomposition. In this section we use shortenings that were constructed in section 2,
together with the machine for the construction of the JSJ decomposition for groups,
to associate finitely many resolutions with a given pair (S, L) in which the limit
group L is freely indecomposable. These resolutions enable one to encode the set
of all the pair homomorphisms of such a pair using the set of pair homomorphisms
of finitely many proper quotient pairs.
For presentation purposes we will start by proving the main theorem in case
the limit group L is freely indecomposable and contains no non-cyclic abelian sub-
groups, and then combine it with arguments that were used in the construction
of the JSJ decompositions of pairs (in special cases) in section 3 to omit the as-
sumption on abelian subgroups. In the sequel we generalize the construction of
resolutions to all pairs, omitting the freely indecomposable assumption. These res-
olutions are the building block of the Makanin-Razborov diagram that encodes all
the pair homomorphisms of a given pair, or alternatively, all the solutions to a
system of equations over a free semigroup.
Theorem 6.1. Let (S, L) be a pair, where L is a freely indecomposable limit group,
and let s1, . . . , sr be a fixed generating set of the semigroup S. Suppose that the limit
group L contains no non-cyclic abelian subgroup. Let {hn : (S, L)→ (FSk, Fk)} be
a sequence of pair homomorphisms that converges into a faithful action of L on a
real tree Y .
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Then there exists a resolution:
(S1, L1)→ (S2, L2)→ . . .→ (Sm, Lm)→ (Sf , Lf )
that satisfies the following properties:
(1) (S1, L1) = (S, L), and ηi : (Si, Li) → (Si+1, Li+1) is an isomorphism for
i = 1, . . . , m− 1 and ηm : (Sm, Lm)→ (Sf , Lf) is a proper quotient map.
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ m, there is an associated abelian
decomposition that we denote Λi.
(3) there exists a subsequence of the homomorphisms {hn} that factors through
the resolution. i.e., each homomorphism hnr from the subsequence, can be
written in the form:
hnr = hˆr ◦ ϕ
m
r ◦ . . . ◦ ϕ
1
r
where hˆr : (Sf , Lf )→ (FSk, Fk), each of the automorphisms ϕ
i
r ∈Mod(Λi),
and each of the homomorphisms:
hinr = hˆr ◦ ϕ
m
r ◦ . . . ◦ ϕ
i
r
is a pair homomorphism hinr : (Si, Li)→ (FSk, Fk).
Proof: If the abelian decomposition Λ that is associated with the action of L on
the limit tree Y is equivalent to the abelian JSJ decomposition of the limit group
L (as a group), then the theorem follows from the possibility to shorten using
Mod(Λ) that was proved in section 2, and claim 5.3 in [Se1]. i.e., in that case
every shortening quotient is a proper quotient, so a subsequence of shortenings of
the homomorphisms {hn} converge into a proper quotient of the pair (S, L), and
the conclusion of the theorem follows with a resolution of length 1: η1 : (S, L) →
(Sf , Lf ).
Hence, we may assume that the abelian decomposition Λ, that is associated
with the action of L on the limit tree Y , is strictly dominated by the abelian JSJ
decomposition of L. In particular, Λ does not correspond to a closed surface, so it
contains edges.
Assume that the sequence {hn} converges into a faithful action of the limit
group L on some real tree Y with an associated abelian decomposition Λ, L is
freely indecomposable, and contains no non-cyclic abelian subgroups.
We start by refining the abelian decomposition Λ precisely as we did in proving
theorem 3.2. Using definition 3.3 we divide the edges that are adjacent to a given
non-QH vertex group in Λ to periodic and non-periodic. If there is a non-QH vertex
group in Λ that is adjacent only to periodic edge groups, we pass to a subsequence of
the homomorphisms {hn} for which their restrictions to this vertex group converges
to a non-trivial faithful action on a real tree. The abelian decomposition that is
associated with this action (in which all the edge groups that are connected to
this vertex group in Λ are elliptic), enable us to further refine Λ. By Bestvina-
Feighn accessibility [Be-Fe1], or alternatively by acylindrical accessibility [Se3], this
refinement process terminates after finitely many steps, and we obtain an abelian
decomposition Λ1. Note that in Λ1 every non-QH vertex group is adjacent to at
least one non-periodic edge group.
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In section 3 we divided the edges and vertices in Λ1 into several equivalence
classes, according to the growth of the translation lengths of fixed sets of gen-
erators of the corresponding edge groups. We fix a finite set of generators for
each of the vertex groups and edge groups in Λ1. Recall that we say that two
displacement functions of two vertex groups or edge groups, dispn(V1), dispn(V2),
are comparable if there exists positive constants c1, c2, so that for every index n,
c1 · dispn(V1) < dispn(V2) < c2 · dispn(V1). We say that dispn(V1) dominates
dispn(V2) if dispn(V2) = o(dispn(V1)).
After passing to a subsequence of the homomorphisms {hn} this defines an or-
der on the equivalence classes of the edge groups and vertex groups in Λ1. In
particular, there exists a collection of edge groups and vertex groups with compa-
rable displacement functions that dominate all the other (displacement functions
of) vertex groups and edge groups in Λ1.
Suppose first that Λ1 does not contain QH vertex groups. In that case we set
Mod(Λ1) to be the modular group of the pair (S, L) that is associated with the
abelian decomposition Λ1, and MXMod(Λ1) to be the subgroup of Mod(Λ1), that
is generated by Dehn twists only along dominating edge groups.
We start by using the full modular group Mod(Λ1). For each index n, we set
the pair homomorphism: h1n : (S, L) → (FSk, Fk) and h
1
n = hn ◦ ϕn where ϕn ∈
Mod(Λ1), to be the shortest pair homomorphism that is obtained from hn by
precomposing it with a modular automorphism from Mod(Λ1). If there exists a
subsequence of the homomorphisms {h1n} that converge into a proper quotient of the
pair (S, L), we set the limit of this subsequence to be (Sf , Lf ), and the conclusion
of the theorem follows with a resolution of length 1.
Therefore, we may assume that every convergent subsequence of the homomor-
phisms {h1n} converges into a faithful action of the limit group L on some real tree.
In that case we use only Dehn twists along dominant edge groups. For each index
n, we set h1n = hn ◦ϕn, where ϕn ∈MXMod(Λ1), and h
1
n is one of the shortest ho-
momorphisms that is obtained by precomposing hn with a modular automorphism
from MXMod(Λ1). We pass to a subsequence of the homomorphisms {h
1
n} that
converges into (necessarily faithful) action of L on some real tree with an associated
abelian decomposition ∆2. We further refine ∆2 by analyzing actions of non-QH
vertex groups in ∆2 that are connected only to periodic edge groups and obtain a
(possibly) refinement of ∆2 that we denote Λ2.
For presentation purposes we assume that Λ2 contains no QH vertex groups.
Note that by construction every dominant edge group in Λ1 is not elliptic in Λ2.
With Λ2 we associate its modular group Mod(Λ2), and the modular group that is
associated only with dominant edge groups that we denote MXMod(Λ2).
We continue iteratively. First we shorten using the full modular group,Mod(Λi),
and check if there a subsequence of shortened homomorphisms that converge into
a proper quotient of the pair (S, L). If there is such a subsequence we obtained a
finite resolution. If not we shorten only along edges with dominant edge groups,
i.e., using automorphisms from MXMod(Λi), pass to a convergent subsequence
and further refine the obtained abelian decomposition. For presentation purposes
we assume that all the obtained abelian decompositions, {Λi} do not contain QH
vertex groups.
Definition 6.2. Let Λ1, . . . ,Λi, . . . be the infinite sequence of abelian decomposi-
tions of the limit groups L that are constructed along the iterative procedure. Note
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that we assume that all these abelian decompositions do not contain QH vertex
groups, and that the limit group L in the pair (S, L) is freely indecomposable and
contains no non-cyclic abelian subgroups. By construction, a dominant edge group
in Λi is not elliptic in Λi+1.
All the abelian decompositions Λi are dominated by the abelian JSJ decomposition
of L. For each index i, we set Θi to be the minimal abelian decomposition (w.r.t.
to the natural partial order that we defined on abelian decompositions of L) that
dominates all the abelian decompositions, Λi,Λi+1, . . . .
The sequence of abelian decompositions {Θi} is non-increasing, and every strictly
decreasing sequence of abelian decompositions of L has to terminate, hence, there
exists some index i0, such that for every i > i0, Θi0 = Θi. We call Θi0 the stable
dominant abelain decomposition of the sequence Λ1,Λ2, . . . .
The abelian decompositions Λi were assumed to have no QH vertex groups.
Since every dominant edge group in Λi is hyperbolic in Λi+1, each of the dominant
abelian decompositions, Θi, dominates a pair of hyperbolic-hyperbolic splittings of
the limit group L. Hence, it must contain a QH vertex group. In particular, the
stable dominant abelian decomposition, Θi0 , must contain a QH vertex group.
The next proposition is crucial in our approach to proving theorem 6.1. It en-
ables the substitution of the entire suffix of the sequence of abelian decompositions
{Λi}, Λi0 ,Λi0+1, . . . , with a single abelian decomposition - the stable dominant
decomposition, Θi0 .
Proposition 6.3. There exists a subsequence of shortened pair homomorphisms
{hini}, i ≥ i0, and a sequence of automorphisms: ψ
i, νi ∈ Mod(Θi0), i ≥ i0, with
the following properties:
(1) hini is obtained from the pair homomorphism hni , by shortening hni using a
sequence of elements from the dominant modular groups: MXMod(Λ1), . . . ,MXMod(Λi).
i.e.,
hni = h
i
ni
◦ ϕini ◦ . . . ◦ ϕ
1
ni
where ϕjni ∈ MXMod(Λj), 1 ≤ j ≤ i and for each j, 1 ≤ j ≤ i − 1, the
homomorphism:
hjni = h
i
ni
◦ ϕini ◦ . . . ◦ ϕ
j+1
ni
is a pair homomorphism hjni : (S, L)→ (FSk, Fk).
(2) For each index i we define a pair homomorphism:
fi = h
i
ni
◦ νi+1 ◦ ψi ◦ . . . ◦ ψi0 .
The sequence of pair homomorphisms, {fi}, converges into a faithful action
of the limit group L on a real tree with an associated abelian decomposition
Θi0 . In particular, the limit action contains an IET component.
Proof: To prove the proposition we basically imitate the construction of the JSJ
decomposition as it appears in [Se1] and [Ri-Se]. We fix a generating set <
s1, . . . , sr > of the semigroup S, that also generate the limit group L (as a group).
We start with the subsequence of pair homomorphisms that are obtained using a
(finite) iterative sequence of shortenings from a subsequence of the given sequence
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of homomorphisms {hn}, using the dominant modular groups MXMod that are
associated with the abelian decompositions Λ1, . . . ,Λi0−1. By our assumptions
the sequence {hi0−1nt } converges into a faithful action of L on a real tree, with an
associated abelian decomposition that can be further refined (by restricting the
homomorphisms to non-QH vertex groups that are connected only to periodic edge
groups) to the abelian decomposition Λi0 .
We set the automorphisms νi0nt ∈Mod(Λi0) to be automorphisms that guarantee
that the compositions hi0−1nt ◦ ν
i0
nt
converge into a faithful action of L on a real tree
Yi0 , in which:
(1) the abelian decomposition that is dual to the action of L on the new real tree
Yi0 is Λi0 . In particular, all the edges in Λi0 correspond to non-degenerate
segments in Yi0 .
(2) for some pre-chosen (and arbitrary) positive constant ǫi0 , and after rescal-
ings, the lengths of the segments [y0, sj(y0)], 1 ≤ j ≤ r, differ by at most
ǫi0 from the length of that segment in the original real tree, which is the
limit of the sequence of homomorphisms hi0−1nt . Furthermore, the length of
each segment in the quotient graph of groups that is associated with the
action of L on Yi0 differ by at most ǫi0 from the length of the corresponding
segment in the graph of groups that is associated with the action of L on
the real tree that is obtained as a limit of the sequence hi0−1nt .
(3) the segments [y0, sj(y0)] are degenerate or positively oriented, and for each
t, hi0−1nt ◦ ν
i0
nt
∈ FSk.
By the properties of the abelian decomposition Λi0 , such automorphisms ν
i0
nt
can
be constructed.
We continue iteratively. In analyzing the next level, the one in which the sequence
{hi0nt} converges into a limit action on a real tree that is associated with Λi0+1, we set
the automorphisms ψi0 ∈Mod(Λi0) and ν
i0+1
nt
∈Mod(Λi0+1), to be automorphisms
that guarantee that the compositions hi0nt ◦ ν
i0+1
nt
converge into a faithful action of
L on a real tree Yi0+1, in which:
(1) the abelian decomposition that is dual to the action of L on the new real
tree Yi0+1 is Λi0+1. In particular, all the edges in Λi0+1 correspond to
non-degenerate segments in Yi0+1.
(2) we fix finite generating sets for all the vertex groups in Λi0 that are con-
nected to dominant edge groups, and for all the dominant edge groups in
Λi0 .
For some pre-chosen (and arbitrary) positive constant ǫi0+1, after rescal-
ings, the lengths and the translation lengths of all the elements in these
fixed finite generating sets when acting on Yi0+1, differ by at most ǫi0+1
from the corresponding lengths and translation lengths in the limit tree
that is obtained from the sequence of homomorphisms {hi0nt}.
(3) after rescaling, the lengths of the segments [y0, ψ
i0(sj)(y0)], 1 ≤ j ≤ r,
in Yi0+1, differ by at most ǫi0+1 from the lengths of the corresponding
segments, [y0, sj(y0)] in the limit tree Yi0 .
(4) the segments [y0, sj(y0)] are degenerate or positively oriented in Yi0+1, and
for each t, hi0nt ◦ ν
i0+1
nt
(sj) ∈ FSk and h
i0
nt
◦ νi0+1nt ◦ ψ
i0(sj) ∈ FSk.
In analyzing the next level, the one in which the sequence {hi0+1nt } converges
into a limit action on a real tree that is associated with Λi0+2, we consider all the
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elements in the ball of radius 2, B2, in the Cayley graph of the limit group L w.r.t.
the generating set s1, . . . , sr.
We set the automorphisms ψi0+1 ∈ MXMod(Λi0+1) and ν
i0+2
nt
∈ Mod(Λi0+2)
to be automorphisms that guarantee that the compositions hi0+1nt ◦ ν
i0+2
nt
converge
into a faithful action of L on a real tree Yi0+2, in which:
(1) the abelian decomposition that is dual to the action of L on the new real
tree Yi0+2 is Λi0+2. In particular, all the edges in Λi0+2 correspond to
non-degenerate segments in Yi0+2.
(2) we fix finite generating sets for all the vertex groups in Λi0+1 that are
connected to dominant edge groups, and for all the dominant edge groups
in Λi0+1.
For some pre-chosen (and arbitrary) positive constant ǫi0+2, after rescal-
ings, the lengths and the translation lengths of all the elements in these
fixed finite generating sets when acting on Yi0+2, differ by at most ǫi0+2
from the corresponding lengths and translation lengths in the limit tree
that is obtained from the sequence of homomorphisms {hi0+1nt }.
(3) after rescaling, for all the elements u ∈ B2, the lengths of the segments
[y0, ψ
i0+1 ◦ ψi0(u)(y0)] in Yi0+2, differ by at most ǫi0+2 from the lengths of
the corresponding segments, [y0, ψ
i0(u)(y0)] in the limit tree Yi0+1.
(4) the segments [y0, sj(y0)] are degenerate or positively oriented in Yi0+2, and
for each t, hi0+1nt ◦ ν
i0+2
nt
(sj) ∈ FSk and h
i0+1
nt
◦ νi0+2nt ◦ ψ
i0+1 ◦ ψi0(sj) ∈
FSk.
We continue iteratively, constructing at each level i the automorphisms {νi+1nt },
and ψi. Note that in the iterative construction the automorphisms ψi are fixed at
step i, and the sequence {νi+1nt } is constructed at step i. All these automorphisms
are from the modular group Mod(Θi0).
We set the homomorphisms fi, the sequence of homomorphisms that appear in
part (2) of the statement of the proposition, to be:
fi = h
i
ni
◦ νi+1 ◦ ψi ◦ . . . ◦ ψi0
for a suitable strictly increasing sequence of indices: {ni}, such that the sequence
{fi} converges into an action of the limit group L on a real tree Y . By construction,
every non-trivial element of L is mapped to a non-trivial element of Fk for large
enough i, since the homomorphisms: hint ◦ ν
i+1
nt
converge into a faithful action of L
on a real tree. Hence, the action of L on the limit tree Y is faithfull. Furthermore,
by the construction of the automorphisms ψi and νi+1nt , every element g ∈ L that
is not elliptic in the abelian decomposition Θi0 acts hyperbolically on the real tree
Y . Clearly, every element that is elliptic in Θi0 fixes a point in Y , since it is
elliptic in all the abelian decompositions Λi, i ≥ i0, and the autmorphisms ψ
i
map it to a conjugate. Therefore, the abelian decomposition that is associated
with the (faithful) action of L on the limit tree Y is the stable dominant abelian
decomposition Θi0 .

Proposition 6.3 enables one to replace a suffix of the sequence of abelian decom-
positions: Λ1, . . . that was constructed by iteratively shortening the given sequence
of homomorphisms {hn} (and further pass to subsequences), with a single abelian
decomposition that minimally dominates the suffix.
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Proposition 6.3 assumes that all the constructed abelian decompositions {Λi}
do not contain QH vertex groups. To prove theorem 6.1 in case the limit group L
contains no non-cyclic abelian vertex groups, we need to generalize the construction
of the abelian decompositions {Λi}, and the conclusion of proposition 6.3, in case
the abelian decompositions Λi do contain QH vertex groups.
Suppose that L is freely indecomposable with no non-cyclic abelian subgroups.
Recall that Λ is the abelian decomposition that L inherits from its action on the
real tree Y , that it is obtained as a limit from the convergent sequence of homo-
morphisms {hn}. We further refine Λ. If a non-QH vertex group is connected
only to periodic edge groups (and in particular it is not connected to a QH vertex
group), we restrict the homomorphisms {hn} to such a vertex group and obtain a
non-trivial splitting of it in which all the previous (periodic) edge groups are ellip-
tic. Hence, the obtained abelian decomposition of the non-QH vertex group can be
used to refine the abelian decomposition Λ. Repeating this refinement procedure
iteratively, we get an abelian decomposition that we denote Λ1.
We fix finite generating sets of all the edge groups and all the non-QH vertex
groups in Λ1. We divide the edge and non-QH vertex groups in Λ1 into finitely
many equivalence classes of their growth rates as we did in case Λ1 contained no
QH vertex groups. Two non-QH vertex groups or edge groups (or an edge and a
non-QH vertex group) are said to be in the same equivalence class if the maximal
length of the image of their finite set of generators have comparable lengths, i.e.,
the length of a maximal length image of one is bounded by a (global) constant
times the maximal length of an image of other, and vice versa. After passing to a
subsequence of the homomorphisms {hn} (that we still denote {hn}), the non-QH
and edge groups in Λ1 are divided into finitely many equivalence classes. We say
that one class dominates another, if the maximal length of an image of a generator
of a group from the first class dominates the maximal length of an image of the
second, but not vice versa. By definition, the classes are linearly ordered (possibly
after passing to a further subsequence). There exists a class that dominates all the
other classes, that we call the dominant class, that includes (possibly) dominant
edge groups and (possibly) dominant non-QH vertex groups.
As in the case in which Λ1 contains no QH vertex groups, we denote byMod(Λ1)
the modular group that is associated with Λ1. We set MXMod(Λ1) to be the
dominant subgroup that is generated by Dehn twists along dominant edge groups,
and modular groups of those QH vertex groups that the lengths of the images of
their (fixed) set of generators grows faster than a constant times the length of the
images of the generators of a dominant edge or vertex group. We call these QH
vertex groups, dominant QH vertex groups.
As we did in the simplicial case, we start by using the full modular group
Mod(Λ1). For each index n, we set the pair homomorphism: h
1
n : (S, L) →
(FSk, Fk), h
1
n = hn◦ϕn, where ϕn ∈Mod(Λ1), to be a shortest pair homomorphism
that is obtained from hn by precomposing it with a modular automorphism from
Mod(Λ1). If there exists a subsequence of the homomorphisms {h
1
n} that converges
into a proper quotient of the pair (S, L), we set the limit of this subsequence to be
(Sf , Lf ), and the conclusion of the theorem follows with a resolution of length 1.
Therefore, we may assume that every convergent subsequence of the homomor-
phisms {h1n} converges into a faithful action of the limit group L on some real tree.
In that case we use only elements from the dominant modular group,MXMod(Λ1).
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First, we shorten the action of each of the dominant QH vertex groups using the
procedure that is used in the proof of propositions 2.7 and 2.8. For each of the
dominant QH vertex groups, the procedures that are used in the proofs of these
propositions give us an infinite collections of positive generators, um1 , . . . , u
m
g , with
similar presentations of the corresponding QH vertex groups, which means that the
sequence of sets of generators belong to the same isomorphism class. Furthermore,
with each of these sets of generators there are associated words, wmj , j = 1, . . . , r, of
lengths that increase with m, such that a given (fixed) set of positive elements can
be presented as: yj = w
m
j (u
m
1 , . . . , u
m
g ). The words w
m
j are words in the generators
umi and their inverses. However, they can be presented as positive words in the
generators umj , and unique appearances of words tℓ, that are fixed words in the
elements umj and their inverses (i.e., the words do not depend on m), and these
elements tmℓ (u
m
1 , . . . , u
m
g ) are positive for every m.
Given the output of the procedures that were used in propositions 2.7 and 2.8,
with each of the dominant QH vertex groups we associate a system of generators
u11, . . . , u
1
g (the integer g depends on the QH vertex group). Since an IET action
of a QH vertex group is indecomposable in the sense of [Gu], finitely many (fixed)
translates of each of the positive paths that are associated with the positive paths,
u1i1 , cover the positive path that is associated with u
1
i2
, and the positive paths that
are associated the words tℓ(u
1
1, . . . , u
1
g). The covering of the elements u
1i1 by finitely
many translates of elements u1i2 guarantee that the ratios between their lengths
along the iterative (shortening) procedure that we use remain globally bounded.
With a QH vertex group Q, and the abelian decomposition Λ1, we can naturally
associate an abelian decomposition ΓQ, that is obtained by collapsing all the edge
groups that are not connected to Q in Λ1, ΓQ contains one QH vertex group, Q,
and all the other vertex groups are connected only to the vertex stabilized by Q. If
a generator sj from the fixed set of generators of the semigroup S, s1, . . . , sr, is not
elliptic in ΓQ, or it is contained in a conjugate of Q, then finitely many translates
of the path that is associated with sj in the limit tree Y covers the paths that are
associated with the elements: tℓ and u
1
1, . . . , u
1
g that generate Q.
These coverings of the paths that are associated with the elements u11, . . . , u
1
g by
translates of the path that is associated with sj, will guarantee that the lengths of
the paths that are associated with sj, along the entire shortening process that we
present, are bounded below by some (global) positive constant times the lengths of
the paths that are associated with the elements, u11, . . . , u
1
g along the process.
For all the homomorphisms {hn}, except perhaps finitely many of them, the
images of the elements u11, . . . , u
1
g that are associated with the various dominant
QH vertex groups, and the elements tℓ(u
1
1, . . . , u
1
g), and the generators of the edge
groups in Λ1, are all in free semigroup FSk.
At this point we shorten the homomorphisms {hn} using the dominant modular
group MXMod(Λ1). For each homomorphism hn, we pick the shortest homo-
morphism after precomposing with an element from MXMod(Λ1) that keeps the
positivity of the given set of the images of the generators s1, . . . , sr, and the posi-
tivity of the elements u11, . . . , u
1
g and tℓ, and keeps their lengths to be at least the
maximal length of the image of a generator of a dominant edge or vertex group
(the generators are chosen from the fixed finite sets of generators of each of the
vertex and edge groups). We further require that after the shortening, the image
of each of the elements u11, . . . , u
1
g and tℓ, will be covered by the finitely many
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translates of them and of the paths that are associated with the relevant generators
s1, . . . , sr, that cover them in the limit action that is associated with Λ1. We fur-
ther require that if a path that is associated with one of the generators, s1, . . . , sr,
passes through an edge with a dominant edge group in Λ1, then after shortening
the path that is associated with such a generator contains at least a subpath that
is associated with the dominant edge group. This guarantees that the length of
such a generator remains bigger than the length of the dominant edge group along
the entire procedure. We (still) denote the obtained (shortened) homomorphisms
{h1n}.
By the shortening arguments that are proved in propositions 2.7 and 2.8, the
lengths of the images, under the shortened homomorphisms {h1n}, of the elements
u11, . . . , u
1
g and tℓ, that are associated with the various dominant QH vertex groups,
and the lengths of the elements, s1, . . . , sr, are bounded by some constant c1 (that
is independent of n) times the maximal length of the images of the fixed generators
of the dominant vertex and edge groups.
We pass to a subsequence of the homomorphisms {h1n} that converges into an
action of L on some real tree with an associated abelian decomposition ∆2. If the
action of L is not faithful, the conclusions of theorem 6.1 follow, hence, we may
assume that the action of L is faithful. We further refine ∆2, by restricting (a
convergent subsequence of) the homomorphisms to non-QH vertex groups that are
connected only to periodic edge groups, as we did with Λ, and construct an abelian
decomposition that we denote ∆ˆ2.
Suppose that there exists a QH vertex group Q in Λ1, so that all its boundary
elements are elliptic in ∆ˆ2. i.e., every boundary element is contained in either an
edge group or in a non-QH vertex group in ∆ˆ2. In that case, by the properties of
the JSJ decomposition of the freely indecomposable (limit) group L, there exists
an abelian decomposition that possibly refines ∆ˆ2 and contains Q as a QH vertex
group. We further refine ∆ˆ2, so that it contains all the QH vertex groups in Λ1 for
which all their boundary components are elliptic in Dˆelta2. We denote the obtained
decomposition (refinement), Λ2.
By construction, a dominant edge group, a dominant boundary component of a
QH vertex group, a dominant non-QH vertex group, and a QH vertex group with
a dominant boundary component in Λ1 can not be elliptic in Λ2 (i.e., they can not
be contained in a non-QH vertex group or an edge group in Λ2). Furthermore, a
QH vertex group that has a dominant boundary element in Λ1, is not elliptic nor
a QH vertex group in Λ2.
With Λ2 we associate its modular group Mod(Λ2). We further associate with
Λ2 its dominant edge groups and non-QH vertex groups, and the modular group
that is associated only with dominant edge groups, and with dominant QH vertex
groups, that we denote MXMod(Λ2).
We continue in a similar way to what we did with the sequence of homomor-
phisms {hn} and with Λ1. We first shorten using automorphisms from the ambient
modular group Mod(Λ2). If there exists a subsequence of shortened homomor-
phisms that converges into a proper quotient of L, the conclusion of theorem 6.1
follows. If there is no such subsequence, we restrict the shortenings to automor-
phisms from the dominant modular group MXMod(Λ2), and modify what we did
in shortening the homomorphisms {hn} (and the abelian decomposition Λ1).
First, we associate sets of positive generators with each of the new QH vertex
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groups in Λ2, i.e., those QH vertex groups in Λ2 that are not QH vertex groups in
Λ1. We further choose finitely many translates of the paths that are associated with
each generator that cover the paths that are associated with the other generators.
These translates guarantee that the ratios between the lengths of the paths that
are associated with these generators along the iterative (shortening) procedure that
we use remain globally bounded.
With a QH vertex group Q, and the abelian decomposition Λ2, we can naturally
associate an abelian decomposition Γ2Q, as we associated with QH vertex groups in
Λ1. Γ
2
Q is obtained by collapsing Λ2, and it contains one QH vertex group, Q, and
all the other vertex groups are connected only to the vertex stabilized by Q.
If any of the fixed set of generators u11, . . . , u
1
g of a QH vertex groups in Λ1, or a
generator of a dominant edge group in Λ1, or an element in the ball of radius 2 in
the Cayley graph of L w.r.t. the generating set: s1, . . . , sr, is not elliptic in ΓQ, or
it is contained in a conjugate of Q, then finitely many translates of the path that
is associated with sj in the limit tree Y covers the paths that are associated with
the elements: tℓ and u
1
1, . . . , u
1
g that generate Q.
Note that unlike the (fixed) positive generators of the QH vertex groups and
dominant edge groups in λ1, and unlike the generating set, s1, . . . , sr, path that
are associated with elements in the ball of radius 2 in the Cayley graph of L may
contain positively and negatively oriented subpaths. In case such an element is
not elliptic with respect to ΓQ, finitely many translates of a fixed positively or
negatively oriented subpath of the path that is associated with such element suffice
to cover the (positively oriented) paths that are associated with the fixed set of
generators of the QH vertex group Q.
These coverings of the paths that are associated with the fixed set of generators
of the QH vertex groups in Λ2 by translates of the paths that are associated with
generators of QH vertex groups in Λ1, generators of dominant edge groups in Λ1,
and elements in the ball of radius 2 in the Cayley graph of L, will guarantee that
the lengths of the paths that are associated with these elements along the entire
shortening process that we present, are bounded below by some (global) positive
constant times the lengths of the paths that are associated with the fixed set of
generators of the QH vertex group.
At we did in the first step, we shorten the homomorphisms {h1n} using the
dominant modular group MXMod(Λ1). For each homomorphism h
1
n, we pick the
shortest homomorphism after precomposing with an element from MXMod(Λ1)
that keeps the positivity of the given set of the images of the generators s1, . . . , sr,
and the positivity of the fixed sets of generators of the QH vertex groups in both
Λ1 and Λ2, and the generators of the dominant edge groups in Λ1. We further keep
the positivity and negativity of the positively and negatively oriented subpaths in
the paths that are associated with elements in the ball of radius 2 in the Cayley
graph of L w.r.t. s1, . . . , sr. We require the shortened homomorphisms to keep the
lengths of the fixed set of generators of the QH vertex groups in Λ2 to be at least
the maximal length of the image of a generator of a dominant edge or vertex group
in Λ2 (the generators are chosen from the fixed finite sets of generators of each of
the vertex and edge groups).
We further require that after the shortening, if a path in the limit tree Y2 that
is associated with Λ2 and with one of the following:
(1) a generator of a QH vertex group in Λ1 or a generator of the dominant edge
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groups in Λ1.
(2) a positively or negatively oriented subpath in the paths that are associ-
ated with elements in the ball of radius 2 in the Cayley graph of L w.r.t.
s1, . . . , sr.
passes through an edge with a dominant edge group in Λ2, then after shortening
the path that is associated with such a generator contains at least a subpath that
is associated with the dominant edge group. This guarantees that the length of the
corresponding element remains bigger than the length of the dominant edge group
along the entire procedure. We denote the obtained (shortened) homomorphisms
{h2n}.
Note that the shortening procedures that we presented in section 2 preserve the
positivity of positively oriented paths. However, the way they are constructed can
be used to keep the positivity and the negativity of finitely many subpaths in a given
path (that may not be oriented, but can be divided into finitely many positively
and negatively oriented subpaths). Furthermore, the shortening procedure is con-
structed to keep the non-cancellability between the positive and negative subpaths
of a given (embedded) path.
By the shortening arguments that are proved in propositions 2.7 and 2.8, the
lengths of the images, under the shortened homomorphisms {h2n}, of the fixed set
of generators of the dominant QH vertex groups are bounded by some constant
c1 (that is independent of n) times the maximal length of the images of the fixed
generators of the dominant vertex and edge groups.
We pass to a subsequence of the homomorphisms {h2n} that converges into an
action of L on some real tree with an associated abelian decomposition ∆3. If the
action of L is not faithful, the conclusions of theorem 6.1 follow. Hence, we may
assume that the action of L is faithful. We refine ∆3 to an abelian decomposition
Λ3, precisely as we refined ∆2 to obtain Λ2.
With Λ3 we associate its modular groupMod(Λ3) and dominant modular group,
MXMod(Λ3). We first shorten using Mod(Λ3), and if every convergent shortened
subsequence converges into a faithful action of L, we further use the dominant
modular group MXMod(Λ3).
In shortening usingMXMod(Λ3), we keep the positivity of all the fixed (positive)
sets of generators of the QH vertex groups in Λ1 and Λ2, and the generators of the
dominant edge groups in Λ1 and Λ2. We also keep the positivity and negativity of all
the finitely many positive and negative subpaths of the paths that are associated
with the elements in the ball of radius 3 in the Cayley graph of L w.r.t. the
generating set s1, . . . , sr.
As we did in shortening using Λ2, for each of the above elements (generators
of QH vertex groups and dominant edge groups in Λ1 and Λ2, and elements in
the ball of radius 3 in the Cayley graph of L) that are not elliptic in an abelian
decomposition ΓQ, that is associated with a QH vertex group Q in Λ3, and is
obtained by collapsing Λ3, we use elements from L to demonstrate that each of
the fixed set of generators of Q is covered by finitely many translates of the path
that are associated with these elements. These translates will demonstrate that
the lengths of the paths that are associated with these elements will be at least a
(fixed) positive constant times the length of the path that are associated with the
fixed generators of Q along the rest of the procedure.
We denote the obtained (shortened) homomorphisms h3n, and continue itera-
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tively. If in all steps the obtained actions are faithful, we get an infinite sequence of
abelian decompositions, Λ1,Λ2, . . . . Given the infinite sequence of abelian decom-
positions, we define the stable dominant abelian decomposition, Θi0 , in the same
way as we did in the simplicial case (definition 6.2). From the convergent sequences
{hin}
∞
n=1, we choose a subsequence {fi} that has a subsequence that converges into
a faithful action of the limit groups L, with an associated abelian decomposition
Θi0 .
Proposition 6.4. Suppose that the limit group L is freely indecomposable, and
contains no non-cyclic abelian subgroups. It is possible to choose a sequence of pair
homomorphisms, fi : (S, L)→ (FSk, Fk), such that:
(1) for each i, fi is a homomorphism from the sequence {h
i
n}.
(2) the sequence fi has a subsequence that converges into a faithful action of L
on a real tree Y .
(3) With the action of L on the limit tree Y there is an associated abelian
decomposition ∆. By possibly refining ∆, using restrictions of the homo-
morphisms {fi} to some of its non-QH vertex groups, it is possible to obtain
the stable abelian decomposition, Θi0 .
Proof: For each index i, we choose fi to be a homomorphism h
i
n (from the sequence
{hin}), that maps the fixed positive generators of all the QH vertex groups and the
generators of all the edge groups in Λ1, . . . ,Λi to FSk. We further require that
the ratios between the lengths of the images of these generators, and the ratios
between the lengths of the images of all the elements in the ball of radius i in the
Cayley graph of L w.r.t. the generating set s1, . . . , sr will be approximately the
ratios between the lengths of the paths that are associated with these elements in
the corresponding limit tree Yi+1 (the trees that are obtained as the limits of the
sequences {hin}. We further require that fi maps the elements in a ball of radius i
in the Cayley graph of L monomorphically into Fk.
The sequence {fi} has a subsequence that converges into a faithful action of L
on a real tree Y . Let ∆ be the abelian decomposition that is associated with the
action of L on Y . Since every elliptic element in the stable abelian decomposition
Θi0 must fix a point in Y , ∆ is dominated by Θi0 .
Lemma 6.5. Let Q be a QH vertex group in Θi0 that does not appear in any of
the abelian decompositions Λi, for i ≥ i0.
If there is an non-peripheral element in Q that fixes a point in Y , then the entire
QH vertex group Q fixes a point in Y .
Proof: Suppose that a non-peripheral element q ∈ Q fixes a point in Y . q is con-
tained in some ball Bm in the Cayley graph of L w.r.t. s1, . . . , sr. Θi0 is the stable
dominant abelian decomposition of the sequence of abelian decompositions: Λ1, . . . .
Hence, there must exist an abelian decomposition Λi, for some i > max(i0, m), for
which either:
(i) q is a non-peripheral element in some QH vertex group in Λi.
(ii) q is hyperbolic in the abelian decomposition Λi.
According to the procedure that was used to construct the abelian decompositions,
Λ1, . . . , if either (i) or (ii) hold for Λi, then the traces and the lengths of q in its
actions on the tress that are associated with the abelian decompositions Λi+1, . . .
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(i.e., the limit trees Yi+1, . . . ), are bounded below by either a (global) positive
constant times the lengths of the fixed set of generators of the QH vertex group
that contains q in Λi (in case (i)), or by either a a (global) positive constant times
the lengths of a fixed set of generators in a QH vertex group in Λi, or the length of
a generator of an edge group in Λi that becomes a dominant edge group in some
Λi′ for some i
′ ≥ i in case (ii).
By the properties of the stable abelian decomposition Θi0 , and the structure of
the procedure for the construction of the abelian decompositions Λ1, . . . , for some
index j0 > i, the lengths of the fixed set of generators of a QH vertex group in Λi,
or an edge group in Λi, that are contained in a QH vertex group Q in Θi0 , that does
not appear as a QH vertex group in any of the abelian decompositions Λj , j ≥ i0,
multiplied by some positive constants, have to be bigger than the lengths of the
fixed sets of generators of all the QH vertex groups and the lengths of generators of
all the edge groups in the abelian decompositions Λj , j ≥ j0, for edge groups and
QH vertex groups that are contained in the QH vertex group Q in Θi0 .
Hence, if the element q is elliptic in the limit action on the real tree Y , all the
QH vertex groups and all the edge groups that appear in Λj for j ≥ j0, and are
contained in Q, must fix points in Y , which means that the entire QH vertex group
Q in Θi0 that contains the non-peripheral element q must fix a point in Y .

Edge groups and the boundary elements of QH vertex groups in Θi0 , that appear
in some abelian decomposition Λj , for some j ≥ i0, have to be fix points in the
limit tree Y . From the graph of groups Θi0 we take out all the edge groups and
all the QH vertex groups that appear in some abelian decomposition Λj for some
j ≥ i0. We denote the obtained (possibly disconnected) graph of groups Θˆ. Θˆ
contains QH vertex groups and non-QH vertex groups that are connected to them.
We restrict the homomorphisms {fi} to the fundamental groups of each of the
connected components in Θˆ. By lemma 6.5 if a component of Θˆ contains a QH
vertex group, then the restrictions of the sequence {fi} to the fundamental group
of that component subconverges into an action of a real tree, such that the abelian
decomposition that is associated with that action, contains one or more QH vertex
groups from Θˆ, that are also QH vertex groups in Θi0 .
We continue the refinement process by erasing these QH vertex groups from Θˆ,
and restrict the homomorphisms {fi} to the fundamental components of connected
components in the remaining graph of groups. By lemma 6.5, after finitely many
such revisions of the graph of groups Θˆ (i.e. erasing the QH vertex groups that
were visible), we uncover all the QH vertex groups in Θi0 that do not appear as
QH vertex groups in an abelian decomposition Λj for j ≥ i0.
Now, starting with the abelian decomposition ∆, that was read from the original
faithful action of the limit group L on the limit tree Y , possibly refining ∆ using
the QH vertex groups and the edge groups from Θi0 that appear in some abelian
decomposition Λj for some j ≥ i0, and further refining the obtained decomposition
using the uncovered QH vertex groups, we finally obtain the stable dominant abelian
decomposition Θi0 . This concludes the proof of proposition 6.4.

Let j0 ≥ i0 be an index for which all the QH vertex groups in Θi0 that appear in
some Λj for some j ≥ i0, already appear in Λj for some j0 ≤ j ≤ i0. Proposition 6.4
enables us to replace the suffix of the sequence of abelian decompositions, Λi0 , . . . ,
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with a finite resolution Λi0 , . . . ,Λj0 ,Θi0 , and hence the entire sequence Λ1, . . .
with the finite resolution: Λ1, . . . ,Λj0 ,Θi0 . Furthermore, we may continue with
the sequence of pair homomorphisms {fi}, that are obtained from a subsequence
of the pair homomorphisms that we started with {hn}, by precomposing them
with automorphisms from the modular groups that are associated with the abelian
decompositions that appear along the finite resolution.
We continue to the next step starting with the sequence of homomorphisms
{fi}, and the abelian decomposition Θi0 . In the abelian decomposition that is ob-
tained from a subsequence of homomorphisms that were obtained from the homo-
morphisms {fi} by precomposing them with automorphisms from the (dominant)
modular group of Θi0 , either a dominant edge group or a dominant non-QH vertex
group is not elliptic.
At this point we repeat the whole construction of a sequence of abelian decom-
positions. If the sequence terminates after a finite number of steps the conclusion
of theorem 6.1 follows. Suppose it ends up with an infinite sequence of abelian
decompositions.
Note that for any abelian decomposition Λi along this sequence, after finitely
many steps there exists an abelian decomposition Λi′ for some i
′ ≥ i, with a dom-
inant edge group. This means that the dominant edge group in Λi′ is not elliptic
in Λi′+1. Furthermore, as long as the boundary elements of a QH vertex group Q
in Λi remain elliptic in the next abelian decompositions, the QH vertex group Q
remains a QH vertex group in the next abelian decompositions.
Using proposition 6.4, we can replace the suffix of the sequence with a finite
resolution that stably dominates the entire sequence (see definition 6.2).
We continue iteratively. At each step we start with a sequence of homomorphisms
that are obtained from a subsequence of the homomorphisms {hn} by precomposing
them with automorphisms from the modular groups of the abelian decompositions
that appear along the previously constructed finite resolution. We continue for a
single step, so that at least one dominant edge group or a dominant vertex group
in the previous abelian decomposition is not elliptic. Then we either associate with
the shortened sequence of homomorphisms a finite resolution, that completes the
proof of theorem 6.1, or we associate with it an infinite sequence of abelian decom-
positions. By proposition 6.4 a suffix of this last infinite sequence can be replaced
by a finite resolution that ends with a stable dominant abelian decomposition of it.
If this iterative procedure terminates after finitely many steps, the conclusion
of theorem 6.1 follows. Otherwise we obtained an infinite sequence of abelian de-
compositions. Note that the infinite sequence of abelian decompositions contains a
subsequence of abelian decompositions that contain QH vertex groups, and dom-
inant edge groups in the abelian decompositions from the subsequence are not
elliptic in the abelian decomposition that appears afterwards in the sequence.
Now, we apply proposition 6.4 to the sequence of abelian decompositions that
we constructed. By proposition 6.4 a suffix of the sequence can be replaced with a
finite resolution that terminates with the abelian decomposition that stably domi-
nates the original suffix of the sequence. Since the sequence of abelian decomposi-
tions contains a subsequence with QH vertex groups, the stable dominant abelian
decomposition must contain a QH vertex group as well. Since every abelian decom-
position in this subsequence contains a (dominant) edge that is not elliptic in the
next abelian decomposition, the stable dominant abelian decomposition contains
either 2 QH vertex groups, or a single QH vertex group with an associated surface
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group S that is either:
(i) an orientable surface with χ(S) ≤ −2.
(ii) a non-orientable surface with genus(S) + bnd(S) ≥ 3, where bnd(S) is the
number of boundary components of the surface S.
We repeat the whole construction starting with the abelian decomposition that
we obtained and the subsequence of homomorphisms that is associated with it ac-
cording to the construction that is used in the proof of proposition 6.4. Either the
construction terminates in finitely many steps, or we get a sequence of abelian de-
compositions that has a subsequence that satisfies the properties that the previous
stably dominant abelian decomposition satisfied, and in each abelian decomposition
from the subsequence there exists a dominant edge group that is not elliptic in the
next abelian decomposition.
Once again we apply proposition 6.4 to the constructed sequence of abelian
decompositions. The stable dominant abelian decomposition of the sequence has
to contain QH vertex groups with topological complexity that is bounded below by
a larger lower bound. Hence, it either contains at least 3 QH vertex groups, or 2
QH vertex groups so that at least one of them satisfies properties (1) or (2), or a
single QH vertex group with an associated surface group S that is either orientable
with χ(S) ≤ −3 or non-orientable with genus(S) + bnd(S) ≥ 4.
We continue iteratively. Since after each iteration (of the entire construction) we
obtain an abelian decomposition that contain QH vertex groups with topological
complexity that is bounded below by larger and larger bounds, and since the ob-
tained abelian decompositions are all dominated by the JSJ decomposition of the
freely-indecomposable limit group L, the procedure has to terminate after finitely
many iterations, and the obtained resolution satisfies the conclusions of theorem
6.1.

So far we assumed that L is freely indecomposable and contains no non-cyclic
abelian groups. To get a conclusion similar to the one that appears in theorem
6.1 in the presence of non-cyclic abelian subgroups, we need to slightly modify it.
Instead of using only the modular group or the dominant modular group, we need
to further allow generalized Dehn twists in the presence of a non-cyclic abelian
group, i.e., we further allow Dehn twists in roots of the the values of a generator
of an edge group (in case the edge group belongs to a non-cyclic maximal abelian
subgroup), and not just modular automorphisms.
Definition 6.6. Let (S, L) be a pair in which L is freely indecomposable limit
group, and let Λ be an abelian decomposition that is associated with this pair (L is
the fundamental group of Λ). Let h : (S, L)→ (FSk, Fk) and f : (S, L)→ (FSk, Fk)
be two pair homomorphisms. We say that f is obtained from h using generalized
Dehn twists if:
(i) there exists a pair homomorphism hˆ : (S, L) → (FSk, Fk) that is obtained
from h by precomposing it with a modular automorphism of Λ: hˆ = h ◦ ϕ,
ϕ ∈Mod(Λ).
(ii) suppose that A < L is a non-cyclic maximal abelian subgroup, and A is
not elliptic in Λ. Let A0 be the maximal abelian subgroup in A that is
elliptic in Λ, and let A = A0+ < a1, . . . , aℓ >. Then f is obtained from hˆ
by modifying the values of the (non-elliptic) generators a1, . . . , aℓ, that is
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replacing hˆ(ai) by elements in Fk that are in the maximal cyclic subgroup
that contains hˆ(A), in (possibly) all the (finitely many conjugacy classes of)
non-cyclic maximal abelian subgroups A < L that are not elliptic in Λ.
We say that a pair homomorphism f is obtained from a homomorphism h using
dominant generalized Dehn twists if:
(iii) there exists a pair homomorphism hˆ : (S, L) → (FSk, Fk) that is obtained
from h by precomposing it with a dominant modular automorphism of Λ:
hˆ = h ◦ ϕ, ϕ ∈MXMod(Λ).
(iv) f is obtained from hˆ by modifying the values of the (non-elliptic) generators
a1, . . . , aℓ, that is replacing hˆ(ai) by elements in Fk that are in the maxi-
mal cyclic subgroup that contains hˆ(A), in (possibly) all the (finitely many
conjugacy classes of) non-cyclic maximal abelian subgroups A < L that are
not elliptic in Λ, and in which the maximal elliptic subgroup A0 < A is
dominant.
Note that in general f is not obtained from h by a precomposition with a modular
automorphism, and that apart from the degenerate case in which f(A) is trivial, the
relation of being obtained using (dominant) generalized Dehn twists is symmetric.
Also, note that generalized Dehn twists are used in studying systems of equations
with parameters over a free group (see sections 9-10 in [Se1]).
The addition of generalized Dehn twists enable us to use our treatment of non-
cyclic abelian subgroups in sections 2 (theorem 2.1) and 3 and generalize the state-
ment of theorem 6.1 to include all pairs (S, L) with L a general freely indecompos-
able limit group.
Theorem 6.7. Let (S, L) be a pair, where L is a freely indecomposable limit group,
and let s1, . . . , sr be a fixed generating set of the semigroup S. Let {hn : (S, L) →
(FSk, Fk)} be a sequence of pair homomorphisms that converges into a faithful
action of L on a real tree Y .
Then there exists a resolution:
(S1, L1)→ (S2, L2)→ . . .→ (Sm, Lm)→ (Sf , Lf )
that satisfies the following properties:
(1) (S1, L1) = (S, L), and ηi : (Si, Li) → (Si+1, Li+1) is an isomorphism for
i = 1, . . . , m− 1 and ηm : (Sm, Lm)→ (Sf , Lf) is a proper quotient map.
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ m, there is an associated abelian
decomposition that we denote Λi.
(3) there exists a subsequence of the homomorphisms {hn} that factors through
the resolution. i.e., each homomorphism hnr from the subsequence, is ob-
tained from a homomorphism of the terminal pair (Sf , Lf ) using a com-
position of a modification that uses generalized Dehn twists that are as-
sociated with Λm, and modular automorphisms that are associated with
Λ1, . . . ,Λm−1.
Proof: Suppose that L is freely indecomposable and does contain a non-cyclic
abelian group. If all the non-cyclic abelian groups in L remain elliptic in all the
abelian decompositions that are constructed along the iterative procedure that was
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used in the proof of theorem 6.1 in case there is no non-cyclic abelian groups, i.e., in
the iterative applications of the construction that is used in the proof of proposition
6.4, the same construction proves the conclusion of theorem 6.1.
Suppose that at some step along an application of the iterative procedure that
is used in the proof of proposition 6.4, a non-cyclic (maximal) abelian subgroup
A < L is non-elliptic in an abelian decomposition Λi, that is associated with a
corresponding (faithful) action of L on a corresponding limit tree Yi.
In that case A is either the set stabilizer of an axial component or it is the set
stabilizer of a line in the simplicial part of Yi. Let A0 < A be the point stabilizer
of the axial component with set stabilizer A or of the axis of A.
A0 is the stabilizer of an edge in Λi. If A0 is not dominant, we don’t include
Dehn twists along elements of A in the dominant modular group of Λi, and proceed
with the procedure that is used in the proof of theorem 6.1 as long as A0 is not
dominant. The abelian decompositions that we consider in all the steps of the
procedure in which A0 is not dominant, are abelian decompositions relative to A0.
If A0 remains not dominant along the entire procedure, the procedure that is
used in proving proposition 6.4 and its conclusions remain valid. Suppose that at
some step j, A0 is dominant. A = A0+ < a1, . . . , aℓ >. By theorem 2.1 in the
axial case, and in case A acts simplicially, when A0 is dominant we can modify
a subsequence of the homomorphisms {hn} using generalized Dehn twists along
A (that do not change A0), so that the images of a1, . . . , aℓ under the modified
homomorphisms are identified with fixed elements in A0. Hence the modified se-
quence of homomorphisms converges into a limit group in which the image of A is
A0. Therefore, the modified sequence of homomorphisms converges into a proper
quotient of the limit group L, and the conclusion of theorem 6.6 follows.

Theorem 6.7 proves that given a pair (S, L) in which L is freely indecomposable,
and a sequence of pair homomorphisms {hn : (S, L) → (FSk, Fk)}, that converges
into a faithful action of L on some real tree, it is possible to extract a subsequence
that factors through a finite resolution of the pair (S, L) that terminates in a proper
quotient of the pair (S, L). Using a compactness argument it is not difficult to apply
the conclusion of theorem 6.7 and get a Makanin-Razborov diagram for a pair
(S, L), when L is a restricted limit group with no freely decomposable restricted
limit quotients.
Let FSk =< a1, . . . , ak > be a free semigroup that generates the free group Fk,
and let (S, L) be a restricted pair, i.e., a pair that contains the subpair (FSk, Fk).
Suppose that the pair (S, L) does not admit a quotient restricted map η : (S, L)→
(Sˆ, Lˆ) with the following properties:
(1) η maps the subpair (FSk, Fk) < (S, L) monomorphically onto the corre-
sponding subpair (FSk, Fk) < (Sˆ, Lˆ).
(2) Lˆ admits a non-trivial free decomposition in which η(Fk) is contained in a
factor.
The restricted pair (S, L) is in particular freely indecomposable with respect
to the subpair (FSk, Fk), and so is every restricted quotient of (S, L). Given a
sequence of homomorphisms {hn : (S, L) → (FSk, Fk)}, it is possible to extract
a subsequence that converges into a faithful action of some restricted quotient
(S0, L0) of (S, L). By theorem 6.7 it is possible to further extract a subsequence
that factors through a resolution that terminates in a proper quotient of (S0, L0).
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Applying theorem 6.7 iteratively, finitely many times, it is possible to extract a
further subsequence that factors through a resolution:
(S0, L0)→ (S2, L2)→ . . .→ (Sm, Lm)→ (FSk, Fk)
that terminates in the standard pair (FSk, Fk), and in which some of the epimor-
phisms: ηi : (Si, Li)→ (Si+1, Li+1) are isomorphisms and some are proper quotient
maps. with each of the pairs (Si, Li), 1 ≤ i ≤ m, there is an associated abelian
decomposition that we denote Λi, with which we naturally associate a modular
group.
Although f.g. subsemigroups of limit groups need not be f.p. in general, a pair
(S, L) in which L is a limit group and S is a f.g. subsemigroup of L is naturally a
finitely presented object. Hence, a resolution of the form:
(S0, L0)→ (S2, L2)→ . . .→ (Sm, Lm)→ (FSk, Fk)
together with the abelian decompositions that are associated with the various re-
stricted pairs (Si, Li) can be encoded using a finite amount of data. In particular,
there are only countably many such resolutions (that are associated with conver-
gent restricted pair homomorphisms of a given pair (S, L)), and we can order these
resolutions using their finite encoding.
Theorem 6.8. Let (S, L) be a restricted pair, that has no restricted quotient (Sˆ, Lˆ)
in which Lˆ admits a free decomposition relative to (the embedding of) Fk. Then
there are finitely many resolutions of the form that is constructed in theorem 6.7:
(S0, L0)→ (S2, L2)→ . . .→ (Sm, Lm)→ (FSk, Fk)
where (S0, L0) is restricted quotient pair of (S, L) , such that:
(1) every restricted pair homomorphism, h : (S, L)→ (FSk, Fk), factors through
at least one of these finitely many resolutions.
(2) for each of the resolutions in the collection, there exists a sequence of ho-
momorphisms: {hn : (S, L) → (FSk, Fk)}, that converges into a faithful
action of the initial pair (S0, L0) on a real tree with an associated abelian
decomposition (after the refinement that is used in the proof of proposition
6.4) Λ0.
Furthermore, the sequence of homomorphisms {hn} can be modified us-
ing modular automorphisms and generalized Dehn twists that are associated
with the abelian decompositions: Λ0, . . . ,Λm, to get sequences of pair ho-
momorphisms {h1n}, . . . , {h
m
n }. Each of these modified sequences of homo-
morphisms {hin} converges into a faithful action of the pair (Si, Li) on a
real tree.
Proof: Let {h | h : (S, L) → (FSk, Fk)} be the collection of all the restricted pair
homomorphisms of the pair (S, L). We look at all the possible subsequences of such
homomorphisms {hn}, that converge into quotients of (S, L), with which we can
associate a resolution:
(S0, L0)→ (S2, L2)→ . . .→ (Sm, Lm)→ (FSk, Fk)
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by iteratively applying theorem 6.7. Note that each of these constructed resolutions
satisfy part (2) of the theorem.
Each such resolution can be encoded using finite amount of data, in particular,
there are countably many such resolutions, and we can order them using the finite
encoding. We argue that the collection of all the pair homomorphisms of (S, L)
factor through a finite collection of these resolutions.
Suppose that finitely many do not suffice. Then there exists a sequence of re-
stricted pair homomorphisms: {hn}, such that for every index n, hn does not factor
through the first n resolutions from the ordered countable set of resolutions that
were constructed. By iteratively applying theorem 6.7, from the sequence {hn}
we can extract a subsequence {hnr}, that factors through a resolution of form we
previously constructed:
(S0, L0)→ (S2, L2)→ . . .→ (Sm, Lm)→ (FSk, Fk)
But this resolution appears in the countable set of resolutions we associated with
the pair (S, L), hence, it appears in the ordered list. Therefore, for some index r0,
and for every r > r0, the subsequence of homomorphisms: {hnr} factors through
a resolution that appears in the ordered list of resolutions, a contradiction to the
choice of the homomorphisms {hn}.

Theorem 6.8 constructs a diagram that encodes all the homomorphisms from
a pair (S, L) into the standard pair (FSk, Fk). However, the construction of the
resolutions in the diagram, that mainly uses the iterative procedure that was used
in proving theorem 6.1 and proposition 6.4, does not guarantee that there exist se-
quences of homomorphisms that factor through them for which the corresponding
shortened homomorphisms converge into the pairs that appear along the resolu-
tions. i.e., the construction of the resolutions does not guarantee the existence of
test sequences or generic points for the resolutions in the diagram. To guarantee
the existence of such test sequences, we need to slightly modify the sequences of
homomorphisms that are used in the construction of the resolutions, i.e., those that
are used in the proof of proposition 6.4.
Theorem 6.9. Let (S, L) be a restricted pair, that has no restricted quotient (Sˆ, Lˆ)
in which Lˆ admits a free decomposition relative to (the embedding of) Fk. Then
there are finitely many resolutions of the form that is constructed in theorem 6.7:
(S0, L0)→ (S2, L2)→ . . .→ (Sm, Lm)→ (FSk, Fk)
where (S0, L0) is restricted quotient pair of (S, L) , such that parts (1) and (2) in
theorem 6.8 hold for these resolutions, and in addition:
(3) for each of the resolutions in the collection, there exists a sequence of ho-
momorphisms: {hn : (S, L)→ (FSk, Fk)}, that can be modified using mod-
ular automorphisms and generalized Dehn twists that are associated with
the abelian decompositions: Λ0, . . . ,Λm, to get sequences of pair homo-
morphisms {h1n}, . . . , {h
m
n }. Each of these modified sequences of homomor-
phisms {hin} converges into a faithful action of the pair (Si, Li) on a real tree
with an associated abelian decomposition (after an appropriate refinement)
Λi.
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Proof:

We call a finite collection of resolution that satisfies properties (1) and (2) in
theorem 6.8 and part (3) in theorem 6.9 a Makanin-Razborov diagram of the
restricted pair (S, L). Note that such a diagram is not canonical in general. We
view sequences of pair homomorphisms that satisfy part (3) with respect to one of
the resolutions in the diagram as generic points in the variety that is associated with
the pair (S, L). We later use such sequences of homomorphisms as a replacement
to test sequences that were used in [Se2] to construct formal solutions and obtain
generalized Merzlyakov theorems for AE sentences and formulas that are defined
over a given variety over a free semigroup.
§7. A Makanin-Razborov diagram
In section 6 we analyzed the collection of homomorphisms from a restricted pair
(S, L) into the standard pair (FSk, Fk), in case the pair (S, L) has no restricted
quotients (Sˆ, Lˆ), in which the restricted limit group Lˆ is freely decomposable (with
respect to the coefficient subgroup Fk), i.e., in which L is freely decomposable as a
restricted limit group.
In that case we managed to associate a Makanin-Razborov diagram with such a
restricted pair, that encodes all its pair homomorphisms, such that every resolution
in the diagram has a collection of generic points of homomorphisms that factor
through it (see theorem 6.9). Each of the resolutions in such a diagram terminates
with the standard pair (FSk, Fk).
In this section we generalize the construction of the Makanin-Razborov diagram
to include all possible pairs (S, L). To do that we need to generalize theorems 6.1
and 6.6 to include pairs with freely decomposable limit groups. We first present such
generalizations in case there are no Levitt components in the actions on the real
trees that we consider, and then omit this assumption, and allow Levitt components.
In both cases we use the machinery that was presented in section 6, to construct
a JSJ-like decompositions, that in the general case considers and encodes Levitt
components.
Definition 7.1. Let (S, L) be a pair. We say that (S, L) is Levitt-free if every
sequence of pair homomorphisms: {hn : (S, L)→ (FSk, Fk)} that converges into a
faithful action of L on some real tree, contains no Levitt (thin) components (for a
detailed description of Levitt components see [Be-Fe1] who call them thin).
Theorem 7.2. Let (S, L) be a Levitt-free pair, and suppose that the limit group
L contains no non-cyclic abelian subgroup. Let {hn : (S, L) → (FSk, Fk)} be a
sequence of pair homomorphisms that converges into a faithful action of L on a real
tree Y .
Then there exists a resolution:
(S1, L1)→ . . .→ (Sf , Lf )
that satisfies the following properties:
(1) (S1, L1) = (S, L), and ηi : (Si, Li) → (Si+1, Li+1) is an isomorphism for
i = 1, . . . , f − 2 and ηf−1 : (Sf−1, Lf−1)→ (Sf , Lf) is a quotient map.
90
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ f , there is an associated abelian
decomposition that we denote Λi. The abelian decompositions Λ1, . . . ,Λf−1
contain edges with trivial and cyclic edge stabilizers, QH vertex groups that
are associated with IET components, and rigid vertex groups.
(3) either ηf−1 is a proper quotient map, or the abelian decomposition Λf con-
tains separating edges with trivial edge groups. Each separating edge is
oriented.
(4) there exists a subsequence of the homomorphisms {hn} that factors through
the resolution. i.e., each homomorphism hnr from the subsequence, can be
written in the form:
hnr = hˆr ◦ ϕ
f−1
r ◦ . . . ◦ ϕ
1
r
where hˆr : (Sf , Lf )→ (FSk, Fk), each of the automorphisms ϕ
i
r ∈Mod(Λi),
where Mod(Λi) is generated by the modular groups that are associated with
the QH vertex groups, and by Dehn twists along edge groups with cyclic
stabilizers in Λi.
Each of the homomorphisms:
hinr = hˆr ◦ ϕ
m
r ◦ . . . ◦ ϕ
i
r
is a pair homomorphism hinr : (Si, Li)→ (FSk, Fk).
(5) if (Sf , Lf ) is not a proper quotient of (S, L), then the pair homomorphisms
hˆr are compatible with Λf . Let R1, . . . , Rv be the connected components of
Λf after deleting its (oriented) separating edges. The homomorphisms hˆr
are composed from homomorphisms of the fundamental groups of the con-
nected components R1, . . . , Rv, together with assignments of values from
FSk to the oriented separating edges. The homomorphisms of the fun-
damental groups of the connected components R1, . . . , Rv converge into a
faithful action of these groups on real trees with associated abelian decom-
positions: R1, . . . , Rv.
Proof: We modify the procedure that was used in proving theorem 6.1. Let Λ be
the abelian decomposition that is associated with the action of L on the limit tree
Y (that is obtained from the convergent sequence {hn}). If Λ contains a segment
in its simplicial part, and that segment has a trivial stabilizer, the conclusions of
the theorem follow.
By our assumptions, (S, L) is Levitt free, so as long as (S, L) is not replaced
by a proper quotient, none of the faithful actions of L on the limit trees that
are constructed along the procedure contain Levitt components. Suppose that
the action of L on the corresponding real tree is not geometric (in the sense of
[Be-Fe]). In that case we associate with the non-geometric action (with no Levitt
components), an approximating resolution (in the sense of [Be-Fe]) according to
the one that we constructed in theorem 2.9. The graph of groups that is associated
with that approximating resolution contains edges with trivial stabilizers, and a
subsequence of the given sequence of homomorphisms satisfies parts (4) and (5) of
the theorem according to theorem 2.9.
Therefore, we may assume that the action of L on the limit tree Y is geometric.
Hence, Y contains only IET and discrete components, and every segment in the
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discrete part of Y can be divided into finitely many non-degenerate segments with
(non-trivial) cyclic stabilizers. Therefore, if L is a free product of non-cyclic, freely
indecomposable limit groups, and Λ is the JSJ decomposition of L, L is replaced by
a proper quotient after shortening along the modular group of L, and the conclusion
of the theorem follows.
We start by refining the abelian decomposition Λ in a similar way to what we
did proving theorems 3.2 and 6.1. If a non-QH vertex group is connected only to
periodic edge groups (and in particular it is not connected to a QH vertex group),
we restrict the homomorphisms {hn} to such a vertex group and obtain a non-
trivial splitting of it in which all the previous (periodic) edge groups are elliptic.
Hence, the obtained abelian decomposition of the non-QH vertex group can be
used to refine the abelian decomposition Λ. Repeating this refinement procedure
iteratively, we get an abelian decomposition that we denote Λ1.
We fix finite generating sets of all the edge groups and all the non-QH vertex
groups in Λ1. We divide the edge and non-QH vertex groups in Λ1 into finitely many
equivalence classes of their growth rates as we did the proof of theorem 6.1. Two
non-QH vertex groups or edge groups (or an edge and a non-QH vertex group) are
said to be in the same equivalence class if the maximal length of the images of their
finite set of generators have comparable lengths, i.e., the length of a maximal length
image of one is bounded by a (global) positive constant times the maximal length
of an image of other, and vice versa. After possibly passing to a subsequence, there
exists a class that dominates all the other classes, that we call the dominant class,
that includes (possibly) dominant edge groups and (possibly) dominant non-QH
vertex groups.
As in the freely indecomposable case, we denote by Mod(Λ1) the modular group
that is associated with Λ1. We set MXMod(Λ1) to be the dominant modular
group that is generated by Dehn twists along dominant edge groups and modular
groups of dominant QH vertex groups, i.e., those QH vertex groups that the lengths
of the images of their fixed sets of generators grow faster than the lengths of the
images of the fixed generators of dominant edge and vertex groups.
We start by using the full modular group Mod(Λ1). For each index n, we set the
pair homomorphism: h1n : (S, L)→ (FSk, Fk), h
1
n = hn ◦ϕn, where ϕn ∈Mod(Λ1),
to be a shortest pair homomorphism that is obtained from hn by precomposing
it with a modular automorphism from Mod(Λ1). If there exists a subsequence
of the homomorphisms {h1n} that converges into a proper quotient of the pair
(S, L), or that converges into a non-geometric action of L on a real tree, or into an
action that contains a segment in its simplicial part, and this segment can not be
divided into finitely many subsegments with trivial stabilizers, we set the limit of
this subsequence to be (Sf , Lf ), and the conclusion of the theorem follows with a
resolution of length 1.
Therefore, we may assume that every convergent subsequence of the homomor-
phisms {h1n} converges into a faithful action of the limit group L on some real tree.
In that case we use only elements from the dominant modular group,MXMod(Λ1).
Before we continue to the next abelian decomposition, we need to check if the
original sequence of homomorphisms, {hn}, does not contain a subsequence of
separable homomorphisms. We are going to look for subsequences of separable
homomorphisms in every step of the iterative procedure for the construction of the
sequence of abelian decompositions Λ1, . . . . The existence of such subsequence will
lead to a termination of the procedure, with an abelian decomposition that satisfies
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the conclusions of theorem 7.2.
Definition 7.3. Let (S, L) be a pair, and let: {un : (S, L) → (FSk, Fk)} be a
sequence of pair homomorphisms that converges into a faithful action of L on some
real tree Y . We say that the sequence {un} is separable if there exists a (reduced)
graph of groups ∆ with fundamental group L with the following properties and
additional data:
(1) the graph of groups ∆ is non-trivial and all its edges have trivial stabilizers.
We further assign orientation with each edge in ∆.
(2) with each non-trivial vertex group in ∆ we associate a base point. In addi-
tion there is a base point for the fundamental group L, that is placed in the
interior of one of the edges or it is one of the basepoints that are associated
with the vertex groups.
(3) with each edge in ∆ we associate a label. If the basepoint of L is in the in-
terior of an edge, then with that edge there are two labels that are associated
with the two parts of the edge.
(4) the homomorphisms {un} are composed from homomorphisms of the vertex
groups into Fk, and assignments of values in Fk to the labels that are asso-
ciated with the edges in ∆. Each element in L can be considered as a path
in ∆ that starts and ends in its basepoint. Hence, from the values that are
assigned to the labels, and the homomorphisms of the vertex groups (with
their basepoints), it is possible to read (uniquely) a homomorphism of L into
Fk.
(5) we extend the set of generators of the standard pair (FSk, Fk), by adding a
new free generator to the standard semigroup FSk for each label in ∆. We
denote the extended standard pair (FSm, Fm).
Given each of the homomorphisms un, it is possible to replace the val-
ues that are assigned with each of the labels that are associated with the
edges in ∆, to values that contain a single (positively oriented) appearance
of the generator that is associated with each label, and no appearances of
generators that are associated with the other labels, without changing the
homomorphisms of the vertex groups in ∆ to obtain a homomorphism uˆn.
The homomorphism uˆn should coincide with the original homomorphism
un if we map the (new) generators that are associated with the labels to the
identity. Furthermore, and for each index n, the homomorphism uˆn is a
pair homomorphism: uˆn : (S, L)→ (FSm, Fm).
If the sequence of homomorphisms, {hn}, contains a separable subsequence, the
conclusion of theorem 7.2 follows.
Proposition 7.4. Let (S, L) be a Levitt-free pair, and suppose that the limit group
L contains no non-cyclic abelian subgroup. Let {hn : (S, L) → (FSk, Fk)} be a
sequence of pair homomorphisms that converges into a faithful action of L on a real
tree Y .
Let {ut : (S, L) → (FSk, Fk)} be a separable subsequence of the sequence {hn}.
Then part (5) of theorem 7.2 holds for the subsequence {ut}.
Proof: With this separable subsequence there is an associated abelian decompo-
sition ∆ that satisfies all the properties that are listed in definition 7.3. Given ∆,
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and the separable sequence, {ut}, for every index t, we can associate with the ho-
momorphism ut, an extended pair homomorphism: uˆt : (S, L) → (FSm, Fm) that
satisfies the properties that are listed in part (5) of definition 7.3.
The sequence {uˆt} has a convergent subsequence (still denote {uˆt}). This con-
vergent subsequence converges into a faithful action of L on a real tree, Yˆ . The
abelian decomposition, Θ, that is associated with the action of L on Yˆ contains sep-
arating edges, that appear because of the extra free generators that appear (once)
in the values that are assigned to the labels that are associated with the edges in
∆. In particular, with each edge in ∆ there is a corresponding separating edge in
Θ. Hence, the conclusion of theorem 7.2 holds for the abelian decomposition, Θ.

For presentation purposes we first assume that Λ1, and all the next abelian
decompositions that are obtained along the iterative procedure do not contain any
QH vertex groups. In that case we continue iteratively, precisely as we did in the
freely indecomposable case.
First we shorten the homomorphisms {hn} using the dominant modular group,
MXMod(Λ1). We denote the shortened sequence of homomorphisms, {h
1
n}, and
after passing to a subsequence, assume that the obtained sequence converges into a
faithful action on a real tree Y2. If the action of the limit group L on the real tree
Y2 is not faithful, or if there is a segment in the simplicial part of Y2 that can not
be divided into subsegments with non-trivial stabilizers, or if the action of L on Y2
is not geometric, the conclusions of theorem 7.2 follow.
Hence, we may assume that the action of L on Y2 is geometric and faithful.
With the action of L on Y2 there is an associated abelian decomposition ∆2. By
our standard procedure ∆2 can be (possibly) refined to an abelian decomposition
Λ2. By our assumptions, Λ2 contains no QH vertex groups.
We first check if the sequence of abelian decomposition {h1n} contains a separable
subsequence. If it does theorem 7.2 follows. Otherwise, we associate with Λ2 its
modular group, Mod(Λ2), and its dominant modular group, MXMod(Λ2). We
first shorten using the ambient modular group, and if the action is faithful, we
shorten using the dominant modular group.
We continue iteratively, and either terminate after finite time, or obtain the
sequence of abelian decompositions, Λ1, . . . , and the corresponding sequences of
convergent shortened homomorphisms, that have no separable subsequences. As
in the freely indecomposable case, with the sequence of abelian decompositions,
Λ1, . . . we associate its stable dominant (abelian) decomposition.
Definition 7.5. Let (S, L) be a pair, and let Λ1, . . . be a sequence of abelian de-
compositions of L. With the sequence we associate its stable dominant abelian
decompositions, that generalizes the one presented in definition 6.2, in the case of
freely decomposable groups.
Note that given two abelian decompositions ∆1 and ∆2 of a limit group L, their
common refinement is the multi-graded abelian JSJ decomposition of L with respect
to the collection of (finitely many conjugacy classes of) subgroups that are elliptic
in both splittings, ∆1 and ∆2. The multi-graded abelian JSJ decomposition is an
abelian decomposition of a freely decomposable group, and hence includes free prod-
ucts, and starts with the multi-graded Grushko decomposition. For the definition of
the multi-graded JSJ decomposition see section 12 in [Se1].
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Associating an abelian decomposition (a common refinement) with every pair of
abelian decompositions of L, enables one to associate such a common refinement
with every finite sequence of abelian decompositions of L. Given a sequence of
abelian decompositions, Λ1, . . . , the (natural) complexities of the common refine-
ments of the prefixes, Λ1, . . . ,Λℓ, does not decrease with ℓ, and all these decom-
positions are bounded by the abelian JSJ decomposition of the limit group L (the
abelian JSJ of a freely decomposable group that starts with the Grushko decomposi-
tion, and then associates the abelian JSJ decomposition with each of the non-cyclic
freely indecomposable factors). Hence, the common refinements of the prefixes of
the sequence Λ1, . . . stabilize, and it is possible to associate a common refinement
with the entire sequence.
Therefore, it is possible to associate an abelian decomposition (common refine-
ment) with every suffix of the sequence, Λℓ, . . . . The complexities of these abelian
decompositions do not increase with ℓ, and every sequence of strictly decreasing
abelian decompositions of L terminates after a finite (in fact, bounded) time. We
define the stable dominant abelian decomposition of the sequence Λ1, . . . , to be the
minimal abelian decomposition that is associated with a suffix Λℓ, . . . , where the
minimum is with respect to all the suffixes of the sequence.
Let Θi0 be the stable dominant abelian decomposition of the sequence Λ1, . . . .
Suppose that Θi0 does not collapse to any free factors, i.e., no edges with trivial
stabilizers (only QH and rigid vertex groups, and edges with non-trivial cyclic
stabilizers).
We assumed that the sequence of abelian decompositions Λ1, . . . contains no QH
vertex groups. Hence, in case Θi0 contains no free products, the procedure that was
used to prove theorem 6.1 in case the abelian decompositions Λ1, . . . contain no QH
vertex groups (cf. proposition 6.3), proves the existence of a sequence of homomor-
phisms that converges into an action of L on a real tree, with an associated abelain
decomposition, that after a possible refinement, is identical to Θi0 . Therefore, in
this case the infinite sequence Λ1, . . . can be replaced by a finite sequence that ends
with Θi0 , precisely as we did in the freely indecomposable case.
Suppose that Θi0 collapses to free products. In that case, by the structure of
the iterative procedure for the construction of the abelian decompositions Λ1, . . .
(proposition 6.3), there exists a sequence of shortened homomorphisms that con-
verges into a geometric and faithful action of L on a real tree with an associated
abelian decomposition that can be further refined to be Θi0 . Since (S, L) is Levitt-
free the action on L on the limit tree contains only simplicial part and IET com-
ponents. Using an argument that we explain in more detail in the presence of QH
vertex groups in the sequel, the limit action of L must be geometric and the limit
tree contains no segment in its simplicial part, that can not be divided into segments
with non-trivial stabilizers. Furthermore, there must exist an index i1 ≥ i0, such
that all the edge groups in the abelian decompositions Λi, i > i1, either appear as
edges in Θi0 , or they correspond to s.c.c. in a QH vertex groups in Θi0 . In partic-
ular, the modular groups that are associated with all the abelian decompositions,
Λi1 , . . . , are contained in the modular group that is associated with Θi0 . Therefore,
the sequence of abelian decompositions, Λ1, . . . can be replaced by a finite sequence
that terminates with Θi0 .
At this point we still assume that the pair (S, L) is Levitt-free, but allow the
abelian decompositions in the sequel to be arbitrary, i.e., to contain QH vertex
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groups. We have already assumed that starting with the sequence {hn} contains
no separable subsequence, and that shortening it using the ambient modular group
Mod(Λ1), we get a sequence for which every subsequence is not separable (definition
7.3), and every convergent subsequence converges into a faithful action of L.
We use only the dominant modular group, MXMod(Λ1). We modify what we
did in the freely indecomposable case. First, we shorten the action of each of the
dominant QH vertex groups using the procedure that is used in the proof of propo-
sitions 2.7 and 2.8. For each of the dominant QH vertex groups, the procedures that
are used in the proofs of these propositions give us an infinite collections of pos-
itive generators, um1 , . . . , u
m
g , with similar presentations of the corresponding QH
vertex groups, which means that the sequence of sets of generators belong to the
same isomorphism class. Furthermore, with each of these sets of generators there
associated words, wmj , j = 1, . . . , r, of lengths that increase with m, such that a
given (fixed) set of positive elements can be presented as: yj = w
m
j (u
m
1 , . . . , u
m
g ).
The words wmj are words in the generators u
m
i and their inverses. However, they
can be presented as positive words in the generators umj , and unique appearances
of words tℓ, that are fixed words in the elements u
m
j and their inverses (i.e., the
words do not depend on m), and these elements tmℓ (u
m
1 , . . . , u
m
g ) are positive for
every m.
Given the output of the procedures that were used in propositions 2.7 and 2.8,
with each of the dominant QH vertex groups we associate a system of generators
u11, . . . , u
1
g (the integer g depends on the QH vertex group). Since an IET action
of a QH vertex group is indecomposable in the sense of [Gu], finitely many (fixed)
translates of each of the positive paths that are associated with the positive paths,
u1i1 , cover the positive path that is associated with u
1
i2
, and the positive paths
that are associated the words tℓ(u
1
1, . . . , u
1
g). As in the procedure in the freely
indecomposable case, the covering of the elements u1i1 by finitely many translates
of elements u1i2 guarantee that the ratios between their lengths along the iterative
(shortening) procedure that we use remain globally bounded.
Let Q be a QH vertex group in Λ1. With each of the generators sj , 1 ≤ j ≤ r,
we associate the (positive) path in the limit tree Y from the base point to the image
of the base point under sj (the path may be degenerate). Since the action of L on
the limit tree Y is geometric, such a path contains finitely many subpaths that are
contained in the orbit of an IET component that is associated with the QH vertex
group Q. Since the action of Q on its associated IET component is indecomposable,
given each non-degenerate subpath of the path that corresponds to a generator sj
and is contained in the IET component that is associated with Q, finitely many
translates of this non-degenerate subpath cover the paths that are associated with
the elements: tℓ and u
1
1, . . . , u
1
g that generate Q.
These coverings of the paths that are associated with the elements u11, . . . , u
1
g by
translates of the subpaths that is associated with sj , will guarantee that the lengths
of the subpaths that are associated with sj , along the entire shortening process that
we present, are bounded below by some (global) positive constant times the lengths
of the paths that are associated with the elements, u11, . . . , u
1
g along the process.
At this point we shorten the homomorphisms {hn} using the dominant modular
group MXMod(Λ1). For each homomorphism hn, we pick the shortest homo-
morphism after precomposing with an element from MXMod(Λ1) that keeps the
positivity of the given set of the images of the generators s1, . . . , sr, and the posi-
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tivity of the elements u11, . . . , u
1
g and tℓ, and keeps their lengths to be at least the
maximal length of the image of a generator of a dominant edge or vertex group
(the generators are chosen from the fixed finite sets of generators of each of the
vertex and edge groups). We further require that after the shortening, the image
of each of the elements u11, . . . , u
1
g and tℓ, will be covered by the finitely many
translates of them and of the paths that are associated with the relevant generators
s1, . . . , sr, that cover them in the limit action that is associated with Λ1. We fur-
ther require that if a path that is associated with one of the generators, s1, . . . , sr,
passes through an edge with a dominant edge group in Λ1, then after shortening
the path that is associated with such a generator contains at least a subpath that
is associated with the dominant edge group. This guarantees that the length of
such a generator remains bigger than the length of the dominant edge group along
the entire procedure. We (still) denote the obtained (shortened) homomorphisms
{h1n}.
By the shortening arguments that are proved in propositions 2.7 and 2.8, the
lengths of the images, under the shortened homomorphisms {h1n}, of the elements
u11, . . . , u
1
g and tℓ, that are associated with the various dominant QH vertex groups,
and the lengths of the elements, s1, . . . , sr, are bounded by some constant c1 (that
is independent of n) times the maximal length of the images of the fixed generators
of the dominant vertex and edge groups.
As in the freely indecomposable case, we pass to a subsequence of the homomor-
phisms {h1n} that converges into an action of L on some real tree with an associated
abelian decomposition ∆2. If the action of L is not faithful, the conclusions of the-
orem 7.2 follow, hence, we may assume that the action of L is faithful. If the action
of L is not geometric or contains a non-degenerate subsegment in its simplicial part,
that can not be divided into finitely many subsegments with non-trivial stabilizers,
the conclusion of theorem 7.2 follow. If there exists a subsequence of the homo-
morphisms {h1n} that are separable (see definition 7.3), theorem 7.2 follow. Hence,
we may assume that there {h1n} does not contain a separable subsequence, that
the action of L is geometric, and that every segment in the simplicial part can be
divided into finitely many segments with non-trivial stabilizers.
We further refine ∆2 as we did in the freely indecomposable case., We restrict
(a convergent subsequence of) the homomorphisms {h1n} to non-QH vertex groups
that are connected only to periodic edge groups, as we did with Λ, and construct
an abelian decomposition that we denote ∆ˆ2.
Let Q be a dominant QH vertex group in Λ1, so that all its boundary ele-
ments are elliptic in ∆ˆ2. i.e., every boundary element is contained in either an
edge group or in a non-QH vertex group in ∆ˆ2. With the original sequence of
homomorphisms, {hn}, and the shortened sequence, {h
1
n}, we associate a new (in-
termediate) sequence of homomorphisms. Each homomorphism, h1n, is obtained
from hn, by precomposition with a (shortened) automorphism from the dominant
modular group, ϕn ∈ MXMod(Λ1). ϕn is a composition of elements from the
modular groups of dominant QH vertex group in Λ, and Dehn twists along edges
with dominant edge groups. We set τn ∈MXMod(Λ1) to be a composition of the
same elements from the modular groups of dominant QH vertex groups in Λ1, that
are not the dominant QH vertex group Q, and the same Dehn twists along edges
with dominant edge group as the shortened homomorphism ϕn. Let µn = hn ◦ τn.
The sequence of homomorphisms µn, converges into a faithful action of L on a
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real tree, with an associated abelian decomposition ΓQ, that has a single QH vertex
group, a conjugate of Q, and possibly several edges with non-trivial edge groups,
that are edge in both Λ1 and ∆ˆ2.
Suppose that the abelian decompositions, ∆ˆ2 and ΓQ, have a common refine-
ment, in which a conjugate ofQ appears as a QH vertex group, and all the edges and
QH vertex groups in ∆ˆ2 that do not correspond to s.c.c. or proper QH subgroups
of Q also appear in the common refinement (the elliptic elements in the common
refinement are precisely those elements that are elliptic in both ΓQ and ∆ˆ2). This,
in particular, implies that all the QH vertex groups that can not be conjugated into
Q, and all the edge groups in ∆ˆ2 that can not be conjugated into non-peripheral
elements in Q are elliptic in ΓQ. In case there exists such a common refinement,
we replace ∆ˆ2 with this common refinement. We repeat this possible refinement
for all the QH vertex groups in Λ1 that satisfy these conditions (the refinement
procedure does not depend on the order of the QH vertex groups in Λ1 that satisfy
the refinement conditions). We denote the obtained abelian decomposition, Λ2.
At this point, we modify the shortened homomorphisms, {h1n}, that converge into
a faithful limit action of L on a limit tree from which the abelian decomposition Λ2 is
obtained, by precomposing them with a fixed automorphism, ψ1, from the dominant
modular group MXMod(Λ1). This precomposition is needed to guarantee the
validity of certain inequalities between the lengths, or the ratios of lengths, of a
finite set of elements. This finite set include:
(1) the fixed set of generators of dominant QH vertex groups and generators of
dominant edge groups in Λ1.
(2) the (fixed) generators, s1, . . . , sr.
(3) the fixed set of generators of some of the QH vertex groups and some of the
edge groups in Λ2.
Let Q21, . . . , Q
2
f , and E
2
1 , . . . , E
2
v , be those QH vertex groups and edge groups in
Λ2, for which at least one of the fixed set of generators of the dominant QH vertex
groups, and dominant edge groups in Λ1, is not elliptic with respect to them. i.e.,
if we collapse Λ2 to contain a single QH vertex group Q
2
i , ΓQ2i , or a single edge
group E2i , ΓE2i , then there exists a generator of a dominant QH vertex group or
a dominant edge group in Λ1 that is mapped to a non-elliptic element in that
collapsed abelian decomposition.
Note that every non-dominant QH vertex group or edge group in Λ1 is a QH
vertex group or an edge group in Λ2. Hence, in choosing a fixed automorphism
that we use in order to modify the shortened homomorphisms, {h1n}, we are not
concerned with these non-dominant vertex and edge groups.
Each generator sj , j = 1, . . . , r, can be written in a normal form with respect
to Λ1. Let b1, . . . , bt ∈ L be the collection of elements in the (fixed) normal forms
of s1, . . . , sr, that are contained in non-QH vertex groups, or in an edge group
that is adjacent only to QH vertex groups in Λ1. Each of the elements b1, . . . , bt
can be represented in a normal form with respect to the abelian decomposition
Λ2. In particular, with each of the elements b1, . . . , bt, it is possible to associate a
(possibly empty) collection of paths in the IET components that are associated with
Q21, . . . , Q
2
f , and segments in the simplicial part of Y2 (the tree that is associated
with Λ2), and are associated with E
2
1 , . . . , E
2
v .
Before shortening the fixed set of generators of the dominant QH vertex groups
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in Λ1, and the generators, s1, . . . , sr, we used the shortening procedure that was
applied in proving propositions 2.7 and 2.8. These propositions give us a sequence of
automorphisms of these QH vertex groups, that preserve positivity and the demon-
stration of the indecomposibility by a cover of finitely many (fixed) translates, that
we can now use to make the set of generators of the QH vertex groups longer, as
well the paths in the corresponding IET components in the associated limit tree
Y1, that are associated with the set of generators, s1, . . . , sr.
For each dominant QH vertex group Q in Λ1 we denote such an automorphism
ϕQ. For each dominant edge E in Λ1 we denote the corresponding (positive) Dehn
twist by ϕE . We set the (fixed) automorphism ψ1 ∈MXMod(Λ1), that we precom-
pose with the sequence of shortened homomorphisms {h1n}, to satisfy the following
properties:
(1) Let Q1, . . . , Qℓ be the dominant QH vertex groups in Λ1, and E1, . . . , Es
be the dominant edge groups in Λ1. Then for some positive integers α1, αℓ
and β1, . . . , βs:
ψ1 = ϕ
α1
Q1
◦ . . . ◦ ϕαℓQℓ ◦ ϕ
β1
E1
◦ . . . ◦ ϕβsEs .
(2) with each element g ∈ L it is possible to associate (possibly empty) fi-
nite collection of paths in the IET components that are associated with
(conjugates of) Q21, . . . , Q
2
f (QH vertex groups in Λ2), and segments in the
simplicial part that are associated with E21 , . . . , E
2
v .
Let u1, . . . , ug be the fixed set of generators of a dominant QH vertex
group Q in Λ1. If there are some non-degenerate segments that are asso-
ciated with uj in the IET component that is associated with a (conjugate
of a) QH vertex group Q2i , then the total lengths of the segments that are
associated with ϕ
αQ
Q (uj) in the IET components that are associated with
conjugates of Q2i , are at least twice the total length of the segments that
are associated with all the elements b1, . . . , bt in the IET component that
are associated with conjugates of Q2i . Furthermore, this lower bound on the
ratios between the total lengths of paths can be demonstrated by finitely
many translations of subpaths in these paths. This demonstration guar-
antees that the lower bounds on the ratios remain valid along the entire
process.
If the path that is associated with uj in the limit tree that is associated
with Λ2, contains a subsegment that is associated with (a conjugate of) an
edge group E2i , then the number of such subsegments (that are associated
with conjugates of E2i ) in the path that is associated with ϕ
αQ
Q (uj) is at least
twice the total appearances of such subsegments (associated with conjugates
of E2i ) in the paths that are associated with: b1, . . . , bt.
(3) Let sj be one of the fixed set of generators s1, . . . , sr. Suppose that there
are some non-degenerate subsegments that are contained in the path that
is associated with sj in the IET components that are associated with con-
jugates of a dominant QH vertex group Q in Λ1.
Suppose that in the path that is associated a generator from the fixed
(finite) set of generators of Q in the real tree that is associated with Λ2,
there exist some subpath in an IET component that is associated with a
QH vertex group Q2i in Λ2.
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Then the total lengths of the subpaths that are associated with ϕ
αQ
Q (sj)
in the IET components that are associated with conjugates of Q2i , are at
least twice the total length of the subpaths that are associated with all
the elements b1, . . . , bt in the IET components that are associated with
conjugates of Q2i . Furthermore, this lower bound on the ratios between the
total lengths of paths can be demonstrated by finitely many translations
of subpaths in these subpaths. This demonstration guarantees that these
lower bounds on the ratios remain valid along the entire process.
Suppose that in the path that is associated with a generator from the
fixed (finite) set of generators of Q in the real tree that is associated with
Λ2, there is a non-degenerate subsegment in the simplicial part of the real
tree that is associated with a conjugate of an edge group E2i in Λ2.
Then the number of such subsegments (that are associated with conju-
gates of E2i ) in the path that is associated with ϕ
αQ
Q (sj) is at least twice the
total appearances of such subsegments (associated with conjugates of E2i )
in the paths that are associated with: b1, . . . , bt.
(4) Suppose that the path that is associated with sj in the tree that is asso-
ciated with Λ1, contains non-degenerate subsegments that are associated
with conjugates of a dominant edge group E in Λ1. Suppose that in the
path that is associated a generator of E in the real tree that is associated
with Λ2, there exist some subpath in an IET component that is associated
with a QH vertex group Q2i in Λ2.
Then with the path that is associated with the element ϕβEE (sj) in the
limit tree that is associated with Λ2, the total lengths of the subpaths that
are in the IET components that are associated with conjugates of Q2i , are
at least twice the total length of the subpaths that are associated with
all the elements b1, . . . , bt in the IET components that are associated with
conjugates of Q2i . Furthermore, this lower bound on the ratios between the
total lengths of paths can be demonstrated by finitely many translations of
subpaths in these subpaths.
Suppose that in the path that is associated a generator of E in the real
tree that is associated with Λ2, there is a non-degenerate subsegment in the
simplicial part of the real tree that is associated with a conjugate of an edge
group E2i in Λ2.
Then the number of such subsegments (that are associated with conju-
gates of E2i ) in the path that is associated with ϕ
βE
E (sj) is at least twice the
total appearances of such subsegments (associated with conjugates of E2i )
in the paths that are associated with: b1, . . . , bt.
This concludes the construction of the homomorphisms that are associated with
the second level, that are set to be: {h1n ◦ ψ1}. Note that each homomorphism h
1
n
can be presented as: h1n = hn ◦ ν
1
n, where ν
1
n and ψ1 are automorphisms from the
dominant modular group MXMod(Λ1).
We assign weight 1 with every QH vertex group and every edge group in Λ2 that
are also a QH vertex group or an edge group in Λ1. We also assign weight 1 with
every QH vertex group and every edge group in Λ2, for which there a generator of
a dominant QH vertex group or a dominant edge group in Λ1, such that the path
that is associated with that generator in the tree that is associated with Λ2, has a
subpath in an IET component that is associated with a conjugate of the QH vertex
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group in Λ2, or a subpath in the simplicial part of that tree that is associated with
the edge group in Λ2. We assign weight 2 with every other QH vertex group or
edge group in Λ2.
With the abelian decomposition Λ2 we associate its modular group, Mod(Λ2),
and its dominant modular group, MXMod(Λ2). As we did in the freely indecom-
posable case, and in the first case, we first shorten the homomorphisms, {h1n ◦ψ1},
using the ambient modular group, Mod(Λ2). We denote the obtained sequence
of homomorphisms, {h2n}. If there exists a subsequence of the homomorphisms,
{h2n}, that is either separable, or that converges into a non-faithful action of L on
some real tree, the conclusions of theorem 7.2 follow for this subsequence, and the
procedure terminates.
Hence, in the sequel we assume that {h2n} has no separable subsequence or a
subsequence that converges into a non-faithful action of L on a real tree. In this
case we use only the dominant modular group, MXMod(Λ2), and modify what we
did in the first step.
First, the shortening of the homomorphisms, {h1n ◦ ψ1}, using the dominant
modular group, MXMod(Λ2), requires to preserve the positivity of the fixed set
of generators of the semigroup S, s1, . . . , sr, and the fixed sets of generators of the
QH and edge groups in the abelian decompositions, Λ1 and Λ2. In particular, it
is required to preserve the positivity of the paths that are associated with these
elements and are contained in IET components that are associated with conjugates
of dominant QH vertex groups in Λ2. In addition the shortening is required to
preserve the finitely many equivariance restrictions that we imposed on these paths,
i.e., the overlaps of these paths with translates of themselves, that sample the
indecomposibility of the IET components, and guarantee that certain inequalities
between lengths of these paths will hold in the sequel, and in particular after the
shortenings.
As we did in the freely indecomposable case, in addition to these elements, in
shortening usingMXMod(Λ2), we also consider the elements in the ball of radius 2
in the Cayley graph of L w.r.t. the generating set s1, . . . , sr. Note that elements of
length 2 need not be positive nor negative, but they may rather contain a positive
and a negative subsegments. Still, the shortening procedure that is presented in
section 2 for abelian, QH, and Levitt components, works precisely in the same way,
when the path that is associated with an element contains finitely many oriented
(positively or negatively) subsegments, and not only in case the entire path is
oriented.
As in the freely indecomposable and in the first step, we first shorten the action
of each of the dominant QH vertex groups in Λ2 using the procedure that is used
in the proof of propositions 2.7 and 2.8. This, in particular, associates a fixed set
of generators with each dominant QH vertex group, and a further finite collection
of words, so that their positivity implies the positivity of a finite collection of given
paths under an infinite sequence of modular automorphisms (see the description in
the freely indecomposable case in the proof of proposition 6.4).
As in the first step, using the indecomposibility of an IET components, finitely
many (fixed) translates of each of the positive paths that are associated with each of
the fixed generators of a QH vertex group cover the paths that are associated with
the other generators. This coverings guarantee that the ratios between their lengths
along the iterative (shortening) procedure that we use remain globally bounded. We
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do the same to paths that are associated with elements in the ball of radius 2 of
L and pass through an IET component, and to paths that are associated with
generators of QH vertex groups in Λ1 and pass through IET components.
At this point we shorten the homomorphisms {h1n ◦ ψ1} using the dominant
modular group MXMod(Λ2), precisely as we did in the first step, but keeping the
positivity and the equivariance of a larger set of elements that is specified in the
beginning of this step. We (still) denote the obtained (shortened) homomorphisms
{h2n}. We pass to a subsequence of the homomorphisms {h
2
n} that converges into an
action of L on some real tree with an associated abelian decomposition ∆3. If the
action of L is not faithful, or if the sequence {h2n} contains a separable subsequence,
the conclusions of theorem 7.2 follow and the procedure terminates. Hence, we may
assume that the action of L is faithful, that {h2n} contains no separable subsequence,
and that the action of L on the limit tree is geometric, and the tree contains no
segment in its simplicial part that can not be divided into finitely many subsegments
with non-trivial stabilizers. We further refine ∆3 to ∆ˆ3 and finally to an abelian
decomposition Λ3, precisely as we did in the first step.
As in the first step, we modify the shortened homomorphisms, {h2n}, that con-
verge into a faithful limit action of L on a limit tree from which the abelian de-
composition Λ3 is obtained, by precomposing them with a fixed automorphism, ψ2,
from the dominant modular group MXMod(Λ1). This precomposition is needed
to guarantee the validity of certain inequalities between the lengths, or the ratios
of lengths, of a finite set of elements. This finite set include:
(1) the fixed set of generators of dominant QH vertex groups and generators of
dominant edge groups in Λ1 and Λ2.
(2) the elements in a ball of radius 2 in the Cayley graph of L w.r.t. the gener-
ators: s1, . . . , sr.
(3) the fixed set of generators of some of the QH vertex groups and some of the
edge groups in Λ3.
Let Q31, . . . , Q
3
f2
, and E31 , . . . , E
3
v2
, be those QH vertex groups and edge groups
in Λ3, for which at least one of the fixed set of generators of the dominant QH vertex
groups of weight 2, and dominant edge groups of weight 2 in Λ2, is not elliptic with
respect to them.
Each element in the ball of radius 2 in the Cayley graph of L (w.r.t. s1, . . . , sr),
and each of the fixed generators of a QH vertex group or an edge group in Λ1, can be
written in a normal form with respect to Λ2. Let b
2
1, . . . , b
2
t2
∈ L be the collection
of elements in the (fixed) normal forms of these elements, that are contained in
non-QH vertex groups, or in an edge group that is adjacent only to QH vertex
groups in Λ2. Each of the elements b
2
1, . . . , b
2
t2
can be represented in a normal
form with respect to the abelian decomposition Λ3. In particular, with each of the
elements b21, . . . , b
2
t2
, it is possible to associate a (possibly empty) collection of paths
in the IET components that are associated with Q31, . . . , Q
3
f2
, and segments in the
simplicial part of Y3 (the tree that is associated with Λ3), and are associated with
E31 , . . . , E
3
v2
.
As in the first step, before shortening the fixed set of generators of the dominant
QH vertex groups in Λ2, we used the shortening procedure that was applied in
proving propositions 2.7 and 2.8. These propositions give us a sequence of auto-
morphisms of these QH vertex groups, that preserve positivity of positive elements
and the orientation (positive or negative) of subpaths of paths that are associated
102
with elements from the finite set that include elements from the ball of radius 2 in
the Cayley graph of L, and (fixed) generators of QH and abelian vertex groups in
Λ1 and Λ2.
For each dominant QH vertex group Q2 in Λ2 we denote such an automorphism
ϕQ2 . For each dominant edge group E
2 in Λ2 we denote the corresponding (positive)
Dehn twist by ϕE2 . Before constructing a fixed automorphism from the dominant
modular group MXMod(Λ2) that is going to be used to twist (precompose) the
sequence of homomorphisms, {h2n}, We construct a fixed automorphism that is
associated only with the dominant QH vertex groups and dominant edge groups in
Λ2 that are of weight 2. We denote this automorphism ψ
2
2 , and in a similar way to
what we did in the first step we require it to satisfy the following properties:
(1) Let Q21, . . . , Q
2
ℓ2
be the dominant QH vertex groups of weight 2 in Λ2, and
E21 , . . . , E
2
s2
be the dominant edge groups of weight 2 in Λ2. Then for some
positive integers α21, α
2
ℓ2
and β21 , . . . , β
2
s2
:
ψ22 = ϕ
α21
Q21
◦ . . . ◦ ϕ
α2ℓ2
Q2
ℓ2
◦ ϕ
β21
E21
◦ . . . ◦ ϕ
β2s2
E2s2
.
(2) with each element in L it is possible to associate (possibly empty) finite col-
lection of paths in the IET components that are associated with (conjugates
of) Q31, . . . , Q
3
f2
(QH vertex groups in Λ3), and segments in the simplicial
part that are associated with E31 , . . . , E
3
v2
.
As in (part (2) in) the first step, if there are some non-degenerate seg-
ments, that are associated with a fixed generator, uj , of a dominant QH
vertex group, Q2, of weight 2 in Λ2, in the IET component that is associ-
ated with a (conjugate of a) QH vertex group Q3i , then the total lengths of
the segments that are associated with ϕ
α2
Q2
Q2
(uj) in the IET components that
are associated with conjugates of Q3i , are at least four times the total length
of the segments that are associated with all the elements b21, . . . , b
2
t2
in the
IET components that are associated with conjugates of Q3i . Furthermore,
as in the first step, this lower bound on the ratios between the total lengths
of paths can be demonstrated by finitely many translations of subpaths in
these paths. This demonstration guarantees that these lower bounds on the
ratios remain valid along the entire process.
If the path that is associated with uj in the limit tree that is associated
with Λ3, contains a subsegment that is associated with (a conjugate of) an
edge group E3i , then the number of such subsegments (that are associated
with conjugates of E3i ) in the path that is associated with ϕ
α2
Q2
Q2
(uj) is at
least four times the total appearances of such subsegments (associated with
conjugates of E3i ) in the paths that are associated with: b
2
1, . . . , b
2
t2
.
(3) Let g be one of the elements in the ball of radius 2 in the Cayley graph
of L (w.r.t. s1, . . . , sr), or one of the fixed set of generators of QH vertex
groups in Λ1 or a generator of an edge group in Λ1. Note that g need not
be an oriented element, but the path that is associated with g may contain
a positive and a negative subpaths.
Suppose that there are some non-degenerate subsegments that are con-
tained in the path that is associated with g in the IET components that are
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associated with conjugates of a dominant QH vertex group Q2 of weight 2
in Λ2.
Suppose that in the path that is associated with a generator from the
fixed (finite) set of generators of Q2 in the real tree that is associated with
Λ3, there exist some subpath in an IET component that is associated with
a QH vertex group Q3i in Λ3.
With the path that is associated with the element ϕ
α2
Q2
Q2
(g) in the limit
tree that is associated with Λ2, one can associate finitely many subpaths
that are contained in (finitely many) IET components that are associated
with conjugates of Q2. Note that the number of such subpaths is the same
as the number of such subpaths in the path that is associated with g.
Then the total lengths of the subpaths that are associated with the image
of each of these subpaths in the IET components that are associated with
conjugates of Q3i , are at least four times the total length of the subpaths
that are associated with all the elements b21, . . . , b
2
t2
in the IET components
that are associated with conjugates of Q3i . Furthermore, this lower bound
on the ratios between the total lengths of paths can be demonstrated by
finitely many translations of subpaths in these subpaths. This demonstra-
tion guarantees that these lower bounds on the ratios remain valid along
the entire process.
Suppose that in the path that is associated with a generator from the
fixed (finite) set of generators of Q2 in the real tree that is associated with
Λ3, there is a non-degenerate subsegment in the simplicial part of the real
tree that is associated with a conjugate of an edge group E3i in Λ3.
Then the number of such subsegments (that are associated with conju-
gates of E3i ) in the path that is associated with ϕ
α2
Q2
Q2
(g) is at least four times
the total appearances of such subsegments (associated with conjugates of
E3i ) in the paths that are associated with: b
2
1, . . . , b
2
t2
.
(4) Suppose that the path that is associated with g in the tree that is asso-
ciated with Λ2, contains non-degenerate subsegments that are associated
with conjugates of a dominant edge group E2 of weight 2 in Λ2. Suppose
that in the path that is associated with a generator of E2 in the real tree
that is associated with Λ3, there exist some subpath in an IET component
that is associated with a QH vertex group Q3i in Λ3.
Then with the path that is associated with the element ϕ
β2
E2
E2
(g) in the
limit tree that is associated with Λ2, the image of the subpaths that are
stabilized by conjugates of the dominant edge group E2, contain subpaths
that are in the IET components that are associated with conjugates of Q3i ,
and the total lengths of these subpaths are at four times the total length
of the subpaths that are associated with all the elements b21, . . . , b
2
t2
in the
IET components that are associated with conjugates of Q3i . Furthermore,
this lower bound on the ratios between the total lengths of paths can be
demonstrated by finitely many translations of subpaths in these subpaths.
Suppose that in the path that is associated a generator of E2 in the real
tree that is associated with Λ3, there is a non-degenerate subsegment in the
simplicial part of the real tree that is associated with a conjugate of an edge
group E3i in Λ3.
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Then the number of such subsegments (that are associated with conju-
gates of E3i ) in the path that is associated with ϕ
β2
E2
E2
(g) is at least four times
the total appearances of such subsegments (associated with conjugates of
E3i ) in the paths that are associated with: b
2
1, . . . , b
2
t2
.
This concludes the treatment of dominant QH vertex groups and dominant edge
groups of weight 2 in Λ2, and the construction of a fixed automorphism, ψ
2
2 ∈
MXMod(λ2), that is associated with them. After ψ
2
2 is constructed we can treat
in a similar way the dominant QH vertex groups and dominant edge groups of
weight 1 in Λ2, and finally construct the fixed automorphism ψ2, that is used in
precomposing the sequence of shortened homomorphisms, {h2n}.
Let Q31, . . . , Q
3
f1
, and E31 , . . . , E
3
v1
, be those QH vertex groups and edge groups
in Λ3, for which at least one of the fixed set of generators of the dominant QH vertex
groups of weight 1, and dominant edge groups of weight 1 in Λ2, is not elliptic with
respect to them.
Let ColΛ2 be the abelian decomposition that is obtained by collapsing all the
QH vertex groups of weight 2 in Λ2 and the edges that are connected to them, and
all the edge groups of weight 2 in Λ2. ColΛ2 contains only QH vertex groups and
edge groups of weight 1.
Each element in the ball of radius 2 in the Cayley graph of L, and each of the
fixed generators of a QH vertex group or an edge group in Λ1, can be written
in a normal form with respect to ColΛ2. Let b
1
1, . . . , b
1
t1
∈ L be the collection
of elements in the (fixed) normal forms of these elements, that are contained in
non-QH vertex groups, or in an edge group that is adjacent only to QH vertex
groups in ColΛ2. Each of the elements b
1
1, . . . , b
1
t1
can be represented in a normal
form with respect to the abelian decomposition Λ3. In particular, with each of the
elements b11, . . . , b
1
t1
, it is possible to associate a (possibly empty) collection of paths
in the IET components that are associated with Q31, . . . , Q
3
f1
, and segments in the
simplicial part of Y3 (the tree that is associated with Λ3), and are associated with
E31 , . . . , E
3
v1
.
At this point we construct the automorphism ψ2 in a similar way to the construc-
tion of the automorphism ψ22 , and the automorphism ψ1 in the first step. Recall
that given a dominant QH vertex group, Q, in Λ2, we used the procedure that was
applied in proving propositions 2.7 and 2.8 to associate with Q an automorphism,
ϕQ, that preserve the orientation of the oriented subpaths in the paths that are
associated with the elements from the finite set that include elements from the ball
of radius 2 in the Cayley graph of L, and (fixed) generators of QH and abelian
vertex groups in Λ1 and Λ2.
The automorphism ψ2 is required to satisfy similar properties as ψ
2
2 and ψ1:
(1) Let Q11, . . . , Q
1
ℓ1
be the dominant QH vertex groups of weight 1 in Λ2, and
E11 , . . . , E
1
s1
be the dominant edge groups of weight 1 in Λ2. Then for some
positive integers α11, α
1
ℓ1
and β11 , . . . , β
1
s1
:
ψ12 = ϕ
α11
Q11
◦ . . . ◦ ϕ
α1ℓ1
Q1
ℓ1
◦ ϕ
β11
E11
◦ . . . ◦ ϕ
β1s1
E1s1
and ψ2 = ψ
1
2 ◦ ψ
2
2 .
(2) with each element in L it is possible to associate (possibly empty) finite col-
lection of paths in the IET components that are associated with (conjugates
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of) Q31, . . . , Q
3
f1
(QH vertex groups in Λ3), and segments in the simplicial
part that are associated with E31 , . . . , E
3
v1
.
As in (part (2) in) the first step, if there are some non-degenerate seg-
ments, that are associated with a fixed generator, uj , of a dominant QH
vertex group, Q1, of weight 1 in Λ2, in the IET component that is associated
with a (conjugate of a) QH vertex group Q3i , then the total lengths of the
segments that are associated with ϕ
α1
Q1
Q1
(uj) in the IET components that are
associated with conjugates of Q3i , are at least four times the total length of
the segments that are associated with all the elements ψ22(b
1
1), . . . , ψ
2
2(b
1
t1
)
in the IET components that are associated with conjugates of Q3i . Fur-
thermore, as in the first step, this lower bound on the ratios between the
total lengths of paths can be demonstrated by finitely many translations of
subpaths in these paths. This demonstration guarantees that these lower
bounds on the ratios remain valid along the entire process.
If the path that is associated with uj in the limit tree that is associated
with Λ3, contains a subsegment that is associated with (a conjugate of) an
edge group E3i , then the number of such subsegments (that are associated
with conjugates of E3i ) in the path that is associated with ϕ
α1
Q1
Q1
(uj) is at
least four times the total appearances of such subsegments (associated with
conjugates of E3i ) in the paths that are associated with: ψ
2
2(b
1
1), . . . , ψ
2
2(b
1
t1
).
(3) Let g be one of the elements in the ball of radius 2 in the Cayley graph of L
(w.r.t. s1, . . . , sr), or one of the fixed set of generators of QH vertex groups
in Λ1 or a generator of an edge group in Λ1.
Suppose that there are some non-degenerate subsegments that are con-
tained in the path that is associated with g in the IET components that are
associated with conjugates of a dominant QH vertex group Q1 of weight 1
in Λ2.
Suppose that in the path that is associated with a generator from the
fixed (finite) set of generators of Q1 in the real tree that is associated with
Λ3, there exist some subpath in an IET component that is associated with
a QH vertex group Q3i in Λ3.
With the path that is associated with the element ϕ
α1
Q1
Q1
(g) in the limit
tree that is associated with Λ2, one can associate finitely many subpaths
that are contained in (finitely many) IET components that are associated
with conjugates of Q1.
Then the total lengths of the subpaths that are associated with the im-
age of each of these subpaths in the IET components that are associated
with conjugates of Q3i , are at least four times the total length of the sub-
paths that are associated with all the elements ψ229b
1
1), . . . , ψ
2
2(b
1
t1
) in the
IET components that are associated with conjugates of Q3i . Furthermore,
this lower bound on the ratios between the total lengths of paths can be
demonstrated by finitely many translations of subpaths in these subpaths.
This demonstration guarantees that these lower bounds on the ratios remain
valid along the entire process.
Suppose that in the path that is associated with a generator from the
fixed (finite) set of generators of Q1 in the real tree that is associated with
Λ3, there is a non-degenerate subsegment in the simplicial part of the real
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tree that is associated with a conjugate of an edge group E3i in Λ3.
Then the number of such subsegments (that are associated with conju-
gates of E3i ) in the path that is associated with ϕ
α1
Q1
Q1
(g) is at least four times
the total appearances of such subsegments (associated with conjugates of
E3i ) in the paths that are associated with: ψ
2
2(b
2
1), . . . , ψ
2
2(b
2
t2
).
(4) Suppose that the path that is associated with g in the tree that is asso-
ciated with Λ2, contains non-degenerate subsegments that are associated
with conjugates of a dominant edge group E1 of weight 1 in Λ2. Suppose
that in the path that is associated with a generator of E1 in the real tree
that is associated with Λ3, there exist some subpath in an IET component
that is associated with a QH vertex group Q3i in Λ3.
Then with the path that is associated with the element ϕ
β1
E1
E1
(g) in the
limit tree that is associated with Λ2, the image of the subpaths that are sta-
bilized by conjugates of the dominant edge group E1, contain subpaths that
are in the IET components that are associated with conjugates of Q3i , and
the total lengths of these subpaths are at four times the total length of the
subpaths that are associated with all the elements ψ22(b
1
1), . . . , ψ
2
2(b
1
t1
) in the
IET components that are associated with conjugates of Q3i . Furthermore,
this lower bound on the ratios between the total lengths of paths can be
demonstrated by finitely many translations of subpaths in these subpaths.
Suppose that in the path that is associated a generator of E1 in the real
tree that is associated with Λ3, there is a non-degenerate subsegment in the
simplicial part of the real tree that is associated with a conjugate of an edge
group E3i in Λ3.
Then the number of such subsegments (that are associated with conju-
gates of E3i ) in the path that is associated with ϕ
β1
E1
E1
(g) is at least four times
the total appearances of such subsegments (associated with conjugates of
E3i ) in the paths that are associated with: ψ
2
2(b
1
1), . . . , ψ
2
2(b
1
t1
).
This concludes the construction of the homomorphisms that are associated with
the third level, that are set to be: {h2n ◦ ψ2}. Note that each homomorphism h
2
n
can be presented as: h2n = h
1
n ◦ ν
2
n, where ν
2
n and ψ2 are automorphisms from the
dominant modular group MXMod(Λ2).
We assign weight 1 or 2 with every QH vertex group and every edge group in
Λ3 that are also a QH vertex group or an edge group of a similar weight in Λ2. We
assign weight 1 with every QH vertex group and every edge group in Λ3, for which
there is a generator of a dominant QH vertex group or a dominant edge group of
weight 1 in Λ2, such that the path that is associated with that generator in the tree
that is associated with Λ3, has a subpath in an IET component that is associated
with a conjugate of the QH vertex group in Λ3, or a subpath in the simplicial part
of that tree that is associated with the edge group in Λ3.
We assign weight 2 with every QH vertex group and every edge group in Λ3,
which is not already of weight 1, and for which there is a generator of a dominant
QH vertex group or a dominant edge group of weight 2 in Λ2, such that the path
that is associated with that generator in the tree that is associated with Λ3, has a
subpath in an IET component that is associated with a conjugate of the QH vertex
group in Λ3, or a subpath in the simplicial part of that tree that is associated with
the edge group in Λ3. We assign weight 3 with every other QH vertex group or
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edge group in Λ3, i.e., with the other QH vertex groups or edge groups that were
not assigned weight 1 or 2.
We continue iteratively. The abelian decompositions at step i, is constructed
from shortened homomorphisms {hi−1n }, that are further twisted (or precomposed)
with a fixed automorphism ψi−1 that is contained in the dominant modular group
MXMod(Λi−1). The QH vertex groups and edge groups in Λi have weights in the
set 1, . . . , i.
With the abelian decomposition Λi we associate its modular group, Mod(Λ2),
and its dominant modular group, MXMod(Λ2). As we did in first steps, we first
shorten the homomorphisms, {hi−1n ◦ ψi−1}, using the ambient modular group,
Mod(Λi). We denote the obtained sequence of homomorphisms, {h
i
n}. If there
exists a subsequence of the homomorphisms, {hin}, that is either separable, or
that converges into a non-faithful action of L on some real tree, the conclusions of
theorem 7.2 follow for this subsequence, and the procedure terminates.
If {hin} has no separable subsequence or a subsequence that converges into a
non-faithful action of L on a real tree, we use only the dominant modular group,
MXMod(Λi). The shortening of the sequence of homomorphisms, {h
i−1
n ◦ψi−1}, is
required to preserve the positivity of the fixed set of generators, s1, . . . , sr, and all
the fixed sets of generators of QH vertex groups and abelian edge groups in all the
abelian decompositions, Λ1, . . . ,Λi. It further requires to preserve the orientation
of the oriented (positive or negative) subpaths in the paths that are associated with
all the elements in a ball of radius i in the Cayley graph of L w.r.t. s1, . . . , sr. The
shortening procedure is also suppose to preserve the finite equivariance that was
used to (finitely) demonstrate the indecomposability of paths that are associated
with the fixed generators of QH vertex groups in Λ1, . . . ,Λi, and the finite equiv-
ariance that was used to demonstrate certain inequalities between subpaths in the
trees that are associated with Λ1, . . . ,Λi.
Before shortening the (fixed) set of generators of each of the dominant QH vertex
groups in Λi, we use the procedure that was applied in the proofs of propositions
2.7 and 2.8, to associate an automorphism ϕQ with each such dominant QH ver-
tex group in Λi. We further use the indecomposability of IET components, and
associate finitely many translates of the fixed generators of each of the dominant
QH vertex groups, that demonstrate the indecomposability, and provide lower and
upper bounds on the ratios between lengths of the fixed set of generators that will
be kept along the next steps of the procedure.
After shortening the homomorphisms, {hi−1n ◦ψi−1}, using the dominant modular
groupMXMod(Λi), we pass to a convergent subsequence that we denote {h
i
n} (note
that at each step the shortening is required to preserve the orientation of a larger
number of subpaths that are associated a larger number of elements). We pass to a
subsequence that we still denote, {hin} that converges into an action of L on some
real tree with an associated abelian decomposition ∆i+1. If the action of L is not
faithful, or if the sequence {hin} contains a separable subsequence, the conclusions
of theorem 7.2 follow and the procedure terminates. Hence, we may assume that
the action of L is faithful, and we further refine ∆i+1, precisely as we did in the
first two steps, and obtain the abelian decomposition Λi+1.
As in the first two steps, we further construct a fixed automorphism, ψi, that
is used in modifying (by precomposition) the homomorphisms, {hin}. This pre-
composition is needed to guarantee the validity of certain inequalities between the
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lengths, or the ratios of lengths, of a finite set of elements. This finite set include:
(1) the fixed set of generators of dominant QH vertex groups and generators of
dominant edge groups in Λ1, . . . ,Λi.
(2) the elements in a ball of radius i in the Cayley graph of L w.r.t. the gener-
ators: s1, . . . , sr.
(3) the fixed set of generators of some of the QH vertex groups and some of the
edge groups in Λi+1.
We start with dominant QH vertex groups and dominant edge groups in Λi that
are of highest weight (in Λi). We look at all the QH vertex groups and all the edge
groups in Λi+1 for which at least one of the fixed set of generators of the dominant
QH vertex groups of highest weight in Λi, or of dominant edge groups of highest
weight in Λi, is not elliptic with respect to them.
Each element in the ball of radius i in the Cayley graph of L (w.r.t. s1, . . . , sr),
and each of the fixed generators of a QH vertex group or an edge group in Λ1, . . . ,Λi,
can be written in a normal form with respect to Λi. Let w1, 1 ≤ w1 ≤ i, be the
highest weight in Λi, and let b
w1
1 , . . . , b
w1
tw1
∈ L be the collection of elements in
the (fixed) normal forms of these elements, that are contained in non-QH vertex
groups, or in an edge group that is adjacent only to QH vertex groups in Λi. We
require that a fixed automorphism, ψw1m ∈MXMod(Λi) will satisfy properties (1)-
(4) that are listed in the first and second steps, w.r.t. the QH vertex groups and
the edge groups in Λi+1 for which at least one of the fixed set of generators of the
dominant QH vertex groups of highest weight in Λi, or of dominant edge groups of
highest weight in Λi, is not elliptic with respect to them, and w.r.t. the elements,
bw11 , . . . , b
w1
tw1
∈ L.
Once the automorphism ψw1i is fixed, we treat dominant QH vertex groups and
dominant edge groups in Λi that are of the next highest weight, w2, 1 ≤ w2 < w1.
Let Colw1Λi be the abelian decomposition that is obtained by collapsing all the
QH vertex groups of weight w1 in Λi and the edges that are connected to them, and
all the edge groups of weight w1 in Λi. Col
w1Λi contains only QH vertex groups
and edge groups of lower weight.
Each element in the ball of radius i in the Cayley graph of L, and each of the fixed
generators of a QH vertex group or an edge group in Λ1, . . . ,Λi, can be written
in a normal form with respect to Colw1Λi. Let b
w2
1 , . . . , b
w2
tw2
∈ L be the collection
of elements in the (fixed) normal forms of these elements, that are contained in
non-QH vertex groups, or in an edge group that is adjacent only to QH vertex
groups in Colw1Λi. We require that a fixed automorphism, ψ
w2
m ∈ MXMod(Λi)
will satisfy properties (1)-(4) that are listed in the first and second steps, w.r.t.
the QH vertex groups and the edge groups in Λi+1 for which at least one of the
fixed set of generators of the dominant QH vertex groups of weight w2 in Λi, or of
dominant edge groups of weight w2 in Λi, is not elliptic with respect to them, and
w.r.t. the elements, ψw1i (b
w1
1 ), . . . , ψ
w1
i (b
w1
tw1
) ∈ L.
We continue iteratively to lower weight dominant QH vertex groups and dom-
inant edge groups in Λi, until a a fixed automorphism ψi ∈ MXMod(Λi) is
constructed. This automorphism enable us to replace the sequence of homomor-
phisms, {hin} by precomposing them with ψi: {h
i
n ◦ ψ
i
n}. Hence, the new se-
quence of homomorphisms is obtained from the sequence in the previous level as
{hi−1n ◦ ν
i
n ◦ ψi, where ν
i
n and ψi are automorphisms from the dominant modular
group MXMod(Λi).
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We assign the weight in Λi to every QH vertex group and every edge group in
Λi+1 that are also a QH vertex group or an edge group in Λi. We assign weight
w with every QH vertex group and every edge group in Λi+1, for which there is a
generator of a dominant QH vertex group or a dominant edge group of weight w
in Λi, such that the path that is associated with that generator in the tree that is
associated with Λi+1, has a subpath in an IET component that is associated with
a conjugate of the QH vertex group in Λi+1, or a subpath in the simplicial part
of that tree that is associated with the edge group in Λi+1, and there is no such
generator of a dominant QH vertex group or a dominant edge group in Λi that has
weight smaller than w. We assign weight i + 1 with every other QH vertex group
or edge group in Λi+1, i.e., with those QH vertex groups and edge groups for which
no weight (bounded by i) was assigned to them.
We continue iteratively. If in all steps the obtained actions are faithful and
geometric, and the sequences of homomorphisms contain no separable subsequence,
we get an infinite sequence of abelian decompositions, Λ1,Λ2, . . . . Given the infinite
sequence of abelian decompositions, we associate with it its stable dominant abelian
decomposition (see definition 7.5), Θi0 .
Given the sequence of abelian decompositions, Λ1, . . . , and its stable abelian
decomposition, Θi0 , our goal is to show that there exists an index i1 ≥ i0, such
that all the abelian decompositions, Λi1 , . . . , are dominated by Θi0 . i.e., all the
modular groups, Mod(Λi), i ≥ i1, are contained in the modular group Mod(Θi0),
where Mod(Θi0 is generated by the modular groups of the QH vertex groups in
Θi0 , and the Dehn twists along edges (with non-trivial stabilizers) in Θi0 . This will
enable us to replace the infinite sequence of abelian decompositions, Λ1, . . . , with
the finite sequence, Λ1, . . . ,Λi1−1,Θi0 .
To show the existence of such an index i1, we first need to modify the sequences
of homomorphisms, {hin}, that will enable us to appropriately collapse some of
the QH vertex groups and some of the edge groups in the abelian decompositions,
Λi0 , . . . .
By the accessibility of f.p. groups [Be-Fe], or by acylindrical accessibility ([Se],[De],[We]),
the number of edge (and vertex groups) in each of the abelian decompositions Λi
is universally bounded. With each QH vertex group and each edge group in the
abelian decompositions, Λi, we have associated a weight. A QH vertex group or
an edge group in Λi that are not dominant pass to the next level, as the same
QH vertex group or an edge group with the same weight. Hence, all the abelian
decompositions, Λi, must have either a QH vertex group or an edge group with
weight 1.
Definition 7.6. Let w be a positive integer. We say that w is a stable weight of the
sequence of abelian decompositions: Λ1, . . . , if the sequence contains a subsequence
that contains either a QH vertex group or an edge group of weight w. This is
equivalent to the existence of a QH vertex group or an edge group of weight w in
each of the abelian decompositions: Λw, . . . . 1 is always a stable weight, and the
accessibility of f.p. groups implies that there are only finitely many stable weights.
Given Λi, we define the unstable modular group, USMOd(Λi), to be the mod-
ular group that is generated by modular groups of QH vertex groups of unstable
weight in Λi, and Dehn twists along edge groups with unstable weight in Λi.
Given the stable weights we modify the sequences of homomorphisms, {hin}.
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For each index i, we precompose the homomorphisms {hin} with automorphisms
τ in ∈ USMod(Λi), such that h
i
n ◦ τ
i
n preserve all the positivity and the (finite)
equivariance properties that hin was supposed to preserve, and is the shortest among
all the homomorphisms of the form: hin ◦ τ that preserve the positivity and the
finite equivariance requirements, and in which: τ ∈ USMod(Λi). We denote the
homomorphisms hin ◦ τn, sh
i
n.
If for some index i, the sequence {shin} contains a separable subsequence, or if
it contains a subsequence that converges into a proper quotient of the limit group
L, the conclusions of theorem 7.2 follow. Hence, in the sequel we may assume that
{shin} contain no such subsequences.
Lemma 7.7. The stable dominant abelian decomposition Θi0 (possibly) contains
several QH vertex groups and (possibly) several edge groups with non-trivial stabi-
lizers.
(i) for every QH vertex group Q in Θi0 there exists at least one stable weight
w, so that for all i ≥ max(w, i0), Λi contains a QH vertex group or an edge
group with weight w that are contained in Q.
(ii) for any edge E in Θi0 that has a non-trivial stabilizer, there exists a stable
weight w, so that (a conjugate of) E appears as an edge group in Λi for all
i ≥ max(w, i0).
Proof: Let Q be a QH vertex group in Θi0 . Q inherits an abelian decomposition
from each of the abelian decompositions, Λi, i ≥ i0, an abelian decomposition
in which the boundary elements in Q are elliptic (elliptic elements in the stable
dominant abelian decomposition Θi0 are elliptic in all the abelian decompositions,
Λi, i ≥ i0).
Non-peripheral elements in Q that do not have roots in Q do not have roots in
the ambient limit group L. Hence, every QH vertex group that appears in one of
the abelian decompositions, Λi, can either be conjugated into a subsurface of Q, or
every conjugate of that QH vertex group intersects Q trivially or only in conjugates
of peripheral elements of Q. Similarly every edge group in Λi, i ≥ i0, is either
conjugate into a non-peripheral s.c.c. in Q, or it can not be conjugated into Q, or
it can be conjugated only to peripheral subgroups in Q.
Since all the non-peripheral elements in Q are not elliptic in the stable dominant
abelian decomposition, Θi0 , there must exists some index j ≥ i0, so that Λj contains
a QH vertex group that can be conjugated into a subsurface of Q, or Λj contains
an edge group that can be conjugated into a non-peripheral s.c.c. in Q. Such a QH
vertex group or an edge group, has weight w that is bounded by j. Furthermore,
such a QH vertex group or an edge group are not elliptic in an abelian decomposition
Λi, i > j, only with respect to QH vertex groups or edge groups that can be
conjugated into subsurfaces or non-peripheral s.c.c. in Q.
Therefore, by the structure of the procedure that constructs the abelian decom-
positions, {Λi}, if such a QH vertex group or an edge group of weight w is not
elliptic in Λi, i > j, the next abelian decomposition, Λi+1, must contain QH vertex
groups QH vertex groups or edge groups that can be conjugated into subsurfaces
or non-peripheral s.c.c. in Q, and have weight that is bounded above by w. This
implies part (i).
To prove (ii), note that an edge group E in Θi0 must be elliptic in all the abelian
decompositions Λi, i ≥ i0. Since there is an edge e with stabilizer E in Θi0 , and E is
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elliptic in Λi for all i ≥ i0, there must exist an index i1 ≥ i0, for which Λi1 contains
the (splitting that corresponds to the) edge e. The edge group E is elliptic in all
the abelian decompositions Λi, i ≥ i1. Hence, it is not a dominant edge group in
any of these splittings, so the edge e is inherited by all the abelian decompositions,
λi, for i ≥ i1.

Lemma 7.8. Let w be a stable weight. Suppose that for every large enough i, Λi
contains a QH vertex group or an edge group of weight w that are not conjugate to a
QH vertex group or an edge group in Θi0 , and w is the minimal such stable weight.
Then for every large i, there must exist a dominant QH vertex group of weight w
in Λi, or an edge group of weight w in Λi, such that the length of a generator of
a dominant edge group or the length of a generator of a non-QH dominant vertex
group in Λi is infinitesimal in comparison to the the length of the edge of weight w
in the real tree from which Λi was obtained.
Furthermore, if for every large i there exist a QH vertex group or an edge group
of weight w in Λi that are properly contained in a QH vertex group Q in Θi0 , and
w is the minimal such stable weight, then for every large i, there exists a dominant
QH vertex group of weight w in λi, or an edge of weight w in Λi, for which the
length of a generator of a dominant edge group or a dominant non-QH vertex group
is infinitesimal with respect to its length.
Proof: If Λi, i ≥ w, contains a QH vertex group or and edge group of stable weight
w or an edge group of stable weight w, and these are not conjugate to an edge group
or a QH vertex group in Θi0 , then for some i1 ≥ w, Λi1 contains s dominant such
edge group or QH vertex group.
Since w is assumed to be the minimal stable weight with these properties, there
exists some index i2 ≥ i1, such that for every i ≥ i2, if Λi contains a dominant QH
vertex group or a dominant edge group of weight w, that are not conjugate to a QH
vertex group or an edge group in Θi0 , then at least one of the QH vertex groups
in Λi+1 is dominant, or the length of all the fixed generators of the dominant edge
groups and the non-QH vertex groups in Λi+1 is infinitesimal in comparison with
the length of an edge with weight w that is not conjugate to an edge in Θi0 .
Given a QH vertex group in Θi0 , we apply the same argument to the QH vertex
groups and edge groups that can be conjugated into that QH vertex group in Θi0 ,
and same consequence holds for the minimal weight stable weight w w.r.t. a fixed
QH vertex group in Θi0 .

Lemmas 7.7 and 7.8 imply that the sequence of homomorphisms, {shin}, sub-
converges into an action on a real tree from which an abelian decomposition, sΛi,
can be obtained (using the refinement procedure that was used in construction Λi),
where sΛi is obtained from Λi by collapsing the following:
(1) QH vertex groups and edge groups with unstable weight.
(2) non-dominant QH vertex groups of stable weight that are not conjugate to
QH vertex groups in Θi0 .
(3) edge groups of stable weight that are not conjugate to edges in Θi0 , and
for which the length of the corresponding edge in the real tree into which
{hin} converges, is bounded by a constant times the length of a generator
of a dominant edge group or a dominant non-QH vertex group.
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For each index i, it is possible to choose a homomorphism, fi, from the sequnce
{hin}, with the following properties:
(1) the set of abelian decompositions, ∆, with fundamental group L, and in
which all the edges have trivial stabilizers, is clearly countable. Hence, we
can define an (arbitrary but fixed) order on this set, and we denote the
corresponding sequence of abelian decompositions {∆m}. Note that every
abelian decomposition with fundamental group L and trivial edge groups
appears in this sequence.
For each index i ≥ i0, we choose the homomorphism fi, to be a homo-
morphism from the sequence {shin} that is not separable with respect to
the abelian decompositions: ∆1, . . . ,∆i (see definition 7.3).
(2) The sequence of homomorphisms {shin} subconverges into a faithful action
of L on the limit tree sYi+1. We require fi to approximate the action on
the limit tree sYi+1, of all the elements in a ball of radius i in the Cayley
graph of L (w.r.t. the given generating set s1, . . . , sr), of all the fixed sets
of generators of the QH vertex groups and edge groups in Λ1, . . . ,Λi, and of
all the (finitely many) elements that were chosen to demonstrate the mixing
property of the dominant QH vertex groups and dominant edge groups in
Λ1, . . . ,Λi.
By construction, the sequence of homomorphisms, {fi}, subconverges into a
faithful action of the limit group L on a real tree Y∞. Since the sequence {fi}
contains no separable subsequence, the action of L on Y∞ must be geometric, and
contains no non-degenerate segments in its simplicial part that can not be divided
into finitely many segments with non-trivial (cyclic) stabilizers. Since (S, L) is
assumed to be Levitt-free, the action of L on Yinfty contains (possibly) only IET
components and (possibly) a simplicial part.
Let Γ∞ be the abelian decomposition that is associated with the action of L on
Y∞. Γinfty has to be compatible with the stable dominant abelian decomposition
Θi0 , i.e., every elliptic element in Θi0 must be elliptic in Γ∞. Our goal is to show
that Γ∞ can be further refined, by restricting the homomorphisms, {fi}, to non-QH
vertex groups in Γ∞, and passing to a further subsequence, to the stable dominant
abelian decomposition, Θi0 .
We start with the following claim that is similar to lemma 6.5 in the freely
indecomposable case.
Lemma 7.9. Let Q be a QH vertex group in Θi0 that does not appear in any of
the abelian decompositions Λi, for i ≥ i0.
If there is a non-peripheral element in Q that fixes a point in Y∞, then the entire
QH vertex group Q fixes a point in Y∞.
Proof: Suppose that a non-peripheral element q ∈ Q fixes a point in Y . q is
contained in some ball Bm in the Cayley graph of L w.r.t. s1, . . . , sr. Θi0 is the
stable dominant abelian decomposition of the sequence of abelian decompositions:
Λ1, . . . . Hence, there must exist an abelian decomposition Λi1 , for some i1 >
max(i0, m), for which either:
(i) q is a non-peripheral element in some QH vertex group in Λi1 .
(ii) q is hyperbolic in the abelian decomposition Λi1 .
This implies that q is either non-peripheral element in QH vertex groups, or a hy-
perbolic element in all the abelian decompositions, Λi, for i ≥ i1. These abelian
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decompositions, Λi, i > i1, may contain both stable QH vertex groups and stable
edge groups. By the construction of the procedure that produces the abelian de-
compositions, {Λi}, for such a non-peripheral element q in a QH vertex group, or
such an element q that is hyperbolic w.r.t. Λi1 , for which q ∈ Bm, m ≤ i1, there
must exist an index i2 ≥ i1, such that:
(i) q is hyperbolic w.r.t. all the abelian decompositions, Λi, for i ≥ i2.
(ii) q is hyperbolic w.r.t. all the abelian decompositions that are obtained by
collapsing all the edges and all the QH vertex groups in Λi, i ≥ i2, except
for a single QH vertex group or a single edge group that can be conjugated
into Q. In particular, q is hyperbolic in the abelian decomposition sΛi for
i ≥ i2.
According to the procedure, if either (i) or (ii) hold for Λi2 , for some i2 ≥ i1,
then it remains true for all i ≥ i2. Now, as in the proof of lemma 6.5, the traces
and the lengths of q in its actions on the trees that are associated with the abelian
decompositions sΛi2+1, . . . , are bounded below by either a (global) positive constant
times the lengths of the fixed set of generators of s QH vertex groups in Λi′ and by
lengths of the generators of edge groups in Λi′ , i2 ≤ i
′ < i when acting on the tree
that is associated with sΛi.
This implies that if q is elliptic in the action of L on the limit tree Y∞, then all
the QH vertex groups and all the edge groups that can be conjugated into Q in
all the abelian decompositions, Λi, i ≥ i2, must be elliptic as well. Hence, by the
structure of the stable dominant abelian decomposition, Θi0 , Q must be elliptic as
well.

Lemma 7.9 guarantees that in the action of L on Y∞, a QH vertex group in the
stable dominant abelian decomposition, Θi0 , is either elliptic or is associated with
an IET component. The next proposition proves that the abelian decomposition
Γ∞ that is associated with the action of L on the limit tree Y∞, is dominated by
Θi0 . i.e., every QH vertex group in Γ∞ is an edge group in Θi0 , and every edge
(with non-trivial stabilizer) in Γ∞ is conjugate to an edge in Θi0 , which by part (ii)
of lemma 7.7 implies that such an edge appears in all the abelian decompositions
Λi and sΛi for large enough i.
Lemma 7.10. Let Q be a QH vertex group, and let E be an edge group in Γ∞,
the abelian decomposition that is associated with the action of L on Y∞. Then Q
is conjugate to a QH vertex group in Θi0 , and E is conjugate to an edge group in
Θi0 .
Proof: Lemma 7.7 proves that for every large index i, every QH vertex group Q
in Θi0 , and every edge group E in Θi0 , there exists a QH vertex group with stable
weight in Λi that is conjugate to a subsurface in Q or an edge group with stable
weight in Λi that is conjugate to either a s.c.c. in Q or to the edge group E.
By lemma 7.9 a QH vertex group in Θi0 is either elliptic in Γ∞, or it is conjugate
to a QH vertex group in Γ∞. An edge e in Θ∞ may appear as an edge in Γ∞, and
all the edge groups in Θi0 are elliptic in Γ∞.
Suppose that for every large index i all the the QH vertex groups in Λi, and
all the edge groups in Λi, can be conjugated to subsurfaces of QH vertex groups
in Θi0 , or to s.c.c. in QH vertex group in Θi0 , or to edge groups (with non-trivial
stabilizers) in Θi0 .
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By the procedure for the construction of the abelian decompositions, {Λi}, if
all the QH vertex groups in Θi0 fix points in Y∞, then Γ∞ contains only some of
the edge groups with non-trivial stabilizers in Θi0 . These appear as edge groups
with stable weight in all the abelian decompositions, Λi, for large index i. Hence,
we may assume that at least one QH vertex group in Θi0 appears as a QH vertex
group in Γ∞.
Let Q1, . . . , Qv be the QH vertex groups in Θi0 that appear as QH vertex groups
in Γ∞. Since the action of L on Y∞ is geometric, and for large i, Λi contains only
QH vertex groups and edge groups that can be conjugated into QH vertex groups
and edge groups in Θi0 , for every u ∈ L, the path from the base point in Y∞ to the
image of the base point under the action of u, is composed from (possibly) finitely
many subpaths that are contained in the IET components that are associated with
Q1, . . . , Qv, and (possibly) finitely many edges with non-trivial stabilizers, that are
in the simplicial part of Y∞. This implies that Γ∞ contains only conjugates the
QH vertex groups, Q1, . . . , Qv, that are also QH vertex groups in Θi0 , and finitely
many edges, that are all edges in Θi0 , and appear as edges in Λi for large enough i.
Suppose that not all the edge groups and the QH vertex groups in Λi, for large i,
can be conjugated into edge groups and QH vertex groups in Θi0 . In that case, for
large i, there exist QH vertex groups with stable weight, or edges with non-trivial
edge groups with stable weight in Λi, that can not be conjugated into QH vertex
groups nor into edge groups in Θi0 .
Since the pair (S, L) is Levitt free, the action of L on Y∞ contains no Levitt
components. Since the limit action is constructed from a sequence of (gradually)
non-separable homomorphisms, the limit action of L on Y∞ must be geometric.
Therefore, Y∞ contains only IET components and a simplicial part, with which
there are associated QH vertex groups and edges with non-trivial stabilizers in Γ∞.
The procedure for the construction of the abelian decompositions, {Λi}, forces
finite equivariance on generators of dominant QH vertex groups and edge groups,
that guarantees that an edge with non-trivial stabilizer exists in Γ∞ if and only
if conjugates of that edge exist in all the abelian decompositions, Λi, for large i.
In particular, such an edge must be conjugate to an edge in the stable dominant
abelian decomposition, Θi0 .
The finite equivariance that is forced on generators of dominant QH vertex groups
and dominant edge groups, also implies that for large enough i, all the QH vertex
groups in Λi, and all the edge groups in Λi, are either elliptic in Γ∞, or they can
be conjugated into QH vertex groups or s.c.c. in QH vertex groups in Γ∞. This
clearly implies that the boundaries of all the QH vertex groups in Γ∞ are elliptic
in all the abelian decompositions, Λi, for i large enough. Hence, all the QH vertex
groups in Γ∞ are in fact conjugate to QH vertex groups in Θi0 .

By lemma 7.10 all the QH vertex groups and all the edge groups in Γ∞, are
(conjugates of) QH vertex groups and edge groups in the stable dominant abelian
decomposition Θi0 . Suppose that Θi0 contains QH vertex groups or edge groups
that don’t have conjugates in Γ∞.
In that case we restrict the sequence of homomorphisms, {fi}, to the (elliptic)
vertex groups in Y∞. Since Θi0 contains QH vertex groups that are not conjugate
to QH vertex groups in Γ∞, for all large i, the abelian decompositions Λi contain
QH vertex groups or edge groups with stable weight that are elliptic in Γ∞. Hence,
from the restrictions of the homomorphisms {fi} to the point stabilizers in Y∞ it
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is possible to associate a non-trivial abelian decomposition with at least one of the
point stabilizers.
Therefore, we pass to a convergent subsequence of the sequnce {fi}, and asso-
ciate with the non-QH vertex groups in Γ∞ abelian decompositions, that at least
one of them is non-trivial. Since the QH vertex groups and the edge groups in Γ∞
are conjugates of QH vertex groups and edge groups in the stable dominant abelian
decomposition, Θi0 , all the edge groups in Γ∞ are elliptic in the abelian decompo-
sitions of the various elliptic vertex groups. Hence, the abelian decompositions of
the various vertex groups further refine the abelian decomposition Γ∞.
Let Γ1∞ be the obtained refinement of Γ∞. By the same argument that was used
in proving lemma 7.10, Γ1∞ contains (new) QH vertex groups and edge groups that
are not conjugate to QH vertex groups and edge groups in Γ∞, but they are all
conjugates of QH vertex groups and edge groups in Θi0 .
If Γ1∞ does not contain conjugates of all the QH vertex groups and all the edge
groups in Θi0 , we repeat the refinement process, by restricting the sequence of
homomorphisms, {fi}, to the elliptic vertex groups in Γ
1
∞. After finitely many
iterations we obtain an abelian decomposition Γf , such that the QH vertex groups
and the edge groups in Γf and in Θi0 are conjugate. Furthermore, the (elliptic)
non-QH vertex groups in Γf are conjugates of the non-QH vertex groups in Θi0 .
By the properties of the procedures for the constructions of Γf and the sequence
of abelian decompositions, {Λi}, every element that is hyperbolic in Θi0 is hyper-
bolic in Γf . Hence, the collections of hyperbolic and elliptic elements in Γf and
Θi0 are identical. To be able to replace a suffix of the sequence of the abelian
decompositions, {Λi}, with the abelian decomposition Γf , we still need to prove
the following proposition.
Proposition 7.11. There exists an index i1 ≥ i0, such that for every i ≥ i1, the
modular group Mod(Λi) is contained in the modular group Mod(Γf ).
Proof: Note that the modular groups, Mod(Λi) and Mod(Γf ), are generated by
Dehn twists along edge groups and modular groups of QH vertex groups in the
two abelian decompositions. We have already argued that for large i the edge
groups in Λi can be conjugated into either edge groups in Γf , or into s.c.c. in QH
vertex groups in Γf , and the QH vertex groups in Λi can be conjugated into QH
vertex groups in Γf . Therefore, to prove the proposition we just need to analyze
the branching points in IET components in the trees that are associated with the
decompositions {Λi} and Γf for large i.
Suppose first that there are no edges with trivial stabilizers that are connected to
the QH vertex groups in Γf . This means that the IET components in the limit trees
from which Γf was obtained, contain no branching points that are also branching
points in other components, except for the orbits of points that are stabilized by
peripheral elements in the QH vertex groups.
Recall that the abelian decomposition Γf was obtained using a (finite) successive
refinement of an abelian decomposition Γ∞. Let Y∞ be the tree from which the
abelian decomposition Γ∞ was obtained. The action of L on the real tree Y∞ is
geometric, hence, to analyze the branching points in Y∞ it is enough to look at the
segments, [y∞, sj(y∞)], where y∞ is the base point in Y∞, and sj , 1 ≤ j ≤ r, are
the fixed set of generators of the semigroups S < L. Since the actions of L on each
of the trees Yi, from which the abelian decompositions Λi were obtained, are all
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geometric, the same conclusion holds for these actions.
Since the action of L on Y∞ is geometric, the path [y∞, sj(y∞)], is divided
into (possibly) finitely many segments that are contained in IET components, and
(possibly) finitely many segments with non-trivial stabilizers in the simplicial part of
Γ∞, where the last segments are associated with edges with non-trivial edge groups
in Γ∞. Once again, the actions of L on the real trees Yi are geometric, hence, the
same conclusion holds for the segments, [yi, sj(yi)], where yi is the basepoint of the
tree Yi.
There exists an index i2 ≥ i0, so that for every i ≥ i2 every QH vertex group in
Λi is a subgroup of a conjugate of a QH vertex group in Γf , and every edge group
in Λi is either conjugate to an edge group in Γf or it can be conjugated into a s.c.c.
in a QH vertex group in Γf .
Suppose that there is a subsequence of indices i, such that QH vertex groups
in Λi contain branching points that are not stabilized by one of their peripheral
elements. We can pass to a subsequence of the indices, for which such branching
points occur along the segments, [yi, sj(yi)], for some fixed j, 1 ≤ j ≤ r. Suppose
that we can pass to a further subsequence, so that there exist such branching
points that are not stabilized by peripheral elements in IET components that are
associated with conjugates of QH vertex groups in Λi, and these QH vertex groups
can be conjugated into QH vertex groups in Γ∞ (according to our assumptions
there exist such branching points in IET components that are associated with QH
vertex groups that can be conjugated into QH vertex groups in Γf . We assume that
there is a subsequence in which the QH vertex groups in Λi that their associated
IET components contain these branching points can be conjugated into QH vertex
groups in Γ∞).
The path [y∞, sj(y∞)] is divided into subpaths in IET components in Y∞, and
segments with non-trivial stabilizers in the simplicial part of Y∞. The paths
[yi, sj(yi)] can be divided into subpaths in IET components in Yi and segments
with non-trivial stabilizers in the simplicial part of Yi. Furthermore, the sequence
of subpaths in [yi, sj(yi)], can be divided into finitely many consecutive subse-
quences, such that the QH vertex groups and the edge groups in every subsequence
can be jointly conjugated into the same QH vertex group or edge group in Γf .
By our assumption [yi, sj(yi)] contains a branching point in an IET component,
that is not stabilized by a peripheral element in the QH vertex group that is as-
sociated with that IET component, and that QH vertex group can be conjugated
into a QH vertex group in Γ∞. By passing to a further subsequence we may as-
sume that such a branching point exists in a subsequence of subpaths in [yi, sj(yi)]
that is mapped into the same subpath in [y∞, sj(y∞)] that is contained in an IET
component in Y∞.
Let Q be the QH vertex group in Γ∞ that is associated with that IET component.
Let u ∈ L be a peripheral element in Q that stabilizes the endpoint of the subpath
in [y∞, sj(y∞)] that is contained in an IET component that is associated with
Q. The point that is stabilized by u in that IET component is a branching point
in the division of [y∞, sj(y∞)]. By our assumption, for every index i from the
subsequence, the subpath in [yi, sj(yi)] that is mapped into the subpath in the IET
that is associated with Q in Y∞, ends in a branching point that is not stabilized by
u.
The element u is contained in a ball of radius i3 in the Cayley graph of L w.r.t. the
generators s1, . . . , sr. Hence, for all i > max(i3, i2) the procedure that constructs
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the sequences of homomorphisms, {hin}, takes into consideration the actions of the
images of all the elements in the ball of radius i3 in the Cayley graph of L. Since
there exists an index i > max(i3, i2) for which u does not stabilize the branching
point at the end of the subpath in [yi, sj(yi)] ⊂ Yi, that is mapped into the subpath
of [y∞, sj(y∞)] ⊂ Y∞, the procedure that constructs the homomorphisms, {h
i
n},
guarantees that the endpoint of the subpath in Y∞ into which the corresponding
subpath in [yi, sj(yi)] is mapped can not be stabilized by the element u. This clearly
contradicts the assumption that u does stabilize the endpoint of that subpath in
Y∞.
This argument proves that for large i, the subpaths of [yi, sj(yi)] that are mapped
into IET components in Y∞, start and end by either points that are stabilized by
peripheral elements in conjugates of QH vertex groups in Λi, that can be conjugated
into the associated QH vertex group in Γ∞, or in non-cyclic vertex groups that are
connected to edge groups in Λi, where these edge groups can be conjugated into
s.c.c. in the associated QH vertex group in Γ∞.
The abelian decomposition Γf was obtained from Γ∞ by a finite refinement
procedure. By following the steps of this refinement procedure, and repeating
the argument that was used for subpaths that are mapped into subpaths in IET
components in Y∞, it follows that for large i the IET components in Λi contain no
branching points that are not stabilized by peripheral elements. Hence proposition
7.11 follows in case the QH vertex groups in Γf are not connected to edges with
trivial stabilizers.
Now, Suppose that QH vertex groups in Γf are connected to edges with triv-
ial stabilizers. First, suppose that there exists a QH vertex group in Γ∞ that
is connected to edges with trivial stabilizers. As we already argued, the paths,
[y∞, sj(y∞)], can be divided into finitely many subpaths that are either contained
in IET components in Y∞, or they are segments with non-trivial stabilizers in the
simplicial part of Y∞. The starting and ending points of these subpaths are either:
(1) associated with the beginning or the end of an edge in Γ∞.
(2) stabilized by a peripheral element in a QH vertex group in Γ∞.
(3) contained in an IET component but not stabilized by a peripheral element
of that IET component.
The argument that we applied in case there were no branching points of type
(3), implies that for large i, the branching points in Yi that start or end subpaths
of [yi, sj(yi)], 1 ≤ j ≤ r, that are mapped into subpaths in Γ∞ that start or end in
branching points of type (1) or (2) in Γ∞, have to be of type (1) or (2) in Yi.
The germs of the (finitely many) branching points of type (3) in the segments,
[y∞, sj(y∞)], belong to finitely many orbits (under the action of L on Y∞). By the
same argument that we used in order to analyze the branching points of types (1)
and (2), if two starting or ending points of two sequences of consecutive subpaths
in [yi, sj(yi)], 1 ≤ j ≤ r, are mapped into starting or ending points of subpaths in
QH components in [y∞, sj(y∞)], so that the germs of these branching points in Y∞
are in the same orbit under the action of L, then the germs of the pair of branching
(starting or ending) points in [yi, sj(yi)] are in the same orbit in Yi under the action
of L.
Using the finite refinement procedure that led from Γ∞ into Γf , for large i, the
same hold for starting and ending points subpaths of [yi, sj(yi)], 1 ≤ j ≤ r, that are
mapped into subpaths in IET components or segments with non-trivial stabilizers
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in one of the finitely many trees that were used to refine Γ∞ and obtain Γf . In
particular, the preimages of an orbit of branching points in Γ∞ in Yi, is in the
same orbit under the action of L. Using the refinement process the same holds for
preimages of orbits of branching points in Γf . This equivariance of the preimages
of branching points in Γf , guarantees that for large i, the modular groups Mod(Λi)
are contained in the modular group Mod(Γf ).

In the freely indecomposable case, in the proof of theorem 6.1 proposition 6.4
enables us to replace an infinite sequence of abelian decompositions by a finite
sequence that terminates in the stable dominant abelian decomposition, where the
modular group of the stable dominant abelian decomposition was guaranteed to
contain the modular groups of all the abelain decompositions of the (infinite) suffix
of abelian decompositions that was removed from the original sequence.
Proposition 7.11 enables us to proceed in the same way in the freely decompos-
able, Levitt-free case. i.e., given the infinite sequence of abelian decompositions,
{Λi}, we remove a suffix of it that is replaced by the abelian decomposition Γf .
Hence, the sequence, {Λi}, is replaced by the finite sequence: Λ1, . . . ,Λi1−1,Γf .
Note that unlike the freely indecomposable case, we replace the removed suffix
by the abelian decomposition Γf , that is obtained from a limit of the sequence
of homomorphisms, {fi}, and not by the stable dominant abelian decomposition,
Θi0 . In the freely decomposable case, these two abelian decompositions are equiva-
lent, but in the freely decomposable, Levitt-free case, the modular groups that are
associated with the two abelian decompositions may be different.
We continue to the next steps of the construction with the sequence of homomor-
phisms {fi} and the abelian decomposition that was obtained from their limit Γf .
Recall, that the sequence {f i} was obtained from the sequences of pair homomor-
phisms that we denoted {hin}. The sequences {h
i
n} were constructed by shortening
using elements from the dominant modular groups of the abelian decompositions,
{Λi}. By proposition 7.11 the modular groups of the abelian decompositions, Λi,
for i ≥ i1 are all contained in the modular group of the abelian decomposition
Γf . Hence, the sequence of homomorphisms, {fi}, is obtained from the sequence,
{hi1−1n }, by precompositions with automorphisms from the modular group of Γf .
We continue to the next step starting with the sequence of homomorphisms {f i},
and the associated abelian decomposition Γf . Note that this abelian decomposition
contains at least one QH vertex group. At this point we repeat the whole construc-
tion of a sequence of abelian decompositions. If the sequence terminates after a
finite number of steps, the conclusion of theorem 7.2 follows. If it ends up with
an infinite sequence of abelian decompositions, we replace it by a finite sequence
of abelian decompositions using the procedure that we described and proposition
7.11.
We continue iteratively as we did in the proof of theorem 6.1. If this iterative
procedure terminates after finitely many steps, the conclusion of theorem 7.2 fol-
lows. Otherwise we obtained an infinite sequence of abelian decompositions that
do all contain QH vertex groups. In each of these abelian decompositions, either:
(1) there exists a dominant edge group that is not elliptic in an abelian decom-
position that appears afterwards in the sequence.
(2) there exists a QH vertex groupQ in the abelian decomposition, such that the
abelian decomposition collapses to an abelian decomposition ΓQ that con-
119
tains one QH vertex group, Q, and possible several non-QH vertex groups
that are connected only to the vertex stabilized by Q by edges with triv-
ial and cyclic edge groups. ΓQ and an abelian decomposition that appears
afterwards in the sequence do not have a common refinement (see the con-
struction of the original sequence of abelian decompositions Λ1, . . . ).
Now, we apply the procedure that analyzed the original sequence of abelian de-
compositions, {Λi}, to the sequence of abelian decompositions that we constructed.
By proposition 7.11 a suffix of the sequence can be replaced with an abelian de-
compositions that has the same elliptic subgroups as the stable dominant abelian
decomposition of the sequence, and this abelian decomposition contains either
(i) more than one QH vertex group, or a QH vertex group with higher (topo-
logical) complexity (see the proof of theorem 6.1).
(ii) only a single QH vertex group, possibly of the same topological complexity
(e.g. a once punctured torus), but this QH vertex has to be connected to
the other vertex groups in the abelian decomposition with at least one edge
with trivial stabilizer.
As in the proof of theorem 6.1, we repeat the whole construction starting with the
(higher complexity) abelian decomposition that we obtained and the subsequence
of homomorphisms that is associated with it. Either the construction terminates
in finitely many steps, or a suffix of an infinite sequence of abelian decompositions
can be replaced with an abelian decomposition of higher complexity. i.e., the total
topological complexity of the QH vertex groups that appear in the abelian decom-
positions is bounded below by a higher lower bound, or the minimum number of
edges with trivial stabilizers that are connected to the QH vertex groups is big-
ger. Repeating this construction itartively, by the accessibility of f.p. groups, or
by acylindrical accessibility, we are left with a finite resolution that satisfies the
conclusion of theorem 7.2 (see the proof of theorem 6.1).

So far we assumed that the pairs that we consider (S, L) are Levitt free, and L
contains no non-cyclic abelian subgroups. To deal with pairs that are not Levitt
free, we need the abelian decompositions that we construct to have special vertex
groups that are free factors of the ambient limit group L, and we call Levitt vertex
groups. If a limit group L admits a superstable action on a real tree, the action
is geometric, and every non-degenerate segment in the simplicial part of the tree
can be divided into finitely many segments with non-trivial abelian stabilizers,
then using the Rips’ machine, it is possible to associate with the action a graph
of groups (see [Gu]). The vertex groups in this graph of groups are either QH or
axial (abelian) or Levitt (thin) or point stabilizers. The stabilizers of an edge in
this graph of groups are either trivial or abelian. In particular, the edges that are
connected to Levitt vertex groups must have trivial stabilizers.
To generalize theorem 7.2 to pairs that are not necessarily Levitt free, we need to
allow the abelian decompositions that are associated with pairs along a resolution
to include Levitt vertex groups. This means that to the generators of the modular
groups that are associated with such abelian decompositions we need to add auto-
morphisms of the free factors (that are free groups) that are Levitt vertex groups.
Furthermore, given a sequence of pair homomorphisms, to extract a subsequence
that factor through a resolution, similar to the one that appears in theorem 7.2, we
will need to generalize the JSJ machine that was used in the proof of theorem 7.2, to
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construct larger and larger Levitt vertex groups. i.e., the JSJ type decompositions
that we consider need to include a new type of vertex groups (that was so far not
needed over groups), the Levitt vertex groups and their modular groups.
Theorem 7.12. Let (S, L) be a pair, and suppose that the limit group L contains
no non-cyclic abelian subgroup. Let {hn : (S, L)→ (FSk, Fk)} be a sequence of pair
homomorphisms that converges into a faithful action of L on a real tree Y .
Then there exists a resolution:
(S1, L1)→ . . .→ (Sf , Lf )
that satisfies the following properties:
(1) (S1, L1) = (S, L), and ηi : (Si, Li) → (Si+1, Li+1) is an isomorphism for
i = 1, . . . , f − 2 and ηf−1 : (Sf−1, Lf−1)→ (Sf , Lf) is a quotient map.
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ f , there is an associated abelian
decomposition that we denote Λi. The abelian decompositions Λ1, . . . ,Λf−1
contain edges with trivial or cyclic edge stabilizers, and QH, Levitt and rigid
vertex groups.
(3) either ηf−1 is a proper quotient map, or the abelian decomposition Λf con-
tains separating edges with trivial edge groups. Each separating edge is
oriented.
(4) there exists a subsequence of the homomorphisms {hn} that factors through
the resolution. i.e., each homomorphism hnr from the subsequence, can be
written in the form:
hnr = hˆr ◦ ϕ
f−1
r ◦ . . . ◦ ϕ
1
r
where hˆr : (Sf , Lf )→ (FSk, Fk), each of the automorphisms ϕ
i
r ∈Mod(Λi),
where Mod(Λi) is generated by the modular groups that are associated with
the QH vertex groups, modular groups that are associated with Levitt vertex
groups (these are automorphisms of the Levitt free factors), and by Dehn
twists along cyclic edge groups in Λi.
Each of the homomorphisms:
hinr = hˆr ◦ ϕ
m
r ◦ . . . ◦ ϕ
i
r
is a pair homomorphism hinr : (Si, Li)→ (FSk, Fk).
(5) if (Sf , Lf ) is not a proper quotient of (S, L), then the pair homomorphisms
hˆr are compatible with Λf . Let R1, . . . , Rv be the connected components of
Λf after deleting its (oriented) separating edges. The homomorphisms hˆr
are composed from homomorphisms of the fundamental groups of the con-
nected components R1, . . . , Rv, together with assignments of values from
FSk to the oriented separating edges. The homomorphisms of the fun-
damental groups of the connected components R1, . . . , Rv converge into a
faithful action of these groups on real trees with associated abelian decom-
positions: R1, . . . , Rv.
Proof: We modify the same procedure that was used in proving theorem 7.2 to
include Levitt components. Recall that we started the proof of theorem 7.2 by
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iteratively constructing abelian decompositions, Λ1, . . . . As we pointed in the con-
struction of these abelian decompositions in the Levitt free case, we may assume
that all the faithful actions of L on real trees that we consider are geometric, and in
the simplicial parts of these actions every non-degenerate segment can be divided
into finitely many subsegments with non-trivial stabilizers.
Let Λ be the abelian decomposition that is associated with the faithful action of
L on the real tree Y , that is obtained from a convergent subsequence of the given
sequence of homomorphisms, {hn}. Λ may contain rigid, QH and Levitt vertex
groups, and the stabilizers of edge groups may be trivial or cyclic. A Levitt vertex
group is adjacent only to edges with trivial stabilizers.
We start by refining the abelian decomposition Λ in a similar way to what we did
in the proof of theorem 7.2. First we replace each non-QH, non-Levitt vertex group
that is connected by periodic edge groups only to non-QH non-Levitt vertex groups,
by restricting the homomorphisms {hn} to such a vertex group, and replace the
vertex group with the obtained (non-trivial) abelian decomposition. Repeating this
refinement procedure iteratively, we get an abelian decomposition that we denote
Λ1.
We fix finite generating sets of all the edge groups and all the non-QH, non-
Levitt vertex groups in Λ1. We divide the edge and non-QH, non Levitt vertex
groups in Λ1 into finitely many equivalence classes of their growth rates as we did
the proof of theorems 6.1 and 7.2. After possibly passing to a subsequence, there
exists a class that dominates all the other classes, that we call the dominant class,
that includes (possibly) dominant edge groups and (possibly) dominant non-QH,
non-Levitt vertex groups.
As in the freely indecomposable case, we denote by Mod(Λ1) the modular group
that is associated with Λ1. We set MXMod(Λ1) to be the dominant subgroup
that is generated by Dehn twists along dominant edge groups, and modular groups
of dominant QH and Levitt vertex groups, i.e., modular groups of those QH and
Levitt vertex groups that the lengths of the images of their fixed sets of generators
grow faster than the lengths of the images of the fixed generators of dominant edge
and non-QH, non-Levitt vertex groups. Note that since a Levitt vertex group is a
free factor of the ambient group L, the modular group of a Levitt vertex group is
defined to be the natural extension of the automorphism group of that free factor
to the ambient group L (acting by appropriate conjugations on all the other vertex
and edge groups).
We start by using the full modular group Mod(Λ1). For each index n, we set the
pair homomorphism: h1n : (S, L)→ (FSk, Fk), h
1
n = hn ◦ϕn, where ϕn ∈Mod(Λ1),
to be a shortest pair homomorphism that is obtained from hn by precomposing it
with a modular automorphism from Mod(Λ1). If there exists a subsequence of the
homomorphisms {h1n} that converges into a proper quotient of the pair (S, L), or
that converges into a non-geometric action of L on a real tree, or into an action that
contains a segment in its simplicial part, and this segment has a trivial stabilizer,
we set the limit of this subsequence to be (Sf , Lf), and the conclusion of theorem
7.12 follows with a resolution of length 1.
Therefore, we may assume that every convergent subsequence of the homomor-
phisms {h1n} converges into a faithful geometric action of the limit group L on
some real tree. In that case we use only elements from the dominant modular
group, MXMod(Λ1).
We modify what we did in the proofs of theorems 6.1 and 7.2. First, we shorten
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the action of each of the dominant QH and Levitt vertex groups using the procedure
that is used in the proofs of propositions 2.7, 2.8 and 2.18, 2.19. For each of
the dominant QH and Levitt vertex groups, the procedures that are used in the
proofs of these propositions give us an infinite collections of positive generators,
um1 , . . . , u
m
g , with similar presentations of the corresponding QH vertex groups,
which means that the sequence of sets of generators belong to the same isomorphism
class. Furthermore, with each of these sets of generators there associated words,
wmj , j = 1, . . . , r, of lengths that increase with m, such that a given (fixed) set of
positive elements can be presented as: yj = w
m
j (u
m
1 , . . . , u
m
g ). The words w
m
j are
words in the generators umi and their inverses. However, they can be presented as
positive words in the generators umj , and unique appearances of words tℓ, that are
fixed words in the elements umj and their inverses (i.e., the words do not depend on
m), and these elements tmℓ (u
m
1 , . . . , u
m
g ) are positive for every m.
With each of the dominant QH and Levitt vertex groups we associate a system of
generators u11, . . . , u
1
g). Since an IET action of a QH vertex group, and and a Levitt
action are indecomposable in the sense of [Gu], finitely many (fixed) translates of
each of the positive paths that are associated with the positive paths, u1i1 , cover
the positive path that is associated with u1i2 , and cover the positive paths that are
associated with the words tℓ(u
1
1, . . . , u
1
g).
As in the proofs of theorems 6.1 and 7.2, we shorten the homomorphisms {hn}
using the dominant modular group MXMod(Λ1). For each homomorphism hn,
we pick the shortest homomorphism after precomposing with an element from
MXMod(Λ1) that keeps the positivity of the given set of the images of the gen-
erators s1, . . . , sr, and the elements u
1
1, . . . , u
1
g and tℓ (for each dominant QH and
Levitt vertex groups), and keeps their lengths to be at least the maximal length of a
constant multiple c1 of the maximal length of the image of a generator of a dominant
edge or non-QH, non-Levitt vertex group (the generators are chosen from the fixed
finite sets of generators of each of these vertex and edge groups). We further require
that after the shortening, the image of each of the elements u11, . . . , u
1
g and tℓ, will
be covered by the finitely many translates that cover them in the limit action that
is associated with Λ1. We (still) denote the obtained (shortened) homomorphisms
{h1n}.
By the shortening arguments that are proved in propositions 2.7, 2.8 and 2.18,
2.19, the lengths of the images, under the shortened homomorphisms {h1n}, of the
elements u11, . . . , u
1
g and tℓ, that are associated with the various dominant QH and
Levitt vertex groups, are bounded by some constant c2 (that is independent of n)
times the maximal length of the images of the fixed generators of the dominant
vertex and edge groups.
We pass to a subsequence of the homomorphisms {h1n} that converges into an
action of L on some real tree with an associated abelian decomposition ∆2. If the
action of L is not faithful, or non-geometric, or contains a non-degenerate segment
in its simplicial part that can not be divided into finitely many segments with non-
trivial stabilizers, the conclusions of theorem 7.12 follow. Hence, we may assume
that the action of L is faithful, and the action is geometric. We further check if the
sequence {h1n} contains a separable subsequence (definition 7.3). If it does, we pass
to this subsequence, and the conclusion of theorem 7.12 follows (cf. proposition
7.4).
We further refine ∆2, precisely as we refined the first abelian decomposition Λ.
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We denote the obtained (possibly) refined abelian decomposition ∆ˆ2.
We further refine ∆ˆ2 in a similar way to what we did in the Levitt free case.
Let Q be a dominant QH vertex group in Λ1, so that all its boundary elements are
elliptic in ∆ˆ2. Each shortened homomorphism, h
1
n, is obtained from hn, by pre-
composition with a (shortened) automorphism from the dominant modular group,
ϕn ∈ MXMod(Λ1). ϕn is a composition of elements from automorphisms of free
factors that are dominant Levitt components, modular groups of dominant QH ver-
tex group in Λ, and Dehn twists along edges with dominant edge groups. We set
τn ∈MXMod(Λ1) to be a composition of the same elements from automorphisms
of Levitt components, and from the modular groups of dominant QH vertex groups
in Λ1, that are not the dominant QH vertex group Q, and the same Dehn twists
along edges with dominant edge group as the shortened homomorphism ϕn. Let
µn = hn ◦ τn.
The sequence of homomorphisms µn, converges into a faithful action of L on a
real tree, with an associated abelian decomposition ΓQ, that has a single QH vertex
group, a conjugate of Q, and possibly several edges with non-trivial edge groups,
that are edges in both Λ1 and ∆ˆ2.
Suppose that the abelian decompositions, ∆ˆ2 and ΓQ, have a common refine-
ment, in which a conjugate of Q appears as a QH vertex group, and all the Levitt
components and all the the edges and QH vertex groups in ∆ˆ2 that do not corre-
spond to s.c.c. or proper QH subgroups of Q also appear in the common refinement
(the elliptic elements in the common refinement are precisely those elements that
are elliptic in both ΓQ and ∆ˆ2). This, in particular, implies that all the QH vertex
groups that can not be conjugated into Q, all the Levitt components, and all the
edge groups in ∆ˆ2 that can not be conjugated into non-peripheral elements in Q,
are elliptic in ΓQ. In case there exists such a common refinement, we replace ∆ˆ2
with this common refinement. We repeat this possible refinement for all the QH
vertex groups in Λ1 that satisfy these conditions (the refinement procedure does
not depend on the order of the QH vertex groups in Λ1 that satisfy the refinement
conditions). We denote the obtained abelian decomposition, ∆˜2.
We further refine ∆˜2 to possibly include Levitt vertex groups that appear in Λ1.
Let B be a dominant Levitt vertex group in Λ1. We look for a refinement of ∆˜2 that
will include B as a vertex group, and we do it in a similar way to what we did with
dominant QH vertex group in Λ1. For each index n, let ϕn ∈MXMod(Λ1) be the
automorphism that was used to shorten hn, i.e., h
1
n = hn◦ϕn. ϕn is a composition of
elements from automorphisms of free factors that are dominant Levitt components,
modular groups of dominant QH vertex group in Λ, and Dehn twists along edges
with dominant edge groups. We set γn ∈ MXMod(Λ1) to be a composition of
the same elements from automorphisms of dominant Levitt components, except for
the dominant Levitt component B, and from the modular groups of dominant QH
vertex groups in Λ1, and the same Dehn twists along edges with dominant edge
group as the shortened homomorphism ϕn. Let νn = hn ◦ γn.
The sequence of homomorphisms νn, converges into a faithful action of L on
a real tree, with an associated abelian decomposition ΓB , that has a single Levitt
component, a conjugate of B, no QH vertex groups, and possibly several edges with
non-trivial edge groups, that are edges in both Λ1 and ∆ˆ2 (hence, also in ∆˜2).
Suppose that the abelian decompositions, ∆˜2 and ΓB , have a common refine-
ment, in which a conjugate of B appears as a Levitt component, and all the Levitt
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components and all the the edge groups and the QH vertex groups in ∆˜2 that
can not be conjugated into B also appear in the common refinement (the elliptic
elements in the common refinement are precisely those elements that are elliptic
in both ΓB and ∆˜2). This, in particular, implies that all the Levitt components,
all the QH vertex groups and all the edge groups that can not be conjugated into
B, are elliptic in ΓB . In case there exists such a common refinement, we replace
∆˜2 with this common refinement. We repeat this possible refinement for all the
Levitt vertex groups in Λ1 that satisfy these conditions (the refinement procedure
does not depend on the order of the Levitt vertex groups in Λ1 that satisfy the
refinement conditions). We denote the obtained abelian decomposition, Λ2.
We continue as in the Levitt-free case. First we precompose the sequence of
homomorphisms, {h1n}, with a fixed automorphism ψ1 ∈ MXMod(Λ1), in the
same way it was done in the Levitt free case. Then we associate weights with the
edge groups, the QH vertex groups, and the Levitt vertex groups in Λ2.
We proceed iteratively. First we shorten using the full modular group, Mod(Λi).
If the obtained sequence of homomorphisms has a separable subsequence, or a
subsequence that convergence into a proper quotient of the limit group L, the
conclusion of theorem 7.12 follows. Otherwise we use only the dominant modular
group, MXMod(Λi).
We shorten the homomorphisms, {hi−1n }, using the dominant modular group
MXMod(Λi). We denote the obtained shortened sequence, {h
i
n}. If the sequence
{hin} contains a separable subsequence, or a sequence that converges into a proper
quotient of L, the conclusion of theorem 7.12 follows. Otherwise we pass to a
convergent subsequence, refine the obtained associated decomposition precsiely as
we did in the first shortening step, and precompose the sequence, {hin}, with an
automorphism psii ∈ MXMod(Λi). The automorphism ψi is constructed in the
same way it was constructed in the Levitt-free case. We still denote the composi-
tions, {hin ◦ψi}, {h
i
n}. Finally, precisely as we did in the Levitt-free case, we assign
weights with the edge groups with non-trivial stabilizers in Λi, and with QH and
Levitt vertex groups in Λi, precsiely as we did it in the Levitt-free case.
If in all steps the obtained actions are faithful, the actions are all geometric, and
the sequences of homomorphisms contain no separable subsequences, we get an
infinite sequence of abelian decompositions, Λ1,Λ2, . . . . As in the Levitt free case,
our goal is to replace a suffix of this sequence with a single abelian decomposition
that is obtained as a limit from a sequence of pair homomorphisms.
Given the sequence of abelian decompositions, Λ1, . . . , we associate with it its
stably dominant decomposition Θi0 . Note that since the construction of the stably
dominant decomposition (definition 7.5) does not consider and does not encode the
precise factorization of the free factor which is a free group, one can not expect to
replace a suffix of the sequence of abelian decompositions: Λ1, . . . , with Θi0 itself,
but rather with a modification of it, that associates a further (free) decomposition
with the free factor which is a free group (and in particular, specifies exactly the
Levitt components up to conjugacy).
First, we associate with the sequence of abelian decompositions, Λ1, . . . , its finite
set of stable weights (see definition 7.6). As in the Levitt free case, given the stable
weights we modify the sequences of homomorphisms, {hin}. Recall that the unsta-
ble modular group of an abelian decomposition, Λi, is generated by the modular
groups of QH and Levitt vertex groups in Λi that have unstable weights, and Dehn
twists along edges with non-trivial stabilizers in Λi that have unstable weights (see
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definition 7.6). For each index i, we precompose the homomorphisms {hin} with
automorphisms τ in ∈ USMod(Λi), such that h
i
n ◦ τ
i
n preserve all the positivity and
the (finite) equivariance properties that hin was supposed to preserve, and is the
shortest among all the homomorphisms of the form: hin ◦ τ that preserve the pos-
itivity and the finite equivariance requirements, and in which: τ ∈ USMod(Λi).
We denote the homomorphisms hin ◦ τn, sh
i
n.
If for some index i, the sequence {shin} contains a separable subsequence, or if
it contains a subsequence that converges into a proper quotient of the limit group
L, the conclusions of theorem 7.2 follow. Hence, in the sequel we may assume that
{shin} contain no such subsequences.
Lemmas 7.7 and 7.8 (and their proof) remain valid in the presence of Levitt
vertex groups. Hence, for all large i, and for every QH vertex group Q in the stable
dominant abelian decomposition, Θi0 , and for every edge group E with non-trivial
stabilizer in Θi0 , there exist QH vertex groups and edge groups with non-trivial
stabilizers with stable weights in Λi, such that these QH vertex groups and edge
groups with stable weights can be conjugated into Q or E.
As in the Levitt free case the sequence, {shin}, subconverges into an action on
a real tree from which an abelian decomposition, sΛi, can be obtained (using the
refinement procedure that was used in construction Λi), where sΛi is obtained from
Λi by collapsing the following:
(1) Levitt and QH vertex groups and edge groups with unstable weight.
(2) non-dominant Levitt and QH vertex groups of stable weight that are not
conjugate to Levitt and QH vertex groups in Θi0 .
(3) edge groups of stable weight that are not conjugate to edges in Θi0 , and
for which the length of the corresponding edge in the real tree into which
{hin} converges, is bounded by a constant times the length of a generator
of a dominant edge group or a dominant non-QH vertex group.
At this point we are ready to choose a sequence of homomorphisms, {fi}, that
will subconverge to an abelian decomposition that is going to replace a suffix of
the sequence of decompositions, Λ1, . . . . For each index i, it is possible to choose a
homomorphism, fi, from the sequence {h
i
n}, that satisfies similar properties as in
the Levitt free case.
For each index i ≥ i0, we choose the homomorphism fi, to be a homomorphism
from the sequence {shin} that is not separable with respect to the abelian decompo-
sitions: ∆1, . . . ,∆i, where the sequence, {∆i}, enumerates all the possible graphs
of groups with fundamental group L and trivial edge groups (see definition 7.3).
The sequence of homomorphisms {shin} subconverges into a faithful action of L
on the limit tree sYi+1. We require fi to approximate the action on the limit tree
sYi+1, of all the elements in a ball of radius i in the Cayley graph of L (w.r.t. the
given generating set s1, . . . , sr), of all the fixed sets of generators of the QH and
Levitt vertex groups, and of edge groups with non-trivial stabilizers in Λ1, . . . ,Λi,
and of all the (finitely many) elements that were chosen to demonstrate the mixing
property of the dominant QH and Levitt vertex groups and dominant edge groups
in Λ1, . . . ,Λi.
The sequence of homomorphisms, {fi}, subconverges into a faithful action of
the limit group L on a real tree Y∞. Since the sequence {fi} contains no separable
subsequence, the action of L on Y∞ must be geometric, and contains no non-
degenerate segments in its simplicial part that can not be divided into finitely
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many segments with non-trivial (cyclic) stabilizers.
Let Γ∞ be the abelian decomposition that is associated with the action of L on
Y∞. Γ∞ may have Levitt and QH vertex groups, non-QH non-Levitt vertex groups,
and edges with trivial and with non-trivial stabilizers. Γinfty has to be compatible
with the stable dominant abelian decomposition Θi0 , i.e., every elliptic element in
Θi0 must be elliptic in Γ∞. Our goal is to show that Γ∞ can be further refined, by
restricting the homomorphisms, {fi}, to non-QH vertex groups in Γ∞, and passing
to a further subsequence, to an abelian decomposition that have the same elliptic
elements as the stable dominant abelian decomposition, Θi0 . This refinement of
Γ∞ is going to be used to replace a suffix of the sequence of abelian decompositions,
Λ1, . . . .
Lemma 7.9 (and its proof) remain valid in the presence of Levitt components.
Hence, a QH vertex group in the stable dominant abelian decomposition, Θi0 , is
either elliptic in Γ∞ or it is conjugate to a QH vertex group in Γ∞. Lemma 7.10
is also valid in the presence of Levitt components, and its proof requires a slight
modification.
Lemma 7.13. Let Q be a QH vertex group, and let E be an edge group in Γ∞,
the abelian decomposition that is associated with the action of L on Y∞. Then Q
is conjugate to a QH vertex group in Θi0 , and E is conjugate to an edge group in
Θi0 .
Proof: By lemma 7.9 a QH vertex group in Θi0 is either elliptic in Γ∞, or it is
conjugate to a QH vertex group in Γ∞. An edge e in Θ∞ may appear as an edge
in Γ∞, and all the edge groups in Θi0 are elliptic in Γ∞.
Let Q1, . . . , Qv be the QH vertex groups in Θi0 that are conjugate to QH vertex
groups in Γ∞. Suppose that for large i, Λi contains only QH vertex groups and edge
groups that can be conjugated into QH vertex groups and edge groups in Θi0 . In
that case for large i, Λi does not contain Levitt components, and Γ∞ contains only
conjugates of the QH vertex groups, Q1, . . . , Qv, that are also QH vertex groups
in Θi0 , and finitely many edges, that are all edges in Θi0 , and appear as edges in
Λi for large enough i.
Suppose that not all the edge groups and the QH and Levitt vertex groups in Λi,
for large i, can be conjugated into edge groups and QH vertex groups in Θi0 (Levitt
vertex groups in Λi for large i can never be conjugated into QH vertex groups in
Θi0 . In that case, for large i, there exist QH or Levitt vertex groups with stable
weight, or edges with non-trivial edge groups with stable weight in Λi, that can not
be conjugated into QH vertex groups nor into edge groups in Θi0 .
Since the limit action is constructed from a sequence of (gradually) non-separable
homomorphisms, the limit action of L on Y∞ must be geometric. Therefore, Y∞
(possibly) contains only IET and Levitt components and a simplicial part, with
which there are associated Levitt and QH vertex groups and edges with non-trivial
stabilizers in Γ∞.
The procedure for the construction of the abelian decompositions, {Λi}, forces
finite equivariance on generators of dominant Levitt and QH vertex groups and
edge groups, that guarantees that an edge with non-trivial stabilizer exists in Γ∞
if and only if conjugates of that edge exist in all the abelian decompositions, Λi,
for large i. In particular, such an edge must be conjugate to an edge in the stable
dominant abelian decomposition, Θi0 .
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The finite equivariance that is forced on generators of dominant QH and Levitt
vertex groups and dominant edge groups, also implies that for large enough i, all
the QH and Levitt vertex groups in Λi, and all the edge groups in Λi, are either
elliptic in Γ∞, or they can be conjugated into QH or Levitt vertex groups or s.c.c.
in Γ∞. This clearly implies that the boundaries of all the QH vertex groups in Γ∞
are elliptic in all the abelian decompositions, Λi, for i large enough. Hence, all the
QH vertex groups in Γ∞ are in fact conjugate to QH vertex groups in Θi0 .

By lemma 7.13 all the QH vertex groups and all the edge groups in Γ∞, are
(conjugates of) QH vertex groups and edge groups in the stable dominant abelian
decomposition Θi0 . Γ∞ may also contain some Levitt vertex groups. As we have
already indicated in the proof of lemma 7.13, for large i, every Levitt vertex group
in Λi is either elliptic in Γ∞ or it can be conjugated into a Levitt vertex group in
Γ∞. Every QH vertex group in Λi is either elliptic in Γ∞ or it can be conjugated
into either a Levitt vertex group or into a QH vertex group in Γ∞. Every dominant
edge group in Λi is either elliptic in Γ∞, or it can be conjugated into a s.c.c. in a
QH vertex group in Γ∞ or into a Levitt component in Γ∞. In the last case the
stabilizer of the Levitt vertex group inherits a non-trivial abelian decomposition
from Λi, an inherited abelian decomposition in which the edge with the dominant
edge group in Λi appears as an edge.
Suppose that not all the elliptic elements in Γ∞ are elliptic in Θi0 (i.e., suppose
that non-QH non-Levitt vertex groups in Γ∞ are not conjugates of non-QH vertex
group in Θi0).
In that case we restrict the sequence of homomorphisms, {fi}, to the (elliptic)
vertex groups in Y∞. Since these elliptic subgroups are not elliptic in Θi0 , for large
enough i, the abelian decompositions Λi contain QH or Levitt vertex groups or
edge groups with stable weight that are elliptic in Γ∞. Hence, from the restrictions
of the homomorphisms {fi} to the point stabilizers in Y∞ it is possible to associate
a non-trivial abelian decomposition with at least one of the point stabilizers.
Therefore, we pass to a convergent subsequence of the sequnce {fi}, and associate
with the elliptic subgroups in Γ∞ abelian decompositions, that at least one of them
is non-trivial. Since the QH vertex groups and the edge groups in Γ∞ are conjugates
of QH vertex groups and edge groups in the stable dominant abelian decomposition,
Θi0 , all the edge groups in Γ∞ are elliptic in the abelian decompositions of the
various elliptic vertex groups. Hence, the abelian decompositions of the various
vertex groups further refine the abelian decomposition Γ∞.
Let Γ1∞ be the obtained refinement of Γ∞. Γ
1
∞ contains (possibly) new QH or
Levitt vertex groups and edge groups that are not conjugate to QH and Levitt
vertex groups and edge groups in Γ∞. By the proof of lemma 7.13, all the new QH
vertex groups in Γ1∞y are conjugates of QH vertex groups in Θi0 , and all the new
edge groups in Γ1∞ are conjugates of edge groups in Θi0 .
If the elliptic vertex groups in Γ1∞ are not elliptic in Θi−0 we repeat the refinement
process, by restricting the sequence of homomorphisms, {fi}, to the elliptic vertex
groups in Γ1∞. After finitely many iterations we obtain an abelian decomposition
Γf . The QH vertex groups and the edge groups in Γf are conjugates of the QH
vertex groups and the edge groups in Θi0 . Γf may contain Levitt components.
The elliptic (non-QH, non-Levitt) vertex groups in Γf are conjugates of the elliptic
vertex groups in Θi0 .
As in the Levitt free case, to be able to replace a suffix of the sequence of the
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abelian decompositions, {Λi}, with the abelian decomposition Γf , we still need to
prove an analogue of proposition 7.11 in the presence of Levitt components.
Proposition 7.14. There exists an index i1 ≥ i0, such that for every i ≥ i1, the
modular group Mod(Λi) is contained in the modular group Mod(Γf ).
Proof: The modular groups, Mod(Λi) and Mod(Γf ), are generated by automor-
phisms of Levitt factors, Dehn twists along edge groups and modular groups of
QH vertex groups in the two abelian decompositions. We have already argued that
for large i the edge groups in Λi can be conjugated into either edge groups in Γf ,
or into s.c.c. in QH vertex groups or into Levitt vertex groups in Γf , and in case
it can be conjugated into a Levitt factor, the Levitt factor inherits a non-trivial
decomposition along that edge group that it inherits from Λi. QH vertex groups
in Λi can be conjugated into QH vertex groups or into Levitt factors in Γf , and
Levitt factors in Λi can be conjugated into Levitt factors in Γf . Therefore, as in
the Levitt free case (proposition 7.11), to prove the proposition we just need to
analyze the branching points in IET and Levitt components in the trees that are
associated with the decompositions {Λi} and Γf .
The abelian decomposition Γf was obtained using a (finite) successive refinement
of an abelian decomposition Γ∞. Let Y∞ be the tree from which the abelian
decomposition Γ∞ was obtained. The action of L on the real tree Y∞ is geometric,
hence, to analyze the branching points in Y∞ it is enough to look at the segments,
[y∞, sj(y∞)], where y∞ is the base point in Y∞, and sj , 1 ≤ j ≤ r, are the fixed set
of generators of the semigroups S < L. Since the actions of L on each of the trees
Yi, from which the abelian decompositions Λi were obtained, are all geometric, the
same conclusion holds for these actions.
Since the action of L on Y∞ is geometric, the path [y∞, sj(y∞)], is divided into
(possibly) finitely many segments that are contained in Levitt components, IET
components, and (possibly) finitely many segments with non-trivial stabilizers in
the simplicial part of Γ∞, where the last segments are associated with edges with
non-trivial edge groups in Γ∞. The actions of L on the real trees Yi are geometric,
hence, the same conclusion holds for the segments, [yi, sj(yi)], where yi is the
basepoint of the tree Yi.
There exists an index i2 ≥ i0, so that for every i ≥ i2 every Levitt vertex vertex
group in Λi is a subgroup of a conjugate of a Levitt vertex group in Γf , every QH
vertex group in Λi is a subgroup of a conjugate of a Levitt or a QH vertex group
in Γf , and every edge group in Λi is either conjugate to an edge group in Γf or it
can be conjugated into a s.c.c. in a QH vertex group in Γf , or it can be conjugated
into a Levitt component in Γf .
The path [y∞, sj(y∞)] is divided into subpaths in Levitt and IET components
in Y∞, and segments with non-trivial stabilizers in the simplicial part of Y∞. The
paths [yi, sj(yi)] can be divided into subpaths in Levitt and IET components in Yi
and segments with non-trivial stabilizers in the simplicial part of Yi. Furthermore,
the sequence of subpaths in [yi, sj(yi)], can be divided into finitely many consecutive
subsequences, such that the Levitt and QH vertex groups and the edge groups in
every subsequence can be jointly conjugated into the same Levitt or QH vertex
group or edge group in Γf .
We first look at those sequences of consecutive subpaths in [yi, sj(yi)] that are
not mapped to points in Y∞. The starting and ending points of these consecutive
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subpaths are either:
(1) associated with the beginning or the end of an edge in Γ∞.
(2) stabilized by a peripheral element in a QH vertex group in Γ∞.
(3) contained in an IET component but not stabilized by a peripheral element
of that IET component.
(4) contained in a Levitt component in Y∞.
The argument that we applied in the Levitt free case, implies that for large i,
the branching points in Yi that start or end subpaths of [yi, sj(yi)], 1 ≤ j ≤ r, that
are mapped into subpaths in Γ∞ that start or end in branching points of type (1)
or (2) in Γ∞, have to be of type (1) or (2) in Yi.
The germs of the (finitely many) branching points of types (3) and (4) in the
segments, [y∞, sj(y∞)], belong to finitely many orbits (under the action of L on
Y∞). By the same argument that we used in order to analyze the branching points
of types (1) and (2) in the Levitt free case, if two starting or ending points of
two sequences of consecutive subpaths in [yi, sj(yi)], 1 ≤ j ≤ r, are mapped into
starting or ending points of subpaths in QH or Levitt components in [y∞, sj(y∞)],
so that the germs of these branching points in Y∞ are in the same orbit under the
action of L, then the germs of the pair of branching (starting or ending) points in
[yi, sj(yi)] are in the same orbit in Yi under the action of L.
Using the finite refinement procedure that led from Γ∞ into Γf , for large i, the
same hold for starting and ending points subpaths of [yi, sj(yi)], 1 ≤ j ≤ r, that are
mapped into subpaths in IET or Levitt components or segments with non-trivial
stabilizers in one of the finitely many trees that were used to refine Γ∞ and obtain
Γf . In particular, the preimages of an orbit of branching points in Γ∞ in Yi, is in the
same orbit under the action of L. Using the refinement process the same holds for
preimages of orbits of branching points in Γf . This equivariance of the preimages
of branching points in Γf , guarantees that for large i, the modular groups Mod(Λi)
are contained in the modular group Mod(Γf ).

As in the Levitt free case, proposition 7.14 enables us to remove a suffix of the
sequence of abelian decompositions, Λ1, . . . , and replace it by the finite sequence:
Λ1, . . . ,Λi1−1,Γf . We continue to the next steps with the abelian decomposition,
Γf , and with the sequence of pair homomorphisms, {f
i}, that converges to a limit
action from which Γf was obtained.
The terminal abelian decomposition of that finite resolution contains at least
one QH vertex group or one Levitt component. We repeat the whole construc-
tion of a sequence of abelian decompositions starting with the sequence of pair
homomorphisms {f i}. If the sequence terminates after a finite number of steps,
the conclusion of theorem 7.12 follows. If it ends up with an infinite sequence of
abelian decompositions, we use the same construction as the one that was used in
proving proposition 7.14.
We continue iteratively as we did in the proof of theorems 6.1 and 7.2. If this iter-
ative procedure terminates after finitely many steps, the conclusion of theorem 7.12
follows. Otherwise we obtained an infinite sequence of abelian decompositions that
do all contain QH or Levitt vertex groups. In each of these abelian decompositions,
either:
(1) there exists a dominant edge group that is not elliptic in an abelian decom-
position that appears afterwards in the sequence.
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(2) there exists a QH vertex group Q in the abelian decomposition, such that
the abelian decomposition collapses to an abelian decomposition ΓQ that
contains one QH vertex group, Q, and possibly several non-QH, non Levitt
vertex groups that are connected only to the vertex stabilized by Q by edges
with trivial and cyclic edge groups. ΓQ and an abelian decomposition that
appears afterwards in the sequence do not have a common refinement (see
the construction of the original sequence of abelian decompositions Λ1, . . . ).
(3) there exists a Levitt vertex group B in the abelian decomposition, such
that the abelian decomposition collapses to an abelian decomposition Γ˜B
that contains one Levitt vertex group, B, and possibly several non-QH, non
Levitt vertex groups that are connected only to the vertex stabilized by B
by edges with trivial edge groups. ΓB and an abelian decomposition that
appears afterwards in the sequence do not have a common refinement.
Now, we apply proposition 7.14 to the sequence of abelian decompositions that
we constructed. By proposition 7.14 a suffix of the sequence can be replaced with
the abelian decomposition, such that all the modular groups that are associated
with the abelian decompositions from the suffix are contained in the modular group
of the abelian decomposition that the proposition produces and dominates the
suffix. Hence, the abelian decomposition that is obtained using proposition 7.14
contains either:
(i) a Levitt vertex group.
(ii) a Levitt vertex vertex group and a QH vertex group, or two Levitt vertex
groups, or two QH vertex groups.
(iii) more than one QH vertex group, or a QH vertex group with higher (topo-
logical) complexity (see the proof of theorem 6.1).
(iv) only a single QH vertex group, possibly of the same topological complexity
as QH vertex groups that appear in the abelian decompositions in the suffix
(e.g. a once punctured torus), but this QH vertex has to be connected to
the other vertex groups in the abelian decomposition with at least one edge
with trivial stabilizer.
(v) suppose that a subsequence of the abelian decompositions contain Levitt
vertex groups. Then either the abelian decomposition that dominates a
suffix of the entire sequence contains two Levitt vertex groups, or a Levitt
vertex group of rank at least 3, or a single Levitt vertex group that is
connected to other vertex groups in the abelian decomposition with at least
two edge groups with trivial stabilizers.
As in the proof of theorems 6.1 and 7.2, we repeat the whole construction start-
ing with the (higher complexity) abelian decomposition that we obtained and the
subsequence of homomorphisms that is associated with it. Either the construction
terminates in finitely many steps, or a suffix of an infinite sequence of abelian de-
compositions can be replaced with an abelian decomposition of higher complexity.
i.e., either the ranks of the Levitt vertex groups (ordered lexichographically from
highest to lowest ranks), or the topological complexities of the QH vertex groups
(ordered lexichographically from high to low), that appear in the abelian decom-
positions, is bounded below by a higher lower bound, or the minimum number of
edges with trivial stabilizers that are connected to the Levitt and QH vertex groups
is bigger. Repeating this construction itartively, by the accessibility of f.p. groups,
or by acylindrical accessibility, we are left with a finite resolution that satisfies the
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conclusion of theorem 7.12 (see the proof of theorem 6.1).

For presentation purposes, in theorems 7.2 and 7.12 we assumed that the limit
group L contains no non-cyclic abelian groups. To include abelian vertex groups
we use the same modifications as we used in the freely indecomposable case (see
definition 6.6 and theorem 6.7).
Theorem 7.15. Let (S, L) be a pair, and let s1, . . . , sr be a fixed generating set of
the semigroup S. Let {hn : (S, L) → (FSk, Fk)} be a sequence of pair homomor-
phisms that converges into a faithful action of L on a real tree Y .
Then there exists a resolution:
(S1, L1)→ (S2, L2)→ . . .→ (Sm, Lm)→ (Sf , Lf )
that satisfies the following properties:
(1) (S1, L1) = (S, L), and ηi : (Si, Li) → (Si+1, Li+1) is an isomorphism for
i = 1, . . . , m− 1 and ηm : (Sm, Lm)→ (Sf , Lf) is a proper quotient map.
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ f , there is an associated abelian
decomposition that we denote Λi. The abelian decompositions Λ1, . . . ,Λf−1
contain edges with trivial or abelian edge stabilizers, and QH, Levitt, abelian
(axial), and rigid vertex groups.
(3) either ηf−1 is a proper quotient map, or the abelian decomposition Λf con-
tains separating edges with trivial edge groups. Each separating edge is
oriented.
(4) there exists a subsequence of the homomorphisms {hn} that factors through
the resolution. i.e., each homomorphism hnr from the subsequence, is ob-
tained from a homomorphism of the terminal pair (Sf , Lf ) using a com-
position of a modification that uses generalized Dehn twists that are as-
sociated with Λm, and modular automorphisms that are associated with
Λ1, . . . ,Λm−1.
(5) if (Sf , Lf ) is not a proper quotient of (S, L), then the (shortened) pair homo-
morphisms {hfn} of (Sf , Lf) (that are obtained by shortening a subsequence
of the homomorphisms {hn}) are compatible with Λf . Let R1, . . . , Rv be the
connected components of Λf after deleting its (oriented) separating edges.
The homomorphisms hˆfn are composed from homomorphisms of the fun-
damental groups of the connected components R1, . . . , Rv, together with
assignments of values from FSk to the oriented separating edges. The
homomorphisms of the fundamental groups of the connected components
R1, . . . , Rv converge into a faithful action of these groups on real trees with
associated abelian decompositions: R1, . . . , Rv.
Proof: The theorem follows from theorem 7.7 using the same argument that was
used to prove theorem 6.7 from theorem 6.1.

Theorem 7.15 generalizes theorem 6.7 to general pairs. Given a sequence of pair
homomorphisms of a pair (S, L), and a sequence of pair homomorphisms {hn :
(S, L) → (FSk, Fk)}, that converges into a faithful action of L on some real tree,
it proves that it is possible to extract a subsequence that factors through a finite
resolution of the pair (S, L) that terminates in a proper quotient of the pair (S, L), or
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with a sequence of separable homomorphisms of (S, L). This allows one to continue
the construction of a resolution iteratively and get a resolution that terminates with
a graph of groups in which all the edges are separating edges and all the vertex
groups are trivial.
Proposition 7.16. Let (S, L) be a pair, and let s1, . . . , sr be a fixed generating
set of the semigroup S. Let {hn : (S, L) → (FSk, Fk)} be a sequence of pair
homomorphisms that converges into a faithful action of L on a real tree Y .
Then there exists a resolution:
(S1, L1)→ (S2, L2)→ . . .→ (Sf , Lf )
that satisfies the following properties:
(1) (Si+1, Li+1) is a quotient of (Si, Li), but not necessarily a proper quotient.
Lf is a free group.
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ f , there is an associated abelian
decomposition that we denote Λi. The abelian decompositions Λ1, . . . ,Λf−1
contain edges with trivial or abelian edge stabilizers, and QH, Levitt, abelian
(axial), and rigid vertex groups. Some edges in these abelian decompositions
may be separating edges, and separating edges in Λi are canonically mapped
into separating edges in Λi+1.
(3) Λf that is associated with the terminal pair, (Sf , Lf), is a graph (of groups)
with trivial vertex groups, and all its edges are separating edges. In partic-
ular, they are oriented and with trivial stabilizers. The fundamental group
of this graph is Lf , and the generators of the semigroup S, s1, . . . , sr, rep-
resent positive closed paths in the graph.
(4) there exists a subsequence of the homomorphisms {hn} that factors through
the resolution. i.e., each homomorphism hnr from the subsequence, is ob-
tained from a homomorphism of the terminal pair (Sf , Lf ) using a com-
position of generalized Dehn twists and modular automorphisms that are
associated with Λ1, . . . ,Λf−1.
Proof: We start with the sequence of homomorphisms {hn}. By theorem 7.15 it is
possible to extract a subsequence that factors to a finite resolution Res1. The finite
resolution Res1 terminates in either a proper quotient of the original pair (S, L),
or it ends with a pair that is isomorphic to (S, L), but the abelian decomposition
that is associated with the terminal pair has separating edges (see definition 7.3).
Let {hmnk} be the sequence of homomorphisms that is obtained from a subse-
quence of the original sequence of homomorphisms {hn} after factoring through
the resolution Res1 (this subsequence, {h
m
nk
} was used to construct the abelian
decomposition that is associated with the terminal level of Res1). If the terminal
pair that is associated with the resolution of Res1 is a proper quotient of (S, L), we
continue by applying theorem 7.11 to the subsequence {hmnk}.
Suppose that the terminal pair of Res1 is isomorphic to (S, L). In that sequence
{hmnk} is separable with respect to an abelian decomposition ∆1, in which all the
edges have trivial edge groups, and they are all separating edges. In that case
we replace the homomorphisms, {hmnk}, with a sequence of homomorphisms into a
bigger coefficient group as described in part (5) of definition 7.3. Recall that n that
part of definition 7.3, given each of the homomorphisms hmnk , we replace the values
133
that are assigned with each of the labels that are associated with the edges in ∆1, to
values that contain a single (positively oriented) appearance of the generator that
is associated with each label, and no appearances of generators that are associated
with the other labels, without changing the homomorphisms of the vertex groups
in ∆1 to obtain a homomorphism hˆ
m
nk
. Each such homomorphism hˆmnk is a pair
homomorphism: hˆmnk : (Sm, Lm) → (FˆS, Fˆ ), where (Sm, Lm) is the terminal limit
group of Res1, and (Fˆs, Fˆ ) is a standard extension of the standard coefficient pair,
(FSk, Fk), that is obtained by adding a finite set of new generators.
Now, we apply theorem 7.15 to the modified homomorphisms {hmnk}, where we
analyze and modify (shorten) only the actions of the vertex groups in ∆. The
conclusion of theorem 7.11 gives another resolution Res2. Either the terminal pair
of Res2 is a proper quotient of the original pair (S, L), or the resolution terminates
with an isomorphic pair with an associated separating abelian decomposition ∆2,
and the number of separating edges in ∆2 is strictly bigger than the number of
separating edges in ∆1.
We proceed iteratively, and modify the homomorphisms that are the output of
the construction of a resolution, whenever a new separating edges are associated
with the terminal limit group of a resolution. By the d.c.c. property of limit groups,
the construction terminates after finitely many steps. By construction, the terminal
group has to be a free group, that is associated with a graph (of groups), in which
all edge and vertex groups are trivial and all the edges are separating edges.

Proposition 7.16 enables us to apply a compactness argument, and associate a
Makanin-Razborov diagram with a pair (S, L).
Theorem 7.17. Let (S,G) be a pair of a group G and a f.g. subsemigroup S that
generates G as a group. Then there exist finitely many resolutions of the form that
is constructed in proposition 7.11:
(S0, L0)→ (S2, L2)→ . . .→ (Sf , Lf )
where (S0, L0) is a quotient pair of (S,G), and each Li is a limit group, such that:
(1) every pair homomorphism, h : (S, L) → (FSk, Fk), factors through at least
one of these finitely many resolutions.
(2) for each of the resolutions in the collection, there exists a sequence of ho-
momorphisms: {hn : (S, L) → (FSk, Fk)}, that converges into a faithful
action of the initial pair (S0, L0) on a real tree with an associated abelian
decomposition (after the refinement that is used in the proof of proposition
6.4) Λ0.
Furthermore, the sequence of homomorphisms {hn} can be modified us-
ing modular automorphisms and generalized Dehn twists that are associated
with the abelian decompositions: Λ0, . . . ,Λm, and by adding separators to
separating edges, to get sequences of pair homomorphisms {h1n}, . . . , {h
f
n}.
Each of these modified sequences of homomorphisms {hin} converges into a
faithful action of the pair (Si, Li) on a real tree with an associated abelian
decomposition (after an appropriate refinement) Λi.
Proof: Proposition 7.16 shows that given any sequence of pair homomorphisms of
(S,G) into (FSk, Fk), it is possible to extract a subsequence that factors through a
134
(finite) resolution that satisfies part (2) of the theorem. Hence, the theorem follows
by the same compactness argument that was used in the proof of theorem 6.8.

Theorem 7.17 associates a Makanin-Razborov diagram with a pair, and theorem
6.8 associates such a diagram with a freely indecomposable restricted pair. We end
this chapter by associating a Makanin-Razborov diagram with a general restricted
pair.
Theorem 7.18. Let (S,G) be a restricted pair of a group G and a f.g. subsemigroup
S that generates G as a group. i.e., the standard pair (FSk, Fk) is a subpair of
(S,G). Then there exist finitely many resolutions of the form:
(S0, L0)→ (S2, L2)→ . . .→ (Sf , Lf )
where (S0, L0) is a quotient restricted pair of (S,G), and each Li is a restricted
limit group, such that:
(1) (Si+1, Li+1) is a restricted quotient pair of (Si, Li), but not necessarily a
proper quotient. Lf is a restricted free product of a (possibly trivial) free
group and the coefficient group Fk and the coefficient group Fk.
(2) with each of the pairs (Si, Li), 1 ≤ i ≤ f , there is an associated abelian
decomposition that we denote Λi that satisfies part (2) in proposition 7.8.
The coefficient group Fk is contained in a (distinguished) vertex group in
each of the abelian decomposition Λi.
(3) Λf that is associated with the terminal pair, (Sf , Lf ), is a graph of groups
with a single non-trivial vertex group, which is the coefficient group Fk. All
its edges are separating edges. In particular, they are oriented and with
trivial stabilizers. The fundamental group of this graph is Lf = Ff ∗ F .
(4) every restricted pair homomorphism, h : (S,G)→ (FSk, Fk), factors through
at least one of these finitely many resolutions.
(5) part (2) in the statement of theorem 7.9 holds for the restricted diagram,
where sequences of homomorphisms and their shortenings and modifications
are replaced by sequences of restricted homomorphisms.
Proof: Identical to the proof of theorem 7.17.

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