On stationarity properties of generalized Hermite-type processes by Donhauzer, Illia & Olenko, Andriy
0 (2020), no. 0, 1–13.
DOI:
ISSN:
On stationarity properties of generalized Hermite-type
processes*
Illia Donhauzer† Andriy Olenko‡
Abstract
The paper investigates properties of generalized Hermite-type processes that arise in
non-central limit theorems for integral functionals of long-range dependent random
fields. The case of increasing domain asymptotics is studied. Stationarity and self-
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type process has non-stationary increments.
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1 Introduction
This paper investigates properties of limit processes in non-central limit theorems
for nonlinear integral functionals [12], [20]. The structure of the increments of the
limit processes for different integration sets is of the interest. While stationarity of
increments of self-similar stochastic processes is well investigated, the case of random
fields attracted increasing attention only recently, see, for example, the discussion in [10].
This paper investigates the class of generalized Hermite-type processes obtained via
asymptotics of nonlinear transformations of long-range dependent random fields.
Dobrushin and Major [9] considered the nonlinear functionals
Y Nm =
1
AN
mN−1∑
j=(m−1)N
G(ξj)
of long-range dependent Gaussian random sequences {ξj , j ∈ N} with correlation
functions of the form r(j) = L(j)jα , α ∈ (0, 1), where AN are normalising coefficients and
L(·) is a slowly varying function at the infinity. It was shown that the asymptotic behavior
of Y Nm , N →∞, depends on the Hermite rank κ of the non-random function G and in a
general case the asymptotic distribution is not Gaussian. In [9] and the more general case
[7], it was proved that, if N →∞, then under certain conditions the finite-dimensional
distributions of Y Nm converge to finite-dimensional distributions of Hermite processes
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defined by Wiener-Itô integrals [8]. In recent years, the Malliavin calculus approach was
used to obtain such results under rather general assumptions, see [4] and the references
therein. In [20] and recently [6] a continuous version of the problem was considered by
changing summation by integration and Gaussian sequences {ξj , j ∈ N} by a Gaussian
random processes {ξ(x), x ≥ 0}. The averaging of a nonlinear transformation of the long-
range dependent random process ξ(x) over increasing intervals of R+ was considered.
It was demonstrated that the finite-dimensional distributions of the integrated processes
do not converge (in a general case) to the Brownian motion because of the long-range
dependence of the stochastic process ξ(x). Taqqu proved that the limit process Y (t) is
the fractional Brownian motion if and only if the Hermite rank κ = 1, and Y (t) is non-
Gaussian if κ > 1. A representation of the limit process in terms of Wiener-Itô integrals
was obtained. The limit process Y (t) belongs to the class of self-similar processes, and
Y (t) depends only on the Hermite rank of the function G and the parameter α of the
correlation function.
In [9] these one-dimensional results were also generalized to the multidimensional
case, when the summation is over integer grid points of multidimensional parallelepipeds.
In [3, 12, 15] the corresponding continuous multidimensional case was considered, when
the integration of long-range dependent homogeneous isotropic random fields ξ(x),
x ∈ Rn, is over homothetic transformations ∆(rt), t ∈ [0, 1], r →∞, of multidimensional
observation windows ∆ ∈ Rn. Similar to the one-dimensional case, it was shown that for
κ > 1 the limit process is not Gaussian and is self-similar. It was demonstrated that the
limit processes are different for different ∆. We call them as generalized Hermite-type
processes.
The spectral theory of random fields [21] was used to obtain non-central limit theo-
rems under wide assumptions of spectral densities of homogeneous isotropic random
processes and fields [12]. As Tauberian and Abelian theorems connect asymptotic be-
havior of correlation functions at the infinity and spectral densities at the origin [14]
the conditions of long-range dependence can be formulated in terms of the asymptotic
behavior of spectral density at the zero frequency or covariance function at infinity.
This paper studies the limit processes Y (t). It is well-known that in the one-dimensional
case n = 1 these limit processes have stationary increments. We prove that in the multi-
dimensional case n > 1 the limit processes always have non-stationary increments.
This paper shows interesting relationships between the increments of the limit
processes and geometric probabilities. Crofton’s mean value formula [5, 13] for an
average function of distances of points inside a growing domain is used. This formula is
an important tool that finds various applications in differential geometry, shape analysis,
spatial statistics, just to mention few, see [5, 13, 17] and the references therein. Crofton’s
formula connects a differential of a functional of the average distance M(x1, ..., xk)
between k uniformly distributed points xi, i = 1, ..., k, inside the growing domain ∆(t)
and geometric properties of the surface of this domain ∂∆(t).
Moreover, it will be seen that variances of increments of the limit processes can be
defined as integrals of positive-definite functions. Such integrals are of the interest
in analysis as different applications require optimal estimators of these integrals, see
[11, 18]. The integral settings let use more general classes of positive definite functions
than the classical definition based on quadratic forms and finite sums, see [18].
To prove the result the paper employs three different methodologies based on stochas-
tic integral representation of the Hermite-type processes, Crofton’s mean value formula
and integrals of potential kernels. The obtained results show interesting links between
stochastics and differential geometry and can be used in other applications.
The paper is organized as follows. Section 2 provides the main definitions and
notations required in the following sections. Non-central limit theorems for random
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processes and properties of the limit processes are given in Section 3. Section 4 provides
non-central limit theorem for random fields and properties of the corresponding limit
process. Numerical studies confirming the obtained theoretical results are presented in
Section 5.
In what follows we use the symbol C to denote constants which are not important
for our discussion. Moreover, the same symbol C may be used for different constants
appealing in the same proof. By || · || we denote the norm in n-dimensional Euclidean
space, and | · | stands for the Lebesgue measure of sets in the same space.
2 Premilinaries
This section states the main definitions and notations used in this paper.
Definition 2.1. A random field ξ(x), x ∈ Rn, is called strictly homogeneous, if finite-
dimensional distributions of ξ(x) are invariant with respect to the group of motion
transformations
P
(
ξ(x1) < a1, ξ(x2) < a2, ..., ξ(xk) < ak
)
= P
(
ξ(x1+h) < a1, ξ(x2+h) < a2, ..., ξ(xk+h) < ak
)
for all h, x1, x2, .., xk ∈ Rn and a1, a2, .., ak ∈ R.
Definition 2.2. A random field ξ(x), x ∈ Rn, is called isotropic, if its finite-dimensional
distributions are invariant with respect to the group of rotation transformations
P
(
ξ(x1) < a1, ξ(x2) < a2, ..., ξ(xk) < ak
)
= P
(
ξ(Ax1) < a1, ξ(Ax2) < a2, ..., ξ(Axk) < ak
)
for all rotation transformations A, where x1, ..., xk ∈ Rn and a1, a2, .., ak ∈ R.
For ν > − 12 , we denote
Jν(z) =
∞∑
m=0
(−1)m(z/2)2m+ν
m!Γ(m+ ν + 1)
, z ≥ 0,
the Bessel’s function of the first kind of order ν.
The function B(r), r ≥ 0, is a covariance function of an isotropic random field ξ(x)
if and only if there exists a measure Φ on [0,+∞) such that B(r) allows the following
integral representation
B(r) = Eξ(0)ξ(x) = 2
n−2
2 Γ
(
n
2
)∫
R+
Jn−2
2
(ur)(ur)
2−n
2 Φ(du), r = ||x||.
Definition 2.3. A random field ξ(x), x ∈ Rn, is self-similar with parameter H if ξ(ax) d=
aHξ(x), where
d
= denotes the equality of finite-dimensional distributions.
Definition 2.4. A measurable function L : (0,∞) → (0,∞) is called slowly varying at
the infinity if for all λ > 0
lim
t→+∞
L(λt)
L(t)
= 1.
Definition 2.5. The function
Hm(u) = (−1)κeu2/2 d
m
dum
e−
u2
2
is a Hermite polynomial of order m.
The first few Hermite polynomials are
H0(u) = 1, H1(u) = u, H2(u) = u
2 − 1.
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Let φ(x) = exp{−u2/2}/√2pi be a probability density of the standard Gaussian random
variable. Denote by L2(R, φ(u)du) a Hilbert space of Lebesgue measurable functions
G : R→ R such that ∫
R
G2(u)φ(u)du <∞.
It is known that the Hermite polynomials form a complete orthogonal system in the
space L2(R, φ(u)du), i.e.∫
R
Hm1(u)Hm2(u)φ(u)du = δ
m2
m1m1!, m1,m2 = 0, 1, ...,
where δqm is a Kronecker delta.
Definition 2.6. The Hermite rank of a function G is the index κ of the first non-zero
coefficient aκ in the expansion of G into the Hermite polynomials
G(u) =
∞∑
m=κ
amHm(u).
By properties of the Hermite polynomials of Gaussian random fields
E(Hm1(ξ(x))) = 0,
EHm1(ξ(x1))Hm2(ξ(x2)) = δ
m2
m1m1!B
m1(||x1 − x2||), x1, x2 ∈ Rn.
Assumption 2.7. Let ξ(x), x ∈ Rn, be a mean square continuous homogeneous isotropic
Gaussian random field with Eξ(x) = 0 and a covariance function
B(r) = E
(
ξ(0)ξ(x)
)
=
L(||x||)
||x||α ,
where α ∈ (0, n), r = ||x|| and L(·) is a function slowly varying at the infinity.
It follows from the Abelian and Tauberian theory, see [14], that Assumption 2.7 on
the covariance function can be replaced by analogous conditions on the spectral density
of ξ(x). For example, if L(·) ≡ const, one can use
Assumption 2.8. Let ξ(x), x ∈ Rn, be a mean square continuous homogeneous isotropic
Gaussian random field with the spectral density f(||λ||) = h(||λ||)/||λ||n−α such that it
holds h(ρ)/ρ1−α ∈ L1(R+), α ∈ (0, n) and h(ρ) is a continuous function in a neighborhood
of the origin, h(0) 6= 0 and h(ρ) is bounded on R+.
Lemma 2.9. [12, 14] If Assumption 2.8 is satisfied, then the correlation function of the
random field ξ(x) has the following asymptotic behavior
B(r) ∼ h(0)c1(n, α)(1 +O(1))
rα
, r →∞,
where c1(n, α) = 2αpin/2Γ(α/2)/Γ((n− α)/2).
The following result is a celebrated Crofton’s formula.
Theorem 2.10. [13] Let {∆(t)} be a family of compact subsets of Rn that are smoothly
changing in the sense that the graph Γ = {(x, t) : x ∈ ∆(t)} is a twice continuously
differentiable n+1 dimensional embedded manifold with a boundary in Rn×R. Let ∂∆(t)
be the boundary of the set ∆(t). Consider M(t) = Ef(X1, ..., Xn), where X1, ..., Xn are
independent uniformly distributed in ∆(t) random points and f : Rn → R is a symmetric
function of its arguments.
Then almost everywhere M has the derivative
d
dt
M(t) = n
d
dt |∆(t)|
|∆(t)| (M1(t)−M(t)),
0 (2020), paper 0.
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where M1(t) = Ef(Y,X2, ..., Xn), Y,X2, ..., Xn are independent random points in ∆(t),
and Y is uniformly distributed on ∂∆(t) with a density proportional to v(x, t) relative
to n− 1 dimensional surface area measure. Function v(x, t) represents the velocity of
change of the sets ∆(t) at point x.
3 One-dimensional case of fuctionals of stochastic processes
This section reviews non-central limit theorems for stochastic processes and discusses
stationarity properties of the corresponding limit processes Y (t).
Let a function G : R → R satisfy conditions EG(X) = 0, EG2(X) < ∞ and has
Hermite rank κ.
In [20], for suitably chosen function e(u), u ∈ R, that depends on a parameter H0,
the process X(s), s ∈ R, was defined by
X(s) =
∫
R
e(s− ξ)dW (ξ), s ∈ R,
where W is the standard Gaussian white noise measure satisfying EW (A) = 0 and
EW 2(A) = |A| for Borel sets A of finite Lebesgue measure |A|. The process X(s) is
Gaussian, stationary, and satisfies EX(s) = 0, EX2(s) = 1.
Then the following limit theorem holds true.
Theorem 3.1. [20] If x→∞, then finite-dimensional distributions of the process
1
d(r)
∫ tr
0
G(X(s))ds
converge weakly to the finite-dimensional distributions of the process
Y (t) = K(κ,H0)
∫
R
∫ ξ1
−∞
...
∫ ξκ−1
−∞
∫ t
0
κ∏
i=0
(
(s− ξi)H0−3/2I(ξi < s)
)
dsdW (ξκ)...dW (ξ1),
where d(r) ∼ E
(∫ r
0
G(X(s))ds
)2
, as r →∞, and K(κ,H0) is a constant.
The process Y (t) is called the Hermite process. If the Hermite rank κ = 1, then Y (t)
is the fractional Brownian motion [16].
It is well-known that the limit process has the following property for any κ ≥ 1, but
for the completeness of the exposition we will present the proof which uses the approach
that is different from the main result in the following section.
Proposition 3.2. The process Y (t) is self-similar with stationary increments.
Proof. The Gaussian white noise W (·) is a self-similar random measure. Thus, the
process Y (t) is self-similar for all κ and α. Moreover, the stationarity of increments for
all κ and α follows from the transformations below.
Without loss of generality let t1 > t2. Then
Y (t1)− Y (t2)
= K(κ,H0)
∫ ∞
−∞
∫ ξ1
−∞
...
∫ ξκ−1
−∞
∫ t1
0
κ∏
i=1
(
(s− ξi)H0− 32 I(ξi < s)
)
dsdW (ξκ)...dW (ξ1)
−K(κ,H0)
∫ ∞
−∞
∫ ξ1
−∞
...
∫ ξκ−1
−∞
∫ t2
0
κ∏
i=1
(
(s− ξi)H0− 32 I(ξi < s)
)
dsdW (ξκ)...dW (ξ1)
0 (2020), paper 0.
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= K(κ,H0)
∫ ∞
−∞
∫ ξ1
−∞
...
∫ ξκ−1
−∞
∫ t1
t2
κ∏
i=1
(
(s− ξi)H0− 32 I(ξi < s)
)
dsdW (ξκ)...dW (ξ1).
By the change of variable s′ = s− t2, ξ′1 = ξ1 − t2 we obtain
Y (t1)− Y (t2) d=K(κ,H0)
×
∫ ∞
−∞
∫ ξ′1+t2
−∞
...
∫ ξκ−1
−∞
∫ t1−t2
0
(s′ − ξ′1)H0−
3
2 I(ξ′1 < s
′)
×
m∏
i=2
(
(s′ + t2 − ξi)H0− 32 I(ξi < s′ + t2)ds′
)
dW (ξκ)...dW (ξ
′
1).
Changing the variable ξ′2 = ξ2 − t2, one obtains
Y (t1)− Y (t2) d=K(κ,H0)
×
∫ ∞
−∞
∫ ξ′1
−∞
∫ ξ′2+t2
−∞
...
∫ ξκ−1
−∞
∫ t1−t2
0
(s′ − ξ′1)H0−
3
2 I(ξ′1 < s
′)(s′ − ξ′2)H0−
3
2 I(ξ′2 < s
′)
×
κ∏
i=3
(
(s′ + t2 − ξi)H0− 32 I(ξi < s′ + t2)
)
ds′dW (ξκ−1)...dW (ξ′2)dW (ξ
′
1).
Continuing this process of changing variables as ξ′i = ξi − t2, i = 3, ...κ, by induction
we obtain
Y (t1)− Y (t2) d=K(κ,H0)
×
∫ ∞
−∞
∫ ξ′1
−∞
...
∫ ξ′κ−1
−∞
∫ t1−t2
0
κ∏
i=1
(s′ − ξ′i)H0−
3
2 I(ξ′i < s
′)ds′dW (ξ′κ−1)...dW (ξ
′
1).
which shows that the process Y (t) has stationary increments.
Thus, the averaging of nonlinear transformations of long-range dependent Gaussian
random processes over the homothetic intervals [0, rt] ⊂ R+ leads to limit processes
with stationary increments.
4 Multidimensional case of functionals of random fields.
The aim of this section is to demonstrate that the result of Section 3 is not true for
the averaging over multidimensional sets.
Let ξ(ω, x) : Ω×Rn → R be a measurable Gaussian long-range dependent homoge-
neous isotropic random field.
In the multidimensional case, we study limit distributions of the nonlinear functionals∫
∆(r)
G(ξ(x))dx, r →∞, (4.1)
where ∆(r) is a homothetic transformation with parameter r of a simply connected
n-dimensional compact set ∆ ⊂ Rn containing the origin with the Lebesgue measure
|∆| > 0. Note that the integral (4.1) exists with probability 1, see [Theorem 1.1.1] in
[12].
Let
∫ ′
Rnκ
denote the Wiener-Itô multidimensional stochastic integral, see [8].
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Theorem 4.1. [12, 14] Let Assumption 2.7 or 2.8 be satisfied and α ∈ (0, n/κ). Then, if
r →∞ the finite-dimensional distributions of the process
Yr(t) =
∫
∆(rt1/n)
Hκ(ξ(x))dx
rn−κα/2
√
c2(n, κ, α,∆)Lκ/2(r)
, t ∈ [0, 1],
converge weakly to the finite-dimensional distributions of the process
Y (t) =
∫ ′
Rnκ
κ∏
j=1
||λ||(α−n)/2
∫
∆(t1/n)
ei(λ
(1)+...+λ(κ),x)dx
κ∏
j=1
W (dλj), t ∈ [0, 1],
where c2(n, κ, α,∆) = cκ1 (n, α)κ!
∫
∆
∫
∆
||x− y||−καdxdy.
Remark 4.2. Using the property of self-similarity of the Gaussian white noiseW (d(ax))
d
=
an/2W (dx), we obtain that the process Y (t) is self-similar with parameter 1− ακ/2n. It
means that the self-similarity of the limit processes preserves in the multidimensional
case.
Lemma 4.3. The variance of increments of the limit process Y (t) has the representation
V ar(Y (t+ h)− Y (t)) = κ!|∆|
2h2
c2(n, κ, α,∆)
E(||U − V ||−κα),
where U, V are independent uniformly distributed random vectors in the set ∆((t +
h)1/n) \∆(t1/n).
Proof. By Theorem 4.1 variances of increments of Y (t) converge to variances of incre-
ments of Yr(t), when r →∞. Hence, we get
V ar(Y (t+ h)− Y (t)) = lim
r→∞V ar(Yr(t+ h)− Yr(t))
= lim
r→∞
1
r2n−καc2(n, κ, α,∆)Lκ(r)
V ar
( ∫
∆(r(t+h)1/n)\∆(rt1/n)
Hκ(ξ(x))dx
)
= lim
r→∞
κ!
r2n−καc2(n, κ, α,∆)Lκ(r)
∫∫
(
∆(r(t+h)1/n)\∆(rt1/n)
)2 Bκ(||x− y||)dxdy,
where
∫∫
A2
denotes the double integral
∫
A
∫
A
.
By changing variables x = r(t+ h)1/nx˜, y = r(t+ h)1/ny˜, taking into account Lemma
2.9 and using properties of slowly varying functions, see Theorem 2.7 in [19], we obtain
V ar(Y (t+h)−Y (t)) = lim
r→∞
κ!r2n
r2n−καc2(n, κ, α,∆)Lκ(r)
∫∫
(
∆((t+h)1/n)\∆(t1/n)
)2 Bκ(r||x˜−y˜||)dxdy
= lim
r→∞
κ!r2n
r2n−καc2(n, κ, α,∆)Lκ(r)
∫∫
(
∆((t+h)1/n)\∆(t1/n)
)2
Lκ(r||x˜− y˜||)
(r||x˜− y˜||)κα dx˜dy˜
=
κ!
c2(n, κ, α,∆)
∫∫
(
∆(r(t+h)1/n)\∆(rt1/n)
)2 ||x˜− y˜||−καdx˜dy˜
0 (2020), paper 0.
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=
|∆|2h2κ!
c2(n, κ, α,∆)
E(||U − V ||−κα).
Remark 4.4. The integrand in
∫
∆
∫
∆
||x − y||−καdxdy is a potential kernel, which also
belongs to the class of unbounded generalized positive definite functions, see [19].
Section 3 proved that integral functionals of nonlinear transformations of Gaussian
random processes over intervals in R+ converges to processes with stationary incre-
ments. However, in the multidimensional case Rn, n > 1, it might be not always true as
the next example shows. In this example, the classical case of a disk observation window
is studied.
Example 4.5. Let the observation window ∆(t) ∈ R2, t > 0, is a centered disk B2(t) =
{x ∈ R2 : ||x|| ≤ t} which is a homothetic transformation of a unit radius centered
disk B2 = {x ∈ R2 : ||x|| ≤ 1}. We will show that the limit process Y (t) does not have
stationary increments.
By Lemma 4.3 the variance of the increment Y (t+ h)− Y (t) is given by the formula
κ!|B2|2h2
c2(n, κ, α,B2)
E(||U − V ||−κα),
where E(||U − V ||−κα) is a function of t and the expectation is taken over the set
B2((t+ h)
1/n) \B2(t1/n).
Let us investigate the function
M(t, h) = E(||U − V ||−mα)
=
1
|B2((t+ h)1/n) \B2(t1/n)|2
∫∫
(
B2((t+h)1/n)\B2(t1/n)
)2 ||x− y||−καdxdy. (4.2)
We will demonstrate that the derivative of E(||U − V ||−κα) is not identically equal 0
on the interval t ∈ [0, 1].
By Crofton’s mean value formula
d
dt
M(t, h) = 2
dV
V
(M+(t, h)−M−(t, h)),
where V = |B2((t+ h)1/2) \B2(t1/2)| and
M+(t, h) =
1
|∂(B2(t+ h)1/2)|
∫
∂(B2(t+h)1/2)
∫
B2((t+h)1/2)\B2(t1/2)
||x− y||−καdxdy,
M−(t, h) =
1
|∂(B2(t)1/2)|
∫
∂(B2(t)1/2)
∫
B2((t+h)1/2)\B2(t1/2)
||x− y||−καdxdy.
Let us consider the asymptotic behavior of ddtM(t, h) at the origin, i.e. t = 0, by
finding the asymptotic behaviors of M+(t, h) and M−(t, h).
By the change of variables x˜ = (t+ h)1/2x, y˜ = (t+ h)1/2y,
lim
t→0
M+(t, h) = lim
t→0
(t+ h)1−κα/2
2pi
√
t+ h
∫
∂(B2(1))
∫
B2(1)\B2(( tt+h )1/2)
||x˜− y˜||−καdx˜dy˜
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=
h1/2−κα/2
2pi
∫
∂(B2(1))
∫
B2(1)
||x˜− y˜||−καdx˜dy˜.
Similarly, for M−(t, h) we get
lim
t→0
M−(t, h) = lim
t→0
t1/2(t+ h)1/2
2pit1/2
∫
∂(B2(1))
∫
B2(1)\B2(( tt+h )1/2)
||(t+ h)1/2x˜− t1/2y˜||−καdx˜dy˜
=
h1/2−κα/2
2pi
∫
∂(B2(1))
∫
B2(1)
||x˜||−καdx˜dy˜.
Thus,
lim
t→0
d
dt
M(t, h) =
h1/2−κα/2
2pi
∫
∂(B2(1)
(∫
B2(1)
||x˜− y˜||−καdx˜−
∫
B2(1)
||x˜||−καdx˜
)
dy˜
=
h1/2−κα/2
2pi
∫
∂(B2(1)
(∫
B2(1)+y˜
||x˜||−καdx˜−
∫
B2(1)
||x˜||−καdx˜
)
dy˜,
where B2(1) + y˜ denotes the set {x ∈ Rn : x = z + y˜, z ∈ B2(1)}.
For all y˜ 6= 0 ∫
B2(1)+y˜
||x˜||−καdx˜ <
∫
B2(1)
||x˜||−καdx˜
because the integration is over a non-centered disk B2(1) + y˜.
Thus, limt→∞ ddtM(t, h) < 0 and the function V ar(Y (t+h)−Y (t)) is strictly decreasing
in the neighborhood of the origin.
Remark 4.6. For the case when the center of homothety xc is different from the center
of the disk the increments are also non-stationary. Indeed, it is easy to demonstrate
that limt→0
(
M+(t, h)−M−(t, h)) 6= 0. When t→∞ one has to compare the averages of
||x− y||−κα over all points y ∈ B2(h1/2) for two points:
1) the center of homothety x = xc ∈ B2(h1/2),
2) a point on the boundary x = xb ∈ ∂B2(h1/2).
Figure 1: Regions of equal and different averages.
As for each xb the homothety center xc is a midpoint of a symmetric arc, see Figure 1,
then, by the symmetry, the averages over y ∈ A of the distances ||xc − y||−κα and
||xb − y||−κα are equal. However, the average over y ∈ B2(h1/2) \ A of ||xc − y||−κα is
greater than the one of ||xb − y||−κα, see Figure 1.
So, limt→0(M+(t, h)−M−(t, h)) < 0.
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Example 4.5 shows that for the disk B2(t) the averaging leads to the limit processes
with a non-stationary structure of increments.
The following theorem is the main result of this paper. It shows that in the mul-
tidimensional case increments of the limit process Y (t) are non-stationary for any
non-degenerate observation window ∆ ∈ Rn, n ≥ 1.
Theorem 4.7. Let the conditions of Theorem 4.1 be satisfied. Then, for all sets ∆ ∈
Rn, n > 1, the limit processes Y (t) have non-stationary increments.
Proof. By Lemma 4.3 and (4.2)
V ar(Y (t+ h)− Y (t)) = κ!
c2(n, κ, α,∆)
∫∫
(
∆((t+h)1/n)\∆(t1/n)
)2 ||x− y||−καdxdy.
We prove that V ar(Y (t+ h)− Y (t)) is not constant in t by a contradiction showing
that the function
I(t, h) =
∫∫
(
∆((t+h)1/n)\∆(t1/n)
)2 ||x− y||−καdxdy
is not constant with respect to t.
Let I(t, h) do not depend on t, i.e. I(t, h) ≡ const(h). The process Y (t) is defined on
[0, 1], but without loss of generality we can consider I(t, h) for t ≥ 0. Indeed, by changing
variables one gets
I(t, h) = (t+ h)2−κα/n
∫∫
(
∆(1)\∆(( tt+h )1/n)
)2 ||x− y||−καdxdy
= (t+ h)2−κα/n
∫∫
(
∆((1− tt+h )1/n))\∆(0)
)2 ||x− y||−καdxdy = h2−κα/n
∫∫
(
∆(1)
)2 ||x− y||−καdxdy,
where the last equality follows from I(t, h) ≡ const(h), t ∈ [0, 1].
Let At,h = ∆
(
(t + h)1/n
) \∆(t1/n). Then we can change the variables in I(t, h) and
obtain
I(t, h) =
∫∫
A2t,h
||x− y||−καdxdy =
∫
Rn
∫
Rn
IAt,h(x)IAt,h(y)||x− y||−καdxdy
=
∫
Rn
IAt,h(y)
∫
Rn
||x||−καIAt,h(x+ y)dxdy,
where IA(·) is a characteristic function of a set A.
Note, that as the origin is an interior point of ∆(1) there is a ball Bn(δ) of a radius
δ > 0 that belongs to ∆(1), i.e. Bn(δ) ⊂ ∆(1).
Let us denote A− y = {x ∈ Rn : x = z − y, z ∈ A}.
For t = 0 we obtain the following lower bound on I(t, h) as
I(0, h) ≥
∫
Rn
IBn(δh1/n)(y)
∫
Rn
||x||−καIBn(δh1/n)(x+ y)dxdy
=
∫
Rn
IBn(δh1/n)(y)
∫
Bn(δh1/n)−y
||x||−καdxdy ≥ 1
2n
∫
Rn
IBn(δh1/n)(y)
∫
Bn(δh1/n)
||x||−καdxdy,
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as for any y ∈ Bn(δh1/n) the shifted ball Bn(δh1/n) − y always contains at least 2−n of
the original B(δh1/n).
Hence, using the spherical change of coordinates we get
I(0, h) ≥ 1
2n
|Bn(δh1/n)|
∫ δh1/n
0
rn−1−καdr = Ch2−
κα
n , (4.3)
where C is a constant that does not depend on h.
Now we obtain the upper bound on I(t, h). For any C > 0
I(t, h) =
∫
Rn
IAt,h(y)
[ ∫
(At,h−y)∩Bn(C)
||x||−καdx+
∫
(At,h−y)∩Bn(C)
||x||−καdx
]
dy,
where Bn(C) = Rn \Bn(C).
Noting that for each h and y the volume |(At,h−y)∩Bn(C)| → 0, when t→∞, we get∫
Rn
IAt,h(y)
∫
(At,h−y)∩Bn(C)
||x||−καdxdy → 0.
The second integral can be estimated as∫
(At,h−y)∩Bn(C)
||x||−καdx ≤ C−κα|(At,h − y) ∩Bn(C)| → C−καh|∆(1)|,
when t→∞.
Let us choose C = h
1
n− εκα , where ε ∈ (0, καn ). Then∫
Rn
IAt,h(y)
∫
(At,h−y)∩Bn(C)
||x||−καdxdy → h2−καn +ε|∆(1)|2, (4.4)
when t→∞.
Comparing (4.3) and (4.4), we get that for sufficiently large t it holds
I(t, h) ≤ h2−καn +ε|∆(1)|2
and
Ch2−
κα
n ≤ I(0, h) = I(t, h) ≤ |∆(1)|2h2−καn +ε.
As h can be selected arbitrary small, we get a contradiction.
5 Numerical example.
This section presents numerical examples showing the variances of increments
Y (s+ h)− Y (s) in one and two-dimensional cases. We consider the most common cases
in the literature, when ∆(1) is a one-dimensional interval [0,1], a two-dimensional disk
and a square, and the Hermite rank κ = 1.
For numerical calculations, the two-dimensional integrals
E(Y (s+ h)− Y (s))2 = C
∫
R2
||λ||(α−2)
( ∫
∆((s+h)1/2)\∆(s1/2)
ei(λ,x)
)2
dxdλ
were approximated by the sums of the form
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n−1∑
i=0
n−1∑
j=0
F 2I
∆((s+h)1/2)\∆(s1/2)
(
λ
(1)
i , λ
(2)
j
)(
(λ
(1)
i )
2 + (λ
(2)
j )
2
)α−2
2
(
λ
(1)
i+1 − λ(1)i
)(
λ
(2)
j+1 − λ(2)j
)
,
(5.1)
where F denotes the 2-dimensional Fourier transformation of the indicator of a set and
(λ
(1)
i , λ
(2)
j ), i, j = 0, ..., n, form a grid of n
2 equidistant points in R2.
The Fourier transformations of indicators of the disk and the square have explicit
forms in terms of elementary functions that allow easy computations of the sums in (5.1).
For the difference of disks with radiuses (s+ h)1/2 and s1/2 the Fourier transform of
its indicator is
J1(||λ||(s+ h)1/2)− J1(||λ||s1/2)
||λ||1/2 .
For the difference of squares {(x1, x2) : |xi| ≤ (s+ h)1/2, i = 1, 2} and {(x1, x2) : |xi| ≤
s1/2, i = 1, 2} the Fourier transform of its indicator is
sin((s+ h)1/2λ(1)) sin((s+ h)1/2λ(2))− sin(s1/2λ(1)) sin(s1/2λ(2))
λ(1)λ(2)
.
Figure 2 shows variances of Y (s+ 0.02)− Y (s) with the s-step 0.02 for the following
observation windows: one-dimensional interval, two-dimensional disk and square.
Figure 2: V ar(Y (s+ 0.02)− Y (s)) for different observation windows.
The numerical examples show that for the case n = 2 variances of the increments
of the limit process are not equal for different sets ∆ and decreases when s increases,
while in the one-dimensional case n = 1 variances of the increments are constant.
6 Conclusions and future studies.
It was shown that contrary to the classical one-dimensional case of stochastic pro-
cesses, for any choice of an observation window, integral functionals of nonlinear
transformations of long-range dependent random field converge to the generalized
Hermite-type process with non-stationary increments.
In the future studies, it would be interesting to investigate:
- the case of weighted integral functionals, see [2, 3, 12];
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- the case of filtered random fields, see [1];
- whether there exists a normalization dependent on t that can result in a limit process
with stationary increments;
- other random processes and fields that require using
∫∫
∆2
g(||x− y||)dxdy instead of∫∫
∆2
||x− y||−καdxdy for some suitable functions g(·);
- application of the approaches to integrals of generalized positive-definite functions
[11, 18] and average distances [5, 17].
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