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ABSTRACT. In this work, we interpret part of the boundary conditions as exter-
nal sources in order to solve the integrability problem present in the computation
of surface charges associated to gauge symmetries in the hamiltonian formalism.
We start by describing the hamiltonian structure of external symmetries preserv-
ing the action up to a transformation of the external sources of the theory. We
then extend these results to the computation of surface charges for field theories
with non-trivial boundary conditions.
aLaurent Houart postdoctoral fellow.
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HAMILTONIAN SURFACE CHARGES USING EXTERNAL SOURCES. 3
1 Introduction
In field theories, associating conserved generators to gauge symmetries is a long standing
problem. The main issue is that the bulk part of the generator will be proportional to the
constraints of the theory: evaluated on solutions the associated conserved quantity will
be zero. At first sight, this does not seem so bad. However, it means that, for instance,
the notion of electric charge in Maxwell’s theory or energy in Einstein’s theory both
disappear.
In hamiltonian formalism, a partial solution to the problem has been developped in
[1] and [2]. The idea is that generators must be supplemented with a boundary term in
order to be differentiable. The on-shell value of this boundary term is then the associated
conserved quantity. Applying this to Einstein’s theory in 4D, one recovers the ADM value
for the mass [1, 3].
When applying this idea to compute conserved quantities, one has to select a suitable
set of boundary conditions. This choice is the key factor: if the boundary conditions are
too restrictive, this will reduce the set of available symmetries; if the boundary conditions
are too lax, the differentiability condition on the generators will be too strong and the set
of symmetries for which we can associate conserved quantities will be small. Looking
for a good set of boundary conditions is searching an optimum point of these two ten-
dencies. This problem is often refered as the integrability problem of surface charges as
the selection of the boundary term to form a differentiable generator involves solving an
integrability equation on the space of field configurations. The references [4, 5] contain a
few examples of integrability problems in the hamiltonian formalism.
In this work, we want to present a different approach. The first part of the idea is
to treat boundary conditions as external sources. This is certainly reasonable and has
already been used, for instance in AdS/CFT (see [6] and subsequent literature). The
second part is to allow symmetries to act on the sources. The obtained symmetries are not
really symmetries of the theory and will no give rise to conserved quantities. They are
symmetries that send a solution of the equations of motion for one value of the sources
to a solution with a different value of the sources. They are symmetries between different
theories and, in this work, we will call them external symmetries. We will see that they
are generated by canonical generators and that the algebra of these generators forms a
possibly extended representation of the algebra of the external symmetries.
Treating boundary conditions as external sources introduces two layers of boundary
conditions. The external layer describes all field configurations for all possible values of
the boundary conditions (Dirichlet, ...). This is the set of conditions that must be preserved
by the external symmetries. The internal layer describes the field configurations for each
theory: for each specific value of the boundary conditions. This is the set of boundary
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conditions satisfied by the dynamical part of the fields and is related to the differentiability
condition of the generators. In other words, we decoupled the two effects of the boundary
conditions in the integrability problem and introduced a lot more possibilities.
The first part of this work contains a definition and study of the notion of external sym-
metries in hamiltonian theories with a finite number of degrees of freedom. We show that,
under reasonable assumptions, these symmetries are generated by canonical generators.
We also introduce a modified poisson bracket to compute the algebra of these associated
generators. This algebra forms a possibly extended representation of the algebra of the
external symmetries.
In the second part, we study hamiltonian field theories without gauge freedom. We
promote boundary conditions to external sources and use the results we obtained earlier
to define external symmetries in this case. As before, we introduce a modified poisson
bracket and compute the algebra of the generators. We then provide an example by ap-
plying the results to a scalar field theory.
The last part contains the study of gauge theories. Due to possible interactions be-
tween dynamical fields and lagrange multipliers through boundary conditions, we have
to keep the lagrange multipliers explicitly in our analysis. To this end, we start with a
small generalisation of standard results concerning conserved quantities in gauge theo-
ries with a finite number of degrees of freedom. We then combine this with the notion of
external symmetries developed in the previous sections. As before, we compute the alge-
bra of the generators of external symmetries and show that it forms a possibly extended
representation of the algebra of the associated symmetries.
2 Hamiltonian theory with external sources
In this section, we will describe the hamiltonian theory in presence of external sources.
We will focus on mechanical systems with a finite number of degrees of freedom.
A general system has the following action:
S[qi, pi; j
α] =
∫
dt
{
q˙ipi −H(t, qi, pi; jα, dtjα, ..., dkt jα)
}
, (2.1)
where jα is an external source: it is not varied when deriving the equations of motions. If
we only work with transformations that preserve exactly the form of the action, sources
included, the usual hamiltonian theory of charges is well behaved. We are able to asso-
ciate conserved canonical generators and compute their algebra for each fixed value of j.
The general picture is a symmetry group for j = 0 that, when j 6= 0, is broken to the
subgroup preserving this particular value of j.
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There exists systems where we can keep all the symmetries if we allow the transfor-
mations to act on the sources. For instance electromagnetism in presence of an external
current
S[Aµ; j
ν ] =
∫
dnx
(
−1
4
FµνF
µν + Aµj
µ
)
, (2.2)
is invariant under the full Poincare´ algebra if we allow the transformations to act on jµ.
However, these transformations don’t really preserve the action, they send one value of
the sources to a different one: they are symmetries between different problems. Our goal
in this section is to see how we can extend the hamiltonian theory of charges to these
generalized symmetries.
An external symmetry δG of the action (2.1) will be defined as a transformation of the
form
δGq
i = Qi(t, q, dtq, ..., p, dtp, ..., j, dtj, ...), (2.3)
δGpi = Pi(t, q, dtq, ..., p, dtp, ..., j, dtj, ...), (2.4)
δGj
α = Jα(t, q, dtq, ..., p, dtp, ..., j, dtj, ...), (2.5)
that preserves the integrand of the action up to a time derivative or a function of the
sources
δG
{
q˙ipi −H(t, qi, pi; jα, dtjα, ..., dkt jα)
}
=
d
dt
U(t, q, p; j, , ...) + VG(j, dtj, ...). (2.6)
The most important property in the usual case is that a symmetry of the action is a sym-
metry of the equations of motion. This is coming from the identity
δG
δ
δzA
L =
δ
δzA
δGL+
∞∑
k=0
(−dt)k
(
∂ZB
∂(dt)kzA
δL
δzB
)
, (2.7)
where zA = (qi, pi) and ZA = (Qi, Pi). If δGL = dtU , this identity reduces to
δG
δ
δzA
L =
∞∑
k=0
(−dt)k
(
∂ZB
∂(dt)kzA
δL
δzB
)
, (2.8)
which is zero on the EOM δL
δzA
≈ 0. In our case, the identity (2.7) becomes
δ
δ
δzA
L =
∞∑
k=0
(−dt)k
(
∂ZB
∂(dt)kzA
δL
δzB
)
+
∞∑
k=0
(−dt)k
(
∂Jα
∂(dt)kzA
δL
δjα
)
. (2.9)
This is zero on the equations of motion if Jα is independent of the dynamical fields. The
sources have to transform without involving the dynamical fields.
This is a natural restriction to impose on the transformations. In this case, one problem
(the variational problem for one value of jα) will be send by the transformation to another
problem (same variational problem for a different value of jα). If the transformation of
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jα is allowed to depend on the dynamical fields, all the possible values of the dynamical
fields for one value of jα will be send to different values of the sources, to different
problems. This will completely destroy our variational theory. In the following, we will
only work with transformations where Jα is independent of zA. Another useful way to
encode this information is:
[δ, δG] j
α = 0 ∀δ s.t. δjα = 0. (2.10)
For any action, we have trivial symmetry transformations
δMz
A = MAB(
δL
δzB
) δMj
α = 0, (2.11)
where the operator MAB is an anti-self-adjoint operator:
XAM
AB (YB) = −YAMAB (XB) + d
dt
ΞM(X, Y ). (2.12)
They can be used to remove all dependence of ZA in the time derivatives of the fields zA.
Because of this, the most general transformation we will consider is of the form
δGz
A = ZA(t, zB , jα, dtj
α, ..., (dt)
ljα), δGj
α = Jα(t, jβ, dtj
β, ..., (dt)
ljβ). (2.13)
Equation (2.6), can be rewritten as
Q˙ipi + q˙
iPi − ∂H
∂qi
Qi − ∂H
∂pi
Pi − δjGH =
∂U
∂qi
q˙i +
∂U
∂pi
p˙i +
∂U
∂t
+ δjtU + VG, (2.14)
where we have introduced the following notations
δ
j
G = J
α ∂
∂jα
+ dtJ
α ∂
∂dtjα
+ d2tJ
α ∂
∂d2t j
α
+ ... (2.15)
δ
j
t = dtj
α ∂
∂jα
+ d2t j
α ∂
∂dtjα
+ d3t j
α ∂
∂d2t j
α
+ ... (2.16)
This equation is valid for all values of qi, pi, q˙i and p˙i. It can be decomposed into the
following equations:
∂Qj
∂qi
pj + Pi =
∂U
∂qi
, (2.17)
∂Qj
∂pi
pj =
∂U
∂pi
, (2.18)
∂tQ
ipi + δ
j
tQ
ipi − ∂H
∂qi
Qi − ∂H
∂pi
Pi − δjGH =
∂U
∂t
+ δjtU + VG. (2.19)
The first two equations imply that the transformation of the hamiltonian variables (qi, pi)
is symplectic and has as generator G = Qjpj − U . Using this on the last equation leads
to
∂tG+ {G,H}+ δjtG− δjGH = VG, (2.20)
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where we have introduced the usual poisson bracket given by:
{F,G} = ∂F
∂qi
∂G
∂pi
− ∂G
∂qi
∂F
∂pi
=
∂F
∂zA
σAB
∂G
∂zB
, (2.21)
with σAB the poisson structure.
We have the following result:
Theorem 2.1. A transformation of the form
δGz
A = ZA(t, z, j, ∂tj, ..., ∂
l
tj) and δGjα = Jα(t, j, ∂tj, ..., ∂ltj), (2.22)
preserves the action in the sense (2.6) if and only if there exists a generator G such that
it is the hamiltonian generator of the transformation of the canonical variables and it
satisfies (2.17), (2.18) and (2.20).
Such transformations will be called external symmetries. Equation (2.20) is the equivalent
of the conservation of G in the absence of external sources. It can be rewritten as:
δtG[z; j] = δ
j
GH [z; j] + VG[j], δt ≡
∂
∂t
+ σAB
∂H
∂zB
∂
∂zA
+ δjt . (2.23)
Giving the generator G is not enough to describe the transformation, one must also supply
the variation of the sources Jα or equivalently the operator δjG. In the following, when we
are referring to a transformation generated by G, we will assume that both G and δjG are
known. The generator G is defined up to a function of the sources: both G and G+K[j]
generate the same transformation.
Let’s compute the generator associated to the commutator of two transformations
(F, δjF ) and (G, δ
j
G):
δ[F,G]z
A = δF
{
zA, G[z; j]
}− F ↔ G
=
{{
zA, F [z; j]
}
, G[z; j]
}
+
{
zA, {G[z; j], F [z; j]}+ δjFG[z; j]
}− F ↔ G
=
{
zA, {G[z; j], F [z; j]} + δjFG[z; j]− δjGF [z; j]
}
. (2.24)
The canonical generator of δ[F,G]zA is given by:
{G[z; j], F [z; j]}+ δjFG[z; j]− δjGF [z; j]. (2.25)
Following this, we introduce a new poisson Bracket for the generators in the presence of
external sources:
{F,G}j ≡ {F,G}+ δjGF − δjFG. (2.26)
8 TROESSAERT
As we said earlier, the generators are associated with specific transformations of the
sources, the bracket of the generator only is not well-defined. It should be extended
to couples (G, δjG). The couple generating the transformation δ[F,G] is given by:[
(F, δjF ), (G, δ
j
G)
]
=
(
{G,F}j , [δjF , δjG]
)
. (2.27)
This bracket is obviously antisymmetric and it can be checked that it satisfies the Jacobi
identity. If we identify the hamiltonian H with the generator of time translations, we
must supply it with the right variation of the source namely δHjα ≡ dtjα, which implies
δ
j
H = δ
j
t . Using our new poisson Bracket, equation (2.20) becomes
∂tG+ {G,H}j = VG[j]. (2.28)
In the usual case, when considering symmetries of the action preserving the sources
δ
j
G = 0, we also have the possibility to add this extra term VG. In order to preserve
the EOM, we need VG to be a constant. The analysis done above goes through and we
obtain this constant on the right hand side of the conservation equation (2.28) with the
unmodified poisson bracket. In this case, the constant can be absorbed in the generator
by adding to it a term of the form −tVG allowing us to recover the usual result. For the
more general case considered in this work, due to the presence of the sources and their
arbitrary time dependence, we cannot get rid of this extra term.
The set of external symmetries (2.13) form an algebra G of symmetries of the set of
theories parametrized by jα. To any of these transformations, we can associate a couple
(G, δjG). These couples associated to the commutator[
(F, δjF ), (G, δ
j
G)
]
=
({G,F}j, [δjF , δjG]) (2.29)
form a representation of G (The only property missing is that ({G,F}j, [δjF , δjG]) satisfies
(2.28) which is proven in appendix A). This representation has room for extensions. This
is coming from the fact that we can add any function of the sources to a generator G.
Theorem 2.2. If Gi forms a generating set of the algebra G, we have in general({G2, G1}j, [δj1, δj2]) = (G[1,2] +K1,2[j], δj[1,2]) , (2.30)
with K1,2 antisymmetric and
K[1,2],3 + δ
j
3K1,2 + cyclic = 0. (2.31)
The cyclic identity of the extension K1,2 comes from the Jacobi identity of the modified
bracket. This is an abelian extension based on the representation of G on the sources j
[7].
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As an application, let’s consider a point particle on which we act with an external
force fi(t):
S[qi, pi; fi] =
∫
dt
(
q˙ipi − pip
i
2m
+ qifi
)
, (2.32)
where indices are raised and lowered with the Kronecker delta. The equations of motion
are
q˙i =
pi
m
, (2.33)
p˙i = fi, (2.34)
and, if we remove p, we obtain the famous Newton equations
md2t q
i = f i. (2.35)
The presence of this source term in the action spoils galilean symmetries but using the
above results, we can still associate generators to them. The galilean transformations are:
δa,v,ωq
i = ai + tvi − ωijqj, (2.36)
δa,v,ωpi = mvi + ω
j
ipj, (2.37)
δa,v,ωfi = ω
j
ifj , (2.38)
where ai, vi and ωij with ω(ij) = 0 respectively parametrize translations, boosts and
rotations. These transformations are of the form (2.13) and preserve the action in the
sense (2.6):
δa,v,ωL =
d
dt
(mqivi) + (a
i + tvi)fi. (2.39)
We can then associate non-conserved generators
Ga,v,ω =
(
ai − ωijqj
)
pi + tv
ipi −mviqi, (2.40)
dtGa,v,ω =
(
ai + tvi − ωijqj
)
fi. (2.41)
Part of the evolution of Ga,v,ω is just a rewriting of the well-known results concerning the
evolution of the momentum and angular momentum of a point particle in presence of an
external force. In this case, the new poisson bracket of the generators is the same than
the old one and the algebra closes with a central extension between the boosts and the
translations [7]:
{G1, G2}j = (âi − ω̂ijqj)pi + tv̂ipi −mv̂iqi +m(ai1v2i − ai2v1i), (2.42)
where
âi = ωi2ja
j
1 − ωi1jaj2, v̂i = ωi2jvj1 − ωi1jvj2, (2.43)
ω̂ij = ω
i
2kω
k
1j − ωi1kωk2j . (2.44)
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3 Boundary conditions as external sources
In this section, we will use the previous results to generalize the hamiltonian theory of
charges to symmetries not preserving boundary conditions. The first subsection intro-
duces the theoretical objects needed and gives the results concerning external symmetries
when boundary conditions are treated as external sources. The second subsection con-
tains an application: we compute the external symmetries for a scalar field contained in a
sphere with Dirichlet boundary conditions.
From here on, we will use the conventions introduced in appendix A of [8] in order to
describe spatial field configurations.
3.1 Generalized differentiable functionals
We will consider hamiltonian systems defined on a manifold Σ with boundaries ∂Σ at a
finite distance. Functionals of the canonical fields zA(x) are assumed to have the usual
poisson bracket
{F,G} =
∫
Σ
dnx
δF
δzA
σAB
δG
δzB
, (3.1)
with σAB a constant, anti-symmetric and invertible matrix. We will also assume a set of
boundary conditions on zA. The results we will describe in this section can be extended
easily to boundaries at infinity and asymptotic conditions.
The Hamiltonian theory of charges for field theories introduced in [1] and further
developed in [2] is based on the idea that only differentiable generators are allowed in the
poisson bracket. A differentiable generator G[z] is a functional such that:
• the boundary term produced in its variation is zero:
δG =
∫
Σ
dnx
δG
δzA
δzA, (3.2)
where δzA respects the boundary conditions imposed on zA.
• its associated hamiltonian vector field δG with
δG = ∂(i)G
A ∂
S
∂zA(i)
, GA = σAB
δG
δzB
, (3.3)
preserves the boundary conditions on zA.
With this definition, the hamiltonian theory is well behaved. However, there are cases
where the above conditions are too restrictive. In the following, we will relax the second
condition by treating part of the boundary conditions on zA as external sources.
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We will consider boundary conditions on the bulk fields zA parametrized by a set of
non dynamical boundary fields ζα:
χαI (z)|∂Σ = ζα. (3.4)
We will assume the operators χαI to be local and independent of time. The standard cases
are Dirichlet or Newmann boundary conditions. In order to guarantee smooth solutions,
we have to supplement these ”internal” boundary conditions with extra ”external” bound-
ary conditions:
χ
k,α
E = (dt − δt)kχαI ∀k > 0, δt =
∂
∂t
+ δH , (3.5)
χ
k,α
E |∂Σ = 0 ∀k > 0 ⇔ (dkt − δlt)χαI |∂Σ = 0 ∀k > 0, (3.6)
where dt is the total time derivative and δH is the variation generated by the hamiltonian.
Once a value of the boundary field ζα has been chosen, these extra boundary conditions
become:
δkt χ
α
I |∂Σ = dkt ζα ∀k > 0, (3.7)
which usually are boundary conditions on normal derivatives of zA. However, if ζα is
allowed to vary, they don’t impose any restriction on configurations zA(k) at fixed time.
When it doesn’t lead to confusion, we will use χE to denote the set of external boundary
conditions χk,αE .
In the following, we will call variations of the fields δzA preserving the internal bound-
ary conditions the variations satisfying:
δχαI |∂Σ = 0, δχE |∂Σ = 0, ∀z s.t. χE |∂Σ = 0. (3.8)
In general, if we restrict ourselves to configurations associated to a fixed value of ζα, the
set of variations obtained is bigger than the one defined in (3.8). In the following, we will
only consider operators χαI such that these two sets are equal.
Inspired by the results of the previous section, we extend the definition of differen-
tiable generator to:
Definition 3.1. A generalized differentiable generator G[z] is a functional such that, for
all variation δzA preserving the internal boundary conditions, we have
δG =
∫
Σ
dnx
δG
δzA
δzA, ∀z s.t. χE |∂Σ = 0, (3.9)
and
δGχE |∂Σ = 0, [δ, δG]χαI (z)|∂Σ = 0, ∀z s.t. χE |∂Σ = 0, (3.10)
where δGzA ≡ GA = σAB δGδzB is the transformation generated by G.
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The first condition (3.9) guarantees that the variational principle generating the transfor-
mation δGzA is well-defined for each value of the boundary conditions ζα:
SG[z
A; ζα] =
∫
dt
∫
Σ
dnx
(
zAσAB∂sz
B −G[z]) , (3.11)
where σAB is the inverse of σAB . The second condition (3.10) is the requirement that
the transformation of the sources depends on the sources only: it is the equivalent of
equation (2.10) of the previous section. The differentiable generators in the sense of
Regge-Teitelboim [1] are the generalized differentiable generators preserving the internal
boundary conditions: δGχαI (z)|∂Σ = 0.
By analogy with the results of the previous section, we want to define the following
modified bracket of generalized differentiable functionals F and G:
{F,G}ζ = {F,G}+ δζGF − δζFG, (3.12)
where δζ is the variation of the functionals only hitting the sources ζα. However, whereas
in the previous section the separation between dynamical variables and sources was easily
done, in this case, ζα and zA are linked by boundary conditions which means that the
action of δζG is hard to identify.
To this end, let’s consider a general variation δzA preserving only the external bound-
ary conditions δχE|∂Σ = 0. Equation (3.9) implies that the boundary term only contains
variations of the source ζα:
δG =
∫
Σ
dnx
δG
δzA
δzA +
∮
∂Σ
(dn−1x)iΘ
i
G[δζ
α]. (3.13)
Let’s now consider variations of the form
δǫz
A ≡ ηǫ(x) δzA, (3.14)
where ηǫ are smooth functions that are zero in a neighbourhood of the boundary and such
that
lim
ǫ→0
ηǫ(x) = 1, ∀x ∈ Σ\∂Σ. (3.15)
For all values of ǫ 6= 0, δǫzA preserves the internal boundary conditions (3.8) which
implies
lim
ǫ→0
(δ − δǫ)G =
∮
∂Σ
(dn−1x)iΘ
i
G[δζ
α]. (3.16)
It means that the source part of the variation of G[z] is only encoded in the boundary term.
With this, we define the modified bracket of generalized differentiable functionals F and
G as:
{F,G}ζ = {F,G}+
∮
∂Σ
(dn−1x)iΘ
i
F [δGζ
α]−
∮
∂Σ
(dn−1x)iΘ
i
G[δF ζ
α]. (3.17)
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The boundary terms ΘF and ΘG are defined by equation (3.9) for both F and G. Because
the modification only concerns boundary terms, the variation generated by {F,G}ζ is
given by
δ{F,G}ζ = [δG, δF ] . (3.18)
We also see that, for differentiable functionals in the sense of Regge-Teitelboim [1], both
variations δGζ and δF ζ are zero and the bracket (3.17) reduces to the unmodified poisson
bracket (3.1).
Theorem 3.2. The modified bracket (3.17) is a well-defined poisson bracket.
Proof. It is manifestly anti-symmetric and it satisfies the Jacobi identity. An easy way to
see that is to recognize that this bracket is a particular case of the one introduced in [9]
where we reduced the set of available functionals. For completeness, we also give a direct
proof in appendix C. The only thing still left to prove is that the modified bracket of two
generalized differential functionals is a generalized differentiable functional. The second
property (3.10) is easy to check using the Jacobi identity for variations:[
δ{F,G}ζ , δ
]
= [δG, [δF , δ]]− [δF , [δG, δ]] . (3.19)
For the first condition (3.9), the analysis is done in appendix B.
Now that we have defined our additional structures, we will see how they describe the
external symmetries of the system:
S[z] =
∫
dt
(∫
Σ
dnx
1
2
zAσAB z˙
B −H [z]
)
. (3.20)
We will assume that a set of boundary conditions χαI , χE has been selected such that the
action is well-defined under variations preserving the internal boundary conditions. In
that case, one can check that the Hamiltonian H [z] is a generalized differentiable func-
tional with δHζα = ζ˙α.
In analogy with the previous section, we define:
Definition 3.3. An external symmetry δGzA = ZA(t, z) of the action is a transformation
such that
δGχE |∂Σ = 0, [δG, δ]χαI (z)|∂Σ = 0, (3.21)
and
δGS[z] =
∫
dt
{
d
dt
∫
Σ
dnxU(t, z) +
∮
∂Σ
(dn−1x)iV
i
G[z]
}
, (3.22)
δ
∮
∂Σ
(dn−1x)iV
i
G(z) = 0, (3.23)
for all δ preserving the internal boundary conditions.
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The last condition (3.23) means that the boundary term VG only depends on the non-
dynamical boundary fields ζα. As in the previous section, this is a symmetry between
different systems corresponding to different values of the boundary conditions ζα. Re-
mark that compared to the previous section, we don’t have to specify the variation of the
sources as it is obtained by continuity from the bulk variation.
Theorem 3.4. A transformation of the form (3.21), (3.22) is an external symmetry of the
action (3.23) if and only if there exists a generalized differentiable functional G[z] such
that:
δGz
A =
{
zA, G
}
= σAB
δG
δzB
, (3.24)
∂tG+ {G,H}ζ =
∮
(dn−1x)i V
i
G(z), δ
∮
∂Σ
(dn−1x)iV
i
G(z) = 0, (3.25)
where ∂t only hits the explicit dependence in t and δ span all variations preserving the
internal boundary conditions.
Proof. Let’s assume that δG is an external symmetry of the action, developing the LHS
of (3.22), we get∫
dt
{∫
Σ
dnx
(
1
2
σABZ
Az˙B +
1
2
σABz
AdtZ
B − ZA δH
δzA
)
−
∮
∂Σ
(dn−1x)iΘ
i
H [δGz]
}
=
∫
dt
{
d
dt
∫
Σ
dnxU(t, z) +
∮
∂Σ
(dn−1x)iV
i
G(z)
}
. (3.26)
Introducing the following functional:
G[z] =
∫
Σ
dnx
{
1
2
σABz
AZB − U(t, z)
}
, (3.27)
equation (3.26) can be written as∫
dt
dG
dt
=
∫
dt
{∫
Σ
dnx
(
−σABZAz˙B + ZA δH
δzA
)
+
∮
∂Σ
(dn−1x)i
(
ΘiH [δGz] + V
i
G(z)
)}
, (3.28)
where we can expand the LHS to∫
dt
dG
dt
=
∫
dt
{
∂G
∂t
+
∫
Σ
dnx
δG
δzA
z˙A +
∮
∂Σ
(dn−1x)iΘ
i
G[z˙]
}
. (3.29)
In the bulk, z˙A is arbitrary, this implies
δG
δzB
= −σBAZA ⇒ ZA = σAB δG
δzB
, (3.30)
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which means that G is the canonical generator of the transformation. Putting everything
together, the equality (3.26) becomes∫
dt
[
∂G
∂t
+ {G,H}ζ −
∮
∂Σ
(dn−1x)iV
i(z)
]
=
∫
dt
∮
∂Σ
(dn−1)iΘ
i
G[δHz − z˙]. (3.31)
By construction, the transformation δHz − z˙ = (δt − dt)z = δ̂z preserves all boundary
conditions. Moreover, apart from these preservation conditions, it is completely arbitrary:
it is an arbitrary variation preserving the internal boundary conditions. As the LHS of
(3.31) is independant of z˙A, we have∮
∂Σ
(dn−1)iΘ
i
G[δz] = 0, (3.32)
for all variations δzA preserving the internal boundary conditions. The generator G is
a generalized differentiable generator. The LHS of (3.31) being zero for all intervals of
integration [t0, t1] leads to:
∂tG+ {G,H}ζ =
∮
(dn−1x)i V
i
G(z), (3.33)
which is what we wanted.
For the other direction, let’s assume that we have a generalized differentiable genera-
tor G satisfying (3.25). The variation of the action under the transformation generated by
G, δGz
A = GA, is
δGS =
∫
dt
∫
dnx
{
1
2
σABG
Az˙B +
1
2
σABz
AdtG
B − δGH
}
(3.34)
=
∫
dt
{
d
dt
(∫
Σ
dnx
1
2
σABz
AGB
)
+
∫
Σ
dnxσABG
Az˙B
+ {G,H}ζ −
∮
∂Σ
(dn−1)iΘ
i
G[δHz]
}
(3.35)
=
∫
dt
{
d
dt
(∫
Σ
dnx
1
2
σABz
AGB
)
−
∫
Σ
dnx z˙A
δG
δzA
−∂tG+
∮
∂Σ
(dn−1)i
(
V iG(z)−ΘiG[z˙]
)} (3.36)
=
∫
dt
{
d
dt
(∫
Σ
dnx
1
2
σABz
AGB −G
)
+
∮
∂Σ
(dn−1)iV
i
G(z)
}
(3.37)
which means that δG is an external symmetry of the action. Between the second and
the third line we used equation (3.25) and the fact that δ̂zA = δHzA − z˙A preserves the
internal boundary conditions.
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Theorem 3.5. The external symmetries of the action form an algebra. The associated
generalized differentiable generators with the modified bracket form an extended repre-
sentation of this algebra:
{G2, G1}ζ = G[1,2] +
∮
∂Σ
(dn−1x)iK
i
1,2(z), (3.38)
where the extra boundary term is invariant under all variations preserving the internal
boundary conditions and satisfies
Ki1,2 = −Ki2,1, (3.39)∮
∂Σ
(dn−1x)i
(
Ki[1,2],3 + δ3K
i
1,2 + cyclic
)
= 0. (3.40)
As before, this extension is in general non-central as it is based on the representation of
the algebra of external symmetries on the boundary fields ζ .
Proof. The modified poisson bracket of two generalized differentiable generators is a
generalized differentiable generator. The only thing we need is to check the modified
conservation law (3.25). Let’s assume F and G generate external symmetries of the
action, we get
∂t {F,G}ζ +
{
{F,G}ζ , H
}
ζ
=
{
∂tF + {F,H}ζ , G
}
ζ
+
{
F, ∂tG + {G,H}ζ
}
ζ
=
{∮
∂Σ
(dn−1x)iV
i
F , G
}
ζ
+
{
F,
∮
∂Σ
(dn−1x)iV
i
G
}
ζ
=
∮
∂Σ
(dn−1)i
(
δGV
i
F − δFV iG
)
. (3.41)
The boundary term in the last line is zero under an arbitrary variation preserving the
internal boundary conditions.
We proved that the external symmetries of the action form an algebra. Let’s consider
G1, G2 and G[1,2] respectively the generators of the external symmetries of the action
δ1, δ2 and δ[1,2]. As we showed, G[1,2] and {G2, G1} generate the same transformation.
Their difference is a generalized differentiable generator producing a zero variation: it is a
boundary term invariant under all variations preserving the internal boundary conditions.
We have
{G2, G1}ζ = G[1,2] +
∮
∂Σ
(dn−1x)iK
i
1,2(z), (3.42)
δ
∮
∂Σ
(dn−1x)iK
i
1,2(z) = 0, (3.43)
for all variations δzA preserving the internal boundary conditions. The antisymmetry of
the poisson bracket means that
Ki1,2 = −Ki2,1. (3.44)
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If we have a third external symmetry δ3 then the Jacobi identity for the modified poisson
bracket gives the cyclic identity:∮
∂Σ
(dn−1)i
[
Ki1,[2,3] + δ3K
i
1,2 + cyclic
]
= 0. (3.45)
3.2 Example: scalar field
In this section, we will use the theory of a single scalar field as an example for the results
we presented in the previous section. The hamiltonian action is given by
S[φ, π] =
∫
dt
∫
Σ
d3x
{
πφ˙− 1
2
(
1√
g
π2 +
√
ggij∂iφ∂jφ
)}
, (3.46)
where gij is the metric on Σ. We will consider Σ a ball in Rn with its boundary being a
n−1 sphere: ∂Σ = Sn−1. We will take the metric to be flat and use spherical coordinates
xi = r, xA:
gijdx
idxj = dr2 + r2γABdx
AdxB. (3.47)
The covariant derivative associated to gij will be denoted Di, in particular, we will have
Diπ = ∂iπ − Γjijπ as π is a density. We will use Dirichlet boundary conditions:
χI(φ, π) = φ, χI(φ, π)|∂Σ = φ¯(t, xA). (3.48)
To have smooth solutions, we also need to impose the external boundary conditions (3.5).
When the boundary field φ¯ is fixed, they become:
1√
g
π
∣∣∣∣
∂Σ
=
d
dt
φ¯, (DiDi)
kφ
∣∣
∂Σ
=
d2k
dt2k
φ¯, (DiDi)
k
(
1√
g
π
)∣∣∣∣
∂Σ
=
d2k+1
dt2k+1
φ¯, (3.49)
for all integers k > 0. The laplacian in n dimensions DiDi can be decomposed into its
radial and angular part. Doing this, the external boundary conditions become boundary
conditions on some combinations of radial derivatives of the dynamical fields.
A scalar field in Rn+1 has the full Poincare´ symmetry. If we restrict the theory to Σ,
this symmetry is broken to the subgroup preserving the boundary conditions φ¯(t, xA). For
general values of φ¯, the resulting symmetry group is trivial.
Let’s now consider the external symmetries we defined in the previous section and see
what subalgebra of Poincare´ is preserved. Poincare´ transformations take the form
δξφ =
ξ⊥√
g
π + ξi∂iφ, δξπ =
√
ggijDi
(
ξ⊥∂jφ
)
+ ∂i
(
ξiπ
)
, (3.50)
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where ξi − tDiξ⊥ is a time independent killing vector of gij and ξ⊥ satisfies ∂tξ⊥ = 0
and DiDjξ⊥ = 0. One can easily check that those combine into ξµ = (ξ⊥, ξi) to form a
killing vector of Minkowski ds2 = −dt2 + gijdxidxj . As δξ is a symmetry of the action,
we have [dt − δt, δξ] = 0. This leads to:
δξχI =
ξ⊥√
g
dtφ¯+ ξ
A∂Aφ¯+ ξ
r∂rφ+ ξ
A∂A(χI − φ¯) + ξ
⊥
√
g
(δt − dt)χI , (3.51)
δξχ
k
E = (dt − δt)kδξχI ,
= ξr(dt − δt)k∂rφ+ ξA∂A
[
(dt − δt)kχI
]− ξ⊥√
g
(dt − δt)k+1χI . (3.52)
The transformation δξ satisfy the boundary conditions of an external symmetry (3.10) if
and only if ξr|∂Σ = 0. From the Poincare´ transformations, only linear combinations of
time translation and rotations satisfy those two conditions. This seems natural as they are
the only transformations preserving Σ. The associated generalized differential generator
is
G[ξ⊥, ξi] =
∫
Σ
dnx
(
ξ⊥H⊥ + ξAHA
)
, (3.53)
H⊥ = 1
2
(
1√
g
π2 +
√
ggij∂iφ∂jφ
)
, Hi = π∂iφ, (3.54)
with ξ⊥ a constant and ξA a killing vector of the n− 1 sphere. A variation of the fields δ
preserving only the external boundary conditions δχE |∂Σ = 0 leads to
δG[ξ⊥, ξi] =
∫
Σ
dnx
(
δG
δφ
δφ+
δG
δπ
δπ
)
+
∮
∂Σ
(dn−1x)r
√
gξ⊥Drφ δφ¯, (3.55)
⇒ Θrξ[δφ¯] =
√
gξ⊥Drφ δφ¯. (3.56)
The poisson bracket of two generators of the form (3.55) is given by
{
G[ξ⊥, ξi], G[η⊥, ηi]
}
=
∫
Σ
dnx
{
(ξB∂Bη
A − ηB∂BξA)HA
}
+
∮
∂Σ
(dn−1)r
√
g
(
η⊥ξA − ξ⊥ηA)Drφ ∂Aφ. (3.57)
We see that the poisson bracket produces an extra boundary term. However, as expected,
this boundary term is killed if we use the modified bracket (3.17):{
G[ξ⊥, ξi], G[η⊥, ηi]
}
ζ
=
∫
Σ
dnx
{
(ξB∂Bη
A − ηB∂BξA)HA
}
. (3.58)
The algebra closes without extension. The hamiltonian being given by H = G[1, 0] leads
to
∂tG[ξ
⊥, ξi] +
{
G[ξ⊥, ξi], H
}
ζ
= 0, (3.59)
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which proves that these transformations are external symmetries of the theory.
In this section, we have restricted our analysis to the Poincare´ transformations for clar-
ity. On top of considering the boundary conditions as sources, we also could have treated
the metric as a source. The external symmetries would then include all diffeomorphisms
preserving the form of the boundary.
4 Surface charges for gauge theories
Before studying the external symmetries of gauge field theories, we will spend some time
studying symmetries and conserved charges for gauge theories with a finite number of
degrees of freedom.
4.1 Symmetries of gauge theories
The theories we will work with are of the form:
S[zA, λa] =
∫
dt
(
1
2
zAσz˙B − h(z)− λaφa
)
, (4.1)
where φa are first-class constraints and h is a first-class function. The symmetries and
associated conserved quantities of this class of theories are studied in exercise 3.24 of
[10]. We will now review some of the results obtained in this reference and introduce
some new concepts that will be needed in section 4.2.
As in [10], let’s consider a transformation of the form
δGz
A = ZA
(
t, z, λ, λ˙, ...,
(k)
λ
)
, δGλ
a = Λa
(
t, z, λ, λ˙, ...,
(k)
λ
)
. (4.2)
It is a symmetry of the action if and only if there exists a generator G
(
t, z, λ, λ˙, ...,
(k)
λ
)
such that
ZA = σAB
∂
∂zB
G, (4.3)
D
Dt
G+ {G,H} = Λaφa, (4.4)
where
D
Dt
=
∂
∂t
+
∑
l=0
(l+1)
λa
∂
∂
(l)
λa
and H = h+ λaφa. (4.5)
From (4.4), one can show that the dependence in λ of the generator G is proportional to
the constraints:
G
(
t, z, λ, λ˙, ...,
(k)
λ
)
= G¯(t, z) + ga
(
t, z, λ, λ˙, ...,
(k)
λ
)
φa. (4.6)
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The conservation of G¯ then takes the usual form:
∂
∂t
G¯+
{
G¯,H
} ≈ 0, (4.7)
where ≈ denotes the equality on the constraint surface. Because of this, when studying
symmetries of gauge theories, we usually restrict ourselves to cases for which both ZA
and G are independent of λ as the potential dependence in the lagrange multipliers can
always be absorbed by a gauge transformation.
When studying gauge field theories in the next section, this restriction might lead to
problems. In some cases, the boundary conditions can create a link between the two
kind of fields: zA and λa. In order to deal with this it will be easier to allow an explicit
dependence on λa in the variation of the canonical variables δGzA. Because of this, we
will spend the rest of this section studying the algebra of the generators associated to
symmetries of the form (4.2).
The first observation is that these symmetries don’t form a closed subalgebra. The
problem is that the commutator of two symmetries given by
[δ1, δ2] z
A = Z1
∂
∂zB
ZA2 +
∑
l=0
dltΛ
b
1
∂
∂
(l)
λb
ZA2 − (1↔ 2), (4.8)
[δ1, δ2]λ
a = Z1
∂
∂zB
Λa2 +
∑
l=0
dltΛ
b
1
∂
∂
(l)
λb
Λa2 − (1↔ 2), (4.9)
contains explicit dependence in the time derivative of zA through the terms dltΛa. The
way out is that we are studying equivalence classes of symmetries where two symmetries
are equivalent if their difference is a trivial symmetry:
δ1 ∼ δ2 ⇔
{
δ1z
A − δ2zA = MAB
(
δL
δzB
)−M †bA ( δL
δλb
)
,
δ1λ
a − δ2λa = MaB
(
δL
δzB
)
+Mab
(
δL
δλb
)
,
(4.10)
with
M ..(F ) =
k∑
l=0
M ..l d
l
tF, M
†..(F ) =
k∑
l=0
(−dt)l (M ..l F ) , (4.11)
M †AB = −MBA, M †ab = −M ba. (4.12)
Two equivalent symmetries will lead to conserved quantities that are equal on the equa-
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tions of motion. One can show that: [δ1, δ2] ∼ δ[1,2] where
δ[1,2]Z
A = Z1
∂
∂zB
ZA2 +
∑
l=0
δltΛ
b
1
∂
∂
(l)
λb
ZA2 (4.13)
+
∑
l=1
l−1∑
i=0
σAB
∂
∂zB
(
δitΛ
b
1
)
(−δt)l−i−1
φa ∂
∂
(l)
λb
Λa2
− (1↔ 2),
δ[1,2]λ
a = Z1
∂
∂zB
Λa2 +
∑
l=0
δltΛ
b
1
∂
∂
(l)
λb
Λa2 − (1↔ 2), (4.14)
δtF =
D
Dt
F + {F,H}. (4.15)
The transformation δ[1,2] is a symmetry of the action of the form (4.2) with the following
generator:
G[1,2] = {G2, G1}+
∑
l=0
δltΛa1 ∂
∂
(l)
λa
G2 − δltΛa2
∂
∂
(l)
λa
G1
 . (4.16)
At t fixed, one can treat
(i)
λa as independent variables. If we define:
δ˜Gz
A = ZAG , δ˜G
(i)
λa = δitΛ
a
G, ∀i, (4.17)
the above results can be rewritten:
δ[1,2]λ
a = δ˜1Λ
a
2 − δ˜2Λa1, (4.18)
G[1,2] = {G2, G1}g , (4.19)
where
{G1, G2}g ≡ {G1, G2}+ δ˜λ2G1 − δ˜λ1G2 (4.20)
= δ˜2G1 − δ˜2G1 − {G1, G2}. (4.21)
The notation δ˜λ denotes the part of the variation only hitting the dependence in λa and its
time derivatives. Defining δHλa = λ˙a, the conservation condition (4.4) becomes
∂
∂t
G+ {G,H}g = 0. (4.22)
These results are very similar to what we obtained when studying external sources in
section 2. However, there are a few differences. The first one is that the transformation of
the lagrange multipliers in (4.2) can depend on the canonical variables. The second one
is that the bracket induced on the couples (G, δλG) does not satisfy the Jacobi identity. If
we define: [
(G1, δ
λ
1 ), (G2, δ
λ
2 )
] ≡ ({G2, G1}g, δλ[1,2]) , (4.23)
δ˜[1,2]
(i)
λa = δit
(
δ˜1Λ
a
2 − δ˜2Λa2
)
, (4.24)
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then [[
(G1, δ
λ
1 ), (G2, δ
λ
2 )
]
, (G3, δ
λ
3 )
]
+ cycl = (GJ , δ
λ
J), (4.25)
where
GJ =
∑
l=0
(
[δ˜2, δ
i
t]Λ
a
1 − [δ˜1, δit]Λa2
) ∂
∂
(l)
λa
G3 + cycl. (4.26)
If (G3, δλ3 ) = (H, δλH) then this expression simplifies to GJ = 0. This is another way
of saying that, if both (G1, δλ1 ) and (G2, δλ2 ) generate symmetries of the action, then
[(G1, δ
λ
1 ), (G2, δ
λ
2 )] also generates a symmetry of the action. If all three couples (G1, δλ1 ),
(G2, δ
λ
2 ) and (G3, δλ3 ) generate symmetries of the action, we have GJ ≈ 0 as expected. In
the case where the generators G1 and G2 are independent of the lagrange multipliers, the
associated transformations δλ1 and δλ2 don’t matter and we have
{G1, G2}g = {G1, G2}. (4.27)
4.2 Gauge field theories
This section is dedicated to the generalisation of the results of section 3 to gauge field
theories. We will see how our previous analysis can solve some integrability problems
in the definition of surface charges associated to gauge transformations. The main idea
will be to combine the results obtained in the previous subsection with those obtained in
section 3.1.
We will consider gauge theories of the form:
S[z, λ] =
∫
dt
{∫
Σ
dnx
1
2
zAσAB z˙
B −H [z, λ]
}
, (4.28)
H [z, λ] =
∫
Σ
dnx (h(z) + λaφa) +
∮
∂Σ
(dn−1x)ib
i
H(z, λ), (4.29)
where φa are first-class constraints and h is a first-class hamiltonian. In general, both
the dynamical fields zA and the lagrange multipliers λa will have non-trivial internal
boundary conditions:
χαI (z, λ)|∂Σ = ζα. (4.30)
On top of these, we will impose the equations of motion and all their derivatives on the
boundary:
∂(i)φa
∣∣
∂Σ
= 0, ∂(i)
(
z˙A − σAB δH
δzB
)∣∣∣∣
∂Σ
= 0. (4.31)
This requirement is stronger than the one imposed in section 3.1 as the smoothness con-
ditions are automatically satisfied when the EOM are imposed on the boundary. Impos-
ing all equations of motion on the boundary may seem like a very strong requirement,
however, as we will only be concerned by symmetries, it will not restrict our analysis.
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The conditions (4.31) will be referred as the external boundary conditions. We will also
assume the same regularity requirement as in section 3.1 for the variations: the set of
variations preserving the internal boundary conditions
δχE |∂Σ = 0, δχαI |∂Σ = 0 ∀(z, λ) s.t. χE|∂Σ = 0, (4.32)
when evaluated on a specific value of ζα is equal to the set
δχE|∂Σ = 0, δχαI |∂Σ = 0 ∀(z, λ) s.t. χE |∂Σ = 0, χαI |∂Σ = ζα. (4.33)
We will require the total hamiltonian H to have a well defined variation: for all variations
δ preserving the internal boundary conditions, we have
δH =
∫
Σ
dnx
(
δH
δzA
δzA + φaδλ
a
)
. (4.34)
Let’s consider a couple (G, δλG) such that
G[t, z, , λ, λ˙, ...,
(k)
λ ], δλGλ
a = Λa(t, z, λ, λ˙, ...,
(k)
λ ), (4.35)
[δG, δ]χ
α
I |∂Σ = 0, δG =
∫
Σ
dnx
 δG
δzA
δzA +
∑
l=0
δG
δ
(l)
λa
δ
(l)
λa
 , (4.36)
for all variation δ preserving the internal boundary conditions. Using arguments similar
to those used in section 3.1, one can prove:
Theorem 4.1. A couple (G, δλG) of the form (4.35) satisfying (4.36) is an external symme-
try of the action if and only if there exists a boundary term ∮ VG such that:
D
Dt
G+ {G,H}ζ − δλGH =
∮
∂Σ
(dn−1x)iV
i
G(z, λ, λ˙, ...), (4.37)
ZA = σAB
δG
δzB
,
D
Dt
=
∂
∂t
+
∑
l=0
∂(i)
(l+1)
λa
∂
∂
(l)
λa(i)
, (4.38)
with
δ
∮
∂Σ
(dn−1x)iV
i
G(z, λ, λ˙, ...) = 0, (4.39)
for all variations δ preserving the internal boundary conditions.
Remark that, because the transformations we are studying are locally symmetries of the
equations of motion, the external boundary conditions are always preserved. This theorem
has an interesting corollary which is the field theory equivalent of equation (4.6):
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Corollary 4.2. If a couple (G, δλG) of the form (4.35) satisfying (4.36) is an external
symmetry of the action then
δG
δ
(l)
λa
≈ 0, ∀l. (4.40)
Proof. Using
δt =
D
Dt
+ ∂(i)
(
σAB
δH
δzB
)
∂S
∂zA(i)
=
∂
∂t
+ δH , δHλ
a = λ˙a, (4.41)
the conservation equation (4.37) can be written
δtG− δλGH =
∮
∂Σ
VG. (4.42)
For l > 0, if δl is an arbitrary bulk variation of
(l)
λa only, we get
δtδ
lG+ δl
(l)
λa
δG
δ
(l−1)
λa
− δlΛaφa = 0, (4.43)
up to a boundary term. Because δtφa ≈ 0, starting from l = k + 1, we obtain all the
identities (4.40) recursively.
The main difference compared to the previous section is that in this case, we cannot
remove the dependence of G in the lagrange multipliers due to the boundary conditions
involving both λ and z.
Let’s now consider two couples (G1, δλ1 ) and (G2, δλ2 ) generating external symmetries
of the action. The commutator of these two symmetries will contain dependences in the
time derivatives of the dynamical variables zA. As in section 4.1, we can remove them
using trivial symmetry transformations to obtain δ[1,2] ∼ [δ1, δ2] with:
δ[1,2]λ
a = δ˜1Λ
a
2 − δ˜2Λa1, (4.44)
δ[1,2]z
A = δ˜1Z
A
2
+
∑
l=1
l−1∑
m=0
σAD
δ
δzD(j)
(δmt Λ
b
1)(−∂)(j)(−δt)l−1−m
 δ
δ
(l)
λb
(φaΛ
a
2)

−(1↔ 2), (4.45)
where
δ˜G = ∂(i)
(
σAB
δG
δzB
)
∂S
∂zA(i)
+
∑
l=0
∂(i)
(
δltΛ
a
G
) ∂S
∂
(l)
λa(i)
, (4.46)
with δt defined in equation (4.41). Because δt−dt is proportional to the EOM and we im-
posed them on the boundary, the transformations δ˜1, δ˜2 and δ[1,2] all preserve the external
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boundary conditions. One can check that the dynamical part of the transformation δ[1,2] is
generated by
G[1,2] = {G2, G1}ζ + δ˜λ1G2 − δ˜λ2G1 = δ˜1G2 − δ˜2G1 − {G2, G1}, (4.47)
where {, }ζ is the bracket involving only zA defined in section 3.1.
Theorem 4.3. If (G1, δλ1 ) and (G2, δλ2 ) generate external symmetries of the action, then
their bracket [(G1, δλ1 ), (G2, δλ2 )] defined by
[(G1, δ
λ
1 ), (G2, δ
λ
2 )] = ({G2, G1}g, δλ[1,2]), (4.48)
{G2, G1}g = δ˜1G2 − δ˜2G1 − {G2, G1}, (4.49)
δλ[1,2]λ
a = δ˜1Λ
a
2 − δ˜2Λa1, (4.50)
satisfies (4.36) for all variations preserving the internal boundary conditions and gener-
ates an external symmetry of the action.
Using this bracket, the conservation condition (4.37) can be rewritten
∂
∂t
+ {G,H}g =
∮
∂Σ
(dn−1)iV
i
G. (4.51)
Proof. The first condition of (4.36) is direct using the Jacobi identity for the variations. In
appendix B, we prove that for all variations δ preserving the internal boundary conditions,
we have:
δ{G2, G1}g = δzA δ
δzA
{G2, G1}g
+
∑
l,m=0
δ
(l)
λa(−∂)(i)
∂Sδmt Λb1
∂
(l)
λa(i)
δG2
δ
(m)
λb
− ∂
Sδmt Λ
b
2
∂
(l)
λa(i)
δG1
δ
(m)
λb
 , (4.52)
which is exactly equation (4.36).
In appendix D, we prove that
{{G2, G1}g, H}g = −{{G2, H}g, G1}g + {{G1, H}g, G2}g. (4.53)
Because both (G1, δλ1 ) and (G2, δλ2 ) generate symmetries of the action, they satisfy the
conservation condition (4.51). Combining these identities with δλ[1,H] = 0, we get
∂
∂t
{G2, G1}g + {{G2, G1}g, H}g =
∮
∂Σ
(δ˜2V1 − δ˜1V2), (4.54)
with
δ
∮
∂Σ
(δ˜2V1 − δ˜1V2) = 0 (4.55)
for all δ preserving the internal boundary conditions. This proves that the bracket of two
external symmetries is an external symmetry.
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A subset of the symmetries of the action are proper gauge transformations. These
transformations generate the redundancy in the description of the theory. We will define
them as:
Definition 4.4. The transformation δΓ generated by a couple (Γ, δλΓ) is a proper gauge
transformation if it is an external symmetry preserving the internal boundary conditions
δΓχ
α
I |∂Σ = 0 and if its generator satisfies:
Γ ≈ 0. (4.56)
The requirement here is stronger than usual. The main difference is that we are treating
all values of the boundary field ζα at the same time. It is possible that the set of proper
gauge transformation defined above, when evaluated for a specific value of ζα, is smaller
than the set computed at fixed ζα [11]. In the following, we will assume that the set of
proper gauge transformations defined here generates all proper gauge transformation for
each value of the boundary field ζα. In other word, fixing these proper gauge transforma-
tions completely fixes the gauge freedom of each independent theory associated with the
different values of the boundary conditions.
With the above definition, we obtain the expected result:
Theorem 4.5. If the transformation generated by a couple (G, δλG) is an external symme-
try then G is a first-class functional: for all (Γ, δλΓ) generating proper gauge transforma-
tions, the external symmetry generated by [(G, δλG), (Γ, δλΓ)] is a proper gauge transfor-
mation.
Proof. Let’s consider two couples (G, δλG) and (Γ, δλΓ) respectively generating an exter-
nal symmetry and a proper gauge symmetry. By definition, as δΓ preserves the internal
boundary conditions, the bracket [δG, δΓ] will also preserve them. We have Γ ≈ 0 for all
values of ζα: this implies δGΓ ≈ 0. As δΓ preserves the internal boundary conditions, we
also have:
δΓG− {G,Γ} =
∫
Σ
dnx
∑
l=0
δG
δ
(l)
λa
δ
(l)
λa ≈ 0, (4.57)
using corollary 4.2. These two results combine to
{G,Γ}g ≈ 0. (4.58)
Another way of expressing this result is that the sub-algebra of proper gauge transforma-
tions forms an ideal. The Jacobi identity for the modified bracket defined in (4.48) is not
valid (see appendix D). However, we still have
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Theorem 4.6. The bracket induced on the quotient of the couples (G, δλG) generating
external symmetries by the couples generating proper gauge transformations forms a
representation of the algebra obtained form the quotient of external symmetries by proper
gauge transformations.
Proof. Let’s consider three couples (G1, δλ1 ), (G2, δλ2 ) and (G3, δλ3 ) generating external
symmetries. We proved in appendix D that the cyclic combination
[[(G1, δ
λ
1 ), (G2, δ
λ
2 )], (G3, δ
λ
3 )] + cyclic = (GJ , δ
λ
J) (4.59)
satisfies GJ ≈ 0. Due to the Jacobi identity of transformations, we know that δJ differs
form zero by a trivial symmetry. Because we imposed all equations of motion as boundary
conditions, the transformation δJ preserves the internal boundary conditions. This proves
that (GJ , δλJ) generates a proper gauge transformation. From this, the theorem follows
easily.
Let’s consider two couples (G1, δλ1 ) and (G2, δλ2 ) generating external symmetries as
well as (G[1,2], δλ[1,2]) a generator of the external symmetry δ[1,2] ∼ [δ1, δ2]. We showed
that ({G2, G1}g, δλ[1,2]) also generates δ[1,2]. This means that both functional differ by a
functional that is in the kernel of δ
δzA
:
{G2, G1} = G[1,2] +K1,2, (4.60)
K1,2 =
∫
Σ
dnxKbulk1,2 (t, λ, ...) +
∮
Σ
(dn−1k)iK
i
1,2(t, z, λ, ...). (4.61)
Because of equation (4.40), the bulk part of the functional must be independent of the
lagrange multipliers. What is left can be absorbed into the boundary term. Equation
(4.36) then implies that K1,2 can only depend on the boundary fields ζ :
δK1,2 = δ
∮
∂Σ
(dn−1x)iK
i
1,2 = 0, (4.62)
for all variations δ preserving the internal boundary conditions. Using the previous re-
sults, we also get
Theorem 4.7. If Gi forms a generating set of the algebra G, we have in general
[(G1, δ
λ
1 ), (G2, δ
λ
2 )] =
(
G[1,2] +K1,2, δ
λ
[1,2]
)
, (4.63)
with K1,2 antisymmetric and
K[1,2],3 + δ
j
3K1,2 + cyclic = 0. (4.64)
As in the previous cases, the representation of the algebra of external symmetries has
room for abelian extensions.
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4.3 Link with the non-integrability of surface charge
The method usually used to define charges for improper gauge transformations is the
following (see [11] and references therein): after having chosen a set of boundary condi-
tions for which the action is well defined, one computes the set of gauge transformations
preserving the boundary conditions and then select the subset for which it is possible to
define differentiable generators. In order to make the link with the existing literature eas-
ier, we will only consider transformations of the canonical variables that are independent
of the lagrange multipliers.
The integrability problem appears in the last step. One has to solve an integrability
condition to find the correct boundary term kǫ:
δ
∫
Σ
dnxǫaφa =
∫
Σ
dnx
δǫaφa
δzA
δzA +
∮
∂Σ
(dn−1x)iΘ
i
ǫ[δz], (4.65)
δ
∮
∂Σ
(dn−1x)ik
i
ǫ = −
∮
∂Σ
(dn−1x)iΘ
i
ǫ[δz], (4.66)
where the equalities are valid for all variations δ preserving the boundary conditions. If
such a boundary term exists, the differentiable generator of the transformation δǫ associ-
ated to the gauge parameter ǫ is then
Gǫ =
∫
Σ
dnxǫaφa +
∮
∂Σ
(dn−1x)ik
i
ǫ. (4.67)
If this boundary term does not exists, the associated transformation is not canonical and
it cannot be regarded as a symmetry of the action.
The usual way to solve this problem is to tighten the restrictions on the boundary.
This reduces the set of variations in (4.66) and may help to define a suitable boundary
term. However, doing this also reduces the set of gauge transformations preserving the
boundary conditions and perhaps remove the transformations of interest.
The notion of external symmetry we introduced in this work brings another solution
to this problem. The main idea is that the boundary conditions on the symmetries and
the boundary conditions on the transformations used in the integrability conditions are
different. Symmetries must only preserve the external boundary conditions and transform
the boundary fields of the internal boundary conditions in an appropriate way whereas the
transformations used in the variation condition (4.36) must preserve the stronger internal
boundary conditions.
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A Algebra for the poisson bracket with sources
In this appendix, we will show that
({G,F}j, [δjF , δjG]) satisfies
∂t{G,F}j + {{G,F}j, H}j = V{G,F}. (A.1)
We start by using the Jacobi identity on the second term:
{{G,F}j, H}j = {{H,F}j, G}j + {F, {H,G}j}j (A.2)
= {∂tF − VF , G}j + {F, ∂tG− VG}j (A.3)
Using the fact that both (F, δjF ) and (G, δ
j
G) are generators of symmetry. Using equation
(2.29), we see that ∂tF −VF is associated to the following operator acting on the sources:
δ
j
∂tF
jα =
[
δ
j
F , δ
j
H
]
jα (A.4)
= δjFdtj
α − δjtJαF (A.5)
= ∂tJ
α
F . (A.6)
Now, we can expend equation (A.3) to
{{G,F}j, H}j = {∂tF − VF , G}+ δjG (∂tF − VF )− δj∂tFG
+ {F, ∂tG− VG}+ δj∂tGF − δjF (∂tG− VG)
= ∂t {F,G}+ δjG (∂tF − VF ) + δj∂tGF − δjF (∂tG− VG)− δj∂tFG
= ∂t {F,G}+ ∂tδjGF − ∂tδjFG− δjGVF + δjFVG
= ∂t {F,G}j +
(
δ
j
FVG − δjGVF
)
, (A.7)
which is what we wanted with V{G,F} = δjFVG− δjGVF . Between the second and the third
line, we used the following identity[
∂t, δ
j
G
]
=
[
dt − δjt − z˙A
∂
∂zA
, δ
j
G
]
=
[−δjt , δjG] = δj∂tG. (A.8)
B Variation of the modified brackets
In this appendix, we will study the behavior of our new brackets for field theories. This
analysis applies to both the poisson bracket taking into account the boundary conditions
defined in section 3 and the bracket of conserved quantities for gauge field theories de-
fined in section 4.2.
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Both bracket can be written as
{F,G}mod = δ˜GF − δ˜FG− {F,G} , (B.1)
where the variations act on all the fields. The definition of δ˜F,G is given in section 4.2.
In the non-gauge theory case, will assume that F and G are generalized differentiable
functionals. In the gauge theory case, we will consider two couples (F, δλF ) and (G, δλG)
satisfying (4.36) and generating external symmetries of the action. If δ is a variation
preserving the internal boundary conditions then [δ, δ˜G] also preserves them. We have
δδ˜GF = [δ, δ˜G]F + δ˜GδF
= δZAG
δF
δzA
+
∑
l=0
δδltΛ
a
G
δF
δ
(l)
λa
+ δzAδ˜G
δF
δzA
+
∑
l=0
δ
(l)
λaδ˜G
δF
δ
(l)
λa
. (B.2)
In the non-gauge theory case, the terms containing λ are absent. Commuting δ˜G and δδzA ,
we get
δ˜G
δF
δzA
=
δ
δzA
δ˜GF − δzA(−∂i)
∂ZBG
∂zA(i)
δF
δzB
+
∑
l=0
∂δitΛ
b
G
∂zA(i)
δF
δ
(l)
λb
 . (B.3)
Using the fact that we imposed the constraints and all their derivatives to be zero on the
boundary and corollary 4.2, we also have
δδltΛ
a
G
δF
δ
(l)
λa
= δzA(−∂(i))
∂δltΛaG
∂zA(i)
δF
δ
(l)
λa
+∑
m=0
δ
(m)
λb (−∂(i))
∂δltΛaG
∂
(m)
λb(i)
δF
δ
(l)
λa
 . (B.4)
Lastly, the variation of the non-modified poisson bracket can be written as:
δ{F,G} = δZAG
δF
δzA
− δZAF
δG
δzA
. (B.5)
Combining everything, we get
δ{F,G}mod = δzA δ
δzA
(
δ˜GF − δ˜FG− {F,G}
)
+
∑
l,m=0
δ
(m)
λb (−∂)(i)
∂δltΛaG
∂
(m)
λb(i)
δF
δ
(l)
λa
− ∂δ
l
tΛ
a
F
∂
(m)
λb(i)
δG
δ
(l)
λa
 . (B.6)
C Jacobi identity of the modified bracket
In this appendix, we will use objects of the bi-variational formalism. We will follow the
definitions, notations and properties introduced in appendix A of [8].
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To prove the Jacobi identity, we will use the following expression for the modified
poisson bracket of the n-forms F̂ and Ĝ:{
F̂ , Ĝ
}
ζ
= δGF̂ − dHInF Ĝ. (C.1)
The corresponding bracket of the associated functionals F =
∫
F̂ and G =
∫
Ĝ is
{F,G}ζ =
∫
Σ
{
F̂ , Ĝ
}
ζ
. (C.2)
We can rewrite the Jacobi identity as{
F̂ ,
{
Ĝ, Ĵ
}
ζ
}
ζ
+ cycl =
{{
Ĵ , Ĝ
}
ζ
, F̂
}
ζ
−
{{
Ĵ , F̂
}
ζ
, Ĝ
}
ζ
−
{
Ĵ ,
{
Ĝ, F̂
}
ζ
}
ζ
(C.3)
= δF
{
Ĵ , Ĝ
}
ζ
− dHIn{J,G}F̂
−δG
{
Ĵ , F̂
}
ζ
+ dHI
n
{J,F}Ĝ
−δ{G,F}Ĵ + dHInJ
{
Ĝ, F̂
}
ζ
(C.4)
= δF
(
δGĴ − dHInJ Ĝ
)
− dHIn{J,G}F̂
−δG
(
δF Ĵ − dHInJ F̂
)
+ dHI
n
{J,F}Ĝ
−δ{G,F}Ĵ + dHInJ
(
δF Ĝ− dHInGF̂
)
= (δF δG − δGδF − δ{G,F})Ĵ
+dH
{
−δF InJ Ĝ− In{J,G}F̂ + δGInJ F̂
+In{J,F}Ĝ+ I
n
J
(
δF Ĝ− dHInGF̂
)}
. (C.5)
From (3.18), we see that the first line gives zero, we are left with the boundary term. It
can be simplified to
Jacobi = dH
{
−δF InJ Ĝ− In[G,J ]F̂ + δGInJ F̂
+In[F,J ]Ĝ+ I
n
J δF Ĝ− δJInGF̂
}
(C.6)
= dH
{
− [δF , InJ ] Ĝ+ In[F,J ]Ĝ
+ [δG, I
n
J ] F̂ − In[G,J ]F̂
+InJ δGF̂ − δJInGF̂
}
. (C.7)
Applying twice equations (A.40) of [8], we obtain
Jacobi = dH
{
TF
[
J,
δĜ
δz
]
− TG
[
J,
δF̂
δz
]
+ InJ δGF̂ − δJInGF̂
}
. (C.8)
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We have two useful properties of these T :
TQ1
[
Q2,
δωn
δz
]
= −W δωn
δz
[Q2, Q1] + I
n
Q2
(
QB1
δωn
δzB
)
, (C.9)
TF
[
G,
δĴ
δz
]
= −W δF̂
δz
[G, J ] . (C.10)
The first one is the equation (A.52) of [8]. The second one is just coming from the
definition of T and the properties of hamiltonian generators:
TF
[
G,
δĴ
δz
]
=
(
|µ|+ |ρ|+ 1
|µ|+ 1
)
∂(µ)
(
GA(−∂)(ρ)
(
∂SFB
∂zA(µ)(ρ)ν
∂
∂dxν
δĴ
δzB
))
=
(
|µ|+ |ρ|+ 1
|µ|+ 1
)
∂(µ)
(
GA(−∂)(ρ)
(
σBC
∂S
∂zA(µ)(ρ)ν
δF
δzC
δJ
δzB
dn−1ν x
))
= −
(
|µ|+ |ρ|+ 1
|µ|+ 1
)
∂(µ)
(
GA(−∂)(ρ)
(
σCB
δJ
δzB
∂S
∂zA(µ)(ρ)ν
∂
∂dxν
δ(Fdnx)
δzC
))
= −
(
|µ|+ |ρ|+ 1
|µ|+ 1
)
∂(µ)
(
GA(−∂)(ρ)
(
JC
∂S
∂zA(µ)(ρ)ν
∂
∂dxν
δF̂
δzC
))
= −W δF̂
δz
[G, J ] , (C.11)
using equation (A.51) of [8]. The next step is to apply (C.9) to the second term of (C.8)
and (C.10) to the first term :
Jacobi = dH
{
−W δF̂
δz
[J,G] +W δF̂
δz
[J,G]− InJ
(
GA
δF̂
δzA
)
+ InJ δGF̂ − δJInGF̂
}
= dH
{
−InJ
(
δGF̂ − dHIGF̂
)
+ InJ δGF̂ − δJInGF̂
}
= 0. (C.12)
D Jacobi identity for gauge field theories
This appendix is devoted to the computation of the cyclic identity of the modified bracket
of conserved quantities in section 4.2. The form we will use is
{F,G}g = {F,G}ζ + δ˜λGF − δ˜λFG. (D.1)
Let’s first prove a useful identity:
δ˜λ{F,G}ζ = {δ˜λF,G}ζ+{F, δ˜λG}ζ+
∑
l=0
∂(i)
δzF (δltΛa) δG
δ
(l)
λa(i)
− δzG(δltΛa)
δF
δ
(l)
λa(i)
 ,
(D.2)
where δλλa = Λa.
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Proof. We can write
{F,G}ζ = δzGF − δzFG− {F,G}. (D.3)
Using
δ˜λδzGF = δ
z
Gδ˜
λF + ∂(i)
δ˜λ(σAB δG
δzB
)
δF
δzA(i)
+
∑
l=0
(−δzGδltΛa)
δF
δ
(l)
λa(i)

= δzGδ˜
λF + ∂(i)
σAB δ
δzB
(δ˜λG)
δF
δzA(i)
−
∑
l=0
δzG(δ
l
tΛ
a)
δF
δ
(l)
λa(i)
 (D.4)
+∂(i)
−∑
l=0
σAB(−∂)(j)
∂δltΛa
∂zB(j)
δG
δ
(l)
λa
 δF
δzA(i)
 ,
with
δ˜λ
δF
δzA
σAB
δG
δzB
=
δ
δzA
(δ˜λF )σAB
δG
δzB
−
∑
l=0
(−∂)(i)
∂δltΛa
∂zA(i)
δF
δ
(l)
λa
 σAB δG
δzB
, (D.5)
we get
δ˜λ{F,G}ζ = δzGδ˜λF + δzδ˜λGF − {δ˜λF,G}
−∂(i)∂k
∑
l=0
σAB(−∂)(j)
∂δltΛa
∂zB(j)
δG
δ
(l)
λa
 δF
δzA(i)k

−∂(i)
∑
l=0
δzG(δ
l
tΛ
a)
δF
δ
(l)
λa(i)
− (F ↔ G). (D.6)
Using the fact that the constraints and all their derivatives are zero on the boundary along
with corollary 4.2, this becomes equation (D.2).
The cyclic identity we want to compute is between couples (Gn, δλn). Let’s define
[[(G1, δ
λ
1 ), (G2, δ
λ
1 )], (G3, δ
λ
1 )] + cyclic = (GJ , δ
λ
J), (D.7)
where the bracket between couples is defined in equation (4.48). Using (D.2) and the
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Jacobi identity proven in appendix C, we obtain
GJ = δ˜
λ
[1,2]G3 − δ˜λ3{G2, G1}ζ − δ˜λ1 δ˜λ2G3 + δ˜λ2 δ˜λ1G3
+{G2, δ˜λ3G1}ζ + {δ˜λ3G2, G1}ζ + cyclic
=
∑
l=0
∂(i)
(δltΛa[1,2] + δ˜2(δltΛa1)− δ˜1(δltΛa2)) δG3
δ
(l)
λa(i)
+ cyclic
=
∑
l=0
∂(i)
([δ˜2, δlt]Λa1 − [δ˜1, δlt]Λa2) δG3
δ
(l)
λa(i)
+ cyclic (D.8)
Playing with commutation relations, we obtain:
[δt, δ˜2]Λ = σ
AB∂(i)
(
(δt
δG2
δzB
− δ˜2 δH
δzB
)
δΛ
δzA(i)
)
(D.9)
= ∂(i)
[
σAB
δ
δzB
(
δtG2 − δ˜2H − {G2, H}
) δΛ
δzA(i)
]
−∂(i)
[
(−∂)(j)
(
∂Λa2
∂zB(j)
φa
)
σBA
δΛ
δzA(i)
]
(D.10)
= −∂(i)
[
(−∂)(j)
(
∂Λa2
∂zB(j)
φa
)
σBA
δΛ
δzA(i)
]
, (D.11)
where we used the fact that (G2, δλ2 ) generates an external symmetry. This means that, on
the constraint surface, we have:
GJ ≈ 0. (D.12)
Another useful result is that, if (G3, δλ3 ) is the hamiltonian (H, δλH), we have
GJ = 0. (D.13)
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