Abstract. Time series retrieval is a critical issue in all domains in which the observed phenomenon dynamics have to be dealt with. In this paper, we propose a novel, domain independent time series retrieval framework, based on Temporal Abstractions (TA). Our framework allows for multilevel abstractions, according to two dimensions, namely a taxonomy of (trend or state) symbols, and a variety of time granularities. Moreover, we allow for flexible querying, where queries can be expressed at any level of detail in both dimensions, also in an interactive fashion, and ground cases as well as generalized ones can be retrieved. We also take advantage of multi-dimensional orthogonal index structures, which can be refined progressively and on demand. The framework in practice is illustrated by means of a case study in hemodialysis.
Introduction
Several real world applications require to capture the evolution of the observed phenomenon over time, in order to describe its behaviour, and to exploit this information for future problem solving. In these applications, (many) process features are naturally collected in the form of time series, often automatically sampled and recorded by control instruments, as it happens e.g. in Intensive Care Unit patient monitoring [20] , or in hemodialysis [17] .
Case-based Reasoning (CBR) [1] is recently being recognized as a valuable knowledge management and decision support methodology in these domains, as testified by the relatively wide number of works in the field (see section 5). However, adopting CBR is typically non trivial in these situations, since the need for describing the process dynamics impacts both on case representation and on case retrieval, as analysed in [16] . In particular, similarity-based time series retrieval has to be addressed and optimized.
In the literature, most of the approaches to similarity-based time series retrieval are founded on the common premise of dimensionality reduction, which also simplifies knowledge representation (see the survey in [9] ). Dimensionality is often reduced by means of a mathematical transform able to preserve the distance between two time series (or to underestimate it). Widely used transforms are the Discrete Fourier Transform (DFT) [2] , and the Discrete Wavelet Transform (DWT) [7] . Another well known methodology is Piecewise Constant Approximation (PCA) (see e.g. [12, 13] ), which consists in dividing a time series into k segments, and in using their average values as a k-dimensional feature vector (where obviously k << n, the original data dimensionality). Retrieval then works in the transformed time series space, and, with respect to the non-technical end users (e.g. the physicians), it seems to operate in a black-box fashion: the users just have to input the query, and to collect the retrieved cases, but do not (need to) see (and might not understand the meaning of) the transformed time series themselves.
In the Artificial Intelligence (AI) literature, a well known methodology is Temporal Abstractions (TA) [27, 3, 21, 15] . TA, among the other things, have been employed for:
1. reducing time series dimensionality; 2. supporting a flexible description of phenomena at different levels of time granularity (e.g. hours, minutes, seconds); 3. providing a knowledge-based interpretation of temporal data.
Rather interestingly, TA have been scarcely explored in the CBR literature (see section 5). On the other hand, as we will extensively explain in the following, we propose to widely resort to this methodology, both for a data preprocessing step, in which time series dimensionality is reduced (see item 1 above), and as a means for supporting multiple time granularities abstractions (see item 2), at the data structure level as well as at the query level.
As regards item 1, in particular, through TA huge amounts of temporal information, like the one embedded in a time series, can be effectively mapped to a compact representation, that not only summarizes the original longitudinal data, but also abstracts meaningful behaviours in the data themselves.
Operatively, the basic principle of such TA methods is to move from a pointbased to an interval-based representation of the data [3] , where: the input points (events henceforth) are the elements of the discretized time series, and the output intervals (episodes henceforth) aggregate adjacent events sharing a common behaviour, persistent over time. More precisely, the method described above should be referred to as basic TA [3] . Basic TA can be further subdivided into state TA and trend TA. State TA are used to extract episodes associated to qualitative levels of the monitored feature, e.g. low, normal, high values; trend TA are exploited to detect specific patterns, such as increase, decrease or stationarity, in the time series. Through basic TA, a time series is therefore converted into a string of symbols, each one corresponding to an interval of raw data, and representing the (state or trend) value persistent over such an interval. Of course symbols can be mapped to intervals of different length (but a minimum time granularity is typically defined).
Despite the fact that TA are not as popular as the mathematical methodologies for reducing time series dimensionality, we believe they represent a valuable alternative with respect to more classical techniques in many domains (e.g. in medical or financial domains, in which TA methods are indeed well known), especially when: (i) a more qualitative abstraction of the time series values, as the one coded by abstraction symbols, is needed/sufficient; (ii) a user-friendly
