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BAB III 
METODE PENELITIAN 
 
1.1 Lokasi dan Waktu Penelitian  
Penelitian ini dilakukan pada PT Surya Agrolika Reksa Sei Basu Desa 
Beringin Jaya kecamatan Singingi Hilir kabupaten kuantan singing. Waktu 
penelitian ini dimulai pada bulan januari 2018 hingga bulan juni 2018. 
1.2 Jenis dan Sumber Data 
a. Data Primer 
Menurut Umi Narimawati(2008), data primer ialah data yang 
berasal dari sumber asli atau pertama. Data ini tidak tersedia dalam bentuk 
terkompilasi ataupun dalam bentuk file-file. Data ini harus dicari melalui 
narasumber atau dalam istila teknisnya responden yaitu orang yang kita 
jadikan objek penelitian atau orang yang kita jadikan sebagai sarana 
mendapatkan informasi ataupun data.  
b. Data sekunder 
  Menurut Sugiono(2008), sumber data sekunder adalah sumber data 
yang tidak langsung memberikan data kepada pengumpul data. 
 
1.3 Teknik Pengumpulan Data 
Untuk mengumpulkan data informasi yang diperlukan dalam penelitian ini 
metode yang digunakan penulis antara lain:  
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1. Interview (wawancara) 
Pengumpulan data dengan wawancara langsung dengan pihak-pihak yang 
terkait dalam penelitian ini. 
2. Kuesioner 
Pengumpulan data dengan cara memberikan daftar pertanyaan atau 
pernyataan kepada responden tentang kinerja, pelatihan, pengalaman dan 
lingkungan kerja. 
 
1.4 Populasi dan Sampel 
1. Populasi 
 Menurut Sugiyono(2014), populasi adalah wilayah generalisasi 
terdiri atas onyek/subyek yang mempunyai kualitas dan karakteristik 
tertentu ditetapkan oleh peneliti untuk dipelajari dan kemudian ditarik 
kesimpulan. Populasi disini adalah karyawan pada PT. Surya Agrolika 
Reksa yang berjumlah 134 orang karyawan. 
2. Sampel 
 Menurut Sugiyono(2014), sampel adalah bagian dari jumlah dan 
karakteristik yang dimiliki oleh populasi tersebut. karena pada PT Surya 
Agrolika Reksa Sei Basau memiliki 134 karyawan maka peneliti  
menggunakan teori slovin untuk menentukan sampel yang dibutuhkan. 
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n = 57,26 (dibulatkan menjadi 57 0rang) 
 
Teknik pengambilan sampel penelitian ini dengan menggunakan teknik 
acak sederhana(simple random sampling) sebanyak 57 orang karyawan. Dimana 
setiap anggota dan populasi memiliki kesempatan dan peluang yang sama untuk 
dipilih sebagai sampel diantaranya seluruh karyawan bagian perkebunan PT Surya 
Agrolika Reksa Sei Basau desa Beringin Jaya.  
 
1.5 Analisis Data 
Analisis data ditentukan oleh istrumen yang digunakan untuk 
mengumpulkan data untuk menghasilkan data yang berkualitas. Dalam 
menganalisis data yang diperoleh, penulis menggunakan metode deskriktif 
kuantitatif, yaitu suatu cara yang dapat menjelaskan hasil penelitian yang ada 
dengan menggunakan persamaan rumus matematis dan menghubungkannya 
dengan teori yang ada, kemudian ditarik kesimpulan. 
Pengukuran variabel-variabel yang terdapat dalam model analisis 
penelitian ini bersumber dari jawaban atas pertanyaan yang terdapat dalam angket. 
karena jawaban tersebut bersifat deskriptif, sehingga diberi nilai agar menjadi data 
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kuantitatif. Penentuan nilai jawaban untuk setiap  menggunakan metode Skala 
Likert dengan pembobotan setiap pertanyaan sebagai berikut: 
1. Jika memilih jawaban Sangat Setuju (SS), maka diberi nilai 5 
2. Jika memilih jawaban Setuju (S), maka diberi nilai 4 
3. Jika memilih jawaban Cukup Setuju (CS), maka diberi nilai 3 
4. Jika memilih jawaban Tidak Setuju (TS), maka diberi nilai 2 
5. Jika memilih jawaban Sangat Tidak Setuju (STS), maka diberi nilai 1 
Adapun uji yang digunakan untuk menganalisis data dalam penelitian ini 
adalah uji validitas dan uji reliabilitas. 
1.5.1 Uji Validitas 
Validitas data yang ditentukan oleh proses pengukuran yang kuat. 
Suatu instrument pengukuran mempunyai validitas yang tinggi apabila 
instrumen tersebut mengukur apa yang sebenarnya diukur. Uji validitas 
menunjukan sejauh mana suatu alat ukur yang dinginkan. Pengujian validitas 
dilakukan untuk menguji apakah jawaban kuisioner dari responden benar-
benar sesuai untuk digunakan dalam penelitian ini atau tidak. Adapun kriteria 
pengambilan keputusan uji validitas untuk setiap pertanyaan adalah nilai r 
hitung harus berada diatas 0,30 hal ini dikarenakan jika nilai r hitung lebih 
kecil dari 0,30 berarti item tersebut memiliki hubungan yang lebih rendah 
dengan item-item pertanyaan lainnya daripada variable yang diteliti, 
sehinggah variable tersebut dinyatakan tidak valid. Sugiyono(2008) 
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1.5.2 Reabilitas 
Uji reabilitas adalah tingkat kestabilan suatu alat pengukuran dalam 
mengukur suatu kejadian penguji reabilitas dilakukan untuk mengetahui 
apakah hasil jawaban dari kuisioner responden benar-benar stabil dalam 
mengukur suatu kejadian. Semakin tinggi reliabilitas suatu alat pengukur 
semakin stabil, sebaliknya jika alat pengukur rendah maka alat tersebut tidak 
stabil dalam mengukur suatu gejala. Adapun kriteria pengambilan keputusan 
untuk uji reliabilitas adalah dengan melihat nilai cronbach α untuk masing-
masing varibel. 
 Dimana suatu variable dikatakan reliable jika memberikan nilai cronbach α 
lebih besar dari 0,60. Sugiyono (2008)  
 
1.6 Uji Asumsi Klasik 
Uji asumsi klasik untuk mengetahui apakah hasil estimasi regresi yang 
dilakukan terbebas dari yang bisa mengakibatkan hasil regresi yang diperoleh 
tidak valid dan ahir regresi tersebut tidak dapat dipergunakan sebagai dasar untuk 
menguji hipotesis dan penarikan kesimpulan, maka digunakan asumsi klasik. 
Empat asumsi klasik yang harus diperhatikan adalah: 
1.6.1 Uji Multikolonieritas 
Uji multikolonieritas digunakan untuk menguji apakah dalam model 
regresi yang terbentuk ada korelasi yang tinggi atau sempurna diantara 
variable bebas maka model regresi dinyatakan mengandung gejala 
multikolonieritas. Untuk mengetahui ada tidaknya multikolonieritas atau 
variable, dapat dilihat dari variance inflantion faktor (VIF) dari masing-masing 
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variable bebas terdapat varabel terikat. Jika nilai VIF kurang dari 10 dapat 
dinyatakan tidak terdapat gejala multikolonieritas. Dan jika nilai VIF besar 
dari 10 dapat dinyatakan terdapat gejala multikolonieritas. 
Berikut rumus VIF : 
     
 
      
 
dimana R
2 
merupakan koefisien determinasi .Jika VIF > 10 maka 
dianggap ada multikolonieritas dengan variabel bebas lainnya. Sebaliknya VIF 
< 10 maka dianggap tidak terdapat multikolonieritas. 
3.6.2  Uji Autokorelasi 
Uji autokorelasi digunakan untuk mengetahui apakah ada korelasi 
antara anggota serangkaian data observasi yang diuraikan menurut waktu dan 
ruang. Untuk mengetahui adanya autokorelasi digunakan uji Durbin Watson 
mendekati angka 2 berarti tidak ada autokorelasi. 
 
Keterangan : 
1) Jika angka D –W dibawah -2 berati terdapat Autokorelasi positif. 
2) Jika angka D–W diantara -2 sampai 2 berati tidak terdapat 
Autokorelasi. 
3) Jika angka D –W diatas -2 berati terdapat Autokorelasi negatif. 
Untuk menentukan  batas tidak terjadinya Autokorelasi dalam model 
regresi tersebut adalah du <d <2 dimana du (Durbin Upper) adalah batas atas 
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dari nilai d Durbin Watson(DW) sedangkan yang terdapat pada tabel uji 
Durbin Watson. Sedangkan d merupakan nilai  d Durbin Watson dari 
perhitungan yang dilakukan.Model regresi tidak mengadung masalah 
Autokorelasi jiak kriteria du <d < 2- du terpenuhi. 
 
3.6.3 Uji Heterokedastisitas 
Uji heterokedastisitas untuk menguji apakah ada varian variabel pada 
model regresi yang tidak sama atau konstan. Jika varian variabel pada model 
regresi memiliki nilai yang sama atau konstan maka disebut dengan 
homokedastisitas. Untuk mengetahui ada tidaknya gejala heterokedastisitas 
dalam penelitian ini menggunakan metode rank sperman.  
Apabila hasil pengujian menunjukan lebih dari α = 50% maka tidak 
ada heteroskedastisitas. 
 
3.6.4 Uji Normalitas Data 
Uji normalitas data adalah langkah awal yang harus dilakukan untuk 
setiap analisis multivariate khususnya jika tujuannya adalah inferensi. 
Pengujian dilakukan dengan melihat penyebab data(titik) pada suhu diagonal 
dari grafik sketer plot. Dasar pengambilan keputusannya adalah jika data 
menyebar disekitar garis diagonal dan mengikuti garis diagonal maka model 
regresi memenuhi asumsi normalitas. Jika data menyebar jauh dari regresi 
maka model regresi tidak memenuhi asumsi normalitas. 
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3.7  Analisis Regresi Linier Berganda 
Untuk menganalisa data penulis menggunakan metode regresi linier 
berganda, yaitu semua metode statistik yang digunakan untuk mengetahui 
hubungan antara variabel bebas dan terikat yang dibantu dengan menggunakan 
program SPSS versi 32. Analisis ini memberikan kemudahan bagi pengguna 
untuk memasukan lebih dari satu variabel yang ditunjukan dengan persamaan.: 
Y=a+b1x1 +b2x2 +b3x3+e  
Dimana : 
Y           = kinerja karyawan 
X1         = pendidikan dan pelatihan 
X2         = pengalaman kerja 
X3         = lingkungan kerja 
a            = konstanta 
b1b2b3b4   = koefisien persamaan regresi predictor X1X2X3X4 
e            = eror 
3.8 Uji Hipotesis 
Pengujian hipotesis yang digunakan dalam penelitian ini menggunakan 
analisis regresi linierberganda berdasarkan uji secara simultan (uji F) uji koefisien 
detrminasi (R
2
), uji secara persial (uji t).  
3.8.1Uji secara Simultan (uji F) 
Uji Secara Simultan (Uji F) digunakan untuk mengetahui seberapa 
besar variabel independen (X1 X2, dan X3) secara bersama-sama berpengaruh 
terhadap variabel dependen (Y). Analisa Uji F dilakukan dengan 
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membandingkan F hitung dan F tabel sebelum  membandingkan nilai F, harus 
ditentukan tingkat kepercayaan (1-α) dan derajat kebebasan (degree of 
freedom) – n – (k+1) agar dapat ditentukan nilai kritisnya. Adapun nilai Alpha 
yang digunakan dalam penelitian ini adalah 0,05. Dimana kriteria 
pengambilan keputusan yang digunakan adalah sebagai berikut : 
a. Apabila F hitung> F tabel atau Sig <α maka : 
a) Ha diterima karena terdapat pengaruh yang signifikan 
b) H0 ditolak karena tidak terdapat pengaruh yang signifikan 
b. Apabila F hitung> F tabel atau Sig <α maka : 
a) Ha ditolak karena tidak terdapat pengaruh yang signifikan 
b) H0 diterima karena terdapat pengaruh yang signifikan 
 
3.8.2 Uji Secara Persial (uji t) 
Uji secara parsial (Uji t) bertujuan untuk mengetahui seberapa besar 
pengaruh variabel independen (X1,X2 X3) terhadap variabel dependen (Y) 
dengan asumsi variabel lainnya adalah konstan. Adapun kriteria pengambilan 
keputusan yang digunakan dalam pengujian ini adalah sebagai berikut : 
a. Apabila t hitung> t tabel atau Sig <α maka : 
a) Ha diterima karena terdapat pengaruh yang signifikan 
b) H0 ditolak karena tidak terdapat pengaruh yang signifikan 
b.  Apabila t hitung< t tabel atau Sig >α maka : 
a) Haditolak karena tidak terdapat pengaruh yang signifik an 
b) H0 diterima karena terdapat pengaruh yang signifikan 
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3.9 Koefisien Determinasi  
Koefisien Determinasi (R
2
) digunakan untuk mengetahui persentase 
variabel independen secara bersama-sama dapat menjelaskan  variabel 
dependen. Nilai koefisien determinasi adalah diantara nol dan satu. Jika 
koefisien determinasi (R
2
)  = 1, artinya variabel independen memberikan 
informasi yang dibutuhkan untuk memprediksi variabel-variabel dependen. 
Jika koefisien determinasi (R
2
) = 0, artinya variabel independen tidak mampu 
menjelaskan pengaruhnya terhadap variabel dependen. 
 
 
