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Abstract
For entire functions f(z) =
∑+∞
n=0 anz
n, z ∈ C, P. Le´vy (1929) es-
tablished that in the classical Wiman’s inequality Mf (r) ≤ µf (r)×
×(lnµf (r))1/2+ε, ε > 0, which holds outside a set of finite logarithmic
measure, the constant 1/2 can be replaced almost surely in some sense,
by 1/4; here Mf (r) = max{|f(z)| : |z| = r}, µf (r) = max{|an|rn : n ≥
0}, r > 0. In this paper we prove that the phenomenon discovered by
P. Le´vy holds also in the case of Wiman’s inequality for entire functions
of several variables, which gives an affirmative answer to the question of
A. A. Goldberg and M. M. Sheremeta (1996) on the possibility of this
phenomenon.
Subject Classification: 30B20, 30D20
Keywords: Levy’s phenomenon, random entire functions of several vari-
ables, Wiman’s inequality
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1 Introduction
For an entire function of the form
f(z) =
+∞∑
n=0
anz
n
we denote Mf (r) = max{|f(z)| : |z| = r}, µf(r) = max{|an|rn : n ≥ 0}, r > 0.
It is well known ([1], [2]) that for all nonconstant entire function f(z) and all
ε > 0 the following inequality
Mf (r) ≤ µf(r)(lnµf(r))1/2+ε (1)
holds for r > 1 outside an exceptional set Ef (ε) of finite logarithmic measure
(
∫
Ef (ε)
dr
r
< +∞).
In this paper we consider entire functions of p complex variables
f(z) = f(z1, . . . , zp) =
+∞∑
‖n‖=0
anz
n, (2)
where zn = zn11 . . . z
np
p , p ∈ N, n = (n1, . . . , np) ∈ Zp+, ‖n‖ =
∑p
j=1 nj. For
r = (r1, . . . , rp) ∈ Rp+ we denote
B(r) = {t ∈ Rp+ : tj ≥ rj , j ∈ {1, . . . , p}}, r∧ = min
1≤i≤p
ri,
Mf (r) = max{|f(z)| : |z1| = r1, . . . , |zp| = rp},
µf(r) = max{|an|rn11 . . . rnpp : n ∈ Zp+},
Mf(r) =
+∞∑
‖n‖=0
|an|rn, lnk x = ln . . . ln︸ ︷︷ ︸
k
x.
By Λp we denote the class of entire functions of form (2) such that ∂
∂zj
f(z) 6≡
0 in Cp for any j ∈ {1, . . . , p}. We say that a subset E of Rp+ is a set of
asymptotically finite logarithmic measure ([14]) if E is Lebesgue measurable
in Rp+ and there exists an R ∈ Rp+ such that E ∩ B(R) is a set of finite
logarithmic measure, i.e. ∫
· · ·
∫
E∩B(R)
p∏
j=1
drj
rj
< +∞.
For entire functions of the form (2) analogues of inequality (1) can be found
in [3, 5, 6, 14]. In particular, the following statement is proved in [14].
Theorem 1.1 ([14]). Let f ∈ Λp and δ > 0.
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a) Then there exist R ∈ Rp and a subset E of B(R) of finite logarithmic
measure such that for r ∈ B(R)\E we have
Mf(r) ≤ µf(r)
( p∏
i=1
lnp−1 ri · lnp µf(r)
)1/2+δ
. (3)
b) If for some α ∈ Rp+ we have
M(r) ≥ exp(rα) = exp(rα11 . . . rαpp ), as r∧ → +∞
or more generally, for each β > 0
∫
· · ·
∫
B(S)
p∏
i=1
dri
r1r2 . . . rp ln
β
Mf(r)
< +∞, as S∧ → +∞, (4)
then there exist R ∈ Rp and a subset E of B(R) of finite logarithmic
measure such that for r ∈ B(R)\E we have
Mf(r) ≤ µf(r) lnp/2+δ µf (r).
2 Wiman’s type inequality for random entire
functions of several variables
Let Ω = [0, 1] and P be the Lebesgue measure on R.We consider the Steinhaus
probability space (Ω,A, P ) where A is the σ-algebra of Lebesgue measurable
subsets of Ω. Let (ξn(ω)) be some sequence of random variables defined in this
space.
By K(f,X) we denote the class of random entire functions of the form
f(z, t) =
+∞∑
n=0
anXn(t)z
n.
In the case when R = (Xn(t)) is the Rademacher sequence P. Levy ([7])
proved that for any entire function we can replace the constant 1/2 by 1/4 in
the inequality (1) almost surely in the classK(f,R). Later P. Erdo˝s and A. Re´-
nyi ([8]) proved the same result for the class K(f,H), where H = (e2piiωn(t)),
(ωn(t)) is a sequence of independent uniformly distributed random variables
on [0, 1]. This statement is true also for any class K(f,X), where X = (Xn(t))
is multiplicative system (MS) uniformly bounded by the number 1. That is
for all n ∈ N and t ∈ [0, 1] we have |Xn(t)| ≤ 1 and
(∀1 ≤ i1 < i2 < · · · < ik) : M(Xi1Xi2 · · ·Xik) = 0,
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where Mξ is the expected value of a random variable ξ ([20]–[21]).
In the spring of 1996 during the report of P. V. Filevych at the Lviv
seminar of the theory of analytic functions professors A. A. Goldberg and
M. M. Sheremeta posed the following question (see [17]). Does Levy’s effect
take place for analogues of Wiman’s inequality for entire functions of several
complex variables?
In the papers [17]–[19] we have found an affirmative answer to this question
for Fenton’s inequality ([4]) for entire functions of two complex variables.
In this paper we will give answer to this question for Wiman’s type in-
equality from [14] for entire functions of several complex variables.
Let Z = (Zn(t)) be a complex sequence of random variables Zn(t) = Xn(t)+
iYn(t) such that both X = (Xn(t)) and Y = (Yn(t)) are MS, and K(f, Z) the
class of random entire functions of the form
f(z, t) =
+∞∑
‖n‖=0
anZn(t)z
n1
1 . . . z
np
p .
Theorem 2.1. Let Z = (Zn(t)) be a MS uniformly bounded by the number
1, δ > 0, f ∈ Λp.
a) Then almost surely in K(f, Z) there exist R ∈ Rp and subset E∗ of B(R)
of finite logarithmic measure such that for all r ∈ B(R)\E∗ we have
Mf (r, t) = max
|z|=r
|f(z, t)| ≤ µf(r)
( p∏
i=1
lnp−1 ri · lnp µf (r)
)1/4+δ
. (5)
b) If for some α ∈ Rp+ we have
M(r, t) ≥ exp(rα) = exp(rα11 . . . rαpp ) as r∧ → +∞
or more generally, for each β > 0 inequality (4) holds, then almost surely
in K(f, Z) there exist R ∈ Rp and subset E of B(R) of finite logarithmic
measure such that for all r ∈ B(R)\E we get
Mf(r, t) ≤ µf(r) lnp/4+δ µf(r). (6)
Lemma 2.2 ([15]). Let X = (Xn(t)) be a MS uniformly bounded by the
number 1. Then for all β > 0 there exists a constant Aβp > 0, which depends
on p and β only such that for all N ≥ N1(p) = max{p, 4pi} and {cn : ‖n‖ ≤
N} ⊂ C we have
P
{
t : max
{∣∣∣∣∣
N∑
‖n‖=0
cnXn(t)e
in1ψ1 . . . einpψp
∣∣∣∣∣ : ψ ∈ [0, 2pi]p
}
≥
≥ AβpSN ln 12 N
}
≤ 1
Nβ
(7)
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where S2N =
∑N
‖n‖=0 |cn|2.
By H we denote the class of function h : R+ → Rp+ such that
+∞∫
1
. . .
+∞∫
1
du1 . . . dup
h(u)
< +∞.
We also define for all i ∈ {1, . . . , p}
∂i lnMf(r) = ri
∂
∂ri
(lnMf(r)) =
1
Mf(r)
+∞∑
‖n‖=0
ni|an|rn.
Lemma 2.3 ([14]). Let h ∈ H. Then there exist R ∈ Rp+ and subset E ′
of B(R) of finite logarithmic measure such that for all r ∈ B(R)\E ′ and
s ∈ {1, . . . , p} we have
∂s lnMf(r) ≤ h(ln r1, . . . , ln rs−1, lnMf(r), ln rs+1, . . . , ln rp). (8)
Proof of Theorem 2. We can suppose that Z = X = (Xn(t)) is a MS. Indeed,
if Zn(t) = Xn(t) + iYn(t) then we obtain
f(z, t) =
+∞∑
‖n‖=0
anXn(t)z
n +
+∞∑
‖n‖=0
ianYn(t)z
n = f1(z, t) + f2(z, t),
and µ(r, f1) = µ(r, f2) = µ(r, f) for all r ∈ Rp+. Then from inequality (5) we
obtain for r ∈ B(R)\(E1 ∪ E2) almost surely in K(f, Z)
Mfj (r, t) ≤ µf(r)
( p∏
i=1
lnp−1 ri · lnp µf(r)
)1/4+δ1
j ∈ {1, 2}, δ1 > 0.
So, for r ∈ B(R)\(E1 ∪ E2) almost surely in K(f, Z) we get
Mf (r, t) ≤
√
M2f1(r, t) +M
2
f2
(r, t) ≤
≤
√
2µf(r)
( p∏
i=1
lnp−1 ri · lnp µf(r)
)1/4+δ1
< µf(r)
( p∏
i=1
lnp−1 ri · lnp µf(r)
)1/4+δ
.
It remains to remark that E1 ∪E2 is a set of asymptotically finite logarithmic
measure.
For any j ∈ {1, . . . , p} we have
lim
rj→+∞
µf(r
0
1, . . . , r
0
j−1, rj, r
0
j+1, . . . , r
0
p) = +∞ (9)
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for fixed r0i > 0, i ∈ {1, . . . , p}\{j}. Indeed, if (9) does not hold, then there
exists a constant C > 0 such that for all rj > r
∗
j we have µf(r) < C < +∞.
Hence, #{nj ≥ 1: an 6= 0} = 0 and ∂∂zj f(z) ≡ 0 in Cp. So, f /∈ Λp, which gives
a contradiction.
For k ∈ N we denote Gk = {r = (r1, . . . , rp) ∈ Rp+ : k ≤ lnµf(r) <
k + 1} ∩ [1; +∞)p. Then Gk 6= ∅ for k ≥ k0 and from (9) we deduce that for
all k the set Gk is a bounded set. Let G
+
k =
⋃+∞
j=kGk and
h(r) =
p∏
i=1
ri ln
1+δ1 ri ∈ H, δ1 > 0.
By Lemma 2.3 there exist Rj ∈ Rp+ and a subset Ej of B(Rj) of finite
logarithmic measure such that for all r ∈ B(Rj)\Ej and j ∈ {1, . . . , p} we
have
+∞∑
‖n‖=0
ni|an|rn ≤Mf(r)h(ln r1, . . . , ln rs−1, lnMf(r), ln rs+1, . . . , ln rn) ≤
≤Mf(r) lnMf(r) ln1+δ12 Mf(r)
p∏
i=1, i 6=j
ln ri ln
1+δ1
2 ri.
Therefore for r ∈ B(R)\(∪pi=1Ei) we obtain
+∞∑
‖n‖=0
‖n‖|an|rn ≤Mf(r) lnMf(r) ln1+δ12 Mf(r)
p∑
j=1
(
p∏
i=1, i 6=j
ln ri ln
1+δ1
2 ri
)
≤
≤ pMf(r) lnMf(r) ln1+δ12 Mf(r)
p∏
i=1
ln ri ln
1+δ1
2 ri,
where
B(R) ⊂
( p⋂
j=1
B(Rj)
)
∩[e,+∞)p.
By Theorem 1.1 we get for r ∈ B(R)\(⋃pi=1Ei)
+∞∑
‖n‖=0
‖n‖|an|rn ≤ pµf(r)
( p∏
i=1
lnp−1 ri · lnp µf(r)
)1/2+δ1×
×
(
lnµf(r) +
(1
2
+ δ1
)(
(p− 1)
p∑
i=1
ln2 ri + p ln2 µf(r)
))1/2+δ1 p∏
i=1
ln ri ln
1+δ1
2 ri.
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Therefore for δ2 > 2δ1 and r ∈ B(R)\(
⋃p
i=1Ei) we obtain
+∞∑
‖n‖=0
‖n‖|an|rn ≤
≤ µf(r) lnp/2+1+δ2 µf(r)
p∏
i=1
(
(ln ri)
p+δ2(ln2 ri)
1+δ2
p∑
i=1
ln
1/2+δ2
2 ri
)
<
< µf(r) ln
p/2+1+δ2 µf(r)
p∏
i=1
(
lnp ri ln
2
2 ri
)1+δ2
.
So,
∑
‖n‖≥d
|an|rn ≤
∑
‖n‖≥d
‖n‖
d
|an|rn = 1
d
∑
‖n‖≥d
‖n‖|an|rn ≤
≤ 1
d
µf(r) ln
p/2+1+δ2 µf(r)
p∏
i=1
(
lnp ri ln
2
2 ri
)1+δ2
= µf(r), (10)
where
d = d(r) = lnp/2+1+δ2 µf(r)
p∏
i=1
(
lnp ri ln
2
2 ri
)1+δ2
.
Let G∗k = Gk \ Ep+1,
Ep+1 =
p⋃
i=1
Ei ∪ E∗ ∪
(
k0−1⋃
i=1
Gi
)
.
By I we denote the set of integers k ≥ k0 such that G∗k 6= ∅. Then #I = +∞.
For k ∈ I we choose a sequence r(k) ∈ G∗k. Then for all r ∈ G∗k we get
µf(r
(k)) < ek+1 ≤ eµf(r), µf(r) < ek+1 < eµf(r(k)), (11)
and also [1; +∞)p \ Ep+1 =
⋃
k∈I G
∗
k. For k ∈ I we denote Nk = [2d1(r(k))],
where
d1(r) = ln
p/2+1+δ2(eµf(r))
p∏
i=1
(
lnp ri ln
2
2 ri
)1+δ2
,
and for r ∈ G∗k
WNk(r, t) = max


∣∣∣∣∣∣
∑
‖n‖≤Nk
anr
n1
1 . . . r
np
p e
in1ψ1+...+inpψpXn(t)
∣∣∣∣∣∣ : ψ ∈ [0, 2pi]p

 .
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For a Lebesgue measurable set G ⊂ G∗k and for k ∈ I we denote
νk(G) =
measp(G)
measp(G∗k)
,
where measp denotes the Lebesgue measure on R
p.
Note that νk is a probability measure defined on the family of Lebesgue
measurable subsets of G∗k. Let Ω =
⋃
k∈I G
∗
k and I = {kj : j ≥ 1} ⊂ N, where
kj < kj+1, j ≥ 1. For Lebesgue measurable subsets G of Ω we denote
ν(G) =
+∞∑
j=0
1
2kj
(
1−
(1
2
)kj+1−kj)∫
G
χG∗
kj+1
dνkj+1, (12)
where k0 = 0 and χA is characteristic function of a set A. We note
ν(Ω) =
+∞∑
g=0
1
2kj
(
1−
(1
2
)kj+1−kj)
ν(G∗kj+1) =
+∞∑
j=0
kj+1∑
s=kj+1
1
2s
=
+∞∑
s=1
1
2s
= 1.
Thus ν is a probability measure, which is defined on measurable subsets of Ω.
On [0, 1]× Ω we define the probability measure P0 = P ⊗ ν, which is a direct
product of the probability measures P and ν. Now for k ∈ I we define
Fk = {(t, r) ∈ [0, 1]× Ω: WNk(r, t) > A1SNk(r) ln1/2Nk},
Fk(r) = {t ∈ [0, 1] : WNk(r, t) > A1SNk(r) ln1/2Nk},
where S2Nk(r) =
∑Nk
‖n‖=0 |an|2r2n and Ap is the constant from Lemma 1 with
β = 1. Using Fubini’s theorem and Lemma 2.2 with cn = anr
n and β = 1, we
get for k ∈ I
P0(Fk) =
∫
Ω
( ∫
Fk(r)
dP
)
dν =
∫
Ω
P (Fk(r))dν ≤ 1
Nk
ν(Ω) =
1
Nk
.
Note that Nk > ln
p/2+1 µf(r
(k)) ≥ k3/2. Therefore ∑k∈I P0(Fk) ≤
≤ ∑+∞k=1 k−3/2 < +∞. By Borel-Cantelli’s lemma the infinite quantity of the
events {Fk : k ∈ I} may occur with probability zero. So,
P0(F ) = 1, F =
+∞⋃
s=1
⋂
k≥s,k∈I
Fk ⊂ [0, 1]× Ω.
Then for any point (t, r) ∈ F there exists k0 = k0(t, r) such that for all
k ≥ k0, k ∈ I we have
WNk(r, t) ≤ A1SNk(r) ln1/2Nk. (13)
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Let Pj be a probability measure defined on (Ωj ,Aj), where Aj is a σ-
algebra of subsets Ωj (j ∈ {1, . . . , p}) and P0 is the direct product of probability
measures P1, . . . , Pp defined on (Ω1×. . .×Ωp, A1×. . .×Ap). Here A1×. . .×Ap
is the σ-algebra, which contains all A1 × . . . × Ap, where Aj ∈ Aj. If F ⊂
A1 × . . .×Ap such that P0(F ) = 1, then in the case when projection
F1 = {t1 ∈ Ω1 : (∃(t2, . . . , tp) ∈ Ω2 × . . .× Ωp)[(t1, . . . , tp) ∈ F ]}
of the set F on Ω1 is P1-measurable we have P1(F1) = 1.
By FΩ we denote the projection of F on Ω, i.e. FΩ = {r ∈ Ω: (∃t)[(t, r) ∈
F ]}. Then ν(FΩ) = 1.
Similarly, the projection of F on [0, 1], F[0,1] =
⋃
r∈Ω F (r), we obtain
P (F[0,1]) = 1.
Let F∧(t) = {r ∈ Ω : (t, r) ∈ F}. By Fubini’s theorem we have
0 =
∫
X
(1− χF )dP0 =
∫ 1
0
(∫
Ω
(1− χF∧(t))dν
)
dP.
So P -almost everywhere 0 =
∫
Ω
(1−χF∧(t))dν = 1−ν(F∧(t)), i.e. ∃F1 ⊂ F[0,1],
P (F1) = 1 such that for all t ∈ F1 we get ν(F∧(t)) = 1.
Indeed, if for some k ∈ I, k = kj+1 we obtain νk(F∧(t)∩G∗k) = q < 1, then
ν(F∧(t)) =
∑
k∈I
νk(F
∧(t) ∩G∗k) ≤
+∞∑
s=0
1
2ks
(
1−
(1
2
)ks+1−ks)−
−(1 − q) 1
2kj
(
1−
(1
2
)kj+1−kj)
= 1− (1− q) 1
2kj
(
1−
(1
2
)kj+1−kj)
< 1.
For any t ∈ F1 and k ∈ I we choose a point r(k)0 (t) ∈ G∗k such that
WNk(r
(k)
0 (t), t) ≥
3
4
Mk(t), Mk(t)
def
= sup{WNk(r, t) : r ∈ G∗k}.
Then from νk(F
∧(t) ∩G∗k) = 1 for all k ∈ I it follows that there exists a point
r(k)(t) ∈ G∗k ∩ F∧(t) such that
|WNk(r(k)0 (t), t)−WNk(r(k)(t), t)| <
1
4
Mk(t)
or
3
4
Mk(t) ≤ WNk(r(k)0 (t), t) ≤WNk(r(k)(t), t) +
1
4
Mk(t).
Since (t, r(k)(t)) ∈ F, from inequality (12) we obtain
1
2
Mk(t) ≤WNk(r(k)(t), t) ≤ A1SNk(r(k)(t)) ln1/2Nk. (14)
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Now for r(k) = r(k)(t) we get
S2N(r
(k)) ≤ µf(r(k))Mf(r(k)) ≤ µ2f(r(k))
( p∏
i=1
lnp−1 r
(k)
i · lnp µf(r(k))
)1/2+δ
.
So, for t ∈ F1 and all k ≥ k0(t), k ∈ I we obtain
SN(r
(k)) ≤ µf(r(k))
( p∏
i=1
lnp−1 r
(k)
i · lnp µf(r(k))
)1/4+δ/2
. (15)
It follows from (11) that d1(r
(k)) ≥ d(r) for r ∈ G∗k. Then for t ∈ F1,
r ∈ F∧(t) ∩G∗k, k ∈ I, k ≥ k0(t) we get
Mf (r, t) ≤
∑
‖n‖≥2d1(r(k))
|an|rn +WNk(r, t) ≤
∑
‖n‖≥2d(r)
|an|rn +Mk(t).
Finally, from (10), (14), (15) for t ∈ F1, r ∈ F∧(t)∩G∗k, k ∈ I and k ≥ k0(t)
we deduce
Mf(r
(k), t) ≤ µf(r(k)) + 2ApSNk(r(k)) ln1/2Nk ≤
≤ µf(r(k)) + 2Apµf(r(k))
( p∏
i=1
lnp−1 r
(k)
i · lnp µf(r(k))
)1/4+δ/2
×
×
(
(p/2 + 1 + δ2) ln2(eµf(r
(k))) + (1 + δ2)
p∑
i=1
(p ln2 r
(k)
i + 2 ln3 r
(k)
i )
)1/2
.
Using inequality (11) we get for t ∈ F1, r ∈ F∧(t) ∩G∗k, k ∈ I and k ≥ k0(t)
Mf (r, t) ≤ Cµf(r)
( p∏
i=1
lnp−1 ri · lnp µf(r)
)1/4+3δ2/4
. (16)
We choose k1 > k0(t) such that for all r ∈ G+k1 we have
C ≤
( p∏
i=1
lnp−1 ri · lnp µf(r)
)δ2/4
. (17)
Using (16) and (17) we get that inequality (5) holds almost surely (t ∈ F1,
P (F1) = 1) for all
r ∈
(⋃
k∈I
(G∗k ∩ F∧(t)) ∩G+k1
)
\E∗ =
= ([1,+∞)2 ∩G+k1) \ (E∗ ∪G∗ ∪ Ep+1) = [1,+∞)2 \ Ep+2,
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where
Ep+2 = Ep+1 ∪G∗ ∪ E∗, G∗ =
⋃
k∈I
(G∗k \ F∧(t)).
It remains to remark that ν(G∗) defined in (12) satisfies ν(G∗) =∑
k∈I(νk(G
∗
k)− νk(F∧(t))) = 0. Then for all k ∈ I we obtain
νk(G
∗
k \ F∧(t)) =
measp(G
∗
k \ F∧(t))
measp(G∗k)
= 0,
measp(G
∗
k \ F∧(t)) =
∫
· · ·
∫
G∗
k
\F∧(t)
dr1 . . . drp
r1 . . . rp
= 0.
3 Some examples
In this section we prove that the exponent p/4+ δ in the inequality (6) cannot
be replaced by a number smaller than p/4. It follows from such a statement.
Theorem 3.1. For f(z) = exp{∑pi=1 zi} and each ε > 0 almost surely in
K(f,H) for r ∈ E(ε) we have
Mf (r, t) ≥ µf(r) lnp/4−ε µf(r),
where E(ε) is a set of infinite asymptotically logarithmic measure and H =
{e2piiωn}, {ωn} is a sequence of independent random variables uniformly dis-
tributed on [0, 1].
In order to prove this theorem we need such a result.
Theorem 3.2 ([8]). For the entire function g(z) = ez and each ε > 0 almost
surely in K(g,H) we have
lim
r→+∞
Mg(r, t)
µg(r) ln
1/4−ε µg(r)
= +∞. (18)
Proof of Theorem 3.1. For the entire function f(z) = exp{∑pi=1 zi} we have
lnMf(r) =
∑p
i=1 ri and for each β > 0 we get∫
· · ·
∫
(1,+∞)p
dr1 . . . drp
r1 . . . rp(r1 + . . .+ rp)β
< +∞.
Therefore the function f(z) satisfies condition (4). From (18) we have for
r ∈ (r0,+∞)p
Mf (r, t) > µf(r)
p∏
i=1
ln1/4−ε µg(ri).
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Denote ψ(r) = lnµg(r). Remark that
At = {r : r1 = t; ri ∈ (t1, t2) = (ψ−1(ψ(r1)/2), ψ−1(2ψ(r1)))} ⊂
⊂
{
r :
p∏
i=1
ψ(ri) ≥ 1
2p−1(2p− 1)
( p∑
i=1
ψ(ri)
)p}
.
Indeed, if r ∈ At then
p∏
i=1
ψ(ri) = ψ(r1)
p∏
i=2
ψ(ri) > ψ(r1)
p∏
i=2
ψ(r1)
2
=
ψp(r1)
2p−1
=
=
1
2p−1(2p− 1)(ψ(r1) + 2ψ(r1) + . . .+ 2ψ(r1)) >
1
2p−1(2p− 1)
( p∑
i=1
ψ(ri)
)p
.
For ε1 > pε and r ∈ A =
⋃+∞
t=r0
At we obtain
Mf(r, t) > µf(r)
p∏
i=1
ln1/4−ε µg(ri) > µf(r)
1
2p−1(2p− 1)
( p∑
i=1
lnµg(ri)
)p/4−pε
>
> µf(r) ln
p/4−ε1 µf(r).
It remains to prove that the set A has infinite asymptotically logarithmic
measure. It is known ([16]) that t < ψ−1(t) < 3t/2, t→ +∞. Therefore,
measp(A) =
+∞∫
r0
t2∫
t1
. . .
t2∫
t1
dr1 . . . drp
r1 . . . rp
=
+∞∫
r0
( t2∫
t1
dr2
r2
)p−1
dr1
r1
=
=
+∞∫
r0
(
lnψ−1(2ψ(r1))− lnψ−1
(ψ(r1)
2
))p−1dr1
r1
>
>
+∞∫
r0
(
ln(2ψ(r1))− ln
(3ψ(r1)
4
))p−1dr1
r1
= lnp−1
8
3
·
+∞∫
r0
dr1
r1
= +∞.
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