We derive an exact operatorial reformulation of the rotational invariant slave boson method and we apply it to describe the orbital differentiation in strongly correlated electron systems starting from first principles. The approach enables us to treat strong electron correlations, spin-orbit coupling and crystal field splittings on the same footing by exploiting the gauge invariance of the mean-field equations. We apply our theory to the archetypical nuclear fuel UO2, and show that the ground state of this system displays a pronounced orbital differention within the 5f manifold, with Mott localized Γ8 and extended Γ7 electrons. PACS numbers: 64, 71.30.+h, 71.27.+a Orbital differentiation, where states with different orbital character exhibit different levels of correlation, is a pervasive phenomena in condensed matter systems [1][2][3][4], which gives rise to multiple functionalities in strongly correlated multiorbital systems. In all known Mott systems in nature only a fraction of electrons form localized magnetic moments, while the other electronic states are extended (but away from the Fermi level). These systems are commonly called "selective Mott insulators", and the transition into these states is called "orbitally selective Mott transition". Understanding the mechanism driving the selection process is a fundamental question in condensed matter. This issue is especially nontrivial to address in low-symmetry 5f electron systems, where the competition between inter-and intra-orbital interactions, the crystal field splittings (CFS) and the spin-orbit coupling (SOC) is very complicated, as none of these energy scales is negligible. Orbital differentiation is also a key issue in the presence of disorder [5, 6] and/or charge ordering (Wigner-Mott transitions [7]), where only a fraction of the electrons Mott-localize. Addressing these issues quantitatively and in an unbiased "ab-initio" fashion is very challenging. In this work we address the orbital differentiation problem from an ab-initio perspective using the rotationally invariant slave boson (RISB) mean-field theory [8-10]. As we demonstrate, this method can be derived from an exact operatorial reformulation of the many-body problem, which reproduces the Gutzwiller approximation [11] at the mean-field level [12, 13] and constitutes a starting point to calculate further corrections. By exploiting the gauge symmetry of the RISB theory, we build efficient systematic algorithms which enable us to solve the mean-field equations and elucidate the pattern of orbital differentiation even in lowsymmetry 5f electron systems. We apply this method to UO 2 [14] (the most widely used nuclear fuel), and provide new insight into the role of the CFS in the orbital differentiation and the nature of the chemical bonds in this material.
We derive an exact operatorial reformulation of the rotational invariant slave boson method and we apply it to describe the orbital differentiation in strongly correlated electron systems starting from first principles. The approach enables us to treat strong electron correlations, spin-orbit coupling and crystal field splittings on the same footing by exploiting the gauge invariance of the mean-field equations. We apply our theory to the archetypical nuclear fuel UO2, and show that the ground state of this system displays a pronounced orbital differention within the 5f manifold, with Mott localized Γ8 and extended Γ7 electrons. Orbital differentiation, where states with different orbital character exhibit different levels of correlation, is a pervasive phenomena in condensed matter systems [1] [2] [3] [4] , which gives rise to multiple functionalities in strongly correlated multiorbital systems. In all known Mott systems in nature only a fraction of electrons form localized magnetic moments, while the other electronic states are extended (but away from the Fermi level). These systems are commonly called "selective Mott insulators", and the transition into these states is called "orbitally selective Mott transition". Understanding the mechanism driving the selection process is a fundamental question in condensed matter. This issue is especially nontrivial to address in low-symmetry 5f electron systems, where the competition between inter-and intra-orbital interactions, the crystal field splittings (CFS) and the spin-orbit coupling (SOC) is very complicated, as none of these energy scales is negligible. Orbital differentiation is also a key issue in the presence of disorder [5, 6] and/or charge ordering (Wigner-Mott transitions [7] ), where only a fraction of the electrons Mott-localize. Addressing these issues quantitatively and in an unbiased "ab-initio" fashion is very challenging. In this work we address the orbital differentiation problem from an ab-initio perspective using the rotationally invariant slave boson (RISB) mean-field theory [8] [9] [10] . As we demonstrate, this method can be derived from an exact operatorial reformulation of the many-body problem, which reproduces the Gutzwiller approximation [11] at the mean-field level [12, 13] and constitutes a starting point to calculate further corrections. By exploiting the gauge symmetry of the RISB theory, we build efficient systematic algorithms which enable us to solve the mean-field equations and elucidate the pattern of orbital differentiation even in lowsymmetry 5f electron systems. We apply this method to UO 2 [14] (the most widely used nuclear fuel), and provide new insight into the role of the CFS in the orbital differentiation and the nature of the chemical bonds in this material. where k is the momentum conjugate to the unit-cell label R, the n a atoms within the unit cell are labeled by i, j, and the spin-orbitals are labeled by α, β. As in Refs. 9 and 15, the local interaction and the on-site energies are both included within the definition of:
where |A, Ri are local Fock states:
and A = 1, .., 2 Mi runs over all of the possible lists of occupation numbers {ν 1 (A), .., ν Mi (A)}. In particular, in this work we have used the Slater-Condon parametrization of the on-site interaction [16] .
Slave Boson reformulation:-Here we derive the RISB gauge theory and show that it constitutes an exact reformulation of the generic Hubbard system defined above. As in Ref. 9 , we introduce a new set of fermionic modes {f Ria |a = 1, .., M i }, that we call quasi-particle operators. Furthermore, we introduce a bosonic mode Φ RiAn for each couple of fermionic local multiplets (|A, Ri , |n, Ri ) having equal number of electrons, i.e., N A ≡ Mi a=1 ν a (A) = N n ≡ Mi a=1 ν a (n). Applying the arXiv:1606.09614v3 [cond-mat.str-el] 12 Feb 2017 (9) where ":" indicates the normal ordering [24] , andX AB is any normally-ordered algebraic combination of bosonic ladder operators such that each term contains at least 2 modes. In fact, sinceX AB is normally-ordered and the physical RISB states contain only one boson by construction, see Eq. (4), the matrix elements of Eqs. (7) and (9) are independent ofX AB within h SB .
Of course, any choice ofX AB in Eq. (9) would be equivalent if we were able to solveĤ exactly. However, this choice affects the RISB mean-field approximation (that we are going to introduce below). Interestingly, it is possible to constructX AB in such a way that: (i) the RISB mean-field theory is exact for any uncorrelated Hubbard Hamiltonian, and (ii) the invariance property [Eq. (8) ] ofĤ with respect to the gauge group remains valid. To the best of our knowledge, this operatorial construction, which is derived in the supplemental material of this work [17] , was not provided in any previous work.
RISB mean-field theory:-At zero temperature, the RISB mean-field theory consists in minimizing the expectation value ofĤ with respect to |Ψ MF = |Ψ 0 ⊗ |φ , where |Ψ 0 is a Slater determinant constructed with the quasi-particle operators f Ria , |φ is a bosonic coherent state, and the Gutzwiller constraints, see Eqs (4) and (5) , are enforced only in average.
It can be verified that taking the expectation value of Eqs. (4) and (5) with respect to |Ψ MF gives:
where the matrix elements [φ i ] An , which we call "slave boson amplitudes", are the eigenvalues of the annihilation operators Φ RiAn with respect to |φ . Similarly, it can be verified that the expectation value ofĤ with respect to |Ψ MF (normalized to the number of k-points N ) is given by:
where [R i ] aα ≡ φ|R Riaα |φ is given by:
1 is the identity matrix, andR Riaα are the renormalization operators represented in Eq. (9), and constructed explicitly in the supplemental material [17] . The RISB mean-field theory amounts to minimize Eq. (12) with respect to |Ψ MF while fulfilling Eqs. (10) and (11) . Advantages of the gauge invariant formulation:-As shown in the supplemental material [17] , the above constrained minimization problem can be conveniently cast -analogously to DMFT [25] [26] [27] -as a root problem for the variables (R i , λ i ), where R i were defined in Eq. (13) , and λ i are matrices of Lagrange multipliers introduced in order to enforce the Gutzwiller constraints [Eq. (11) ]. These variables encode the so called "Gutzwiller self energy" of each inequivalent atom, that is defined as:
where Z i ≡ R † i R i are matrices of quasi-particle weights. Let us represent formally the above-mentioned root problem as follows:
where n a is the number of inequivalent atoms within the unit cell. As shown in the supplemental material [17] , each evaluation of F requires to solve n a impurity models, where the bath has the same dimension of the impurity for each inequivalent atom [15] . 
iθi are generic unitary matrices. This property effectively reduces the dimension of the root problem, which makes the code more stable and speeds up the convergence by reducing substantially the number of evaluations of F necessary to solve Eq. (15) . Remarkably, we found that exploiting the gauge freedom mentioned above is essential in order to study strongly correlated materials where the SOC and the CFS are equally important, which generally makes the structure of Σ i (ω) particularly complex [28] . Further technical details are discussed in the supplemental material [17] .
Calculations of UO 2 :-UO 2 is widely used as a nuclear fuel. At ambient pressure it is a Mott insulator and crystallizes in a cubic fluorite structure. Given the importance of this material, its electronic structure and energetics have been extensively investigated both experimentally and theoretically, e.g., with DFT+U [30] [31] [32] and other single-particle approaches [33, 34] . However, within these techniques it is not possible to address the properties of the paramagnetic state of this material, which is stable above the Néel temperature T N 30.8 K [35] . Because of this reason, several DMFT studies of paramagnetic UO 2 have been recently performed [14, [36] [37] [38] . A particularly important statement concerning the orbital differentiation of the U-5f electrons was made in Refs. [14, 36] , where it was observed that the 5f 5/2 states are Mott localized, while the 5f 7/2 states are extended (but gapped). However, these studies did not investigate how this conclusion is influenced by the crystal field effects, which is the main goal of this paper. For this purpose, we perform charge selfconsistent LDA+RISB simulations of paramagnetic UO 2 taking fully into account the CFS. As in Ref. [15] , we utilize the density functional theory [39] code WIEN2K [40] and employ the standard "fully localized limit" form for the double-counting functional [16] . These calculations would have been prohibitive without the algorithms derived in this work [17] .
As in Ref. [36] , in this work we assume that the Hund's coupling constant is J = 0.6 eV . In the upper panel of Fig. 1 are shown the LDA and LDA+RISB total energies E(V ) obtained at zero temperature for U = 10 eV [17] . The corresponding pressure (P-V) curves, obtained from P (V ) = −dE/dV , are shown in the lower panel in comparison with the experimental data of Ref. [41] (which were obtained at room temperature). The RISB P-V E (eV/f.u.) 0 curve and, in particular, the experimental equilibrium volume V eq 41Å 3 /f.u., compare remarkably well with the experiments. This favorable comparison with the experiments gives us confidence that our theoretical approach is able to describe the ground-state properties of this material. As shown in the supplemental material [17] , the P-V curve (and, in particular, the equilibrium volume) is essentially identical for U = 8 eV , which is the value assumed in Ref. [36] . Furthermore, reducing U from 10 eV to 8 eV does not influence appreciably the electronic structure of UO 2 at V eq [42] .
In order to describe the orbital differentiation in UO 2 taking into account the CFS, it is necessary to decompose the U-5f single-particle space in irreducible representations of the double O point symmetry group [29, 44] of the U atoms. It can be shown that this repartition consists in: 1 Γ 6 (2) doublet, 2 Γ 7 (2) doublets and 2 Γ 8 (4) quartets [45] . These irreducible representations are generated by the following states:
which are expressed in terms of the conventional basis of eigenstates of the total angular momentum (JJ basis). By virtue of the Schur lemma [29] , the entries of the U-5f self energy Σ(ω) coupling states belonging to inequiva- [17] . Note that these CFS are present because of the crystal structure, and would not exist if the environment of the U atoms was isotropic.
The main goals of this work are: (1) to show that the CFS affect substantially the electronic structure of UO 2 , and (2) to describe and explain the pattern of orbital differentiation of the U-5f electrons in this material.
In Table I are shown the eigenvalues of the 5f quasiparticle matrix Z = R † R obtained by taking into account the CFS and the corresponding orbital occupations. The approximate results calculated by averaging over the CFS are also shown. The details of the averaging procedure are described in the supplemental material. We observe that when the CFS are taken into account the selective Mott localization occurs only within the Γ 8 sector, while the eigenvalues of Z of the other 5f degrees of freedom are relatively large. More precisely, Z has 4 null eigenvalues with Γ 8 character. On the other hand, when the CFS are neglected [14, 36] , the Mott localization can only occur within the entire 5/2 sector, which is 6 times degenerate. It is important also to observe that when the CFS are taken into account the Mott localized Γ 8 states do not have a well defined total angular momentum J 2 . In fact, we found that the eigenstates of Z with null eigenvalues are the following: 
which have considerably mixed J 2 character. A further indication of the importance of the CFS in UO 2 is given by the orbital occupations of the U-5f electrons. In fact, the occupation corresponding to the Mott localized 5f electrons is 1.92, while the remaining 0.32 5f electrons are extended (but gapped). Instead, when the CFS are neglected, the total number of Mott localized 5f electrons is 1.98, while the occupation of the extended 5f degrees of freedom is only 0.16. The fact that the overall occupancy of the 5f levels deviates considerably from an integer value confirms the importance of covalency effects in UO 2 , which has been pointed out also in previous experimental and theoretical studies [46] [47] [48] [49] . Note also that the Mott-localized Γ 8 degrees of freedom have occupancy close to integer, which is a factor that is known to promote localization [3] .
Let us now address the question of what is the physical origin of the strong CFS orbital differentiation in UO 2 . The first important observation is that the importance of the CFS splittings in UO 2 is not related with the U5f crystal fields (on-site energy splittings) [2] [3] [4] , which are very small in this material (∼ 7 meV ). In fact, a direct calculation shows that neglecting the CFS contributions to the on-site energy splittings [17] does not affect sensibly any of the results considered above (data not shown). Furthermore, we find that the total energy of the approximate solution obtained by averaging over the crystal fields is about 0.59 eV /f.u. higher with respect to the solution where the CFS are taken into account, which is a much larger energy scale with respect to the above mentioned on-site energy splittings. These observations and the data in Table I indicate that the main physical reason why it is essential to take into account the CFS concerns the above mentioned covalent nature of the bonds in UO 2 , i.e., the hybridization between the U-5f and the uncorrelated electrons (in particular, the O-2p states). In particular, we note that neglecting the CFS implies (by construction) that the |Γ 7 , 5/2, ± electrons are Mott localized, which leads to an underestimation of the contributions to the energy arising from the hybridization of these electrons with the O-2p bands. On the other hand, taking into account the CFS enables to capture the fact that the hybridization of the Γ 7 electrons is larger with respect to the Γ 8 localized states [37] .
More details about the electronic structure of UO 2 are reported in the supplemental material [17] .
In summary, we have derived an exact RISB reformulation of the multiband Hubbard model, which establishes the foundation of the mean-field approximation and constitutes a starting point for calculations beyond meanfield. The gauge invariance of our theory resulted also in substantial algorithmic advancements, which make it possible to study from first principles the energetics and the electronic structure of strongly correlated materials taking into account simultaneously electron correlations, SOC and CFS. By utilizing our theoretical approach, we have performed first principle calculations of the orbitalselective Mott insulator UO 2 , finding good agreement with available experimental data. Furthermore, we have demonstrated that taking into account the CFS is essen-tial in order to capture the correct pattern of orbital differentiation between the U-5f states, and that the main physical reason underlying the CFS orbital differentiation in UO 2 is not the contribution of the crystal field on-site energies (which is essentially negligible), but concerns the hybridization between the U-5f and the O-2p electrons [37] , which originates covalent bonds in this material [46] [47] [48] [49] . The strong orbital differentiation between the Γ 8 and the Γ 7 electrons could be directly detected experimentally, e.g., by means of angle-resolved photoemission techniques [50, 51] , which would enable us to discriminate between the spectral contributions of the different states based on their symmetry properties. In particular, based on the orbital occupations of Table I and the Friedel sum rule, we predict that the 5f spectral weight [52, 53] below the Fermi level has mostly Γ 8 character -while it would have also a substantial Γ 7 contribution if the CFS orbital differentiation was a negligible effect. The analysis presented here is very general and could be applied also to other f electron systems, e.g., to materials displaying strong magnetic anisotropy or more general forms of multipolar order [54] .
We thank Cai-Zhuang Wang, Kai-Ming Ho and Tsung Han for useful discussions. In this supplemental material we provide the details of the construction of the RISB renormalization operators. Furthermore, we discuss the most important technical and algorithmic advantages of the gauge invariance formulation of the RISB mean field theory presented in the main text with respect to the formulation of Ref.
1. Finally, we present several additional details about our calculations of UO 2 . In particular, we explain the exact definition of the averaging procedure with respect to the crystal field splittings, which was introduced in the main text. Furthermore, we present a few additional details about the electronic structure of this material.
I. CONSTRUCTION OF THE RISB HAMILTONIAN
In the main text we have defined the physical subspace h SB as the subspace of the RISB Hilbert space H SB satisfying the following equations, which are called "Gutzwiller constraints":
where
In Ref.
2 it was shown that h SB is spanned by the following states:
is a binomial coefficient, which enforces the normalization of these states. In fact, it can be readily verified that:
The unitary operator U defined in Eq. (4) defines the mapping between the original Fock space and h SB .
A. The RISB Renormalization Operators
In this subsection we will construct explicitly the RISB renormalization operatorsR Riaα introduced in the main text. Our goal consists in constructing with {Φ RiAn } and {Φ
Note that the elements (a, b) of∆ p and∆ h are operators. For later convenience, we define also the corresponding operatorial matrix products:
and the powers:
where the symbols "[l]" and "•" indicate that we are doing matrix products. Finally, we introduce the following series of operators:
1
where a b is the usual notation for the binomial coefficient and1 indicates the identity operator. As we are going to show below, the following renormalization operators satisfy the desired properties, i.e., Eqs. (6) and (7): (16) reproduces the GA at the mean-field level while it is -at the same time -also fully justified from the operatorial perspective.
Proof thatR Riab have correct action on physical states
In order to prove thatR Riab satisfies Eqs. (6) and (7) we observe that these operators act on the physical states exactly asR
see Eq. (4), which were shown to have the correct action over the physical space in Ref. 2 . As discussed in the main text, the reason why Eqs. (16) and (17) are equivalent within the subspace of physical sates is that, since the bosonic operators are normally ordered, all of the terms of Eq. (16) containing more than one bosonic annihilation operator are zero when they act on the physical states, see Eq. (4).
It is useful to observe that, thanks to the normal ordering, Eq. (16) is well defined not only within the subspace of physical states, but also on the states with any finite number of bosonic operators. In fact, if Eq. (16) is applied to any state with n B slave bosons (or less), the terms of the series [Eqs. (14) and (15)] with r > n B do not contribute.
Mean field renormalization factors
Let us now prove that Eq. (16) reproduces the renormalization coefficients of Ref. 2 at the mean-field level. As discussed in the main text, the zero-temperature RISB mean-field theory consists in searching the ground state of theĤ in the whole RISB Hilbert space assuming a variational wavefunction represented as
where |Ψ 0 is a Slater determinant constructed with the quasi-particle ladder operators f Ria , |φ is a bosonic coherent state, and the Gutzwiller constraints, see Eqs. (1) and (2), are enforced only in average. It can be verified that taking the expectation value of Eqs. (1) and (2) with respect to the variational state [Eq. (18)] gives the following equations: 
where 1 is the identity matrix (1 ab = δ ab ∀a, b), and
are matrices of complex numbers. Equation (21) From Eqs. (1) and (2) it follows that
and I is the identity operator. We observe that:
and
is the corresponding restriction within the single-particle space.
B. The RISB Hamiltonian
It can be readily verified that, as shown in Ref. 2, the bosonic operator
is a faithful representation ofĤ loc , i.e., that:
In summary, we have shown that the Hubbard Hamiltonian can be equivalently represented in the RISB physical Hilbert space as follows:
where c † kiα are the representation in momentum space of the operators defined by Eqs. (6) and (16), andĤ loc is given by Eq. (32).
C. Gauge Invariance of RISB Hamiltonian
A remarkable property ofĤ, see Eq. (34) is that it is gauge invariant in the whole RISB Fock space H SB , and not only within the subspace h SB of physical states. In fact, it is straightforward to verify that
and that, consequently,
This completes the proof of Eq. 8 of the main text.
III. THE RISB MEAN-FIELD LAGRANGE FUNCTION
Let us consider the RISB theory at the mean field level, which was introduced in the main text. Similarly to Ref. 1, the corresponding energy constrained minization problem can be conveniently formulated by utilizing the following Lagrange function: 
A. Gauge transformation
It can be readily verified by inspection that L SB is invariant with respect to the following group of gauge transformations:
iθi is the corresponding restriction within the single-particle space. Consequently, given any set of RISB parameters such that L SB is stationary with respect to all of its arguments, a manifold of infinite physically-equivalent solutions can be found by applying to it the above-mentioned continue group of Gauge transformations.
In order to study real materials it is often important to exploit the point symmetry of the system, which enables us to reduce the dimensionality of the manifold of RISB solutions, thus reducing the computational complexity of the problem. In particular, as we are goint to discuss, it is often useful to transform a solution found in a given basis into a different representation. For this purpose, it is desirable to work with a Lagrange function which is explicitly covariant with respect to the point group of the system.
In this section we are going to show that while the gauge-invariant Lagrange function is explicitly covariant under changes of basis with respect to the symmetry point group of the system, the natural-basis gauge fixing breaks this property (as it happens in electrodynamics).
B. Change of basis
Let us assume that we have found a saddle point of the RISB Lagrange function in a given basis, so that the dispersion is k,ij and the coefficients appearing in Eq. (32) are the elements of a given set of matrices H loc i . Then, we reformulate the same problem in a new basis obtained from the previous by applying the following local change of basis:
so that
It can be readily verified that, within the gauge invariant Lagrange formulation, the RISB solution transforms as follows under the above-mentioned change of basis:
Note that if the problem is formulated applying the natural-basis gauge fixing the transformations of the RISB variational parameters are no longer similarity transformations. For instance, it can be readily shown that:
C. Imposing the symmetries
Let us assume that the Hubbard Hamiltonian is expressed in a given basis c † Riα , and that the system is invariant with respect to a given point group {ḡ Rin } ≡Ḡ Ri of symmetry transformations centered at the site (R, i) such that the ladder operators transform as follows:
In order to exploit the symmetry defined above it is convenient to choose a basis such that the matrices g Rin are represented as a sum of irreducible representations and these representations are set to be equal whenever they are equivalent. From now on we are going to define such a basis a "symmetry basis". A practical method to construct such a representation is provided in the supplemental material.
As shown in Refs. 3, if the Hubbard Hamiltonian is represented in a symmetry basis, the condition that both the Gutzwiller projector and the GA variational Slater determinant are invariant with respect toḠ Ri amounts to impose that the RISB amplitudes satisfy the following condition:
This condition reduces the dimension of the most general matrix φ i respecting the symmetries in the way established by the Shur lemma. From the definitions of ∆ pi and R i , see Eqs. (22) and (21), and from Eq. (57) it can be readily verified that
where the single-particle matrices g Rin were defined in Eq. (56). Since D i , λ i and λ c i are matrices of Lagrange multipliers, they retain the structure of their conjugate variables. Consequently, they satisfy the following relations:
We point out that working with the gauge-invariant Lagrange function, see Eq. (40), has the advantage that in this formulation the symmetry conditions on the variational parameters are covariant with respect to changes of basis, i.e.:
where φ i , ∆ pi , λ c i , λ i , R i and D i are the transformed of the RISB variational parameters according to Eqs. (47)- (52), andḡ
As we are going to see, working with a Lagrange function explicitly covariant under changes of basis turns out to be practically useful when the system under consideration is constituted by a main term with high symmetry and a smaller perturbation breaking part of its symmetry (which is a very common situation).
IV. REFORMULATION USING EMBEDDING HAMILTONIAN
In Ref. 1 it was introduced a mapping between the matrices φ i and the Hilbert space of states |Φ i of an impurity system composed by the i-impurity and an uncorrelated bath with the same dimension, which provided an insightful physical interpretation of the parameters φ i based on the Schmidt decomposition. In this section we will discuss this mapping in relation with the transformation properties of the RISB solution under changes of basis discussed in Sec. III B.
For completeness, we first summarize the derivation of the above-mentioned mapping. Let us define a copy of the Fock space generated by the states defined in Eq. (4):
We call this Fock space "embedding system", and expand the most general of its vectors as follows:
where N n is the number of electrons in |n, i and U PH is the particle-hole (PH) transformation satisfying the following identities,
i.e., acting only on thef degrees of freedom. Let us consider the embedding states such that the matrix φ i appearing in Eq. (70) couples only states with
is the total number operator in the embedding system E i , and M i is the number of spin-orbitals in the R, i space. By identifying the matrix φ i of Eq. (70) satsfying the properties defined above with the RISB amplitudes, we have defined a one-to-one mapping between the space of RISB amplitudes φ i and the states |Φ i of the embedding system. As pointed out in Ref. 
and |Φ i is an eigenstate ofN
with eigenvalue M i , see Eq. (75).
Unitary transformations of φi
For later convenience it is useful to express the action of a unitary similarity transformation of φ i
in terms of the corresponding embedding state |Φ i . A direct calculation shows that, if we assume that
applying Eq. (79) to φ i amounts to apply the following unitary operator to the corresponding embedding state:
and "⊗" indicates the tensor product between an operator acting only onto theĉ degrees of freedom (left) and an operator acting only onto thef degrees of freedom (right).
Let us now assume that X is a single-particle unitary transformation represented as
and x is its restriction within the corresponding single-particle space. Under this assumption Eq. (82) reduces to
which is a single-particle unitary transformation acting on theĉ andf ladder operators as follows:
In summary, we have shown that applying a similarity single-particle unitary transformation to φ i , see Eq. (79), is equivalent to apply the single-particle unitary operator [Eq. (84)] to the corresponding embedding state |Φ i , which satisfies Eqs. (85) and (86). Note that, unless ξ is traceless, the vacuum state of the embedding system acquires a phase under this transformation.
Change of basis
For later convenience, it is useful to show howĤ emb i transforms under under changes of basis. It can be readily verified using Eqs. (46), (49) and (52) 
In particular, this observation implies that the eigenvalues ofĤ
are invariant under changes of basis.
By using the equations of Sec. IV 1 it can be readily realized that applying the similarity transformation of Eq. (47) to the matrix φ i is equivalent to transform the corresponding embedding vector |Φ i as follows:
Consequently,
i.e., Φ i |Ĥ emb i |Φ i is invariant under changes of basis. Note that this is expected, as Eq. (47) was constructed in order to keep the value assumed by L SB invariant.
Imposing the symmetries on |Φi
Using the equations of Sec. IV 1 it can be verified that from the symmetry conditions [Eqs. (62) and (65)] it follows that
where h i is the order of the groupḠ Ri , and the operatorsγ in are defined as
and constitute a representation of the symmetry groupḠ Ri in the embedding Hilbert space. Similarly, it can be verified that the symmetry condition [Eq. (57)] can be rephrased in terms of the vectors |Φ i as follows:
Note that using Eq. (94) we can readily construct the projector P i onto the subspace of symmetric embedding states. For discrete groups, in particular, the projector over the symmetric states can be represented as follows:
Let us now apply the equations derived above to characterize the groups of rotations, which are particularly relevant in practice. We observe that ifḠ Ri is a group of rotations then all of the elementsḡ in , see Eq. (57), can be represented as in Eq. (84):ḡ
where J k i are the generators of the rotations in the corresponding single-particle space. Since J k i are traceless, using Eq. (84) we deduce that the corresponding representativeγ in acting on the embedding space can be represented as follows:γ
that is a rotation acting with the same Lie parameters θ k in both on theĉ and on thef degrees of freedom. It is also interesting to observe that Eq. (75) can be deduced as we did for the groups of rotations from the condition:
which amounts to enforce the assumption that φ i can couple only states with the same number of electrons. In fact, Eq. (84) enables us to represent Eq. (98) as follows:
which is equivalent to Eq. (75).
As we have shown above, the lowest-energy eigenspace ofĤ emb i is the basis of a representation of the (R, i) point group of the system, see Eq. (93), which is presumably irreducible. If the so obtained ground state is such that Eq. (94) is automatically verified, then it is not necessary to restrict the search of the ground state ofĤ emb i to the subspace of symmetric states. Indeed, in several cases we found convenient not to impose the symmetry conditions [Eq. (94)] (or to impose them only for a subgroup ofḠ Ri ). The reason is that, even though applying toĤ emb i the projector over the symmetric states effectively reduces the dimensionality of the problem, in some case this operation compromises considerably the sparsity of its representation. In general, the most convenient option depends on the specific system considered. This technical detail will be discussed further in Sec. V A.
V. SOLUTION OF RISB LAGRANGE EQUATIONS
For later convenience we define the projectors Π i over the single-particle (R, i) local subspaces. The symbol f will indicate the Fermi function.
A. Variational setup
In order to take into account the symmetry conditions, see Eqs. (57)- (59), and the fact that ∆ pi , λ c i and λ i are Hermitian matrices, we introduce the following parametrizations:
where the set of matrices h is is an orthonormal basis of the space of Hermitian matrices with dimension M i satisfying the symmetry conditions:
and d p is , l c is and l is are real numbers, while r is are complex numbers. The above-mentioned orthonormality is defined with respect to the standard scalar product (A, B) ≡ Tr A † B . Note that from the definitions above it follows that
As discussed in the previous section, the subspace V E i of symmetric embedding states |Φ i is identified by Eqs. (75) and (94). Let us assume that we have calculated for each i a basis of V E i :
Within these definitions, any symmetric embedding state can be expanded as follows:
where c iS are complex numbers. In order to take into account the symmetry conditions of |Φ i it is sufficient to pre-calculate the following objects:
which are the representations in the basis B E i of the "components" ofĤ emb i projected within the subspaces V E i of symmetric states. In fact, using these definitions, we can express the matrix elements ofĤ emb i as follows:
Note that the representations [Eqs. (109) and (110)] are very sparse if B E i is made of Fock states. It is for this reason that, as anticipated at the end of Sec. IV 3, in several cases it is convenient not to impose all of the symmetry conditions of |Φ i in order to work in a Fock basis -even though doing so increases the dimension D E i of the problem. From now on we will define "variational setup" the set of matrices h is , see Eqs. (101)- (103), and the objects represented in Eqs. (108)-(110) . In our current implementation the variational setup is pre-calculated and stored on disk before to solve numerically the RISB Lagrange equations.
We point out that if the RISB method is applied in combination with LDA (LDA+RISB) it is necessary to store separately the representations of the quadratic components ofĤ loc i (crystal fields) and the quartic part (interaction), as the crystal fields change at each charge iteration.
B. Gauge-invariant Lagrange Equations
It can be readily shown that the saddle-point conditions of L SB , see Eq. (40), with respect to all of its arguments provides the following system of Lagrange equations:
Note that the projectors Π i appear in Eq. (113) because derivatives are taken with respect to the matrix elements of the block matrices η, λ i and R i , and that Eq. (105) has been used to obtain Eq. (114). The partial derivative with respect to d
can be calculated semi-analytically in several ways, see, e.g., Ref. 4 . A possible way to compute the solution is the following [3] . (I) Given a set of coefficients r is and l is , we determine the corresponding matrices R and λ using Eqs. (102) (116) and (117) are satisfied if and only if the coefficients r is and l is proposed at the first of the steps above identify a solution of the RISB Lagrange function.
In conclusion, we have formulated the solution of the RISB equations as a root problem for a function of (r is , l is ), which can be formally represented as follows:
where n c is the number of atoms within the unit cell and
i (r, l) = 0 ∀i .
Eq. (118) can be solved numerically, e.g., using the quasi-Newton method. We remark that, as pointed out in Ref. 1, each component F i of the the vector-function F can be evaluated independently through the numerical steps outlined above.
C. Restarting calculations in the presence of a symmetry-breaking perturbation
Let us consider a generic RISB HamiltonianĤ defined by the parameters k and H loc i , see Eq. (34) , and assume that it is invariant with respect to the point groups G i (a point group for each atom i within the unit cell).
In Sec. III we have shown that the symmetry conditions to be satisfied by the RISB variational parameters depend on the representationsḠ i of G i , see Eq. (56). Using these representations, in Sec. V A we have introduced: (i) the set of matrices h is , see Eqs. (101)- (103), and (ii) the tensors U , M and N represented in Eqs. (108)-(110). These objects constitute the so called variational setup, and encode all of the symmetry conditions to be enforced on the RISB variational parameters.
In summary, the input parameters defining the RISB Lagrange equations ofĤ, see Eqs. (112)- (117), are the following: (1) the parameters of the Hamiltonian k and H loc i , and (2) the above mentioned variational setup. For later convenience, let us make these dependencies of Eq. (118) explicit as follows:
Note that H loc i
does not appear explicitly in Eq. (120), as all we need in practice is its projection within the space of symmetric embedding states, which is encoded within the variational setup tensor U i . As anticipated at the end of Sec. III C, the fact that the gauge-invariant Lagrange function is explicitly covariant under changes of basis makes it easier to solve systems constituted by a main term with high symmetry and a smaller perturbation breaking part of it. In this section we derive a convenient method to solve this problem.
We consider a Hubbard Hamiltonian represented aŝ
whereĤ 0 is invariant with respect to the point groups G 0 i , while δĤ is a "small" perturbation invariant only with respect to the subgroups G i ⊂ G 
Let us represent schematically the "unperturbed" Lagrange equations as follows: It is important to observe that, thanks to the covariance of the RISB Lagrange equations, the space generated by h 0 is is a well defined subspace of the space generated by h is , see Eq. (120). Consequently, Eq. (124) can be viewed as an approximation to the restriction of Eq. (120) within a subspace of (r, l), where
is presumably small if δĤ is small. Thanks to this observation, we can use the solution of the unperturbed problem [Eq. (124)] as a starting point for the quasi-Newton solver, thus speeding up the solution of the root problem in the presence of δĤ, see Eq. (120).
VI. OTHER NUMERICAL ADVANTAGES OF THE GAUGE-INVARIANT FORMULATION
In this section we discuss a few more differences between the numerical solution of the gauge invariant RISB Lagrange functions [Eq. (40) ] the Lagrange function of Ref. 1, which amounts to fix the gauge in which ∆ p is diagonal (natural basis).
In order to illustrate these differences, let us write explicitly the saddle point conditions of the natural-basis Lagrange function of Ref. 1:
Note that also in the natural-basis gauge-fixing formulation of the RISB method the numerical problem amounts to solve a root problem represented as in Eq. (118). However, as we are going to show, the gauge-invariant formulation presents several numerical advantages.
The most important advantage of the gauge-invariant formulation, which was already mentioned in the main text, is that, while the number of independent variables defining R and λ, -which are the arguments of the root problem [Eq. (118)] to be solved -is identical in the two approaches, within the gauge-invariant formulation there exists a manifold of physically equivalent solutions, which are mapped one onto the other by gauge transformations, see Eq. (42). The above-mentioned multiplicity of solutions effectively reduces the dimension of the root problem, and turns out to considerably speed up convergence by reducing considerably the number of evaluations of F i necessary to solve it.
Another important advantage of the gauge-invariant formulation is that it is not necessary to solve numerically Eq. (126), which consists in applying the natural-basis gauge fixing. Note that when the method is applied within the framework of LDA+RISB this operation can be very time consuming. In fact, since the single-particle Hilbert space contains also the uncorrelated orbitals, the matrix k has generally a relatively large dimension.
VII. SUPPLEMENTAL DETAILS ABOUT ELECTRONIC STRUCTURE OF UO2
A. Parametrization Slater-Condon Interaction As discussed in the main text, in our calculations of UO 2 we employed the following parameters for the SlaterCondon local interaction: U = 10 eV , J = 0.6 eV . Here we clarify the how these values were used to parameterize the Slater integrals.
As discussed in Ref. In our DFT+RISB calculations we have fully taken into account both spin orbit and CFS. However, as discussed in the main text, in order to evaluate the importance of the CFS we have compared our results with those obtained by "averaging over the CFS". For completeness, here we describe in detail the averaging procedure.
As discussed above, our approach to solve the RISB mean field equations, see Eqs. (112)-(117), consists in a root problem in the parameters (R, λ), which encode the RISB self-energy as follows [1] :
In particular, this procedure requires to solve recursively the "embedding Hamiltonian" [Eq. (78)], which is an impurity model where the bath has only the same dimension of the impurity. The details of the above-mentioned procedure of "averaging over the CFS" is defined as follows.
1 The above-mentioned root problem is solved by restricting the search of parameters (R, λ) assuming that [R, J] = [λ, J] = 0, where J = L + S is the total angular momentum. Thus, both of the averaged matrices are diagonal and have only 2 independent components labeled by the corresponding eigenvalues of J 2 , i.e., 5/2 and 7/2.
2 Similarly, the left members of Eqs. (112) and (113) are fitted (at each iteration) to an isotropic form, i.e., to a form diagonal with only 2 independent components labeled by 5/2 and 7/2 (which is equivalent to assume that the environment of the impurity of the embedding Hamiltonian is isotropic).
3 Also the "on-site energies", i.e., the quadratic part of the U-5f local Hamiltonian (which is incorporated in the impurity component of the embedding Hamiltonian [Eq. (78)] and is determined by LDA) is fitted to an isotropic form at each iteration. Note that this amounts to neglect the splittings of the on-site energies due to the crystal fields.
Physically, the averaging procedure described above amounts to assume that the U-5f degrees of freedom of each U atom can be approximately treated as if their environment was isotropic -which would be the case if the CFS were negligible. As discussed in the main text, the comparison between the full calculations and those obtained by "averaging over the CFS" enabled us to clarify that the taking CFS into account is essential in UO 2 , as the averaging procedure results into a description of the electronic structure which is unphysical in many respects -such as the pattern of orbital differentiation of this material.
As discussed in the main text, in order to investigate the physical origin of the importance of the CFS, the calculations were repeated also by performing the averaging procedure only over the impurity levels of the impurity Hamiltonian, see the point (c) above. The fact that performing the averaging procedure only on the on-site energies did not affect sensibly the result of our calculations enabled us to deduce that the underlying reason why the CFS are important in UO 2 concerns the hybridization mechanism between the U-5f and O-2p degrees of freedom, and not the consequent splittings of the on-site impurity energy-levels, which are, in fact, very small in this material.
C. Calculation Orbital Occupations of Table I of main text
Here we point out that the physical occupations reported in Table I of the main text were calculated directly from the RISB wavefunction [Eq. (18) ] as follows.
Let us consider the density-matrix operators:
where the matrices F iα and the operators |A, Ri B, Ri| were defined in the main text. Within the operatorial RISB representation derived in this work, similarly to Eq. (32), the operatorsρ αβ can be represented as follows:
The expectation value of the above operators with respect to the mean-field wavefunction [Eq. (18) ] is given by:
which is entirely expressed in terms of the SB amplitudes. Note that, since φ † i and φ i do not commute,
Consequently, the physical occupations represented in Eq. (136) are not directly related with the so-called quasiparticle occupations appearing in Eq. (20) .
D. Energetics UO2
In the upper panel of Fig. 1 are shown the LDA and LDA+RISB total energies E(V ) obtained at zero temperature for U = 8 eV and U = 10 eV . The corresponding pressure (P-V) curves, obtained from P (V ) = −dE/dV , are shown in the lower panel in comparison with the experimental data of Ref. 6 (which were obtained at room temperature). As anticipated in the main text, we observe that the P-V curve (and, in particular, the equilibrium volume) is essentially identical for U = 8 eV , as changing U results in an energy shift that is essentially volume independent. The agreement with the experiment is remarkably good with both of the values of U considered.
E. Full matrix quasi-particle weights UO2
For completeness, below we report the complete representation of the matrix of quasi-particle weights Z = R † R of the U-5f electrons in the basis [Eq. 16] of the main text: Because of the Schur lemma, the states belonging to inequivalent representations are not coupled by the self energy (and, consequently, by Z). Note that, as discussed in the main text, the off-diagonal matrix elements of Z coupling 5/2 and 7/2 states are not negligible.
F. Single-particle density matrix UO2
Below we report the complete representation of the single-particle density matrix ρ αβ = c † α c β of the U-5f electrons in the basis [Eq. 16] of the main text: Note that, because of the Shur lemma, ρ has the same block structure of the matrix Z. We point out that the numbers reported in Table I of the main text correspond to the diagonal elements of the matrix ρ in the basis that diagonalizes Z (that is not the same basis that diagonalizes ρ).
G. Many-body configuration probabilities UO2
In Fig. 2 are shown the eigenvalues of the local reduced density matrixρ f of the U-5f electrons -which is formally obtained from the full many-body density matrix of the system by tracing out all of the degrees of freedom with the exception of the 5f local many-body configurations of the U atoms. As in Ref. 1,ρ f is represented as e −F /Tr[e −F ], and the corresponding eigenvalues (configuration probabilities) are displayed as a function of the corresponding eigenvalues f n ofF (entanglement spectrum). In the insets is shown also the histogram of occupation probabilities:
whereN f is the number operator of the U-5f states. The so obtained histogram is very similar for the 2 values of interaction strength U considered. Note that, because of the crystal field splittings, the eigenstates ofρ f generate irreducible representations of the double O point group of the U atom, whose transformation properties are represented in Fig. 2 using the Koster notation. 
