ABSTRACT: Characteristic vector analysis has been applied to near-infrared spectra to extract the main spectral information from hyperspectral images. For this purpose, 3, 6, 9, and 12 characteristic vectors have been used to reconstruct the spectra, and root-mean-square errors (RMSEs) have been calculated to measure the differences between characteristic vector reconstructed spectra (CVRS) and hyperspectral imaging spectra (HIS). RMSE values obtained were 0.0049, 0.0018, 0.0012, and 0.0012 [log(1/R) units] for spectra allocated into the validation set, for 3, 6, 9, and 12 characteristic vectors, respectively. After that, calibration models have been developed and validated using the different groups of CVRS to predict skin total phenolic concentration, sugar concentration, titratable acidity, and pH by modified partial least-squares (MPLS) regression. The obtained results have been compared to those previously obtained from HIS. The models developed from the CVRS reconstructed from 12 characteristic vectors present similar values of coefficients of determination (RSQ) and standard errors of prediction (SEP) than the models developed from HIS. RSQ and SEP were 0.84 and 1.13 mg g −1 of skin grape (expressed as gallic acid equivalents), 0.93 and 2.26°Brix, 0.97 and 3.87 g L −1 (expressed as tartaric acid equivalents), and 0.91 and 0.14 for skin total phenolic concentration, sugar concentration, titratable acidity, and pH, respectively, for the models developed from the CVRS reconstructed from 12 characteristic vectors.
■ INTRODUCTION
Hyperspectral imaging is currently a proven analytical tool for food quality and safety control. There are many studies that use hyperspectral imaging to control, detect, or measure parameters of interest in food. 1−3 Some studies even describe how this technology can be applied to real online industrial processes. 4, 5 However, some of the main drawbacks of the aforesaid technology are the huge amount of generated data, which implies slow data processing, and the high cost of hyperspectral imaging systems. Thus, a number of the current food studies have been geared toward identification of important wavelengths for the development of low-cost multi-spectral imaging systems. 3, 6, 7 Multi-spectral imaging reduces the total volume of data, achieving fast image acquisition and simple algorithms for image processing and decision-making processes. In practice, this means acquiring images with relatively low spatial resolutions at a few important wavelengths. 1 There are several alternatives to identify these important wavelengths from hyperspectral imaging. The main methodologies applied to select wavelengths in hyperspectral imaging are partial leastsquares regression (PLSR), stepwise regression (SWR), successive projections algorithm (SPA), uninformative variable elimination (UVE), second derivative spectra (2ndD), and band ratio (BR). 7 Rajkumar et al. 8 used the PLSR method to select eight wavelengths and predict some quality parameters in banana fruit obtaining correlation coefficients (RSQ) higher than 0.85. Sugiyama et al. 9 differentiated foreign substances from blueberries using a SWR methodology to identify only two important infrared wavelengths. Fang et al. 10 compared different SPA methodologies to extract the most important wavelengths and detect tomato growth state and diseases. They obtained a RSQ coefficient of 0.94 using only eight wavelengths. In addition, the UVE algorithm has been applied to predict apple firmness in wavelength selection in hyperspectral imaging. Models developed from the selected wavelengths achieve better results than models developed from all of the wavelengths (RSQ of 0.81 versus 0.79). 11 Finally, simpler methodologies, such as 2ndD and BR, has been applied to select the most important wavelengths in red meat and citrus spectra, respectively. 12, 13 However, other alternatives can be used to reduce the volume of data that hyperspectral imaging acquires. Characteristic vector analysis has been used to identify the most important wavelengths in the visible region by several authors. Then, these authors could reconstruct the visible spectra of other samples from these important wavelengths. In the visible region, characteristic vector analysis has been applied to the reflectance spectra of wines, brandies, vinegars, liquid honeys, and orange juices.
14−17 The aforesaid reflectance spectra were acquired by means of different spectroscopic tools (i.e., spectrophotometry and spectroradiometry). To check the accuracy of the reconstructed spectra, CIELAB coordinates were calculated from experimental and reconstructed spectra. Then, color differences were also calculated using the coordinates obtained from the experimental spectra as reference coordinates and the coordinates obtained after applying the characteristic vector method as recalculated coordinates.
However, to the best of our knowledge, characteristic vector analysis has not been applied to near-infrared spectra to identify the most important wavelengths and reconstruct the spectra. Nonetheless, characteristic vector analysis is an interesting tool to be applied to near-infrared spectra. By means of this tool, important wavelengths could be found and low-cost multispectral imaging systems could be developed. Thus, it would be possible to measure parameters of interest in food, reducing the total volume of data, using this method in a number of food fields, such as grape and wine industry.
Grape maturity is one of the most fundamental aspects that have influence on the future of wine quality. It is composed of technological and phenolic maturity, especially phenolic maturity of grape skin. Technological maturity is mainly related with the sugar concentration, titratable acidity, and pH. The sugar concentration determines the potential alcohol strength. The titratable acidity and pH help to control the wine quality and color. Phenolic maturity shows the ripening degree for the skins, pulp, and seeds, taking into account the phenolic composition. 18, 19 Nowadays, at wineries, maturity of grapes is usually controlled using classic physical and chemical analyses (e.g., refractometric, volumetric, chromatographic, or spectrophotometric analyses). As preliminary approaches, we have described some methods to screen grape maturity by means of nearinfrared hyperspectral imaging. 20−22 These are useful and nondestructive hyperspectral methods. However, as described above, hyperspectral imaging involves high costs and achieves a high volume of data, while multi-spectral imaging reduces these problems considerably.
The main aim of this study is to check the feasibility of using characteristic vector analysis in the near-infrared spectral region. This method may provide the most important wavelengths to reconstruct the whole spectrum from discrete measurement. Furthermore, the spectra obtained using this simplified method are evaluated to screen technological maturity of red grape and total phenolic contents of red grape skin. To our knowledge, this is the first time that characteristic vector analysis has been applied to near-infrared spectra to face the aforementioned goals.
■ MATERIALS AND METHODS
Samples. Vitis vinifera L. cv. Tempranillo is the most often grown red grape cultivar in Spain for producing quality red wines, and V. vinifera L. cv. Syrah is a resistant cultivar to warm climatic conditions. 23, 24 Tempranillo and Syrah samples were collected at different dates from mid-July to early September in the 2012 vintage. In this way, samples were collected at different stages of physiological maturity and from two vineyards located in the Condado de Huelva Designation of Origin D.O. (Andalusia, Spain) as previously described elsewhere by Nogales-Bueno et al. 21 Briefly, 16 and 17 dates were taken into account for Tempranillo and Syrah, respectively, and three groups of at least 150 berries were collected from several bunches for each date and vineyard. With the aim of achieving representative samples, the berries were collected from both sides (sunlight and shade) of vines located in different rows within the vineyard. Edge rows and the first two vines in a row were avoided. Berries were collected from the top, middle, and bottom of the cluster. A total of 99 samples were collected, 3 × 16 Tempranillo samples and 3 × 17 Syrah samples. From the three samples of each date, one (33%) was randomly allocated into the validation set and the other two (66%) were allocated to the calibration set.
Near-Infrared Hyperspectral Imaging. The hyperspectral imaging device (Infaimon S.L., Barcelona, Spain) comprised a Xenics XEVA-USB InGaAs camera (320 × 256 pixels, Xenics Infrared Solutions, Inc., Leuven, Belgium) and a spectrograph (Specim ImSpector N17E Enhanced, Spectral Imaging, Ltd., Oulu, Finland) covering the spectral range between 900 and 1700 nm (spectral resolution of 3.25 nm). The hyperspectral image of each sample was recorded. The equipment and procedure used for image recording are described in detail elsewhere by Hernańdez-Hierro et al. 20 After the calibration and segmentation process, the average spectral profile for each sample was saved. Noisy wavebands at both extremes of the spectral range were removed. Thus, only spectral data in the resulting effective wavelength of 950−1650 nm regions were used in data analysis because of reduced efficiency outside this range in the used device. Finally, the average spectra were transformed into log(1/ R) units, and 99 near-infrared absorbance spectra were obtained, with each of them composed of 215 wavelengths.
Reference Parameters. Reference parameters were total phenolic concentration in grape skins, sugar concentration, titratable acidity, and pH. The total phenolic concentration in grape skins was determined using the Folin−Ciocalteu method, 25 and it was expressed as gallic acid equivalents per gram of grape skin. This method was applied to an aqueous extract obtained from grape skin. Grape skins were separated manually from the whole grapes. Afterward, 1 g of grape skin was macerated in 10 mL of methanol containing 0.1% 12 M HCl. Methanolic phases were centrifuged (3000 rpm for 10 min) and successively pooled; approximately 2 mL of water was added; and the extract was concentrated under vacuum at 30°C until methanol was removed and finally made up to 10 mL with ultrapure water. Technological maturity parameters were determined using the analytical methods recommended by the International Organisation of Vine and Wine (OIV) 26 as described elsewhere by Nogales-Bueno et al.
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Chemometrics Tools: Characteristic Vector Method. A mathematical statement of the characteristic vector analysis 27 might be given as follows:
Hyperspectral imaging spectra (HIS) are near-infrared absorbance spectra obtained from the hyperspectral device. An individual response data ρ λ (absorbance spectrum between 950 and 1650 nm, at Δλ = 3.25 nm) is available for r (215) levels of the variable λ (wavelength) and can be plotted as a response curve. Therefore, for each sample, the r values of ρ λ constitute a one-row r-column vector of response data. For n samples, the response vectors can be arrayed to form a data matrix of n rows and r columns.
If the variance−covariance matrix S from the original (n × r) data matrix is computed, characteristic vectors (or eigenvectors) are the solutions of the equation
where L is the diagonal matrix (r × r) of the characteristic root and I is the (r × r) unit matrix. It is possible to find a set of p characteristic vectors, (p < r), which, added in the proper amounts, will adequately approximate any of the original family of response vectors. The result is that the components of the generic vectors (i.e., the absorbance or reflectance spectra) can be expressed as
where V iλ represents the components of the characteristic ith vector and M i represents the specific coefficients, called scalar multiples, of each reconstructed vector. The M i coefficients depend upon the absorbance values at as many wavelengths as characteristic vectors have been needed. These wavelengths are selected to maximize the accuracy of the characteristic vector reconstructed spectra (CVRS). This analysis must be applied to a large number (n) of experimental curves. The iterative mathematical procedure calculates the characteristic vectors, the M i coefficients to reconstruct each of these curves, and the percentage of variability among the family of homologous response curves explained for each characteristic vector.
The derivation of the vectors ensures that the first vector accounts for the largest amount of total response variability, the second vector accounts for the second-largest amount of variability, etc.
The inconvenience of this methodology is that it allows us to reconstruct the spectra of samples only from the calibration set (also called model group). If the results are to be applied to spectra of samples other than those used previously, it is necessary to calculate the corresponding M i coefficients in a different way.
To solve this issue, characteristic vectors are calculated. Then, expressions to calculate the M i coefficients are obtained. These expressions are functions of the absorbance or reflectance values at as many wavelengths as characteristic vectors have been needed. Therefore, these expressions allow us to calculate the M i coefficients for the samples from the calibration set as well as for other samples from a different set called validation set. In this way, one of the requirements from the statistical methodology is completed that requires testing of a model with samples different from those used to obtain the model. Therefore, when the characteristic vector method is established, the absorbance or reflectance values at only a few wavelengths are necessary to reconstruct a spectrum.
Finally, to check the accuracy of the CVRS, root-mean-square error (RMSE) is calculated. This error measures the differences between CVRS and HIS for the calibration and validation sets. However, a small RMSE does not provide sufficient guarantee to conclude that the structural information offered by the near-infrared HIS may be kept.
Chemometrics Tools: Modified Partial Least-Squares (MPLS) Method. To check that CVRS keep the main structural information related to molecular bonds after the application of the characteristic vector method, a checking process has been purposed. Using the calibration models described in our previous study, 21 it was checked how, from CVRS, the aforementioned reference parameters were predicted. Then, the differences between the reference parameters predicted from the former data (HIS data) and the reference parameters predicted from the CVRS were checked.
Briefly, in our previous study, 21 it was established what spectral pretreatment was the best for each reference parameter. For red grapes, standard normal variate (SNV), detrend, or spectral derivative pretreatments were used to predict the different reference parameters. These pretreatments were shown to be the most effective tools to remove scattering effects. Then, calibration models were performed using MPLS regression, and the aforementioned reference parameters were predicted.
Consequently, these spectral pretreatments have been applied to the CVRS; quantitative calibrations have been developed by MPLS regression; and external validations have been carried out. Then, RSQ coefficients and SEP errors have been calculated and compared to the statistical parameters obtained from HIS.
To study the feasibility of the characteristic vector method to be used in the near-infrared region, this method has been developed from 3, 6, 9, and 12 characteristic vectors and the aforesaid process has been carried out from the different sets of CVRS. expressed as tartaric acid equivalents. Finally, pH ranged from 2.5 to 3.8.
Spectral Samples and Spectral Reconstruction Process. After hyperspectral imaging acquisition, near-infrared HIS were combined into the spectral matrix (99 × 215), this spectral matrix was split into calibration (66 × 215) and validation (33 × 215) matrixes. Then, the characteristic vector method was applied to the calibration matrix, and the first 12 characteristic vectors were calculated. Both, calibration and validation matrixes were reconstructed using the first 3, 6, 9, and 12 characteristic vectors successively. The expressions and used wavelengths to calculate the M i coefficients are available in the Supporting Information. Figure 1 shows the first 12 characteristic vectors calculated from the HIS allocated into the calibration set. These vectors form the basis of a vector space, and thus, the HIS allocated into the calibration set belong to this vector space. The first 6 characteristic vectors are shown in Figure 1a , and the next 6 characteristic vectors are shown in Figure 1b . A strong feature of the characteristic vectors was the pattern around 1150, 1350, and 1550 nm wavelengths. The pattern around these wavelengths is mainly related to bands of the −CH and −OH functional groups. 28 Table 1 shows the RMSE values of the reconstruction of the calibration and validation matrixes. As expected, in all cases, the reconstruction of the calibration matrix is better than the reconstruction of the validation matrix. Nevertheless, all of these errors are really low; in fact, if a HIS is plotted together with its respective CVRS, there are very few differences between them. However, it is not certain that CVRS keep all of the structural information related to molecular bonds. To check this, calibration models were developed from the different sets of CVRS.
Development of MPLS Calibrations. Table 2 resumes the calibration statistical descriptors for the different equations developed. Equations have been developed for each reference parameter using five different groups of spectra: the group of HIS and four groups of CVRS reconstructed from the first 3, 6, 9, and 12 characteristic vectors. In this table, it can be observed how models developed from CVRS achieve different results depending upon the number of characteristic vectors used to reconstruct them. Groups of CVRS reconstructed from 3 and 6 characteristic vectors show high values of error in the crossvalidation process (SECV) and low correlation coefficients (RSQ). In addition, these equations have needed less PLS factors than the rest of spectral groups. This means that the spectral variability of the independent variable (X) related to the dependent variable (Y) is lower in groups of CVRS reconstructed from 3 and 6 vectors than in the rest of the groups of CVRS, and this spectral variability can be explained with a small number of PLS factors. In conclusion, these two reconstructions have not been able to reproduce all of the spectral variability of the HIS related to the dependent variable (Y).
The group of CVRS reconstructed from 9 and 12 characteristic vectors shows better results. In fact, the results obtained from the group reconstructed from 12 characteristic vectors are really close to the results obtained from HIS (Table  2 ).
For each model developed from the different calibration sets, its robustness was tested using its respective validation set (33 samples), which did not belong to the calibration set, as external validation. Using the characteristic vector analysis described above, these 33 HIS were reconstructed from 3, 6, 9, and 12 characteristic vectors and these matrixes were used in the different validation processes. As result of these external validations, standard errors of prediction (SEP) for each reference variable were obtained; these values were also included in Table 2 . Figure 2 shows the SEP expressed as percentages. These errors follow the same pattern described for SECV: high errors for models developed from 3 and 6 characteristic vectors and lower errors for models developed from 9 and 12 vectors. For sugar, concentration errors obtained are not as low as expected; however, the model developed from 12 characteristic vectors predicts this parameter with sufficient precision. Furthermore, for total phenolic concentration and titratable acidity, SEP obtained in the model developed from 12 characteristic vectors is lower than SEP obtained in the model developed from HIS. This is perhaps due to the absence of noise in the CVRS. The characteristic vector method can reproduce the features of a spectrum linked to the chemical or physical properties of the sample. However, this method cannot reproduce the instrumental noise of a HIS, by its random nature. Consequently, in the CVRS, the instrumental noise cannot mask the features linked to the chemical or physical properties of the sample, and the models developed from the CVRS reconstructed from 12 characteristic vectors can be more accurate than models developed from HIS.
To analyze the significance of differences between errors of prediction for the models developed from HIS and from the group of CVRS reconstructed from 12 characteristic vectors, a Student's t test for paired values was carried out. In each case, the level of significance was obtained. When this value was greater than 0.05 (chosen as the minimum level of significance), the null hypothesis was accepted (i.e., there were no differences among the different results). The levels of significance were 0.22 for total phenolic concentration, 0.76 for sugar concentration, 0.18 for titratable acidity, and 0.13 for pH. For all parameters, the level of significance was higher than 0.05. It may be concluded that the models developed from the group of CVRS reconstructed from 12 characteristic vectors provide significantly similar results to models developed from HIS.
Furthermore, the error of prediction (EP) of each sample was calculated to test the robustness of the developed models. For each developed model, differences between individual predicted and experimental reference parameters have been calculated and expressed as percentages. These percentages are plotted in Figure 3 , which shows the distributions in error of predictions of samples allocated into the validation set. For all reference parameters, the number of samples with an error of prediction lower than 20% is very similar for the models developed from HIS and from the group of CVRS reconstructed from 12 characteristic vectors. This means that characteristic vector analysis reproduces, with only 6% of the spectral information that the hyperspectral device provides, the results reported in our previous study 21 in a very satisfactory way (RSQ between 0.84 and 0.97 units and SEP between 4 and 14%). In addition, Figure 3 also shows that pH could be predicted with an EP of lower than 20%, even using the model developed from the group of CVRS reconstructed from 3 characteristic vectors (Figure 3d ).
In conclusion, simplified methods for the screening of technological maturity of red grape and total phenolic compounds of red grape skin have been described. These methods use characteristic vector analysis to reduce the volume of data that hyperspectral imaging acquires. This data reduction can, from a theoretical point of view, help to develop cheap spectral devices, such as multi-spectral systems.
The characteristic vector method allows us to reconstruct near-infrared spectra from a few characteristic vectors and wavelengths. To achieve good results, the correct number of characteristic vectors must be taken into account. The results reported here indicate that 12 characteristic vectors are sufficient to reconstruct near-infrared spectra and to develop from these spectra useful calibration models. Hence, this study is an important step to reduce the spectral information necessary for food evaluation and the cost of this technology. 
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