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NASH PROBLEM FOR QUOTIENT SURFACE SINGULARITIES.
MARI´A PE PEREIRA
Abstract. We give an affirmative answer to Nash problem for quotient sur-
face singularities.
1. Introduction
In 1968 (published as [18]), J. Nash introduced the study of arc spaces of an
algebraic or analytic variety. Arc spaces in a variety X have an infinite dimensional
algebraic variety structure, viewed as a limit of spaces of truncated arcs, which have
a natural structure of finite-dimensional algebraic variety inherited from X . Nash
proved in [18] that arc spaces have finitely many irreducible components.
In [18], he forecasts a relation between the irreducible components of the arc
space X∞ of a variety X and the essential divisors of a resolution of singularities
π : X˜ → X (the divisors that appear in any resolution up to birational maps). In
fact he defined a natural mapping from the set of irreducible components of the
arc space to the set of essential divisors. He proposed its study, proved that it
is injective and conjectured that it is a bijection in the surface case. For a more
extended introduction to the problem one can see [18] or [12].
In dimension 4, Ishii and Kollar in [12] found an example of singularity with non-
bijective Nash mapping. On the other hand the bijectivity of the Nash mapping
is still open for surfaces and has been proved in many classes of singularities: Ak
singularities [18]; normal minimal surface singularities [28] (and also [21] and [6]),
sandwiched singularities [27], [15]; the dihedral singularities Dn [22]; germs with a
good C∗-action such that ProjS is not rational, following [14] and [27]; a family of
non-rational surface singularities, given by the property E ·Ek < 0 for any i in [23];
toric singularities [12]; quasi-ordinary singularities [11], [7]; stable toric varieties
[20]; some other families of higher dimensional singularities [24]; ...
Besides, there are some papers proving reductions of the problem. For instance,
in [16] it is proved that divisors that are not uniruled are in the image of the Nash
map and that the so-called lifting wedge property for the case of quasirational sur-
faces would imply the surjectivity of the Nash map for normal surface singularities.
In [5] it is proved that Nash problem for surfaces only depends on the topological
type of the surface singularity and that a positive answer for the case of rational
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homology sphere links implies a positive answer for any normal surface; In [26], [16]
and [5] certain characterizations of the bijectivity of Nash mapping are proved in
terms of uniparametric families of arcs.
Despite these advances, up to this moment, Nash Problem is still open for the
very basic cases of surface rational double points E6, E7 and E8 (at the time of
submitting this paper a proof for E6 appeared in [25]). In this paper we prove the
following
Theorem 1.1. Nash mapping is bijective for any quotient surface singularity, in
particular for E6, E7 and E8.
Our proof is based on the characterization of bijectivity given in [5] in terms
of families of convergent arcs depending holomorphically on a parameter. The
convergence allows us to work geometrically and to use topological arguments which
are essential reduction steps for the proof.
Let us sketch briefly the strategy of the proof. In the surface case, there exists
a minimal resolution π : (X˜, E) → (X,O), where the exceptional divisor E de-
composes into a finite number of irreducible components E = ∪rk=1Ek, which are
the essential components. Given a divisor Ek⊂X˜ one can consider the set Nk of
arcs whose lifting to the resolution meets Ek. Nash proved in [18] the irreducibility
of the closure of the sets Nk; hence, the bijectivity of Nash mapping is equivalent
to the fact that no Ni is in the Zariski closure of a different Nj . If an inclusion
Ni ⊆ N j for i 6= j occurs, we say that there is an adjacency (from Nj to Ni).
Using the shape of the resolution graphs of the quotient surface singularities given
in [3] and a comparison theorem of [5], we can reduce the proof to the singularities
Dn and E8 (in fact a version of a result in [21] is enough for this reduction). The
singularities Dn were settled in [22] and we also recover its result using our method
in [19]. We apply several criteria to rule out adjacencies at different levels of depth.
In fact, suffice already the simplest criteria here to prove the conjecture for most of
quotient surface singularities. For the sake of brevity we include here the complete
proof only for the E8 singularity. We briefly indicate in Section 5 which of the
criteria allow to prove Nash conjecture for quotient surface singularities without
using the comparison theorem in [5]. The more elaborate criteria are needed only
for the Ek’s. A detailed exposition of this method for general quotient surface
singularities can be found in [19].
The idea is to use families of arcs and to pull them back by the quotient mapping
to families of curves in C2. At the first level of depth we use upper semicontinuity of
intersection multiplicity in C2. This criterion seems to be equivalent to the valuative
criterion in [28] and [21] that compares orders of functions on the divisors Ek.
At a second level, using topology of plane curves singularities, we discover a new
phenomenon, the so called returns, not used before in Nash Problem, but which is
the key for our proof of the impossibility of the most difficult adjacencies. A return
occurs in a family of arcs when the generic members of the family go through the
origin of the surface singularity more than once. Combining returns with upper
semicontinuity of intersection multiplicity we rule out a second set of adjecencies.
For the last adjacencies we find implicit equations for the families of arcs, use versal
deformations, and find a surprising proof in terms of dimensions of suitable strata
in the base of the versal deformation.
NASH PROBLEM FOR QUOTIENT SURFACE SINGULARITIES. 3
2. Preliminaries
Let (X,O) be a normal surface singularity.
Definition 2.1. An arc is a morphism
Spec(C[[t]])→ X
sending the special point to the origin O. We denote by X∞ the space of arcs of
X . An arc is said to be convergent if it is given by a holomorphic mapping
γ : (C, 0)→ X.
Let
π : (X˜, E)→ (X,O)
be the minimal resolution of singularities, with exceptional divisor E. Let E =
∪rk=1Ek be the decomposition of E in irreducible components. By the valuative
criterion of properness any arc γ admits a unique lifting
γ˜ : Spec(C[[t]])→ X˜.
Of course, if γ is convergent, so is γ˜.
Definition 2.2. An arc is said to have a transverse lifting if its lifting γ˜ meets
only one irreducible component Ek transversely at a smooth point of E.
Given a divisor Ek, define
Nk = {γ ∈ X∞ : γ˜(0) ∈ Ek},
N˙k = {γ ∈ Nk : γ˜ is transverse to Ek}.
The set N˙k is dense in Nk and the closure set Nk is irreducible ([18]). On the other
hand the arc space X∞ is the union of these sets. Hence, the Nash problem asks
whether all of these sets are in fact irreducible components of the space of arcs or
there is any inclusion N i ⊆ N j for i 6= j. Such an inclusion N i ⊆ N j is called an
adjacency.
Nash Conjecture. Given a normal surface singularity, for any two essential di-
visors Ei and Ej we have
N i * N j .
We will study Nash problem via a characterization using wedges, which are uni-
parametric families of arcs.
Definition 2.3. A wedge is a morphism
α : Spec[[t, s]]→ X
such that the closed subset V (t) is sent to the origin O. A wedge is said to be
convergent if it is given by a holomorphic mapping
α : (C2, O)→ X.
We denote α0 := α|(C×{0},0) and αs := α|(C×{s},0) for any s ∈ (C, 0) \ {0}. Unless
we state the contrary, s stands for any small enough parameter value different from
0.
Our proof uses the following characterization:
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Theorem 2.4. [5] Let Ei and Ej be two components of E. The following are
equivalent:
(1) Ni⊂N j ;
(2) there exists a convergent wedge α with α0 ∈ N˙i and αs ∈ N˙j;
(3) for any convergent arc γ in N˙i there exists a convergent wedge α with
α0 = γ and αs ∈ N˙j .
The following result reduces Theorem 1.1 to the cases of E8 (and Dn):
Theorem 2.5 ([5]). The following statements hold:
• Let G1 be a graph contained in a negative definite weighted graph G2. If
Nash mapping is bijective for a surface singularity with resolution graph
G2, then it is bijective also for a surface singularity with resolution graph
G1.
• Let G1 be a graph obtained from a negative definite weighted G2 by decreas-
ing the self-intersection weights of vertices (the graph G1 is automatically
negative definite). If Nash mapping is bijective for a surface singularity
with resolution graph G2, then it is bijective also for a surface singularity
with resolution graph G1.
In fact, a version of a result in [21] is enough to make the reduction in our case.
3. The Icosahedral Singularity E8.
(3.1) Definition and some properties. Let I be the group of isometries of the
icosahedron that preserve the orientation. It is a finite subgroup of SO(3,R) and
then it leaves S2 invariant. By stereographic projection we identify P1 with S2
and hence SO(3,R) with PSL(2,C). We see I as a subgroup of PSL(2,C). The
binary icosahedral group BI is the subgroup of SL(2,C) which is the preimage of
the icosahedral group I by the quotient map:
ρ : SL(2,C)→ PSL(2,C) = SL(2,C)/{Id,−Id}.
The group BI acts properly discontinuously in C2 and then, according to [2], the
quotient surface C2/BI is a normal surface, called the E8 singularity. Since no
element leaves a hyperplane fixed, the projection map
p : C2 → C2/BI
is a regular covering map outside the origin. All over the paper we denote C2/BI
by X .
Given a group G acting in C2, an equation F ∈ C{u, v} \ {O} is called G-semi-
invariant if for each g ∈ G there exists χF (g) ∈ C∗ such that
F◦g = χF (g)F. (1)
The mapping χF : G → C∗ is a homomorphism and is called the character of F.
By [3] the ring of functions of E8 is a Unique Factorization Domain. This implies
(by [17], pag. 141) that the character of any BI-semi-invariant function in C[u, v]
is 1, that is, it is in fact BI-invariant. That the only possible character is 1 is also
obtained in a direct way in [13].
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The action of G on the C-algebra C{u, v} given by (1) is linear and hence it
respects the decomposition of F into its homogeneous terms. Particularly F is G-
invariant if and only if its homogeneous terms are G-invariant. By the Fundamental
Theorem of Algebra every form in two variables can be written as
H(u, v) = (b1u− a1v)
r1 ...(bmu− amv)
rm (2)
where [a1 : b1],...,[am : bm] ∈ P1.
The group BI acts in such a form as the group I acts in the points [a1 : b1],...,[am :
bm] ∈ P1 (we identify P1 with the unit sphere S2). The form H is BI-invariant if
and only if this set of points is invariant by I. The elementary I-orbits are the orbits
of regular points q -which have 60 points and are called Pq- and the exceptional
orbits -which correspond to the 30 mid-edges, 20 face-centers and 12 vertices of the
icosahedron-. They are denoted by E, F and V and have degrees 30, 20 and 12
respectively.
It can be checked that E, F and V form a minimal set of generators of the
BI-invariant forms and that they give an expression for the quotient map
p : C2 −→ C3
(u, v) 7→ (E,F, V ) (3)
whose image has equation x2 + y3 + z5 = 0. The details can be found in [13].
(3.2) Minimal resolution. We construct following [3] the minimal resolution of
C2/BI. Let us take the blow-up of the origin of C2
π0 : Bl0C
2 = {(x, y; [a : b]) ∈ C2 × P1 : xb = ya} → C2
(x, y; [a : b]) 7→ (x, y).
Let us denote the exceptional divisor by
F1 := {(0, 0; [a : b]) ∈ C
2 × P1}.
The action of BI over C2 admits a lifting to Bl0C2 assigning to any g ∈ BI the
mapping, denoted by abuse of notation also by g, the following mapping
g : Bl0C
2 → Bl0C
2, g((x, y; [a : b])) = (g(x, y); [g(a, b)]). (4)
In particular, the lifted action leaves F1 invariant and acts on it as the group I. We
denote the quotient map by
p1 : BlOC
2 → BlOC
2/BI (5)
and define
E1 := p1(F1). (6)
The quotient space Bl0C2/BI is smooth except at 3 points which are the image
of the points with stabiliser different from Z2. These points correspond to the 30
mid-edges, 20 face-centers and 12 vertices of the icosahedral and have stabilisers
C4,2, C6,4 and C10,8 respectively where Cn,q, with q < n, denotes the cyclic group
action in C2 given by (
ζn 0
0 ζqn
)
(7)
with ζn an n-th root of unity. The images of the special orbits are the singularities
A1, A2 and A4 respectively. The projection Bl0C2 → C2 is BI-equivariant and
induces the map
q : Bl0C
2/BI→ C2/BI = X
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which is a proper holomorphic map that is biholomorphic out of the origin of X .
Then, resolving the 3 singularities of Bl0C2/BI we get a resolution of C2/BI that
can be checked that it is the minimal one, with resolution graph as in Figure 1, and
that we denote as follows:
π : X˜ → X = C2/BI.
E3 6E 5E
2E
4E 1E E8 7E
(F) (V)
(E)
-2 -2
-2
-2-2-2-2-2
Figure 1. Resolution graph of E8.
(3.3) Resolution of indeterminacy. We will need the following construction.
Given the mappings p and π as above, by resolving the indeterminacy of π−1◦p :
C2 −−− > X˜ we mean finding a smooth variety Y , a proper birational morphism
π¯ : Y → C2 and a holomorphic morphism p¯ : Y → X˜ that close the following
diagram
Y
π¯

p¯
// X˜
π

C2
>>
p
// X.
. (8)
We obtain the construction inductively, gluing the resoltuions of indeterminacy for
the singularities A1, A2 and A4. We denote them as for the case of C2/BI but
with a subindex indicating the action of the stabiliser. For instance, for A2, with
stabiliser C6,4, we consider the quotient map
p6,4 : C
2 → C3
(u, v) 7→ (u6, v3, u2v). (9)
The image is denoted by X6,4 := C2/C
6,4 and has equation xy−z3 = 0. Performing
one blow up in the origin of C3 we get the resolution of singularities π6,4 : X˜6,4 →
X6,4 inside C3×P2. The exceptional divisor is the union of 2 transverse irreducible
curves of genus 0, both with self-intersection −2. In order to get a resolution of
indeterminacy, we make a sufficient sequence of blow-ups in points of the source
C2 to kill the indeterminacy from these spaces to X˜6,4⊂C3 × P2 as in the diagram
(8). We finally obtain a space Y6,4 and two mappings: the composition of the
blow-ups π¯6,4 : Y6,4 → C2 and the resolution of indeterminacy p¯6,4 : Y6,4 → X˜6,4.
In particular, for any component Ek of the exceptional divisor of X˜6,4 there is an
irreducible component E¯k of the divisor π¯
−1
6,4(O) that is mapped onto it. These
divisors are called dicritical. The restriction of p¯6,4 around a smooth point of E¯k
is of the form (u, v) 7→ (um, v) where E¯k is given by the equation u = 0. Then, we
get that the restriction p¯6,4|E¯k has degree |C6,4|/m = 6/m. In Figures 2-3 we draw
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the resolutions and the resolutions of indeterminacy for A1, A2 and A4: observe
that we denote the essential divisors for the singularities Ai by the name that they
have when we glue their resolutions to construct the resolution of E8. We denote
by E¯k the corresponding dicritical divisors.
We also find a regular parametrization of generic arcs in C2 whose lifting to X˜
are transverse to the dicritical divisors. For example in A2, we can express locally
the mapping π¯6,4 around a generic point of E¯4 as (u, v) 7→ (uv, v) and around a
generic point of E¯3 as (u, v) 7→ (u, u
4v). Then, the image in C2 of an arc (λ, t) in
the chosen chart around E¯4 is (λt, t) and the image of (t, λ) in the chart around E¯3
is (t, λt4).
In order to get a resolution of indeterminacy Y for X as in the diagram 8, we
glue the resolution of indeterminacy Y4,2, Y6,4 and Y10,8 obtained for the cyclic sin-
gularities around their preimages in F1. We have to glue 30 copies of the resolution
of indeterminacy of A1, 20 of the one of A3 and 12 of the one of A4. Consequently,
a divisor Ek of X˜ will have a different number of dicritical divisors over it, 30, 12
or 20, depending on the cyclic singularity which it comes from. We denote the
dicritical divisors over Ek by E¯
1
k, ..., E¯
n
k . Given a divisor E¯
l
k, the degree of the
covering maps from it to Ek is the same than in the corresponding cyclic case and
consequently coincides for all the dicritical divisors over Ek.
2
E
-1 -2
E2
4,2
p
X2C 4,2
4,2
4,2 4,2
p
pipi
-2
3
E
4
E
-2
-2-2-1
E E3 4
p
6,4
X2C 6,4
p
6,4
pipi
-2-2
6,4 6,4
Figure 2. Resolution of indeterminacy of A1 and A2.
8
E
7
E
6
E
5
E
-2 -2 -5-2-2-2-2 -3 -1 -1-1
EEEE5 6 7 8
-2 -2p
10,8
X2C 6,4
p
10,8
pipi
-2-2
10,8 10,8
Figure 3. Resolution of indeterminacy of A4.
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The image in C2 of an arc in Y transverse to a dicritical divisor over some
Ek, for k 6= 1, can be obtained from the ones obtained in the cyclic case. The
parametrizations obtained for the cyclic case can be considered to live in BlOC2.
Then, we do one more blow down to get to C2. The tangent line to such an arc is
given by the point in F1⊂BlOC2 that the parametrization (of its lifting) in BloC2
meets.
In Table 1 we give a summary of this information for each divisor of X˜.
Table 1. Some information about the resolution of indeterminacy Y .
Divisor E1 E2 E3 E4 E5 E6 E7 E8
Stabiliser in BlOC2 C4,2 C6,4 C6,4 C10,8 C10,8 C10,8 C10,8 C10,8
Orbit in F1 Pq E F F V V V V
Dicritical divisors 1 30 20 20 12 12 12 12
Degree of E¯lk → Ek 60 1 1 2 1 2 1 2
Parametrizations (t, λt) (t, λt3) (t, λt5) (t, λt2) (t, λt9) (t, λt4) (t3, λt7) (t2, λt3)
4. Proof of Nash Conjecture for E8.
The proof consists in finding a contradiction to the existence of each one of the
56 possible adjacencies Ni ⊆ N j . Thanks to Theorem 2.4, we can work only with
convergent arcs and wedges. Thus, all the arcs and wedges that appear in the proof
are convergent.
Part I. (4.1) Given two divisors Ei and Ej , assume the adjacency Ni ⊆ N j is
true. By Theorem 2.4 there exists a wedge α : (C2, O)→ X realising the adjacency
with α0 ∈ N˙i and αs ∈ N˙j for s 6= 0. Unless we state the contrary, s stands for any
value different from 0 in a small enough representative Λ of (C, 0). We consider the
mapping
(α, pr2) : (C
2, O)→ X × C (10)
where pr2 is the projection onto the second factor.
We take a Milnor radius ǫ for the image of α0. We denote by Bǫ the ball in
C3 of radius ǫ and by Sǫ its boundary. We choose a disc Λ in C such that Sǫ is
transverse to the image of αs for all s ∈ Λ and such that α
−1
s (Bǫ) is a topological
disc (a compact connected and simply connected neighbourhood of 0 in C) for all
s ∈ Λ. We denote
U := (α, pr2)
−1(Bǫ × Λ). (11)
We say α := α|U is a good representative of the wedge α. Observe that the germ
(α−1(O), O) may have other components different from {0} × Λ; we call them
returns.
NASH PROBLEM FOR QUOTIENT SURFACE SINGULARITIES. 9
Consider the situation in the following diagram:
C2 × Λ
(p,pr2)

U ⊆ C× Λ
(α,pr2)
// X × Λ
(12)
Consider the space Wα := (p, pr2)
−1((α, pr2)(U)). Then, there exists a neighbour-
hood V of (O, 0) in C2×Λ, such thatWα∩V is an analytic surface. By the Principal
Ideal Theorem there exists an equation for the germ (Wα, (O, 0)) in V ⊆ C2 × Λ
which we denote by Gα(x, y, s) = 0.
Observe that Wα is a family of plane curves. We denote the plane curve Wα ∩
(C× {s}) by Wαs .
We will need the following observation:
Lemma 4.1. If Gα is a reduced equation for (Wα, O), then G
α
s := Gα|C2×{s} is
reduced for all s in a small enough neighbourhood Λ′ of 0 in Λ.
It is an easy consequence of the fact that the family of curves (p, pr2)(W
α) ⊆
X×Λ is parametrized in family by (α, pr2), that α0 : (C, 0)→ X is one-to-one and
that (p, pr2) : C2 → X is a covering map outside the origin.
(4.2) Let C be an auxiliary curve in C2. By abuse of notation, we denote by C
also its defining equation. We study its intersection multiplicity with the curves
Wαs in C2. By the upper semi-continuity of the intersection multiplicity we have
IO(W
α0 , C) ≥ IO(W
αs , C). (13)
Let us compute first IO(W
α0 , C). By definition of the representative α, the
arc representative α0 has only one point in α
−1
0 (0). Besides, since α0 is in N˙i
and because of the commutativity of the diagram (8), we know that the strict
transform of Wα0 in Y is the union of transverse curves to the dicritical divisors
over Eu. In Table 1, we have generic parametrizations of a branch of the push down
of such curves in C2. Then, it is easy to compute IO(Wα0 , C) for C a generic line
-transverse to all of the components of (Wα0 , O),- or a tangent line -corresponding
with one point in F1 associated to one of the dicritical divisors over Eu-.
For example (see Table 1), if α0 is in N˙4, we get that W
α0 has 40 components
with 20 different tangent lines corresponding to the points of F (observe that each
point in E4 has two preimages in each dicritical divisor). Take one of these tangent
lines and denote it by L4. It is tangent to 2 branches and transverse to 38. Then,
we have:
IO(W
α0 , L4) = 2 · IO((t, λt
2), y = 0) + 38 ·mult((t, λt2)) = 42.
For a generic line C we have
IO(W
α0 , C) = 40 ·mult((t, λt2)) = 40.
We summarize these computations for any divisor Ek in Table 2 using the following
notation:
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Notation 1. We denote by γk an arc in N˙k and by γk a representative of it defined
in a disc D, preimage of a ball Bǫ0 in C
3 with ǫ0 a Milnor radius for the image of
γk. The curve W
γ
k is the preimage p−1(γ
k
(D)) in C2. We denote by Lk one of
its tangent lines. For k 6= 1, we also ask γk being such that the strict transform
of W γk in Y does not meet the lifting of any of its tangent lines at the origin. A
parametrization of a branch of W γk is given in Table 1.
Table 2. Intersection multiplicities in C2.
Divisor E1 E2 E3 E4 E5 E6 E7 E8
Number of branches of W γk 60 30 20 40 12 24 12 24
mult(W γk , O) - 30 20 40 12 24 36 48
IO(W
γ
k , Lk) 60 32 24 42 20 30 40 50
In particular, since α realises the adjacency Ni ⊆ N j , equation (13) implies
IO(W
γ
i , C) ≥ IO(W
γ
j , C). (14)
By contradiction to this inequality for C a transverse line to all the components,
that is, comparing multiplicities of W γi and W
γ
j , we get the following:
N5 * N3, N5 * N6, N5 * N2, N5 * N7, N5 * N4, N5 * N8, N5 * N1,
N3 * N6, N3 * N2, N3 * N7, N3 * N4, N3 * N8, N3 * N1,
N6 * N2, N6 * N7, N6 * N4, N6 * N8, N6 * N1,
N2 * N7, N2 * N4, N2 * N8, N2 * N1,
N7 * N4, N7 * N8, N7 * N1,
N4 * N8, N4 * N1,
N8 * N1.
(15)
Part II. (4.3) Let Y be the resolution of indeterminacy as in 3.3. For any s ∈ Λ
we take the arc representative αs : D→ X and consider the fiber product D×X˜ Y
of α˜s by p¯. We denote it by S
α
s as in the following diagram:
Sαs := D×X˜ Y
q1

q2 // Y
p¯

π¯
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
<
X˜
π

D
αs //
α˜s
55lllllllllllllllllll
X C2
p
oo
(16)
It is immediate that Sαs is a Riemann surface and that Sαs
π¯◦q2
−→ Wαs is the nor-
malization of Wαs . Since Y is obtained by blowing ups in points starting in C2, it
is clear that the action of BI lifts to Y . Then, it also lifts to Sαs :
for g ∈ BI and (t, y) ∈ Sγ⊂D× Y ,
we define g(t, y) := (t, gy). (17)
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Clearly the mapping q1 : S
αs → D is the quotient map. It is a covering map and
all the possible ramification points are in q−11 (α
−1
s (O)). Because of action of BI in
Sαs we get that all its connected components are homeomorphic.
Assume that α−1s (O) is only the origin. Observe that the only way of covering a
disc by a connected surface only ramifying over the origin is by another disc with
only one ramification point. Since αs is in N˙j, we find that the ramification points
correspond to the preimage in Y of the point in Ej that the lifting α˜s meets. The
number of these preimages is the same that the number of branches that was given
for Ej in Table 1, say bj . Then, S
αs consists on bj discs.
On the other hand, by definition of the wedge representative α, the image of
each αs is transverse to Sǫ for any s ∈ Λ and hence we get that the number of
boundary components of Sα0 and Sαs is always the same for all s ∈ Λ with Λ small
enough. This implies that, if bi and bj (the numbers of branches given in Table 1)
are different, then α−1s (0) has more points than the origin for s 6= 0, that is, α has
returns as defined right after (11).
(4.4) If bi = bj and we assume α does not have returns, then W
αs has the same
number of components than Wα0 . In particular Wα has bi components, denoted
by Wα,l for l = 1, ..., bi, and the intersection one of these components W
α,l with
C× {s} gives a component of Wαs that we denote by Wαs,l. Hence we can com-
pare intersection multiplicities in each of these families of irreducible curves. For
instance, for the adjacency N7 ⊆ N5, we have b7 = b5 = 12. If α realises this ad-
jacency without returns, then Wα has 12 components. For each component Wα,l
we can choose the common tangent line of the curves Wαs,l for all s ∈ Λ \ {0}. We
denote it by L5. Then,
IO(W
α0,l, L5) = IO(W
γ7,l, L5) ≥ IO(W
αs,l, L5) = IO(W
γ5,l, L5).
Using the parametrizations of a branch inW γk given in Table 1, we get IO(W
γ5,l, L5) =
9 and IO(W
γ7,l, L5) = 7. Then the inequality is false and such a wedge is not pos-
sible.
We reach the same conclusion for the adjacency N8 ⊆ N6. These are the only
adjacencies Ni ⊆ N j that have not been ruled out yet satisfying bi = bj. Conse-
quently, if α realises an adjacency in X , then it has a return.
(4.5) Assume α has returns. Let R be a component of (α−1(O), O) different from
C × Λ. For any s ∈ Λ \ {0} small enough, the arc germs of αs centered at the
points of R ∩ (C × {s}) are in the same Nk. We say that α has a return in Nk.
If besides, these germs live in N˙k, we say that the return is transverse. Otherwise
we say it is non-transverse. In this case, the arc germs have lifting either meeting
some crossing Ek1 ∩ Ek2 or some Ek in a non-transverse way at a smooth point.
Assume α has transverse returns in Nk1 , ...,Nkr . Then, W
αs for s 6= 0 has more
branches than W γj . In fact Wαs can be seen as a union of the form
W γi ∪W
γ
k1 ∪ ... ∪W
γ
kr
for some γl in N˙l for l = v, k1, ..., kr.
Hence, we can study the intersection multiplicity with a curve C in C2 as in
paragraph 4.2 and applying (13) we get
IO(W
γ
i , C) ≥ IO(W
γ
j , C) +
∑
p∈α−1s (O)\{0}
IO(W
γ
kp , C) (18)
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Assume that α has a return R⊂α−1(O) that is non-transverse. In order to
upper-bound the intersection multiplicity of the branches of (Wαs , O) that come
from the return R, we take a small deformation of the arc germ of αs centered at a
point in R∩ (C×{s}): we take its lifting in X˜ and perturb it making it transverse
to the exceptional divisor E = ∪rk=1Ek. If the lifting is non-transverse to a divisor
Ek in a generic point, then the perturbation meets at least twice Ek in a transverse
way. Then, the intersection multiplicity of the corresponding components with a
curve C will be lower bounded by 2 · IO(W
γk , C). If the perturbation meets an
intersection point of Ek1 ∩ Ek2 , then the perturbation will meet transversally Ek1
and Ek2 and we can lower bound the intersection multiplicity of the corresponding
components with a curve C by IO(W
γk1 , C) + IO(W
γk2 , C).
For example, if α realises the adjacency N7 ⊆ N3 with a non-transverse return
in N5, then, for instance, taking a generic line C we get
IO(W
α0 , C) = mult(W γ7) ≥ IO(W
αs , C) ≥ mult(W γ3)+


2 ·mult(W γ5)
or
mult(W γ5) + mult(W γ6)
(19)
and comparing with the values of mult(W γk) in Table 2 we get that this is false.
Then such a wedge does not exists. For a transverse return in N5 we can not reach
a contradiction for the moment.
Since the minimum of the multiplicities mult(W γk) is 12, if α realises the adja-
cency Ni⊂N j with a return (this is the only possibility by 4.4), by inequality (18)
about the intersection multiplicity with C = Lj we get
IO(W
γi , Lj) = mult(W
γi , O) ≥ IO(W
γj , Lj) + 12. (20)
Looking at Table 2, we see that it is impossible for several cases. We get the
following:
N1 * N8, N2 * N3, N2 * N5, N2 * N6, N3 * N5, N4 * N2, N4 * N6,
N4 * N7, N6 * N3, N6 * N5, N7 * N2, N7 * N6, N8 * N4, N8 * N7.
(21)
The remaining adjacencies are the following:
N7 ⊆ N j , with j = 3, 5, N8 ⊆ N j , with j = 2, 3, 5, 6,
N4 ⊆ N j , with j = 3, 5, N1 ⊆ N j , with j = 2, 3, 4, 5, 6, 7.
(22)
For any of these adjacencies we proceed as in the following example: the case of α
realising the adjacency N1 ⊆ N3:
• If the returns in Wαs have multiplicity greater than 36, then we find a
contradiction with inequality (18) for C a transverse line to all the branches
of Wαs . Let us study the other cases:
• if there is a non-transverse return inN2, N3, N6 orN7 we get a contradiction
as in (19) with C = L2, L3, L6 or L7 respectively.
• we can not rule out a non-transverse return in N5.
• we can not rule out 2 transverse returns in N5.
• we can not rule out transverse returns in N2, N3, N5, N6 or N7.
• if there are 3 returns in N5 or one in N5 and another one in N6, then we
find a contradiction with inequality (18) for C = L5.
Using the method above, in all of the 14 remaining adjacencies we can classify the
possibilities for wedges realising adjacencies that have still to be ruled out. In order
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to avoid unnecessary repetitions, we refer the reader to their enumeration in the
first column of the table 3 (for the notation there look at (27).
Part III. (4.6) For any of the remaining cases, the method consists in disproving
the existence of wedge representatives α realising an adjacency Ni ⊆ N j with
certain returns by means of the equation of the image
(α, pr2)(U) = (p, pr2)(W
α) (23)
in X × Λ. We will find in 4.9 all the possible equations for each separate case.
By Theorem 2.4, it is sufficient to rule out the existence of wedges with a chosen
special arc. Thus, we fix an arc γi in N˙i and take its reduced equation h in X . For
any wedge representative α with α0 = γi, the equation of (23) its a deformation of
h. This implies that there is an equivalent uni-parametric deformation in the R-
versal deformation of h that also realises the adjacency with the same returns in the
same Nk. By R-versal deformation we mean under right-equivalence by composing
with biholomorphism germs φ of X that admit a family of diffeomorphisms φt with
φ0 = IdX and φt0 = φ for some t0.
In order to study the cases in (22), we choose transverse arcs in N˙7, N˙8, N˙4 and
N˙1 (see 4.9 for an easy way of finding them) and with the aid of Singular compute
its versal deformations:
(1) The versal deformation of y2+ z3, which is the equation of the image of an
arc in N˙ c7 , is
y2 + z3 + b1x
2z + b2x
2 + b3y
3 + b4y
2z + b5yz
2 + b6xz + b7y
2+
b8yz + b9x+ b10z
2 + b11y + b12z + b13.
(2) The versal deformation of z4+xy, which is the equation of the image of an
arc in N˙ c8 , is
z4+xy+b1x
3z+b2x
3+b3x
2y+b4x
2z+b5xy
2+b6y
2z2+b7x
2+b8yz
3+b9xz
2+b10y
2z+
b11xy + b12yz
2 + b13xz + b14y
2 + b15z
3 + b16yz + b17x+ b18z
2 + b19y + b20z + b21.
(3) The versal deformation of y2+xz, which is the equation of the image of an
arc in N˙ c4 , is
y2 + xz + b1x
2y + b2x
2z + b3x
2 + b4yz
3 + b5xy + b6z
4 + b7yz
2+
b8xz + b9z
3 + b10yz + b11x+ b12z
2 + b13y + b14z + b15.
(4) The versal deformation of x2 + 2y3, which is the equation of the image of
an arc in N˙ c1 , is
x2+2y3+b1x
2yz3+b2x
2yz2+b3x
2z3+b4x
2yz+b5xyz
3+b6x
2z2+b7x
2y+b8y
2z3+b9xyz
2+
b10x
2z+b11yz
4+b12xz
3+b13y
2z2+b14xyz+b15x
2+b16yz
3+b17xz
2+b18y
2z+b19xy+
b20z
4 + b21yz
2 + b22xz + b23y
2 + b24z
3 + b25yz + b26x+ b27z
2 + b28y + b29z + b30.
(4.7) Now we want to know when a uniparametric deformation of curves in X
contained in any of these versal deformations is in fact the image of a wedge. We
will use the following classical theorem:
Theorem 4.2. [29] A flat family of (space) curves admits a normalization in family
if and only if it is δ-constant.
In our case we prove the following::
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Proposition 4.3. Consider a family of curves in X given by a family of equations
depending holomorphically on a complex parameter s ∈ Λ
Hs(x, y, z) =
∑
i,j,k
ai,j,k(s)x
iyjzk = 0, ai,j,k ∈ C{s}
with H−10 (0) an irreducible curve. The family Hs(x, y, z) = 0 is the image of a
wedge representative in X ×Λ as in (23) if and only if, given a Milnor radius ǫ for
H−10 (0), for any s in a small enough Λ we have that∑
p∈H−1s (0)∩Bǫ
δ(H−1s (0), p) = δ(H
−1
0 (0), O), (24)
that is, the family H−1s (0) ∩Bǫ0 is a δ-constant family.
Proof. One direction is immediate: a family of curves given by an equation Hs = 0
is flat; if moreover, it is the image of a wedge, then in particular it has normalization
in family. By Theorem 4.2 it is δ-constant.
Let us see the other direction. If the family Hs = 0 is δ-constant, since the
normalization of H−10 (0) is a disc D (because it is irreducible), then the normal-
ization of the family is certain n : D × Λ → H−1(0). Let C1,...,Cn the irreducible
components of the germ (H−1({0} × Λ)) at the origin. Choose one of them, say
C1 and let (z
m, φ(z)) be a Puisseux parametrization of it. We take the following
mapping in C2:
Φ : (t, z) 7→ (zm, φ(z) + t). (25)
Then, α := n◦Φ : D×Λ→ X has the same image than n and it is a wedge: α−1(O)
contains {0} × Λ. 
(4.8) Among the adjacencies in (22), there are only 3 possible cases of wedges
realising adjacencies with non-transverse returns that can not be ruled out in the
way of (19): a wedge realising N1 ⊆ N3 with a non-transverse return in N5 or a
wedge realising N1 ⊆ N5 with non-transverse return either in N3 or in N5. We
can be more precise: the lifting of the arc germs associated to these non-transverse
returns, meet the corresponding divisor in at a smooth point and with intersection
multiplicity at this point equal to 2. In these cases we have the following, proved
in a classical way:
Proposition 4.4. If there is a wedge α realising the adjacency Ni ⊆ N j in any of
these cases with a non-transverse return in Nk , then there is a wedge realising the
adjacency only with transverse returns, all in N˙k.
Proof. Let Hs(x, y, z) = 0 be the equation of the image of (α, prΛ) in X×Λ. After a
possible base change of type (25) we can assume that the singularities in H−1s (0) out
of the origin are parametrized, say by pl(s) with l = 1, ..., n, for pl : (Λ, 0)→ (X,O)
with pr2◦pl = idΛ.
We claim that we can construct a deformation of h0 with base Λ × CN of the
form
G(x, y, z, s, v) = Hs(x, y, z) +Q(x, y, z, s, v), (26)
with Q a family of polynomials in three variables x, y, z depending on s and on
other parameters denoted by v ∈ CN , (that is, Q belongs to C{s, v}[x, y, z]), such
that the deformation G satisfies the following equalities
G(x, y, z, 0, v) = H0(x, y, z) and G(x, y, z, s, 0, ..., 0) = Hs(x, y, z)
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for any v and s respectively, and the following additional properties:
(1) The deformation is versal at (0, 0, 0, s, 0, ..., 0) for any s 6= 0.
(2) the germ of Gs,v at pl(s) has a singularity topologically equivalent to the
one that Hs has at the same point for any l ≤ n, any s 6= 0 and any v.
Assuming we can construct such a deformation, we end the proof as follows.
Define Z ⊂ Λ×CN to be the stratum of the base of the deformation G consisting
of points b such that Gb = 0 has the topological type of the curve associated to the
transverse case. The origin is at the closure of Z since (Λ\{0})×{O} is at the closure
of Z. This is because we can take the following deformation of α−1s (0) given by a
deformation of the parametrizations of its branches: leaving all parametrizations
fixed except the one corresponding to the non-transverse return that we perturb
in order to get curves with lifting transverse to Ek (we perturb the non-transverse
lifting and blow-down). Observe that this is a δ-constant deformation because it is
a deformation of parametrizations.
By Curve Selection Lemma there exists an arc γ : (C, 0)→ Z such that γ(s) ∈ Z
for all s 6= 0 and γ(0) = O. We take the deformation Gγ(t). It is a δ-constant
deformation because of the definition of γ and (ii). Using Proposition 4.3, we get a
wedge with the desired properties.
Now we prove the claim. In order to prove the existence of G, we find the
appropriate Q.
Let m denote the maximal ideal of OX,O. Let R be the whole family of polyno-
mials of degree at most K in three variables:
R =
∑
i1+i2+i3≤K
vi1,i2,i3x
i1yi2zi3
with the coefficients vi1,i2,i3 varying in C; we denote the set of coefficients by
v. Choose K big enough so that Hs(x, y, z) + R(x, y, z, v) is versal at the origin
(0, 0, 0, s, 0..., 0).
We look for Q in the family of polynomials of degree at most a fixed K.
The general such polynomial may be written as
Q =
∑
i1+i2+i3≤K
Ci1,i2,i3x
i1yi2zi3
and we denote by CI the set of coefficients.
For any R, we look for Q satisfying (in order that G, defined by (26), paralelly
satisfies the previous requirements (i)-(ii)):
(1) the K-Taylor expansion at the origin (0, 0, 0, s, 0, ..., 0) coincides with R.
(2) the Kl-th Taylor expansion at pl(t) vanishes for any l ≤ n where Kl is the
R-equivalence determinacy degrees of the singularities that Hs has at pl(s);
These conditions give linear conditions in the unknowns CI . The matrix of
coefficients of the linear system has entries in the ring C{s} and the column of
independent terms is formed by zeroes and the vI ’s. It can be checked that, if K is
big enough, then the matrix will have maximal rank for s 6= 0 big enough. Solving
the system by Cramer’s rule with respect to the given maximal minor we find
Q(t, v) =
∑
i1+i2+i3≤K
Ci1,i2,i3(s, v)x
i1yi2zi3
with coefficients Ci1,i2,i3 belonging to the ring of Laurent convergent power series
C{s}[s−1] and depending linearly on vI .
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Choose A a sufficiently big integer so that sACi1,i2,i3(s, vI) are holomorphic and
vanish at 0 for any i1+ i2+ i3 ≤ N . Then, redefining Q := s
A ·Q and using formula
(26) we have the required deformation G.

(4.9)We find the reduced equations for the cases of wedges with transverse returns
that remain to be analysed. It will become clear that the equations in X × Λ do
not differentiate between the images for possible wedges realising the adjacency
Ni ⊆ N j with a transverse return in Nk or a wedge realising Ni ⊆ Nk with a
transverse return in Nj . Thus, we will denote such a case by:
(Ni; N˙j + N˙k). (27)
We find first the possible reduced equations for Wα in C2 × Λ. Since it is a
BI-invariant set, its reduced equation has character 1 and then it can be expressed
as a power series in E, F and V with coefficients depending holomorphically on s.
Then, performing the substitution given by (3), that is
x = E, y = F, z = V, (28)
we get the reduced equations of (23), a power series in x, y and z with coefficients
depending holomorphically on s.
For a wedge representative α with certain return, the curve germ (Wαs , O), for
s 6= 0, is a BI-invariant curve. We will denote by Γ a BI-invariant curve in C2. We
will use the following notation:
• we say Γ ∈ N˙k if the strict transform of p(Γ)⊂X by the resolution map π
meets transversally Ek at a non-singular point. Equivalently we can ask
the strict transform of Γ in Y to meet transversally the dicritical divisors
over Ek at non-singular points.
• we say Γ ∈ N
nt[m]
k if the strict transform p˜(Γ) of p(Γ)⊂X by the res-
olution map π meets non-transversally Ek with multiplicity m, that is
IO(p˜(Γ), Ek) = m.
• we say Γ ∈ Nk1 ∩Nk2 if p˜(Γ) meets Ek1 ∩Ek2 .
• we say that Γ belongs to a sum of these cases, if p(Γ) has several compo-
nents, each one in one of the cases.
If Γ is in N˙k1 + ... + N˙kr , then its germ at the origin is of the form W
γ
k1 ∪ ... ∪
W
γ
kr for certain γki ∈ N˙ki for i = 1, , , .r. In particular, in Table 1 we can find
parametrizations of a branch of the W γk .
Since αs for the cases that we have to study never has the arc germ αs or the
returns in N1, we know that the tangent cone of W
αs is a product of E, F and
V . Therefore it will be sufficient to classify BI-invariant curves with these tangent
cones. In fact, such an invariant curve will be the union of BI-invariant curves with
tangent cones of the form Ek, F k or V k and its equation can be obtained as the
product of the equations these simpler ones.
We study separately the equations of BI-invariant curves Γ with tangent cone,
denoted by TC, equal to Ea, F a or V a. We write the equations for Γ, in terms
of E, F and V for the needed cases. We only write the homogeneous forms of low
degree, that is the first “monomials” in E, F , and V of the equations with respect
to the weights (30, 20, 12): any other monomial in E, F , and V with smaller degree
than any of those written does not appear.
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TC = E. There is only one possibility for Γ: being in N˙2. If Γ is in N
nt
2 or in
N2∩N1, then Γ would have tangent cone with more multiplicity, as we can
see bounding below the multiplicity by means of a generic deformation of
the curves which cut at least either twice E2 or E1 and E2. The equation
for a BI-invariant curve Γ in the case N˙2, the only case with TC = E is:
Γ ∈ N˙2 : a1E + a2FV + ... a1 6= 0. (29)
TC = V. Reasoning like for TC = E, there is only one possibility: being in N˙5.
Γ ∈ N˙5 : a1V + a2F + ... a1 6= 0. (30)
TC = F. The only possibility is being in N˙3.
Γ ∈ N˙3 : a1F + a2V
2 + ... a1 6= 0. (31)
TC = F 2. There are 3 main possibilities for Γ: being in N˙4 or in N˙3 + N˙3. The cases
N3 ∩N4 and N4 + N1 are ruled out by bounding below multiplicity using
a generic deformation as in the case TC = E. The case of N
nt[2]
3 is in the
closure of N˙3 + N˙3.
We compute intersection multiplicity of Γ in these cases with a generic
arc (t, λt5) in N˙3. We use the parametrizations of the different branches
given in Table 1. We get that for N˙4 it is 42, while for N˙3 + N˙3 is 48.
This means that EV has coefficient non-zero for the first case and 0 for the
other.
Γ ∈ N˙4 : a1F
2 + a2EV + ... a1, a2 6= 0 (32)
Γ ∈ N˙3 + N˙3 : a1F
2 + a2FV
2 + ... a1 6= 0, ai generic (33)
TC = V 2. There are 2 main possibilities for Γ: in N˙6 or in N˙5 + N˙5. Other cases as
N5 ∩N6 or N6 ∩N7 are ruled out by bounding below multiplicity using a
generic deformation. The case N
nt[2]
5 is in the closure of the case N˙5 + N˙5.
We compute intersection multiplicity of Γ with generic curve (t, λt9) in
N˙5 looking at the parametrizations of the different branches in Table 1. We
get that for N˙6 it is 30, while for N˙5 + N˙5 is 40.This implies that for the
first case the coefficient of E is non-zero and for the second one it is zero:
Γ ∈ N˙6 : a1V
2 + a2E + ... a1, a2 6= 0 (34)
Γ ∈ N˙5 + N˙5 : a1V
2 + a2FV + ... a1 6= 0, ai generic (35)
TC = V 3. There are 3 main possibilities for Γ: in N˙7, N˙5 + N˙6 and N˙5 + N˙5 + N˙5.
The cases of non-transverse curves in N5 are in the closure of N˙5+ N˙5+ N˙5
and the case of N5 ∩N6 is in the closure of N˙5 + N˙6.
We compute the intersection multiplicity with a generic curve (t, λt9) in
N˙5:
Io(Γ, (t, λt
9)) = 40 with Γ ∈ N˙7
Io(Γ, (t, λt
9)) = 50 with Γ ∈ N˙5 + N˙6
Io(Γ, (t, λt
9)) = 50 with Γ ∈ N5 ∩N6 with tangent cone V
3
Io(Γ, (t, λt
9)) = 60 with Γ ∈ N˙5 + N˙5 + N˙5
Io(Γ, (t, λt
9)) = 60 with Γ ∈ N˙5 +N
nt[2]
5
Io(Γ, (t, λt
9)) = 60 with Γ ∈ N
nt[3]
5 .
(36)
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For the transverse cases, we compute it using the parametrizations of the
irreducible components of Γ in Table 1. For the non-transverse cases we
see that this intersection multiplicity is the same that in the transverse
cases. For example, assume that Γ ∈ N5 ∩N6 (with tangent cone V
3). We
consider a parametrization of the curve, which has only one component.
We perturb its lifting to X˜ getting a parametrized curve meeting E5 and
E6 transversally. Since the intersection multiplicity with the divisors E5
and E6 is conservative, either the intersection multiplicity is the same or
the total number of intersection points of the perturbation with E5 ∪E6 is
at least 3. The second possibility is impossible because the tangent cone of
the deformation would have more multiplicity than V 3.
In order to get the final equations, we look at the intersection multiplic-
ities of the test curve (t, λt9) with the forms E, F and V :
Inv. Form Σ E F V
Io(Σ, (t, λt
9)) 30 20 20
Finally we get:
Γ ∈ N˙7 : a1V
3 + a2F
2 + ... a1, a2 6= 0 (37)
Γ ∈ N˙5 + N˙6 : a1V
3 + a2EV + ... a1 6= 0, ai generic (38)
Γ ∈ N˙5 + N˙5 + N˙5 : a1V
3 + a2FV
2 + a3V
4
+a4F
2V + ... a1 6= 0, ai generic (39)
TC = V 4. There are 5 main possibilities for Γ: in N˙8, N˙7 + N˙5, N˙6 + N˙6, N˙5 +
N˙5 + N˙6, and N˙5 + N˙5 + N˙5 + N˙5. Other possible cases include non-
transverse components to E5 which are in the closure of 4N˙5 or N˙5+N˙5+N˙6,
non-transverse curves to E6, in the closure of N˙6 + N˙6 and the case of
N5 +N5 ∩N6, which is in the closure of N˙5 + N˙5 + N˙6.
Intersecting with a generic arc in N˙5, say (t, λt
9), and with with another
arc (t, ηt4) (with η also generic) we distinguish all the cases. The results
are summarized in the following table:
N˙8 N˙5 + N˙7 2N˙6 N
non−trans
6
IO((t, λt
9),Γ) 50 60 60 60
IO((t, λt
4),Γ) 55 60 60
2N˙5 + N˙6 N˙6 +N
non−trans
5 4N˙5 N
non−trans
5 + ..
IO((t, λt
9),Γ) 70 70 80 80
In order to get the final equations, we look at the intersection multi-
plicities of the test curves (t, λt9) and (t, λt4) with the forms E, F and V :
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Inv. Form Σ E F V
IO((t, λt
9),Σ) 30 20 20
IO((t, λt
4),Σ) 30 20 15
Finally we get:
Γ ∈ N˙8 : a1V
4 + a2EF + ... a1, a2 6= 0, (40)
Γ ∈ N˙5 + N˙7 : a1V
4 + a2F
2V + ... a1 6= 0, ai generic(41)
Γ ∈ 2 ∗ N˙6 : a1V
4 + a2EV
2 + ... a1 6= 0, ai generic(42)
Γ ∈ 2 ∗ N˙5 + N˙6 : a1V
4 + a2EV
2 + a3FV
3
+a4V
5 + a6EFV + ... a1 6= 0, ai generic(43)
Γ ∈ 4 ∗ N˙5 : a1V
4 + a2FV
3 + a3V
5 + a4F
2V 2
+a5EV
3 + a6FV
4 + a7V
6 + ... a1 6= 0, ai generic(44)
Multiplying the equations obtained for the groups of components with the same
reduced tangent cone E, F or V , we get the equations for the generic arcs in other
cases, for instance:
Γ ∈ N˙3 + N˙6 : a1FV
2 + a2V
4 + a3FE + ... a1, a3 6= 0. (45)
Now, in order to find the equations for Wα with α a wedge realising an adjacency
with certain returns, we just have to sum the equation of the special arc plus
the possible equations for p(Γ) = p(Wαs) with Γ in the corresponding case. The
equation of p(Γ) is obtained from the one of Γ after the change of variables (28).
For instance, for a wedge α realising N1 ⊆ N3 with a transverse return in N6,
taking the equation x2 + 2y3 for the special arc as in 4.6, we see that the equation
of Wα is of the form
H(x, y, z, s) = x2 + 2y3 + a1yz
2 + a2z
4 + a3xy + .... with a1, a3 6= 0,
written in the weighted order (30, 20, 12). We can apply this information to find
the strata of the base of the versal deformation of x2 + 2y3 of curves with lifting
transverse to E3 and E6 as we will do in Table 3.
(4.10) We study condition (24) in the families we have found. We recall the
following notion:
Definition 4.5. Let h0 be the equation of a curve in X . Let H : X × B → C be
its versal deformation as above and T a topological type (a µ-class) adjacent to h0.
Let ST be the stratum of B consisting of points b such that H
−1
b (0) has topological
type T at the origin. Define ∆ = δ(h0)−δ(T ). In this context, the (T ,∆)-constant
stratum is defined to be the subset of ST consisting of points b such that the sum
of δ-invariants of points in H−1b (0) \ {O} is equal to ∆. We denote it by ST ,∆.
ST ,∆ := {b ∈ ST :
∑
p∈H−1
b
(0)∩Bǫ0\{O}
δ(H−1b (0), p) = ∆}
Given a possible adjacencyNi ⊆ N j , we denote each case (N˙i; N˙j+N˙k1+N˙k2) by
I = (k1, k2). For each case I, let TI be the topological type of the germ (αs(D), O).
We compute ∆i,I = δ(h0)− δ(TI). Then we have the following result that will lead
us to finish the proof:
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Proposition 4.6. Let Ni ⊆ N j be an adjacency that remains to be ruled out. Let
I1,...,Im be the cases (N˙i; N˙j + N˙I) that still remain to be ruled out (where N˙I
stands for N˙k1 + N˙k2 for I = {k1, k2}). Let ∆i,I = δ(0)− δ(TI). In this context, if
codim(STI , STI ;∆i,I ) ≥ codim(STI ,Ai) (46)
for every case I, then Ni * N j.
Proof. By Proposition 4.4, in order to rule out an adjacency, it is enough to rule
out the transverse cases (Ni; N˙j + N˙I).
If codimSTI (STI ;∆i,I ) ≥ codimSTI (A) for any transverse case I, then it is clear
that there exists b0 ∈ A \
⋃
I STI ;∆i,I . We can assume that H is still versal at b0
by openness of versality. Then, since b0 /∈
⋃
I STI ,∆I there is no wedge realising
the adjacency with Hb0 as image of the special arc. By Theorem 2.4, if there is
no wedge realising the adjacency with Hb0 as image of the special arc, then the
adjacency is impossible. 
(4.11)Given any of the remaining cases (Ni; N˙j+N˙k1+N˙k2), we consider the versal
deformation of the equation of the image of an arc in N˙i given in (4.6). Knowing
the form of the equations of curves associated to the cases Ni and N˙j + N˙k1 + N˙k2
it is easy to get the equations of the strata Ai and STI . In particular, the strata of
the special arcs in the corresponding versal deformations are the following:
• A7 = {b8 = ... = b13 = 0} in the versal deformation (i)
• A8 = {b12 = ... = b21 = 0} in versal deformation (ii)
• A4 = {b9 = ... = b15 = 0} in the versal deformation (iii)
• A1 = {b16 = ... = b30 = 0} in versal deformation (iv)
We write the equations for STI in the base of the versal deformation and of Ai
in STI in Table 3. The codimension codim(STI ,Ai) is then immediate from the
equations of the strata.
We observe by looking at the equations that in all these cases
codim(STI ,Ai) = ∆i,I . (47)
(4.12) We end the proof with the following result:
Proposition 4.7. The ∆-constant strata S∆,T in any versal deformation of curves
in E8, if it is not empty, then it satisfies
codim(ST , S∆,T ) = ∆. (48)
Proof. Since the singularities of a curve in E8 out of the origin are plane curve
singularities (because E8 is smooth out of the origin), we can use the following
classical fact for plane curves. Our proof is in the classical way of that of Proposition
4.4:
Theorem 4.8. [[1], [30], [10], see [9] Theorem 2.59] Let T be a plane curve singu-
larity with δ-invariant equal to δ0. Let F : D × C2 → C be its versal deformation
(under R-equivalence with diffeomorphisms that move the origin). Let ǫ0 be a Mil-
nor radius for F−10 (0). Take D small enough so that ∂Bǫ0 meets transversally
F−1d (0) for all d ∈ D. In this context, the δ-constant strata is the set
Sδ0 := {d ∈ D :
∑
p∈F−1
d
(0)∩Bǫ
δ(F−1d (0), p) = δ0}.
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Table 3. Strata in the deformation of the equation of a transverse arc.
Case ∆i,I Equations of STI Equations of Ai
(N7, N˙3 + N˙5) 1 b9 = ... = b13 = 0 b8 = 0
(N7, N˙5 + N˙5) 2 b9 = b11 = ... = b13 = 0 b8 = b10 = 0
(N8, N˙2 + N˙5) 2 b14 = ... = b21 = 0 b12 = b13 = 0
(N8, N˙3 + N˙3) 2 b11 = b13 = ... = b21 = 0 b12 = b14 = 0
(N8, N˙3 + N˙5) 5 b17 = ... = b21 = 0 b12 = ... = b16 = 0
(N8, N˙3 + N˙6) 1 b13 = ... = b21 = 0 b12 = 0
(N8, N˙5 + N˙6) 3 b14 = b16 = ... = b21 = 0 b12 = b13 = b15 = 0
(N8, N˙5 + N˙5) 6 b17 = b19 = ... = b21 = 0 b12 = ... = b16 = b18 = 0
(N4, N˙3 + N˙5) 2 b11 = ... = b15 = 0 b9 = b10 = 0
(N4, N˙5 + N˙5) 3 b11 = b13 = ... = 0 b9 = b10 = b12 = 0
(N1, N˙2 + N˙3) 4 b20 = ... = b30 = 0 b16 = b17 = b18 = b19 = 0
(N1, N˙2 + N˙5) 7 b23 = ... = b30 = 0 b16 = ... = b22 = 0
(N1, N˙2 + N˙6) 2 b18 = ... = b30 = 0 b16 = b17 = 0
(N1, N˙3 + N˙3) 7 b22 = b24 = ... = b30 = 0 b16 = ... = b21 = b23 = 0
(N1, N˙3 + N˙5) 10 b26 = ... = b30 = 0 b16 = ... = b25 = 0
(N1, N˙3 + 2N˙5) 5 b19 = b22 = ... = b30 = 0 b16 = b17 = b18 = b20 = b21 = 0
(N1, N˙3 + N˙6) 6 b22 = ... = b30 = 0 b16 = ... = b21 = 0
(N1, N˙3 + N˙7) 1 b17 = ... = b30 = 0 b16 = 0
(N1, N˙4 + N˙5) 3 b19 = ... = b30 = 0 b16 = b17 = b18 = 0
(N1, N˙5 + 2N˙3) 2 b17 = b19 = ... = b30 = 0 b16 = b18 = 0
(N1, N˙5 + N˙5) 11 b26 = b28 = ... = b30 = 0 b16 = ... = b25 = b27 = 0
(N1, 3N˙5) 6 b19 = b22 = b23 = b25 = .. = b30 = 0 b16 = .. = b18 = b20 = b21 = b24 = 0
(N1, N˙5 + N˙6) 8 b23 = b25 = ... = b30 = 0 b16 = ... = b22 = b24 = 0
(N1, N˙5 + N˙7) 4 b19 = b21 = ... = b30 = 0 b16 = b17 = b18 = b20 = 0
(N1, N˙6 + N˙6) 3 b18 = b19 = b21 = ... = b30 = 0 b16 = b17 = b20 = 0
Then:
(1) the strata Sδ0 is contained in the closure of the following strata:
{d ∈ D : F−1d (0) ∩Bǫ has δ0 singularities of type A1}. (49)
(2) The codimension of the strata (49) in D is δ0.
We denote by ST ;T1,...,Tn the strata of ST of curves Hb with singularities of type
T1, ..., Tn in the fiber H
−1
b (0) ∩Bǫ. Then, the stratum S∆,T is the union of strata
ST ;T1,...,Tn with
∑n
k=1 δ(Tk) = ∆.
We see first that if S∆,T is non-empty, then
ST ;∆ ⊆ ST ;A1, ..., A1︸ ︷︷ ︸
∆
. (50)
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We prove this assertion inductively; we will see first that for any singularities T1,
..., Tn (with
∑n
k=1 δ(Tk) = ∆) we have
ST ;T1,...,Tn ⊆ ST ;T1,...,Tn−1,A1, ..., A1︸ ︷︷ ︸
δ(Tn)
. (51)
Finally, we will prove that
codimST ;A1, ..., A1︸ ︷︷ ︸
∆
= ∆ (52)
which implies the statement of the proposition.
To prove (51), take a curve γ in B with origin in O such that γ(t) is in the
stratum ST1,...,Tn for any t 6= 0. We can do this, using the Curve Selection Lemma.
For any t, the curve in X defined by H−1
γ(t)(0) ∩ Bǫ has precisely n singularities of
type T1, ..., Tn inside Bǫ and outside the origin. After a possible base change we
can assume that these singularities are parametrized, say by pk(t) with k = 1, ..., n,
for pk : (C, 0)→ (X,O).
By openness of versality, we can assume that H |B×Bǫ is versal at any point of
B ×Bǫ.
We claim that there exists a certain N and a deformation of h0
G : X × C× CN → C
(x, y, z, t, v1, ..., vN ) 7→ G(x, y, z, t, v1, ..., vN )
such that we have the equalities
G(x, y, z, 0, v1, ..., vN ) = h0(x, y, z) and G(x, y, z, t, 0, ..., 0) = H(x, y, z, γ(t))
for any (v1, ..., vN ) and t respectively, and the following additional properties:
(1) the germ of Gt,v1,...,vN at the origin has a singularity which is right equiva-
lent to the singularity of G(t,0,...,0) = Hγ(t) at the origin, for any (v1, ..., vN ).
(2) the germ of Gt,v1,...,vN at pk(t) has a singularity of type Tk for any k ≤ n−1,
any t 6= 0 and any (v1, ..., vN )
(3) The deformation is versal at (pn(t), t, 0, ..., 0) for any t 6= 0.
The claim, together with Theorem 4.8, implies (51). By induction we get (50).
The equality (52) follows also by induction: using the claim and the fact that in the
versal deformation of A1, the δ-constant stratum has codimension 1, we get that
the codimension of ST ;A1, ..., A1︸ ︷︷ ︸
k
in ST ;A1, ..., A1︸ ︷︷ ︸
k−1
is 1.
The existence of G satisfying (a)-(c) is shown as in the proof of Proposition 4.4.

(4.13) Taking together (48) and (47) we get inequality (46) and we rule out the 25
cases enumerated in Table 3 finishing the proof.
5. Nash Problem for other quotient surface singularities.
Using Theorem 2.5, we reduce Nash Problem for quotient surface singularities
to prove E8 and Dn. The singularities Dn can be done also using strategies of Part
I and II, see [19].
Anyway, we can do direct proof with our methods for most of the cases. Only E7
-where the equations forWα with α a wedge in the remaining cases have non-trivial
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character-, some singularities related to the dihedralDn in classification given in [3]
and the surface with graph as in Figure 4 -which in particular is not a sandwiched
surface singularity-, would need a more careful study.
-2
-2-2 -2 -3 -2
Figure 4. Resolution graph of a quotient surface singularity.
Among the rest of singularities only E6 (and E8) needs the strategies in Part
III for only one case: wedges realising the adjacency N1 ⊆ N¯3 with a transverse
return in N5 (or symmetrically, a wedge realising the adjacency N1 ⊆ N5 with a
transverse return in N3). See Figure 5 to see the graph. It happens that for any
of such wedges, the character of the reduced equation of Wα is also 1; then we can
proceed as in the case of E8.
If we assume that E6 is given by the equation x
2+4y3−z5 = 0 in C3, we choose
3z2−x as an equation for the image of a generic arc in N˙1. The stratum ST3,5 in the
base of a versal deformation of 3z2 − x corresponds to the following deformation:
Hs(x, y, z) = 3z
2 − x+ b1x+ b2y + b3z + b4xy + b5yz = 0. (53)
In this case, ∆1,(3,5) = 1 and one can directly check, for instance, with Singular,
that no singularity appears in fact in H−1s (0) for any s. Then the family can never
be δ-constant and we finish the proof.
E3 6E 5E
2E
4E 1E 7E
(F) (V)
(E)
-2 -2
-2
-2-2-2-2
Figure 5. Resolution graph of E6.
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