This paper provides a glimpse of basic probabilistic database concepts, which is an active area of research in today's world. The discussion starts with the need for probabilistic databases, and their advantages over conventional databases in certain circumstances. Then, some of the key aspects of probabilistic databases are discussed, which include topics like types of uncertainties in a probabilistic database, probabilistic data models and query semantics. Finally, one of the most important problems in probabilistic databases -Query Evaluation Problem -is discussed in some detail.
INTRODUCTION
Many of the database systems contain data whose correctness is uncertain. Since a significant fraction of that data could be correct, cleaning the database by removing uncertain data could result in the loss of useful information. On the other hand, assuming that all uncertain data is correct could give incorrect results to queries executed on the data. Therefore, there is a need to quantify the integrity of the data in such databases. This is done by using probabilistic databases, wherein, a probability is associated with a data item, which is a measure of confidence that the data is correct.
BASIC IDEAS AND TERMINOLOGY
In a probabilistic database system, probabilities are associated with data items -relations, tuples and values that an attribute can take. Also, since the state in which a probaPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Copyright 20XX ACM X-XXXXX-XX-X/XX/XX ...$10.00. bilistic database could be is not deterministic, we have multiple states in which such a database could be. Some of the key ideas related to these issues are discussed below.
Probabilities and their Meanings
Each of the data items in a probabilistic database system is associated with a probability (0,1] with 0 representing that the data is definitely incorrect (and is thus not in the database) and 1 represents that it is certainly correct. In most probabilistic databases, the probabilities associated with the data items do not represent the integrity of the data in the absolute sense, but are in some sense a relative measure: higher the probability associated with a data item, higher is the degree of confidence that the data is correct. This means that if two data items A and B have associated probabilities pA = 0.90 and pB = 0.83, we cannot say that the sources used to obtain the data for A suggest that the data is 90% true. We can only claim that there are higher chances of A being correct as compared to B.
Possible Worlds
Each of the instance that a probabilistic database could have is called a possible world. For example, consider the following database.
Assume that we are certain about the first and the fourth tuples, but are uncertain about the second and the third tuples. Then the actual state of the database may contain the second tuple (in case it is correct) or may not contain it. Similarly, it may or may not contain the third tuple. So all the possible worlds are as follows:
Since the database must be in exactly one of the possible worlds, the sum of the probabilities of all possible worlds is 1.
Types of Uncertainty
There are essentially two kinds of uncertainties that could exist in a probabilistic database:
Tuple-level Uncertainty Example
Consider the following database with tuple-level uncertainty:
The possible worlds corresponding to the database are:
Probabilities associated with worlds: The probabilities associated with the worlds represent the chances of the database being in that state. As an example, consider World4: If the database is in World4, then the first tuple must be incorrect while the second and the third tuples must be correct. Since p1, p2 and p3 represent the probabilites of correctness of tuples 1, 2 and 3 respectively, the probability of the event that corresponds to World4 is (1-p1) p2 p3.
Attribute-level Uncertainty Example
Consider the following database with attribute-level uncertainty:
Here, {v1 (p1), v2 (p2), v3 (p3)} represents that the attribute can take values v1, v2 and v3 with probabilities p1, p2 and p3 respectively.
If we associate a random variable X with the uncertain attribute, then X {v1, v2, v3}.
An attribute-level uncertainty can be converted into a tuple-level uncertainty as follows: If a tuple T contains an attribute A which can take values a1, ..., an, then T can be replaced by n tuples T1, ..., Tn, where in tuple Ti, the value of the attribute A is ai and the rest of the attributes are identical to those of tuple T. The n new tuples created are mutually exclusive. The attribute-level uncertainty in the above example converted to tuple-level uncertainty is as follows:
3. DATA AND QUERY MODEL
Relational Calculus
A relational schema R = R1,...,R k consists of k relation names, with each relation Rj having an associated arity rj ≥ 0 . (Arity = Number of attributes.) A relational database instance / world W = R1 W ,...,R k W , consists of k relations. Given n possible worlds W1,...,Wn, the j th relation in the i th world is represented as Rj i . A query is represented as {x, Q} or Q(x), where x are the "free variables" or "head variables". A query without free variables is called a boolean query. If a query has head variables, then it defines a function from database instances to relations with arity |x| (that is, the number of free variables in Q).
Probabilistic Data Model
Since a database with tuple-level uncertainty in n tuples has 2 n possible worlds, these worlds cannot be explicitly stored. Therefore, we need an efficient model / representation system to work with such databases.
Incomplete database : For a relational schema with k relations R1, ... , R k , an incomplete database is a finite set
is a database instance called a possible world [1] .
Probabilistic Database : It is a probability space D = (W, P) over an incomplete database W, where P :
Marginal probability of a tuple t, or the tuple confidence, is defined as the probability of the event t Rj, where Rj is one of the relation names of the schema, with
Thus, to find the marginal probability of a tuple t in relation Rj, we need to add the probabilities associated with the worlds in which t is present in Rj.
Query Semantics
Each of the tuple in a probabilistic database consists of an associated probability of being correct. So the results of queries also contain pairs (tuples, probabilities) which satisfy the given condition. In most cases, the results are returned in the decreasing order based on their probabilities, so that the most relevant results appear at the top. There are 2 different query semantics: 1) Possible answer sets semantics 2) Possible answers/tuples semantics Consider a query Q(x) applied to a probabilistic database D = (W, P), where
The query is applied to each world W i separately, which returns an answer Ai. (Ai's are pairs (Ti, Pi), where Ti is a set of tuples and Pi is the probability associated with the i th world.) Then the answers returned using Possible answer sets semantics and Possible answers semantics are as follows:
As an example, consider the following database:
The possible worlds are:
Consider the query Q(x,y) :-R1(x,y), R2(y, c1). Applying it on all the worlds separately, we get the following Ai's :
Possible answer sets semantics A = { A1, ..., A16 }. If Ai and Aj have the same tuple set Ti = Tj = T, then we replace Ai and Aj by (T, pi+pj). The final set A obtained after removing all such duplicates is as follows Thus we can see that the original set of worlds W is transformed into a new set of worlds W'. Any queries can be applied onto the new set of worlds, and so the semantics are compositional. The final result obtained is as follows
Possible answers semantics
As it can be seen, the structure of set of worlds is lost, and so the queries cannot be composed in this semantics. Tables and Probabilistic Conditional Tables   C-Tables and PC-Tables are an efficient way to represent, store and query probabilistic databases. In order to represent the possible worlds of an incomplete database, we allow variables to be used in the tuples. In particular, for attribute-level uncertainty, if an attribute can take values a1, ..., an, we can make the value of that attribute x and define the domain of x as {a1, ..., an}. Thus, with assignments x → a1, ..., x → an, we can generate the n possible worlds. There could be relations between tuples in the possible worlds, such as, if a particular tuple is present in a world, then another tuple cannot be present in that world, or if an attribute of a tuple in a world has a particular value, then the value of some attribute of another tuple in that world can be determined, and so on. For example, consider the following uncertain relation that gives the schedule of certain talks of two hours each to be held in a workshop over a period of several days. The sarting time of the talks are known while they could be held on any date.
REPRESENTATION SYSTEMS

Conditional
Here, we are unsure about the venues of the talks. Let a world represent the talks that are held on a given date.
Total number of possible worlds = 3 x 4 = 12.
(There are 3 options for tuple 1: it may not be present in the world, it may be present with Venue = SemHall1 or with Venue = SemHall4. Similarly, there are 4 options for tuple 2.) However, we can see that if the timings of two talks in a world overlap, then they cannot have the same venue.
Thus, there cannot be a world in which both IN543 and DM648 have the venue SemHall4. By using random variables for the attribute 'Venue', we cannot enforce such constraints. In order to enforce constraints such as these, we introduce an additional attribute to the relation, which contains a propositional formula called condition over random variables. (The random variables in the condition could also include those variables that are not used in the relation elsewhere.) This transforms the incomplete database into conditional tables or C-Tables.
The domains of the variables are as follows:
The possible worlds can be obtained by assigning values to the random variables, and selecting those tuples for which Φ is true. A probabilistic conditional database or pc-table is a pair PCD = (CD, P), where CD is the c-table on the incomplete database, and P is a probability space over the assignment of random variables.
For example, for the c-table in the above example, a probability space over the set of assignments could be as follows
LINEAGE
The lineage ΦQ D (also written as ΦQ) of a possible answer t to a query Q on a database D is a propositional formula representing the event t Q(W), over the possible worlds W of D.
It is defined inductively for boolean queries as follows:
If Q is a ground tuple, then ΦQ D = Φt where Φt is the propositional formula associated with the tuple. Consider the following database with two relations R1 and R2:
For the query Q(z) = ∃x.∃y.R1(x, z) ∧ R2(z, y), the head variable z { b1, b2 }.
(ADom(D) also contains a1, a2 and c1, but clearly z cannot take any of those values, and so we need not evaluate the query for those assignments.)
The lineage for z → b1 is the lineage for Q[b1 / z] = ∃x.∃y.R1(x, b1) ∧ R2(b1, y).
Similarly, the lineage for z → b2 is Φ2 Φ4. For a pc-database D, the probability of a possible answer a to Q is the probability of the lineage formula, that is, P(a Q) = P(Φ Q[a/x] )
PROBABILISTIC DATABASE DESIGN
Tuple-independent databases and block-independent-disjoint databases are two fundamental types of databases using which complex probabilistic databases can be built.
Tuple-independent databases All tuples are independent probabilistic events, with no correlation. It can always be represented by a pc-table. A distinct boolean random variable is associated with each tuple.
Block-independent-disjoint databases Each relation in a BID database is partitioned into several blocks of tuples.
The tuples in a block are disjoint and their probabilities add up to 1. The tuples across blocks are independent events.
A unique random variable X is associated with each block, and the tuples in the block are annotated with atomic events X=1, X=2, ... Neither tuple-independent databases nor block-independentdisjoint databases are a complete representation system by themselves.
However, tuple-independent databases extended with relational calculus views, and BID databases extended with union of conjunctive queries form complete representation systems.
THE QUERY EVALUATION PROBLEM
For a fixed query Q, given a probabilistic database D and possible answer tuple t , the problem is, to compute its marginal probability P(t Q). Query Evaluation is a major challenge because on one hand, the problem is provably hard i.e. computing the output probabilities is hard for #P and we cannot restrict the functionality of probablisitic databases, based on time complexity considerations.
The Complexity Class #P
The complexity class #P was introduced by Valiant[1979] and consists of all function problems of the following type:
Given a polynomial-time, non-deterministic Turing machine, compute the number of accepting computations.
The complexity class #P is the counting version of NP, i.e. it denotes the class of problems that count the number of solutions to an NP problem. If a problem is #P-hard, then there is no polynomial time algorithm for it unless P = NP.
P(Φ)
The Query Evaluation Problem for pc-tables reduces to the computation of probability P(Φ), i.e., given a propositional formula Φ and a probability P(X) [0,1] for each Boolean variable X, compute the probability P(Φ) = θ ω(Φ) P(θ). Now, To compute P(Φ) we do P(Φ) = θ ω(Φ) P(θ), where ω(Φ) is the set of satisfying assignments for Φ. However, this leads to an algorithm whose running time is exponential in the number of Boolean variables involved, because we would have to iterate over all 2 n assignments,check if they satisfy, then add the probabilities of those that do. It also turns out that we can do no better than this, i.e. this problem is provably hard.
To show this we introduce the Model Counting Problem:
Given a propositional formula Φ , count the number of satisfying assignments #Φ, i.e., compute #Φ = |ω(Φ)|. Model Counting is a special case of probability computation, because any algorithm for computing P(Φ) can be used to compute Φ in the following manner: Define P(X) = 1/2 for every variable X, then P(θ) = 1/2 n for every assignment θ, where n is the number of variables, and therefore #Φ = P(Φ)2 n .
Result : The Model Counting Problem is hard, even when restricted to a simple class of propositional formulas.
This implies immediately, that the Probability Computation Problem is also hard.
Moreover, the Probability Computation Problem can even be strictly harder than the Model Counting Problem. Consider the following family of formulas :
XiZi,jYj
The probability computation here is hard. However, the number of models is computable in polynomial time, given by:
This is clearly computable in polynomial time.
Data Complexity
The Data Complexity of the Query Evaluation Problem:
For a fixed query Q, the complexity as a function of the database D will depend on the query. For some queries, the complexity is polynomial time, for other queries it is exponential. A query Q is called tractable if its data complexity is in polynomial time; otherwise, the query Q is called intractable.
We also recall that, for deterministic databases, for every query in the relational calculus the data complexity is in polynomial time [Vardi, 1982] , hence it is tractable.
The Query H k
The Query H k is defined as : H0 = R(x) , S(x,y) , T(y) H1= R(x0) , S(x0,y0) ∨ S(x1,y1) , T(y1) H2 = R(x0) , S1(x0,y0) ∨ S1(x1,y1) , S2(x1,y1) ∨ S2(x2,y2) , T(y2) ... Theorem : For every k ≥ 0, the data complexity of the query H k is hard for #P. [Dalvi and Suciu, 2010] This powerful theorem has a lot of applications. For example consider a 4-partite graph, in which we restrict the first partition to have a single node s (call it source node), and the fourth partition to have a single node t (call it target node). We see that Query Evaluation for a 2-length path in such a graph reduces to the form : A(s,x) , B(x,y) ∨ B(x,y), C(y,t) . This is isomorphic to H1 and is thus hard.
REFLECTING UPON THE LEARNING
Through the course of reading about the Probabilistic Databases we learnt how crucial data mining is, in today's world where social networking media can be used to generate almost instantaneous feedback mechanism and from diverse audiences. This rich knowledge extraction requires the development of foundational structures of Probabilistic Databases so as to facilitate the use of Traditional Database manipulation techniques even to data that is not clean.
The increasing use of Machine Learning techniques in data processing has ebabled us to collect and cluster data from numerous sources and process them with little interference from the programmer. Also, the develpoment of theoretical foundations for the framework of Probabilistic Databases, has made Data Mining an extremely popular and useful technique being used in almost all realms of life in the 21 st century.
Potential Applications
We as a team have come up with the following further developments that can be made in the future, and which will revolutionize the way data is handled and processed at the Large Scale:
Percolation into Existing Technologies
Google Earth, Google Glasses, Mobile Applications, all these collect huge amounts of Data which if processed in a way that requires less amount of power and yet is able to yield results which are completely hidden or non-trivial, then the applications of such data processing would be unending. Unsupervised Learning techniques have been developed, which let the learning algorithm learn how to process data on its own. If such programs can be given proper inputs, derived from probabilistic databases, which require little or no cleaning of data, then this crucial data analysis process, which usually requires huge amounts of processing and manual labour in traditional database systems, can be done with almost complete automation. Thus, efficiency would take a leap and various parameters which were earlier hidden due to cleaning processes will now be at the disposal of data analysts.
Economics : Algorithmic Trading
High Frequency Trading which involves extensive amounts of use of algorithms and computerized generation of data which is earlier done by man, has influenced the Trading world in huge way. The stock markets today rely heavily on collection of data from numerous sources all around the world which generates data almost impossible to be processed by humans. This is because the fundamental ability of pattern recognition of the human cognitive system is limited. The market growth and decline patterns that be seen in this raw data by Learning Algorithms, may not be visible to a human Data Analyst using traditional database management systems. Also, applying the classification techniques like BIDs and U-databases which provide for specific techniques of data classification, could potentially help in Stochastic Control in so far as noise in data is concerned. These techniques could help in extrapolation of data by finding structure in different blocks and analyzing patterns within these blocks (or structures).
Graphical Models of Probabilistic Databases
The probabilistic dataitems when reprsented as graphs yield a different method of dealingwith the dirty data.
The Graphical Model helps us to represent tuple correlations in a more intuitive way. In such a graph, the nodes represent random variables and edges represent correlations. The use of such a model casts the problem of Query Evaluation in a Probabilistic Database to the computation of Marginal Probability in the Graphical Model. As a result, Inference Algorithms can be used in the graphs to execute queries. Although, sometimes it may not correspond well to the possible worlds semantics, in cases where it does, this model can be efficiently used to exploit the graph structure better. We can restructure the graph to speed up inference. We can also store and use previously performed computation to perform speed ups.The user can even explore the use of much faster, approximate Inference algorithms, which may be very feasible in some cases.
