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When s1 is a rectangle in R2 and w a disk inside 52, for each T>O sufficiently 
large we establish the exact controllability of the evolution system: y” - dy = h(r, x) 
in (0, T) x Q, y = 0 on Z = [0, T] x cYP by means of a generalized control h(l, x) 
localized on (0, T) x o. In other terms for any prescribed initial state of finite 
energy we lind h(r, x). a kind of analytic functional in x depending smoothly on t 
supported on (0, T) x o, such that y(T) = y’( T) = 0. 0 1990 Academic PKSS. I”~. 
Let IR be a bounded open domain in RN and consider two given 
functions [y”, y’] in HA(G) x L’(Q). A number T> 0 being given as well 
as an open subset o of 0, we are interested in the existence of a function 
h = h(t, x) E L2(0, T; L’(O)) such that supp(h) c [0, T] x W and for which 
the unique solution y of 
y” - dy = h in (0, T) x Sz 
y=o on [0, T] x ~22 
Y(O, xl =v”(x) in 0 
(0.1) 
Y’(O, x) =y’(x) in Q 
satisfies y( T, x) = y’( T, x) = 0 in 52. 
This question has been studied in some special cases through direct 
methods by J. Lagnese [ 111. According to the general “HUM” method 
introduced by J. L. Lions in [ 123, the problem has a solution as soon as 
T is large enough and for every [ y”, y’ ] in some dense linear subspace of 
HA(Q) x L’(Q). The possibility of solving this problem of “exact internal 
controllability” is related to the amount of information on (#O, 4’) 
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contained in the restriction to (0, T) x o of the unique solution 4 of the 
homogeneous problem 
4” - A4 = 0 in (0, T) x Q 
I$=0 on [0, T] x X! 
4(0, xl = 4o(x) in 52 
&PA x)=@(x) in 52. 
(0.2) 
Therefore we consider first the semi-norm p on HA(Q) x L*(Q) defined 
by the formula 
p(~#‘, ~5’) = { jo’lW d*(t, x) dx dr}“*, where 4 is the solution of (0.2). 
(0.3) 
According to the methods of J. L. Lions [ 131, the solution of the above 
exact controllability problem amounts to (1) showing that p is in fact a 
norm on HA(Q) x L*(Q), and (2) identifying the completion F of 
H;(G) x L*(Q) under the norm p. Note that by definition, we always have 
L*(Q) x H-‘(Q) c F. On the other hand, F is a real Hilbert space and if we 
identify L*(Q) x L*(Q) with its topological dual, it follows from the theory 
of J. L. Lions [13] that F’ consists of all pairs [y’, -y”] for which (0.1) 
has a solution [y, h] with y( r, x) = y’( T, x) = 0. The answer to the first 
question is, at least locally, a rather straightforward consequence of 
Hiilmgrem’s Theorem, cf., e.g., [L. Hormander, 91. In [6], a direct proof 
(which, unfortunately, would be difficult to extend to more general elliptic 
operators than (-A)) was given for the following global result. 
THEOREM 0.1. Let 0 be an open, bounded, connected domain of RN and 
o an open subset of Q. For any x E Q we define 6(x, o) = Inf { 6(x, y), y E o}, 
where 6(x, y) is the infimum of the lengths of all polygonal lines joining x and 
y and contained in S2. Then assuming 
d(Q, Co) : = sup { 6( X,O),XEQ}< +m, 
the semi-norm p defined by (0.3) is a norm as soon as Ta 26(52, co). 
More precisely if I$ E D’((0, T) x Q) satisfies 4” - A# = 0, and Cp -0 in 
Q=(O, T)xw, then d=O in (p, T-p)xSZ for any p>6(Q,o) such that 
2p<T. 
Some Notation. In the sequel to this paper we will set 
H= L*(Q), v = H#2), I/‘= H-‘(R) 
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and the usual norms on H, V, and V’ will be respectively denoted by 11. /I, 
1. /, and 11. (I*. Any number T> 0 such that the semi-norm p defined by 
(0.3) is a norm will be called a uniqueness time for (0.2) relative to w. 
In the special case where o = Q, it follows from Theorem 0.1 that any 
T> 0 is a uniqueness time for (0.2). In [6] we gave two different proofs for 
the following result which is very often useful as a final step for more 
complicated cases. 
THEOREM 0.2. In the special case where w = Sz, for any T > 0 we have 
F= L*(0) x H-‘(Q). More precisely we have the estimates 
where ?I, C are some positive constants and $ is an arbitrary solution of (0.2). 
In general we have L*(G) x H-‘(Q) c F, algebraically and topologically, 
which means that the inequality on the right-hand side of (0.4) is fulfilled. 
The converse inclusion has been shown to be exceptional in dimensions 
greater than one in the recent paper [2] by C. Bardos, G. Lebeau, and 
J. Rauch. These authors established a necessary and almost sufficient 
geometrical condition on w, T in order to have F= L*(Q) x H-‘(a). When 
the geometrical condition is not fulfilled, one immediately looses the 
controllability in a very strong sense, since the methods of [2], relying on 
microlocal analysis, then imply the impossibility of controlling some states 
of Hi(Q) x L*(G) even in the framework h E D’((0, T) x 52). 
The main object of this paper is to construct a relevant class of 
generalized controls when the geometrical condition is not fulfilled. Our 
construction relies on sharp estimates for one-dimensional equations 
combined with some decomposition tricks. As a consequence we are limited 
to the special case where Sz is a rectangle in R* or more generally a product 
of intervals in RN. 
The main text is divided into four sections as follows: In Section 1 the 
one-dimensional case is studied by means of direct energy estimates which 
turn out to be basic in the more difficult case where D is a rectangle in R*. 
In Section 2, Q is a rectangle and o is a “truncated strip”; in this case, 
already investigated in [6], we obtain some information on “L*-control- 
lable states” which slightly improve on [6] and we obtain for arbitrary 
initial states of HA(Q) x L*(0) the existence of an analytic functional 
supported in (0, T) x o which is a generalized solution of our problem. In 
Section 3, Q is a rectangle and we generalize this idea in the case of a 
completely internal control, i.e., a control supported on [0, T] x o where 
w c 52, thereby proving a result announced in [7]. Finally Section 4 is 
devoted to some partial results on related exact controllability problems. 
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1. THE ONE-DIMENSIONAL CASE 
In this section we assume N = 1, R = (0, c), and for simplicity o is a 
subinterval (a, b). The following result follows from Theorem 0.1 and 
Proposition 1.4 below. 
THEOREM 1.1. For any T > 2 Max (LX, c - /3} = T,,, T is a uniqueness time 
for (0.2) and we haoe F=L’(Q)x H-‘(Q). Hence for any [y’, y’] E 
Ht(O, X) x L2(0, z), there exists h = h(t, x) E L’(O, T; L’(Q)) such that 
supp(h) c [0, T] x W and for which the unique solution y of 
Y,, --xx = h(t, xl in (0, T) x (0, c) 
y=o on CO, Tl x (0, c} 
Y(O, x) = YO(X) in (0, c) 
Y’(O, xl =Y’(x) in (0, c) 
satisfies y( T, x) = y’( T, x) = 0 in [O, c]. 
Remark 1.2. Such a result was obtained in a more general setting by 
J. Lagnese [6], assuming T> 2x and using the concept of a biorthogonal 
family. 
Remark 1.3. (a) The condition T> To is easily shown to be equivalent 
to the geometrical assumption of [2], sufficient for exact internal 
controllability as established in [2]. 
(b) If T-C To, then T is not even a uniqueness time for (0.2) and 
therefore in such a case, even the approximate controllability fails. 
(c) In the limiting case T = To a singularity can appear and therefore 
F# L’(O) x H-‘(Q). For instance if o = (0, E) with E > 0, let p E L:,,(R) be 
the unique 2c-periodic function such that 
P(Y)=0 on (-c, C-E); P(Y)=(c-Y)F” on (C-C, c) 
with i< CL < 1. Then the function UEL,!,,(R) defined by the formula 
u(t, x) =p(t + x) -p(t - x) is a generalized solution of (0.2) on Q = (0, c) 
and it is easy to verify that 
(1) Uj(-c+&,C-&)XO:= UELZ((-C,C-&)XO) 
(2) u(-cc+, .)$L2(sz). 
These two properties imply obviously the conclusion I;# L2(Q) x H-‘(Q). 
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PROPOSITION 1.4. Let a E Lm(O, c), a 3 0 and let 4 E C(0, T; HA(Q)) n 
C’(0, T, L*(Q)) be a solution of 
d,, - d,, + 4x1 d(t, x) = 0 in (0, T) x (0, c) 
fp=o on [O, T] x (0, c}. 
Then for each T> T,, and v] > 0, there exists a constant C depending only on 
T and q such that 
*~Cexp{llall~(TO+q)}jT~ d’(t,x)dxdt. (1.1) 
0 w 
ProoJ It is obviously suticient to prove (1.1) when a, 4” =$(O), and 
4’ = b’(O) are in D(Q). The technique consists of exchanging the roles of t, 
x and considering x as the evolution variable. First, proceeding forward in 
x we note the identity 
d 
s 
T-(x--5) 
z x-c 
f (t, xl dt 
= -f(T+&x,x)-f(x-&x)+~‘-cX-i’$t,x)dt, 
x-5 
valid for any smooth function f and 5 E (a, b). Applying this formula to 
f (t, xl = c4: + 4: + k*#*l(t> XI with k:= /IaIl:*, 
after integration by parts in t we obtain rather easily the inequality 
d 
i 
T-C- 5) 
z x-t 
L-4: + 4: + k*4*l(t, x) dt 
<4k* 
s 
=-~r-i~J(~~~dt~2kjr-~x-C~[(~+(~+k2(21(t,~)dt, 
x-s x-r 
valid for any x E (r, T). By integrating this inequality and letting c - /I : = 
T/2 - 26,6 > 0 we find for 0 < rl< 613: 
T/2 + 6 
v~ECp-3rl,B-rll,Vx~CP,cl, r,2-s f(t, xl dt 
=s f(t,x)dt<e2k(x-r-q) 
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In this formula we lix q “very small” in a sense to be specified later. Then 
by averaging the right-hand side in 5 over [p - 31, p - 291 we find 
(1.2) 
By using the equation we have on the other hand 
(44,)t - (cwx)x - 4: + 45 + 4x1 d2(t, xl = 09 
and by multiplying by a fixed function i E D((0, T) x (B - 34 B)) such that 
i E 1 on [q, T- ~1 x [/I - 2~, /l- ~1 we find the estimate 
From (1.2) and (1.3) we deduce 
I 
T/2 + 6 
VXE CB, cl, f(c x) dt 
r/2 - 6 
B M(v) e 2k(x--+Zq) [qS; + (k2 + 1) c,h2](t, S)ds dt 
and this implies in particular for 9 small enough 
SI ’ [$; + 4; + k2d2](t, x) dxdt JI B 
6 WV) e 
Zk(npfl+2q) 
H 
= /r[cj;t(k2+1)qb2](t,x)dxdt 
0 1 
with J1 : = (T/2 - 6, T/2 + 6). By a similar argument, proceeding backward 
in x we obtain 
[4; + 4; + k2#2](t, x) dx dt 
< &f’(q) e2w~ + 2v) 
ij 
= ’ [#+(k2+1)cj2](t,x)dxdt 
0 01 
with J, : = (T/2 - 6’, T/2 + 6’). In both estimates it is clear that q can be 
taken as small as we wish. In addition we can obviously replace the interval 
(p, c) by (/G- 9, c) and (0, a) by (0, a + q) if we replace 21 by 3~ in the 
right-hand side. Then by using again a localization argument as above we 
obtain easily 
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<M”(q) Jr!.’ [# + (k2 + 1) #*](t, x) dx dt 
0 a 
with .I : = J, n J, By combining the three estimates we infer (by changing 
311 to 7) 
SI K [q5f+&+k*~‘](r,x)dxdr I 0 
<K(q) e*k(To+q) 1.f = ’ [qi;+(k*+l)qb*](t,x)dxdt. 0 a 
As a consequence of the energy conservation this also implies 
[~;+(k*+l)~*](t,x)dxdr. (1.4) 
This is in fact the key estimate: the result now follows by applying the 
above inequality to the function cp defined by 
cp(t, xl = [I,* (4~ xl + i(T-3, x,> ds. 
Then cp is again a solution with cp’( t, x) = d(t, x) + d( T- t, x); in particular 
we have 
cp(TI2)=0 and (P’(W) =24(W). 
By applying (1.4) to cp we find 
an estimate which obviously implies the conclusion of Proposition 1.4. 
H = ‘(k*+l)q5*(r,x)dxdt, 0 a 
Proof of Theorem 1.1. Let 4 E C(0, T; H,$Q)) n C’(0, r; L*(Q)) be the 
solution of 
4,t - #xx = 0 in 10, T[ x (0, c) 
f$=o on CO, Tl x (0, c} 
w, x) = 4O(x) in (0, c) 
d’(O, xl = 4’(x) in (0, c). 
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Then as a consequence of Proposition 1.4 applied with a = 0 there exists a 
constant C and a small interval J= (T/2 - 6, T/2) such that 
By integrating over J we obtain 
the constant C remaining uniform if T is bounded and greater than To 
and T- T, remains bounded away from 0. Then as a consequence of 
Theorem 0.2 we find for a different constant K = K(T) 
I~“12+l/~111:~K T 4’(t,x)dxdt, il 0 0 
valid uniformly with respect to the solution 4. Then the result is a 
straightforward consequence of the HUM method. 
Remark 1.5. Theorem 1.1 and Remark 1.3 give a complete answer to a 
question asked in [ 111 by J. Lagnese. Both results can also be deduced as 
a consequence of the main results of [2]. The advantage of the present 
method is that we can obtain explicit estimates which are also efficient for 
treating more complicated cases. 
2. SEMI-INTERNAL CONTROL WHEN Sz IS A RECTANGLE IN R2 
When N> 1, the situation becomes much more complicated. For 
instance if Q = (0, c) x (0,7c) with c > 0 and o := o, x (0, rc) for some 
open strict subinterval or = (c(, /?) of (0, c), then we established in [6, 
Prop. 1.4.11 that for any T>O, F#L*(SZ) x H-‘(Q). Even in this very 
simple-looking example it is quite difficult to compute the space F. At least 
we have the following result which means that F is at worst a space of 
analytic functionals. Some recent results of [2, 161 seem to indicate that F 
is not substantially better (cf. also [S] for a related property). 
THEOREM 2.1. Let c > 0 and define 52 = (0, c) x (0, 71). For any open 
subinterual o, of (0, c) we set o : = o1 x (0, n). Then 
(1) For any T 2 2 Max { CI, c - /3}, the semi-norm p defined by (0.3) is 
a norm on HA(Q) x L*(G). 
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(2) For any ‘T > 2 Max { ~1, c - /3}, there exists a positive constant 6 
such that for any (do, 4’) in HA(Q) x L’(Q) we have 
i 1 
112 
~(4”,4’)36 C eP2nc(14i12+ II4LII”,) 2 (2.1) 
n>l 
where for any cp E L’(Q) the sequence of functions {(p,}, a 1 is deJned by the 
formula 
cp,(x) = jl cpk Y) sin w dy, almost everywhere in x E (0, c). (2.2) 
Proof We define, for any n > 1, a function #,(t, x) on (0, T) x (0, c) by 
the formula 
AAt> x) = j; 4 t, x, Y) sin ny 4, for all t E (0, T) and almost all x E (0, c). 
(2.3) 
Then #,, is a solution of the problem 
a’#,lat’ - a+jn/ax2 + n2dn = 0 in (0, T) x (0, c) 
4,(t, 0) = 4”(& cl = 0 on (0, T). 
By applying Proposition 1.4 to each component 4, and arguing as in the 
proof of Theorem 1.1, we obtain the existence of a small positive number 
E, a constant C, and a small interval J = (T/2 - 6, T/2) such that 
VTEJ, lqS(z)l”< C 1 ezncc-‘) oT 
IIEN 
s.i o &(t, x) dx dt. 
By integrating over J and using Theorem 0.2 we find for a different 
constant K = K( T) 
14°12+ 
valid uniformly with respect to the solution 4. Then the result follows 
immediately, replacing 4, by e”‘d, in the last inequality. 
Remark 2.2. It follows from [6, Prop. 1.4.11 that the terms epznc 
occurring in (2.1) cannot be just dropped. In the “limiting case” oi = (0, /I) 
and T= 2(c-fi) it has been established in [6, Prop. 1.4.71 by a rather 
involved sequence of computations, that (2.1) cannot be substantially 
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improved. Unfortunately this result is not very significant because (2.1) is 
probably not valid when T=2(c- 10, I). (Compare remark 1.3.) 
Remark 2.3. As a consequence of Theorem 2.1, we obtain via the 
HUM method that for any [$O, 1~5’1 EHA(Q)xL*(Q) such that 
there exists h = h(t, x, y) E L*(O, T; L*(Q)) such that supp(h) c [0, T] x 0 
and for which the unique solution 1+5 of
IC/,,-@=Nt,x,y) in 10, T[ x Jz 
l+b=o on [0, T] x 852 
w4 XT Y) = \LO(X> Y) in 52 
V(O,x,~)=l(/ky) inQ 
satisfies $( T, . ) = Ic/‘( T, .) = 0 in Q. Rather than looking for regularity 
conditions on the initial state [Ic/‘, 11/l] which imply the existence of 
such an L*-control supported in [0, T] x o one might ask whether for an 
arbitrary [11/O, $‘I E N;(Q) x L*(Q) some generalized control can be found. 
It follows easily from the estimates obtained above that for any [yQ”, 11/l] E 
H;(Q) x L*(Q) there is indeed a function k = k(t, x, y) E L*(O, T; L’(Q)) 
such that supp(k) c [0, T] x 0 and for which the unique generalized 
solution y of 
$t,-W=4t,x,y) in 10, T[ x Sz 
*=o on [0, T] x iX2 
w4 XT Y) = +o(xY ) in Q 
va 4 Y) = VW Y) in 52 
satisfies y5( T, . ) = @‘(T, .) = 0 in Q, where h is an analytic functional related 
to k by the formula 
h(t,x,y)= 1 enck,(t,x)sinny. 
IIGN 
It is quite easy to give a precise meaning to this statement by working 
component-wise in y. The object of our main result is to generalize this idea 
in the case of a completely internal control, i.e., a control supported on 
[0, T] x 6, where o c Sz. 
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3. THE MAIN RESULT 
In this section, 52 is a rectangle in R* and o a disk inside Q. More 
specifically we normalize the coordinates in order to have Q = (0, c) x (0,rc) 
with c > 0 and w = B(x,, t-a) with x0 E Q, y0 > 0. 
3.1. Preliminaries 
The last result of Section 2 suggests that a suitable extension of the 
HUM method might enable us to find a generalized internal control in 
some class of analytic jiinctionals. The actual result that we obtain is some- 
what more complicated and before stating it we need to introduce some 
function spaces. 
Let (wlJjpN denote an orthonormal basis of L’(Q) consisting in eigen- 
functions of ( --A) in HA(G) and let {Aj}jE N denote the associated sequence 
of eigenvalues. Let ( ) ) denote the usual inner product in H = L*(Q) and 
{cj}jEN be any sequence of positive real numbers tending to infinity with 
j. We introduce the space 
x= 
i 
uEL*(LJ), 1 qj(z41wj)*< +cc (3.1) 
jeN 
endowed with the norm II.II X defined by 
VUEX, (3.2) 
Let X’ be the topological dual of X. Identifying H with its dual, we have 
X=H=H’cX’, with continuous and dense imbeddings. (3.3) 
X’ is also equal to the completion of H with respect to the norm 
{~,EN c;’ (u 1 wj)“} l’*. If the numbers cj tend to infinity sufficiently fast as 
j -+ + 00, then the functions in X are the restrictions to 52 of some functions 
defined on the whole plane and real analytic in both variables. We say that 
X’ is a (Hilbertian) space of hyper-functionals on 0. We also define 
y= UEL2(Q), c l,cj(u~wj)*<+co 
.ie N 
(3.4) 
Y’ is a space of hyper-functionals on Q containing x’. For any (f, h) E 
Y x Y’ we denote by (h,f) the value on f of the hyper-functional h. For 
any (y’, y’) EX) x Y’ and each function h EL’(O, T; Y’) there is a unique 
solution y E C(0, T, X’) n C’(0, T; Y’) of the problem 
Vje N, <Y(t), Wj>” + J-ji(Y(t), WI> = (h(t), Wj> 
Y(O) = Y0 in x’, y’(0) = y’ in Y’. 
on (0, T) (3.5) 
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In the sequel, this solution will be referred to as the generalized solution of 
y” - Lly = h in (0, T) x R 
y=o on [0, r] x %2 
Y(O> x) = Y”(X) in Q 
Y’(0, x) = y’(x) in R. 
Later on, in order for the property “h(t, x) vanishes outside [0, r] x ti” 
to make sense we also need to use the topological dual of a space of 
functions which are smooth with respect o some angular coordinate. More 
precisely we introduce spherical coordinates (I-, 0) of x entered at x0, which 
means that we set 
‘ix E R2, x = x0 + r(cos 9, sin 0), (r, 0) E R+ x R. (3.6) 
We consider the space A’, of functions u E L2(Q) such that u Iw is C” in 8 
with 
.F, Cn*/u + Log n)l -n II w%,ll: < + a 13 (3.7) 
endowed with the norm 
112 
lM:+ c Cn2/(1 +Logn)l-” lI%%)ll: . (3.8) 
fl21 
Remark 3.1. The notion of support has no meaning for general hyper- 
functionals on Q. For instance if u. E C”(Q), u. # 0 and supp(u,) c 0, then 
for any t > 0 the function u( 1, .), where u is the solution of 
u’ -Au = 0 in (0, T) x 52; u=OonC= [0, T] x&I& u(0, .) = #o 
is the limit in X’ [with cj = exp(2Aj)] of the power series expansion in t of 
the exponential formula, all the terms being C” functions supported in W. 
However, the function u( 1, . ), being analytic in x and not identically 0 by 
backward uniqueness, cannot vanish on any open set, and in particular, is 
not supported in 0. 
This shows that there is no notion of support defined for all hyper- 
functionals of X’, consistent with the usual one for C” functions and stable 
under convergence in A”. 
We shall see, however, that the sentence “supp(cp)cO= B(x,, ro)” is 
meaningful for any functional cp E X0 (cf. Lemma 3.7). 
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3.2. Statement of the Result 
We shall establish the following 
THEOREM 3.2. Let R be a positive number such that Q c B(x,, R) and 
T> 2(R - rO). There exists a positive constant K such that if X is defined as 
in Section 3.1. with 
cj = 2’ exp(exp K,$?‘) for all jE N, (3.9) 
then for any (y’, y’) E HA(Q) x L’(Q), there exists a generalized control 
h E L’(O, T; X;, n Y’) with supp(h(t)) c&x,, ro) for almost’ all t E (0, T) in 
the sense that (h(t),f)=Of or any f E X, with f 1 w = 0, and for which the 
solution y E C(0, T; xl) n C’(0, T; Y’) of (3.5) with initial data (y’, y’) 
satisfies 
(Y(T), Y’(T)) = tO,O) in x’ x Y’. (3.10) 
In addition h has the form 
h(t,x)= f (-l)r$+$‘k(t,x), 
p=o 
(3.11) 
where M > 0 is a constant, k E L’((0, T) x Q), supp (k) c [0, T] x W, and k 
is C” in 0. More precisely we have 
&k(t,x))*dxdt< +oo. (3.12) 
Remark 3.3. It is of course possible to interpret the result of 
Theorem 3.2 in terms of solutions in the usual energy space. Indeed, if for 
n E N we define 
h,(t,x)= f: (-l)‘$++‘k(t,x), 
I,=0 
(3.13) 
then for n E N we can consider the solution y, E C(0, T; V) n C’(0, T; H) of 
Y:: - AY, = ktt, xl in (0, T) x Sz, y,,(O) = y”, y;(O) = y’. 
As n+co we have 
Vje N, lim 5 y,( T, X) wj(x) dx = lim f y;( T, x) w,(x) dx = 0. n-m * n-m * 
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Here two remarks are in order: 
(1) The existence of such a sequence h, of “approximated controls” 
is not in itself a new result since, as a consequence of the density of 
F’ in H x V, we can by a suitable choice of h, obtain the convergence of 
(y,(T), yL( T)) to (0,O) in the strong topology of V x H. 
(2) The sequence of solutions y, is generally unbounded in 
C(0, T; V) n C’(0, T; H). For if it were bounded, then by letting n + CC we 
would obtain an exact control hED’((0, T) x Q) with support in 
[0, T] x W, thereby contradicting some recent results of [2, 161. 
3.3. Proof of Theorem 3.2. 
The main idea is a worked-out version of the proof of Theorem 0.1, 
i.e., to use spherical coordinates around x0 to expand the information 
given in 10, T [ x o to a double truncated cone which contains (T/2 - 6, 
T/2 + 6) x 52 for some 6 > 0. The negative results concerning the non- 
existence of an L2-control supported in [0, T] x (I, mean that we must lose 
regularity during this process. Actually we only lose regularity with respect 
to the angle 0 while going forward in r, a circumstance which will turn out 
essential to define properly the condition supp (h) c [0, T] x 0, but also 
the source of considerable technical problems! For instance we cannot 
iterate the procedure, and as an immediate consequence the method 
described below when 52 is a rectangle is only applicable to those domains 
Q such that the eigenfunctions of (--A) in H;(Q) are the restrictions to Q 
of some entire functions defined on C2 and satisfy additional growth 
conditions for the derivatives. 
The proof of Theorem 3.2 involves many steps. Some of them are a 
natural extension of the tools used in the proof of either Theorem 1.1 or 
Theorem 2.1, but in any case we write down complete proofs to allow the 
comparison. 
LEMMA 3.3. Let D denote the linear space made of all finite linear 
combinations of the eigenfunctions wi. Then, V(cp’, cp’) E D x D the solution 
cp of 
cp”-Aq=OinRxQ; cp=OonRxXJ 
cp(O) = cp”, cp’(O) = cpl 
is such that 
VM>O, @M((PI(O,T)Xo)< +KJ. 
Lemma 3.3 appears an immediate consequence of the following 
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LEMMA 3.4. For any jE N, we have 
VpeNwithp> 1, ,~x,y~f~XR {ldS(wj(x,Y))l) G {cjP/(l +LogP))p3 
(3.14) 
where 
C. = 32RA !I2 
J J 
for ail j E N. (3.15) 
ProoJ The eigenvalues and eigenfunctions of (-A) in HA(Q) are given 
by 
{;lj, jE N) = {(mx/c)‘+ n’,mEN,nENwithm,n>l). 
w,,,(x, y) = sin m7r(x/c) sin ny for(m,n)ENxNwithm>l,n>l. 
It is therefore sufficient to estimate the functions a;[sin m(x/l) 
(r cos 8+x0)] and ag[sin n(r sin 0 + y,)] and then to apply the Leibnitz 
formula. Consequently it is enough to estimate the functions 8; [e’“f’@] 
with either f (0) = eis or f (0) = eeis as a function of a, p. The second case 
is of course easily reduced to the first one and we note the identity 
where the coefficients c,,,, defined for 0 <r <n, satisfy the inductive 
formula 
c,+ I,n+l = -ac,, +4r+l)~,+~,,. 
Therefore the coefficients yr,n = a-‘~,. satisfy 
Yr+l,n+l= -Yr,,+i(r+l)y,+l,,. 
Finally if we define (T,,, by yr,n = i”+rrnpro,,,, then c,,, satisfies the induc- 
tive formula 
B r+l,n+l =~r+l,n + [r/(r + l)]“-’ c7r,n. 
Hence by induction we obtain ) c,,~ 1 < 2” for 1~ r Q n. Moreover gO,n = 0. 
Therefore c~,~ =OandifA=Max{l,IaJ} weobtain Ic,,,1<(2A)“r”-‘for 
1 d r d n. Consequently 
Sup 1 XJeiO@‘)l < (2A)” f: rn-‘, VnEN with n> 1. 
GENERALIZED CONTROL FOR WAVE EQUATION 205 
On the other hand we have the obvious inequality 
,z, *- ‘<n Max {P-l, 1~ t<n}. 
The maximum of t”-‘= exp {(n - t) Log t} on [l, n] is achieved when 
t = CI, where c( is the unique solution of the equation n - t = t Log t. Since 
CI > 1 + Log c1 we have c? > n; hence a > n1j2. On the other hand we have 
Log a + Log Log ci = Log(cc Log a) = Log(n - CI) < Log n; 
hence assuming n b 2, 
Log tl < Log n - Log( 4 Log n) = Log(n/Log n) + Log 2. 
As an immediate consequence we find since 1 + Log n < 2 Log n for all 
n32 
CI “-“=exp{(n-a)Logcr}<exp{nLog(n/Logn)+nLog2} 
= (2n/Log n)” < {4n/( 1 + Log n)}n. 
Since on the other hand we have n < 2” it follows that 
Sup j13;(e’“““)l < (16A)” 
[I+logn] 
for all n EN with n > 1. 
(Note that this inequality is trivial for n = 1.) As a consequence of the 
Leibnitz formula, for all b E R we now find with B = Max { 1, 1 b ( }, 
sup 1 a#” cos “)I 
Cf:G(k) G(n -k), 
where the function G: N + R is defined by 
with 
G(P) = CFb)Y for all p > 0, 
F(0) = 1, F(p) = 8Bp/( 1 + Log p) for all p > 1. 
Since F: N + R is increasing we have G(k) G(n -k) < G(n) for all n 3 0 and 
0 < k < n. Therefore 
f: CEG(k) G(n - k) < 2”G(n) = forall n>l. 
k=O 
409.,15311-14 
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As an immediate consequence we obtain 
sup 1 f3;(eib”““0)l <(l~~gn~ forall n31 
Replacing tl by 8 - n/2 we also have 
sup 1 a;@?” si” e )I<( ‘6&r )” 
l+Logn 
forall ~21. 
From the two inequalities above we deduce at once 
Sup ) Bz[sin(b sin 0 + a)]1 
for all n > 1 and all b, u in R. 
Sup 1 a;l[sin(b cos 8 + 8)]1 
for all n Z 1 and all b, /? in R. 
By using once more the Leibnitz formula, we now find with C= 
Max { nR, nmR/c} 
forall pENwithp>l. 
This last inequality obviously contains the result since Q c B, and by the 
symmetry properties of the eigenfunctions wi(x, y) since Max {n, ,x/c} < 
1;” for all j E N if we define Aj = (mn/c)’ + n*, as previously said in the 
introductory part of the proof. 
Proof of Lemma 3.3. It is sufficient to note that V(cp’, cp’) E D x D the 
solution cp of 
cp”-dq~~=O in Rx@ cp=OonRxXJ 
40) = cp”, cp’(O) = cpl 
is just a finite sum of the form 
where wj, zi are some eigenfunctions associated to S. 
We now turn to the crucial step of our construction which is the object of 
the following lemma. 
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LEMMA 3.5. Let R and T be as in the statement of Theorem 3.2. Then 
there exists M, q > 0 such that 
V(cp’, ‘p’) E D x D, ~M((~I(o,~)xo)~~(l(~~l~+ Ilcp’ll:). (3.16) 
Prooj First we observe that cp can be extended by symmetry and 
periodicity to a solution of the wave equation in R x R2, and for any m E Z 
we define, taking here x0 = 0, 
.P( t, r) = ji‘ cp( t, r cos 8, r sin e) eime de, V(t,r)ERxR+. 
It is immediate to check that zm is a (complex valued) solution of the 
equation 
Let z = 4, + id2 be the decomposition of z in its real and imaginary parts: 
then for i = 1,2 the component 4i is a real valued solution of 
At this level the energy estimates of Section 1 (Proof of Proposition 1.4) 
can be imitated. More precisely we apply the identity 
d 
z ‘--p s 
~-“-~‘f(t,x)dt=-f(T+~-r,r)-f(r-~,r)+j’-’r-Y’~(t,r)dt, 
r--P 
valid for any smooth function f and p E (0, ro) to 
f (t, r) = rC# + 4f + m2d21(4 r). 
After integration by parts in t we obtain rather easily the inequality 
d 
s 
T-(r--P) 
dr r--p 
r[& + 4f + m2$2](t, r) dt 
<C Iml jT-(r-,I rC4f + 4; + m2d21(t, r) & 
r-P 
valid for any r E (p, T) and p E (ro/2, ro). By integrating this inequality we 
find by letting R - r o:=T/2-6,6>0 and assuming 0<~<6/3, 
VP E Cro - 3~ r. - ~1, b-e Cro, RI, 
i ~~~~f(t,r)dt~~T~~r~p~f(t,r)dt~eciml(’Pn~~~~~~f(t,p+~)dt. r--P 
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In this formula we fix q “very small” in a sense to be specified later. Then 
by averaging the right-hand side in p over [r, - 3q, r,, - 2~1 we find 
s T/2 + d VrE Cro, RI, T/2 - 8 
(3.17) 
By using the equation we have on the other hand 
(r ~44)~ - (r I#,), - r& + r4f - r 4#, + (m’lr) 12(6 xl = 0, 
and by multiplying by a fixed function < E D((0, T) x (r,, - 34 rO)) such that 
c E 1 on [q, T-n] x [r,, - 21, r. - ‘11 we find the estimate 
T--l 
s I 
‘0 - v 
s[@ + (m2 + 1) d’](t, s) ds dt 
‘I ro-2s 
~c~40T~~-3q r(& + $2)( t, r) dr dt. (3.18) 
From (3.17) and (3.18) we deduce 
I 
T/2 + 6 
VrE Cro, RI, T/z-s fk W 
GM(v) e Clml(r-r0+2~) s[& + d2](t, s) ds dz 
and this implies in particular for rl small enough 
r[& + 4,’ + n~‘1~](t, r) dr dt 
ClmlCR--ro+%) 
T ro 
GM(v) e 
ss 
r[# + #2](t, r) dr dr 
0 0 
with J : = (T/2 - 6, T/2 + 6). In this estimate it is clear that n can be taken 
as small as we wish. In addition we can obviously replace the interval 
(ro, R) by (r. - q, R) if we replace 21 by 3~ in the right-hand side. Then by 
using again a localization argument as above we obtain easily 
~o~“r[~~+~~+m2(2J(tr)drdf~M’(~)~T~ror[~~+~2J(~,r)drdt. 
0 0 
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By combining the two estimates we infer 
if 
R 
r[#: + & + m2d2](t, r) dr dt 
I 0 
T 10 
<K(v) e 
Clml(R-ro+s) 
Sf 
r[q5: + b2](t, r) dr dt. 
0 0 
By coming back to z, we obtain in particular 
Sf 
R T 
r (z~12drdt<KeC(R)i”’ 
J 0 ss 
“r{lzyl’+ Izm12} drdt. 
0 0 
On the other hand, by integrating Im I times by parts in the formula 
defining z”’ we find for m # 0 
(-im)‘“’ z”‘(t, r) = 1’” a~miq(t, r cos 8, i sin 0) eime d0. 
0 
As a consequence we have for m # 0 
and therefore by letting p = I m ( and summing up in m E Z we now find the 
basic estimate 
ff 
M2P T 
cP:(t,x)dxdt<C, 1 2 ff p,,W) 0 0 
(I~~cp,12+IJ~cp12}dxdt, 
J RR 
which implies immediately 
Sf 
&f2P T 
cp:(t,x)dxdt<C, 1 2 if ,,,W) 0 0 
b%cp,12+ lQh42} dx& 
JR 
valid for any solution cp with initial data in (cp”, cp’) E D x D. By applying 
Theorem 0.2 to the solution pt we deduce in particular 
f 
&f” T 
VtER, cp;(t,x)dxdt<C, c - 
R IS peN WI’ 0 
{lW~,l~+lQ~l~) dxdt. 
OJ 
(3.19) 
As in the proof of Proposition 1.4 the result now follows by applying the 
above inequality to the function CD defined by 
s,x)+cp(T-s,x)}ds. 
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Then @ is again a solution with @‘(t, x) = cp(t, x) + cp( T- t, x); in 
particular we have 
@(T/2)=0 and a’( T/2) = 2q9( T/2). 
By applying (3.19) to @ we find 
since in this inequality, we can replace T/2 by any r in a small interval 
J’ = (T/2 - 8, T/2). Then as a consequence of Theorem 0.2 applied to the 
solution cp, the conclusion of Lemma 3.5. follows at once. 
Proof of Theorem 3.2 continued. It follows in particular from the 
conclusion of Lemma 3.5. that the function p: D x D + R defined by 
is a norm on D x D which dominates the norm of H x V’. In the sequel we 
denote by G the completion of D x D under the norm p. Therefore we have 
the imbeddings 
DxDcGcHxV’, 
the imbedding on the right-hand side being continuous and dense. We can 
now modify the HUM method as follows. For each (cp’, cp’) E D x D we 
consider the solution cp of the homogeneous equation and we set 
It turns out that this infinite series is convergent in a very large space of 
hyper-jiinctionals, more precisely we have 
LEMMA 3.6. The operator L has a unique extension as a bounded 
operator : G + L2(0, T; XL n xl), where the coefficients cj defining the space 
X are bounded by 2’ exp(exp KC,) for some constant K> 0. 
Proof of Lemma 3.6. 
(1) For each (cp”, qp’) ED x D we consider the solution cp of the 
homogeneous equation and we introduce, for all k E N, the operator 
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We establish that as k + + co, the function Z+(cp’, cp’) converges to a limit 
in L*(O, T; X0) and that the limit L(cp’, rp’) remains bounded in 
L*(O, T; X0) if p(q”, cp’) is a priori bounded. To this end, we note that for 
k, p arbitrary in N x N with p > k the following estimates hold true: 
v$ E L*(O, T; X,), ss T [h,-h,)II/dxdt 0 D 
where h, := L,(cp’, cp’) and C is some finite constant. Therefore, 
L,(cpO, cp’) is a Cauchy sequence in L2(0, T; X0). In addition by letting 
k = 0 and p -+ + cc in the estimate above, we see that the limit L(cp’, cp’) 
remains bounded in L*(O, T, X8) if p(q”, cp’) is u priori bounded. Hence the 
operator L has a unique extension as a bounded operator: G -+ L*(O, F, X0). 
(2) We observe that by Lemma 3.3, all the eigenfunctions are in 
E = X, and therefore for any cp E L2(s2) and j E N, we have 
hence 
which means in particular that E’ = X0 is a subspace of the space X’ when 
X is defined by the coefficients c, : = 2’ (I w, II i. 
(3) Now that the limit L(cp’, cp’) has been identified as an element of 
L’(O, T; A”) for some (very large) family of coefficients cj, it is natural to 
ask about the actual “regularity level” of this limit. For any II/ ED, we can 
write the formula 
v’t E(0, T), s (4 - h,J(t, xl $(x1 dx n 
a%?k X) x,) %vb) dX 
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By applying this formula with II/ = wj or - wj, we find 
with 
This is easily seen to imply the convergence of L,(cp’, cp’ ) to L(cpO, cp’ )
also in the smaller space L2(0, T; X’), where the coefficients cj are now 
given by 
VjEN, 
03 M2” 
cj=2’ 1 
m=oo2 0 s 
1 a;w,(x)12 dx. 
It is clear that this gives a better regularity than in (2). We also obtain 
that L is a bounded operator G -+ L’(O, T; X’). We now compute an upper 
bound for cj: first, we have the obvious inequality 
VjtzN, s lapvj(x)12 dx6 0 
which implies (since mm < e”m!) the estimate 
Of course the constant (CD I plays no role in the definition of X and can 
therefore be eliminated. In order to evaluate the right-hand side, for any 
constant S > e we introduce the function 
g(t) := t[Log S- Log(1 + Log t)]. 
Sinceg’(l)=LogS-l>Oandg(t) +---ast++co,themaximumofg 
for t > 1 is obtained when g’(t) = Log S- Log( 1 + Log t) - l/( I+ Log t) = 0. 
At such a point t > 1 we have first 1 + Log t > S/e, then Log( 1 + Log t) > 
Log S - e/S; hence 
g(t) Q (e/S) t Q (e/S) es- ’ = es/S. 
In particular we obtain 
Max {[S/( 1 + Log t)12’, 1~ t < + co } d exp(2e”/S). 
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Let Sj : = eMC, + e. By letting d, : = 2-(j+ i’cj we first obtain 
It is an easy matter to check the inequality t exp(2tP ‘e’) d exp(exp t) for 
all t > e. Therefore from the above inequalities we deduce 
(2 Iwl)-’ c,62jexp{exp(eMC,+e)}. 
As a consequence of (3.15). and since Jj is bounded away from 0, this 
last estimate obviously implies the concluding estimate for a suitable 
constant K 
LEMMA 3.7. For any functional cp E X0, let us say that supp(cp)cW = 
B(x,,, rO) if and only if (cp, f) = 0 f or any f E XB with f Id = 0. Then this 
notion of support is consistent with the usual one in the sense that if 
q E L*(Q) and (cp,f ) = 0 for any f~ X0 with f 1 w = 0, then ess supp( cp) c 6. 
In addition the set of functionals cp E X0 such that supp(cp) c 0 is closed 
in X0. 
Proof of Lemma 3.7. The closedness property is immediate. In addition 
if MEL* and (cp,f)=O for any fEX, with flw=O, then since 
eimep(r)E X, for all functions p(r)E L2(0, R) and any me Z, we obtain 
easily the second part. 
End of proof of Theorem 3.2. Let X be as in Lemma 3.6. For any 
(cp’, cp’) E G, we solve in C(0, Z X’) n C’(0, T; Y’) the backward problem 
V’-~$=UcpO, cp’), $(T)=+‘(T)=0 
and we define /i: G -+ X’x Y’ by the formula /l(cp’, cp’)= (Ii/‘(O), -$(O)). 
It follows rather obviously from the usual computation of the HUM 
method that n : G + G’ is continuous and coincides in fact with the duality 
map G+G’. 
From now on we denote by E the energy space I/x H and by 
S: H x H + H x H the involution defined by the formula 
V(cp’, cp’)~HxH, S(cpO, cp’) = (CP’T -cpO). 
Since S(E) c G’, we have S(E) c n(G). Therefore for any ( y”, y ’ ) E E, an 
exact generalized control is obviously given by the formula 
h= L(A -.‘(y’, -y”) 
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and we also obtain the formula (3.11) with k := (pxW. Finally since 
(cp’, cp’) E G, we have immediately (3.12); moreover as a consequence of 
Lemma 3.7 and the proof of Lemma 3.6, the series defining h also makes 
sense in L2(0, T, X0) with supp(h(t)) c B(x,, yo) for t E (0, T) as stated. 
Remark 3.8. Since Aj is of the order of j as j + + co, we can also take 
ci = exp(exp K’j”‘) for all j E N, for some other constant K’ > 0. 
But the interesting point is rather the comparison with Aj since this 
determines the regularity of the control h. Recall for instance that the case 
cj= (exp ;41/2) corresponds roughly to a space X’ made of analytic 
functionals (cf., e.g., [4, 151 for the theory of solutions of the wave equation 
in this class). The control obtained here looks much worse than that, 
although it has the regularity of an analytic fuctional with respect to the 
spherical coordinates (r, 0). It would be interesting, if possible, to improve 
the regularity of our space X’ by a relevant use of complex analysis for 
instance. 
Remark 3.9. Numerical experiments of P. Joly seem to indicate that the 
estimate (3.14) is (perhaps paradoxically!) nearly optimal. Since this is one 
of the crucial tools in the estimate of the coefficients cj, it does not appear 
so easy to improve on (3.9). This regularity problem probably deserves 
a deeper investigation, also in connection with the possible extensions 
mentioned in Section 4 below. 
Remark 3.9. It is rather clear from the proof of Lemma 3.6 that we 
have in fact h E C”( [0, T]; X’) if the constant K in (3.9) is slightly 
increased. Therefore the control h and the controlled solution are smooth 
in t as functions: [0, T] --* X’. 
4. SOME POSSIBLE EXTENSIONS 
Our final result (Theorem 3.2) is of a quite technical nature and rather 
unpleasant, and in this paper we made an effort to make it look more 
natural by a gradual increase of the difficulty through Sections l-3. 
Philosophically it is very important to know the existence of such a 
generalized control, even though the physical interpretation of our space X’ 
looks at first sight like pure nonsense. It is our hope that part of the 
methods used in this work can be used to study some other situations. This 
last section is devoted to some conjectures and partial results on related 
exact controllability problems. 
GENERALIZED CONTROL FOR WAVE EQUATION 215 
4.1. Higher Dimensions or Other Domains 
It is clear that what we did carries over without any major change to the 
case of the internal control when the rectangle is replaced by an N-dimen- 
sional product of intervals Q = n, G iG N (0, ci). For N B 2 our construction 
works, replacing the Q-derivative by the (N - 1 )-dimensional Laplacee 
Beltrami operator on aw. The case of two-dimensional domains other than 
a rectangle seems much more delicate to treat, at least by the present 
technique, if one considers how difficult it has already been to get the 
relevant estimates on the quantity Sup,,, ,V) ER x n { 1 a$( w,(x, y ))I } in the 
simple case of the rectangle where the eigenfunctions are given by explicit 
formulas. However, we believe that much more should be done in this 
direction. 
4.2. Boundary Control 
It is a natural idea to try to extend our method to the case of a boundary 
control, i.e., trying to get a generalized (very singular) control acting on a 
small part of a!S (the case of a control acting on a “large” part of dQ is 
rather well understood, cf., e.g., J. L. Lions [12-141). 
4.3. A Model of Rectangular Plates 
It is rather natural to expect, from the point of view of mechanics, that 
a better result can be obtained for the control problem 
y” + A*y = h in (0, T) x Q 
y=Ay=O on [0, r] x asz 
Y(O, x) =yO(x) in Q 
Y’(O, xl = Y’(X) in Q. 
This problem has been solved recently by S. Jaffard [S] when Q is a 
rectangle: by using some results of J. P. Kahane in Harmonic analysis of 
pseudo-periodic functions, he established for any T> 0 and any open 
subset o of Q the existence of a classical exact control h E L’(O, T, L*(Q)) 
with supp(h) c [0, T] x W. 
4.4. Existence of a Classical Control for Analytic Data 
By duality with respect to the result of our main Theorem 3.2, it is 
rather reasonable to expect the existence of a classical exact control 
h E L2(0, T; L*(Q)) with supp(h) c [0, T] x w for any initial state 
[ y”, y’] E Xx X, say. Such a result does not seem to follow easily from our 
method, even if we impose the very strong hypothesis [ y”, y’] ED x D. 
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