Proteomic tools offer a new platform for studies of complex biological functions involving large numbers and networks of proteins. Intracellular networks of proteins perform key functions in neurons and glia. The unicellular eukaryote Saccharomyces cerevisiae has been the prototype for eukaryotic proteomic studies, and when combined with genomics, microarrays, genetics, and pharmacology, new insights into the integrated function of the cell emerge. The anatomical complexity of the nervous system both in cell types and in the vast number of synapses introduces novel technical and biological issues regarding the subcellular organization of protein networks. Here we will discuss the technology of proteomics and its applications to the nervous system.
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What is proteomics?
The completion of the human genome sequence was a tour de force of technology and international cooperation, but it came as a surprise to many that at first sight we have barely more genes than the fly and worm. Our human complexity must therefore be sought elsewhere, and interest has shifted to studying gene function and the way gene products interact. The large-scale study of proteins encoded by a genome has become known as "proteomics." Proteomics has recently been expanded to include all manner of protein studies, from yeast two-hybrid protein interaction studies to structure determination by x-ray crystallography, but we suggest that it should be limited to its original interpretation, as part of functional genomics.
In this interpretation, proteomics is justified by two things: the development of high-sensitivity mass spectrometry techniques and the availability of large databases: originally protein databases, then expressed sequence tag (EST) databases, and now complete genome sequences. This combination means that with clever biology and sample preparation, proteins can be identified at the rate of several thousand per day. The problem of making sense of this wealth of information is only beginning to be addressed, but we and others have shown that powerful insights into function can be made.
Proteomics to date is anchored in mass spectrometry and bioinformatics and is about the analysis of many proteins in parallel. Importantly, in almost all cases proteins do not work alone but rather as part of larger complexes; thus proteomics lends itself to the study of the functions performed by these complexes. The proteome is dynamic and varies with time and with cellular location. Thus proteomics is a massive undertaking, and it is misleading to believe that it has an end point in the sense of completing a proteome. To bring clarity, we suggested that proteomics be divided into expression proteomics and interaction (Cell Map) proteomics.
Expression proteomics is the large-scale study of variations in protein expression and is analogous to differential gene expression. So far it is based on the relatively old technique of twodimensional gel electrophoresis, revitalized by the ability to characterize almost all of the separated protein spots by mass spectrometry. A good gel can separate several thousand proteins, and robots are now commercially available for staining gels, spot excision, and subsequent proteolysis before mass spectrometry. Among the limitations, certain important classes of proteins, such as membrane proteins, do not readily enter gels, and because protein abundance varies over a huge range it is essential to have enrichment strategies if proteins other than "housekeeping" proteins are to be seen. As an alternative to gels, isotope-coded affinity tags (ICATs) and mass spectrometry (Gygi et al., 1999; Ideker et al., 2001 ) can be used. With this method, a variation in the expression of specific proteins between two samples is detected by differential mass analysis of peptides labeled with stable isotopes. It is important to point out that expression proteomics is not replaced by mRNA microarray methods because there is only a moderate correlation (r ϭ 0.61) between changes in protein abundance and mRNA (Ideker et al., 2001 ). In addition, microarray methods give no insight into protein modifications such as phosphorylation.
In our opinion, using proteomic approaches to study protein complexes and signaling pathways is likely to provide a better route to understanding how proteins interact to form cellular machines. We termed this Cell Map proteomics, but it is also known as interaction or functional proteomics (Blackstock and Weir, 1999) . It is not two-dimensional gel-and image analysisbased and has inherent enrichment of proteins of interest by affinity purification, so many of the problems of expression proteomics are absent. Although yeast two-hybrid approaches for the study of protein interaction have higher throughput, the interaction is not in an authentic cellular context, the incidence of false positives is high, and putative interactions require extensive validation.
Affinity enrichment is widely used in cell map proteomics, and this can be approached through the optimization of various affinity reagents with specificity toward the proteins within a complex of interest (e.g., NMDA receptor complex) (Husi and Grant, 2001a ). An alternative generic strategy is the use of engineered affinity tags such as the tandem affinity purification strategy (Rigaut et al., 1999) , which shows great promise. This procedure, relying on the ability to express a dual-tagged cDNA in the cell of interest and recover sufficient protein for mass spectrometry, is well established in yeast and mammalian cell lines and could be adapted for studies in the nervous system through various transgenic methods.
Proteins isolated from gels or tagged with stable isotope labels or purified complexes are now rapidly analyzed by mass spectrometry. Proteins can be analyzed at the low femtomole level, which for protein complex purification requires 10 8 -10 9 cells. Protein mass alone is insufficient to identify a protein, so samples are always subjected to proteolysis, usually with trypsin, and the pool of tryptic peptides is analyzed by one of two methods. If the protein is relatively pure, for example a single spot from a two-dimensional gel, then a peptide mass fingerprint generated by matrix-assisted laser desorption mass spectrometry (MALDI), may be sufficient. This approach has the advantage of being rapid but in reality is only successful for pure samples of high abundance and for fully sequenced genomes. It is also not suitable for defining post-translational modifications. Thus, MALDI is often used as a prescreen for the second and more powerful approach of low-flow HPLC tandem mass spectrometry. Here the peptide pool is partially separated by liquid chromatography (LC) and tandem mass spectrometry provides both mass and sequence information on many thousands of peptides, under complete automation. The approach is very powerful and is used for protein complexes, ICAT strategies, and, with additional LC, for the analysis of the whole yeast proteome in a single experiment (Washburn et al., 2001) .
As noted, proteomics relies on mass spectrometry and on the availability of large and ever-growing databases. Many excellent software packages are available for searching mass spectrometry data against protein, EST, and genome databases. Most current efforts are going into building integrated sample management and protein identification with intelligent decision-making. Our experience is that at very low levels, manual interaction with databasesearching tools is essential. Proposed interactions need validating, and although large data sets are in some ways self-validating, there remains a gap between the rate at which proteins can be identified and the rate at which they can be validated.
Functional proteomics in neuroscience
As with the emergence of any new tool, the old chestnuts in neuroscience will be subject to another round of interrogation. We will briefly discuss some of the more obvious applications and raise issues specific to the nervous system. First, at the level of individual cells in the nervous system, by far the most attention has been historically focused on the electrical properties of neurons and their connections at synapses. And here the majority of this study has focused on ion channels and neurotransmitter receptor subunits, which are well known to be subject to regulatory phosphorylation. Identification of phosphorylation sites has traditionally been performed using radioisotope labeling, which is difficult in tissues. Mass spectrometry, which detects the mass of the phosphate group, is rapidly replacing isotopic methods (Larsen and Roepstorff, 2000) and will guide the generation of new phosphospecific antibodies, which are now a staple of the signal transduction biologist.
Simply identifying the presence of proteins in key compartments within neurons and glia will provide an essential framework for understanding function. The synaptosome fractionation method opened up biochemical approaches to purification of synaptic proteins (Cotman and Matthews, 1971; Gombos et al., 1971; Soifer and Whittaker, 1972) . Synaptic compartments [synaptic vesicles and postsynaptic densities (PSDs)] are two notable fractions on the presynaptic and postsynaptic side, respectively. The expression proteomic approach of identification of individual proteins with Edman sequencing and mass spectrometry has so far yielded ϳ30 proteins (Walikonis et al., 2000) , in contrast to the functional proteomic approach, which suggests that the molecular complexity of the PSD is far higher (Husi et al., 2000) . These neuronal fractions and specialized glial structures such as the paranodal axoglial junction are ripe for proteomic analysis.
In the same way that mRNA microarray methods can be used for expression profiling in brain diseases, expression proteomics has similar applications. Microarrays are being widely used in disease profiling (Mirnics et al., 2001) and, in the case of a study of schizophrenia (Mirnics et al., 2000) , have led to the identification of several candidate molecules known to be involved with presynaptic function. In contrast, a proteomic study (Edgar et al., 2000) identified a different set of molecules. It is too early to systematically compare the approaches; however, as suggested by experimental systems, the correlation between mRNA and protein levels is modest, and it seems that a more integrative analysis taking into consideration both sets of data with other bioinformatic information will be more productive.
Functional proteomics and molecular networks
The multiprotein complex of intracellular proteins associated with receptors and channels is well known to be involved with signal transduction both at the level of modulating the receptor/ channel (Browning et al., 1985; Levitan, 1985) and in functionally driving downstream pathways connecting to plasticity machinery within the neuron (Migaud et al., 1998; Grant and O'Dell, 2001 ). Mass spectrometry, antibody, and yeast two-hybrid methods are well established tools for characterizing these complexes and are approaches that can be extended to all other nervous system receptors and channels (Husi and Grant, 2001b) .
As discussed above, proteomic methods can produce overwhelming quantities of data. These often take the form of lists of proteins such as those found in the NMDA receptor complex (Husi et al., 2000) or lists of interacting proteins found in genome-wide yeast two-hybrid screens (Schwikowski et al., 2000) . Bioinformatic annotation of these lists provides a powerful insight into the function of individual molecules as well as new ideas about the molecular basis of cellular functions. For example, approximately one-third of the ϳ75 proteins found to be associated with the NMDA receptor were known previously to be involved with the induction of long-term potentiation or longterm depression. This indicates that the general function of these complexes is in the induction of plasticity, but also predicts that associated proteins of unknown physiological function will also participate in plasticity. This message that function is predicted from knowledge of interaction partners also emerged from an analysis of 2709 protein interactions in the yeast S. cerevisiae.
One of the first surprises of this cell-wide study of yeast interactions was that a single large network of 2358 interactions between 1538 proteins was made and the next largest network contained only 19 proteins (Schwikowski et al., 2000; Tucker et al., 2001) . Proteins of similar function were close to each other and organized into clusters separated by no more than two other proteins. This allows one to predict the function for a novel protein clustered with those of known function. Figure 1 shows a schematic example of the organization of these networks of individual interacting proteins and the functional group interaction map.
These networks or maps of protein interactions and function have not been produced for neurons to date; however, they will need to take into consideration the dramatic contrast in spatial organization of the two cells, spherical yeast versus stellate neurons. Simply put, the synapse will be the location of specific networks (here referred to as synaptic networks), which are satellites connected to a single network at the soma (soma networks) (Fig. 2) . The soma network may share many common features with that described from yeast because that is a generic cell. Moreover, the synaptic networks may have clusters of proteins (functional sets) that are also found within the soma network, such as those involved with vesicular transport, protein synthesis, or signal transduction.
Molecular network maps of neurons with soma networks connected to synaptic networks will provide a wealth of interesting questions, many of which lend themselves to computational models. A diverse set of proteomic approaches is relevant to the study of protein networks in neurons. The levels of individual proteins, interactions, phosphorylation, and activity (enzyme assays) could be monitored and, where possible, preferably in live cells. The cell biology of protein networks will move away from the study of a single protein and move toward studies of multiple proteins simultaneously. Yeast studies suggest that a highly integrated approach to the study of networks is required where genetics, expression arrays, and proteomics are combined (Ideker et al., 2001) . Perhaps the most exciting aspect of studying the function of intracellular molecular networks will be in understanding how they contribute to neuronal networks at the level of circuits and how these intracellular networks regulate behavior. Figure 1 . Schematic of protein interaction networks in a simple cell. a, A simple hypothetical protein interaction map for 100 proteins. Each protein is shown as a black dot, and connections between pairs of proteins are indicated by single lines. This is a simple adaptation of a 1200 protein interaction map from Schwikowski et al. (2000) . b, Functional group interaction map. Because most interactions are between proteins in the same functional class (Schwikowski et al., 2000) , it is possible to summarize the map in a to boxes with a functional definition. In this arbitrary example we have connected various boxes, which on the basis of a published yeast interaction study could be: A, Amino acid metabolism; B, protein degradation; C, cell cycle control; D, signal transduction; E, cell polarity; F, vesicular transport; G, cell structure. Figure 1a . b, A map of interactions superimposed on the subcellular architecture of neurons. The soma network is the same as that for the spherical cell, and five individual synapse protein interaction maps are shown. The synapse networks could under many conditions behave autonomously, and under other conditions interact with the soma network. The spatial organization of neuronal architecture will present novel regulatory features as well as pose methodological challenges.
