Classical principal component analysis on manifolds, e.g. on Kendall's shape spaces, is carried out in the tangent space of a Euclidean mean equipped with a Euclidean metric. We propose a method of principal component analysis for Riemannian manifolds based on geodesics of the intrinsic metric and provide for a numerical implementation in case of spheres. This method allows e.g. to compare principal component geodesics of different data samples. In order to determine principal component geodesics, we show that in general, due to curvature, the principal component geodesics do not pass through the intrinsic mean. As a consequence other means, different from the intrinsic mean, enter the setting allowing for several choices of a definition for geodesic variance. In conclusion we apply our method to the space of planar triangular shapes and compare our findings with standard Euclidean principal component analysis.
Introduction
Means and principal component analysis (PCA) play an important role in statistics. In shape analysis means and principal components (PCs) are sought for on shape spaces which can be viewed as a pre-shape sphere modulo a compact group action, i.e. as Riemannian manifolds (apart from possible singularities) with non-zero curvature, cf. e.g. [11] , [18] , [21] , [22] and [23] . Presently, in order to perform PCA, a Fréchet mean on the pre-shape sphere is computed with respect to the Euclidean metric when embedding the sphere in Euclidean space.
In the tangent space of that mean standard PCA is employed again based on the Euclidean metric cf. e.g. [4] and [8] . We will give a briefing in Section 6.2.
Based on older works treating intrinsic means on arbitrary Riemannian manifolds in the sense of centers of mass (cf. e.g. [10] and [14] ), more recently, an algorithm and convergence bounds for computing such means have been established on general Riemannian manifolds with applications to shape spaces [16] , cf. also [6] for intrinsic means of Lie groups.
In this paper we propose a method of PCA based on the intrinsic metric. This will be done in the following section. One could think (as done in e.g. [6] ) that an intrinsic mean would qualify for an offset of a geodesic approximating a given data set best in the sense of least squared distances as is the case in an Euclidean setting. But, intuitively spoken, due to curvature, principal component geodesics might meet at a point different from the intrinsic (Fréchet) mean. Actually, proving by an example that they do so turned out to be nontrivial. The setup and the proof of it in the following sections are one main result of this paper.
As the intrinsic mean does not come to lie on the minimizing geodesic various possible definitions of total geodesic variance come to mind.
In the fifth section based on the general method presented in Section 2.3 we develop an algorithm finding the intrinsic mean and the principal component geodesics on spheres of any dimension. As the shape space of planar triangles is a two-dimensional sphere in three-dimensional Euclidean space, we can illustrate our results with planar triangular shape data. Our method allows to compare principal component geodesics of different data samples graphically.
In fact, using arbitrary geodesics instead of projections of straight lines in the tangent space of a mean (the projections are usually again geodesics) we obtain a better fit and find an increase in the amount of variance explained by the first principal component geodesic. These findings encourage our effort to apply the method to more general shape spaces in future work.
We note that alternatively to Kendall's shape space model which we treat here, in case of a hyperbolic model for simplex shape spaces much work has been done finding algorithms converging to the intrinsic Fréchet mean, cf. [15] , [17] and [19] . In [13] planar circular shapes are modelled in an infinite dimensional Riemannian shape space, shape variation is studied along geodesics there.
The idea to use curves as principal components is not new. In [6] principal component geodesics in special Lie groups are used, in [5] principal curves of low frequency are sought for planar distributions.
PCA Based on Geodesics
Let M be an m-dimensional Riemannian manifold with induced metric d(·, ·). Whenever speaking of a geodesic we will mean a geodesic of maximal length.
Therefore we define
By X we denote a M -valued random variable, e. g. given by N data points p 1 , . . . , p N ∈ M with equal probabilities.
Means and Principal Component Geodesics
on M .
on G(M ) .
In Euclidean space intrinsic mean and first principal component geodesic are uniquely determined (save for obviously generic cases) and the first principal component geodesic passes through the intrinsic mean. We shall see that in general the latter is no longer the case for spaces with non-Euclidean geometry.
We assume in this paper that p, γ 1 and all further, below defined means and principal component geodesics exist and are uniquely determined. For most experimental situations this is the case.
We call a geodesic γ 2 ∈ G(M ) that minimizes (2) over all geodesics γ ∈ G(M ) that have at least one point in common with γ 1 and that are orthogonal to γ 1 at all points in common with γ 1 a second principal component geodesic to X . the orthogonal projection of X onto γ j , 1 ≤ j ≤ m . In most practical situations these projections will also be uniquely determined.
2 ) on the geodesic γ j will be called an intrinsic mean of X on the geodesic γ j , 1 ≤ j ≤ m.
Geodesic Variance
Suppose we have given the principal component geodesics γ 1 , . . . , γ m , the intrinsic mean p, the principal component geodesic meanp and the intrinsic mean p (1) on γ 1 to a M -valued random variable X .
In Euclidean space we have thatp = p = p (1) and for the total variance
with the variances explained by the s
The generalization of (3) 
We call the generalization of the second term in (3) the geodesic variance explained by the s-th principal component geodesic,
and set
These amounts, however, can be unduly distorted as a result of curvature (cf. third column in Table 1 in Section 6.4).
The generalization of the third term in (3),
will be called the geodesic variance explained by the s-th principal component geodesic, 1 ≤ s ≤ m, as obtained by residuals.
Furthermore, we set
For dimension m = 2 or for m > 2 when comparing only total variance with variation explained by the first principal component geodesic mixing both definitions we set
Replacingp by p (1) we propose the definition of mixed geodesic variance by
The definition (4) is very similar to the definition of geodesic variance in [6] for Riemannian Lie groups. There, however, p is used instead ofp. Also, defining higher order principal component geodesics the authors do not require orthogonality at the point of intersection but make use of the multiplicative structure of the group in a natural way. The results are applied to threedimensional medical imaging, cf. also [7] .
A Method for Principle Component Analysis Based on Geodesics
In this section we propose a method for a principle component analysis based on geodesics for a special class of Riemannian manifolds. The method will produce a fixed point equation
which naturally defines a numerical algorithm y n+1 = f (y n ).
We apply this method in Section 5 without proving convergence of the numerical iterations in general. In fact, it turns out that the convergence is rather good when applying the algorithms to the data in Section 6.
As is well known, every Riemannian manifold M can be embedded isometrically in Euclidean space of sufficiently high dimension. This is a famous theorem by J. Nash [20] . Sometimes a suitable non-isometrical embedding M → R n can be preferred. In any case, for n > m sufficiently large we assume here that an m-dimensional Riemannian manifold M and its tangent spaces are implicitly defined by
with a suitable smooth function φ : R n → R n−m and dφ(x) :
having full rank for all x ∈ M . Then M is closed and thus complete and therefore maximal geodesics t → γ(t) are defined for all t ∈ R. We denote by ·, · the Riemannian metric on T x M which is in case of an isometrical embedding the standard Euclidean inner product.
Before continuing we remark that in general the representation (9) will be possible in local charts only. Our method explained below might then become much more complicated by use of transitions between several charts. It may be even more complicated for topological spaces for which only subspaces can be treated as Riemannian manifolds as is the case for some shape spaces (cf. e. g. [11] ). In particular, if the manifold is non-complete, shortest geodesics might not exist at all. Obviously, the applicability of our method has to be checked in the respective examples and cannot be treated in full generality.
We return to M represented by (9) . Every geodesic on M is uniquely determined by an offset x ∈ M and an initial direction v ∈ T x M of unit length, i.e. v, v = 1. Let this geodesic be denoted by
Given a data sample p 1 , . . . , p N ∈ M and a geodesic γ x,v define -cf. (2) -
First principal component geodesic:
finding a first principal component geodesic is equivalent to solving the extremal problem
A standard method to solve this non-linear extremal problem under constraining conditions consists in employing Lagrange multipliers. Every solution (x, v) ∈ R n × R n of (10) also solves
for suitable λ ∈ R 2n−2m+1 . Of course, · T means transposition of matrices and vectors. From (11) two fixed point equations can be derived by considering the partial derivatives with respect to the coordinates of x and v separately. These equations naturally yield an algorithm to determine the solution (x * , v * ) as explained above.
Making sure that a thus obtained sequence (x n , v n ) leads to decreasing values of F will indicate that we approach not a local maximum but a local minimum. Convergence to the same local minimum from several starting values will give further evidence that we have found a global minimum.
We will exemplify the method in Section 5.
Second principal component geodesic and principal component mean:
Given a first principal component geodesic t → γ x,v (t) a second principal component geodesic must pass through a point y = γ x,v (τ ) with an initial direction w ∈ T y M orthogonal toγ x,v (τ ). Hence, with
, w , finding a second principal component geodesic is equivalent to solving the extremal problem
This will again be solved by the method of Lagrange multipliers by solving
for τ ∈ R, w ∈ R n and λ ∈ R n−m+2 . For convenience, having foundτ andŵ, let v 2 :=ŵ and rewrite γ x,v as γx ,v1 wherex := γ x,v (τ ) and
The pointx is a principal component geodesic mean.
Higher order principal component geodesics:
All principal component geodesics of order 3 ≤ j ≤ m pass through the principal component geodesic meanx ∈ M , i.e. each is determined only by an initial direction v j ∈ R n at offsetx. In particular, v j is perpendicular to all lower order principal component geodesics atx.
Suppose that we have already found j − 1 ≥ 2 principal component geodesics
, finding a j-th principal component geodesic is equivalent to solving the extremal problem
As before, this leads to the task of solving the equation
for v ∈ R n and λ ∈ R n−m+j .
Intrinsic mean:
In a similar fashion an intrinsic mean x can be found. For this purpose consider
Then, finding an intrinsic mean is equivalent to solving the extremal problem
The method of Lagrange multipliers yields
for x ∈ R n and λ ∈ R n−m .
Intrinsic mean on a geodesic:
Given a geodesic t → γ(t) := γ x,v (t) we want to find x γ = γ(t) approximating the orthogonal projections q i of the data points p i onto γ x,v best (i = 1, . . . , N). This is an unconstrained extremal problem for
In Section 5 we will determine the functions F, φ, ψ, G and G 1 explicitly for spheres and obtain the corresponding fixed point equations and the respective algorithms. In Section 6 we will apply the method to shape data on a two-sphere.
Distance to Geodesics on Spheres
Let ·, · be the inner product of standard Euclidean space R m+1 and let S = {p ∈ R m+1 : p, p = 1} be the m-dimensional unit sphere. The immersion S → R m+1 induces a Riemannian metric, i.e. the spherical metric on S. For any two a, b ∈ S the spherical distance is given by
Geodesics on spheres are precisely the great circles given by In this section we shall show that principal component geodesics do not always pass through the intrinsic Fréchet mean. This will be a rather tedious task involving spherical trigonometry.
For this end fix 0 < α < π 2 arbitrarily and consider a family of triples of data points given by vertices of isosceles triangles on the two-dimensional unit sphere in the parameter 0 ≤ δ ≤ π 2 : For each δ define the corresponding triple (p 1 , p 2 , p 3 ) by the following three points:
Any first principal component geodesic to these three points, i. e. to a random variable X taking every point with probability 
Once we know that the geodesic and ε are uniquely determined (this will be established for small δ > 0 by the following Theorem 4.1) we can write
with a function ν in δ. In fact, we show in Lemma 4.3 that by (17) ν uniquely determines the principal component geodesic mean for small δ > 0.
The intrinsic mean of the three points p 1 , p 2 , p 3 is uniquely determined (cf. e.g [10] ) and it is by symmetry of the form:
with a unique . We analogously write
with a function µ. We remark that 0 ≤ µ(δ) ≤ δ.
The main result of this section implying ε > for small δ > 0 is:
be the above defined data points. Then for sufficiently small δ > 0 and 0 < α < π 2
(1) there is a unique first principal component geodesic to these points and (2) this first principal component geodesic does not pass through the intrinsic
Fréchet mean of the data points.
Let us prepare for a first lemma: Taking p from (17) we have with an initial direction v = (sinη sin ε, cos η, − sin η cos ε)
at p vertical to p, η ∈ (−π, π] that any first principal component geodesic will be of form First, we claim that cos η = 1 for any first principal geodesic with δ > 0 sufficiently small. For this utilize Proposition 3.1, write
2 as a function of η and ε and verify:
Series expansion yields
2 ) for ε sufficiently small, which implies as claimed that for small δ > 0 any first principal geodesic will be parallel to the equator at p, i.e. v = (0, 1, 0) .
Secondly, consider the derivative with respect to ε:
yielding that γ 1 is minimizing only if
As
is strictly decreasing in 0 < ε < π 2 the right hand side of (22) is a strictly concave function in 0 < ε < π 2 going from 0 to π 2 . Thus given 0 < δ ≤ π 2 there is a unique 0 < ε = ε(δ) < δ solving (22) . Finally, we see that this solution of (22) yields a local minimum:
Next we establish that (18) uniquely determines the principal component mean for sufficiently small δ > 0.
Lemma 4.3. For small δ > 0 there is a unique second principal component geodesic and thus a unique principal component mean given by (18). This second principal component geodesic is of form
Proof. For sufficiently small δ > 0 let γ 1 be the first principal component geodesic determined by (21) . For suitable t ∈ [−π, π) any second principal component geodesic will be of the form γ 2 (s) = (cos ε cos t, sin t, sin ε cos t) cos s + (− sin ε, 0, cos ε) sin s as it orthogonally intersects the first principal component geodesic at some point γ 1 (t). Moreover, with Proposition 3.1 and
we have that
dt E ε (0) this implies that for small δ > 0 (i.e. small ε > 0) the minimum over t ∈ [−π, π) of f ε (t) is uniquely attained at t = 0. That yields the assertion.
We are now in position to prove Theorem 4.1:
Proof. In conjunction with Lemma 4.2 and Lemma 4.3, all we need to prove is the assertion in (20) . Suppose that the p is the intrinsic mean given by = µ(δ) from (19) . Recalling (16) consider the derivative of the squared distances for the intrinsic mean: For small the right hand side is
which yields in conjunction with α < tan α for 0 < α < π 2 the first part of the assertion. On the other hand, by series expansion of (22) we get
This proves the rest of (20) .
Remark 4.4. The linear approximation in (20) is indeed rather good, i.e. µ(δ) and ν(δ) are almost linear in δ. Moreover, it turns out that -contrary to Euclidean geometry -even in the equilateral case (α
, the horizontal geodesic γ h (t) = (cos ε, 0, sin ε) cos t + (0, 1, 0) sin t "beats" the vertical geodesic γ v (t) = (1, 0, 0) cos t + (0, 0, 1) sin t with
See also Table 1 in Section 6.4. Figure 1 illustrates the case α = π/4.
In conclusion we note that the intrinsic mean on γ 2 of the points p 1 , p 2 , and p 3 is given by (cf. Section 5.5)
and the Euclidean mean (the mean of the three data points in R 3 projected to the unit-sphere) assumes the value (cos , 0, sin ) with = arctan sin δ 2 cos α + cos δ .
From Theorem 4.1 we infer that all four means disagree for small δ (Figure 1 displays them as functions in δ): Indeed for 0 < α < π 2 and small δ > 0:
Algorithms for Geodesic PCA and Means on Spheres
In this section we apply the method of principal component analysis based on geodesics as elaborated in Section 2.3 to a unit sphere S := S m ⊂ R m+1 and N data points p 1 , . . . , p N ∈ S. The unit sphere is defined by φ(x) = x, x − 1 = 0 and every tangent space is given by 
x, p i .
The First Principal Component Great Circle
If (x * , v * ) is a solution of (10) then any (ax
This ambiguity can be overcome most simply by requiring that
Using a Lagrange multiplier λ = (λ 1 , λ 2 , λ 3 ) T and abbreviating
Note that ζ i = 1 unless p i lies on γ (x,v) . In that case we replace ξ i by 1. Moreover, ζ i = 0 if x and v are such that p i is close enough to γ x,v . We want to assume the latter. Solving for x and v we obtain the following fixed point problem
Denoting by Ψ 1 (x, v) and Ψ 2 (x, v) the two left hand sides of the fixed point problem (26) define in a natural way the algorithm
In practice (cf. Sections 6.4, 6.5) the natural ambiguity in parametrization of spherical geodesics as mentioned above seems irrelevant. Still, e.g. to compare with an intrinsic mean p, after each iteration reparametrize the geodesic t → x cos t + v sin t such that
As starting point x 0 choose either one of the p i or, more subtly, the spherical mean p of the p 1 , . . . , p N which can be computed with Huiling Le's algorithm (cf. [16] ) or in our special case with the algorithm introduced below. For the starting direction v 0 either take the normalized part of any x 0 − p i orthogonal to x 0 , or alternatively choose among the vectors p i − p of maximal spherical length and again normalize that part orthogonal to p.
The Second Principal Component Great Circle
Having found a first principal component geodesic γ 1 = γ x,v determined by x, v ∈ S, x, v = 0, suppose that γ 2 (t) = γ y,w (t) = y cos t + w sin t with y = y(τ ) = x cos τ + v sin τ for some suitable τ ∈ R is a second principal component geodesic. According to Section 2.3 we consider
This equation system is equivalent to
Thus we consider instead of Φ 2 (τ, w) = 0 the equivalent constraint
under which we want to minimize the function
and defining a Lagrange multiplier λ = (2λ 1 , 2λ 2 , λ 3 ) T the Lagrange equation (12) 
That implies
with
from the Lagrange equation (14) . Thus with Ψ(x) :
ξ i p i we have the following algorithm for the intrinsic mean
The Intrinsic Mean on a Great Circle
Suppose we have given a spherical geodesic
and
we have with Corollary 3.2 that the geodesic projections of the data points p 1 , . . . , p N onto γ x,v are given by
The function G 1 of (15) is then given by
, where δ i = sign(t − t i ) and i = sign(2π − |t − t i |). This quantity is uniquely minimized for
The second sum can assume any integer values between −N and N . In practice, we will determine t * := In the following section the above algorithms are applied to planar triangles whose shape space is a two-dimensional sphere. 
Kendall's Shape Spaces
Shape analysis is based on configurations consisting of k labelled vertices in Shape spaces of one-dimensional objects are just the corresponding pre-shape spheres as SO(1) = {id} is trivial. In case of m = 2, k = 3, i.e. considering planar triangular shapes, the above projection will be explicitly given below: It is the Hopf fibration projecting the pre-shape sphere of radius 1 in fourdimensional Euclidean space onto the two-dimensional shape space sphere S 2 1 2 of radius 1/2 in three-dimensional Euclidean space.
Euclidean PCA for Shape Spaces
Two pre-shapes p, x ∈ S are in optimal position to each other if
As SO(m) is compact, any pre-shape p can be rotated into optimal position to a given pre-shape x. We will denote the optimally rotated version of p with respect to x by p x . p x is also called the partial Procrustes fit of p onto x. 
[9] proposed an algorithm to find a pre-shape of an extrinsic mean shape. See also [23] .
Euclidean PCA for Kendall's shape spaces is performed as follows (cf. e.g. [2] , [4] , [8] and [12] ): Having found a pre-shape x = x eucl ∈ S of an extrinsic mean shape, all data points are brought into optimal position to x and projected onto the tangent space T x S at the pre-shape of the extrinsic mean shape. Then with respect to the residuals
standard PCA is performed.
Planar Triangular Shapes
Consider now n triangles Q 1 , . . . , Q n ∈ M (2, 3) in the plane (m = 2) each determined by k = 3 landmarks. For any such triangle Q = (q 1 , q 2 , q 3 ), q 1 , q 2 , q 3 ∈ R 2 , a corresponding point P in pre-shape space S 3 (1) is given by
where H is a so-called Helmert sub-matrix (c.f. e.g. [4] ). Introducing complex notation, z = a + ib, w = c + id, the Hopf fibration is then the composition of the map (z, w) → ζ = z/w = zw/ w 2 , the stereographic projection
and the division by 2 (in order to have an isometry):
Then the spherical metric of the pre-shape sphere naturally pushes forward to the spherical metric of the shape sphere S
2 . In case of planar triangular shapes having found a first principal component geodesic γ 1 (t) = x cos t+v sin t by (28) any second principal component geodesic will be of form γ 2 (t) = y cos t+w sin t where y = x cos τ +v sin τ for some suitable −π < τ ≤ π and where x, v, w form an orthonormal base of R 3 . Hence we only need to determine τ from (31). If x was obtained from starting at p, τ will be close to 0. In fact, the algorithms converge rather quickly. We illustrate our method with two examples: (4) , (6) and (8) .
For 0 < n < 10 Euclidean and geodesic first PCs are "horizontal" in the sense that they intersect the respective "vertical" second PCs t → (cos t, 0 sin t), which go along a meridian, with a direction parallel to the equator. 
Finally, more subtly, consider the last row in either table which corresponds to an equilateral triangle. In this case, any (of the infinitely many) first and second Euclidean PCs in the tangent space of a pre-shape of an extrinsic mean shape explains equally well half the projected data variation. In contrast, numerical investigation reveals, that there are three first geodesic PCs, one of them "horizontal", and three second geodesic PCs, one of them "vertical". Any first geodesic PC explains almost two thirds of geodesic variance in the mixed sense and more than half of the variance explained by residuals. In case of variance explained by projection the roles are reversed and any second geodesic PC explains a little more than half of the data variance.
Example 2: Rat Cranium Growth
We consider the well known Bookstein "rat data" (cf. [1] and e.g. [18] ), 8 landmarks of 18 rat skulls measured on 8 different days in their early life: days 7, 14, 21, 30, 40, 60, 90 and 150. Working with triangles only we picked 3 out of 8 landmarks, namely landmarks 1, 5 and 6. Specifying different triples leads in quality to the same findings. For every single specimen we sought for a first PC approximating the data best. All data cover only a very small portion of the shape sphere (the scaling in Figure 2 along radial rays from the origin is precisely shape distance, a maximal possible shape distance would be π/2). On the average the variance explained by the first Euclidean PCs is 95.48%, wheras the mixed geodesic definition yields 95.52%. Geodesic first PCs fit the data on the average by about 0.8 % better than Euclidean PCs.
With our method we can simultaneously depict the shapes of several rats (each having eight shapes) with their proper first principal component geodesics in Figure 2 . The image is a projection of shape space onto tangent space under the inverse Riemannian exponential taken at the intrinsic mean over all principal component geodesic means of the 18 rats. During growth, rat shapes move from the left to the right. Obviously, the first PCs of the four rats point approximately into the same direction. Such a visualisation is possible only for triangular shapes.
At closer visual inspection it seems that the rat data follow a parabola rather than a line. Possibly, we shall pick up this observation in a later paper.
