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1 Smooth function model
$\{Z_{p}=(Z_{p}^{1}, \cdots, Z_{p}^{r})\}_{p\geq 1}$ i.i.d. $r\grave{l}N\overline{E}h_{[}\geq-arrow$ 1, $g_{1},$ $\cdots,g_{d}$ $R^{r}$
\equiv




$\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} fih(\eta)=\theta$ (smooth function model ) , $\hat{\theta}=h(\overline{X})$ \chi \mbox{\boldmath $\tau$}
$\overline{X}=(\overline{X}^{1}, \cdots,\overline{X}^{d})=\Sigma_{p=1}^{N}X_{p}/N,$ $N$
$h(\overline{X})$ $r=2$ ,
$d=5$ , $X^{1}=g_{1}(Z)=Z^{1},$ $X^{2}=g_{2}(\cdot Z)=Z^{2},$ $X^{3}=g_{3}(Z)=Z^{1}Z^{2}$ ,
$X^{4}=g_{4}(Z)=(Z^{1})^{2},X^{5}=g_{5}(Z)=(Z^{2})^{2}$ , f3ff !t
$\hat{\theta}=h(\overline{X})=\frac{\overline{X}^{3}-\overline{X}^{1}\overline{X}^{2}}{\sqrt{\overline{X}^{4}-(\overline{X}^{1})^{2}}\sqrt{\overline{X}^{5}-(\overline{X}^{2})^{2}}}$
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Wang$(1994)$ $-\Re$ smooth function mo-Odel( ) $X$





$\theta=h(\eta)=\rho$ $\overline{\theta_{J}},$ $T$ –1 $\tilde{\theta}$
$\tilde{\theta}$
$r$ $\kappa_{N}^{r}$
$\kappa_{N}^{r}=N^{-(r-2)/2}(C_{0}^{r}+C_{1}^{r}N^{-1}+C_{2}^{r}N^{-2}+\cdots)$ , $r\geq 1$
$N^{-1/2}$
$F_{\tilde{\theta}}(y)$ $=$ $Pr(\tilde{\theta}\leq y)$
$=$ $\Phi(y;\sigma^{2})+(\frac{Q_{1}(y)}{\sqrt{N}}+\frac{Q_{2}(y)}{N})\phi(y;\sigma^{2})+o(N^{-1})$ , (1)
$Q_{1}(y)$ $=$ $-(C_{1}^{1}+ \frac{1}{6}C_{0}^{3}H_{2}(y))$ , (2)
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$Q_{2}(y)=$ $-[ \frac{1}{2}(C_{1}^{2}+(C_{1}^{1})^{2})H_{1}(y)+\frac{1}{24}(C_{0}^{4}+4C_{1}^{1}C_{0}^{3})H_{3}(y)$
$+ \frac{1}{72}(C_{0}^{3})^{2}H_{5}(y)]$ . (3)
$\Phi(y;\sigma^{2}),$ $\phi(y;\sigma^{2})$ $N(0, \sigma^{2})$
$H_{k}(y)(k=1,2,3,5)$ $k$
(2),(3) $C_{k}^{r}(k=0,1;r=1,2,3,4)$ $Z^{1},$ $Z^{2}$ $S$
$p$ $Z=(Z^{1}, Z^{2})$











$\sigma^{2}=(1-p^{2})^{2}$ ( $\overline{\theta_{J}}$ ).
3.2 $T$ 2 3 f $OH$
j Ab\supset $T$
2 ( ) 3 ( )
2
X l[ 1000 1000 $T$
1 4 $p=0.S$
$N$ 10, 25, 50, 100
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1: $\rho=0.8,$ $N=10$ 2: $\rho=0.8,$ $N=25$
3: $\rho=0.8,$ $N=50$ 4: $\rho=0.8,$ $N=100$
6: $\rho=0.4,$ $N=10$ 5: $\rho=0.4,$ $N=10$
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7 9 $p=0.8$ (1) 3 2




4.1 $T$ $\ovalbox{\tt\small REJECT}$
$T$ (1)
$w_{\alpha}$
$T$ 100\alpha % ,
$w_{\alpha}= \inf\{y:Pr(T\leq y)\geq\alpha\}$ ,
$Z_{\alpha}$ 100\alpha %
$w_{\alpha}$ $=$ $z_{\alpha}+ \frac{p_{1}(y)}{\sqrt{N}}+\frac{p_{2}(y)}{N}+o(N^{-1})$ , (8)
$p_{1}(y)$ $=$ $-Q_{1}(y)$ , (9)
$p_{2}(y)$ $=$ $Q_{1}(y)Q_{1}’(y)- \frac{1}{2}y\{Q_{1}(y)\}^{2}-Q_{2}(y)$ (10)
$\overline{w_{\alpha}}=z_{\alpha}+\frac{\overline{p_{1}}(y)}{\sqrt{N}}+\frac{\overline{p_{2}}(y)}{N}+o(N^{-1})$ (11)
$p_{1}(y),$ $p_{2}(y)$
$\overline{p_{1}}(y),\overline{p_{2}}(y)$ $O_{p}(N^{-1/2})$ $\overline{w_{\alpha}}$ w\alpha $O_{p}(N^{-1})$
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(8) \mbox{\boldmath $\theta$}=\mbox{\boldmath $\rho$} $f\underline{=}\ovalbox{\tt\small REJECT} H_{Y}lHt$
$1-2\alpha$ ( ) 1
$w_{\alpha}<T<w_{1-\alpha}$




G4 \approx (11) w–\alpha
$\overline{\theta_{J^{-\frac{\sqrt{V\overline{ar}_{J}}}{\sqrt{N}}w_{1-\alpha}}}}^{-}<\theta<\overline{\theta_{J}}-\frac{\sqrt{V\overline{ar}_{J}}}{\sqrt{N}}\overline{w_{\alpha}}$ (13)
(11) $(y),\overline{p_{2}}(y)$







$\overline{\rho_{J}}$ $p_{L}(y),$ $p_{2}(y)$ $p$ ,
1 $(=\alpha)$
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1: 90% ($\rho=0.8$ )
2: 90% ( $\rho=0.4$ )
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$\bullet$ 4 $(N=10)$ , $(N=25)$ $p$
3 “( D 2
2 2
$\bullet$







$\bullet$ $p$ $\hat{p},$ $\overline{\rho_{J}}$
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