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Avant-propos
Si le savoir peut créer des problèmes, ce n’est pas l’ignorance qui les résoudra.
(Isaac Asimov - L’Univers de la Science, 1986)
La préparation d’un doctorat est souvent perçue par les personnes étrangères au milieu
de la recherche scientifique comme un travail réalisé en solitaire au fin fond d’un laboratoire.
Selon moi, cette vision n’est pas représentative de la réalité d’une thèse qui, bien que laissant
une grande place à l’autonomie, regroupe un ensemble d’acteurs autour du doctorant pour lui
permettre de faire aboutir ce projet. C’est pourquoi, je souhaite profiter de ces quelques lignes
pour exprimer ma gratitude à toutes les personnes qui, de près ou de loin, ont contribué à
l’aboutissement de ces trois ans (et quelques mois) de travail.
Pour débuter cette (longue) liste de remerciements, je souhaite commencer par mes deux
directeurs de thèse, M. Laurent GENESTE et M. François PERES, tous deux Professeurs des
Universités à l’École Nationale d’Ingénieurs de Tarbes (ENIT), qui m’ont accompagné depuis
le début de ce projet. Leur disponibilité, leurs encouragements et leurs conseils toujours avisés
ont permis à cette thèse de se dérouler de la meilleure des manières. J’associe également à ces
remerciements M. Cédrick BELER, Maître de Conférences à l’ENIT, qui a intégré notre projet
un peu plus tard en amenant dans ses bagages une compétence technique et une curiosité
débridée qui ont donné un véritable coup d’accélérateur à nos travaux. Il a de plus été un
compagnon de bureau sympathique contribuant grandement à garantir une ambiance agréable
et animée dans notre espace de travail malgré sa propagande à peine voilée pour certains
produits à la mode marqués de la célèbre mais quelque peu envahissante pomme. L’émulation
intellectuelle et la bonne humeur permanente qui ont caractérisé cette équipe depuis le début
de cette aventure, ont rendu cette expérience très enrichissante tant sur le plan professionnel
que personnel.
Je remercie également toutes les personnes qui ont accepté d’évaluer mes travaux en par-
ticipant au jury de soutenance de ma thèse : M. Benoît IUNG, Professeur des Universités à
l’Université Henri Poincaré de Nancy, et M. Christophe BERENGUER, Professeur des Uni-
versités à l’Institut National Polytechnique de Grenoble, qui m’ont fait l’honneur d’accepter
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la charge de rapporteurs de mon mémoire de thèse ainsi que M. Étienne CRAYE, Professeur
des Universités à l’École Centrale de Lille, qui a accepté de présider ce jury. J’associe à ces
remerciements M. Emmanuel RAMASSO, Maître de Conférence à l’École Nationale Supérieure
de Mécanique et des Microtechniques de Besançon, pour avoir accepté de participer à ce jury
en tant qu’examinateur ainsi que pour l’aide précieuse qu’il m’a fournie sur certains points très
techniques. Enfin, je remercie M. Sébastien ROLET, Responsable du projet DIAGNOSTAT
pour l’entreprise EADS Innovation Works, pour avoir accepté notre invitation à participer au
jury.
J’adresse aussi mes remerciements à MM. Daniel NOYES et Jean-Yves FOURQUET,
Directeurs successifs du Laboratoire Génie de Production (LGP) de l’ENIT, et MM. Jacques-
Alain PETIT et Talal MASRI, Directeurs successifs de l’ENIT, pour m’avoir accueilli dans
leurs locaux ainsi que tous les membres du LGP et de l’ENIT qui ont toujours été accueillants
et ont activement contribué à rendre mon expérience de recherche agréable et enrichissante.
Je remercie également les membres du Centre de Ressources et de Compétences « Ingénierie
de la Décision et de la Communication pour les Entreprises » (CRC-IDCE) de l’ENIT, et en
particulier Éric REUBREZ, Ingénieur informatique au CRC-IDCE, pour l’aide technique qui a
été décisive dans l’obtention des résultats définitifs de ma thèse.
J’ai une pensée particulière pour tous les doctorants du laboratoire avec qui j’ai pu par-
tager mes galères et succès, trouvant toujours une oreille compréhensive, ainsi que quelques
soirées et autres grands moments de défoulement sportif. Donc merci à Andrei, Laurence, Julie,
Malik, Benjamin, Arnaud, Vincent, Mickaël, Marina, les deux Adrien, Hassen, Guralp, Romain,
Damien, Juan-Diego, Floran, Paula, Yasmina, Daouda, ... plus tous ceux que j’ai oublié ainsi
que Nassim et Jiucheng qui nous ont quittés trop tôt.
Pour faire la transition entre le professionnel et le personnel, comment ne pas saisir l’oc-
casion de remercier, Romain et Christian, deux doctorants supplémentaires mais surtout deux
amis avec qui nous avons partagé LA colocation qui a vu aboutir deux doctorats et bien fait
avancé le troisième. À ces deux acolytes, il faut également ajouter Damien, Pierrot, Rémi, Johan
ainsi que les énisard (Tayfer, Mauka, St Drôme, Flash, 6-Pao, ceux qui cherchent à tutoyer le
Soleil, les F41 (et assimilés) et tous les autres que je ne peux pas citer ici par manque de place
et par peur d’un oubli) qui m’accompagnent depuis longtemps déjà. Je les remercie tous pour
les moments passés qui m’ont permis de me changer les idées pour revenir à mes recherches
(presque) toujours plus fort.
Pour finir, l’adage dit qu’on ne choisit pas sa famille mais si j’avais pu choisir, je ne
changerais rien. Comme mes proches le savent car je le leur répète suffisamment souvent, je
pense que notre famille est une chance et rien n’aurait été possible sans elle. Je remercie donc
pêle-mêle France, Arsène, Serge et Mado, Thierry, les Manou (le petit et le grand), Paule,
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seul souhait est que, malgré les distances, la famille reste toujours aussi proche et accueillante.
Le vrai génie réside dans l’aptitude à évaluer l’incertain, le hasardeux, les
informations conflictuelles. (Winston Churchill)
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Introduction
La déconstruction des avions en fin de vie connaît aujourd’hui un développement très
important pour plusieurs raisons. Tout d’abord, le vieillissement du parc aéronautique entraîne
une augmentation notable du nombre d’avions arrivant en fin de vie (près de 200 avions ont été
retirés du marché mondial en 2006 et le nombre potentiel d’avions atteints par la limite d’âge
est de l’ordre de 6500 sur la période 2006 - 2013). De plus, on constate une augmentation des
avions dont l’exploitation est arrêtée pour des raisons économiques. En effet, lors des années 90,
les compagnies aériennes américaines (et dans une moindre mesure européennes) n’arrivant plus
à faire face au trop important trafic de voyageurs ont commandé de très nombreux appareils
supplémentaires. La situation économique ayant changé, en particulier depuis les attentats du
11 septembre 2001 et la récente crise économique mondiale, ces compagnies ont dû affronter
une baisse brutale du trafic et se sont retrouvées avec de nombreux appareils devenus inutiles
souvent abandonnés dans des décharges. Le plus grand cimetière d’avions civils et militaires au
monde est situé à Tucson dans l’Arizona (USA) où le nombre d’avions stockés depuis la fin de
la seconde guerre mondiale est estimé à 4000 unités toutes catégories confondues (chasseurs,
bombardiers mais aussi avions de ligne). L’organisation des filières de déconstruction des avions
doit permettre d’éviter la situation observée aux États-Unis où de très importantes casses
d’avions non recyclés ont vu le jour ces dernière années.
En outre, des changements récents dans la réglementation accroissent sensiblement la res-
ponsabilité des avionneurs en ce qui concerne la gestion de la fin de vie de leurs appareils. En
effet, contrairement à la législation américaine qui autorise leur mise en dépôt dans des casses,
la réglementation européenne oblige les constructeurs et compagnies aériennes à recycler leurs
avions. De plus, la réglementation européenne concernant les Véhicules Hors d’Usage (VHU),
qui s’applique pour le moment aux véhicules terrestres (voitures, camion, ...), devient de plus
en plus contraignante et pourrait bientôt être étendue à tous les véhicules tels que les avions et
les navires. La directive 2000/53/CE est au centre de cette législation concernant les VHU et a
connu plusieurs révisions ces dernières années qui ont élargi son périmètre d’action et renforcé
les obligations des constructeurs relatives à la gestion de la fin de vie de leurs produits. Étant
donnée la complexité de mise en œuvre du recyclage d’un avion, les principaux acteurs de
l’aéronautique en Europe ont donc entrepris, depuis quelques années, des actions visant à pré-
parer l’arrivée de cette nouvelle réglementation. Par exemple, le projet PAMELA (Process for
Advanced Management of End of Life of Aircraft), soutenu par le programme européen pour
l’environnement LIFE-ENVIRONNEMENT, a démontré que 85% de la masse d’un aéronef
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pouvait être recyclée industriellement [PAMELA, 2008].
Enfin, les problématiques environnementales actuelles poussent les constructeurs d’aéro-
nefs, comme beaucoup d’autres industriels, à intégrer la dimension écologique dans leurs stra-
tégies industrielles. Les avionneurs doivent aujourd’hui mettre en valeur leurs actions en faveur
de l’environnement pour améliorer leur image auprès du grand public. Des processus de recy-
clage des matériaux mais aussi des pièces critiques (aussi appelé recyclage fonctionnel) telles
que les moteurs ou les trains d’atterrissage ont donc été engagés. Outre l’intérêt environne-
mental, cette démarche de recyclage, notamment le recyclage fonctionnel, présente un intérêt
économique important. Ce marché est particulièrement sensible car il permet de faire face au
problème d’obsolescence des pièces de rechange de certains appareils anciens qui ne sont plus
fabriqués du fait de la fermeture des chaînes de production. De plus, la mise sur le marché de
pièces de rechange d’origine douteuse, soit parce que les documents d’accompagnement sont
falsifiés, soit parce que le marquage initial est endommagé ou illisible, est devenu un problème
récurrent pour les acheteurs de pièces de seconde main. La pénurie de pièces de rechange fiables
va donc constituer un problème d’ampleur qui doit être anticipé dès maintenant.
Pour résumer, l’activité industrielle de déconstruction des avions a donc pour objectif de
produire :● des matériaux qui pourront être recyclés,● des pièces (en particulier les pièces amovibles) qui pourront être réutilisées comme pièces
de rechange,● des connaissances sur l’état de l’avion (en particulier sur les zones critiques) qui pourront
être utilisées pour de futurs développements ou pour la maintenance des autres appareils.
Le projet DIAGNOSTAT (DIAGNOstic STATistique), qui sert de cadre à nos travaux,
concerne ces deux derniers aspects de la déconstruction d’un avion qui sont, d’une part, la
récupération et la certification de pièces pour les réutiliser en tant que pièces de rechange et,
d’autre part, la collecte de connaissances sur l’état de l’appareil pour améliorer la conception
et la maintenance des avions. Le dernier aspect de la déconstruction, relatif au recyclage des
matériaux, a déjà fait l’objet d’investigations au cours de ces dernières années notamment dans
le projet PAMELA.
Ce projet, labellisé par le pôle Aérospace Valley, est financé par le Fond Unique Inter-
ministériel (FUI) qui soutient des projets de recherche appliquée. Il regroupe des industriels
majeurs du domaine de l’aéronautique et de l’espace (AIRBUS France, EADS IW, TARMAC
Aerosave et NDT Expert) et sept partenaires académiques en Midi Pyrénées, Aquitaine, Île de
France et Poitou-Charentes. Il s’articule autour des deux axes précédemment énoncés, à savoir
la récupération de pièces de rechange et la production de connaissance sur les zones critiques
d’un avion.
Le premier axe du projet concerne le marché des pièces de rechange de seconde main
obtenues à partir du démantèlement des avions. Le projet DIAGNOSTAT propose un protocole
sécurisé applicable à ces pièces. Il vise à évaluer par un diagnostic précoce l’état des pièces
déconstruites afin d’éliminer les risques inhérents à la réinjection dans des aéronefs des pièces
remises en conditions opérationnelles de fonctionnement et de faciliter la certification de ces
pièces garantissant à son nouveau propriétaire une fiabilité et une durée de vie acceptables. Ce
diagnostic est réalisé grâce au développement de nouveaux outils permettant, via des techniques
de contrôle non destructif (de type ultrasons ou courants de Foucault par exemple), de statuer
sur l’intégrité des pièces analysées par une description et une quantification de leur niveau
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d’endommagement.
Le second axe du projet DIAGNOSTAT repose sur ces outils de diagnostic pour caractériser
le niveau d’endommagement de certaines zones de l’avion considérées comme critiques de par
leur rôle dans le fonctionnement de l’aéronef, leur grande dimension et leur géométrie complexe.
Ce deuxième axe de réflexion vise à construire une connaissance statistique sur l’état de ces
zones critiques. La constitution de cette base de données et son exploitation à des fins de
dénombrement est importante car la diversité des paramètres soumis à variation intervenant
dans le cycle de vie d’un avion (profil d’emploi, conditions climatiques rencontrées, qualité des
interventions de maintenance, . . . ) rend difficile le pronostic sur la durabilité et l’espérance
de vie des structures situées dans ces zones. Le retour d’expérience mis en place est utile en
phase de conception mais aussi de maintenance. Durant la conception, il permet l’amélioration
structurelle de la robustesse des composants ou la mise en place de redondances mais aussi
l’identification des paramètres environnementaux majeurs intervenant dans le vieillissement
afin d’en tenir compte lors de l’intégration de nouveaux matériaux. En phase de maintenance,
il est utilisé pour l’aide à la décision relative à la réparation, au remplacement ou au statu quo
concernant certains composants d’usure situés dans ces zones critiques.
Il est intéressant de remarquer également qu’outre ces deux axes majeurs et structurants
du projet DIAGNOSTAT, un autre axe d’intérêt est induit par les développements réalisés.
Il concerne la validation des méthodes et protocoles d’inspections sur pièces en fin de vie.
Le succès de ce projet est en outre facilité par l’implantation sur le site de Tarbes d’une
structure de déconstruction des avions en fin de vie qui permet, d’une part, de disposer de
ressources « grandeur nature » pour la conduite des travaux de recherche et l’élaboration de
connaissances représentatives et, d’autre part, de mieux valoriser ce site de démantèlement. De
plus, la participation de l’avionneur AIRBUS facilite l’accès à l’information relative aux avions
au moyen des données fournies par le constructeur.
Ce projet a donc des visées multidisciplinaires nécessitant une collaboration entre univer-
sités et entreprises dans les domaines variés tels que la science des matériaux, les contrôles non
destructifs, l’instrumentation par réseaux de capteurs, et la capitalisation et l’exploitation des
retours d’expérience. Cette collaboration entre partenaires académiques et industriels offre la
possibilité d’identifier les meilleurs procédés pour l’évaluation des propriétés des matériaux sur
structures, pour l’instrumentation des contrôles et pour la constitution d’une base de connais-
sances opérationnelle.
Le projet DIAGNOSTAT s’organise en cinq lots de travail permettant de structurer l’en-
semble des problématiques de recherche associées aux objectifs de ce projet en regroupant les
partenaires industriels et académiques par centres d’intérêts.● Le lot « Coordination » est propre au porteur du projet. Il doit permettre le bon dérou-
lement des activités du projet.● Le lot « Contexte industriel et valorisation » a pour objectif de créer des dossiers d’in-
dustrialisation pour les méthodes adaptées/développées. Il vise à fournir, à partir des
solutions identifiées dans les autres lots, des systèmes totalement industrialisés pour
chacune de ces solutions.● Le lot « Données constructeur » a pour objectif de fournir aux partenaires du projet
les données techniques et industrielles d’entrée correspondant aux pièces et ensembles
« avions » étudiés dans ce projet ainsi que le contexte et contraintes de la gestion des
connaissances.● Le lot « Méthodes de diagnostic » est divisé en quatre tâches :
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– la première tâche est dédiée à l’étude des matériaux composites à fibres de carbone
(caractérisation du vieillissement et des différents défauts),
– la seconde tâche de ce lot est dédiée à l’étude des matériaux métalliques (caractérisa-
tion du vieillissement et des différents défauts),
– la troisième tâche de ce lot est dédiée au pré-diagnostic par réseau de capteurs pour
le contrôle non-destructif (étude de la faisabilité et validation expérimentale),
– la dernière tâche de ce lot est dédiée au développement d’outils de caractérisation
des défauts (caractérisation automatique des défauts et la reconstruction virtuelle du
défaut).● Le lot « Capitalisation du savoir » a pour ambition d’une part de mettre en place la
structure du système d’information nécessaire pour gérer les connaissances utiles aux
activités d’inspection des aéronefs dans le cadre de la phase de déconstruction et d’autre
part d’analyser puis de capitaliser les données recueillies lors de l’intervention ou générées
par l’analyse. Cette démarche s’apparente donc à la mise en place d’un processus de
retour d’expérience. Les travaux développés dans ce lot ont pour objectif, à partir du
système d’information et des données capitalisées, de fournir une aide à la décision
destinée à la conduite de la déconstruction, à la maintenance et à la conception. Ce lot
de travail ayant servi de cadre au développement de nos travaux est décrit plus en détail
dans le chapitre IV de ce document qui correspond à l’application de nos propositions
au domaine de la déconstruction des avions.
Le principal verrou scientifique identifié à ce stade réside dans le fait que les données sont
en nombre insuffisant pour fournir des statistiques pertinentes. En effet, l’activité industrielle
de déconstruction des avions en est à ses débuts et les cadences de déconstruction sont encore
faibles (à titre d’exemple, la plateforme de déconstruction située à Tarbes est dimensionnée pour
pouvoir traiter entre 10 et 15 avions par an). Il va donc s’écouler encore plusieurs années avant de
pouvoir disposer de suffisamment de données pour pouvoir les exploiter en termes statistiques,
d’autant plus que l’activité ne se concentre pas uniquement sur un modèle d’avion mais sur
plusieurs modèles de marques différentes multipliant ainsi le temps nécessaire à l’obtention de
statistiques pertinentes concernant un modèle particulier.
Par conséquent, nous proposons de capitaliser la connaissance d’experts du domaine pour
pallier le manque de données et obtenir des connaissances utilisables rapidement. Il convient
donc de mettre en œuvre des mécanismes de couplage entre la connaissance experte et la
connaissance statistique disponible pour fournir une aide à la décision adaptée au contexte.
En ce qui concerne la forme de l’aide à la décision que nous souhaitons mettre en œuvre,
nous avons choisi d’utiliser une approche orientée vers l’évaluation du risque. Contrairement
aux approches financières qui visent à aider le décideur en lui fournissant des informations
principalement basées sur le coût des alternatives à sa disposition, le risque permet d’offrir un
éventail plus large de modélisations possibles. En effet, le risque permet de modéliser beaucoup
de phénomènes divers tels que, par exemple, les aspects financiers, la sécurité (des biens ou des
personnes) mais aussi l’environnement ou la santé. Une démarche d’aide à la décision basée sur
les risques a donc pour objectif l’évaluation du niveau de risque des différentes alternatives de
la décision pour fournir au décideur des informations utiles à son choix.
Pour résumer, les travaux de recherche présentés dans ce document visent à évaluer les
risques pour aider à la décision lors de la déconstruction des avions en fin de vie à partir de
connaissances statistiques et expertes.
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Nous allons, dans ce mémoire, présenter le résultat de nos travaux destinés à répondre aux
objectifs que nous venons d’énoncer. Ce mémoire est structuré en quatre chapitres.
Dans le premier chapitre, intitulé « Risque et retour d’expérience », nous nous atta-
chons à présenter le contexte général de cette étude. Nous définissons tout d’abord le concept
de risque et posons les bases utiles pour comprendre les mécanismes permettant d’évaluer et
de gérer les risques. Nous introduisons par la suite la notion de gestion des connaissances, à
savoir l’ensemble de méthodes destinées à capitaliser, gérer et utiliser les connaissances dans
une organisation (industrielle ou non). Nous nous intéressons en particulier à une de ces mé-
thodes, le processus de retour d’expérience qui consiste à réutiliser les expériences passées pour
améliorer les actions futures. Pour finir, nous abordons la relation entre l’évaluation des risques
et le processus de retour d’expérience qui sont liés par des objectifs complémentaires.
Dans le second chapitre, intitulé « Méthodes bayésiennes pour l’évaluation des
risques : limites et alternatives », nous développons une première approche destinée à
l’évaluation des risques. Cette approche est basée sur les diagrammes d’influence, extension des
réseaux bayésiens. Ces deux formalismes d’aide à la décision sont donc présentés pour introduire
le modèle d’évaluation des risques que nous proposons. Cependant, nous avons été confrontés
aux limites des formalismes initialement choisis, notamment en ce qui concerne la représenta-
tion de l’incertitude épistémique (qui caractérise l’imprécision et l’incomplétude des données
issue de l’expertise). Pour contourner ces difficultés, nous avons décidé d’utiliser le formalisme
des fonctions de croyance, qui permet de généraliser la théorie des probabilités à la base des
méthodes bayésiennes, et de coupler leur utilisation avec le formalisme des réseaux bayésiens.
Pour finir, nous proposons trois approches pour mettre en œuvre ce couplage.
Le troisième chapitre, intitulé «Proposition d’un modèle hybride pour l’évaluation
des risques », s’articule autour de la proposition d’une démarche permettant l’hybridation
des retours d’expérience statistique et cognitif pour l’évaluation des risques. Cette démarche se
base, entre autres, sur les réseaux évidentiels dirigés qui permettent le couplage des fonctions
de croyance et des réseaux bayésiens. Après une description générale de ce formalisme, nous
présentons en détail les quatre phases qui le composent. La première phase de cette démarche
consiste à formaliser les connaissances en utilisant les fonctions de croyance. La seconde phase
a pour objectif la fusion des connaissances issues des différentes sources d’informations (statis-
tiques et expertes). La troisième phase vise à traiter les connaissances fusionnées au moyen des
réseaux évidentiels dirigés pour fournir une évaluation. La quatrième et dernière phase consiste
à construire des indicateurs permettant de restituer les résultats au décideur sous une forme
compréhensible pour lui. Pour chacune de ces phases, nous détaillons les différents mécanismes
permettant d’atteindre les objectifs fixés.
Dans le quatrième chapitre, intitulé « Application du modèle à un cas d’étude »,
nous détaillons l’application de la démarche présentée dans le chapitre III à un cas d’étude
illustrant son utilisation dans le domaine de la déconstruction des avions. En introduction de
ce chapitre, nous détaillons le cadre de nos travaux de recherche, à savoir le lot « Capitalisation
du savoir » du projet DIAGNOSTAT. Par la suite, nous décrivons le fonctionnement de l’outil
de gestion des connaissances qui doit être conçu dans le cadre de ce projet et nous introduisons
le cas d’étude qui a été construit pour illustrer la démarche proposée dans le chapitre précé-
dent. Nous présentons également deux scénarios d’utilisation du modèle avec ce cas d’étude, le
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premier appliqué à la déconstruction et le second à la maintenance. Par la suite, nous appli-
quons la démarche au cas d’étude avec les deux scénarios et nous comparons les résultats de
trois modélisations. La première modélisation utilise les réseaux bayésiens qui s’appuient sur la
théorie des probabilités. La seconde modélisation se base sur les réseaux évidentiels dirigés issus
de la théorie des fonctions de croyance. La dernière modélisation repose sur une hybridation
des fonctions de croyance (pour la formalisation et la fusion des connaissances) et des réseaux
bayésiens (pour le traitement des connaissances fusionnées et la restitution des résultats).
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Le risque est un concept commun et connu de tous. Il revêt cependant un nombre de
formes important selon le domaine d’application étudié. De plus, se prémunir d’un risque est
une activité qui demande une bonne compréhension du phénomène et nécessite la mise en
place de processus destinés à identifier, évaluer et maîtriser le risque. L’objectif de nos travaux
étant de construire un modèle pour l’évaluation du risque, il convient de définir ce concept, de
comprendre les mécanismes permettant de le mesurer et d’appréhender les différents processus
permettant de gérer les risques pour faire en sorte que le modèle conçu s’intègre dans la politique
de management des risques d’une entreprise.
Le retour d’expérience est un processus qui est plus méconnu. Cependant, cette démarche
qui consiste à réutiliser les expériences passées, est utilisée au jour le jour par tous les êtres hu-
mains pour améliorer leurs conditions de travail ou de vie et éviter de répéter les erreurs passées.
Le retour d’expérience est une méthode de gestion des connaissances qui nécessite, pour être
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mise en œuvre, une bonne compréhension des notions liées à l’organisation des connaissances
et l’utilisation d’un formalisme de représentation pour pouvoir capitaliser ces connaissances.
Le lien entre évaluation des risques et retour d’expérience est un phénomène assez intuitif.
En effet, l’évaluation d’un risque a pour objectif de comparer un nouveau risque par rapport
à des phénomènes déjà observés. C’est donc tout naturellement que le retour d’expérience
s’intègre dans cette démarche pour fournir les connaissances nécessaires à l’évaluation d’un
risque.
Dans ce chapitre, nous commencerons par définir le risque et les différentes notions qui
lui sont associées. Nous nous attarderons sur le processus de management et en particulier la
phase d’évaluation des risques. Dans un deuxième temps, nous introduirons le processus de
retour d’expérience et les mécanismes de gestion des connaissances et nous développerons les
différents concepts, en termes d’organisation et de représentation des connaissances nécessaires
à l’implémentation d’un processus de gestion des connaissances et donc de retour d’expérience.
Nous aborderons par la suite, le rapport entre l’évaluation des risques et le retour d’expérience
qui sont deux concepts liés par des objectifs complémentaires. Pour finir, après une synthèse,
nous présenterons la problématique qui a servi de fil conducteur à nos travaux de recherche en
s’appuyant sur les notions précédemment définies.
I.1 Risque
Comme nous l’avons vu précédemment, l’objectif de ce travail est de développer un modèle
destiné à l’évaluation des risques. Nous allons donc, dans un premier temps, définir cette notion
de risque à partir d’une étude bibliographique avant de présenter la définition que nous avons
retenue. Par la suite, nous présenterons les différentes typologies du risque et nous développerons
les concepts associés au processus de management des risques en entreprise. Pour finir, nous
aborderons, plus en détail, la phase d’évaluation des risques et notamment les outils permettant
de réaliser cette évaluation.
I.1.1 Notion de risque
Le concept de risque est étudié depuis longtemps et la littérature en recense de très nom-
breuses définitions. Les différents auteurs qui ont tenté d’expliciter le risque, ont souvent conçu
une définition s’accordant avec le domaine de leurs études. Les notions importantes pour carac-
tériser le risque sont celles d’événement, de cause, de conséquence, de probabilité d’occurrence,
de gravité (ou impact), de perte (ou coût), de danger et d’incertitude. La plupart des définitions
utilise une ou plusieurs de ces notions pour caractériser le risque.
Nous avons utilisé le travail bibliographique très complet présenté dans [Sienou, 2009]
comme référence pour notre propre travail de définition du risque. Les différents travaux de
définition introduisent le risque comme un concept ayant plusieurs facettes. Chaque définition
met l’accent sur une dimension particulière du risque mais prend parfois en compte des as-
pects provenant d’autres points de vue. Selon [Sienou, 2009], il est possible de distinguer quatre
facettes du risque regroupant chacune plusieurs définitions. Les quatre facettes identifiées per-
mettent de percevoir le risque comme un événement, une mesure, une incertitude ou un état.
Nous présentons chacune de ces facettes en l’illustrant par quelques exemples et en précisant le
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domaine d’application initial de la définition proposée. Il nous semble, en effet, important de
connaître le contexte à l’origine de chaque définition. Il convient également de noter que le choix
de conserver la langue anglaise pour certaines définitions est délibéré pour ne pas dénaturer la
pensée des auteurs.
I.1.1.1 Le risque perçu comme un événement
Le risque peut donc être présenté dans la littérature comme étant un événement. Voici
quelques définitions qui illustrent ce courant de pensée :
(1) « Peril which may cause loss» ou encore « Hazard or condition which increases the
likely frequency or severity of loss», dans le domaine des assurances [IFRIMA -
International Federation of Risk and Insurance Management Associations, 1995].
(2) « Un risque est un aléa dont la survenance prive un système d’une ressource et
l’empêche d’atteindre ses objectifs », dans le milieu industriel [Wybo, 1999].
(3) « The chance of something happening that will have an impact on objectives», dans
le secteur publique [Standards Association of Australia, 1999].
Le risque est donc défini ici comme un événement susceptible de se produire, caractérisé par
une probabilité d’occurrence et par des conséquences (souvent liées à une perte). À cela, nous
pouvons ajouter un dernier paramètre spécifiant la nature de cet événement. Ce type de défi-
nition est très largement utilisé dans l’industrie de par son caractère intuitif dans ce contexte
où l’appareil de production est très surveillé et où le principe visant à anticiper la survenue
d’un événement négatif sur le système est un des principaux enjeux du service « Maintenance »
d’une entreprise.
I.1.1.2 Le risque envisagé comme une mesure
Le risque est également présenté sous la forme d’une mesure comme le montrent les
quelques définitions ci-dessous :
(4) « Le risque est la mesure du danger », dans le domaine de l’industrie [Kervern et
Rubise, 1991].
(5) « Le risque est la combinaison de la probabilité d’occurrence d’un dommage et de sa
gravité », dans le domaine de l’ingénierie des systèmes [International Organization
for Standardization (ISO), 1999].
(6) « Risk is the combination of the probability of an event and its consequences», dans
un cadre général [International Organization for Standardization (ISO), 2002].
(7) « Risk describes the probability with which an error will lead to an unwanted conse-
quence », dans le domaine de l’ingénierie des systèmes [Zur Muehlen et Rosemann,
2005].
(8) « Measure of the probability and consequence of not achieving a defined project
goal », dans le cadre de la gestion de projet [Kerzner, 2009].
Les définitions appartenant à cette catégorie explicitent le risque comme une mesure du degré
d’incertitude ou de la perte causée par un événement incertain. Cette représentation, princi-
palement utilisée par les financiers et les assureurs, peut être étendue à la mesure de toute
variation d’une valeur incertaine. Elle semble être très intéressante lorsque l’objectif est de
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traiter informatiquement le risque car elle se base sur des aspects mathématiques. Cette vision
correspond ainsi aux objectifs d’un outil d’aide à la décision.
I.1.1.3 Le risque vu comme une incertitude
La littérature décrit aussi un certain nombre de définitions présentant le risque comme
intégrant la notion d’incertitude :
(9) « Possibility of loss or exposure to loss », dans le domaine des assurances [IFRIMA
- International Federation of Risk and Insurance Management Associations, 1995].
(10) «The chance of injury or loss as defined as a measure of the probability and severity
of an adverse effect to health, property, the environment or other things of value »,
dans le domaine du management [Canadian Standards Association, 1997].
(11) « Risk refers to the uncertainty that surrounds future events and outcomes. It is the
expression of the likelihood and impact of an event with the potential to influence
the achievement of an organization’s objectives », dans le domaine du management
[Treasury Board of Canada Secretariat, 2010].
(12) « La possibilité que survienne un événement dont l’occurrence entraînerait des consé-
quences (positives ou négatives) sur le déroulement de l’activité du projet », dans le
cadre de la gestion de projet [Gourc, 2006].
Les définitions de cette catégorie présentent le risque et l’incertitude comme des notions très
proches. Très utilisée dans les domaines du management et de la gestion de projet, cette vi-
sion considère donc le risque comme l’occurrence d’un événement probable et s’intéresse plus
particulièrement aux causes et aux conséquences de cet événement sans toutefois les mesurer.
I.1.1.4 Le risque considéré comme un état
La dernière catégorie regroupe des définitions qui présentent le risque comme un état
particulier du système considéré :
(13) « Business risk is the threat that an event or action will adversely affect an entity’s
ability to achieve its business objective and execute its strategies successfully », dans
le domaine du management [Marrs et Mundt, 2007].
(14) « Undesirable situation or circumstance that has both a likelihood of occurring and
a potential negative consequence on a project », dans le domaine de la gestion de
projet [International Organization for Standardization (ISO), 2003].
(15) « The possibility that an event will occur and adversely affect the achievement of ob-
jectives », dans le domaine de la sécurité et du contrôle interne [COSO - Committee
of Sponsoring Organizations of the Treadway Commission, 2004].
(16) « Property or person exposed to loss », dans le domaine des assurances [IFRIMA -
International Federation of Risk and Insurance Management Associations, 1995].
Cette approche qui consiste à caractériser le risque comme un état du système étudié est
très utilisée dans les domaines de la sécurité au travail et du management. Elle peut également
intégrer des notions originales telles que l’état d’esprit d’une personne (comme dans la première
définition). Cependant elle semble être assez compliquée à étendre à d’autres domaines ce qui
la rend difficilement utilisable.
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I.1.1.5 Définition retenue
Il est à noter que certaines de ces définitions ne s’appliquent pas uniquement aux événe-
ments négatifs notamment les définitions (6) et (12). En effet, ces définitions peuvent également
s’employer pour des événements positifs et en ce sens ne nous semblent pas pertinentes car ce
genre de « risque positif » est sensiblement différent du risque « négatif ». Il est d’ailleurs
clairement appelé « opportunité » dans le cadre de l’analyse BOCR (Bénéfice-Opportunité-
Coût-Risque). Le lecteur intéressé par la notion d’opportunité et plus largement par l’analyse
BOCR pourra se rapporter à [Bouzarour-Amokrane et al., 2012; Hillson, 2002; Lee, 2009; Saaty,
2004; Tchangani et Pérès, 2010]. Il convient également d’ajouter que le risque est très souvent
considéré dans la littérature comme un indicateur pour la prise de décision [Tchangani, 2011]
dans des domaines très variés tels que la finance, l’ingénierie, l’environnement, la médecine ou
encore dans le domaine militaire.
Les définitions présentées précédemment offrent une cartographie des différentes manières
d’appréhender le risque. Le cadre de nos travaux conduit à une vision du risque plus orientée
vers l’occurrence des événements. Cependant cette catégorie de définition semble restrictive no-
tamment en ce qui concerne l’aspect « mesure du risque » qui constitue un élément important
dans le cadre d’un outil d’aide à la décision. De plus, les travaux de [O’Shaughnessy, 1992], qui
préconisent la prise en compte des notions de causes et de conséquences comme des attributs
du risque, offrent des perspectives intéressantes pour nos travaux. Nous retiendrons donc la
définition proposée par [Gouriveau, 2003] qui définit le risque qu’un événement se produise, par
l’association d’événements causes, caractérisés par leur occurrence (P), et d’événements consé-
quences (ou effets), caractérisés par leur gravité ou impact (I). Le risque peut être déterminé
par une fonction R = f(occurrence, impact) = f(P,I) (Figure I.1).
Figure I.1: Caractérisation du risque d’après [Gouriveau, 2003].
De plus, cette représentation du risque peut être étendue pour représenter un enchaînement
de situations de risque et modéliser ainsi l’ensemble des risques auxquels est soumis un système,
depuis les causes initiales jusqu’aux conséquences finales (Figure I.2).
I.1.1.6 Typologies des risques
La diversité et l’abondance de l’utilisation du concept de risque rendent sa caractérisation
compliquée. Au delà des notions d’aléa et de vulnérabilité, d’occurrence et d’impact ou de causes
et de conséquences, il convient donc de mieux cerner les différentes situations où le terme de
risques peut être employé. Voici différentes typologies du risque communément employées dans
la littérature [Dubey et Dufresne, 2002] :
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Figure I.2: Représentation des risques en cascade.
● Risque avec et sans conséquences financières : d’une manière générale et selon les points
de vue, la présence d’un risque n’est pas forcément associée à des conséquences finan-
cières. Par exemple, le risque d’extinction d’une espèce animale n’engendre aucune consé-
quence financière directe, le niveau de gravité de ce type d’événement peut tout de même
être élevé.● Risque en régime permanent ou transitoire : les risques en régime transitoire apparaissent
seulement lors de changements dans l’environnement (naturel, social, économique, . . . )
de la cible ou lors de l’évolution de la cible elle même. Par exemple, une crise économique
pourra faire apparaître un risque de mouvements sociaux à l’échelle nationale. A l’inverse,
les risques en régime permanent sont toujours présents sans être liés à un changement
de l’environnement (le risque sismique par exemple).● Risque fondamental ou particulier : la différenciation se fait ici sur la proportion de cibles
impactées. Si la totalité d’une population est menacée par un risque, il est défini comme
étant fondamental. Si un seul individu (ou un groupe d’individus) parmi une population
est menacé, le risque est dit particulier. Par exemple, dans le cadre aéronautique, il peut
y avoir un risque qu’un défaut du processus de fabrication soit détecté ce qui affectera
la totalité de la population (tous les appareils ayant le même processus de fabrication)
obligeant un rappel de tous les appareils concernés, alors qu’une tempête sur un aéroport
précis ne menacera qu’une partie de la population cible.● Risque pur ou spéculatif : cette différenciation est faite pour traduire la volonté délibérée
de s’exposer à un risque. Dans le cas d’un risque pur, il n’est pas possible de l’éviter
même s’il peut être réduit. Le risque qu’un avion tombe en panne est toujours présent
quelle que soit la compagnie aérienne mais il peut être réduit par une bonne politique de
maintenance préventive. Le risque spéculatif représente le fait que le décideur s’expose
sciemment un risque. Par exemple, une entreprise pourra prendre le risque d’investir sur
un nouveau marché, elle s’exposera alors à des pertes importantes si elle ne parvient
pas à s’implanter sur ce marché mais espère en retirer des bénéfices et ainsi assurer son
futur.
I.1.2 Management des risques
Le management des risques est généralement présenté dans la littérature comme un proces-
sus utilisant différents outils et démarches pour optimiser la prise de décision. Il se décompose
en 5 sous-processus (Figure I.3).
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Figure I.3: Le processus de management des risques [Gouriveau, 2003].
La première phase est celle d’identification et d’analyse du risque. Elle consiste à caracté-
riser la situation étudiée en collectant et en formalisant l’ensemble des données nécessaires à sa
compréhension. Ces données seront ensuite utilisées pour analyser chaque situation de risque.
Gouriveau propose une arborescence permettant de recenser l’ensemble des informations né-
cessaires pour identifier et analyser le risque (Figure I.4) [Gouriveau, 2003]. Elle vise donc à
connaître les différents risques induits par la situation étudiée. Il convient de noter que cette
représentation introduit la notion de choix (utilisation de l’opérateur OU) entre les différents
types de causes possibles (le mécanisme est similaire pour les conséquences) mais impose un
certain nombre d’informations qu’il faut obligatoirement renseigner.
Figure I.4: Arbre d’identification du risque selon [Gouriveau, 2003].
Cette phase est suivie par celle d’évaluation du risque qui vise à définir un niveau de
risque soit en classant la situation par rapport à d’autres risques connus (hiérarchisation), soit
en positionnant la situation étudiée dans un référentiel de risque. Cette phase est un champ
d’investigation essentiel pour nos travaux. Elle sera développée plus en détail dans la partie
13
Chapitre I Risque et retour d’expérience
Évaluation des risques (I.1.3).
La phase de maîtrise des risques, qui suit la phase d’évaluation, nécessite de prendre des
décisions parmi plusieurs actions envisageables (Figure I.5) pour le décideur. Celui-ci peut
accepter de prendre le risque, c’est-à-dire qu’il n’engage aucune action pour contrer les causes
ou les conséquences de l’événement redouté. Il peut également refuser ce risque ; il tentera alors
de le réduire en agissant potentiellement sur trois leviers. Le premier levier vise à éviter que
l’événement redouté ne se produise en agissant sur les causes par des méthodes de prévention.
L’objectif, dans ce cas, est de réduire la probabilité d’occurrence de l’événement. Le second levier
a pour but d’atténuer les effets de l’événement redouté en agissant sur les conséquences par des
actions de protection. L’objectif est alors de réduire la gravité (ou l’impact) de l’événement.
Le dernier levier vise à transférer le risque sur une autre entité, par exemple, en utilisant une
assurance qui, de par sa clientèle nombreuse, pourra supporter des risques individuels élevés.
Dans tous les cas, le travail consistera à rendre le risque conforme aux objectifs fixés par la
politique stratégique de l’entreprise.
Figure I.5: Politiques de maîtrise des risques d’après [Gouriveau, 2003].
Afin que cette conformité aux objectifs dure dans le temps, un cycle de suivi et de contrôle
est mis en œuvre. Il est basé sur l’utilisation d’indicateurs pour vérifier, au jour le jour, la
validité des actions entreprises. Pour finir, il existe un processus transverse de capitalisation
des informations générées au cours des quatre autres phases du management des risques pour
consolider et partager la connaissance du problème et ainsi optimiser la prise de décision en
favorisant notamment la réactivité.
La phase d’évaluation du risque étant au cœur de nos travaux, nous allons maintenant
présenter plus en détail cette phase et les outils qui lui sont associés.
I.1.3 Évaluation des risques
Comme nous l’avons vu précédemment, l’évaluation d’un risque consiste à positionner
la situation étudiée par rapport aux autres situations rencontrées. Cette phase du processus
de management des risques nécessite soit d’avoir une base de situations connues pour servir
de référence, soit d’organiser une consultation préalable des différents acteurs visant à définir
ces situations références. Le cadre de référence est donc en perpétuelle évolution au fur et à
mesure que de nouvelles situations s’ajoutent et que la maîtrise des risques s’améliore. Il est
donc nécessaire de prévoir des mécanismes de révision pour maintenir ce cadre de référence en
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adéquation avec les risques à évaluer. Il existe principalement deux catégories d’outils pour une
évaluation du risque pertinente : la hiérarchisation et les référentiels de risques.
I.1.3.1 Hiérarchisation
La hiérarchisation est une méthode qui vise à établir un positionnement relatif de la situa-
tion étudiée par rapport à un ensemble de situations-témoins généralement représentées sous la
forme d’une pyramide des risques. La gravité y est représentée par l’élévation vers le sommet
de la pyramide et la probabilité d’occurrence par la largeur de la base de chaque type de risque.
Cette pyramide (Figure I.6), utilisée pour la première fois par [Bird, 1974] suite à une étude
pour une compagnie d’assurance sur les accidents du travail, met en évidence statistiquement
que pour 600 incidents mineurs, il y a une blessure grave et que si le nombre d’incidents est
réduit, le nombre de blessures graves l’est aussi.
Figure I.6: Pyramide des risques d’accident du travail inspirée de [Bird, 1974].
I.1.3.2 Référentiel de risques
La représentation par hiérarchisation manque cependant de précision car elle ne peut
intégrer certains risques atypiques pourtant considérés comme les plus dangereux (par exemple
un risque ayant une probabilité d’occurrence importante et un niveau de gravité élevé). Pour
combler ces lacunes, il existe donc des référentiels de risques où le positionnement d’un risque
est lié à une combinaison entre sa probabilité d’occurrence et son niveau de gravité (Figure I.7).
Les référentiels de risques permettent une représentation plus complète du risque pouvant
facilement être adaptée à chaque situation en modifiant la fonction de calcul du risque. La plus
classique définit le risque par la relation R = P ×I mais la littérature propose beaucoup d’autres
formulations. Par exemple, pour mettre en évidence les risques ayant un fort impact, la formule
R = P × Ik [Villemeur, 1988] (k étant un coefficient permettant d’amplifier l’importance des
risques à gros impacts) peut être utilisée.
Une autre forme de typologie peut émerger de l’évaluation des risques et notamment de
l’utilisation des référentiels de risques. En effet, il est possible de différencier les risques en
fonction de l’importance de la probabilité d’occurrence et de la gravité. Il est alors possible de
faire apparaître différents types de risque selon leurs positions dans le référentiel (Figure I.8) :● les risques négligeables (zone 1) avec une probabilité d’occurrence et un impact faible,● les risques intolérables (zone 2) avec une probabilité d’occurrence et un impact fort,
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Figure I.7: Représentations 3D, 2D et 2D simplifiée d’un référentiel de risque.
● les risques de fréquence (zone 3) avec une probabilité d’occurrence importante et un
impact faible,● les risques de gravité (zone 4) avec une probabilité d’occurrence faible et un impact fort,● les risques moyens (zone 5) qui sont la cible privilégiée du management des risques.
Figure I.8: Positionnement des différents types de risque dans un référentiel.
Cette typologie permet à Barthélémy et Quibel [Barthélémy et Quibel, 2000] de proposer
une politique de maîtrise des risques (partie I.1.2 - Management des risques) adaptée à chaque
type de risque :● Pour les risques négligeables (zone 1), la politique la plus adaptée consiste à ne pas
s’occuper de ces événements dans un premier temps, tant que des risques plus sérieux
n’ont pas été étudiés.● Pour les risques inacceptables (zone 2), la seule politique valable est l’évitement (ou la
suppression) du risque car il ne doit en aucun cas se produire.● Pour les risques de fréquence (zone 3) qui sont a priori bien connus grâce au retour
d’expérience, il convient de les prendre en charge et de financer leurs conséquences
résiduelles sur les fonds propres de l’entreprise.● Pour les risques de crise (zone 4) aussi appelés risques de gravité, la politique la plus
courante consiste à transférer le risque sur une autre entité, par exemple au moyen d’une
assurance pour les risques ayant un impact financier, pour éviter les conséquences d’un
événement peu fréquent mais très coûteux.● Pour les risques moyens (zone 5), il convient de mettre en place une politique efficace
de management des risques adaptée à chaque problème. Cette zone est particulièrement
16
I.2 Gestion des connaissances et retour d’expérience
intéressante à outiller par les méthodes d’évaluation et de hiérarchisation des risques
qui permettent de mieux comprendre les événements dangereux et donc de mieux les
maîtriser.
I.1.4 Synthèse
Nous avons, dans cette partie, présenté le concept de risque, les différentes notions qui lui
sont associées ainsi que les différentes typologies du risque. Nous avons également abordé le
processus de management des risques et, en particulier, la phase d’évaluation des risques et les
outils utilisés pour l’accomplir.
Nous avons vu que cette phase d’évaluation des risques nécessite un certain nombre de
connaissances. Comme nous l’avons signalé dans l’introduction de ce mémoire, nous souhaitons
utiliser un processus de retour d’expérience afin de capitaliser et sélectionner les connaissances
nécessaires pour alimenter un modèle d’évaluation des risques. Nous aborderons donc, dans
la partie suivante, les aspects liés à la gestion des connaissances et, en particulier, au retour
d’expérience et à son instrumentation.
I.2 Gestion des connaissances et retour d’expérience
Comme nous venons de le voir, la phase d’évaluation du processus de management des
risques que nous souhaitons développer nécessite de disposer de connaissances sur les systèmes
à étudier. La capitalisation de ces connaissances nécessite la mise en place de mécanismes de
gestion des connaissances pour pouvoir les réutiliser dans le modèle proposé.
Dans cette partie, nous aborderons dans un premier temps la gestion des connaissances au
sens large, en distinguant les approches ascendantes et descendantes. Nous définirons ensuite
le retour d’expérience de manière générale, les différentes classes de retour d’expérience et
les outils permettant son instrumentation. Pour finir, nous présenterons les notions liées à
cette instrumentation à partir de deux axes que sont l’organisation des connaissances et leur
représentation.
I.2.1 Généralités sur la gestion des connaissances
La gestion des connaissances ou « Knowledge Management» est une discipline qui englobe
un très grand nombre de concepts et de méthodes utilisées par les organisations, en particulier
dans l’industrie, pour capitaliser, gérer et utiliser les connaissances. Un processus de gestion
des connaissances [Lewkowicz et Zacklad, 1999] est généralement constitué d’un sous-processus
de capitalisation qui vise à rassembler, trier, analyser et stocker la connaissance pertinente,
et d’un sous-processus d’exploitation qui vise à mettre la connaissance à la disposition des
acteurs soit en réinjectant la connaissance dans les processus opérationnels pour en améliorer
le fonctionnement, soit en utilisant cette connaissance pour former les futurs acteurs.
Cette problématique est caractérisée par [Grundstein, 2002] (Figure I.9) au moyen des cinq
processus suivants :● « Repérer » : identification des connaissances cruciales,● « Préserver » : modélisation, formalisation et stockage de ces connaissances,
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● « Valoriser » : diffusion des connaissances dans l’organisation,● « Actualiser » : mise à jour constante des connaissances,● « Manager » : gestion et suivi de ce cycle.
Les nombreuses méthodologies de gestion des connaissances développées jusqu’à aujourd’hui,
permettent de faire la distinction entre deux approches souvent complémentaires : les approches
descendantes, qui visent à utiliser une modélisation générique de la connaissance sur le champs
de l’étude et les approches ascendantes qui visent à généraliser des fragments de connaissance
pour construire un modèle global.
Figure I.9: La capitalisation des connaissances selon [Grundstein, 2002].
I.2.1.1 Approche descendante (Top-Down)
Les approches descendantes consistent à appliquer un modèle générique de connaissances
à un domaine particulier. Elles sont utilisées dans la plupart des méthodologies de conception
des Systèmes à Base de Connaissances à partir de processus séquentiels dont le but est de
produire systématiquement des systèmes complexes et fonctionnels. Il existe de nombreuses
méthodologies proposant des modèles de représentation des connaissances et des supports mé-
thodologiques destinés à la mise en place de systèmes de gestion des connaissances telles que la
méthode CommonKADS [Schreiber et al., 1994] ou encore MKSM [Ermine et al., 1996]. Elles
sont basées sur la modélisation de la connaissance d’experts du domaine ce qui pose certains
problèmes notamment en raison du manque de disponibilité des experts, de leur réticence à
livrer leur savoir et savoir-faire et de la subjectivité des informations qu’ils fournissent.
I.2.1.2 Approche ascendante (Bottom-Up)
Les approches ascendantes consistent à construire une base de connaissances à partir de
fragments de connaissance. Ce sont les méthodes associées au retour d’expérience (partie I.2.2 -
Retour d’expérience). Leur objectif est donc de réutiliser l’expérience pour éviter de reproduire
les erreurs passées et ainsi améliorer le fonctionnement de l’entreprise [Bergmann, 2002]. Ce type
de gestion des connaissances peut être assez facilement intégré aux processus opérationnels,
ce qui en fait un outil très utile pour les entreprises. De plus, l’analyse et la généralisation
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de l’expérience peuvent également servir à construire un corpus de connaissances génériques.
Cependant, cette construction de connaissance n’est pas aisée car il faut disposer d’un nombre
conséquent d’expériences pour construire une connaissance généralisée. Les approches de ce
type présentent des avantages tels que la simplicité relative de formalisation de l’expérience
qui rend le processus de capitalisation transparent pour les experts. Ces derniers acceptent
ainsi plus facilement l’implantation de ces méthodes. En effet, la plupart des entreprises utilise
des mécanismes permettant la capitalisation. L’implantation d’une méthode de gestion des
connaissances peut être facilitée par la réutilisation des mécanismes existants. En effet, malgré
un manque de structuration, ces connaissances sont rapidement exploitables. Un autre avantage
réside dans les possibilités d’évolution de la base de connaissances qui s’agrandit et s’actualise
au fil des expériences en fonction des besoins de l’organisation.
I.2.1.3 Synthèse
Le retour d’expérience est donc une méthode de gestion des connaissances ascendante.
Cependant une formalisation de la connaissance (par exemple sous la forme d’une architecture
organisant les connaissances) en amont de la capitalisation permet de faciliter la modélisation
des problèmes et le raisonnement à partir des connaissances capitalisées. Cette formalisation
se rapproche plus d’une gestion descendante des connaissances. La démarche que nous propo-
sons, combine donc ces approches ascendantes et descendantes. Dans la section suivante, nous
développons les aspects liés au retour d’expérience pour alimenter en connaissances le modèle.
I.2.2 Retour d’expérience
Le principe du retour d’expérience est très ancien et utilisé dans de nombreux domaines.
L’homme réutilise intuitivement ses expériences passées pour améliorer son mode de vie ou
ses méthodes de travail. En outre, il s’est organisé pour transmettre ses connaissances à la
collectivité et à sa descendance au moyen de l’enseignement mais aussi des arts, tels que la
chanson, les proverbes, la peinture ou encore la littérature notamment au travers de la poésie
ainsi que dans les contes et les légendes.
De tout temps, l’homme a donc utilisé le retour d’expérience à l’aide de processus similaires
à ceux utilisés actuellement dans les entreprises comme le montre cette citation traitant du
domaine agricole issue de l’ouvrage de Columella intitulé « De re rustica », datant du Ier siècle
après J.-C., traduite dans [Cuneo, 2003] : « le chef de famille qui tient à avoir une méthode sûre
pour cultiver ses terres se donnera la peine de consulter les fermiers les plus expérimentés de
son époque ; et il devrait étudier avec soin les manuels des Anciens, réfléchir sur les opinions,
sur les enseignements de chacun d’entre eux, pour voir si la leçon reçue peut s’appliquer telle
quelle à son cas ou si elle doit être revue ».
Le retour d’expérience consiste donc en l’analyse des faits passés et de leur contexte pour
réutiliser les connaissances. Cependant, les définitions du retour d’expérience varient en fonction
du domaine considéré. Ainsi, les acteurs de la gestion des risques [REXAO, 2003; Vérot, 2001]
mettent l’accent sur les notions « d’anomalies » et de « dysfonctionnement » c’est à dire sur
le traitement d’événements négatifs. Avec un autre point de vue, Bergmann [Bergmann, 2002]
généralise le principe de retour d’expérience, sous le nom de « Experience Management », à tous
les types d’événements mais restreint sa définition à la résolution de problèmes donc a priori
négatifs. D’autre part, le gouvernement américain au travers de son Département de l’Énergie
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[BickFord, 2000], s’intéresse au concept de « Lesson Learned » (littéralement Leçon Acquise)
en y intégrant la notion de « bonne pratique ».
Pour finir, la définition proposée dans [Rakoto et al., 2002] et reprise dans [Béler, 2008;
Clermont et al., 2007] semble la plus complète. Elle reprend les aspects évoqués dans les diffé-
rentes propositions ci-dessus :
« Le retour d’expérience est une démarche structurée de capitalisation et d’exploitation des
connaissances issues de l’analyse d’événements positifs et/ou négatifs. Elle met en œuvre un
ensemble de ressources humaines et technologiques qui doivent être organisées pour contribuer
à réduire les répétitions d’erreurs et à favoriser certaines pratiques performantes. »
I.2.2.1 Typologie du retour d’expérience
Dans l’optique de positionner nos travaux par rapport aux différentes utilisations qui ont
été faites du retour d’expérience, nous avons identifié deux axes majeurs permettant de classer
les différents types de retour d’expérience. Le premier concerne la nature des événements traités
et permet de distinguer les méthodes traitant des événements positifs ou négatifs. Le second
concerne la façon dont sont traités les événements, intimement liée à la quantité d’informations
disponibles. Ce cas de figure permet donc de distinguer les méthodes statistiques et cognitives.
Il convient également de noter que les différents types de retour d’expérience que nous
présentons ici appartiennent tous à la catégorie des retours d’expérience événementiels qui est la
plus répandue. Ils sont généralement associés à un événement, exceptionnel ou non, et ont pour
but la compréhension des causes de l’événement pour éviter ou favoriser sa ré-occurrence. Le
retour d’expérience n’est toutefois pas forcément basé sur les événements. Par exemple, le retour
d’expérience « signaux faibles » [Gaillard, 2005] vise à anticiper la survenue d’un événement
en recherchant et en analysant des signaux qui ne seraient pas perçus comme dangereux par
les outils de prévention des risques. Il est principalement utilisé par les entreprises connaissant
peu d’accidents mais dont les conséquences seraient désastreuses.
D’un point de vue applicatif, nous pouvons distinguer les retours d’expérience selon qu’ils
s’appliquent dans un cadre « correctif » (le retour d’expérience est utilisé pour résoudre un
problème en s’appuyant sur la résolution de problèmes similaires dans le passé) ou « préventif
» (le retour d’expérience est utilisé pour éviter qu’un événement redouté ne se produise ou pour
limiter l’impact de cet événement en analysant les événements similaires passés).
Positif ou négatif
Il est donc possible de différencier les techniques de retour d’expérience en fonction du
type d’événement qu’elles exploitent. En effet, les connaissances issues d’événements négatifs
(accidents, incidents, anomalies, . . . ) sont souvent plus simples à exploiter, en particulier à
l’aide des méthodes de résolution de problèmes. Ces méthodes sont facilement intégrables aux
processus opérationnels existants et une grande partie des travaux menés actuellement en retour
d’expérience se concentre sur ce type d’événement. La principale difficulté liée à cette méthode
réside dans la réticence des personnes à signaler ou à décrire objectivement ces événements. Il
est fréquent que la gravité d’un problème soit atténuée ou que le problème soit complètement
ignoré par la personne responsable de peur d’être sanctionnée ce qui gêne considérablement la
capitalisation et la validité des expériences capitalisées.
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On commence, cependant, à voir apparaître un retour d’expérience basé sur les « bonnes
pratiques » (aussi appelé « retour d’expérience positif ») dans de grandes entreprises. L’objectif
est d’identifier et de capitaliser ces « bonnes pratiques » pour travailler sur des informations
positives. Au final, le but est de créer une dynamique encourageant les gens à employer et à
partager les « bonnes pratiques » afin d’améliorer leurs outils et conditions de travail mais aussi
l’organisation et la qualité de la production.
Statistique ou cognitif
La littérature permet de distinguer deux grandes classes de retours d’expérience qui dif-
fèrent principalement par la quantité de données manipulées et donc par les méthodologies
utilisées pour appliquer le retour d’expérience. Ces deux classes différencient les retours d’ex-
périence « statistiques » et « cognitifs » (Figure I.10).
Figure I.10: Positionnement des différentes classes de retour d’expérience.
Retour d’expérience « statistique »
Lorsque les données sont en nombre suffisant, le retour d’expérience employé peut être qua-
lifié de « statistique » car les méthodes mathématiques de traitement peuvent être employées
sur les informations capitalisées pour extraire des tendances intéressantes sur le déroulement
de l’activité étudiée. Son principal avantage est qu’il peut facilement être informatisé car les in-
formations manipulées sont simples et majoritairement numériques. Un exemple d’application,
parmi beaucoup d’autres, de cette méthodologie est le système REX-FIAB [Delahaye, 1996]
employé par la société COGEMA. Ce système vise à produire des connaissances statistiques
concernant la fiabilité des équipements à partir des demandes d’interventions faites par les
personnels d’exploitation. Cependant la quantité très importante de données nécessaires aux
méthodes statistiques pour fournir des connaissances fiables rend ce type de retour d’expé-
rience difficile à utiliser dans certains contextes où le nombre d’expériences accumulées n’est
pas suffisant.
Retour d’expérience « cognitif »
A l’inverse, lorsque le nombre de données ne permet pas d’utiliser les méthodes de trai-
tement statistique, la connaissance des experts du domaine peut être utilisée pour combler
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le manque de données. L’expérience et l’analyse de l’expert permettent en effet de mettre en
évidence les points importants pour le sujet étudié malgré l’absence de données statistiques.
Les méthodes de retour d’expérience entrant dans cette catégorie peuvent être qualifiée de «
cognitives ». La méthodologie qui lui est associée nécessite une phase spécifique de formalisation
des connaissances tenant compte du contexte des événements étudiés. A ce type de retour d’ex-
périence sont associées différentes méthodes selon les objectifs à atteindre ainsi que la gravité
et le contexte de l’événement étudié.
Le retour d’expérience de crise est un retour d’expérience de type « cognitif ». Il est utilisé
suite à un événement particulièrement grave tel qu’une catastrophe naturelle, technologique
ou humaine (tsunami, accident industriel, attentat, . . . ). Les principaux utilisateurs de ces
méthodes sont les institutions qui, au moyen d’enquêtes poussées et généralement coûteuses,
tentent d’éviter que le sinistre ne se reproduise ou, le cas échéant, de limiter le nombre de
victimes lors d’une catastrophe similaire ultérieure. Ce type de retour d’expérience s’inscrit
donc dans un cadre exclusivement « préventif ». Dans cette optique, Wybo et Kowalski [Wybo
et Kowalski, 1998] cherchent à améliorer la gestion de l’urgence tandis que Grelot et Guillaume
[Grelot et Guillaume, 2004] proposent de répondre aux questions suivantes :● Qu’est ce qui s’est passé ?● Comment cela s’est-il passé ?● Pourquoi cela s’est-il passé ainsi ?● Que faut-il faire pour que "la prochaine fois" les conséquences soient moins dramatiques ?
L’État met à disposition des différentes collectivités territoriales des documents, résultant de
ses recherches sur le sujet, qui présentent en détails la méthodologie pour appliquer ce type de
retour d’expérience [MIAT - Ministère de l’Intérieur et de l’Aménagement du Territoire, 2006].
Le retour d’expérience « cognitif », dit « d’entreprise », est utilisé dans l’industrie pour
des applications « correctives », « préventives » ou qui regroupent les deux aspects. Le logiciel
T-REX [Jabrouni et al., 2008] qui vise à assister la résolution de problèmes grâce au retour d’ex-
périence est un bon exemple d’application où ces deux aspects sont présents. Un autre exemple
d’implémentation industrielle du retour d’expérience cognitif d’entreprise provient de [Rakoto,
2004] qui a formalisé une architecture de retour d’expérience destinée à ALSTOM Transport,
entreprise du secteur ferroviaire fabriquant des trains. L’objectif de ce travail était d’alimenter
une mémoire d’entreprise organisée autour de la gestion des connaissances pour diminuer les
risques de cloisonnement et le manque de partage d’information au sein de l’entreprise.
Synthèse
Notre étude se place dans le domaine du retour d’expérience basé sur des événements néga-
tifs car les informations traitées concernent principalement des défauts et leurs conséquences «
négatives » sur les pièces ou sous-ensemble étudiés. Il est cependant intéressant de noter que les
données capitalisées ne concernent pas uniquement les cas où il y a des défauts avérés mais bien
tous les cas traités par l’entreprise pour construire des informations statistiques complètes. La
possibilité de développer un système pour identifier les raisons d’événements positifs reste donc
accessible. Par exemple, il pourrait être intéressant de créer un modèle permettant d’identifier
les raisons qui font qu’une pièce dont l’espérance de vie initiale est dépassée est encore en bon
état. Nous nous concentrerons toutefois principalement sur des événements négatifs.
Pour ce qui est de la distinction entre retour d’expérience statistique et cognitif, nous avons
cherché à développer des mécanismes qui combinent les deux types de retour d’expérience car
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l’objectif de nos travaux est de fournir une information à partir de données statistiques consoli-
dées par l’expertise. Cette information, obtenue par la fusion d’avis d’expert et de statistiques
extraites d’une base de données, permettra d’alimenter le modèle d’évaluation des risques. Ce
choix est intimement lié au domaine de l’étude. En effet, pour une activité qui en est à ses dé-
buts, il n’existe pas encore suffisamment de données pour fournir des statistiques valables. C’est
pourquoi un retour d’expérience cognitif est nécessaire dans cette configuration. Avec le déve-
loppement de l’activité et l’accumulation d’informations au cours du temps, les statistiques sont
amenées à prendre de plus en plus d’importance pour finalement pouvoir être utilisées seules.
Cependant cette phase de transition peut être longue, des mécanismes permettant de prendre
en compte les deux sources d’informations, en les pondérant selon la fiabilité des statistiques,
sont nécessaires. Notre étude se situe donc à la frontière entre retour d’expérience statistique
et cognitif.
I.2.2.2 Instrumentation d’un retour d’expérience
Nous venons de définir les différents types de retour d’expériences et avons positionné
notre étude parmi ces approches. Cependant, le fait que nous ayons choisi de travailler sur
des événements négatifs en développant une méthode hybridant retour d’expérience statistique
et cognitif ne suffit en aucun cas pour instrumenter un outil de retour d’expérience destiné à
évaluer les risques.
En effet, il convient de définir les différents concepts et les différents types de connaissances
avec lesquelles nous allons travailler pour adapter le processus de retour d’expérience à nos
besoins. Comme nous allons le voir dans la partie I.2.3 (Organisation des connaissances), les
systèmes à bases de connaissances permettent de manipuler un certain nombre de notions
qu’il faut définir et positionner les unes par rapport aux autres pour identifier celles qui nous
concernent. De plus, il est important de bien comprendre les différentes connaissances que nous
allons rencontrer et leur dynamique.
Dans un deuxième temps, il convient également de définir le formalisme que nous allons
utiliser pour représenter les expériences et les connaissances à notre disposition. L’objectif
est d’intégrer ces connaissances dans les mécanismes de raisonnement que nous mettrons en
place pour évaluer les risques. Nous allons donc présenter, dans la partie I.2.4 (Représentation
des connaissances), différents formalismes de représentation existants pour compléter notre
instrumentation.
I.2.3 Organisation des connaissances
La notion de connaissance est vague et très difficile à appréhender dans sa globalité. En
général, la connaissance est intimement liée au savoir et à ses différentes formes. La connaissance
concerne donc le savoir sur les objets, concepts et entités diverses qui composent l’univers étudié
ainsi que les faits concernant ces entités (par exemple les lois de la physique s’appliquant à un
objet). A ce savoir de base, il est possible d’ajouter des notions issues de l’observation, c’est à dire
des événements associés à un objet ou encore une classification des différents objets entre eux.
Pour finir, la connaissance contient également les notions de savoir-faire et de métaconnaissance
(la connaissance sur la connaissance ou le recul pris sur le domaine d’activité étudié) ce qui
correspond généralement à l’expertise humaine.
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Nous allons tout d’abord positionner ces différents concepts les uns par rapport aux autres
pour mieux les définir. Nous présenterons ensuite plusieurs façons de caractériser les connais-
sances et nous poursuivrons en introduisant les notions liées à la dynamique des connaissances.
I.2.3.1 Positionnement des concepts
Les outils de gestion des connaissances ne manipulent pas uniquement des connaissances
mais aussi des données et des informations. Nous allons donc distinguer ces trois notions en y
ajoutant la notion de Savoir-faire (aussi appelé « Sagesse » dans certaines études) d’après les
travaux présenté dans [Béler, 2008; Rakoto, 2004] (Figure I.11).
Figure I.11: Distinction Données / Informations / Connaissances / Savoir-faire.
La notion de donnée caractérise des faits ou des éléments non reliés entre eux et hors
contexte donc sans aucune valeur informative. Ce sont des données brutes non analysées. Une
donnée peut être caractérisée par un seul terme (« Corrosion » par exemple).
La notion d’information caractérise un ensemble de données mises en relation pour donner
du sens. Les relations entre les données introduisent une valeur informative et donc de contexte.
Elles peuvent facilement être structurées et enregistrées dans une base de données. Un exemple
d’information peut être « la pièce est soumise à la Corrosion ».
La notion de connaissance caractérise des informations analysées pour en extraire la valeur
ajoutée qui permettra la création de nouvelles informations. C’est donc un phénomène de gé-
néralisation des informations pour correspondre à plusieurs contextes d’utilisation. Un exemple
de connaissance structurée sous la forme de règle logique peut être « SI une pièce est soumise
à la corrosion ALORS il y a un risque de dégradation des propriétés mécaniques ».
La notion de savoir-faire correspond à la manière d’utiliser les connaissances de façon
pertinente pour atteindre un objectif (résoudre un problème, concevoir un produit, usiner une
pièce, . . . ). C’est donc l’appropriation et l’organisation de la connaissance par une personne
dans le but de prendre les décisions adaptées à chaque situation. Ce savoir-faire est étroitement
lié à une personne en particulier en fonction de son expérience et de ses compétences.
Dans [Bergmann, 2002], la gestion de l’expérience (Experience Management) correspond
à la gestion des connaissances limitée aux connaissances issues de l’expérience. Il y a donc
un lien particulier entre expérience et connaissance. En effet, l’expérience est construite en
analysant, à l’aide d’experts dans le domaine d’étude, les informations issues du processus opé-
rationnel. Ces connaissances extraites par les experts de façon plus ou moins explicite sont
dites opérationnelles et sont généralisables pour obtenir un savoir contenant les connaissances
issues de l’expérience. La notion d’expérience caractérise donc une combinaison d’informations
contextualisées et formalisées par un expert. Rakoto et Béler Béler [2008]; Rakoto [2004] pro-
posent donc de faire correspondre l’expérience à un stade intermédiaire entre informations et
connaissances (Figure I.12).
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Figure I.12: Positionnement de l’expérience par rapport aux autres notions.
I.2.3.2 Typologies et dynamique des connaissances
La connaissance est une notion assez vague. Pour parvenir à une meilleure compréhension
des différentes interprétations qui en sont faites, nous présentons dans cette partie deux typolo-
gies des connaissances telles qu’elles sont généralement perçues en entreprise. Par la suite, nous
associons à ces typologies, une présentation de la dynamique des connaissances toujours dans
ce même cadre industriel. Nous terminons par une synthèse appliquant les éléments présentés
dans cette partie à notre étude.
Connaissances tacites ou explicites
Cette distinction issue de la psychologie cognitive [Polanyi, 1962] a été reprise en gestion
des connaissances par [Hedlund et Nonaka, 1993]. Elle décrit la connaissance tacite comme
abstraite, issue des représentations mentales, difficile à transmettre car non formalisée. Ce type
de connaissance correspond à des connaissances innées ou apprises ainsi qu’au savoir-faire. Par
exemple, le sens des relations humaines est une connaissance tacite car, même si il est possible
de l’apprendre, il est très difficile de l’expliciter. La connaissance explicite correspond, quant
à elle, à une connaissance formalisée, facilement transmissible à l’oral ou à l’écrit. Elle repose
sur l’utilisation d’un vocabulaire précis et peut être informatisée au sein d’une base de connais-
sances. Par exemple, une procédure de maintenance contient des connaissances explicites.
Connaissances individuelles ou collectives
Chaque individu dispose de ses propres connaissances qu’il gère intuitivement à sa manière,
c’est la connaissance individuelle. Celle-ci permet à chacun d’extraire de la connaissance à par-
tir d’informations pour valoriser sa connaissance. Cependant, il existe d’autres connaissances,
dites collectives [Duizabo et Guillaume, 1996], partagées entre plusieurs individus. Lorsqu’elle
est formalisée et partagée, la connaissance peut avoir un sens collectif que l’on retrouve, par
exemple, dans les « connaissances des entreprises » [Prax, 2000].
Dynamique des connaissances
Lors de la manipulation des connaissances, nous pouvons remarquer que des allers-retours
entre connaissances tacites et explicites et entre connaissances individuelles et collectives sont
effectués. Baumard [Baumard, 1996] a formalisé cette dynamique au moyen de la Figure I.13.
On peut aisément distinguer un cycle « classique » entre les états définis dans [Nonaka,
1994]. Dans un premier temps, la connaissance est explicite et collective, c’est la phase d’ap-
prentissage des règles. Puis elle devient tacite et individuelle, c’est la phase d’intériorisation où
la connaissance intègre des schémas mentaux (phénomène de l’intuition). Ensuite elle devient
explicite et individuelle, c’est la phase d’expertise où elle peut être enseignée à d’autres, redeve-
nant ainsi explicite et collective. Cependant, en dehors de ce cycle, certaines connaissances qui
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Figure I.13: Dynamique des connaissances d’après [Baumard, 1996].
sont connues de l’ensemble des acteurs deviennent tacites et collectives, elles intègrent alors les
pratiques sociales. Toutefois, comme nous pouvons le voir dans la figure I.13, il est à noter qu’il
existe d’autres mécanismes, tels que l’extension ou la prise de conscience, pour la connaissance
de passer d’un état à l’autre sans suivre le cycle décrit précédemment.
I.2.3.3 Synthèse
Dans le cadre de notre étude, nous utiliserons donc les notions de données et d’informations
qui seront capitalisées au sein d’une base de données statistique et les notions d’expériences et
de connaissances qui seront issues de la connaissance de l’expert ou de l’extraction de la base
de données statistique pour être introduites dans notre modèle. En ce qui concerne le type des
connaissances qui seront utilisées, elles seront explicites pour toutes les informations issues de
la vie du système mais il y aura cependant une part de connaissances tacites lorsque les experts
donneront leurs avis.
Nous allons maintenant aborder les problématiques associées à la représentation des connais-
sances qui nous permettront de modéliser les connaissances à notre disposition pour les intro-
duire dans un modèle d’évaluation des risques.
I.2.4 Représentation des connaissances
Il existe de nombreux modèles de représentation de la connaissance. Leur but est de repré-
senter, à l’aide d’un langage, les différents types d’entités permettant de modéliser la connais-
sance. Comme nous l’avons vu précédemment, ces entités peuvent être des objets physiques ou
des actions mais aussi des idées ou des relations entre les différents concepts. Haton[Haton et
Haton, 2000] définit deux grands types de représentation :
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● « les représentations déclaratives, dans lesquelles les connaissances sont décrites indé-
pendamment de leur exploitation ultérieure. Elles sont à l’origine de la programmation
déclarative d’un système à bases de connaissances ;● les représentations procédurales, qui contiennent la façon dont les connaissances codées
doivent être utilisées. »
Un formalisme de représentation des connaissances doit fournir un cadre formel d’expression
de la connaissance et permettre la mise en place de mécanismes de raisonnement (aussi appelés
mécanismes d’inférence). Nous pouvons donc distinguer trois spécifications principales permet-
tant la construction d’un formalisme de représentation. Nous présenterons dans un premier
temps la notion de vocabulaire qui est le cadre de l’expression de la connaissance. Nous abor-
derons ensuite le concept de grammaire qui permet l’agrégation et l’articulation des éléments
de vocabulaire. Et, pour finir, nous parlerons des différents mécanismes de raisonnement qu’il
est possible de développer à partir d’un formalisme de représentation des connaissances.
I.2.4.1 Vocabulaire et grammaire d’un formalisme de représentation des connaissances
La définition d’un vocabulaire, c’est-à-dire d’un support destiné à l’expression des connais-
sances, est fondamental. Ce vocabulaire, aussi appelé ontologie, est l’ensemble structuré des
concepts et des relations entre ces concepts. La connaissance qui doit être utilisée dans le mo-
dèle étudié doit nécessairement appartenir au cadre d’expression qu’est l’ontologie. L’objectif
de la construction de ce vocabulaire est de modéliser l’ensemble des connaissances du domaine
étudié. Selon Gruber [Gruber, 1995], il est possible de distinguer cinq critères objectifs qui
permettent de concevoir une ontologie pertinente et efficace :● La clarté, qui caractérise la capacité d’un terme de l’ontologie à représenter la significa-
tion attendue, indépendamment du contexte.● La cohérence, qui représente la capacité à raisonner logiquement à partir des termes de
l’ontologie, c’est-à-dire que rien dans l’ontologie ne doit contredire la définition d’un des
concepts.● L’extensibilité, qui caractérise la capacité de l’ontologie à être étendue par l’ajout de
nouveaux termes sans contredire les définitions existantes.● La distorsion minimale de l’encodage et l’engagement ontologique minimal, qui sont
des notions plus techniques permettant de caractériser le degré de spécification et de
complétude des définitions contenues dans l’ontologie.
La grammaire d’un formalisme correspond à la façon dont s’articulent les termes du vocabulaire
entre eux pour modéliser une connaissance complète. Si le vocabulaire peut être commun à
plusieurs formalismes de représentation des connaissances, chaque formalisme dispose de sa
propre grammaire qui correspond à l’ensemble des opérateurs permettant de représenter les
liens entre les concepts et servant de base aux mécanismes de raisonnement.
I.2.4.2 Raisonnement
L’objectif des mécanismes de raisonnement (ou d’inférence) est, à partir des connaissances
formalisées grâce à un vocabulaire et une grammaire particulière, de créer de nouvelles connais-
sances en mettant en évidence des liens entre des concepts ou en généralisant la définition d’un
concept. Selon Blanché et Oléron [Blanché, 1973; Oléron, 1977], il est possible de distinguer
trois types de raisonnement majeurs (la déduction, l’induction et l’abduction) et des modes de
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raisonnements annexes (tels que les raisonnements faux) La Figure I.14 présente la typologie
de ces mécanismes d’inférence selon [Blanché, 1973].
Figure I.14: Typologie des modes de raisonnement selon [Blanché, 1973].
Il est donc possible de distinguer les raisonnements selon qu’ils soient rigoureux ou non
(ils ne sont pas rigoureux s’ils laissent une place à l’incertitude). Il faut noter que le terme
« rigoureux » est utilisé ici dans son sens littéral pour traduire la parfaite exactitude des résultats
obtenus et non de la méthode employée qui peut être parfaitement rigoureuse même si les
résultats obtenus sont incertains. Les notions centrales de cette typologie sont :● la déduction : le raisonnement part d’une idée générale pour en déduire des propositions
particulières,● l’induction : le raisonnement part d’observations particulières pour aboutir à une conclu-
sion de portée générale,● l’abduction : le raisonnement consiste à supprimer les solutions improbables.
I.2.4.3 Synthèse
Dans le cadre de notre étude, nous utiliserons donc des modes de raisonnement non-
rigoureux car, comme nous l’avons vu précédemment, la notion de risque est souvent liée à la
notion d’incertitude. Parmi ces méthodes de raisonnement non-rigoureux, nous nous attacherons
en particulier au raisonnement par analogie, c’est-à-dire par comparaison de solutions, qui
est au cœur du processus de retour d’expérience. Les méthodes de représentations intégrant
explicitement la notion d’incertitude sont également essentielles en vue de l’intégration de la
notion de risque. En ce qui concerne les notions de vocabulaire et de grammaire, nous cherchons
une approche permettant de simplifier au maximum la construction du cadre d’expression de
la connaissance pour éviter les ambiguïtés et faciliter la lecture.
Parmi les nombreux formalismes « usuels » de représentation des connaissances, telles que
les approches basées sur la logique [Hayes, 1977; Moore, 1966], sur les « frames » [Minsky, 1974]
ou sur la combinaison de ces deux méthodes (approche orientée objet [Knublauch, 2002], logique
de description [Brachman et Levesque, 1985], réseaux sémantiques [Collins et Quillian, 1970;
Quillian, 1966] ou encore graphes conceptuels [Sowa, 1984]), aucun ne nous a semblé corres-
pondre parfaitement à nos besoin, notamment à cause de la difficulté à représenter simplement
la notion de causalité par ces formalismes.
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Cette difficulté à représenter la causalité essentielle au concept de risque et la recherche
d’une modélisation simple de la connaissance nous encourage à trouver une méthode de repré-
sentation alternative. C’est pourquoi, nous nous dirigeons vers une méthode de représentation
des connaissances utilisant des variables (plus simples à mettre en œuvre que les « frames
»), permettant de représenter la connaissance experte (vu sous la forme de règles logiques) et
ayant une structure hiérarchique de type graphe. L’aspect graphique nous semble important,
car il se prête particulièrement bien à la représentation du risque précédemment définie. Pour
notre étude, nous avons choisi, dans un premier temps, les réseaux bayésiens qui respectent
les contraintes que nous venons d’énoncer (partie II.1.1 - Réseaux bayésiens et diagrammes
d’influence).
I.3 Retour d’expérience et risques
L’interaction entre le risque et le retour d’expérience est un mécanisme très naturel. Le
fait d’être prévenu d’un risque permet d’accroître la vigilance face à ce risque. Une fois le
risque identifié, il sera possible de choisir une politique de maîtrise du risque pour l’événement
considéré. L’identification du risque se fait généralement par un retour d’expérience issu de la
mémoire de la personne ou des différentes sources à sa disposition. Le retour d’expérience et la
notion de risque sont donc très liés même dans les cas où aucun processus de retour d’expérience
n’est formalisé et où aucune politique de maîtrise des risques n’est définie.
Cependant, lorsqu’une décision plus réfléchie est nécessaire, comme c’est habituellement
le cas dans le milieu industriel où les raisons d’une décision doivent être rationnelles et géné-
ralement chiffrées, il devient impératif de construire des indicateurs pour fournir au décideur
les outils dont il a besoin pour prendre la bonne décision. La construction de ces indicateurs
nécessite donc la formalisation d’un processus de retour d’expérience ainsi qu’une évaluation
objective des risques.
Nous allons donc ici présenter les liens qui existent entre retour d’expérience et évaluation
des risques au travers d’une typologie croisée de ces deux domaines. Nous proposerons, ensuite,
une architecture du risque permettant de prendre en compte le retour d’expérience et de fournir
des indicateurs de risques performants.
I.3.1 Typologie croisée
Comme nous l’avons vu précédemment (partie I.1.3 - Évaluation des risques), l’évaluation
du risque utilise le référentiel et les pyramides de risques comme outils pour positionner les
situations rencontrées les unes par rapport aux autres. Ces deux outils peuvent également être
utilisés pour positionner le type de retour d’expérience qu’il convient d’utiliser selon le type de
risques à traiter.
Dans le cas des pyramides de risques, Béler [Béler, 2008] propose d’associer les différents
niveaux de la pyramide des risques avec le type de retour d’expérience correspondant et le type
de connaissances associées à chaque retour d’expérience (Figure I.15).
La pyramide de la Figure I.15 est issue de [ANAES - Agence Nationale d’Accréditation et
d’Évaluation en Santé, 2003] et distingue plusieurs types d’événements qu’il est intéressant de
définir.
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Figure I.15: Positionnement du retour d’expérience dans une pyramide des risques.
L’incident est un événement n’ayant entraîné aucune conséquence importante mais pouvant
annoncer un événement plus grave. Le dysfonctionnement est un événement sortant du cadre de
fonctionnement normal tel qu’une non-conformité (écart par rapport à une spécification), une
anomalie (écart par rapport à une attente ou une préférence) ou un défaut (écart par rapport à
une exigence). Ces deux types d’événements correspondent au premier niveau de la pyramide et,
même s’ils sont sans gravité, ils permettent de mieux connaître le fonctionnement du système
et donc de mieux le maîtriser. La capitalisation de ces événements prend tout son sens dans le
cadre de la prévention des accidents. En effet, ceux-ci sont souvent liés à l’accumulation de ce
type de problèmes mineurs.
Au second niveau de la pyramide, il est possible de distinguer trois types d’événements. Le
presque-accident est un événement qui, sans des conditions particulières, aurait conduit à un
accident. Le précurseur est un événement dont l’occurrence conduira vraisemblablement à un
accident. L’événement sentinelle, selon l’Agence Nationale d’Accréditation et d’Évaluation en
Santé (ANAES), « identifie une occurrence défavorable qui sert de signal d’alerte et déclenche
systématiquement une investigation et une analyse poussée ». Ces événements permettent d’ali-
menter et de rendre plus efficace la démarche de management des risques mise en œuvre car ils
sont généralement moins rares que les accidents et fournissent une quantité non-négligeable de
données utiles à cette démarche.
Les deux derniers niveaux de la pyramide mettent en évidence les accidents et les catas-
trophes. L’accident est un événement soudain entraînant des conséquences graves, généralement
en termes humains (blessure grave, décès) mais aussi dans d’autres domaines, en termes finan-
ciers, matériels ou encore écologiques. Dans [ANAES - Agence Nationale d’Accréditation et
d’Évaluation en Santé, 2003], la catastrophe est un accident qui impacte plusieurs personnes
lorsque les conséquences considérées sont humaines. Par extension aux autres domaines, la
catastrophe est un accident dont le périmètre d’impact est plus large.
Le positionnement du retour d’expérience relativement à cette pyramide est assez naturel.
En effet, il est possible de mettre en relation la quantité d’événements capitalisés avec le type
de retour d’expérience. Ainsi la base de la pyramide qui correspond aux événements de faible
gravité mais très fréquents sera traitée à l’aide d’un retour d’expérience statistique. Le sommet
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correspondra, quant à lui, à un retour d’expérience de crise car il représente des événements
peu fréquents mais très graves. La partie médiane de la pyramide sera traitée avec un retour
d’expérience cognitif d’entreprise pour des événements qui ne sont pas suffisamment fréquents
pour être traités par des statistiques et qui ne sont pas suffisamment graves pour nécessiter un
retour d’expérience de crise.
Cette approche permet de mettre en relation risque et retour d’expérience, mais, comme
nous l’avons précisé dans la partie I.1.3.2, les pyramides de risques ne permettent pas la mise
en évidence des risques atypiques qui sont généralement les plus dangereux. Par conséquent,
nous avons cherché à adapter cette représentation aux référentiels de risques qui comme nous
l’avons vu (partie I.1.3.2 - Référentiel de risques ) offrent une représentation plus complète des
différents types de risques (Figure I.16).
Figure I.16: Les classes de retour d’expérience dans un référentiel de risques.
La Figure I.16.a est un rappel du positionnement des différents types de risque dans un
référentiel de risques décrit précédemment (Figure I.8). Les autres parties de cette figure pré-
sentent les champs d’activité des différents processus de retour d’expérience par rapport aux
risques étudiés. Ainsi, le retour d’expérience statistique (Figure I.16.b – zone A) s’applique
aux risques ayant une probabilité d’occurrence élevée tandis que le retour d’expérience de crise
(Figure I.16.c – zone B) concerne les risques ayant un impact important. Pour finir, le retour
d’expérience cognitif d’entreprise (Figure I.16.d – zone C) est utilisable pour un vaste panel de
risques ayant des caractéristiques variées. Cette représentation permet donc de faire apparaître
le domaine d’intérêt des mécanismes d’aide à la décision que nous souhaitons développer et
qui se situe principalement dans la zone d’intersection des retours d’expérience statistiques et
cognitifs.
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I.3.2 Architecture du risque retenue
La représentation du risque en cascade que nous proposons d’utiliser correspond à celle
présentée précédemment (Figure I.2). Les situations de risques sont donc imbriquées les unes
dans les autres et se succèdent depuis des causes initiales jusqu’à des conséquences finales
permettant ainsi de construire une cartographie complète des risques pour l’activité, la pièce
ou le sous-ensemble qui doit être étudié.
Cette représentation permet de formaliser les connaissances issues de l’expérience. L’exper-
tise est utilisée en parallèle du retour d’expérience classique pour retrouver l’enchaînement des
événements et ainsi déterminer les causes primaires ayant entraîné les conséquences visibles in
fine. Cette étape d’analyse permet de remonter à l’origine du problème effectivement rencontré,
mais également, de définir la succession d’événements pouvant potentiellement conduire à un
événement redouté.
Ce type de représentation offre un certain nombre de possibilités d’exploitation. En premier
lieu, il permet, à partir des conséquences visibles d’un événement, de déterminer la présence
possible de conséquences cachées ayant été entraînées par l’épisode étudié. Lors de l’utilisation,
la mise en évidence d’un risque est facilitée car l’expérience capitalisée dans le passé montre
l’association de plusieurs phénomènes conduisant à des conséquences redoutées (Figure I.17).
Figure I.17: Architecture de représentation des risques.
De plus, ce type de modèle permet d’introduire la connaissance statistique et/ou probabi-
liste issue d’une base de données dans le but de nuancer et de consolider les différentes informa-
tions. De cette manière, nous disposons d’outils supplémentaires pour assister le décideur dans
sa prise de décision. Ainsi, des renseignements statistiques concernant un événement particulier
sont mis en évidence en signalant, par exemple, que la conséquence visible considérée est asso-
ciée dans x% des cas à une conséquence cachée ou encore que cette même conséquence visible
est due, dans une certaine proportion, à une cause unique et la proportion restante étant une
combinaison de deux causes totalement différentes. La réaction peut donc être adaptée, selon
les cas, pour parvenir à une meilleure prise en charge des phénomènes.
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I.4 Synthèse et problématique de recherche
Ce chapitre a permis de présenter les différents concepts qui composent le contexte général
de ces travaux de recherche. Nous avons dans un premier temps défini la notion de risque et
introduit le processus de management des risques en insistant particulièrement sur la phase
d’évaluation des risques. Nous avons identifié une représentation des risques en cascade qui
est prometteuse pour modéliser les enchaînements de situation de risque. Par la suite, nous
avons abordé les concepts associés à la gestion des connaissances et en particulier au retour
d’expérience. Nous avons présenté les retours d’expérience statistique et cognitif utilisés pour
capitaliser les connaissances issues respectivement de bases de données ou d’avis d’experts. Pour
finir, nous avons décrit les liens qui existent naturellement entre évaluation des risques et retour
d’expérience. Ces liens nous ont permis de proposer une architecture globale de représentation
des risques utilisant la représentation des risques en cascade et intégrant le retour d’expérience
pour construire l’enchaînement des situations et alimenter le modèle en connaissances pour
évaluer les risques.
Ce chapitre permet donc de mettre en perspective l’objectif que nous avons présenté en
Introduction, à savoir l’évaluation des risques pour assister la décision lors de la déconstruction
des avions en fin de vie à partir de connaissances statistiques et expertes, par rapport à l’état
actuel des connaissances sur ce sujet. Nous pouvons donc identifier deux principaux verrous
scientifiques qu’il faudra lever pour remplir cet objectif.
Le premier verrou concerne l’hybridation des retours d’expérience statistique et cognitif
pour combiner les connaissances issues d’une base de données statistique avec les avis d’experts.
Comme nous l’avons vu précédemment (partie I.2.2.1 - Typologie du retour d’expérience), les
processus de traitement des connaissances par les retours d’expérience statistique et cognitif
diffèrent et il convient de mettre en œuvre les mécanismes permettant de les faire cohabiter.
Le second verrou concerne l’incertitude sur les connaissances utilisées pour évaluer le risque.
En effet, si le concept de risque intègre la notion d’incertitude en ce qui concerne les événements
étudiés, il convient également de tenir compte du caractère incertain des connaissances qui sont
utilisées pour évaluer le risque, en particulier, lorsque cette évaluation a pour objectif d’aider à
la décision. Le décideur doit donc être conscient de la fiabilité des informations dont il dispose
pour prendre la meilleure décision possible. Cet état de fait est d’autant plus vrai dans notre
cas où la connaissance d’experts (qui sont des humains donc avec des avis obligatoirement
subjectifs) est utilisée pour pallier les limites d’une base de données qui ne disposent pas de
suffisamment de données pour fournir des statistiques fiables.
Par conséquent, nous pouvons résumer la problématique de ces travaux à l’hybridation des
processus de retours d’expérience statistique et cognitif en tenant compte de l’incertitude pour
fournir une évaluation des risques destinée à l’aide à la décision.
Dans le chapitre suivant, nous proposons une première approche utilisée pour évaluer les
risques en utilisant les méthodes probabilistes (réseaux bayésiens et diagramme d’influence).
Nous mettons en évidence les limites de cette approche et introduisons des solutions permettant
de surmonter ces difficultés.
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Le chapitre précédent a permis de présenter le contexte général de notre étude et de
préciser la problématique de ces travaux de recherche. Cette problématique consiste à hybrider
les processus de retours d’expérience statistique et cognitif pour fournir une évaluation des
risques. Nous avons donc pour objectif de construire un modèle pour l’évaluation des risques
permettant de satisfaire cette problématique.
La première approche que nous mettons en œuvre s’appuie sur les réseaux bayésiens et
leurs extensions, les diagrammes d’influence, qui reposent sur la théorie des probabilités et
en particulier sur le théorème de Bayes. Le formalisme des réseaux bayésiens correspond par-
faitement à nos objectifs en termes de représentation du risque et les diagramme d’influence
permettent de mettre en œuvre l’évaluation du risque. Cependant, nous avons constaté cer-
taines limites des méthodes bayésiennes, notamment pour ce qui concerne la combinaison entre
connaissances statistiques et expertes et la représentation des incertitudes relatives à l’introduc-
tion de connaissances expertes. Par conséquent, nous nous intéressons à la théorie des fonctions
de croyance qui doit nous permettre de surmonter ces difficultés et nous proposons des solutions
pour coupler leur utilisation aux réseaux bayésiens.
Ce chapitre est organisé en deux sections. Dans la première section, après avoir introduit
les formalismes des réseaux bayésiens et des diagrammes d’influence, nous proposons un modèle
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destiné à l’évaluation des risques s’appuyant sur ces méthodes. Nous détaillons également les
utilisations possibles de ce modèle et les limites que nous avons identifiées. Dans la deuxième
section, après nous être intéressés aux différentes méthodes de modélisation de la connaissance
imparfaite (et donc incertaine), nous présentons la méthode que nous avons choisie, les fonctions
de croyance, et les solutions possibles pour coupler son utilisation avec les réseaux bayésiens.
II.1 Modèle pour l’évaluation des risques
Notre objectif est de construire un modèle permettant d’évaluer les risques. Ce modèle
doit respecter les contraintes induites par les concepts définis dans le chapitre précédent. Nous
avons choisi d’utiliser le formalisme des réseaux bayésiens et son extension, les diagrammes d’in-
fluence, pour représenter le risque, pour formaliser la connaissance et pour raisonner avec cette
connaissance. Une des raisons principales de ce choix est que les réseaux bayésiens permettent
de représenter des événements reliés les uns aux autres par des relations causales comme c’est
le cas dans la représentation du risque que nous avons choisie d’utiliser (partie I.1 - Risque).
Le fonctionnement de tels réseaux repose sur la théorie des probabilités et en particulier sur le
théorème de Bayes, ce qui permet la modélisation de la probabilité d’occurrence qui constitue
une des composantes de la mesure du risque. De plus, les diagrammes d’influence permettent
d’ajouter une dimension décisionnelle au problème modélisé par les réseaux bayésiens, per-
mettant ainsi de représenter la gravité qui constitue la deuxième composante de la mesure du
risque.
Dans cette partie, nous présentons, dans un premier temps, les formalismes des réseaux
bayésiens et des diagrammes d’influence d’un point de vue théorique. Par la suite, nous introdui-
sons le modèle que nous proposons. Nous porterons une attention particulière à ses utilisations
possibles et à ses limites.
II.1.1 Réseaux bayésiens et diagrammes d’influence
Les réseaux bayésiens sont des modèles graphiques destinés à formaliser la connaissance et
à utiliser cette connaissance pour raisonner sur un problème. Une extension de ce formalisme,
appelée diagramme d’influence, permet d’ajouter la dimension décisionnelle à la représentation
du problème. Dans cette partie, nous allons présenter, dans un premier temps, le théorème de
Bayes, fondement mathématique des réseaux bayésiens. Par la suite, nous définirons le principe
des réseaux bayésiens puis nous insisterons sur l’inférence dans ces réseaux et nous terminerons
en présentant les diagrammes d’influence.
II.1.1.1 Théorème de Bayes
Le théorème de Bayes [Bayes, 1763] est au centre du mécanisme d’inférence dans les ré-
seaux bayésiens. Il permet de faire le lien entre une série d’hypothèses, caractérisées par des
probabilités d’occurrence, et une série d’observations représentant l’état réel du système. À
partir du théorème de Bayes, il est possible de mettre en œuvre deux types de raisonnement :● le diagnostic, ou raisonnement par inférence ascendante, qui permet à partir d’une ob-
servation de retrouver la cause la plus probable parmi les hypothèses.
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Illustration du théorème de Bayes [Bayes, 1763]
Supposons qu’un défaut peut apparaître sur une pièce. L’espace des observations est D ={Oui, Non}. Le défaut peut avoir trois causes, l’espace des hypothèses est alors C = {c1, c2, c3}.
Initialement, nous ne disposons que de la distribution de probabilités conditionnelles suivante :
P (D∣C) C = c1 C = c3
D =Oui 0,90 0,75 0,35
D =Non 0,10 0,25 0,65
Étant donné que nous n’avons aucune information sur les causes, le principe d’équiprobabilité
de la théorie des probabilités nous impose de répartir uniformément la probabilité entre les hypo-
thèses donc P(C=c1)=P(C=c2)=P(C=c3)=1/3. En utilisant le théorème de Bayes, nous pouvons
déterminer la cause la plus probable de l’apparition du défaut :
C = c1 C = c2 C = c3
P (C ∣D =Oui) 0,45 0,375 0,175
Exemple de calcul pour C = c1 :
P (C = c1∣D = Oui) = P (C=c1)×P (D=Oui∣C=c1)3∑
i=1P (C=ci)×P (D=Oui∣C=ci)= 0,33×0,90,33×0,9+0,33×0,75+0,33×0,35 = 0,45
Nous pouvons également calculer la probabilité d’occurrence du défaut :
P (D = Oui) = 3∑
i=1P (C = ci) × P (D = Oui∣C = ci)= 0,33 × 0,9 + 0,33 × 0,75 + 0,33 × 0,35 = 0,66
Par la suite, un expert examine le problème et précise que la cause c1 ne se produit que dans 10%
des cas. La nouvelle distribution de probabilités conditionnelles concernant l’apparition du défaut et
la probabilité d’occurrence du défaut est alors :
C = c1 C = c2 C = c3
P (C = c1) 0,10 0,45 0,45
P (C ∣D =Oui) 0,154 0,577 0,269
P (D =Oui) 0,585
Figure II.1: Illustration du théorème de Bayes.
● la prédiction, ou raisonnement par inférence descendante, qui permet d’estimer la pro-
babilité d’apparition d’une observation conditionnellement aux hypothèses.
D’un point de vue mathématique, nous nommons l’espace des hypothèses Θ = {θ1, . . . , θi, . . .}
et l’espace des observations Ω = {ω1, . . . , ωk, . . .}. Pour représenter le lien entre observations
et hypothèses, la théorie des probabilités permet l’utilisation d’une distribution de probabilités
conditionnelles sur les observations connaissant chacune des hypothèses. Cette distribution de
probabilités peut être notée PΩ (.∣θi).
Lorsqu’une source d’information fournit un avis concernant les valeurs des hypothèses
θi ∈ Θ, cette opinion est alors représentée sous la forme d’une distribution de probabilités
conditionnelles sur l’ensemble des observations Ω, notée P (ωk∣θi), qui caractérise la vraisem-
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blance de l’observation ωk connaissant l’hypothèse θi. Le théorème de Bayes peut alors être
utilisé pour effectuer un raisonnement par inférence ascendante visant à déterminer la cause
la plus probable de cette observation en calculant la distribution de probabilités à posteriori
PΘ (.∣ωk) :
P (θi∣ωk) = P (θi) × P (ωk∣θi)∑
θi∈ΘP (θi) × P (ωk∣θi) (II.1.1)
Lorsque la distribution de probabilités P (.∣θi) est connue (c’est-à-dire la probabilité d’oc-
currence d’une observation connaissant chaque hypothèse) et qu’une hypothèse P (θi) est émise,
le théorème de Bayes permet de mettre en œuvre le raisonnement par inférence descendante
pour estimer l’effet d’une hypothèse sur les observations P (ωk) en calculant la distribution de
probabilités sur les observations permettant alors de prédire l’observation la plus probable :
P (ωk) = ∑
θi∈ΘP (θi) × P (ωk ∣θi ) (II.1.2)
La figure II.1 présente un exemple illustrant l’utilisation des deux mécanismes de raison-
nement utilisant le théorème de Bayes.
II.1.1.2 Généralités sur les réseaux bayésiens
Les réseaux bayésiens [Pearl, 1988] permettent de formaliser les connaissances sous la forme
d’un graphe causal associé à un espace probabilisé. Ce sont des graphes orientés et sans circuit
où la connaissance est représentée par des variables. Chaque nœud du graphe correspond à une
variable et les arcs représentent les dépendances probabilistes entre ces variables. Formellement,
un réseau bayésien est défini par [Murphy, 2002; Naïm et al., 2004] :● un graphe orienté sans circuit, noté G = (V , E), avec V , l’ensemble des nœuds de G, etE , l’ensemble des arcs de G,● un espace probabilisé fini (Ω, A, P), où Ω est l’univers, c’est-à-dire l’ensemble ayant
comme éléments tous les objets considérés dans le problème, A est une tribu 1 sur Ω etP
est une mesure sur Ω telle queP (Ω) = 1,● un ensemble de variables aléatoires, définies sur (Ω, A, P), correspondantes à chaque
nœud du graphe, tel que l’ensemble des probabilités associées à ces variables définit la
distribution de probabilités jointe pour le réseau :P (V1, V2, . . . , Vn) = n∏
i=1P (Vi∣pa (Vi)) (II.1.3)
avec pa (Vi), l’ensemble des parents (aussi appelés prédécesseurs ou causes) de Vi dans le
graphe G.
Il existe deux types de table de probabilités dans les réseaux bayésiens [Naïm et al., 2004].
Les tables de probabilités a priori (Tableau II.2) permettent de définir les chances que la variableVa n’ayant pas de parent soit dans un état ai.
Les tables de probabilités conditionnelles (Tableau II.1) permettent de définir les chances
qu’une variable Vb soit dans l’état bj en fonction de l’état de ses parents [Godichaud, 2009].
1. Le lecteur intéressé par la notion de tribu et plus généralement par le concept d’espace probabilisé (ou
espace de probabilité) pourra se rapporter à Papoulis et Pillai [2002].
38
II.1 Modèle pour l’évaluation des risques
État de Va Probabilité CommentaireVa = a1 P (Va = a1) A priori, la probabilité que Va = ai est P (Va = ai)
sachant que
n∑
i=1P (Va = ai) = 1.⋯ ⋯Va = an P (Va = an)
Table II.1: Table de probabilités a priori.
Les tables de probabilités conditionnelles peuvent également définir des règles déterministes
comme, par exemple, si Va = a1 alors Vb = b1. Ces règles permettent alors de modéliser des
portes logiques ou des problèmes de satisfaction de contraintes.
État de Va Probabilité de VbVb = b1 . . . Vb = bkVa = a1 P (Vb = b1∣Va = a1) . . . P (Vb = bk ∣Va = a1)
. . . . . . . . . . . .Va = an P (Vb = b1∣Va = an) . . . P (Vb = bk ∣Va = an)
Table II.2: Table de probabilités conditionnelles.
La Figure II.2 présente un exemple de modélisation d’un problème simple par les réseaux
bayésiens et des tables de probabilités qui lui sont associées.
II.1.1.3 Inférence
L’inférence dans un réseau bayésien consiste à propager l’information dans le réseau. En
effet, un modèle utilisant le formalisme des réseaux bayésiens n’est généralement pas destiné
à être une représentation statique des connaissances. Il doit permettre de raisonner avec ces
informations et peut être mis à jour en fonction des nouvelles connaissances qui sont acquises
en cours de fonctionnement pour affiner les résultats.
Ces nouvelles connaissances susceptibles d’affecter le réseau se présentent sous la forme
d’une information, dite élémentaire et notée I, relative à un nœud particulier. Il existe deux
types d’information élémentaire Naïm et al. [2004]. L’information élémentaire dite « détermi-
niste » permet d’instancier une variable, c’est-à-dire que la variable prend une valeur précise (par
exemple P (Va = a1∣I) = 1). L’information élémentaire dite « imprécise » modifie la distribution
de probabilités d’une variable, par exemple en excluant une valeur de l’univers de la variable
(P (Va = a1∣I) = 0) ou plus généralement en changeant la loi (P (Va = a1∣I) ≠ P (Va = a1)).
Suite à l’intégration de ces nouvelles connaissances dans le réseau bayésien, l’ensemble des
contenus des variables du réseau doit être mis à jour pour tenir compte des changements. Cette
opération s’appelle inférence probabiliste et est un problème NP-difficile 2 [Cooper, 1990]. Le
problème de l’inférence probabiliste est un sujet de recherche très développé dans la littérature
2. Un problème est dit NP-difficile si il est, au moins aussi compliqué à résoudre qu’un problème NP-complet
sans obligatoirement appartenir à la classe NP. La classe de problème NP (Non-deterministic Polynomial time),
dans le cadre de la théorie de la complexité des algorithmes, réunit les problèmes qui peuvent être résolus dans
un temps polynomial par une machine non-déterministe. Le lecteur intéressé par la notion de complexité pourra
se rapporter à [Lacomme et al., 2003], dans le cadre de la théorie des graphes, et à [Papadimitriou et Steiglitz,
1998], dans un cadre plus général.
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Exemple de modélisation d’un problème par les réseaux bayésiens
Un défaut D, qui peut affecter une pièce, a deux causes possibles C1 et qui apparaissent parfois si-
multanément aggravant ainsi la probabilité d’occurrence du défaut. Un expert fournit la connaissance
sur les probabilités d’occurrence a priori des causes et sur la probabilité d’occurrence conditionnelle
du défaut. Voici le graphe résultant de la modélisation par réseau bayésien et les tables de probabilités
qui lui sont associées :
État de C1 Probabilité
Oui 0,3
Non 0,7
État de C2 Probabilité
Oui 0,4
Non 0,6
Probabilité
État de C1 Oui Oui Non Non
État de C2 Oui Non Oui Non
État de D
Oui 0,9 0,8 0,6 0,3
Non 0,1 0,2 0,4 0,7
Figure II.2: Exemple de modélisation par les réseaux bayésiens.
et sa résolution requiert généralement des méthodes issues de la théorie des graphes. Nous allons
évoquer ici différentes approches permettant de mettre en œuvre l’inférence probabiliste mais
nous n’approfondirons pas les concepts sous-jacents liés à la théorie des graphes. Le lecteur
intéressé par cette théorie, et par les algorithmes qui permettent son implémentation, pourra
se rapporter à [Gondran et Minoux, 1990; Lacomme et al., 2003; Murphy, 2002].
Il est possible de distinguer les méthodes d’inférence qui fournissent un résultat approché
de celles fournissant un résultat exact. Parmi les méthodes approchées, la plupart utilisent des
mécanismes stochastiques pour simuler un grand nombre de fois le réseau et obtenir ainsi une
probabilité jointe du réseau [Henrion, 1988; Neal, 1993]. Ce type de méthode n’est utile que
dans le cas de réseau très complexes. Une autre façon d’appréhender ce type de réseau consiste
à utiliser des méthodes exactes sur un réseau ayant une topologie simplifiée par rapport à la
topologie réelle [D’Ambrosio, 1993; Kjaerulff, 1993].
Il existe deux types principaux de méthodes exactes. On trouve d’abord les méthodes
utilisant la propagation de messages prolongées par des algorithmes de conditionnement qui
consistent à calculer localement les probabilités pour chaque nœud du graphe [Kim et Pearl,
1983; Pearl, 1988]. L’information est propagée sous forme de messages le long des arcs d’un
nœud voisin à un autre jusqu’à ce que l’intégralité du réseau soit mis à jour. Le second type
de méthodes exactes utilise le regroupement de nœuds pour modifier le graphe pour obtenir un
arbre de jonction (par des processus appelés « moralisation » et « triangulation ») [Jensen et al.,
1990; Jensen et Nielsen, 2007; Lauritzen et Spiegelhalter, 1988]. Chaque nœud de cet arbre de
jonction représente une clique, c’est-à-dire un sous-graphe 3, du réseau bayésien. Des algorithmes
3. Le sous-graphe et la clique sont des notions relatives à la théorie des graphes, pour plus d’information
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de propagation de messages simplifiés permettent ensuite la propagation de l’information.
Dans le cadre de nos travaux sur les réseaux bayésiens, nous avons utilisé le logiciel NE-
TICA (www.norsys.com) qui utilise, entre autres méthodes d’inférence, les arbres de jonction
pour propager l’information. L’exemple de la figure II.3 a été réalisé à l’aide de ce logiciel pour
montrer les résultats de l’inférence sur le problème de la figure II.2.
II.1.1.4 Diagrammes d’influence
Les diagrammes d’influence [Howard et Matheson, 2005] permettent de représenter graphi-
quement des situations décisionnelles. Il s’agit d’une généralisation des réseaux bayésiens qui
offre des possibilités pour modéliser et résoudre non seulement les problèmes probabilistes mais
également les problèmes d’aide à la décision. Pour cela, deux types de nœuds supplémentaires
sont disponibles par rapport aux réseaux bayésiens. Il existe donc trois sortes de nœuds dans
un diagramme d’influence [Godichaud, 2009] :● Les nœuds chance représentent les différentes variables du problème. Ce sont les mêmes
nœuds que dans les réseaux bayésiens.● à la disposition du décideur pour chaque décision du problème.● Les nœuds d’utilité permettent d’évaluer ces différentes alternatives selon un critère à
optimiser. Ce critère est souvent représenté sous la forme d’un coût. Ces nœuds sont
associés à des tables d’utilité.
Dans un diagramme d’influence, étant donné que la nature des différents nœuds varie, la signi-
fication d’un arc diffère selon les nœuds qu’il relie :● Lorsqu’un arc relie deux nœuds chance, il a la même signification que dans un réseau
bayésien, c’est à dire qu’il représente le lien de causalité entre les deux variables.● Lorsqu’un arc pointe sur un nœud chance à partir d’un nœud de décision, il signifie que
chaque alternative du nœud de décision influence les différentes valeurs que peut prendre
la variable représentée par le nœud chance.● Lorsqu’un arc pointe vers un nœud de décision, il signifie que la prise de décision nécessite
la connaissance de la valeur du nœud d’origine de l’arc.● Lorsqu’un arc pointe vers un nœud d’utilité, il représente une des composantes de la
table d’utilité associée à ce nœud.
La figure II.4 reprend l’exemple précédent utilisant les réseaux bayésiens et étend le problème
modélisé avec la notion de prise de décision.
L’évaluation des différentes alternatives de la décision se fait en multipliant membre à
membre la distribution de probabilités d’occurrence du nœud chance par la distribution d’utilité
du nœud d’utilité et en additionnant les termes correspondants à une alternative de la décision.
Notons que cette approche est similaire à la méthode du calcul du risque par la formule P = R×I,
ce qui nous permettra par la suite d’effectuer l’évaluation du risque dans le modèle que nous
proposons. L’exemple de la figure II.5 illustre ce principe avec les résultats issus du logiciel
NETICA.
II.1.2 Proposition d’un modèle d’évaluation des risques
Les fondements théoriques des réseaux bayésiens et des diagrammes d’influence ayant été
présentés, nous allons décrire le modèle d’évaluation des risques proposé, basé sur ces for-
le lecteur intéressé pourra se rapporter à Gondran et Minoux [1990]; Lacomme et al. [2003]; Naïm et al. [2004].
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L’inférence dans un réseau bayésien.
Nous reprenons l’exemple de la figure II.4 et nous le modélisons grâce au logiciel NETICA
(www.norsys.com) :
La compilation du modèle propage les informations dans le graphe et permet de connaître la
probabilité de D en fonction des tables de probabilités a priori des deux causes et de la table de
probabilité conditionnelle du défaut..
Il est alors possible d’effectuer deux types de raisonnement. Si une information relative à l’état
réel du défaut sur la pièce apparaît, il est possible d’effectuer une opération de diagnostic pour retrou-
ver la cause la plus probable. Il convient alors d’introduire une information élémentaire déterministe
sur D (P(D=Oui)=1) et le logiciel effectue les calculs d’inférence pour fournir les distributions de
probabilités des deux causes. Inversement, si des informations complémentaires concernant une cause
se présentent, il est alors possible d’effectuer une opération de pronostic pour déterminer l’état le
plus probable de D.
(a) Inférence de type « Diagnostic » (b) Inférence de type « Pronostic »
Figure II.3: Illustration de l’inférence dans un réseau bayésien.
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Illustration de la modélisation par les diagrammes d’influence.
Reprenons le problème de l’exemple de la figure II.2 en ajoutant la notion de décision à cette
modélisation. Avec une modélisation uniquement bayésienne, le résultat obtenu est une évaluation
de la probabilité d’occurrence du défaut. L’objectif concerne maintenant la prise de décision afin de
choisir si la pièce peut être utilisée ou non. Le principal critère de la décision concerne l’apparition
réelle du défaut qui engendre une perte financière pour l’entreprise si la pièce a été revendue. De
plus, si le défaut n’apparaît pas et que la pièce a été vendue, l’entreprise aura pris la bonne décision.
Il est également possible d’inclure la notion de regret dans la modélisation pour le cas où la pièce
n’a pas été vendue et où le défaut n’est pas apparu.
Il faut donc ajouter un nœud de décision, représentant les alternatives à la disposition du déci-
deur (utiliser la pièce ou non), et un nœud d’utilité, représentant le degré de satisfaction du décideur
en fonction de l’occurrence du défaut. Voici le nouveau graphe et les tables qui complètent la modé-
lisation :
État de D
Oui Non
Utiliser la pièce ?
Oui -100 +100
Non 0 -50
Table de satisfaction (nœud d’utilité).
Figure II.4: Exemple de modélisation d’un problème par les diagrammes d’influence.
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L’inférence dans un diagramme d’influence.
L’exemple de la figure II.4 est retranscrit dans le logiciel NETICA. Les nœuds chance sont en
beige, les nœuds de décision en bleu et les nœuds d’utilité en rose :
L’évaluation des différentes alternatives de la décision se fait par le calcul décrit précédemment.
Par exemple, dans le cas où il n’y a aucune information supplémentaire, l’évaluation de l’alternative
UtiliserLaPièce=Oui se fait par le calcul suivant :
E(UtiliserLaPie`ce = Oui)= P (D = Oui) × Satisfaction(UtiliserLaPie`ce = Oui ∣D = Oui)+P (D = Non) × Satisfaction(UtiliserLaPie`ce = Oui ∣D = Non)= 0,546 × (−100) + 0,454 × 100 = −9,2
Dans la modélisation présentée ici, le choix de la meilleure alternative Il est en effet possible, en
se basant sur l’information. du réseau bayésien de prendre une décision valide plus tôt, sans disposer
dans le réseau (en gris) et mettent à jour la probabilité d’occurrence du défaut :
Figure II.5: Illustration de l’inférence dans un diagramme d’influence.
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malismes. Dans un premier temps, nous présenterons ce modèle, puis nous développerons ses
utilisations potentielles et, pour finir, nous aborderons ses limites.
II.1.2.1 Présentation du modèle
Pour construire le modèle d’évaluation des risques, nous avons choisi de nous baser sur
la représentation des risques en cascade (Figure I.2). Nous avons cependant fait évoluer cette
modélisation car, dans notre cas, l’événement redouté n’est pas le défaut mais les conséquences
de ce défaut qui sont généralement plus destructrices que le défaut en lui-même. Nous avons
également choisi de n’utiliser que des variables discrètes, c’est-à-dire avec un nombre de valeurs
possibles connu et fini. Ce choix est dû au fait que les variables représentent principalement
l’occurrence d’événements ou l’état physique d’un système ce qui, par conséquent, ne nécessite
pas de variables continues qui compliquent la propagation des connaissances dans le réseau.
Le modèle (Figure II.6) utilise les principes du diagramme d’influence pour fournir une
évaluation du risque sur une pièce ou sur un sous-ensemble. Il est composé de deux parties que
nous allons détailler par la suite. le risque et calculer la probabilité d’occurrence des événements
redoutés. La seconde partie utilise les probabilités calculées par la première partie du modèle
et les notions d’utilité et de décision des diagrammes d’influence pour évaluer les risques.
Figure II.6: Modèle d’évaluation des risques.
Étage probabiliste
Nous utilisons une structure sur trois niveaux pour représenter le risque et calculer sa
probabilité d’occurrence. Les connaissances introduites ici caractérisent l’état du système. Cette
phase de traitement des données repose uniquement sur les réseaux bayésiens et les mécanismes
d’inférence qui leurs sont associés pour propager l’information dans les trois niveaux suivants :
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● les causes : événements qui conduisent à la survenue du ou des défauts. Les causes
peuvent être issues de la vie du système mais peuvent aussi être des conséquences d’un
défaut. Ainsi les conséquences d’un défaut peuvent influer sur la survenue d’un autre
défaut. Pour des raisons de lisibilité, ces liens ne sont pas représentés sur la figure II.6
mais doivent faire l’objet d’une attention particulière lors de la modélisation pour éviter
les circuits dans le réseau.● les défauts : phénomènes physiques observés sur une pièce, un sous-ensemble Les raisons
du choix d. Nous avons choisi de créer des défauts hiérarchisés pour respecter la structure
du système étudié. Par conséquent, un système composé de deux pièces sera associés à
trois défauts (un par pièce et un pour le système complet). La présence du défaut sur
une pièce implique obligatoirement que le défaut est également présent sur le système
complet. A l’inverse, la présence du défaut sur le système complet ne permet pas, a
priori, de déterminer quelle pièce est effectivement touchée. Cette situation peut donc
être modélisée par un OU logique.● les conséquences : événements redoutés induits par le ou les défauts. Comme nous l’avons
précisé précédemment, une conséquence d’un défaut peut également être la cause d’un
autre défaut.
Des probabilités d’occurrence sont associées aux défauts, à leurs causes et à leurs conséquences.
Les mécanismes d’inférence permettent de faire évoluer ces probabilités en fonction des observa-
tions faites et donc des certitudes acquises en cours d’utilisation. Les causes sont caractérisées
par leurs probabilités d’occurrence (par exemple, il y a 10% de chance que la cause C1 soit
vraie). La connaissance sur les défauts et les conséquences est définie par des tables de pro-
babilités conditionnelles regroupant les informations relatives à l’impact des différentes causes
sur la probabilité d’apparition du défaut (par exemple, si C1 et C2 sont vraies, il y a 90% de
chance que D11 soit vrai ou si D1 est vrai alors il y a 70% de chance que P1 soit vraie). En ce
qui concerne les défauts en particulier, ils sont également soumis à des règles qui répercutent
la survenue d’un événement au niveau immédiatement supérieur (par exemple si D11 est vrai
alors D1 est vrai).
L’exemple de la figure II.7 permet d’illustrer l’utilisation du modèle sur un cas simple
d’application.
Étage décisionnel
La seconde partie du modèle permet l’évaluation du risque en introduisant les éléments
propres aux diagrammes d’influence. Nous avons utilisé les nœuds d’utilité pour stocker la
connaissance nécessaire à la décision permettant de quantifier l’impact d’une conséquence. Il y
a donc autant de nœuds d’utilité que de conséquences. Chaque conséquence est alors couplée
avec un nœud d’utilité, lui même lié à un nœud de décision qui permet alors d’évaluer le risque
en utilisant une fonction de type « Risque=f(P,I) ».
Concrètement, nous détournons le principe du nœud de décision de son utilisation classique
pour évaluer une décision avec une seule alternative. Le nœud d’utilité qui lui est associé
utilise une valeur par alternative et par état possible de la conséquence. Cette valeur représente
l’impact de la conséquence sur une échelle de 0 à 100 selon l’état de la conséquence. Ensuite,
le calcul permettant d’évaluer le risque est le même calcul que celui qui permet d’évaluer les
alternatives d’une décision, présenté précédemment (partie II.1.1.4 - Diagrammes d’influence)
et qui revient à multiplier la probabilité d’occurrence de la conséquence par son impact.
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Dubois2009ment de l’étage probabiliste du modèle
Cet exemple est une modélisation d’un problème simple, à l’aide du logiciel NETICA, en utilisant
l’étage probabiliste du modèle d’évaluation des risques. Le système étudié a deux sous-systèmes qui
sont soumis à un même défaut. Ce défaut a deux causes et deux conséquences potentielles. Voici le
réseau et les tables de probabilités qui lui sont associées :
Il faut noter que la table liant le défaut sur le système D1 au défaut sur les sous-systèmes D11
et D12, est une table logique représentant un OU logique, c’est-à-dire que si le défaut apparaît sur
un sous-système, il est obligatoirement présent sur le système complet. À partir de ce modèle, nous
pouvons envisager deux types de raisonnement : le diagnostic et le pronostic.
(a) Diagnostic (b) Pronostic
Figure II.7: Fonctionnement de l’étage probabiliste du modèle d’évaluation des risques.
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L’exemple de la figure II.8 illustre l’utilisation du deuxième niveau de ce modèle.
II.1.2.2 Utilisations
L’utilisation première de ce modèle est donc l’évaluation des risques. L’objectif est, dans
ce cas, de fournir au décideur un indicateur du niveau de risque associé à la conséquence d’un
Fonctionnement de l’étage décisionnel du modèle.
Nous reprenons la modélisation dans NETICA de l’exemple et nous ajoutons les nœuds de décision
et d’utilité. Pour faciliter la compréhension, nous avons uniquement modélisé ici le risque pour la
conséquence P1 en considérant que l’occurrence de cette conséquence a un impact maximum. Le
diagramme d’influence et sa table d’utilité sont représentés dans l’image ci dessous (figure II.8a).
Comme précédemment, l’apport d’informations permet de mettre à jour l’évaluation du risque en
utilisant les mécanismes d’inférence des réseaux bayésiens (figure II.8b).
(a) Diagramme d’influence et table d’utilité.
(b) Mise à jour du diagramme d’influence.
L’évaluation du risque se fait par le calcul sui-
vant :
E(Risque)= P (P1 = V rai) × ImpactP1 (P1 = V rai)+P (P1 = Faux) × ImpactP1 (P1 = Faux)= 0,3 × 100 + 0,7 × 0 = 30 (V aleur arrondie)
Figure II.8: Fonctionnement de l’étage décisionnel du modèle d’évaluation des risques.
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défaut sur un système pour qu’il puisse prendre la meilleure décision concernant ce système.
Cette évaluation des risques doit pouvoir se faire rapidement, à partir d’informations caractéri-
sant la vie du système (maintenance, événements marquants, . . . ) et d’observations sommaires
réalisées en l’inspectant. Le but de ce modèle est d’éviter une batterie de tests coûteux destinés
à recueillir une information certaine. Il est en effet possible, en se basant sur l’information pro-
babiliste issue du réseau bayésien de prendre une décision valide plus tôt, sans disposer de toutes
les informations, en utilisant la connaissance experte et statistique issue du retour d’expérience.
Ce mode de fonctionnement consiste à effectuer une opération de pronostic, c’est-à-dire qu’à
partir de connaissances sur les causes le modèle permet de déterminer les probabilités d’occur-
rence des différentes conséquences. Ce résultat de ce pronostic probabiliste est ensuite couplé à
la notion d’impact pour évaluer le niveau de risque.
Il est également possible d’envisager deux utilisations alternatives du modèle proposé et en
particulier de son étage probabiliste (partie II.1.2.1 - Étage probabiliste). La première utilisation
consiste à se servir du modèle d’évaluation des risque pour effectuer des opérations de diagnostic.
Si un système est inspecté sans connaissance préalable sur sa vie passée et qu’un défaut ou la
conséquence d’un défaut sont observés, il est alors possible d’utiliser le modèle pour déterminer
la ou les causes les plus probables. Il devient envisageable d’agir sur les causes pour éviter que
le problème ne se reproduise. La seconde utilisation, que nous nommons « diagnostic prédictif »
consiste, suite à l’observation d’une conséquence visible associée à un défaut, à prédire qu’une
conséquence cachée, ou plus difficile à observer, est probablement présente sur le système. Ce
modèle peut donc être utilisé pour faciliter l’inspection ou la maintenance d’un système en
suggérant à l’utilisateur de porter une attention particulière à certains organes du système en
fonction des conséquences déjà observées.
II.1.2.3 Limites
Malgré les nombreuses et prometteuses utilisations possibles de ce modèle d’évaluation des
risques, des lacunes subsistent. Tout d’abord, il est difficile de réunir dans un seul et même
modèle utilisant les diagrammes d’influence, les connaissances de plusieurs experts et celles
issues d’une base de données à vocation statistique alors que ce sont les objectifs du projet. Il
convient donc de déterminer une méthode de fusion des connaissances statistiques et expertes
en amont du modèle proposé.
De plus, les réseaux bayésiens fonctionnent à partir d’informations modélisées sous forme
de distributions de probabilités. Or, nous souhaitons modéliser des informations traduisant des
expertises et si la théorie des probabilités est un outil approprié pour quantifier le caractère
aléatoire de l’information, sa variabilité, elle est un outil peu adapté pour bien prendre en
compte le caractère épistémique de l’information (incomplétude, imprécision) généralement lié
au manque de connaissances de l’expert sur l’événement ou le système. En effet, le principe de
symétrie ou d’indifférence (équiprobabilité) ne permet pas, pour une information, de distinguer
la représentation de l’aléatoire de la représentation de l’incomplétude [Dubois et Prade, 2009]. Il
est donc nécessaire de disposer d’un formalisme de représentation de la connaissance tolérant ce
type d’incertitude car l’incertitude épistémique est un problème central dès que l’aspect humain
est pris en compte et, par conséquent, dès que l’on souhaite modéliser une connaissance experte.
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II.1.2.4 Conclusion
Nous avons présenté un modèle permettant d’évaluer les risques. Ce modèle utilise le
formalisme des réseaux bayésiens et des diagrammes d’influence. Cependant les problématiques
de fusion des informations et de représentation de l’incertitude épistémique propre à toute
connaissance experte ne peuvent être prise en compte par ce modèle seul. Nous avons donc
choisi d’utiliser le formalisme des fonctions de croyance particulièrement adapté pour traiter
ces problématiques. Les raisons du choix de ce formalisme, sa description et son intégration
dans le modèle proposé font l’objet de la partie suivante.
II.2 Couplage des fonctions de croyance et des réseaux
bayésiens
Comme nous l’avons vu précédemment, l’utilisation des réseaux bayésiens pose quelques
problèmes pour fusionner des informations en provenance de sources multiples et hétérogènes
et pour représenter l’incertitude épistémique. Pour nous affranchir de ces difficultés, nous avons
choisi d’utiliser le formalisme des fonctions de croyance. Dans cette partie, nous allons donc
présenter ce formalisme et explorer les moyens d’intégration de cet outil dans le modèle basé
sur les réseaux bayésiens.
Nous commencerons par introduire les fonctions de croyance d’un point de vue théorique
en expliquant les raisons qui nous ont poussées à utiliser ce formalisme. Par la suite, nous ferons
un état de l’art sur le thème de l’hybridation des fonctions de croyance avec les réseaux bayé-
siens. Pour finir, nous décrirons les différentes pistes que nous avons envisagées pour construire
un modèle hybride d’évaluation des risques utilisant les fonctions de croyance et les réseaux
bayésiens.
II.2.1 Les fonctions de croyance
Le principe des fonctions de croyance trouve son origine dans le besoin, dans les domaines
scientifiques ou de l’ingénierie, d’outils pour définir des mécanismes de raisonnement avec des
connaissances partielles et des informations incertaines. Dans cette partie, nous allons tout
d’abord introduire les notions liées au concept de données imparfaites et les deux mécanismes
de raisonnement qui sont souvent associés à ce type de données. Nous décrirons ensuite le
Modèles des Croyances Transférables (MCT) qui est un formalisme générique de représentation
et de fusion des connaissances permettant de représenter ces données imparfaites et de raisonner
avec, ainsi que les mécanismes d’inférence liés à ce formalisme.
II.2.1.1 Raisonnement avec des données imparfaites
Lorsque l’on souhaite travailler avec des connaissances, et en particulier si certaines de
ces connaissances proviennent d’humains ou traitent du facteur humain, des difficultés liées
à l’imperfection des données apparaissent rapidement. Ces données imparfaites correspondent
d’ailleurs souvent à la majorité des données disponibles. Dans [Dubois et Prade, 2009] plusieurs
types d’imperfections sont distinguées :
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● L’incomplétude et l’imprécision : une donnée est dite incomplète s’il est impossible pour
la source d’information de fournir une information concernant tout ou une partie des
aspects d’un problème. L’imprécision est considérée comme une forme d’incomplétude
car lorsque la source fournit une donnée imprécise, l’information résultante est obliga-
toirement incomplète.● L’incertitude représente le fait que la source d’information est incapable de distinguer
la véracité d’une information (c’est à dire de savoir si l’information est vraie ou fausse).
Elle caractérise donc la mesure d’un degré de conformité d’une information par rapport
à la réalité. Il est possible de distinguer deux sortes d’incertitude. L’incertitude aléatoire
est induite par la variabilité d’une entité dans une population et est le résultat d’expéri-
mentations aléatoires. Ce type d’incertitude ne peut être réduit car il est la conséquence
du hasard. L’incertitude épistémique est due au manque de connaissance et donc est liée
à la notion d’incomplétude. Ce type d’incertitude peut être réduit, voire levé, lorsque le
niveau de connaissance du problème s’accroît.● L’ambiguïté représente le fait qu’une même information peut avoir plusieurs interpréta-
tions. Elle est donc liée au formalisme de représentation de l’information qui n’est pas
toujours clair et partagé par tous les acteurs et peut donc induire ce genre d’imperfec-
tions. Ce type d’imperfection est très courant et est souvent source d’erreurs d’interpré-
tation. Il peut être évité lors de la définition du formalisme de représentation.● La granularité d’une information est le dernier type d’imperfection. Elle caractérise les
difficultés qui apparaissent lorsque l’on souhaite distinguer deux valeurs très proches
l’une de l’autre. Selon la « loupe » qui est utilisée pour observer le phénomène, il existe
toujours des variations qu’il est impossible de déceler. Ce type d’imperfection se rap-
proche de la notion d’imprécision et donc d’incomplétude.
Cette typologie conduit donc à s’intéresser aux différents formalismes permettant de représenter
explicitement des données imparfaites. Presque toutes ces imperfections peuvent être rassem-
blées sous le terme d’incertitude (aléatoire ou épistémique). En effet, la granularité peut, dans
un premier temps, être considérée comme un manque de précision et donc comme de l’incom-
plétude et l’incomplétude est considérée comme étant de l’incertitude épistémique. L’ambiguïté
est généralement négligée car elle est liée à la définition même du modèle de représentation
de la connaissance et non à son mécanisme de raisonnement. C’est pourquoi les méthodes de
raisonnement utilisant des données imparfaites sont aussi appelées méthodes de raisonnement
dans l’incertain.
Il existe de nombreux mécanismes de raisonnement dans l’incertain. Dans cette partie,
nous allons présenter rapidement les deux plus fréquents, à savoir la théorie des probabilités et
la théorie des possibilités. Sur la base de ces mécanismes, nous introduirons alors la théorie des
fonctions de croyance qui permet, tout en généralisant ces deux approches, de combler certaines
de leurs lacunes.
Théorie des probabilités
La théorie des probabilités est un outil mathématique permettant de représenter des phéno-
mènes aléatoires et incertains. C’est la théorie de représentation de l’incertain la plus ancienne
et la plus représentée dans la littérature. Elle est donc très largement pourvue en termes d’ou-
tils mathématiques aussi bien pour modéliser un système que pour développer des mécanismes
d’apprentissage, notamment dans le cadre des réseaux bayésiens. Pour modéliser l’information,
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cette théorie utilise des probabilités conditionnelles qui sont mises à jour lorsque la connaissance
sur le système s’accroît.
Il existe deux approches permettant d’exploiter la théorie des probabilités. L’approche
fréquentiste (ou objective), considère les probabilités comme étant des quantités objectives et
les interprète comme représentant des fréquences ou des limites de fréquence. Généralement
liée à une approche statistique, elle nécessite d’avoir à disposition une quantité importante
de données pour disposer de valeurs fiables. Elle est donc idéale pour modéliser l’incertitude
aléatoire. La deuxième approche, dite subjective, considère les probabilités comme représentant
un degré de croyance et vise à représenter l’incertitude épistémique.
Cependant les probabilités ne permettent pas une représentation fidèle (sans ambiguïté)
des notions d’incomplétude et d’imprécision [Dubois et Prade, 2009] car l’approche subjective
confond la représentation de l’aléatoire et la représentation de l’incomplétude, notamment à
cause du principe de symétrie ou d’indifférence. Selon ce principe, « en l’absence d’information
sur une quantité X, nous devrions assigner une probabilité égale à toutes les valeurs possibles
de X ». L’exemple de la figure II.9 illustre les contradictions induites par ce principe.
Le paradoxe du vin et de l’eau :
Considérons une certaine quantité de liquide. Tout ce que nous savons à propos de ce liquide
c’est qu’il est entièrement composé de vin et d’eau et que le ratio exprimant la quantité de vin dans
l’eau est situé entre 13 et 3. Quelle est la probabilité que ce ratio soit inférieur ou égal à 2 ?
Notons X, le ratio de vin dans l’eau. Tout ce que nous savons c’est que X appartient à [ 13 , 3]
donc selon le principe d’indifférence, P(X) est uniformément répartie sur l’intervalle [ 13 , 3]. Par
conséquent :
P (X ≤ 2) = 2 − 13
3 − 13 = 58
Maintenant, notons Y, le ratio d’eau dans le vin. De la même manière, nous savons seulement
que Y appartient à [ 13 , 3] et donc P(Y) est uniformément répartie sur l’intervalle . Par conséquent :
Il y a donc une incohérence dans la modélisation de ce problème par la théorie des probabilités
car, selon le point de vue (l’eau ou le vin), la probabilité que le ratio de vin dans l’eau soit supérieur
à deux change. Cette incohérence est due à l’utilisation du principe d’indifférence qui ne permet pas
de prendre en compte l’incertitude épistémique.
Figure II.9: Paradoxe du vin dans l’eau selon [Denoeux, 2011].
De plus, cette théorie ne permet pas une modélisation plausible de la manière qu’utilise
une personne pour prendre une décision lorsque qu’elle ne dispose pas d’informations précises.
Le paradoxe d’Ellsberg [Ellsberg, 1961] (figure II.10) illustre très bien ce défaut.
Théorie des possibilités
Historiquement, une des premières alternatives à la théorie des probabilités a été la théorie
des ensembles, étendue dans [Zadeh, 1965] sous la forme de la théorie des ensembles flous. Cet
outil permet de représenter des informations imprécises en utilisant des fonctions d’apparte-
nance booléennes. En étendant cette théorie au cas continu, c’est à dire en définissant un degré
d’appartenance non booléen, Zadeh [Zadeh, 1978] puis Dubois et Prade [Dubois et Prade, 2001]
introduisent la théorie des possibilités pour représenter des connaissances imprécise mais aussi
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Paradoxe d’Ellsberg
(Source : http ://fr.wikipedia.org/wiki/Paradoxe_d’Ellsberg)
Dans une urne, on place 90 boules, dont 30 sont rouges. Les boules restantes sont jaunes ou
noires, leur distribution est inconnue.
Les personnes soumises au test parient :
Pari A : Qui tire une boule rouge gagne (par exemple 10€), les boules jaunes et noires étant
perdantes.
Pari B : Qui tire une boule jaune gagne, les boules rouges et noires étant perdantes.
La plupart des gens font le choix du pari A.
Et puis on change les paris de telle manière que dans les deux cas, les boules noires soient
désormais gagnantes :
Pari C : Qui tire une boule rouge ou noire gagne , les boules jaunes étant perdantes.
Pari D : Qui tire une boule jaune ou noire gagne , les boules rouges étant perdantes.
Dans ce cas, la plupart des gens font le choix du pari D.
Ce type de décision ne peut être modélisé avec des probabilités subjectives car, si l’on suit le
raisonnement probabiliste, les gens préfère le pari A au pari B donc P (Rouge) > P (Jaune) mais ils
préfèrent également le pari D au pari C donc P (Noire) + P (Jaune) > P (Noire) + P (Rouge) donc
P (Jaune) > P (Rouge). Il y a donc une contradiction flagrante avec ce type de modélisation.
Selon Ellsberg, ce résultat s’explique par le fait que les personnes préfèrent un risque dont la
probabilité est connue par rapport à l’incertitude complète. En effet, les sujets testés considèrent
que la distribution entre les boules jaunes et les boules noires pourrait ne pas être à leur avantage
et donc choisissent dans les deux cas le risque connu ( 13 pour A au lieu de pour B et
2
3 pour D au
lieu de [ 13 , 1] pour C).
Figure II.10: Le Paradoxe d’Ellsberg [Ellsberg, 1961].
incertaines. Cette théorie utilise une distribution de possibilités, notée pi, pour représenter l’ap-
partenance et introduit deux fonctions complémentaires destinées à mesurer la vraisemblance
d’un événement : la Possibilité, notée Π, et la Nécessité, notée N . À partir d’une distribution de
possibilités, notée pi (A), il est possible de construire les mesures de possibilité et de nécessité
à partir des formules suivantes :
Π (A) = sup
ω∈Api (ω) , ∀A ⊆ Ω (II.2.1)
N (A) = inf
ω∉A (1 − pi (ω)) , ∀A ⊆ Ω (II.2.2)
Il est donc possible de caractériser l’incertitude d’un événement, non pas à une valeur
comme dans le cadre de la théorie des probabilités, mais à deux valeurs représentant la possi-
bilité et la nécessité. Cela permet d’ajouter des informations impossibles à modéliser au moyen
d’une distribution de probabilités rendant l’utilisation de la théorie des possibilités adaptée à
une plus large gamme de problèmes. La figure II.11, issue de [Rohmer, 2007] illustre le principe
de cette théorie pour représenter l’information « je suis certain que le paramètre incertain se
trouve dans [1,1; 1,8], mais les valeurs de [1,5; 1,6]me semblent les plus vraisemblables ».
La théorie des possibilités est, par conséquent, intéressante car elle n’impose pas autant de
contraintes que la théorie des probabilités ce qui facilite la modélisation. Elle dispose en outre
d’un panel d’opérateurs de raisonnement varié ce qui permet de traduire assez facilement des
comportements humains tels que la prudence, la hardiesse, l’indulgence ou la sévérité sous forme
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Figure II.11: Illustration de la théorie des possibilités [Rohmer, 2007].
mathématique. Cependant elle présente des lacunes dans la représentation de l’incertitude. En
effet, les possibilités permettent une bonne représentation de l’imprécision mais nécessitent
d’utiliser des mécanismes de déduction pour connaître l’incertitude qui n’est représentée que de
manière implicite par les fonctions d’appartenance. Elles compliquent également la modélisation
de l’incertitude aléatoire.
Théorie des fonctions de croyance
Basée sur les travaux de Dempster [Dempster, 1967] généralisant la théorie des probabilités
en utilisant des intervalles de probabilité, la théorie des fonctions de croyance (ou théorie
de l’évidence) a été développée par Shafer [Shafer, 1976] pour fournir un cadre général de
représentation des incertitudes. C’est pourquoi elle est souvent appelée « Théorie de Dempster-
Shafer » (Dempster-Shafer Theory - DST). Elle permet de représenter des informations basées
sur la croyance ou l’état de connaissance d’une entité (personne, capteur, . . .).
Cette théorie fournit un cadre mathématique très riche permettant la représentation de
connaissances partielles (dont l’ignorance totale) et la fusion d’informations issues de sources
diverses. De plus, ce formalisme permet de modéliser l’incertitude (aléatoire et épistémique)
concernant l’état d’un système mais aussi de représenter le degré de confiance dans l’avis mo-
délisé par l’augmentation de la part incertaine.
Les travaux de Shafer [Shafer, 1976] sont donc à l’origine de cette théorie qui utilise une
mesure de probabilité sur l’ensemble des états possibles du système et modélise la connaissance
sous forme d’intervalles de probabilités. Ce formalisme a depuis évolué et a vu l’émergence
d’une deuxième approche, développée par Smets dans [Smets et Kennes, 1994]. Cette approche,
appelée «Modèle des Croyances Transférables » (MCT ou Transferable Belief Model - TBM) est
une interprétation subjectiviste de la théorie des fonctions de croyance et permet de s’affranchir
de la notion de probabilité. Le MCT introduit un niveau décisionnel (dit pignistique) qui
transforme, de manière irréversible, les croyances (non-probabilistes) dans une vue compatible
avec les probabilités pour faciliter la prise de décision.
La théorie des fonctions de croyance est particulièrement bien adaptée à la représentation
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des différentes formes d’incertitudes. Elle permet de modéliser des problèmes où le manque d’in-
formation empêche l’utilisation raisonnable de la théorie des probabilités. De plus, elle permet
une généralisation de la théorie des probabilités et de la théorie des possibilités. observation
visuelle et émet l’avis initial que la cause est sur des singletons (le singleton est un ensemble ne
contenant qu’un seul et unique élément), le résultat obtenu est une distribution de probabilités.
De la même manière, il est possible de généraliser avec les fonctions de croyance le cadre de la
théorie des possibilités. C’est donc un formalisme très flexible qui connaît tout de même des
limites, notamment en termes de complexité. En effet, le phénomène d’explosion combinatoire
est important lorsque l’on souhaite raisonner avec des fonctions de croyance ayant un grand
nombre d’états possibles.
La théorie des fonctions de croyance est utilisée dans de nombreux domaines (analyse
de données, classification, aide à la décision, diagnostic, perception multi-capteur, traitement
d’images, . . .) pour des tâches très variées telles que la reconnaissance de formes, l’analyse de
vraisemblance ou encore la fusion d’information. Pour plus d’informations sur l’aspect applicatif,
il est possible de se rapporter [Vannoorenberghe, 2003].
Conclusion
Il existe de nombreux autres formalismes de représentation de l’incertitude, en plus de ceux
présentés précédemment, le lecteur intéressé trouvera plus d’informations sur ces différents ou-
tils dans [Dubois et Prade, 2009]. En ce qui nous concerne, nous avons choisi d’utiliser le Modèle
des Croyances Transférables pour remplacer les probabilités dans notre modèle d’évaluation des
risques et ce pour plusieurs raisons. Tout d’abord, il permet de remédier aux différents pro-
blèmes identifiés dans la partie II.1.2.3 en ce qui concerne la modélisation de l’incertitude et la
fusion d’information en provenance de sources multiples. De plus, le fait qu’il n’utilise pas le
cadre probabiliste permet une meilleure représentation des avis d’experts. Nous présenterons
plus en détail ce formalisme dans la partie suivante.
II.2.1.2 Modèle des Croyances Transférables (MCT)
Le Modèle des Croyances Transférables est une adaptation de la théorie de Dempster-
Shafer, développée par Smets [Smets et Kennes, 1994]. Ce formalisme générique de représen-
tation et de combinaison des connaissances permet de modéliser des connaissances imparfaites
provenant de sources multiples. La définition des différents concepts relatifs au MCT qui suit,
s’appuie sur l’article original de Smets [Smets et Kennes, 1994] ainsi que sur différentes synthèses
portant sur ce sujet à savoir [Béler, 2008; Denoeux, 2004; 2011; Ramasso, 2007].
Le MCT interprète une fonction de croyance comme la représentation de l’opinion d’un
agent 4 rationnel en se basant uniquement sur la croyance ou l’état de connaissance de l’agent
et même si celle-ci est imprécise ou incomplète. Cette interprétation n’est en aucun cas reliée à
un modèle probabiliste, elle s’appuie exclusivement sur une mesure de la croyance subjective.
Le MCT repose sur l’hypothèse que raisonnement dans l’incertain (niveau crédal) et prise de
décision (niveau pignistique) sont deux tâches cognitives de nature différente (figure II.12) :● Le niveau crédal correspond à la représentation et à la manipulation des états de
croyances (sans recours par exemple à l’utilisation de distribution équiprobable). Il est
4. Dans le domaine de l’Intelligence Artificielle, le terme « agent » représente toute entité pouvant faire une
observation ou émettre un avis comme un capteur ou une personne.
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Figure II.12: Les niveaux du Modèle des Croyances Transférables [Denoeux, 2004].
possible de diviser ce niveau en deux parties, une partie statique pour la formalisa-
tion de la connaissance et une partie dynamique pour la révision et la combinaison des
informations ainsi que les mécanismes de raisonnement.● Le niveau pignistique (ou décisionnel) correspond au moment où une prise de décision
est nécessaire. Il s’agit alors de transformer les mesures subjectives de croyances non
probabilistes en une mesure de probabilité dite pignistique. Cette transformation permet
de tenir compte des notions de risque ou de pari. La transformation pignistique est
irréversible mais n’intervient que lors de la prise de décision et ne modifie pas le niveau
crédal.
Nous nous limiterons dans cette partie à la présentation des aspects statiques de base du MCT et
à la transformation pignistique permettant de passer du niveau crédal au niveau décisionnel. Les
aspects dynamiques et les outils plus avancés seront présentés selon les besoins dans le chapitre
III. Nous commencerons donc ici par la formalisation de la connaissance sous forme de fonctions
de masses de croyance. Ensuite, nous présenterons les différentes transformations applicables
aux fonctions de masses de croyance. Enfin, nous terminerons par les aspects décisionnels liés
au MCT.
Formalisation des fonctions de croyance
Lorsque l’on souhaite représenter un problème à l’aide des fonctions de croyance, l’objec-
tif est de déterminer la valeur d’une variable ω représentant l’état du système. Le cadre de
discernement (frame of discernment) est constitué de l’ensemble des n valeurs (ou hypothèses)
possibles pour la variable ω et est noté Ω.
Ω = {ω1, ω2, . . . , ωi, . . . , ωn} = i=n⋃
i=1 {ωi} (II.2.3)
La définition de la fonction de masse de croyance, notée mΩ, permet la traduction de
l’observation ou de l’avis émis par l’agent sur le « power set » (noté 2Ω). Le « power set »
(parfois traduit par « espace puissance ») correspond à l’intégralité des sous-ensembles qui
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peuvent être formés à partir des hypothèses et des unions d’hypothèses de Ω. et fonction de
masse de croyance est donc définie par :
mΩ ∶ 2Ω → [0, 1]
A ↦ mΩ (A)
avec 2Ω={∅,{ω1},{ω2},{ω1, ω2},{ω3},{ω1, ω3},{ω2, ω3}, ...,{ω1, ..., ωn}} (II.2.4)
La notation mΩS (A) permet d’identifier la source S qui fournit l’information sur la propo-
sition A.
La distribution de masses de croyance (ou « basic belief assignment - bba ») correspond à
l’ensemble des masses de croyance concernant la proposition A ⊆ Ω vérifiant :
∑
A⊆ΩmΩS (A) = 1 (II.2.5)
L’exemple de la figure II.13 illustre le principe de modélisation d’un problème pour obtenir
une distribution de masses de croyance.
Modélisation d’un problème à l’aide du MCT
Une pièce aéronautique arrive dans un atelier de maintenance présentant un grave défaut.
D’après l’expérience passée, on sait que ce type de défaut a trois causes possibles :
Ω = {c1, c2, c3}
L’expert convoqué pour identifier la cause du défaut, fait une première observation visuelle et
émet l’avis initial que la cause est c1 ou c3. Cependant d’après l’expérience passée, il se trompe dans
10% des cas. Ces informations peuvent être modélisées de la manière suivante :
m ({c1, c3}) = 0,9
m ({Ω}) = 0,1
La distribution de masses de croyance complète du problème est alors :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} Ω
m 0 0 0 0 0 0,9 0 0,1
Figure II.13: Exemple de modélisation d’un problème avec le MCT.
Dans l’exemple de la figure II.13, il est intéressant de noter que la masse de valeur 0,1 n’est
en aucun cas affectée à c2 car il n’y a aucune information permettant d’impliquer cette cause.
La masse de 0,9 sur le sous-ensemble exprime donc explicitement le doute entre les hypothèses
c1 et c3 mais elle ne donne aucune information sur les autres hypothèses ou sur les hypothèses
composant le sous-ensemble. Cette différence avec la théorie des probabilités réside dans le fait
que les fonctions de masses sont non-additives. Grâce à cette propriété, le MCT permet la
représentation de l’incertitude épistémique.
La notion d’élément focal désigne chaque élément de la distribution de masses de croyance
ayant une masse non-nulle (mΩ (A) > 0). Dans l’exemple de la figure II.13, la distribution de
masses de croyance a deux éléments focaux, {c1, c3} et Ω. En fonction des différents éléments
focaux, il est possible d’identifier plusieurs distributions de masses de croyance remarquables. Le
tableau II.3 décrit ces distributions de masses de croyance remarquables sous forme d’exemple.
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{ω 1} {ω 2} {ω 1,
ω
2}
{ω 3} {ω 2,
ω
3}
Ω Description
Quelconque 0,05 0,18 0,22 0,05 0,13 0,07 0,19 0,11 —
Simple 0 0,2 0 0 0 0 0 0,8
Il y a uniquement deux éléments
focaux dont .
Précise 0 0 1 0 0 0 0 0
Il y a un seul élément focal qui
est un singleton de Ω. Ce type
de distribution représente une
connaissance précise et certaine.
Imprécise 0 0 0 0 0 1 0 0
Il y a un seul élément focal qui
n’est pas un singleton ni Ωlui
même. Cette distribution
représente une connaissance
imprécise et certaine.
Bayésienne 0 0,2 0,5 0 0,3 0 0 0
Les éléments focaux sont les
singletons de Ω. Ce type de
distribution correspond à une
distribution de probabilités.
Consonante 0 0 0,1 0,6 0 0 0 0,3
Les éléments focaux sont
imbriqués, dans cet exemple{ω2} ⊆ {ω1, ω2} ⊆ Ω. La
distribution de plausibilités
associée à ce type de distribution
de masses de croyance est
similaire à une distribution de
possibilités.
Vide 0 0 0 0 0 0 0 1
Le seul élément focal est Ω. Ce
type de distribution représente
l’ignorance totale.
Table II.3: Typologie des différentes distributions de masses de croyance [Vannoorenberghe et
Smets, 2005].
Il est également possible d’ajouter à la typologie présentée dans le tableau II.3, plusieurs
autres distributions de masses de croyance remarquables :● Une distribution de masse de croyance est dite « normale », si l’ensemble vide ∅ n’est
pas un élément focal (mΩ (∅) = 0). Si ce n’est pas le cas, elle est dite « sous-normale ».
La distribution de masses « Quelconque » du tableau II.3 est donc sous-normale.● Une distribution de masse de croyance est dite « catégorique », si il y a un seul élément
focal. Les distributions « Précise », « Imprécise » et « Vide » du tableau II.3 sont donc
catégoriques.● Une distribution de masses de croyance est dite « dogmatique », si Ω n’est pas un élément
focal. C’est le cas de la distribution « Bayésienne » du tableau II.3.● Une distribution de masses de croyance est dite « sans conflit interne » [Ramasso, 2007]
lorsque les éléments focaux ont des intersection non-vides. La distribution « Conso-
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nante » du tableau II.3 est donc sans conflit interne.
Transformations applicables à la distribution de masse de croyance
Une distribution de masses de croyance m peut être transformée pour mettre certaines
informations en relief et pour faciliter certaines opérations lorsque l’on aborde les aspects dy-
namiques du MCT, et notamment les règles de fusion (partie III.3 - Fusion des informations).
Nous présentons ici les quatre transformations les plus communément utilisées :
La crédibilité :
La crédibilité (notée Cr) aussi appelée « belief » (bel) par les anglo-saxons symbolise la
croyance minimale dans l’hypothèse A. C’est la part de croyance spécifiquement attribuée à A
(sans la part de l’ensemble vide). Elle est déterminée par :
CrΩ (A) = ∑∅≠B⊆AmΩ (B) , ∀A ⊆ Ω (II.2.6)
Cette fonction est utilisée pour la prise de décision (partie II.2.1.2 - Aspect décisionnel).
La plausibilité :
La plausibilité (notée Pl) représente la croyance maximale dans l’hypothèse A. C’est la
somme de l’ensemble des masses relatives à A. Elle est déterminée par :
PlΩ (A) = ∑
B∩A≠∅mΩ (B) , ∀A ⊆ Ω (II.2.7)
Cette fonction est notamment utilisée par le Théorème de Bayes Généralisé (partie III.4.1.1
- Théorème de Bayes Généralisé) et pour la prise de décision (partie II.2.1.2 - Aspect décision-
nel).
L’implicabilité :
L’implicabilité (notée b) est la somme des masses affectées aux sous-ensembles de A tels
que si ces sous-ensembles sont vrais alors A est vrai. Elle est déterminée par :
bΩ (A) = ∑
B⊆AmΩ (B) = CrΩ (A) +mΩ (∅) , ∀A ⊆ Ω (II.2.8)
Cette fonction est notamment utilisée pour travailler avec la règle de combinaison disjonc-
tive (partie III.3.2.2 - Règle de combinaison disjonctive [Smets, 1993]).
La communalité :
La communalité (notée q) est la somme des masses affectées aux sur-ensembles de A c’est
à dire de tous les ensembles ayant A en commun. Elle est déterminée par :
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qΩ (A) = ∑
B⊇AmΩ (B) , ∀A ⊆ Ω (II.2.9)
Cette fonction est notamment utilisée pour travailler avec la règle de combinaison conjonc-
tive (partie III.3.2.1 - Règle de combinaison conjonctive [Shafer, 1976]).
suite ces fonctions sont des représentations équivalentes d’une distribution de masses de
croyance. Les notions de communalité et d’implicabilité sont plutôt des outils destinés à facili-
ter le calcul sans réelle interprétation physique. Le passage peut se faire aisément, notamment
grâce à la représentation sous forme de matrice [Smets, 2002]. Il existe donc de nombreuses pas-
serelles entre les fonctions permettant de choisir celle qui est la mieux adaptée à chaque besoin.
La figure II.14 représente une partie des passerelles entre les différentes fonctions présentées
précédemment (m, Cr, Pl, b et q)[Smets, 2002].
Figure II.14: Passerelles entre les différentes fonctions du MCT [Denoeux, 2004; Smets, 2002].
Le tableau II.4 illustre ces différentes transformations appliquées à la distribution de masses
de croyance « quelconque » présentée précédemment.
Transformations ∅ {ω1} {ω2} {ω1, ω2} {ω3} {ω1, ω3} {ω2, ω3} Ω
Masses (m) 0,05 0,18 0,22 0,05 0,13 0,07 0,19 0,11
Crédibilités (Cr) 0 0,1895 0,2316 0,4737 0,1368 0,4 0,5684 1
Plausibilités (Pl) 0 0,41 0,57 0,82 0,5 0,73 0,77 0,95
Implicabilités (b) 0,05 0,23 0,27 0,5 0,18 0,43 0,59 1
Communalités (q) 1 0,41 0,57 0,16 0,5 0,18 0,3 0,11
Table II.4: Transformations applicables à une distribution de masses de croyance.
Il faut noter que, dans le tableau II.4, la crédibilité a été calculée sur la distribution de
masse normalisée (partie III.3.3 - Normalisation des fonctions de croyance résultantes) pour
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supprimer la masse affectée à l’ensemble vide qui ne peut pas être prise en compte dans cette
transformation. C’est pour cette raison que dans cet exemple la crédibilité de Ω est supérieure
à sa plausibilité. Les transformations liées au niveau décisionnel sont présentées par la suite.
Aspect décisionnel
L’objectif des modèles de représentation des connaissances est, en dernier lieu, de permettre
la prise de décision. Les fonctions de croyance, et le MCT en particulier, n’échappent pas à cette
règle. La prise de décision en utilisant le MCT peut être résumée à un simple choix entre les
hypothèses appartenant au cadre de discernement Ω. Pour ce faire, le système, dans le cas
d’une décision automatisée, ou le décideur, lorsque la finalité du modèle est l’aide à la décision,
dispose de plusieurs options que nous allons présenter ici. La première consiste à convertir
la distribution de masse de croyance en distribution de probabilités pignistique. La seconde
vise à utiliser les fonctions de crédibilité et de plausibilité pour représenter un comportement
optimiste ou pessimiste.
La transformation pignistique :
Comme nous l’avons vu précédemment, le MCT s’appuie sur deux niveaux de raisonnement
distincts. Le passage du niveau crédal au niveau décisionnel se fait au moyen d’une transforma-
tion dite « pignistique » [Smets, 2005] dont l’objectif est de ramener la distribution de masse de
croyance dans un cadre probabiliste. La masse de la proposition A est donc répartie de manière
équiprobable sur les singletons du cadre de discernement Ω, c’est à dire sur les hypothèses de
A. Par conséquent, cette distribution de probabilités, notée BetP , peut s’obtenir par :
BetP {mΩ} ∶ Ω → [0, 1]
ωi ↦ BetP {mΩ} (ωi) (II.2.10)
Un exemple de distribution de probabilités pignistiques est présenté dans le tableau II.5 où
la transformation pignistique a été appliquée à la distribution de masse « quelconque » décrite
précédemment.
Transformations ω1 ω2 ω3
Probabilité pignistique (BetP ) 0,2912 0,3965 0,3123
Probabilité issue de la plausibilité (PlP ) 0,2771 0,3851 0,3378
Probabilité issue de la crédibilité (CrP ) 0,3397 0,4151 0,2452
Table II.5: Passage au niveau décisionnel d’une distribution de masses.
En ce qui concerne la prise de décision à proprement parler, elle consiste à sélectionner
le singleton ωi du cadre de discernement Ω ayant la plus grande probabilité pignistique pour
maximiser les chances que l’hypothèse symbolisée par ωi représente l’état réel du système (ou la
plus petite, si l’on souhaite, par exemple, minimiser la probabilité d’occurrence d’un événement).
Elle consiste donc à maximiser l’utilité espérée, représentant ainsi un comportement rationnel
de décision. D’un point de vue mathématique, cette prise de décision peut être représentée par :
ω = ∣ argmin
argmax
∣BetP {mΩ} (ωi) (II.2.11)
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Dans l’exemple du tableau II.5, si l’on souhaite maximiser la probabilité, la décision
consiste à choisir ω2 car la valeur de sa probabilité pignistique est supérieure à celle de ω1
et de ω3.
Il convient de noter que la transformation pignistique est irréversible. Il est, en effet,
impossible de retrouver la distribution de masses de croyance initiale à partir de la distribution
de probabilités pignistiques résultantes. Cependant, cette irréversibilité n’est pas un problème
car la transformation pignistique est utilisée uniquement au moment de la prise de décision et
elle n’affecte en rien le niveau de raisonnement crédal qui peut continuer à exister en parallèle.
Les fonctions de crédibilité et de plausibilité comme outils d’aide à la décision :
Lorsque l’on souhaite modéliser une décision en tenant compte des aspects comportemen-
taux d’un décideur, il est possible d’utiliser les fonctions de crédibilité et de plausibilité pour
représenter le pessimisme ou l’optimisme. Le principe de cette approche consiste à créer une
distribution de probabilités à partir de la crédibilité ou de la plausibilité en utilisant les formules
suivantes :
CrP {mΩ} (ωi) = CrΩ (ωi)∑
ωi∈ΩCr
Ω (ωi) , ∀ωi ⊆ Ω (II.2.12)
Un exemple de distributions de probabilités basées sur la crédibilité et la plausibilité est
présenté dans le tableau II.5 appliqué à la distribution de masse « quelconque » décrite précé-
demment. Généralement la plausibilité, qui représente la croyance maximum dans l’hypothèse,
est associée à un comportement optimiste et la crédibilité à un comportement pessimiste. Bien
sur il est possible d’inverser ces associations lorsque l’on souhaite minimiser la probabilité. La
prise de décision peut donc être représentée par :
Dans l’exemple du tableau II.5, si l’on souhaite maximiser la probabilité avec un comporte-
ment optimiste comme pessimiste, la décision consiste à choisir ω2 car la valeur de sa probabilité
est supérieure à celle de ω1 et de ω3. Cependant, si l’on souhaite minimiser la probabilité, la
décision est différente selon le type de comportement choisi. En effet, il faut choisir la plus
petite probabilité. C’est pourquoi, dans le cas optimiste (avec la crédibilité), le choix se porte
sur ω3, mais dans le cas pessimiste, le choix se porte sur ω1.
II.2.1.3 Conclusion
Comme nous l’avons vu, la théorie des fonctions de croyance, et en particulier le Modèle
des Croyances Transférables, est un cadre conceptuel complet généralisant les théories des pro-
babilités et des possibilités. Il permet la formalisation des connaissances imparfaites et prend
notamment en compte l’incertitude épistémique généralement inhérente à la connaissance ex-
perte. De plus, ce formalisme permet la fusion d’informations provenant de sources multiples.
Les mécanismes de fusion seront présentés par la suite (partie III.3 - Fusion des informations).
Il offre également un panel de représentations équivalentes permettant de simplifier certains
calculs et se prête bien à la modélisation de problématiques d’aide à la décision. Il convient
maintenant d’intégrer ce formalisme de représentation des connaissances dans notre modèle
pour nous permettre de fournir une évaluation des risques prenant en compte les données im-
parfaites en provenance de plusieurs sources d’information. Une revue de la littérature sur le
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thème de l’hybridation des fonctions de croyance avec les réseaux bayésiens que nous utilisons
dans notre modèle fait l’objet de la partie suivante.
II.2.2 État de l’art
Comme nous l’avons vu précédemment, l’hybridation des fonctions de croyance et des
réseaux bayésiens est un enjeu central de nos travaux. L’étude de la littérature sur ce thème a mis
en évidence deux catégories de mécanismes permettant l’intégration des fonctions de croyance
dans un réseau bayésien. Ces deux catégories se distinguent par la nécessité de modifier ou
non le formalisme des réseaux bayésiens. Nous allons donc présenter dans un premier temps les
approches ne nécessitant pas de modification de ce formalisme, puis dans un deuxième temps,
nous décrirons les différents travaux intégrant une modification du formalisme des réseaux
bayésiens pour qu’il puisse traiter des connaissances représentées sous la forme de fonctions de
croyance.
II.2.2.1 Intégration des fonctions de croyance sans modification du formalisme des
réseaux bayésiens
L’intégration des fonctions de croyance dans un réseau bayésien n’est pas triviale. En ef-
fet, si l’objectif est d’utiliser les réseaux bayésiens pour mettre en œuvre des mécanismes de
raisonnement, les fonctions de croyance ne peuvent être intégrées telles quelles dans le réseau
car l’inférence bayésienne ne peut pas leurs être appliquée. Il existe cependant, dans la littéra-
ture, des travaux qui couplent fonctions de croyance et réseaux bayésiens sans modification du
formalisme de ces derniers.
Parmi ces travaux, nous avons été particulièrement intéressés par les travaux de Simon
et Weber [Simon et al., 2007]. Ces auteurs proposent d’effectuer le couplage entre fonctions de
croyance et réseaux bayésiens par la redéfinition des tables de probabilités conditionnelles à par-
tir de la distribution de masses de croyance. Cette approche consiste à construire des tables de
distribution de masses de croyance sur tous les sous-ensembles du domaine. Le but de leur étude
est de fournir une évaluation de la fiabilité des systèmes complexes sous incertitude épistémique.
Dans les travaux de Simon et Weber, la construction des tables est simplifiée car associée à des
états binaires et à des lois de variation connues (portes ET, OU, OU exclusif). Cependant cette
approche présente un intérêt certain pour la modification de notre modèle d’évaluation des
risques. En effet, comme nous l’avons vu précédemment (partie II.1.2.1 - Étage probabiliste),
nous souhaitons représenter, dans notre modèle, des défaut hiérarchisés selon l’architecture
physique du système par le biais de portes logiques OU. Il est donc envisageable d’utiliser cette
approche pour la représentation des défauts dans le modèle d’évaluation des risques. Cepen-
dant, la méthode proposée par Simon et Weber se limite à la modélisation de composants à
états binaires (0 ou 1) ce qui pose problème pour notre approche et la généralisation de cette
approche a des variables pouvant évoluer entre 0 et 1 n’est pas encore complètement validée
du point de vue mathématique. C’est pourquoi nous nous sommes intéressé à des approches
différentes imposant l’adaptation du formalisme des réseaux bayésiens.
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II.2.2.2 Intégration des fonctions de croyance avec modification du formalisme des
réseaux bayésiens
Comme nous l’avons évoqué précédemment, l’intégration des fonctions de croyance dans
un modèle utilisant les réseaux bayésiens dans le but d’effectuer des opérations de raisonnement
nécessite, sauf cas particuliers, l’adaptation du formalisme des réseaux bayésiens. Nous avons
identifié, dans la littérature, trois propositions utilisant les fonctions de croyance pour mettre
en œuvre des raisonnements similaires à ceux employés dans un réseau bayésien. Nous allons
présenter ici ces trois approches.
Réseaux de valuations
Les réseaux de valuations (Valuation Networks) ont été introduits dans [Shenoy et Shafer,
1990]. Ce formalisme est l’un des plus connus pour la représentation graphique de connaissances
incertaines. Il peut être utilisé comme cadre de représentation unique de l’incertain et ce pour
de nombreux formalismes tels que les théories des probabilités et des possibilités mais aussi
pour la théorie des fonctions de croyance.
Les réseaux de valuations sont des hypergraphes représentés sous la forme d’arbres de
jonctions. Ils utilisent deux types de nœuds pour représenter les variables et les valuations
(c’est-à-dire la somme des connaissances disponibles sur les valeurs possibles des variables) et
les arcs relient uniquement les variables aux valuations pour représenter l’appartenance d’une
variable au domaine d’une valuation. Yaghlane a comparé les réseaux de valuations et les réseaux
bayésiens [Yaghlane et al., 2004]. Le résultat de cette comparaison est résumé dans le tableau
II.6.
Propriétés Réseau bayésien Réseau de valuation
Structure graphique
Type de graphe Réseau dirigé sans circuit Hypergraphe
Définition des relations
Basées sur l’indépendance
conditionnelle
Basées sur la forme jointe
Nœuds Variables aléatoires Variables et valuations
Procédure d’inférence
Type d’incertitude
Probabiliste (incertitude
aléatoire)
Plusieurs formalismes
d’incertitude possibles
Processus d’inférence
Quantitatif basé sur la
propagation de probabilités
Quantitatif basé sur des
algorithmes de fusion
Table II.6: Les réseaux bayésiens et les réseaux de valuations [Yaghlane et al., 2004].
Le principal inconvénient de ce formalisme réside dans le fait qu’il n’inclut aucune repré-
sentation causale des liens entre les variables. Cette propriété centrale pour notre modèle rend
compliquée l’utilisation des réseaux de valuations pour le problème à résoudre.
Réseaux évidentiels
Les réseaux évidentiels, introduits dans [Smets, 1993] et développés dans [Xu et Smets,
1994], utilisent des fonctions de croyance conditionnelles pour la propagation de la croyance
64
II.2 Couplage des fonctions de croyance et des réseaux bayésiens
dans des réseaux dirigés sans circuit. Chaque nœud du réseau évidentiel représente une variable
aléatoire qui est associée à un nombre fini de valeurs. Un des avantages de ce formalisme, outre
le fait qu’il ait des similarités importantes avec les réseaux bayésiens, est qu’il est possible de lui
associer des nœuds d’utilités permettant ainsi de faire le lien avec le principe des diagrammes
d’influence [Simon et Weber, 2009].
En termes de représentation graphique, un réseau évidentiel est strictement identique à
un réseau bayésien (figure II.15) mais les arcs entre les différents nœuds ont une signification
différente. En effet, dans un réseau évidentiel un arc représente uniquement une relation entre
deux nœuds. Par exemple, la figure II.15 signifie que nous connaissons {mZ [xi] ∶ xi ∈ ΩX} 5
et {mZ [yi] ∶ yi ∈ ΩY } mais pas {mZ [xi, yi] ∶ xi ∈ ΩX et yi ∈ ΩY } pour utiliser sa capacité à
modéliser tout[Trabelsi, 2007].
Figure II.15: Exemple de réseau évidentiel selon [Trabelsi, 2007].
Cependant, le fait qu’il ne soit pas possible de représenter autre chose que des relations uni-
quement entre deux variables rend son utilisation limitée. C’est pourquoi, Yaghlane [Yaghlane
et al., 2004] a généralisé ce formalisme à des relations avec un nombre quelconque de nœuds,
sous le nom de réseau évidentiel dirigé que nous présenterons dans la partie suivante.
Réseaux évidentiels dirigés
Les réseaux évidentiels dirigés ont été introduits par Yaghlane [Yaghlane et al., 2004].
De la même manière que les réseaux évidentiels « classiques », ils utilisent des fonctions de
croyance conditionnelles pour propager la croyance dans des réseaux dirigés sans circuit. Ce
formalisme est très proche de celui des réseaux bayésiens mais il utilise des fonctions de croyances
conditionnelles à la place des probabilités conditionnelles. Chaque arc du réseau représente une
relation conditionnelle entre deux variables, représentées par des nœuds. Chaque variable est
définie sur un cadre de discernement représentant l’ensemble des valeurs qu’elle peut prendre.
Les nœuds n’ayant aucun parent sont caractérisés par des fonctions de croyance a priori et les
nœuds ayant des parents sont caractérisés par des fonctions de croyance conditionnellement
aux valeurs de leurs parents.
Ce formalisme constitue donc un excellent cadre pour représenter un modèle hybridant
fonctions de croyance et réseaux bayésiens. Nous avons donc choisi de l’utiliser par la suite. Une
description plus approfondie est proposée dans la section III.4.1 (Réseaux évidentiels dirigés).
5. Il faut lire ici la distribution de masse de croyance m de Z sachant xi ou conditionnellement àxi.
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II.2.2.3 Synthèse
Comme nous venons de le voir, l’hybridation des fonctions de croyance et des réseaux
bayésiens est un problème qui a été exploré dans la littérature mais les contributions à ce sujet
ne sont pas très nombreuses notamment en termes d’applications. Cette revue de la littérature
nous a permis d’avoir une idée des travaux existants et nous a servi de base pour l’intégration
des fonctions de croyance dans notre modèle bayésien. Les réseaux évidentiels dirigés nous
semblent les plus appropriés pour atteindre nos objectifs mais la complexité calculatoire et le
peu d’outils informatiques de modélisation utilisant ce formalisme nous ont poussé à envisager
d’autres solutions à partir d’outils bayésiens existants. La partie suivante présente donc les
différentes pistes qui ont été envisagées pour créer un modèle d’évaluation des risques utilisant
les fonctions de croyance et les principes généraux des réseaux bayésiens.
II.2.3 Propositions visant à affiner la problématique
À partir de la revue de la littérature sur le thème de l’utilisation couplée des fonctions
de croyance et des réseaux bayésiens que nous venons de présenter, nous avons élaboré trois
approches qui nous semblent prometteuses pour intégrer les fonctions de croyance au modèle
d’évaluation des risques.
Cependant, quelque soit la méthode choisie, nous devons au préalable fusionner les in-
formations en provenance des experts et de la base de données. Nous souhaitons utiliser les
caractéristiques du Modèle des Croyances Transférables pour fusionner les avis de plusieurs
experts (figure II.16). La base de données est considérée au même titre qu’un expert, car elle
exprime un avis par extraction statistique qui est considéré comme comparable à ceux émis par
les experts. Ces avis sont ensuite transformés en fonctions de croyance et toutes ces fonctions de
croyances sont ensuite fusionnées en les pondérant selon la confiance du système dans chaque
expert et dans la base de données. Les processus de formalisation et de fusion des avis sont
décrits en détail par la suite (chapitre III - Proposition d’un modèle hybride pour l’évaluation
des risques).
Figure II.16: Processus de fusion des avis.
La première méthode d’intégration de ces fonctions de croyance résultant de la fusion des
différents avis ne nécessite aucune modification du formalisme des réseaux bayésiens. Cette
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approche s’appuie sur les représentations alternatives à la distribution de masses de croyance
que sont les fonctions de crédibilité et de plausibilité (partie II.2.1.2 - Transformations appli-
cables à la distribution de masse de croyance). En effet, nous avons vu que, pour la prise de
décision, la crédibilité peut être considérée comme une estimation optimiste de la probabilité
d’occurrence pour un événement négatif (dans le cas d’un événement positif elle est considérée
comme une estimation pessimiste). La plausibilité représente alors une estimation pessimiste
de cette même probabilité. Nous proposons donc d’utiliser ces deux fonctions pour remplacer la
probabilité d’occurrence des événements dans le réseau bayésien pour fournir une évaluation du
risque optimiste ou pessimiste selon la fonction choisie (crédibilité ou plausibilité). Le principal
avantage de cette méthode est qu’elle est simple à mettre en œuvre car il n’y a aucune modi-
fication du formalisme. Cependant, elle entraîne une perte d’information notamment en ce qui
concerne l’incertitude qui n’est pas propagée et reste donc invisible dans le modèle. Le résultat
extrait ne tient donc pas compte de cette incertitude. La figure II.17 illustre cette approche.
Figure II.17: Approche utilisant la crédibilité ou la plausibilité.
La seconde approche destinée à intégrer les fonctions de croyance dans le réseau bayésien,
est dérivée de la précédente. De la même manière, elle ne nécessite pas de modification du
formalisme des réseaux bayésiens. Le principe est de choisir plusieurs valeurs pour chaque
fonction de croyance résultante. Il est possible de retenir la crédibilité, la plausibilité pour
chaque fonction de croyance ou d’effectuer une simulation de Monte Carlo entre ces bornes et
de les utiliser en tant que probabilité dans les réseaux bayésiens. Il y a donc un réseau bayésien
par valeur retenue et par fonction de croyance. La principale difficulté rencontrée à ce stade
réside dans l’explosion du nombre de réseaux bayésiens nécessaires pour traiter un problème
ayant plusieurs variables et donc plusieurs fonctions de croyance. En effet, si N est le nombre
de réseaux, k le nombre de valeurs retenues par fonction de croyance et v le nombre de variables
du réseau, alors N = kv. Elle est donc difficilement utilisable pour la modélisation de problèmes
complexes. De plus, cette méthode nécessite une synthèse finale pour regrouper les résultats des
réseaux bayésiens et faciliter la lisibilité de ces résultats. L’avantage de cette approche réside
dans l’obtention d’un intervalle de probabilités au moment de la prise de décision permettant de
représenter une part de l’incertitude émise dans les avis. Cependant, il y a également une perte
d’information par rapport à la fonction de croyance résultante. Cette perte d’information est
moindre que dans la première approche mais elle peut être significative. La figure II.18 illustre
l’utilisation de cette méthode.
Figure II.18: Approche avec des valeurs multiples.
La troisième et dernière approche consiste à introduire les fonctions de croyance directe-
ment dans un réseau bayésien modifié pour pouvoir traiter ce type de données. La principale
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difficulté associée à cette méthode réside dans l’adaptation des réseaux bayésiens au traitement
des fonctions de croyance. Le formalisme des variables du modèle doit être revu pour qu’elles ne
soient plus représentées par des probabilités mais par des fonctions de croyance. Les mécanismes
d’inférence bayésienne doivent également être adaptés pour permettre la propagation de l’infor-
mation issue de ces fonctions de croyance dans le réseau et la prise en compte de l’incertitude.
L’avantage le plus significatif est le report du passage à un niveau décisionnel (niveau pignis-
tique) jusqu’au dernier moment. Cette méthode est, a priori, la plus pertinente, car l’erreur
de modélisation inhérente à la transformation pignistique, et donc au niveau décisionnel, est
retardée au maximum. Parmi les travaux présents dans la littérature, le formalisme des réseaux
évidentiels dirigés nous semble le mieux adapté pour instrumenter cette méthode. En effet, la
représentation causale des événements utilisée dans ces réseaux évidentiels dirigés est similaire
à celle employée dans les réseaux bayésiens et donc convient bien à notre modèle. De plus,
l’utilisation du théorème de Bayes généralisé (partie III.4.1.1 - Théorème de Bayes Généralisé)
comme mécanisme d’inférence dans cet outil permet d’envisager des résultats cohérents avec
ceux obtenus par les réseaux bayésiens. La figure II.19 illustre cette méthode.
Figure II.19: Approche utilisant les réseaux évidentiels dirigés.
Parmi ces différentes approches, la plus complète et, par conséquent, la plus intéressante
pour notre étude, est la méthode des réseaux évidentiels dirigés. Nous avons donc décidé d’uti-
liser ce formalisme pour améliorer notre modèle d’évaluation des risques. La présentation inté-
grale de ce nouveau modèle, depuis la formalisation des connaissances jusqu’à l’évaluation finale
du risque en passant par la fusion des avis et le traitement dans un réseau évidentiel dirigé, fait
l’objet du prochain chapitre (chapitre III - Proposition d’un modèle hybride pour l’évaluation
des risques). Cependant, nous n’avons pas totalement abandonné les autres approches. En effet,
la première approche a également été mise en œuvre pour servir de point de comparaison avec
la méthode choisie comme nous le verrons dans le dernier chapitre (chapitre IV - Application
du modèle à un cas d’étude).
II.3 Conclusion
Ce chapitre a permis d’introduire le formalisme et les fondements théoriques des réseaux
bayésiens et des diagrammes d’influence. Après cette introduction, nous avons proposé un mo-
dèle basé sur ces formalismes et décrit ses utilisations possibles et ses limites. Ces dernières
concernent les moyens permettant de fusionner efficacement les connaissances statistiques ex-
traites d’une base de données avec les connaissances d’experts du domaine étudié ainsi que
l’impossibilité de représenter l’incertitude épistémique (incomplétude et imprécision) de l’infor-
mation, notamment d’origine experte.
Pour résoudre ces problèmes, nous avons décidé d’utiliser la théorie des fonctions de
croyance et en particulier le Modèle des Croyances Transférables pour utiliser sa capacité à
modéliser toutes les formes d’incertitude et à combiner les connaissances issues de sources hé-
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térogènes. Pour finir, nous avons également abordé les moyens nécessaires au couplage des
fonctions de croyance avec les réseaux bayésiens.
Parmi les méthodes étudiées pour intégrer les fonctions de croyance dans un réseau bayé-
sien, nous avons retenu les réseaux évidentiels dirigés qui correspondent le plus complètement
à nos objectifs. Dans le chapitre suivant, nous présentons une démarche globale pour évaluer
les risques en utilisant les réseaux évidentiels dirigés, depuis la formalisation de la connais-
sance jusqu’à la restitution des résultats sous forme d’indicateurs en passant par la fusion des
connaissances et leur traitement dans un réseau évidentiel dirigé.
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Comme nous l’avons vu dans le chapitre précédent, l’intégration des fonctions de croyance
dans le modèle bayésien, peut se faire de deux manières. La première consiste à utiliser les
fonctions de crédibilité ou de plausibilité (chapitre II - Méthodes bayésiennes pour l’évaluation
des risques : limites et alternatives) en tant que probabilité dans le réseau bayésien pour obtenir
une évaluation optimiste ou pessimiste selon la fonction choisie. La seconde consiste à choisir
plusieurs valeurs remarquables pour chaque fonction de croyance. Il est, par exemple, possible
de retenir la crédibilité et la plausibilité pour chaque fonction de croyance et de les utiliser
en tant que probabilité dans les réseaux bayésiens. Il y a donc un réseau bayésien par valeur
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retenue et par fonction de croyance. La combinatoire liée à cette méthode engendre des difficultés
importantes, notamment en termes de temps de calcul, ce qui nous a amené à développer une
méthode alternative. Cette dernière approche consiste à introduire les fonctions de croyance
directement dans un réseau bayésien modifié pour pouvoir traiter ce type de données (chapitre
II). Comme nous l’avons vu précédemment (partie II.2), il existe plusieurs types de réseaux à
base de fonctions de croyance. Nous avons choisi d’utiliser les réseaux évidentiels dirigés qui
correspondent le mieux à notre problématique (partie II.2.3).
Ce chapitre présente, dans un premier temps, la méthodologie utilisée pour exploiter cette
approche. Par la suite, nous présentons, de façon plus détaillée, les différents outils utilisés pour
construire un outil d’évaluation des risques couplant les réseaux bayésiens avec les fonctions
de croyance. Nous commençons par décrire les mécanismes de formalisation des connaissances
expertes et statistiques permettant de retranscrire les avis d’experts et les extractions de la base
de données à l’aide de fonctions de croyance. Nous présentons ensuite notre réflexion visant à
choisir la règle de fusion des informations la mieux adaptée à notre problème. Nous continuons
par le traitement de ces informations dans un réseau évidentiel dirigé, qui permet de raisonner
comme dans un réseau bayésien avec des fonctions de croyance pour parvenir à l’évaluation
du risque. Nous présentons finalement les mécanismes de restitution de l’information pour
le décideur sous forme d’indicateurs lui permettant d’analyser les résultats pour prendre sa
décision.
III.1 Démarche
Pour mettre en œuvre des réseaux à base de fonctions de croyance, nous faisons l’hypothèse
que la structure du réseau est connue et a été définie au préalable avec un expert. Celui-ci
aura donc défini les différents défauts, leurs causes et leurs conséquences pour construire la
structure du réseau (arcs et nœuds) correspondant au système étudié. Comme nous l’avons vu
précédemment (partie II.1 - Modèle pour l’évaluation des risques), nous considérons que toutes
les variables sont discrètes. La démarche présentée par la suite permet d’introduire et de traiter
les connaissances dans le réseau.
La démarche s’articule en quatre phases successives permettant le traitement complet des
informations depuis l’émission d’un avis par l’expert ou l’extraction de connaissances statis-
tiques à partir de la base de données, jusqu’à l’évaluation d’un risque et sa restitution au
décideur sous forme d’indicateurs. La figure III.1 présente ces quatre phases :● la première phase consiste à formaliser les connaissances provenant des différentes sources
d’information statistiques et expertes. Les connaissances sont modélisées sous forme de
fonctions de croyance permettant ainsi d’obtenir des représentations compatibles, dans
un cadre commun.● la seconde phase vise à fusionner les différents « avis » de ces sources d’information
(modélisés sous forme de plusieurs fonctions de croyance) pour obtenir une fonction de
croyance résultante qui pourra être introduite dans le réseau évidentiel dirigé.● la troisième phase consiste à traiter ces informations au moyen d’un réseau évidentiel
dirigé pour parvenir à une évaluation du risque, toujours sous forme de fonction de
croyance.● la dernière phase de ce processus a pour objectif de restituer les résultats de cette
évaluation sous une forme compréhensible par l’utilisateur en vue de la prise de décision.
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Elle nécessite donc la création d’indicateurs performants.
Figure III.1: Phases de la démarche.
Cette démarche permet de transformer une information (statistique ou experte) en indica-
teur de risque en utilisant les fonctions de croyance et les réseaux évidentiels pour représenter
la connaissance et raisonner avec cette connaissance en tenant compte de l’incertitude épisté-
mique. Le synoptique représenté sur la figure III.2 présente en détail l’enchaînement des actions
nécessaires à cette transformation.
Figure III.2: Synoptique du fonctionnement de l’outil d’évaluation des risques.
Comme nous pouvons le voir sur cette figure, ce processus a une double entrée permettant
de traiter de manière intégrée les connaissances expertes et statistiques.
En ce qui concerne la branche « Expert », l’information initiale correspond à l’avis d’un
expert sur un événement. Cet avis est exprimé sous forme de probabilité subjective puis trans-
formé en fonction de croyance avant d’être pondéré selon deux critères : le niveau de confiance
que l’expert a en son jugement et le niveau de confiance que le système a en l’expert (selon son
ancienneté, son domaine d’expertise, . . . ). Il est également possible de formaliser l’avis d’expert
directement sous forme de fonction de croyance en utilisant une méthode que nous présentons
par la suite (partie III.2.1 - Connaissance experte).
Pour la branche « Statistique », l’information initiale est extraite de la base de données
puis transformée en fonction de croyance. Nous verrons que la méthode que nous utilisons pour
transformer les statistiques en fonctions de croyance prend en compte la fiabilité de la base de
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données en fonction de la quantité de données disponibles. Il n’est donc pas nécessaire de faire
une opération de pondération supplémentaire.
Les différentes fonctions de croyance issues des avis des différents experts et de la base de
données sont ensuite fusionnées en utilisant une règle de fusion choisie parmi celles disponibles
dans la littérature (partie III.3 - Fusion des informations). Cette fusion fournit une fonction
de croyance résultante qui représente la synthèse des différents avis exprimés. Pour éviter que
dans la distribution de masse de cette fonction de croyance, la masse répartie sur le conflit
(partie III.3.1 - Conflit entre les sources d’information) ne devienne l’information dominante,
la fonction de croyance est normalisée avant d’être introduite dans le réseau évidentiel.
Une fois que tous les nœuds du réseau évidentiel ont été renseignés par des fonctions de
croyance, la phase de traitement peut être réalisée. Les informations disponibles sont propagées
dans le réseau et une distribution de masse est fournie en sortie. Elle représente la probabilité
d’occurrence de l’événement considéré pour chaque conséquence associée à un risque identifié
au préalable. Chacune de ces fonctions de croyance concernant une conséquence est ensuite
multipliée avec une table de coûts conditionnels représentant l’impact de cette conséquence. Le
résultat obtenu est une distribution de masse de croyance modélisant le risque.
Pour terminer, il convient de retranscrire la modélisation du risque, actuellement sous forme
d’une fonction de croyance, en un indicateur compréhensible par l’utilisateur. Il est également
important pour le décideur de connaître le degré d’incertitude qui entoure les valeurs fournies
par l’indicateur. La construction de cet indicateur nécessite donc une phase d’analyse, puis de
formalisation pour offrir un résultat pertinent au décideur.
III.2 Formalisation de la connaissance
Nous allons maintenant décrire en détail, les outils utilisés pour formaliser la connaissance
en fonction de sa nature experte ou statistique. En ce qui concerne la connaissance experte, nous
décrivons la manière dont l’expert émet un avis, puis nous présentons la transformation de cet
avis en fonction de croyance et pour finir la pondération de cette fonction de croyance pour tenir
compte du niveau de confiance en cet avis. Pour prendre en compte la connaissance statistique,
nous introduisons dans un premier temps la méthode d’extraction des connaissances depuis la
base de données et nous détaillons les mécanismes de transformation de données statistiques
en fonctions de croyance.
III.2.1 Connaissance experte
La connaissance experte est issue de l’expérience d’une personne spécialisée dans le do-
maine d’étude (que nous désignerons par « l’expert » dans la suite du document). Nous considé-
rons que l’ensemble des hypothèses permettant à l’expert de s’exprimer a été défini au préalable.
Cet ensemble d’hypothèses est assimilable à un cadre de discernement Ω = {ω1, ω2, . . . , ωn} qui
permet d’interroger l’expert.
III.2.1.1 Élicitation d’un avis expert
Il est difficile de demander à un expert de donner son opinion directement sous la forme
d’une distribution de masse de croyance. En effet, ce formalisme nécessite que l’expert soit
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formé à son utilisation et n’est pas habituel. Nous présentons ici deux méthodes pour éliciter
l’avis de l’expert.
La première méthode pour que l’expert exprime son avis consiste à utiliser des distributions
de probabilités subjectives [Savage, 1954]. Comme nous l’avons vu précédemment (partie II.2.1.1
- Théorie des probabilités), il existe deux points de vue quant à la signification des probabilités.
Le point de vue fréquentiste utilise des probabilités dites objectives qui sont une représen-
tation d’aspects réels de l’univers. Elles servent principalement à représenter la fréquence des
phénomènes physiques et l’incertitude aléatoire qui leur est associée.
Le point de vue subjectiviste décrit les probabilités comme un support de modélisation
de la croyance d’un agent. Elles sont donc un moyen simple de modéliser l’expérience d’une
personne relativement à sa croyance en une hypothèse. Dans ce cas, l’expert donnera son opinion
sous la forme d’une distribution de probabilités subjectives sur le cadre de discernement Ω ={ω1, ω2, . . . , ωn}. Ce cadre de discernement est exhaustif et contient des valeurs discrètes et
indépendantes.
Cette méthode est donc utile et simple, ne présentant pas de difficulté particulière car elle
ne nécessite pas de définir un vocabulaire spécifique, le raisonnement de l’expert pour fournir
ces valeurs est assez naturel et n’impose pas qu’il soit formé à son usage. La « transforma-
tion pignistique inverse » permet finalement la transition d’une distribution de probabilités
subjectives vers une distribution de masses de croyance.
Nous proposons une seconde méthode qui vise à utiliser un langage plus naturel pour ex-
primer les avis d’experts. Il existe plusieurs travaux étudiant ce problème. Wong et Linglas
[Wong et Lingras, 1994] ont proposé deux opérateurs binaires pour représenter les relations
de préférence et d’indifférence. Yaghlane [Yaghlane et al., 2008] a développé cette méthode en
ajoutant une notion de contrainte permettant de modéliser la fonction de croyance la moins
informative respectant ainsi le Principe du Minimum d’Information (partie III.2.1.2 - Le Prin-
cipe du Minimum d’Information (PMI)). Bryson [Bryson et Mobolurin, 1999] a proposé une
autre approche appelée « processus de discrimination qualitative ». Ce processus est composé
de plusieurs étapes permettant de trier de manière itérative les propositions selon trois degrés
de certitude puis de leur assigner une masse de croyance en comparant les hypothèses. L’étape
finale de ce processus consiste à rendre cohérente la distribution de masses de croyance résul-
tante. Toutes ces méthodes utilisent un principe de comparaison des hypothèses deux à deux
pour éliciter la connaissance experte. Nous souhaitons pour notre part développer une démarche
permettant des comparaisons plus générales.
La méthode que nous proposons est proche de celle développée dans [Bryson et Mobolu-
rin, 1999] mais elle est volontairement simplifiée pour faciliter le processus d’élicitation. Elle se
présente sous la forme d’un processus itératif d’élimination des hypothèses du cadre de discerne-
ment associé à une échelle de regret pour quantifier la part de masse affectée à chaque hypothèse.
L’objectif est de construire directement une distribution de masses de croyance consonante, si-
milaire à celle résultante de l’opération de transformation pignistique inverse présentée par la
suite (partie III.2.1.2 - La transformation pignistique inverse). L’expert doit répondre à deux
questions successives qui sont répétées à chaque itération.
La première étape consiste à poser l’expert la question « Parmi les hypothèses suivantes,
laquelle vous semble la moins vraisemblable ? » en commençant par proposer le cadre de dis-
cernement complet. L’hypothèse choisie est alors éliminée des choix possibles pour la seconde
itération. La deuxième étape consiste à demander à l’expert d’exprimer la difficulté qu’il a eu à
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faire son choix. Par exemple, il est possible d’imaginer une question de type « Sur une échelle
de 0 à 9, évaluez la difficulté que vous avez eu à choisir l’hypothèse la moins vraisemblable
(0 étant le niveau très facile, 9 le niveau très difficile) ». Cette deuxième question peut aussi
être vue comme une évaluation du regret qu’il a à éliminer une hypothèse de la liste des hypo-
thèses possibles. Lors de la seconde itération, l’expert doit répondre aux mêmes questions mais
l’hypothèse choisie lors de la précédente itération ne fait plus partie de la liste des hypothèses
disponibles. Ces deux opérations sont répétées jusqu’à ce qu’il ne reste plus qu’une hypothèse
disponible ou jusqu’à ce que l’expert ne puisse plus départager les hypothèses.
La première question permet donc de choisir le chemin dans l’arbre de décision (figure III.3)
et la deuxième question permet d’affecter une masse aux hypothèses concernées en fonction du
regret ressenti par l’expert. La masse est ensuite répartie, proportionnellement au regret exprimé
par l’expert, entre l’ensemble incluant l’hypothèse choisie et l’ensemble sans cette hypothèse.
Lorsqu’on passe à l’itération suivante, seule la masse du sous-ensemble concerné est remise en
jeu en sachant que la masse initialement affectée à l’ensemble représentant l’ignorance totale
est égale à un. La figure III.3 illustre le principe de fonctionnement de cette méthode.
Cette élicitation a pour principal avantage d’utiliser des questions simples auxquelles l’ex-
pert peut répondre rapidement. Elle est également facile à informatiser et peut être instrumentée
en parallèle de la méthode basée sur les probabilités subjectives (l’expert choisissant la méthode
qu’il préfère). Cette seconde méthode peut également être améliorée en intégrant des notions
complémentaires telles que l’hésitation (par exemple pour la première itération de l’exemple
de la figure III.3, l’expert n’arrive pas à déterminer s’il doit éliminer c2 ou c3). Cette notion
d’hésitation pourrait être prise en compte en partageant la masse à affecter au sous-ensemble
de cardinalité plus faible en deux et à suivre le processus avec deux chemins de décisions pos-
sibles. Ce type de mécanisme complémentaire n’a pas été utilisé mais pourrait être une piste
intéressante en perspective de notre étude.
Nous avons donc à notre disposition deux méthodes de formalisation de l’avis d’expert.
La première méthode nécessite cependant de convertir les probabilités subjectives obtenues en
distributions de masses de croyance. Cette conversion peut se faire à l’aide d’un mécanisme
appelé transformation pignistique inverse présenté dans la partie suivante.
III.2.1.2 Transformation de l’avis sous forme de fonction de croyance
Dans le cas où la connaissance a été obtenue sous la forme de distributions de probabilités
subjectives, il convient de la convertir en distribution de masses de croyance. L’utilisation
directe d’une distribution de masses de croyance bayésienne n’est pas envisageable car cette
distribution ne tiendrait pas compte de l’incertitude épistémique inhérente à la connaissance
experte exprimée dans un cadre incertain. Nous allons donc utiliser la transformation pignistique
inverse qui part du principe que la distribution de probabilités P fournie par l’expert est une
distribution de probabilités pignistiques (BetP ) (partie II.2.1.2 - Aspect décisionnel). Nous
cherchons donc à obtenir une distribution de masses de croyance m telle que P = BetP (m).
Dans la mesure où il existe une infinité de distributions de masses de croyance qui respecte cette
contrainte, il convient de disposer d’un mécanisme pour choisir la distribution de masses de
croyance la plus réaliste sans introduire d’erreur : c’est le Principe du Minimum d’Information.
Dans la suite, nous commençons par présenter le Principe du Minimum d’Information puis nous
décrivons la transformation pignistique inverse.
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Illustration de la méthode de construction des fonctions de croyance par élimination
d’hypothèses.
L’expert doit s’exprimer sur le cadre de discernement Ω = {c1, c2, c3}. Voici l’arbre des décisions
possibles :
Nous présentons ici le fonctionnement de la méthode du point de vue de l’expert et du point de
vue du système.
Point de vue « Expert » (interface) Point de vue « Système » (algorithme)
Itération n°1 :
Parmi les hypothèses suivantes, laquelle vous
semble la moins vraisemblable ?
c1, c2, c3
Masse disponible : 1
L’expert choisit c3.
Élimination de c3. Il faut donc répartir la masse
disponible entre m ({c1, c2}) et m ({c1, c2, c3}).
Sur une échelle de 0 à 9, évaluez la difficulté que
vous avez eu à choisir l’hypothèse la moins
vraisemblable :
L’expert choisi le niveau 1 sur 9.
On affecte 1/10ème (niveau 1 sur dix niveaux
possibles) de la masse disponible à l’ensemble avec
l’hypothèse choisie et le reste à celui sans cette
hypothèse.
m ({c1, c2}) = 0,9 et m (Ω) = 0,1
Itération n°2 :
Parmi les hypothèses suivantes, laquelle vous
semble la moins vraisemblable ?
c1, c2
Masse disponible : 0,9
L’expert choisit c2.
Élimination de c2. Il faut donc répartir la masse
disponible entre m ({c1}) et m ({c1, c2}).
Sur une échelle de 0 à 9, évaluez la difficulté que
vous avez eu à choisir l’hypothèse la moins
vraisemblable :
L’expert choisi le niveau 6.
On affecte 6/10ème de la masse disponible à
l’ensemble avec l’hypothèse choisie et le reste à
celui sans cette hypothèse.
m ({c1}) = 0,9 × 0,4 = 0,36
et m ({c1, c2}) = 0,9 × 0,6 = 0,54
Fin :
C’est terminé car il ne reste plus que c1.
Les éléments focaux de la distribution de masses
résultante sont donc :
m ({c1}) = 0,36 m ({c1, c2}) = 0,54
et m (Ω) = 0,1
Figure III.3: Construction d’une fonction de croyance par élimination des hypothèses.
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Le Principe du Minimum d’Information (PMI)
Le Principe du Minimum d’Information (PMI) [Hsia, 1991], aussi appelé principe de l’en-
gagement minimal (« Least Commitment Principle »), est défini par la règle : « Quand plu-
sieurs distributions de masses de croyance sont compatibles avec un ensemble de contraintes, la
moins informative doit être choisie ». Cette règle permet d’éviter les approximations abusives
en utilisant l’hypothèse la plus large possible. Le PMI est utilisé dans un très grand nombre
d’opérations du MCT et notamment pour la transformation pignistique inverse. La méthode la
plus répandue pour déterminer la distribution de masses de croyance la moins informative est
le calcul de non-spécificité [Dubois et Prade, 1987]. Elle vise à déterminer le taux d’incertitude
des différentes distributions de masses de croyance pour choisir celle qui maximise l’incerti-
tude pour qu’elle soit la moins informative possible. Cette mesure de non-spécificité peut être
déterminée par :
N (m) = ∑∅≠A⊆Ωm (A) × log2 (∣A∣)
avec N (m) ∈ [0, log2 (∣Ω∣)] et ∣A∣ la cardinalite´ de l′hypothe`se A (III.2.1)
Une autre méthode de mesure de l’incertitude consiste à comparer les distributions de
masses de croyance en fonction de leur communalité (q) [Smets, 2000]. Cette méthode permet,
en effet, de considérer que, lorsque l’on souhaite connaître la moins informative de deux distri-
butions de masses m1 (A) et m2 (A), il suffit de comparer leur communalité. Par conséquent,
si q1 (A) est supérieure à q2 (A) alors m1 (A) est moins informative que m2 (A). La figure III.4
illustre le principe de la mesure de non spécificité ainsi que la méthode alternative utilisant la
communalité.
Des méthodes similaires à l’utilisation de la communalité existent pour appliquer le PMI
avec la plausibilité (Pl) et le poids (w – partie III.3.2.4 - Règles de combinaison prudentes
et hardies [Denoeux, 2008]) et ont été utilisées comme justification théorique de plusieurs mé-
canismes avancés de traitement de l’information dans la théorie des fonctions de croyance.
L’intérêt de ces méthodes, utilisant des représentations alternatives des distributions de masses
de croyance, réside dans le fait qu’elles n’utilisent pas de fonctions complexes (telles que le loga-
rithme de base 2 utilisé dans la mesure de non-spécificité) pour évaluer le caractère informatif
d’une fonction de croyance. Cependant elles ne sont pas toujours très efficaces et posent parfois
des problèmes d’indétermination.
Il est à noter qu’il existe de nombreuses autres méthodes de mesure du taux d’incertitude
mais nous nous limiterons à celles présentées précédemment. Le lecteur intéressé pourra se
rapporter, par exemple, à [Denoeux et Masson, 2004; Harmanec, 1999] pour plus d’informations.
La transformation pignistique inverse
L’objectif de la transformation pignistique inverse est de déterminer, à partir d’une distri-
bution de probabilités pignistiques BetPΩ, la distribution de masses de croyance mΩ la moins
informative, au sens du Principe du Minimum d’Information, qui permet de retrouver BetPΩ
par la transformation pignistique.
Lorsqu’on dispose d’une distribution de probabilités pignistiques BetPΩ sur les singletons
de Ω, la méthode de la transformation pignistique inverse [Smets, 2000] consiste, dans un
premier temps, à ordonner les éléments de la distribution de façon à obtenir :
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Illustration de l’application du PMI
Nous devons choisir entre deux distributions de masses de croyance m1 et m2 ayant pour cadre
de discernement Ω = {c1, c2, c3}.
Voici les deux distributions de masses :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c, c3} Ω
m1 0 0,3 0 0,4 0,1 0,2 0 0
m2 0 0,4 0,05 0,1 0,05 0,1 0 0,3
Ces deux distributions de masses de croyance ont la même distribution de probabilités pignis-
tiques :
BetPΩ ({c1}) = 0,3 + 0,42 + 0,22 = 0,6
BetPΩ ({c2}) = 0,42 = 0,2
BetPΩ ({c3}) = 0,1 + 0,22 = 0,2
Les mesures de non-spécificité associées à ces distributions de masses sont :
N (m1) = (0,2 + 0,6) × log2 (1) + 0,1 × log2 (2) + 0,1 × log2 (3) = 0,2585
N (m2) = (0,3 + 0,1) × log2 (1) + (0,4 + 0,05) × log2 (2) + 0,15 × log2 (3) = 0,6877
Par conséquent, la distribution de masse de croyance m2 est la moins spécifique et donc la moins
informative.
Méthode alternative :
Reprenons les distributions de masses de croyance initiales et déterminons leurs communalités :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c, c3} Ω
q1 1 0,9 0,4 0,4 0,3 0,2 0 0
q2 1 0,9 0,45 0,4 0,45 0,4 0,3 0,3
On remarque que, quel que soit A, q2 (A) est supérieure ou égale à q1 (A) donc il est possible
de dire que m2 est la moins informative.
Il faut noter cependant que les deux méthodes présentées ici ne s’accordent pas toujours. De
plus, dans certains cas, la méthode utilisant la communalité ne permet pas de savoir quelle est la
distribution de masses la moins informative comme le montre l’exemple suivant.
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c, c3} Ω
m3 0 0,45 0 0,1 0 0,1 0,2 0,15
q3 1 0,8 0,45 0,25 0,45 0,25 0,35 0,15
q1 1 0,9 0,4 0,4 0,3 0,2 0 0
Dans ce cas, il n’est pas possible de déterminer si m3 est moins informative que m1 (ou inver-
sement) au moyen de la communalité car q3 (A) n’est pas toujours supérieure ou égale à q1 (A). Il
faut dans ce cas, utiliser la mesure de non-spécificité.
Figure III.4: Illustration du Principe du Minimum d’Information.
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BetPΩ (ω1) ≥ BetPΩ (ω2) ≥ ⋯ ≥ BetPΩ (ωi) ≥ ⋯ ≥ BetPΩ (ωn) , avec n = ∣Ω∣
Ensuite, on cherche à obtenir la distribution de masses de croyance la moins informative
mˆΩ grâce au PMI. Cette distribution est composée d’éléments focaux emboîtés tels que :
mˆΩ (A) = ∣A∣ × (BetPΩ (ωi) −BetPΩ (ωi+1))
avec BetPΩ (ωn+1) = 0 (III.2.2)
L’exemple de la figure III.5 permet d’illustrer cette méthode.
Exemple d’utilisation de la transformation pignistique inverse
Un expert s’est exprimé sur le cadre de discernement Ω = {c1, c2, c3} en utilisant des probabi-
lités subjectives. Nous disposons donc de la distribution de probabilités pignistiques déjà ordonnée
suivante :
BetPΩ ({c1}) = 0,6
BetPΩ ({c2}) = 0,3
BetPΩ ({c3}) = 0,1
Nous pouvons donc déterminer une distribution de masses de croyance qui respecte le Principe
du Minimum d’Information en utilisant la transformation pignistique inverse :
mˆΩ ({c1}) = ∣{c1}∣ × (BetPΩ (c1) −BetPΩ (c2)) = 1 × (0,6 − 0,3) = 0,3
mˆΩ ({c1, c2}) = ∣{c1, c2}∣ × (BetPΩ (c2) −BetPΩ (c3)) = 2 × (0,3 − 0,1) = 0,4
mˆΩ ({c1, c2, c3}) = mˆΩ (Ω) = ∣{c1, c2, c3}∣ × (BetPΩ (c3) − 0) = 3 × 0,1 = 0,3
Figure III.5: Exemple d’utilisation de la transformation pignistique inverse.
Les distributions de masses de croyance résultantes de la transformation pignistique inverse
ont donc la propriété d’être consonantes.
III.2.1.3 Introduction du niveau de confiance dans l’avis de l’expert
À partir de l’avis de l’expert sous la forme d’une distribution de masses de croyance, nous
pouvons ajouter la notion de fiabilité de la source d’information. En effet, il peut être utile de
pouvoir pondérer l’avis d’un expert selon deux cas de figure.
Le premier cas se présente lorsque l’expert n’est pas sûr de sa compétence ou de la perti-
nence de sa réflexion concernant l’événement sur lequel il vient de s’exprimer. L’avis de l’expert
est alors pondéré selon une auto-évaluation de sa fiabilité.
Le second cas de figure intervient lorsque l’expert débute son activité et qu’il n’a pas
encore été possible de juger de son niveau de compétence ou lorsqu’il donne son avis sur un
domaine différent (mais proche sinon il ne peut plus être considéré comme étant un expert) de
son champ de compétence habituel. Par exemple, un technicien de maintenance aéronautique,
qui n’intervient que sur un seul type d’avion, et à qui on demande de donner son avis sur un
problème relatif à un avion d’un autre modèle aura certainement un avis valable mais il ne sera
pas aussi fiable que s’il portait sur un avion qu’il maintient régulièrement.
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Illustration du fonctionnement de l’affaiblissement simple
Voici l’échelle de valeurs permettant de déterminer le taux d’affaiblissement :
Auto-évaluation de l’expert (1 −β1) Évaluation extérieure de l’expert (1 −β2)
Niveau de fiabilité 1 −β1 Niveau de fiabilité 1 −β2
Je suis certain de mon avis 1 L’expert a énormément
d’expérience dans le domaine.
1
Je suis presque certain de mon avis 0,9 L’expert a beaucoup d’expérience
dans le domaine.
0,9
Je pense que mon avis est le bon 0,5 L’expert a de l’expérience dans le
domaine.
0,7
J’ai l’intuition que mon avis est le
bon
0,25 L’expert a peu d’expérience dans
le domaine.
0,5
L’expert n’a pas d’expérience dans
le domaine.
0,2
Le calcul de la fiabilité est donné par 1−β = (1 − β1)×(1 − β2). Il est également possible d’imaginer
un coefficient pour appuyer l’importance de l’évaluation extérieure par rapport à l’auto-évaluation
avec un calcul de la fiabilité.
L’expert qui a été interrogé est considéré comme ayant beaucoup d’expérience par le système et
il est totalement certain de l’avis qu’il a donné donc la fiabilité est 1 − β = 1 × 0,9 = 0,9. Nous allons
utiliser le mécanisme de l’affaiblissement simple sur la masse m fournie par l’expert.
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} Ω
m1 0 0,3 0 0,4 0 0 0 0,3
βm1 0 0,27 0 0,36 0 0 0 0,37
Figure III.6: Exemple d’application de l’opération d’affaiblissement simple.
Pour introduire cette notion de fiabilité, il est possible d’utiliser un mécanisme appelé
« affaiblissement » qui consiste à pondérer les éléments focaux d’une distribution de masses de
croyance en fonction de la fiabilité. Cette méthode a été introduite par Shafer [Shafer, 1976]
et est aujourd’hui connue sous le nom d’affaiblissement simple. Elle consiste à pondérer tous
les éléments de la distribution de masses de croyance par un coefficient noté (1 − β) qui porte
le nom de fiabilité. Le taux d’affaiblissement, noté β, est défini sur l’intervalle [0, 1]. Ensuite,
pour respecter le Principe du Minimum d’Information, la masse restante après pondération est
affectée à Ω ajoutant ainsi une part d’ignorance liée à la fiabilité de la source. Plus le taux
d’affaiblissement est grand, plus la masse allouée à Ω augmente et donc plus la distribution de
masse de croyance tend vers une distribution « vide ». A l’inverse, plus le taux d’affaiblissement
est petit, moins la distribution de masse de croyance subit de modification. L’application de
l’affaiblissement simple se fait au moyen de la formule suivante :
βmΩ (A) = (1 − β) ×mΩ (A) , ∀A ⊂ Ω
βmΩ (Ω) = (1 − β) ×mΩ (Ω) + β (III.2.3)
La définition de la valeur du taux d’affaiblissement peut engendrer des difficultés car il
convient de définir une échelle de valeurs permettant de choisir un taux d’affaiblissement qui
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soit suffisamment important pour que la fiabilité de l’avis de l’expert soit réellement prise en
compte sans que la part d’ignorance ne devienne trop importante. De plus, la définition de
l’échelle de valeurs se fait sur des critères subjectifs qui posent la question de la fiabilité de
la personne qui construit cette échelle. La figure III.6 fournit un exemple d’échelle de valeurs
pour déterminer le taux d’affaiblissement et illustre l’utilisation du mécanisme d’affaiblissement
simple sur la distribution de masses de croyance résultante de l’exemple précédent (figure III.5).
Il existe également la notion d’affaiblissement généralisé (ou contextuel), développée no-
tamment par Mercier [Mercier et al., 2010], qui consiste à affaiblir la distribution de masses
de croyance différemment selon les hypothèses du cadre de discernement. Ce mécanisme vise à
tenir compte du fait que la source d’information peut être fiable sur une partie des hypothèses
mais pas sur toutes. L’affaiblissement contextuel semble donc pertinent dans certains cas de
figure mais ajoute une part de complexité non négligeable lors de la formalisation des informa-
tions. Nous nous restreindrons donc à utiliser l’affaiblissement simple qui nous paraît suffisant
en première approche.
III.2.2 Connaissance statistique
La connaissance statistique est issue d’une base de données regroupant l’ensemble des infor-
mations capitalisées lors d’opérations passées. Nous considérons que l’ensemble des hypothèses
pour lesquelles il faut extraire des connaissances statistiques a été définie au préalable. Les
connaissances extraites correspondent donc à un « avis » exprimé sur le cadre de discernement
Ω = {ω1, ω2, . . . , ωi, . . . , ωn}. Ce cadre de discernement est exhaustif et contient des valeurs
discrètes et indépendantes.
La base de données statistique peut être résumée sous la forme d’un tableau contenant
l’ensemble des cas qui ont été traités dans le passé par l’entreprise. Chaque cas est stocké
sous la forme d’une ligne du tableau et chaque variable du modèle d’évaluation des risques est
représentée par une colonne. La structure de la base de données est donc liée à la structure
du modèle d’évaluation des risques qui, comme nous l’avons vu précédemment, a été définie en
amont.
L’extraction des connaissances statistiques consiste à compter le nombre de cas vérifiant
les conditions propres à chaque variable et à stocker ce nombre dans une table. La figure III.7
illustre ce principe.
Les tables contenant les résultats de l’extraction statistique doivent alors être transformées
en distributions de masses de croyance pour pouvoir être intégrées dans le modèle. Une solution
possible consiste à diviser le nombre de cas entrant dans une catégorie par le nombre de cas
total pour obtenir une distribution de probabilités. La transformation en fonction de croyance se
fait alors en utilisant la transformation pignistique inverse (partie III.2.1.2 - La transformation
pignistique inverse). Cependant, comme nous le montrerons par la suite (figure III.9), cette
méthode entraîne une perte d’information importante par rapport à la statistique initiale,
fournissant une distribution de masses de croyance avec une grande part de la masse affectée à
l’ignorance totale.
Pour résoudre ce problème, Denoeux [Denoeux, 2006] a proposé le formalisme des fonctions
de croyance prédictives qui, à partir d’un nombre n d’observations d’une variable aléatoire X,
permet de construire une distribution de masses de croyance représentant les futures occurrences
de X.
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Exemple d’extraction statistique
Voici un exemple de base de données pour un système sur lequel on peut rencontrer trois défauts
(a, b et c). Chaque défaut peut avoir deux ou trois causes indépendantes, notées Ca1,2,3, Cb1,2 et
Cc1,2.
Défaut a Défaut b Défaut c
Cas n°1 Ca1 Cb2 Cc2
Cas n°2 Ca1 Cb1 Cc2
Cas n°3 Ca2 Cb2 Cc1
Cas n°4 Ca3 Cb1 Cc2
Cas n°5 Ca3 Cb1 Cc1
Cas n°6 Ca2 Cb2 Cc2
Cas n°7 Ca2 Cb1 Cc1
Cas n°8 Ca2 Cb1 Cc2
Cas n°9 Ca1 Cb2 Cc2
Cas n°10 Ca3 Cb1 Cc2
Nous pouvons calculer deux types de statistiques : les statistiques, que nous nommerons « a
priori », qui consistent à calculer le nombre de cas où la variable prend une valeur particulière, et les
statistiques, que nous nommerons « conditionnelles », qui consistent à calculer le nombre de cas où
la variable prend une valeur particulière connaissant la valeur d’une autre variable.
Exemple de table de statistiques « a priori » :
Défaut a Ca1 Ca2 Ca3 Total
Nombre des cas où Cak est la cause (Nak) 3 4 3 10
Exemple de table de statistiques « conditionnelles » :
a sachant b Ca1 Ca2 Ca3 Total
Cb1 1 2 3 6
Cb2 2 2 0 4
Total 3 4 3 10
Figure III.7: Illustration du principe d’extraction statistique.
Prenons un échantillon représentatif d’une variable aléatoire X = {X1, . . . , Xn}, ayant une
distribution de probabilités inconnue, notée PX . Nous cherchons donc à construire une distribu-
tion de masses de croyance, notée mΩ (.;X), qui est moins informative (au sens du Principe du
minimum d’information) que PX dans 100×(1 − α)% des cas. Le coefficient α permet ici de pré-
ciser l’intervalle de confiance dans le résultat. Les fonctions de croyance prédictives s’appuient
donc sur deux conditions :
(a) Si PX était connue, alors la crédibilité associée à mΩ (.;X) devrait être égale à PX
(CrΩ (.;X) = PX). Cependant cette contrainte est irréalisable donc en la relaxant,
nous obtenons :∀A ⊂ Ω, CrΩ (A;X) P→ PX (A) , pour n→∞, avec n, le nombre d′observations (III.2.4)
(b) Si n est fini, CrΩ (.;X) devrait être moins informative que PX . Cependant la
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contrainte CrΩ (.;X) ≤ PX est également trop forte. Sa version relaxée, qui peut
être traduite par CrΩ (.;X) est moins informative que PX la plupart du temps, est
donc :
P (CrΩ (A;X) ≤ PX (A) , ∀A ⊂ Ω) ≥ 1 − α (III.2.5)
Lorsque X est une variable discrète avec pour cadre de discernement Ω = {ω1, . . . , ωK},
K étant le cardinal (c’est à dire le nombre de catégories ou d’hypothèses) de Ω, comme c’est
le cas dans notre étude, une solution peut être trouvée en utilisant des intervalles de confiance
simultanés sur les probabilités pk = P(X = ωk). Un intervalle [P −k , P +k ] , k = 1, . . . , K est un
intervalle de confiance simultané de niveau 1 − α s’il respecte la contrainte :
P (P −k ≤ pk ≤ P +k , k = 1, . . . , K) ≥ 1 − α (III.2.6)
Le choix du niveau de confiance 1−α permet de faire un compromis entre la taille de l’inter-
valle de confiance et la probabilité que la valeur réelle de la probabilité soit dans cet intervalle.
Nous utiliserons les intervalles de confiance simultanés asymptotiques (ils sont asymptotiques
si l’inégalité proposée ci-dessus est valide quand n tend vers l’infini) proposés par Goodman
[Goodman, 1965] :
P −k = b + 2Nk −√∆k2 (n + b) (III.2.7)
P +k = b + 2Nk +√∆k2 (n + b) (III.2.8)
avec :● n le nombre total d’observations,● Nk le nombre d’observations appartenant à la catégorie ωk,● b = χ21− α
K
(1), c’est-à-dire le fractile de la loi du Khi2 au niveau 1 − αK avec un degré de
liberté de 1.● et ∆k = b (b + 4Nk(n−Nk)n ).
Ces intervalles de confiance simultanés permettent de définir une famille de mesures de probabi-
lités décrite par la mesure de probabilité inférieure suivante qui respecte les conditions énoncées
précédemment :
P − (A) =max( ∑
ωk∈AP
−
k , 1 − ∑
ωk∉AP
+
k ) (III.2.9)
La construction de la distribution de masses de croyance à partir de ces intervalles de
confiance simultanés diffère selon le nombre d’hypothèses K donc selon la cardinalité du cadre
de discernement :● Si K = 2, alors P − est une fonction de croyance donc :
mΩ ({ω1}) = P −1
mΩ ({ω2}) = P −2
mΩ (Ω) = 1 − P −1 − P −2 (III.2.10)● Si K = 3, alors P − est également une fonction de croyance donc :
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mΩ ({ωk}) = P −k , k = 1,2,3
mΩ ({ω1, ω2}) = 1 − P +3 − P −1 − P −2
mΩ ({ω1, ω3}) = 1 − P +2 − P −1 − P −3
mΩ ({ω2, ω3}) = 1 − P +1 − P −2 − P −3
mΩ (Ω) = bn+b
(III.2.11)
● Si K > 3, alors P − n’est généralement pas une fonction de croyance selon [Denoeux, 2006]
car elle ne respecte pas obligatoirement la définition formelle d’une fonction de croyance
(partie II.2.1 - Les fonctions de croyance), donc il convient de trouver la distribution de
masses de croyance la plus informative satisfaisant la contrainte CrΩ (.;X) ≤ PX . Étant
donné que nous n’avons pas besoin de ce cas de figure dans le cadre de nos travaux,
nous ne développerons pas davantage cette idée. Cependant, le lecteur intéressé pourra
se rapporter à [Denoeux, 2006] pour plus d’informations.
La figure III.8 illustre le principe de fonctionnement des fonctions de croyance prédictives et la
figure III.9 compare la méthode de la transformation pignistique inverse avec celle des fonctions
de croyance prédictives.
Comme nous pouvons le voir dans ce second exemple, les deux résultats de la transforma-
tion pignistique sont similaires mais la méthode utilisant les fonctions de croyance prédictives
offre une information bien plus riche avec une masse sur l’ignorance totale très inférieure à celle
de l’autre méthode. Cet écart est dû au fait que la méthode de la transformation pignistique
inverse n’utilise pas toutes les informations disponibles, notamment les lois statistiques liées à
la répétition des cas. Les fonctions de croyance prédictives sont donc plus intéressantes en parti-
culier dans le cas où les distributions de masses de croyance résultantes doivent être fusionnées
comme c’est le cas dans notre étude.
Il est intéressant de noter que la méthode des fonctions de croyance prédictives prend
en compte automatiquement la fiabilité de la base de données en fonction du nombre de cas
observés n. En effet, plus n est petit plus la taille des intervalles de confiance simultanés de
Goodman est importante et donc plus la masse affectée à l’ignorance (partielle et totale) est
grande (figure III.10).
III.3 Fusion des informations
L’objectif de la fusion des informations est de fournir une vue globale et complète d’infor-
mations hétérogènes en provenance de plusieurs sources afin d’améliorer la prise de décision.
Dans notre cas, elle a pour but de fournir une distribution de masses de croyance regroupant les
fonctions de croyance provenant de plusieurs experts et de la base de données. Dans cette partie,
nous allons introduire la notion de conflit, qui est un concept central dans les problématiques de
fusion d’information. Nous continuerons par les différentes règles de combinaison possible dans
le contexte de l’utilisation du Modèle des Croyances Transférables. Enfin, nous terminerons par
la présentation du mécanisme de normalisation utilisé pour la gestion du conflit.
III.3.1 Conflit entre les sources d’information
Lors d’une opération de fusion, dans toutes les approches de représentation de connais-
sances imparfaites, deux notions sont régulièrement au cœur des mécanismes et peuvent parfois
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Illustration du fonctionnement des fonctions de croyance prédictives.
Un problème connu peut avoir trois causes c1, c2, c3 (K = 3). Le cadre de discernement est donc
Ω = {c1, c2, c3}. Les données extraites de la base de données fournissent le compte des observations
faites dans le passé :
c1 c2 c3 Total (n)
Nombre des cas où ck est la cause (Nk) 96 21 33 150
Nous calculons donc les intervalles de confiance simultanés de Goodman avec un niveau de
confiance de 95% (1 − α = 0,95) pour les trois causes :
c1 c2 c3
P −
k
0,54 0,09 0,15
P +
k
0,73 0,22 0,31
Exemple du calcul pour c1 :
n = 150, N1 = 96, b = χ21− αK (1) = χ20,9833 (1) = 5,7311 et ∆1 = b(b + 4N1 (n −N1)n )
donc :
P −1 = b + 2N1 −√∆12 (n + b) = 0,5426
P +1 = b + 2N1 +√∆12 (n + b) = 0,7271
Nous pouvons donc construire la distribution de masses de croyance en utilisant la méthode
proposée pour K = 3 :
mΩ ({c1}) = P −1 = 0,54 , mΩ ({c2}) = P −2 = 0,09 , mΩ ({c3}) = P −3 = 0,15
mΩ ({c1, c2}) = 1 − P +3 − P −1 − P −2 = 0,06
mΩ ({c1, c3}) = 1 − P +2 − P −1 − P −3 = 0,09
mΩ ({c2, c3}) = 1 − P +1 − P −2 − P −3 = 0,03
mΩ (Ω) = b
n+b = 0,04
Figure III.8: Exemple de fonctionnement des fonctions de croyance prédictives.
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Comparaison entre la méthode utilisant la transformation pignistique inverse et la
méthode utilisant les fonctions de croyance prédictives
c1 c2 c3 Total (n)
Nombre des cas où ck est la cause (Nk) 96 21 33 150
Nk/n 0,64 0,14 0,22 1
Voici le résultat du calcul de la distribution de masses de croyance correspondante par la trans-
formation pignistique inverse (TPI) et la comparaison avec la distribution construite par la méthode
des fonctions de croyance prédictives (FCP) :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} Ω
m (FCP) 0 0,54 0,09 0,06 0,15 0,09 0,03 0,04
m (TPI) 0 0,42 0 0 0 0 0,16 0,42
BetP (FCP) - 0,63 0,15 - 0,22 - - -
BetP (TPI) - 0,64 0,14 - 0,22 - - -
Figure III.9: La transformation pignistique inverse et les fonctions de croyance prédictives.
Illustration de la prise en compte de la fiabilité de la base de données dans les
fonctions de croyance prédictives
Nous disposons de deux jeux de données sur le même cadre de discernement Ω = {c1, c2, c3}.
L’échantillon n°2 présente moins de cas que le n°1 mais les proportions entre les différentes catégories
sont exactement les mêmes :
c1 c2 c3 Total (n)
Jeux n°1 : Nombre des cas où ck est la cause (Nk) 96 21 33 150
Jeux n°2 : Nombre des cas où ck est la cause (Nk) 32 7 11 50
Voici les distributions de masses de croyance correspondantes obtenues en utilisant la méthode
des fonctions de croyance prédictives :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} {Ω}
m1 0 0,54 0,09 0,06 0,15 0,09 0,03 0,04
m2 0 0,47 0,06 0,09 0,11 0,13 0,05 0,09
Nous remarquons donc que la part de la masse affectée aux hypothèses signifiant une ignorance
partielle ou totale est plus grande dans le cas n°2 lorsqu’il y a moins de données et donc que la base
de données est moins fiable.
Figure III.10: Prise en compte de la fiabilité par les fonctions de croyance prédictives.
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poser problème : le conflit et la redondance.
Le conflit est rencontré lorsque plusieurs sources d’informations fournissent des interpré-
tations contradictoires d’un même phénomène. Ce type de situations conflictuelles est assez
fréquent lors d’une opération de fusion de données, dans les problèmes de décision multi-expert
ou dans les systèmes complexes avec de nombreux capteurs.
La redondance, à l’inverse du conflit, correspond au fait que plusieurs sources d’infor-
mations fournissent des avis concordants. Ce phénomène est rencontré régulièrement dans les
opérations de fusion car les sources d’informations expriment leur avis généralement sur le même
événement. La redondance est souvent considérée comme un aspect positif car elle permet de
confirmer la validité de l’information.
Avant d’aborder la représentation de la notion de conflit, il convient d’aborder les notions
de monde « fermé » et « ouvert ». Un modèle utilisant les fonctions de croyance est dit en
monde fermé, lorsque son cadre de discernement est exhaustif, c’est à dire qu’il contient toutes
les hypothèses permettant de représenter le système étudié. La masse liée à l’ensemble vide
est donc nulle (mΩ (∅) = 0). À l’inverse, lorsque le cadre de discernement est non-exhaustif, il
peut exister des hypothèses qui n’ont pas été recensées lors de la construction du modèle, on
parle alors de monde ouvert. Le MCT peut être utilisé aussi bien en monde fermé qu’en monde
ouvert, ce qui n’est pas le cas du modèle de Shafer [Shafer, 1976].
Dans le cadre d’un monde ouvert, si on dispose d’une distribution de masses de croyance
sous-normale (c’est à dire que mΩ (∅) ≠ 0 – partie II.2.1.2 - Formalisation des fonctions de
croyance), cette masse peut être interprétée de deux manières. Elle peut être considérée comme
un indicateur de l’invalidité (ou une classe de rejet) du cadre de discernement signifiant qu’il faut
redéfinir celui-ci pour prendre en compte des hypothèses qui n’ont pas été intégrées initialement.
L’autre interprétation considère la masse sur l’ensemble vide comme une information impossible
traduisant le conflit entre des sources d’informations. mΩ (∅) est alors considérée comme une
mesure du conflit. C’est cette seconde interprétation que nous avons choisi d’utiliser.
III.3.2 Choix de la règle de fusion
Afin de choisir la règle de fusion (aussi appelée règle de combinaison) la mieux adaptée
parmi les nombreuses possibilités présentes dans la littérature, nous allons ici présenter les règles
les plus communément utilisées ainsi que leurs propriétés. Cependant, avant de poursuivre, il
convient de noter que l’utilisation de ces règles est conditionnée par deux attributs d’une source
d’information : une source est dite fiable si l’on peut lui faire confiance et deux sources sont
dites distinctes, concept proche de l’indépendance probabiliste [Yaghlane et al., 2001; 2002],
si les deux sources n’ont rien en commun [Smets, 1993]. Par exemple pour que deux experts
soient considérés comme sources d’informations distinctes, il faudrait, dans l’idéal, qu’ils n’aient
pas la même formation ni les mêmes informations pour prendre leur décision ou encore qu’il
ne travaillent pas dans le même service d’une entreprise. En somme, il faudrait qu’ils n’aient
aucune expérience en commun.
Nous allons présenter ici plusieurs règles de fusion. Nous commencerons par la règle de
combinaison conjonctive, utilisée pour des sources distinctes et fiables, puis nous continuerons
par la règle de combinaison disjonctive, utilisée pour des sources distinctes mais dont l’une n’est
pas fiable. Ensuite nous aborderons la règle de combinaison adaptative, qui est une règle hybri-
dant les deux précédentes. Pour finir, nous détaillerons les règles de combinaison prudentes et
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hardies qui sont employées lorsque les sources ne sont pas distinctes et dont les développements
sont plus récents. L’illustration et la comparaison, au moyen d’un exemple, de toutes ces règles
de fusion seront présentées dans une synthèse finale.
III.3.2.1 Règle de combinaison conjonctive [Shafer, 1976]
Considérons deux distributions de masses de croyance, mΩ1 et mΩ2 , distinctes et fiables.
Shafer [Shafer, 1976] a proposé la règle de combinaison conjonctive (Conjunctive Rule of Com-
bination – CRC), notée ∩©, définie par :
mΩ1 ∩©2 (A) = (mΩ1 ∩©mΩ2 ) (A) = ∑
B∩C=AmΩ1 (B) ×mΩ2 (C) , ∀A, B, C ⊆ Ω (III.3.1)
Cette formulation mathématique peut être simplifiée par l’utilisation des fonctions de
communalité, qΩ1 et qΩ2 , associées aux distributions de masses de croyance, mΩ1 et mΩ2 :
qΩ1 ∩©2 (A) = (qΩ1 ∩© qΩ2 ) (A) = qΩ1 (A) × qΩ2 (A) , ∀A ⊆ Ω (III.3.2)
Cette règle agit en transférant la masse sur les sous-ensembles ayant une cardinalité plus
faible. Cet effet de spécialisation [Smets, 2002] est dû à l’utilisation de l’intersection dans la
CRC.
La règle de combinaison conjonctive possède plusieurs propriétés notables. D’un point de
vue mathématique, elle est associative (mΩ1 ∩© (mΩ2 ∩©mΩ3 ) = (mΩ1 ∩©mΩ2 ) ∩©mΩ3 ) et commutative
(mΩ1 ∩©mΩ2 =mΩ2 ∩©mΩ1 ). Elle n’est cependant pas idempotente (mΩ1 ∩©mΩ1 ≠mΩ1 ), c’est pourquoi
il est impossible de fusionner des distributions de masses de croyance provenant de sources
non-distinctes (dépendante ou en interaction). De plus, cette opération est linéaire et peut être
effectuée à l’aide d’un calcul matriciel [Smets, 2002].
L’élément neutre de cette règle est mΩ (Ω) = 1 et son élément absorbant est mΩ (∅) = 1,
ce qui signifie qu’elle accentue le conflit. Le résultat de cette combinaison peut donc être une
distribution de masses de croyance sous-normale. Si ce résultat est normalisé (partie III.3.3 -
Normalisation des fonctions de croyance résultantes) par la suite, alors l’opération effectuée est
équivalente à la règle orthogonale de Dempster [Dempster, 1967], notée ⊕ :
mΩ1⊕2 (A) = (mΩ1 ⊕mΩ2 ) (A) = ⎧⎪⎪⎨⎪⎪⎩
mΩ1 ∩©2(A)
1−mΩ1 ∩©2(∅) ∀A ⊆ Ω si A ≠ ∅
0 si A = ∅ (III.3.3)
III.3.2.2 Règle de combinaison disjonctive [Smets, 1993]
Si le problème de fusion à traiter comporte une distribution de masses de croyance ayant
une source qui n’est pas fiable, que ce niveau de fiabilité n’est pas quantifiable et qu’il est
impossible de déterminer quelle est la source qui n’est pas fiable mais qu’au moins une des
sources est fiable, il est alors possible d’utiliser valablement la règle de combinaison disjonctive
(Disjunctive Rule of Combination – DRC) [Smets, 1993], notée ∪© et définie par :
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mΩ1 ∪©2 (A) = (mΩ1 ∪©mΩ2 ) (A) = ∑
B∪C=AmΩ1 (B) ×mΩ2 (C) , ∀A ⊆ Ω (III.3.4)
Comme pour la règle de combinaison conjonctive, les sources des distributions de masses
de croyance que l’on souhaite combiner doivent être distinctes. La formulation mathématique
peut également être simplifiée par l’utilisation des fonctions d’implicabilité,bΩ1 et bΩ2 , associées
à mΩ1 et mΩ2 :
bΩ1 ∪©2 (A) = (bΩ1 ∪© bΩ2 ) (A) = bΩ1 (A) × bΩ2 (A) , ∀A ⊆ Ω (III.3.5)
Cette règle agit en transférant la masse sur les sur-ensembles pouvant avoir une cardinalité
plus élevée. C’est un effet de généralisation (qui est l’inverse de la spécialisation de la CRC)
[Smets, 2002].
Comme la CRC, la règle de combinaison disjonctive est associative, commutative et non-
idempotente. Son élément neutre est mΩ (∅) = 1 et son élément absorbant est mΩ (Ω) = 1. Elle
peut également être représentée sous forme matricielle du fait de sa linéarité [Smets, 2002].
Notons également que les lois de De Morgan, issues de la logique, peuvent être appliquées
pour exprimer le rapport entre la CRC et la DRC :
m1 ∩©m2 =m1 ∪©m2
m1 ∪©m2 =m1 ∩©m2 (III.3.6)
III.3.2.3 Règle de combinaison adaptative [Dubois et Prade, 1988]
La règle de combinaison adaptative, introduite par Dubois et Prade [Dubois et Prade,
1988], couple l’utilisation de la CRC et de la DRC. Cette règle, que nous noterons D©, combine
de façon conjonctive les distributions de masses de croyance issues de sources qui ne sont pas
en conflit (c’est à dire des distributions de masses de croyance dont les éléments focaux ont une
intersection non vide) et de façon disjonctive les autres. Formellement, cette règle s’écrit :
mΩ1 D©2 (A) = ∑
B∩C=AmΩ1 (B)×mΩ2 (C)+ ∑B∪C=AetB∩C=∅mΩ1 (B)×mΩ2 (C) , ∀A, B, C ⊆ Ω (III.3.7)
Cette règle suppose que les sources sont fiables lorsqu’elles ne sont pas en conflit et qu’au
moins l’une des sources est fiable lorsqu’elles sont en conflit. Elle interprète donc le conflit
comme l’erreur d’une seule des sources d’information et transfère la masse associée à ce conflit
sur l’union des hypothèses impliquées. Cette règle est commutative et non-idempotente. Elle
est également quasi-commutative, c’est à dire :
SI ((mΩ1 D© mΩ2 ) D© mΩ3 ) ∈ A, ET SI mΩ2 ∈ A, ALORS (mΩ1 D© mΩ3 ) ∈ A
III.3.2.4 Règles de combinaison prudentes et hardies [Denoeux, 2008]
Toutes les règles de combinaison décrites précédemment reposent sur l’hypothèse que les
sources d’information, servant à construire les distributions de masses de croyance destinées à
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être fusionnées, sont distinctes. Il peut cependant être utile de combiner des distributions de
masses de croyance non-distinctes ce qui, en pratique, est un cas de figure courant. Dans cet
objectif, Denoeux [Denoeux, 2008] a proposé deux règles supplémentaires. La règle de combi-
naison conjonctive prudente, notée ∧©, (Cautious Conjunctive Rule of Combination – CCRC)
et la règle de combinaison disjonctive hardie, notée ∨©, (Bold Disjunctive Rule of Combination
– BDRC) sont basées sur la décomposition canonique de la distribution de masses de croyance.
La décomposition canonique, introduite par Shafer [Shafer, 1976], consiste à exprimer une
distribution de masses de croyance non-dogmatique (c’est à dire que mΩ (Ω) > 0) en utilisant
une combinaison conjonctive de distributions de masses de croyances simples, notées Aw(A).
Comme Aw(A) est une distribution simple, elle n’est composée que de deux éléments focaux :
mΩ (A) = 1−w (A) et mΩ (Ω) = w (A). Smets [Smets, 1995] a défini la notion de distribution de
masses de croyance simple généralisée (Generalized Simple Basic Belief Assignment – GSBBA)
permettant de construire la décomposition canonique d’une distribution de masses de croyance
quelconque. Une GSBBA est définie par une fonction µ ∶ 2Ω →R telle que :
µ (A) = 1 −w
µ (Ω) = w
µ (B) = 0, ∀B ∈ 2Ω ∖ {A, Ω}
avec A ≠ Ω et w ∈ [0, +∞[
Il existe une unique décomposition canonique conjonctive pour une distribution de masses
de croyance non-dogmatique (mΩ (Ω) ≠ 0). Elle est définie comme la combinaison conjonctive
de GSBBA :
mΩ = ∩©
A⊂ΩAw(A)
ou` wΩ (A) = ∏
A⊆BqΩ (B)(−1)∣B∣−∣A∣+1 , wΩ (A) ∈ [0, +∞[ et ∀A ⊆ Ω
De même, il existe une unique décomposition canonique disjonctive [Denoeux, 2008] pour
une distribution de masses de croyance sous-normale (mΩ (∅) > 0). Elle est définie comme la
combinaison disjonctive de GSBBA :
mΩ = ∪©
A≠∅Av(A)
où Av correspond à une distribution de masses de croyance sous-normale avec deux élé-
ments focaux : mΩ (A) = 1 − v (A) et mΩ (∅) = v (A). Le calcul de v (A) s’effectue (1) en
déterminant d’abord la distribution de masses de croyance mΩ qui est la négation de mΩ, (2)
en calculant les poids w (A), qui lui sont associés, en utilisant la formule présentée précédem-
ment, et (3) en prenant le complémentaire w (A) de chaque poids. Ainsi ce calcul peut s’écrire
v (A) = w (A).
Les règles prudentes (CCRC) et hardie (BDRC) utilisent des opérateurs issus de la logique
floue pour combiner les distributions de masses de croyance. Ces opérateurs flous sont de type t-
norme ou t-conorme, respectivement conjonctif et disjonctif. Il existe une infinité d’opérateurs de
combinaison [Denoeux, 2008], cependant nous nous limiterons ici, à l’utilisation de l’opérateur
t-norme « minimum », noté ∧, qui est utilisé dans ces deux règles de combinaison.
Nous pouvons donc écrire la règle de combinaison conjonctive prudente, notée ∧© :
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mΩ1 ∧©mΩ2 = ∩©
A⊂ΩAw
Ω
1 (A)∧wΩ2 (A) (III.3.8)
et la règle de combinaison disjonctive hardie, notée ∨© :
mΩ1 ∨©mΩ2 = ∪©
A⊂ΩAvΩ1 (A)∧vΩ2 (A) (III.3.9)
La transition d’une règle à l’autre peut se faire par la formulation mΩ1 ∨©mΩ2 =mΩ1 ∧©mΩ2 .
Il faut noter également que la règle conjonctive prudente peut, comme la CRC, être nor-
malisée :
(m1 ∧©∗m2) (A) = { (m1 ∧©m2)(A)1−(m1 ∧©m2)(∅) ∀A ⊆ Ω si A ≠ ∅0 si A = ∅ (III.3.10)
Les règles de combinaison présentées dans cette partie possèdent plusieurs propriétés no-
tables. Elles sont toutes commutatives, associatives et, contrairement à la CRC et la DRC,
idempotentes. Ces règles correspondent à des développement récents mais semblent très pro-
metteuses pour s’affranchir du problème de l’indépendance des sources d’information.
III.3.2.5 Synthèse sur les règles de combinaison
Les règles de combinaison que nous venons de présenter ont toutes des conditions d’utili-
sation particulières, liées à l’indépendance et à la fiabilité des sources. Le tableau III.1 résume
le choix de la règle de fusion en fonction de ces conditions.
Tableau III.1: Contexte d’utilisation des différentes règles de combinaison.
La figure III.11 permet la comparaison entre ces règles de combinaison sur un exemple.
En ce qui concerne la fusion des connaissances dans notre étude, nous avons choisi d’utiliser
la règle de combinaison conjonctive prudente pour la fusion des avis d’experts et avec la
base de données car nous considérons que nos sources d’information sont fiables mais qu’elles
ne sont pas distinctes. En effet, la fiabilité des sources est déjà prise en compte lors de la
modélisation de la connaissance grâce à l’utilisation de l’affaiblissement simple (partie III.2.1.3
- Introduction du niveau de confiance dans l’avis de l’expert). De plus, nous considérons que nos
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sources ne sont pas indépendantes (non-distinctes) car les différents experts disposent des mêmes
informations pour forger leur opinion. Ils travaillent pour la même entreprise. Par conséquent,
ils ont une expérience commune et pour finir, ils peuvent avoir accès à la même base de données
statistique.
La seconde utilisation que nous faisons de ces règles de fusion est l’utilisation des règles de
combinaison disjonctives et conjonctives pour instrumenter les mécanismes de propaga-
tion dans les réseaux évidentiels dirigés, que nous utilisons pour traiter la connaissance (partie
III.4.1 - Réseaux évidentiels dirigés) ainsi que pour construire les distributions de masses de
croyance conditionnelles (partie III.4.1.1 - Fonctions de croyance conditionnelles). La règle de
combinaison conjonctive est également souvent utilisée dans le fonctionnement de certains mé-
canismes avancés de traitement des fonctions de croyance.
Comparaison des règles de fusion
Nous souhaitons fusionner deux distribution de masses de croyance m1 et m2 ayant pour cadre
de discernement Ω = {c1, c2, c3}.
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} Ω
m1 0,01 0 0,2 0,15 0 0 0,4 0,24
m2 0,02 0 0,1 0,1 0 0,2 0,5 0,08
m1 ∩©2 0,0698 0,03 0,35 0,051 0,08 0,048 0,352 0,0192
m1⊕2 0 0,0323 0,3763 0,0548 0,086 0,0516 0,3784 0,0206
m1 ∪©2 0,0002 0 0,025 0,054 0 0,002 0,353 0,5658
m1 ∧©2 0,5718 0,0364 0,0818 0,0146 0,1819 0,0291 0,0728 0,0116
m1 ∧©∗ 2 0 0,085 0,1911 0,034 0,4248 0,068 0,1699 0,0272
m1 ∨©2 0,0004 0 0,0096 0,0084 0 0,0048 0,0418 0,935
Parmi les remarques que nous pouvons faire à partir de ce tableau, il est intéressant de noter
que les règles conjonctives (CRC et CCRC) donnent des résultats avec une masse importante sur le
conflit, la normalisation est donc essentielle dans ces cas. À l’inverse, les règles conjonctives (DRC et
BDRC) donnent des résultats avec une masse importante sur l’ignorance. Notons que le choix de la
règle de fusion impacte de manière importante la distribution de masses de croyance résultante. Cette
différence entre les règles de combinaison se retrouve donc après une transformation pignistique et
influence la décision :
c1 c2 c3
BetP1 ∩©2 0,0923 0,5998 0,3079
BetP1 ∪©2 0,2166 0,4172 0,3662
BetP1 ∧©2 0,145 0,3021 0,5529
BetP1 ∨©2 0,3184 0,3465 0,3351
Figure III.11: Comparaison des règles de fusion.
III.3.3 Normalisation des fonctions de croyance résultantes
Nous avons vu que l’utilisation de certaines règles de fusion permet de mettre en évidence
le conflit en affectant une masse à l’ensemble vide. Cette information sur le conflit peut être
très utile mais, lorsque le nombre d’experts augmente, le nombre d’utilisation des règles de
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combinaison et donc la masse affectée au conflit augmentent. Il convient donc de normaliser les
distributions de masses de croyance résultantes de la fusion avant de les traiter par le réseau
évidentiel pour éviter que le conflit ne devienne l’information prédominante ce qui rendrait
les autres informations sans influence dans le réseau évidentiel dirigé. Il existe plusieurs règles
de redistribution du conflit [Lefevre et al., 2002]. Parmi celles-ci, la normalisation est la plus
utilisée. Cependant, avant d’approfondir le mécanisme de normalisation, il est important de
noter que toutes ces règles de redistribution du conflit font disparaître le conflit de la distribution
de masses de croyance alors que cette information peut être importante aux yeux du décideur
final. Il convient alors de conserver cette information pour qu’elle soit restituée en même temps
que le résultat au décideur dans un indicateur (partie III.5 - Restitution des résultats).
L’objectif de la normalisation est de passer d’une distribution de masses de croyance sous-
normale, c’est-à-dire avec une masse non-nulle affectée à l’ensemble (mΩ (∅) ≠ 0), à une distri-
bution normale (mΩ (∅) = 0). Pour cela, il suffit d’appliquer, à la distribution sous-normale, la
formule suivante :
mΩ∗ (A) = ⎧⎪⎪⎨⎪⎪⎩
mΩ∗ (A)
1−mΩ∗ (∅) ∀A ⊆ Ω si A ≠ ∅
0 si A = ∅ (III.3.11)
Cette étape de normalisation peut servir à effectuer la transition entre monde ouvert et
monde fermé ce qui est très utile dans un grand nombre d’applications [Ramasso et al., 2008].
Comme nous l’avons dit précédemment, il existe d’autres règles de redistribution comme
celle de Yager [Yager, 1987] qui transfère l’intégralité de la masse affectée au conflit vers l’igno-
rance totale. Ces règles de redistribution sont parfois intégrées dans les règles de combinaison
comme c’est le cas dans certaines des règles de combinaison que nous avons présentées pré-
cédemment (Règle orthogonale de Dempster – partie III.3.2.1, règle adaptative de Dubois et
Prade – partie III.3.2.3, et règle prudente normalisée – partie III.3.2.4).
III.4 Traitement de l’information et évaluation du risque
Après avoir présenté la manière dont sont formalisées les connaissances et les méthodes
permettant de fusionner ces connaissances, nous nous intéressons maintenant au traitement de
ces informations pour parvenir à évaluer le risque. Nous commençons par présenter le formalisme
des réseaux évidentiels dirigés que nous avons choisi d’utiliser pour réaliser l’inférence. Par la
suite, nous détaillons la manière dont est fait le traitement des informations dans le réseau
évidentiel dirigé pour fournir une évaluation du risque.
III.4.1 Réseaux évidentiels dirigés
Comme nous l’avons vu précédemment, les réseaux évidentiels dirigés permettent de mettre
en œuvre des mécanismes de raisonnement, proches de ceux employés dans les réseaux bayésiens,
en utilisant une connaissance formalisée par des fonctions de croyance. Cette technique repose
sur l’utilisation des fonctions de croyance conditionnelles et s’appuie sur le Théorème de Bayes
Généralisé pour effectuer l’inférence et propager la connaissance dans le réseau.
Dans cette partie, nous commencerons par introduire plusieurs techniques de traitement
des fonctions de croyance ainsi que le Théorème de Bayes Généralisé qui sont essentiels à
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la compréhension des réseaux évidentiels dirigés. Nous aborderons ensuite le formalisme des
réseaux évidentiels dirigés avant de terminer par l’explicitation de l’inférence dans ces réseaux.
III.4.1.1 Prérequis à la formalisation des réseaux évidentiels dirigés.
Nous présentons dans cette partie trois outils qui nous permettrons par la suite d’instru-
menter notre réseau évidentiel dirigé. Dans un premier temps, nous aborderons le concept de
fonctions de croyance conditionnelles puis nous discuterons de l’opération d’extension vide. Par
la suite, nous introduirons la notion de marginalisation et le principe du déconditionnement.
Pour finir, nous présenterons le Théorème de Bayes Généralisé.
Fonctions de croyance conditionnelles
De la même manière que les réseaux bayésiens utilisent des probabilités conditionnelles, les
réseaux évidentiels dirigés reposent sur l’utilisation des fonctions de croyance conditionnelles.
La création de ces fonctions de croyance conditionnelles est basée sur la règle de combinaison
conjonctive (CRC) présentée précédemment (partie III.3.2.1 - Règle de combinaison conjonctive
[Shafer, 1976]). En effet, cette opération, appelée « conditionnement », consiste, pour condi-
tionner une distribution de masse mΩ par un élément A ⊆ Ω, a restreindre le power set 2Ω aux
éléments de Ω ayant une intersection non-nulle avec A. La distribution de masses de croyance
conditionnelle résultante, notée mΩ [A] (les crochets symbolisent le conditionnement et peuvent
se lire « sachant A »), est construite en transférant les masses affectées à B ⊆ Ω sur l’intersection
entre B et A (B ∩ A). Résumé de manière formelle, le conditionnement d’une masse mΩ (B)
par un élément A ⊆ Ω peut s’écrire :
mΩ [A] (B) = ∑
C⊆Am
Ω (B ∪C) , ∀B ⊆ A (III.4.1)
Le conditionnement est donc équivalent à la combinaison conjonctive d’une distribution
de masses de croyance catégorique sur A (l’ensemble de la masse est affectée à un unique
élément focal A) avec la distribution de masses que l’on souhaite conditionner. Elle présente
donc souvent une part de conflit qu’il convient de gérer (partie III.3.3 - Normalisation des
fonctions de croyance résultantes). La figure III.12 illustre l’utilisation du conditionnement.
Dans le cadre de notre étude, les tables de masses conditionnelles sont construites direc-
tement à partir de la connaissance experte ou statistique. Nous n’utilisons donc pas cet outil
pour la formalisation de la connaissance. Cependant, certaines techniques que nous présentons
par la suite utilisent ce principe de manière sous-jacente.
Extension vide et marginalisation
L’opération d’extension vide permet de mettre en œuvre le principe du raffinement. Le
raffinement consiste à associer à chaque hypothèse ωk ∈ Ω une ou plusieurs hypothèses θi ∈ Θ. Il
est donc possible de voir le raffinement comme un zoom permettant d’augmenter la granularité
(partie II.2.1.1 - Raisonnement avec des données imparfaites) du cadre de discernement. Le
raffinement, noté ρ ∶ 2Ω → 2Θ, est valide uniquement s’il respecte les contraintes suivantes :● {ρ ({ωk}) , ωk ∈ Ω} ⊆ 2Θ est une partition de Θ,
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Principe du conditionnement
Nous disposons d’une distribution de masses de croyance m ayant pour cadre de discernement Ω ={c1, c2, c3} que nous souhaitons conditionner sur c2 :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} Ω
mΩ 0,02 0 0,1 0,1 0 0,2 0,5 0,08
Nous allons donc utiliser la CRC pour combiner cette distribution avec une distribution catégorique
ayant le même cadre de discernement et pour seul élément focal mCatΩ ({c2}) = 1. Le résultat est
donc :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} Ω
mΩ [{c2}] 0,22 0 0,78 0 0 0 0 0
La distribution de masses de croyance est donc sous-normale.
Figure III.12: Le principe du conditionnement.
● ∀A ⊆ Ω, ρ (A) = ⋃ωk∈A ρ ({ωk}).
La figure III.13, issue de [Ramasso et al., 2008], illustre le principe du raffinement.
Figure III.13: Raffinement de Ω en Θ d’après [Ramasso et al., 2008].
Suite au raffinement d’un cadre de discernement Ω en Θ, nous utilisons l’extension vide,
notée ↑, pour redéfinir sur Ω la distribution de masse de croyance qui a été raffinée sur Θ. En
accord avec le Principe du Minimum d’Information, Smets [Smets, 1993] a défini l’extension
vide par :
2Ω → 2Θ
mΩ (A) → mΘ (ρ (A)) =mΩ↑Θ (ρ (A)) (III.4.2)
Cette opération de raffinement permet, entre autre, la fusion de distributions de masses
de croyance ayant des cadres de discernement différents. Pour réaliser cette fusion, il convient,
tout d’abord, d’exprimer les différentes distributions de masses sur un cadre de discernement
étendu commun.
Ce cadre de discernement est appelé espace produit et est défini par Ω × Θ = (ωk, θi) ,∀k ∈ {1, . . . , ∣Ω∣} , ∀i ∈ {1, . . . , ∣Θ∣}. La distribution de masse de croyance exprimée sur l’espace
produit peut être définie par :
mΩ↑Ω×Θ (B) = { mΩ (A) si B = A ×Θ0 sinon (III.4.3)
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Il est alors possible de combiner les distributions de masses de croyance exprimées sur
un cadre de discernement commun, en utilisant la règle de combinaison de notre choix. Par
exemple, la fusion de deux distributions de masses de croyance mΩ1 et mΩ2 par la règle de
combinaison conjonctive peut être exprimée par :
mΩ×Θ1 ∩©2 (C) = (mΩ↑Ω×Θ1 ∩©mΘ↑Ω×Θ2 ) (C)= { mΩ1 (A) ×mΘ2 (B) si C = A ×B, ∀A ⊆ Ω, ∀B ⊆ Θ0 sinon (III.4.4)
Il faut noter que l’utilisation de la règle de combinaison conjonctive implique que les sources
sont indépendantes mais, comme nous l’avons vu précédemment, il est possible d’utiliser la
règle de combinaison conjonctive prudente (partie III.3.2.4 - Règles de combinaison prudentes
et hardies [Denoeux, 2008]) pour résoudre ce problème. L’exemple de la figure III.14 illustre
l’utilisation de l’extension vide pour la fusion de distributions de masses de croyance ayant des
cadres de discernement disjoints.
Exemple d’utilisation de l’extension vide
Considérons un dysfonctionnement d’un appareil qui peut avoir deux types de causes :
- Les causes mécaniques : il y a deux causes mécaniques, notées cm1 et cm2 (le cadre de
discernement est donc Cm = {cm1, cm2}).
- Les causes électriques : il y a deux causes électriques, notées ce1 et ce2 (le cadre de
discernement est donc Ce = {ce1, ce2}).
Nous souhaitons combiner les deux distributions de masses de croyance suivantes, exprimées sur
les deux cadres de discernement :
{cm1} {cm2} {cm1, cm2}
mCm1 0,5 0,4 0,1
{ce1} {ce2} {ce1, ce2}
mCe1 0,8 0 0,2
Nous calculons donc l’extension vide de ces distributions de masses de croyance sur l’espace
produit Cm × Ce = {(cm1, ce1) , (cm2, ce1) , (cm1, ce2) , (cm2, ce2)} et nous fusionnons les résultats
en utilisant la règle de combinaison conjonctive, pour obtenir mCm×Ce1 ∩©2 qui comporte six éléments
focaux (sur 16 possibles) :
mCm×Ce1 ∩©2 ({(cm1, ce1)}) = 0,5 × 0,8 = 0,4
mCm×Ce1 ∩©2 ({(cm2, ce1)}) = 0,4 × 0,8 = 0,32
mCm×Ce1 ∩©2 ({(cm1, ce1) , (cm2, ce1)}) = 0,1 × 0,8 = 0,08
mCm×Ce1 ∩©2 ({(cm1, ce1) , (cm1, ce2)}) = 0,5 × 0,2 = 0,1
mCm×Ce1 ∩©2 ({(cm2, ce1) , (cm2, ce2)}) = 0,4 × 0,2 = 0,08
mCm×Ce1 ∩©2 ((cm1, ce1) , (cm2, ce1) , (cm1, ce2) , (cm2, ce2)) = 0,1 × 0,2 = 0,02
Figure III.14: Principe de fonctionnement de l’extension vide.
La marginalisation permet, à partir d’une distribution de masses de croyance définie sur
un espace produit (par exemple : Ω ×Θ), de trouver la distribution de masses de croyance sur
un des cadres de discernement de l’espace produit (donc ici Ω ou Θ). Cette opération, notée ↓,
peut être effectuée à l’aide de la formule :
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mΩ×Θ↓Ω (A) = ∑
B⊆Ω×Θ
Proj(B↓Ω)=A
mΩ×Θ (B) , ∀A ⊆ Ω (III.4.5)
ou` Proj (B ↓ Ω) est la projection de B sur Ω
L’opération de marginalisation est, dans la plupart des cas, irréversible. Cependant, il est
possible de retrouver une distribution de masses de croyance sur l’espace produit en utilisant
l’extension vide présentée précédemment (partie III.4.1.1 - Extension vide et marginalisation).
Il est également important de noter que les opérations de conditionnement et de marginalisation
ne sont pas commutatives. Par conséquent, l’ordre d’apparition des différents symboles à une
importance. Par exemple, l’expression mΩ×Θ↓Ω [θi] est différente de mΩ×Θ [θi]↓Ω, en effet, dans le
premier cas, la marginalisation est effectuée avant le conditionnement, à l’inverse du deuxième
cas.
Déconditionnement
Nous disposons d’une distribution de masses de croyance conditionnellemΩ [A] , A ⊆ Ω, par
exemple issue d’une opération de conditionnement, il est impossible de retrouver la distribution
de masses de croyance avant le conditionnement. Il est possible d’utiliser l’opérateur de décon-
ditionnement, noté ⇑, introduit par Smets [Smets, 1993], qui permet de choisir la distribution
la moins informative au sens du PMI (partie III.2.1.2 - Le Principe du Minimum d’Information
(PMI)) parmi toutes les distributions de masses de croyance possibles. Cette opération peut
être effectuée par la formule :
mΩ [A]⇑Ω (A ∪B) =mΩ [A] (B) , ∀B ⊆ A (III.4.6)
Cette formule permet de transférer la masse affectée à B avant le déconditionnement vers
les sous-ensembles ne contenant pas A mais contenant B. Parmi les nombreuses applications
du déconditionnement, nous nous intéressons tout particulièrement à la fusion de fonctions
de croyance conditionnelles. Lorsque nous disposons de plusieurs distributions de masses de
croyance mΩ [θi] , ∀θi ∈ Θ ayant pour cadre de discernement Ω = {ω1, ω2, . . . , ωk, . . .} et défi-
nies conditionnellement aux singletons θi appartenant à Θ = {θ1, θ2, . . . , θi, . . .}, il est possible
de fusionner ces fonctions de croyance conditionnelles sur l’espace produit Ω × Θ. Pour cela,
il suffit d’utiliser la règle de combinaison conjonctive (prudente ou non, selon la nature des
sources d’information) en l’appliquant aux distributions de masses de croyance après décondi-
tionnement. De manière formelle, cette opération peut être exprimée par :
mΩ×Θ = ∩©
i
mΩ [θi]⇑Ω×Θ (III.4.7)
Il convient ensuite d’attribuer à chaque sous-ensemble S appartenant à l’espace produit
Ω ×Θ une masse calculée par la formule [Smets, 1993] :
mΩ×Θ (S) = ∏
θi∈Θm
Ω [θi] (v) , ∀S ⊆ Ω ×Θ et ou` v = ((θi ×Ω) ∩ S)↓Ω (III.4.8)
Notons que l’opération de déconditionnement a permis la mise en œuvre du Théorème de
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Bayes Généralisé que nous allons présenter dans la partie suivante. L’exemple de la figure III.15
illustre l’utilisation du déconditionnement pour la fusion de distributions de masses de croyance
conditionnelles.
Illustration du principe du déconditionnement
Supposons qu’un défaut peut apparaître sur une pièce, donc l’espace des observations est D ={Oui,Non} et il peut avoir deux causes, l’espace des hypothèses est alors C = {c1, c2}. Nous disposons
de la distribution de masses de croyance définie conditionnellement aux singletons de C suivante :
mD [C] {c1} {c2}{Oui} 0,8 0,5{Non} 0,1 0,3{Oui,Non} 0,1 0,2
La calcul de la distribution de masses de croyance équivalente sur l’espace produit D × C ={(c1,Oui) , (c2,Oui) , (c1,Non) , (c2,Non)}, par la combinaison conjonctive des distributions de
masses conditionnelles, peut être fait en deux étapes. Il convient, dans un premier temps, de dé-
conditionner toutes les distributions conditionnelles. Ensuite elles peuvent être combiner en utilisant
la CRC. Par conséquent ce calcul peut s’écrire :
mD×C =mD [c1]⇑D×C ∩©mD [c2]⇑D×C
La distribution de masses de croyance résultante a neuf éléments focaux (sur les 16 possibles) :
mD×C ({(c1,Oui) , (c2,Oui)}) = 0,8 × 0,5 = 0,4
mD×C ({(c2,Oui) , (c1,Non)}) = 0,1 × 0,5 = 0,05
mD×C ({(c1,Oui) , (c2,Oui) , (c1,Non)}) = 0,1 × 0,5 = 0,05
mD×C ({(c2,Oui) , (c2,Non)}) = 0,8 × 0,3 = 0,24
mD×C ({(c1,Oui) , (c2,Oui) , (c2,Non)}) = 0,8 × 0,2 = 0,16
mD×C ({(c1,Non) , (c2,Non)}) = 0,1 × 0,3 = 0,03
mD×C ({(c1,Oui) , (c1,Non) , (c2,Non)}) = 0,1 × 0,3 = 0,03
mD×C ({(c2,Oui) , (c1,Non) , (c2,Non)}) = 0,1 × 0,2 = 0,02
mD×C ({(c1,Oui) , (c2,Oui) , (c1,Non) , (c2,Non)}) = 0,1 × 0,2 = 0,02
Figure III.15: Le déconditionnement pour la fusion de distributions de masses conditionnelles.
Théorème de Bayes Généralisé
Comme nous l’avons vu dans le chapitre précédent, le théorème de Bayes (partie II.1.1.1 -
Théorème de Bayes) est au cœur du formalisme des réseaux bayésiens pour propager la connais-
sance sous forme de probabilités. Il permet la mise en œuvre des mécanismes de diagnostic et de
pronostic dans un cadre probabiliste. Pour obtenir des mécanismes similaires dans le cadre de
la théorie des fonctions de croyance, il est possible d’utiliser le Théorème de Bayes Généralisé
(Generalized Bayes Theorem – GBT) introduit par Smets [Smets, 1993]. Il consiste en l’exten-
sion du Théorème de Bayes, purement probabiliste, à la théorie des fonctions de croyance. Lors
de l’utilisation du GBT, les distributions de plausibilités sont utilisées de préférence à la distri-
bution de masses de croyance dans le but de réduire le coût mémoire lors de l’implémentation.
En effet, « le coût mémoire d’une base de connaissance probabiliste PΩ (.∣θi) est de ∣Ω∣ × ∣Θ∣
tandis que pour une base crédibiliste, elle est de 2∣Ω∣ × ∣Θ∣ pour les plausibilités et 2∣Ω∣ × 2∣Θ∣ pour
les masses » [Ramasso et al., 2008].
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D’un point de vue mathématique, de la même manière que pour le Théorème de Bayes,
nous nommons Θ = {θ1, θ2, . . . , θi, . . .} l’espace des hypothèses et Ω = {ω1, ω2, . . . , ωk, . . .} l’es-
pace des observations. Pour représenter le lien entre observations et hypothèses, nous utilisons
la notation liée aux fonctions de croyance conditionnelles (pour la plausibilité : PlΩ [θ] - les
crochets symbolisent le conditionnement et peuvent se lire « sachant θ »).
Si nous sommes dans le cas où nous ne disposons, a priori, d’aucune information sur les hy-
pothèses, en utilisant le GBT, à partir de la distribution de plausibilités conditionnellement aux
singletons θi ∈ Θ, nous pouvons déterminer les distributions de plausibilités, de communalités
et de masses a posteriori par les expressions suivantes :
PlΘ [ω] (θ) = 1 −∏
θi∈θ (1 − PlΩ [θi] (ω)) (III.4.9)
qΘ [ω] (θ) = ∏
θi∈θ (1 − PlΩ [θi] (ω)) (III.4.10)
mΘ [ω] (θ) = ∏
θi∈θPl
Ω [θi] (ω) ×∏
θi∈θ¯ (1 − PlΩ [θi] (ω)) (III.4.11)
Smets [Smets, 1993] a également montré que le Théorème de Bayes Généralisé et la
règle de combinaison disjonctive (DRC – partie III.3.2.2 - Règle de combinaison disjonctive
[Smets, 1993]) étaient liées. En s’appuyant sur [Shafer, 1976] qui indique que PlΩ [θ1] (θ2) =
PlΩ (θ1⋂ θ2) , ∀θ1 ∈ Θ, θ2 ∈ Θ (avec PlΩ (θ1) = 1), il a démontré que PlΩ [θ] (ω) = PlΩ×Θ (ω × θ).
Il est alors possible de déduire que PlΩ [θ] (ω) = PlΘ [ω] (θ). Ce résultat est essentiel pour la
propagation dans les réseaux évidentiels dirigés car il permet de mettre en œuvre la propagation
« arrière » (partie III.4.1.3 - Inférence dans les réseaux évidentiels dirigés). Par conséquent, en
reprenant l’expression précédente de la plausibilité résultante du GBT (équation III.4.9), il est
possible de déterminer une expression de la règle de combinaison disjonctive utilisant unique-
ment les plausibilités :
PlΩ [θ] (ω) = 1 − ∏
θi∈Θ (1 − PlΩ [θi] (ω)) (III.4.12)
Lorsqu’il existe des informations sur une hypothèse, Smets [Smets, 1993] propose que cet
a priori, noté mΘ0 , soit pris en compte par la formule suivante :
PlΩ (ω) = ∑
θ⊆ΘmΘ0 × PlΩ [θ] (ω) , ∀ω ⊆ Ω (III.4.13)
Cette formulation est généralisable à toutes les formes d’une fonction de croyance que nous
avons présentées précédemment (partie II.2.1.2 - Transformations applicables à la distribution
de masse de croyance). Par exemple, dans le cas de la distribution de masse de croyance, elle
se présente sous la forme :
mΩ (ω) = ∑
θ⊆ΘmΘ0 ×mΩ [θ] (ω) , ∀ω ⊆ Ω (III.4.14)
Il faut noter qu’il est souvent compliqué de connaître les distributions de masses de croyance
sur Ω conditionnellement aux sous-ensembles θ issus de l’union des singletons θi ∈ Θ. Il est
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généralement plus simple de déterminer les distributions de masses de croyance sur Ω condi-
tionnellement aux singletons [Smets, 1993]. Il est alors possible de déterminer les distributions
de masses de croyance sur Ω conditionnellement aux sous-ensembles d’hypothèses en utilisant
la règle de combinaison disjonctive (DRC) :
mΩ [θ] = ∪©
θi∈Θm
Ω [θi] , ∀θ ∈ Θ (III.4.15)
Les figures III.16 et III.17 illustrent l’utilisation du GBT sur un exemple similaire à celui
employé lors de la présentation du théorème de Bayes (partie II.1.1.1 - Théorème de Bayes).
Précisons que les valeurs numériques utilisées dans cet exemple ne sont pas comparables avec
celles de l’exemple sur le théorème de Bayes en probabilité (figure II.1). En effet, bien que les
valeurs soient similaires, elles sont fournies uniquement pour faciliter la compréhension de ces
exemples, il n’y a aucun lien mathématique entre les deux exemples.
III.4.1.2 Le formalisme des réseaux évidentiels dirigés
Comme nous l’avons évoqué précédemment (partie II.2.2.2 - Réseaux évidentiels dirigés),
les réseaux évidentiels dirigés [Yaghlane et al., 2004] ont une représentation graphique semblable
à celle employée pour les réseaux bayésiens. Comme pour les réseaux bayésiens, il est possible
de distinguer trois types de connaissances qui sont représentées dans un réseau évidentiel :● La connaissance qualitative correspond graphiquement aux liens entre les variables. Le
formalisme d’un réseau évidentiel utilise un graphe dirigé sans circuit. Chaque nœud du
graphe correspond à une variable et les arcs représentent les dépendances conditionnelles
entre les variables.● La connaissance quantitative correspond aux valeurs numériques affectées aux variables.
Elle est différente selon si le nœud concerné à des parents ou non. Les nœuds n’ayant
aucun parent sont caractérisés par des fonctions de croyance a priori et les nœuds ayant
des parents sont caractérisés par des fonctions de croyance conditionnellement aux va-
leurs de leurs parents. Les fonctions de croyance conditionnelles nous permettent donc
de représenter les liens de causalité entre les variables.● La connaissance factuelle permet d’introduire de nouvelles observations dans le réseau.
L’introduction de cette connaissance correspond généralement à la mise à jour des nœuds
existants en remplaçant les fonctions de croyance quelconques du réseau par des fonc-
tions de croyance précises (partie II.2.1.2 - Formalisation des fonctions de croyance)
représentant l’occurrence d’un événement.
Ce formalisme de représentation de la connaissance est plus expressif que le formalisme des
réseaux bayésiens car il bénéficie des avantages liés aux fonctions de croyance, notamment en
termes de représentation de l’incertitude épistémique (partie II.2.1.1 - Raisonnement avec des
données imparfaites). Il sont cependant plus complexes et, par conséquent, leurs traitements
nécessitent souvent des temps de calcul plus importants.
Chaque variable, notée V , d’un réseau évidentiel dirigé est représentée par un nœud et est
définie sur un cadre de discernement, qui est l’ensemble des valeurs possibles pour cette variable.
On note pa (V), l’ensemble des parents (aussi appelés prédécesseurs ou causes) de V dans le
réseau évidentiel dirigé. Les nœuds n’ayant pas de parent sont caractérisés par des fonctions de
croyance a priori, notées mV0 . Les nœuds ayant un ou plusieurs parents sont caractérisés par des
fonctions de croyance conditionnelles, notéesmV [pa (V)] définie sur le cadre de discernement de
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Illustration du Théorème de Bayes Généralisé
Supposons qu’un défaut peut apparaître sur une pièce, donc l’espace des observations est D ={Oui,Non} et il peut avoir trois causes, l’espace des hypothèses est alors C = {c1, c2, c3}. Initialement,
nous ne disposons que de la distribution de masses de croyance conditionnelles suivante :
mD [C] ∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} C∅ 0 0 0 0 0 0 0 0{Oui} 0 0,8 0,5 0,4 0,2 0,16 0,1 0,08{Non} 0 0,1 0,3 0,03 0,6 0,06 0,18 0,018
D 1 0,1 0,2 0,57 0,2 0,78 0,72 0,902
Notons que les distributions de masses sur D conditionnellement aux sous-ensembles de C ont
été obtenues par la combinaison disjonctive des distributions de masses sur D conditionnellement
aux singletons ci. Par exemple, mD [{c1, c2}] a été obtenue par combinaison disjonctive de mD [{c1}]
et mD [{c2}].
Étant donné que nous n’avons aucune information sur les causes, en utilisant le Théorème de
Bayes Généralisé, nous pouvons déterminer la distribution de plausibilité a posteriori pour déter-
miner la cause la plus probable d’apparition du défaut en calculant la distribution de probabilités
pignistiques associée :
∅ {c1} {c2} {c1, c2} {c3} {c1, c3} {c2, c3} C
PlC [D = Oui] (C) 0 0,9 0,7 0,97 0,4 0,94 0,82 0,982
mC [D = Oui] (C) 0,018 0,162 0,042 0,378 0,012 0,108 0,028 0,252
BetPC [D = Oui] - 0,498 0,335 - 0,167 - - -
Exemple du calcul pour C = {c1, c2} :
PlC [D = Oui] ({c1, c2}) = 1 − (1 − PlD [C = c1] ({Oui})) × (1 − PlD [C = c2] ({Oui}))= 1 − (1 − 0,9) × (1 − 0,7) = 0,97
mC [D = Oui] ({c1, c2}) = PlD [C = c1] ({Oui}) × PlD [C = c2] ({Oui}) × (1 − PlD [C = c3] ({Oui}))= 0,9 × 0,7 × (1 − 0,4) = 0,378
Nous pouvons également calculer la distribution de masse de croyance représentant l’occur-
rence du défaut. Cependant pour faire ce calcul, il nous faut ajouter une distribution de masses de
croyance représentant les informations a priori. Étant donné que nous sommes dans l’ignorance totale
concernant les causes nous allons définir mCD (C) = 1 :
∅ {Oui} {Non} D
mD (D) 0 0,08 0,018 0,902
BetPD (D) - 0,531 0,469 -
La suite de cet exemple est présenté dans la figure III.17.
Figure III.16: Le Théorème de Bayes Généralisé (partie 1/2)
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Illustration du Théorème de Bayes Généralisé (suite et fin)
Suite de l’exemple présenté dans la figure III.16.
Par la suite, un expert examine le problème, et explique que la cause c1 ne se produit que dans
30% des cas, mais n’apporte aucune information sur les autres causes. La nouvelle distribution de
masses de croyance représentant les informations a priori est donc définie par mCD ({c1}) = 0,3 et
mCD ({C}) = 0,7. Voici la nouvelle distribution de masse de croyance représentant l’occurrence du
défaut et la distribution de probabilité pignistique associée :
∅ {Oui} {Non} {D}
mD (D) 0 0,296 0,043 0,661
BetPD (D) - 0,627 0,373 -
Exemple du calcul dans le deuxième cas pour D=Oui :
mD ({Oui}) = ∑
c⊆CmC0 ×mD [c] ({Oui})= mC0 (c1) ×mD [c1] ({Oui}) +mC0 (C) ×mD [C] ({Oui})= 0,3 × 0,8 + 0,7 × 0,08 = 0,296
Figure III.17: Le Théorème de Bayes Généralisé (partie 2/2).
V conditionnellement à la valeur des parents. De la même manière que pour un réseau bayésien,
il est possible, en utilisant le Théorème de Bayes Généralisé, de déterminer la distribution de
crédibilité jointe pour l’ensemble des variables du réseau évidentiel dirigé [Yaghlane et al.,
2004] :
CrV1,V2, ...VN = ∩©
i=1, ...,N
⎛⎝ ∩©ω∈pa(Vi)CrVi [ω]⇑Vi×pa(Vi)⎞⎠ (III.4.16)
III.4.1.3 Inférence dans les réseaux évidentiels dirigés
L’inférence dans un réseau évidentiel dirigé est réalisée grâce au Théorème de Bayes Géné-
ralisé et à la règle de combinaison disjonctive. La figure III.18 représente un réseau évidentiel
dirigé très simple avec seulement deux nœuds, Θ et Ω, et un arc. L’arc représente la relation de
causalité entre les deux nœuds. Du point de vue des variables, représentées par les nœuds, l’arc
signifie que Ω est conditionné par Θ et, par conséquent, la distribution de masse de croyance
sur Ω est mΩ [θ].
Figure III.18: Réseau évidentiel dirigé représentant la relation causale entre deux variables.
Dans la figure III.18, outre la structure du réseau, nous disposons de deux distributions de
masses de croyance. Le nœud Θ est caractérisé par une distribution de masses de croyance a
priori, notéemΘ0 et le nœud est caractérisé par une distribution de masses de croyance condition-
nelle mΩ [θ]. Il existe plusieurs manières de propager la connaissance dans un réseau évidentiel
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dirigé selon le nœud qui reçoit de nouvelles connaissances exprimées sous la forme d’une nouvelle
distribution de masses de croyance [Smets, 1993].
La connaissance est propagée dans le sens de l’arc si le nœud Θ reçoit une nouvelle distribu-
tion de masses mΘ, c’est-à-dire que le nœud Ω est mis à jour en tenant compte de ces nouvelles
informations. Ce type de propagation, appelé propagation avant (ou « forward »), permet de
calculer la distribution de plausibilité PlΩ en utilisant l’équation III.4.13 du Théorème de Bayes
Généralisé permettant la prise en compte d’un a priori (partie III.4.1.1 - Théorème de Bayes
Généralisé). Cette équation utilise la règle de combinaison disjonctive pour déterminer la plau-
sibilité PlΩ [θ] pour chaque sous-ensemble θ ⊆ Θ puis calcule PlΩ en combinant les plausibilités
conditionnelles PlΩ [θ] à l’aide de la règle de combinaison conjonctive.
La connaissance peut également être propagée dans le sens inverse de l’arc si le nœud Ω
reçoit une nouvelle distribution de masses mΩ. L’information contenue dans le nœud Θ est
donc mise à jour pour tenir compte des nouvelles informations. Ce type de propagation, appelé
propagation arrière (ou « backward »), permet de calculer la distribution de plausibilité PlΘ en
utilisant l’équation suivante qui se base sur le Théorème de Bayes Généralisé pour déterminer
les plausibilités PlΘ [ωi] (partie III.4.1.1 - Théorème de Bayes Généralisé) :
PlΘ (θ) = ∑
ω⊆ΩmΩ (ω) × (1 − ∏ωi∈ω (1 − PlΘ [ωi] (θ))) , ∀θ ⊆ Θ (III.4.17)
Lorsque les deux nœuds doivent être mis à jour car de nouvelles connaissances leurs ont
été affectées, il convient de propager la connaissance d’abord dans le sens des arcs (propagation
avant) puis dans le sens inverse (propagation arrière). Pour finir, les résultats des deux méca-
nismes de propagation sont fusionnés en utilisant la règle de combinaison conjonctive. Dans le
cas où il y a davantage de nœuds, il convient d’utiliser la propagation avant jusqu’au dernier
nœud (celui qui n’a pas d’enfant), puis d’utiliser la propagation arrière pour remonter jusqu’au
premier nœud (celui qui n’a pas de parent) et enfin de combiner les résultats pour chaque nœud
avec la règle de combinaison conjonctive.
III.4.1.4 Synthèse
Nous venons de voir qu’il est possible de construire un étage « évidentiel » en lieu et place
de l’étage « probabiliste » (partie II.1.2.1 - Étage probabiliste) du modèle d’évaluation des
risques en utilisant les réseaux évidentiels dirigés. Nous remplaçons, dans ce nouveau modèle,
les probabilités a priori et conditionnelles des réseaux bayésiens par des distributions de masses
de croyance a priori et conditionnelles qui représenteront la connaissance quantitative dans le
réseau évidentiel dirigé. Comme nous l’avons vu dans cette partie, il est alors possible de mettre
en œuvre des mécanismes de raisonnement similaires à ceux utilisés dans les réseaux bayésiens
pour effectuer les opérations de diagnostic et de pronostic nécessaires au bon fonctionnement
de l’étage « évidentiel » du modèle. Nous allons maintenant nous intéresser à la construction
d’un étage « décisionnel » (partie II.1.2.1 - Étage décisionnel) adapté à l’utilisation des réseaux
évidentiels dirigés.
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III.4.2 Évaluation du risque
Comme nous l’avons vu précédemment (partie II.2.1.2 - Aspect décisionnel), il existe des
mécanismes permettant d’interpréter les fonctions de croyance dans le but de prendre une
décision. Cependant, ces mécanismes intègrent uniquement la dimension liée à la probabilité
d’occurrence et ne tiennent pas compte de la dimension liée à l’impact qui est un des attributs
du risque tel que nous l’avons défini (partie I.1 - Risque). Pour intégrer le risque (en tenant
compte de l’impact), nous avons retenu deux méthodes. La première consiste à ramener la
distribution de masses de croyance sur un cadre probabiliste puis à combiner la distribution
de probabilités obtenue avec une table d’utilités contenant une estimation de l’impact des
singletons de notre cadre de discernement (comme dans le cas des réseaux bayésien). La seconde
solution consiste à calculer un risque maximum et minimum en utilisant les notions de crédibilité
et de plausibilité pour mettre en œuvre des stratégies optimistes ou pessimistes. L’évaluation
du risque est effectuée sur les différentes conséquences comme dans le cas du modèle utilisant
les diagrammes d’influence (partie II.1.2.1 - Étage décisionnel).
La première solution que nous avons envisagée, est aussi la plus simple. Elle consiste à
utiliser la transformation pignistique (partie II.2.1.2 - Aspect décisionnel) pour ramener les
distributions de masses de croyance de chaque conséquence sur le cadre probabiliste. La no-
tion d’impact est ensuite ajoutée, comme dans le cadre de notre précédent modèle, basé sur
les diagrammes d’influence, au moyen d’une table d’utilités (partie II.1.1.4 - Diagrammes d’in-
fluence). Cette table d’utilités représente l’impact de la conséquence sur une échelle de 0 à 100
selon l’état de la conséquence (la somme des impacts des différents états de la conséquence doit
être inférieure ou égale à 100). Le calcul permettant d’évaluer le risque revient à multiplier la
probabilité d’occurrence de chaque état de la conséquence par son impact. L’exemple de la fi-
gure III.19 illustre cette solution. Nous retenons ici la formule de calcul du risque la plus simple
(R = P × I) mais, comme nous l’avons vu précédemment (partie I.1 - Risque), cette formule est
modulable pour insister sur des aspects particuliers liés au contexte d’utilisation.
La seconde solution pour évaluer le risque consiste à utiliser les distributions de crédibilité
et de plausibilité pour calculer un risque maximum et minimum. Il est important, à ce stade,
d’introduire la notion de probabilités compatibles. Une distribution de probabilités P et une
distribution de masses de croyance représentant l’occurrence d’un même événement sont dites
compatibles si et seulement si :
Cr (A) ≤ P ≤ Pl (A) (III.4.18)
Nous considérons, dans notre cas, que cette contrainte est vérifiée. Nous pouvons donc
déduire deux mesures : le risque minimum, noté R, et le risque maximum, noté R. Ces mesures
sont déterminées en utilisant une table d’utilités, représentant l’impact de l’état d’une consé-
quence, similaire à celle utilisée précédemment. Le risque minimum est calculé en multipliant,
pour chaque singleton du cadre de discernement, la crédibilité et l’impact associés à ce singleton
puis en ajoutant ces résultats exprimés sur chacun des singletons. Le risque maximum exploite
la même formule mais en utilisant la plausibilité à la place de la crédibilité. Voici les formules
permettant de déterminer ces mesures pour une distribution de masses de croyance mΩ, ayant
pour crédibilité CrΩ, une plausibilité PlΩ, et un impact IΩ :
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Évaluation du risque en utilisant la transformation pignistique
Nous disposons d’une distribution de masses de croyance représentant les états de la conséquence
« Résistance mécanique » issue d’un défaut sur la pièce étudiée (un réservoir de carburant). Elle est
donc exprimée sur le cadre de discernementRM = {B,Mo,Ma}(B = Bonne, Mo =MoyenneetMa =
Mauvaise) :
∅ {B} {Mo} {B,Mo} {Ma} {B,Ma} {Mo,Ma} {RM}
mRM 0 0,2 0,3 0,1 0,1 0 0,1 0,2
Nous allons maintenant appliquer la transformation pignistique à cette distribution de masses
de croyance pour obtenir une distribution de probabilités sur les singletons de RM :
{B} {Mo} {Ma}
BetPRM 0,32 0,47 0,21
La table d’utilités associée à ce problème permet de traduire d’impact de la conséquence « Ré-
sistance Mécanique » sur l’état du réservoir et donc le risque qu’il ne soit pas réutilisable :
{B} {Mo} {Ma}
IRM 0 25 75
L’évaluation du risque consiste à multiplier la probabilité d’occurrence d’un état par l’impact
de cet état et à ajouter ces résultats :
RRM = BetP {mRM} (B) × I (B) +BetP {mRM} (Mo) × I (Mo) +BetP {mRM} (Ma) × I (Ma)= 0,32 × 0 + 0,47 × 25 + 0,21 × 75 = 27,5
Le risque que le réservoir soit inutilisable est donc de 27,5.
Figure III.19: Évaluation du risque en utilisant la transformation pignistique.
RΩ = ∑
ωi∈ΩI
Ω (ωi) ×CrΩ (ωi) (III.4.19)
RΩ = ∑
ωi∈ΩI
Ω (ωi) × PlΩ (ωi) (III.4.20)
L’exemple de la figure III.20 illustre l’utilisation de cette seconde méthode sur l’exemple
utilisé dans la figure III.19.
Le principal intérêt de cette seconde méthode réside dans le fait qu’il est possible pour le
décideur d’adopter différentes stratégies pour qu’il puisse comparer les résultats d’une approche
optimiste (en utilisant le risque minimum) et pessimiste (en utilisant le risque maximum). Il est
également possible de remarquer que la mesure du risque issue de la transformation pignistique
est encadrée par les mesures minimum et maximum.
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Évaluation du risque en utilisant la crédibilité et la plausibilité
Nous reprenons notre exemple de la figure III.19 sur la conséquence « Résistance Mécanique »
issue d’un défaut sur la pièce étudiée (un réservoir de carburant). La distribution de masses de
croyance est la même et nous calculons, de plus, les distributions de crédibilités et de plausibilités :
∅ {B} {Mo} {B,Mo} {Ma} {B,Ma} {Mo,Ma} RM
mRM 0 0,2 0,3 0,1 0,1 0 0,1 0,2
CrRM 0 0,2 0,3 0,6 0,1 0,3 0,5 1
PlRM 0 0,5 0,7 0,7 0,4 0,5 0,7 1
Nous utilisons la même table d’utilités que pour l’exemple précédent :
{B} {Mo} {Ma}
IRM 0 25 75
Le calcul des deux mesures de risque nous donne donc :
RRM = CrRM (B) × IRM (B) +CrRM (Mo) × IRM (Mo) +CrRM (Ma) × IRM (Ma)= 0,2 × 0 + 0,3 × 25 + 0,1 × 75 = 15RRM = PlRM (B) × IRM (B) + PlRM (Mo) × IRM (Mo) + PlRM (Ma) × IRM (Ma)= 0,5 × 0 + 0,7 × 25 + 0,4 × 75 = 47,5
Le risque que le réservoir soit inutilisable est donc compris entre 15 et 47,5.
Figure III.20: Évaluation du risque avec les distributions de crédibilités et de plausibilités.
III.5 Restitution des résultats
Le principal inconvénient de la théorie des fonctions de croyance est la difficulté, pour
une personne qui n’est pas formée à son utilisation, d’analyser les résultats bruts d’une étude
utilisant cet outil. C’est pourquoi, il convient de mettre en place des mécanismes permettant
de retranscrire les résultats obtenus à l’aide du modèle utilisant les réseaux évidentiels dirigés
sous une forme simple et compréhensible par le décideur. De plus, les fonctions de croyance
permettent d’extraire des informations supplémentaires en rapport avec l’incertitude et le conflit
sans déformer ou simplifier l’information. En effet, outre l’évaluation du risque qui est l’objectif
de nos travaux, il est possible de fournir au décideur des informations relatives à l’incertitude qui
entoure sa décision ainsi que sur le conflit qui existe entre les différentes sources d’information
qui sont à l’origine de la connaissance contenue dans le modèle.
Nous allons donc développer dans cette partie, différents indicateurs que nous proposons de
fournir au décideur pour qu’il puisse prendre la meilleure décision possible. Nous commençons
par la notion centrale de notre étude à savoir l’évaluation du risque et nous décrivons par la
suite les notions d’incertitude et de conflit.
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III.5.1 Indicateur de risque
L’indicateur principal associé au modèle proposé est une mesure du risque. Quelle que soit
la méthode d’évaluation du risque choisie (évaluation utilisant la transformation pignistique ou
évaluation utilisant la crédibilité et la plausibilité), il convient de ramener le résultat sur une
échelle facilement interprétable. La définition de la table d’impacts sur une échelle de 0 à 100
avec la somme des impacts inférieure ou égale à 100 permet d’obtenir une mesure chiffrée (valeur
entre 0 et 100). Cette mesure est ensuite comparée avec une échelle permettant de catégoriser
le risque en fonction de la valeur de l’évaluation. Le tableau III.2 est une proposition d’échelle,
qui doit être adaptée selon le contexte d’application, permettant cette catégorisation.
Valeur de la mesure du risque Catégories de risque
La mesure du risque est supérieure à 70 Risque inacceptable
La mesure du risque est comprise entre 50 et 70 Risque important
La mesure du risque est comprise entre 15 et 50 Risque moyen
La mesure du risque est inférieure à 15 Risque négligeable
Tableau III.2: Exemple d’échelle de catégorisation du risque.
L’utilisation des mesures de risque maximum et minimum permet de développer des straté-
gies alternatives de décision selon la mesure choisie. Par exemple, lorsqu’une décision concerne
une activité à forte valeur ajoutée, le décideur peut choisir d’utiliser la mesure du risque mini-
mum pour adopter une stratégie optimiste dans l’objectif de maximiser les profits en partant du
principe que tout se passera bien. A l’inverse, lorsqu’une décision concerne une activité impli-
quant la sécurité des personnes, le décideur peut choisir d’utiliser la mesure du risque maximum
pour adopter une stratégie pessimiste et envisager la pire scénario pour prendre sa décision.
Comme nous l’avons vu dans le Chapitre I (partie I.1.3 - Évaluation des risques), l’éva-
luation des risques a pour objectif de positionner la situation de risque étudiée par rapport au
situations de risque passées et est généralement faite en utilisant un référentiel de risque. La
figure III.21 présente un référentiel de risque en 3D et en 2D utilisant l’échelle de catégorisa-
tion présentée dans le tableau III.2 avec un exemple de situation de risque où la probabilité
d’occurrence est de 0,69 et l’impact est de 60.
Cet indicateur de risque doit également être associée à une politique de maîtrise des risques
(partie I.1 - Risque) adaptée permettant de conseiller le décideur sur les actions à engager
en fonction du niveau de risque. Cette politique offre ainsi la possibilité de standardiser les
décisions dans une entreprise pour que toutes les décisions concernant une activité à risque
soient cohérentes même si elles ne sont pas toutes prises par la même personne. Une politique
de maîtrise des risques possible pour l’échelle de catégorisation précédente est présentée dans
le tableau III.3.
III.5.2 Indicateur d’incertitude sur la décision
L’un des principaux avantages de la théorie des fonctions de croyance est sa capacité à
représenter l’incertitude épistémique (partie II.2.1.1 - Raisonnement avec des données impar-
faites). Cependant, les mécanismes de passage du niveau crédal au niveau décisionnel (partie
II.2.1.2 - Aspect décisionnel) impliquent la perte de l’information concernant cette incertitude.
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(a) Référentiel de risque en 3D.
(b) Référentiel de risque en 2D.
Figure III.21: Référentiels de risque.
Pourtant une information concernant l’incertitude qui entoure une décision est un paramètre
important à prendre en compte pour le décideur. L’utilisation combinée des mesures de risque
minimum et maximum permet d’avoir une idée du niveau d’incertitude par l’écart entre les
deux valeurs. Cependant, ce résultat est difficile à interpréter et ne permet pas de faire la dif-
férence entre l’ignorance totale (part de la masse affectée au cadre de discernement complet)
et l’ignorance partielle (part de la masse affectée aux sous-ensembles de cardinalité supérieure
ou égale à deux et différents du cadre de discernement). Nous proposons, par conséquent, de
créer un indicateur permettant d’informer le décideur sur le niveau d’incertitude entourant sa
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Catégories de risque Politique de maîtrise des risques
Risque inacceptable Éviter le risque (supprimer l’occurrence)
Risque important Atténuer le risque (diminuer l’impact)
Risque moyen Partager le risque (assurance) ou Accepter le risque
Risque négligeable Accepter le risque
Tableau III.3: Exemple d’une politique de maîtrise des risques selon les catégories de risque.
décision.
Pour parvenir à une évaluation du degré d’incertitude, nous utilisons la mesure de non-
spécificité (partie III.2.1.2 - Le Principe du Minimum d’Information (PMI)) qui permet de
déterminer le taux d’incertitude d’une distribution de masses de croyance. En effet, elle permet
d’évaluer la quantité d’information affectée aux sous-ensembles du power set ayant une car-
dinalité supérieure à un, c’est-à-dire tous les sous-ensembles différents des singletons (ceux-ci
représentant une information sans incertitude épistémique). Cette mesure, dont la formule est
rappelée ci-dessous, accorde une plus grande importance aux éléments ayant la plus grande car-
dinalité, donc caractérisant une incertitude plus grande puisque appliquée à plus d’hypothèses :
N (m) = ∑∅≠A⊆Ωm (A) × log2 (∣A∣) , avec N (m) ∈ [0, log2 (∣Ω∣)]et ∣A∣ la cardinalite´ de l′hypothe`se A
Notons cependant que cette mesure fournit un résultat chiffré difficilement interprétable en
l’état. Nous proposons donc de ramener ce résultat en pourcentage de la non-spécificité maxi-
mum, c’est-à-dire la non-spécificité d’une distribution de masses de croyance vide représentant
l’ignorance totale. D’un point de vue mathématique, cette nouvelle mesure, notée N%, donne :
N% (m) = ∑∅≠A⊆Ωm (A) × log2 (∣A∣)log2 (∣Ω∣) (III.5.1)
Il est également possible d’obtenir des informations plus détaillées pour le décideur en sé-
parant la part d’incertitude totale et la part d’incertitude partielle. Le décideur peut ainsi savoir
si la valeur de la mesure de non-spécificité traduit l’ignorance totale ou si les connaissances qu’il
utilise pour prendre sa décision présentent une part d’information utile. Nous proposons donc
deux mesures alternatives, notées Np% (pour l’incertitude partielle) et Nt% (pour l’incertitude
totale), déterminées par les formules :
Np% (m) = ∑∅≠A⊂Ωm (A) × log2 (∣A∣)log2 (∣Ω∣) (III.5.2)
Nt% (m) = m (Ω) × log2 (∣Ω∣)log2 (∣Ω∣) =m (Ω) (III.5.3)
Il convient de noter que Np% (m) +Nt% (m) = N% (m). La figure III.22 illustre ces diffé-
rentes mesures sur la distribution de masses de croyance de l’exemple du réservoir de carburant
(figure III.19).
La mesure de non-spécificité en pourcentage permet donc d’avoir une idée du taux d’incer-
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titude d’une distribution de masses de croyance. Pour faciliter l’interprétation par le décideur,
il est possible de créer une échelle de catégorisation de l’incertitude similaire à celle employée
pour le risque. De la même manière que pour le risque, il est également possible d’associer
à cette échelle une politique décisionnelle. Le tableau III.4 illustre la forme que peut prendre
ce type d’échelle en utilisant la mesure N% et la politique décisionnelle qui lui est associée. Il
convient de noter que cette échelle doit être adaptée pour tenir compte du contexte d’utilisation
et qu’elle peut être détaillée pour tenir compte du rapport entre incertitude totale (Nt%) et
incertitude partielle (Np%).
Indicateur représentant la mesure de l’incertitude
Nous reprenons notre exemple de la figure III.19 sur la conséquence « Résistance Mécanique »
issue d’un défaut sur la pièce étudiée (un réservoir de carburant). La distribution de masses de
croyance est donc identique :
∅ {B} {Mo} {B,Mo} {Ma} {B,Ma} {Mo,Ma} RM
mRM 0 0,2 0,3 0,1 0,1 0 0,1 0,2
Nous employons, dans un premier temps, la mesure de l’incertitude N% :
N% (mRM) = (0,2 + 0,3 + 0,1) × log2 (1) + (0,1 + 0,1) × log2 (2) + 0,2 × log2 (3)log2 (3)= 0,326 = 32,6%
Ensuite, nous dissocions incertitude partielle et totale :
Np% (mRM) = (0,2 + 0,3 + 0,1) × log2 (1) + (0,1 + 0,1) × log2 (2)log2 (3) = 0,126 = 12,6%
Nt% (mRM) = mRM (RM) = 0,2 = 20%
La mesure de non-spécificité en pourcentage donne un résultat de 32,6% avec 20% d’ignorance
totale et 12,6% d’incertitude partielle.
Figure III.22: Indicateur représentant la mesure de l’incertitude.
III.5.3 Indicateur de conflit
Comme dans le cas de l’incertitude, l’explicitation du conflit est un avantage de la théorie
des fonctions de croyance. Le fait de savoir si les sources d’information, qui ont fourni la
connaissance nécessaire à la prise de décision, sont en accord est un paramètre important pour
le décideur. Il faut cependant être prudent quand à la sélection des informations représentant
le conflit dans le cadre de la théorie des fonctions de croyance.
Le conflit est caractérisé par l’affectation d’une masse à l’ensemble vide (mΩ (∅) ≠ 0), dans
le contexte de l’hypothèse d’un monde fermé (partie III.3.1 - Conflit entre les sources d’infor-
mation), après la fusion de distributions de masses de croyance. Cependant, les mécanismes de
raisonnement dans un réseau évidentiel dirigé utilise des règles de fusion pour propager l’in-
formation dans le réseau et l’utilisation de ces règles de fusion engendre parfois une masse sur
l’ensemble vide. Cette masse ne peut être considérée comme représentative d’un conflit, c’est
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Valeur de la mesure de
non-spécificité en pourcentage Catégories d’incertitude
Politique décisionnelle
associée
La mesure de non-spécificité est
supérieure à 85% Incertitude inacceptable Invalider le résultat
La mesure de non-spécificité est
comprise entre 50% et 85% Incertitude importante A l’appréciation dudécideur connaissant la
valeur.La mesure de non-spécificité estcomprise entre 15% et 50% Incertitude moyenne
La mesure de non-spécificité est
inférieure à 15% Incertitude négligeable
Ignorer l’incertitude
(confiance dans le résultat)
Tableau III.4: Échelle de catégorisation de l’incertitude et politique décisionnelle associée.
un phénomène propre à la propagation d’information dans un réseau évidentiel dirigé qui n’a
aucun sens « physique ». L’analyse du conflit comme indicateur pour l’aide à la décision n’a
donc de sens que dans le cas de fonctions de croyance résultantes de la deuxième étape de la
méthodologie proposée (partie III.3 - Fusion des informations). Les distributions de masses de
croyance que nous étudions ici correspondent donc au résultat de l’étape de fusion des infor-
mations avant d’effectuer la normalisation qui supprime la masse sur l’ensemble vide (partie
III.3.3 - Normalisation des fonctions de croyance résultantes).
Un autre problème, pour la prise en compte du conflit comme indicateur d’aide à la décision
est le choix de la règle de fusion et l’adaptation de l’échelle d’interprétation en fonction de cette
règle de fusion. En effet, le choix de la règle de fusion influence la part de la masse affectée à
l’ensemble vide. L’exemple de la figure III.11 illustre bien ce phénomène. Cette remarque est
particulièrement importante dans notre cas, car la règle de combinaison conjonctive prudente,
que nous avons choisi pour fusionner les avis d’experts et de la base de données, est la règle qui
introduit la plus grande part de conflit (en comparaison des autres règles de combinaison, pour
les mêmes distributions de masses de croyance initiales). L’échelle d’interprétation du conflit
doit donc être adaptée selon la règle choisie pour tenir compte de ses disparités entre les règles
de fusion.
Contrairement aux indicateurs de risque et d’incertitude, l’indicateur de conflit est calculé
en fonction des distributions de masses de croyance avant le traitement par le réseau évidentiel
dirigé, c’est-à-dire avant la normalisation et avant le traitement dans le réseau. C’est, de plus,
un indicateur global concernant l’intégralité du modèle, il y a donc une valeur par variable du
modèle et non plus une par conséquence comme pour les autres indicateurs. Pour une variable
n’ayant pas de parents, la valeur du conflit est tout simplement la valeur de la masse affectée à
l’ensemble vide. Pour une variable ayant des parents représentée par une distribution de masses
de croyance conditionnelle, la moyenne des masses affectées à l’ensemble vide des combinaisons
de singletons est considérée comme la valeur du conflit pour cette variable. L’exemple de la
figure III.23 illustre l’utilisation de cette mesure du conflit.
Avant le lancement de l’inférence dans le réseau évidentiel dirigé, nous disposons pour
chaque variable du réseau d’une mesure du conflit. Il suffit ensuite de fixer un seuil qui sert de
déclencheur lorsque le conflit est trop important pour une variable. La règle de combinaison
conjonctive prudente ayant tendance à affecter une masse importante au conflit, nous fixons,
dans notre cas, le seuil à 85% de conflit. Lorsque ce seuil est dépassé, le décideur dispose de
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Indicateur de conflit
Nous disposons du réseau évidentiel dirigé suivant ainsi que des tables de croyance qui lui sont
associées avant la normalisation :
La variable C1 a donc une mesure de conflit égale à 40%, C2 à 30% et D à 25% (moyenne des
masses affectées à l’ensemble vide des combinaisons de singletons).
Figure III.23: Indicateur de conflit.
deux options. S’il n’a pas confiance dans l’une des sources d’information, il peut choisir de ne
pas prendre en compte son avis limitant ainsi le nombre de combinaisons et donc le conflit. Il
peut également choisir de ne faire confiance à aucune des sources en affectant, dans ce cas, la
totalité de la masse à l’ignorance totale (la masse affectée au cadre de discernement complet
est égale à 1).
III.6 Conclusion
Ce chapitre a permis de développer l’intégralité de la démarche proposée afin d’évaluer le
risque en utilisant les réseaux évidentiels dirigés. Nous avons, dans un premier temps, mon-
tré qu’il était possible de formaliser la connaissance experte et la connaissance statistique en
utilisant les mécanismes associés aux fonctions de croyance, et en particulier au Modèle des
Croyances Transférables. Nous avons également vu que cette étape de formalisation pouvait in-
tégrer la notion de confiance dans une source d’information. Nous proposons pour cela d’utiliser
le mécanisme d’affaiblissement et les fonctions de croyance prédictives.
Par la suite, nous avons montré qu’il était possible de fusionner les avis de différents experts
ainsi que les statistiques issues d’une base de données en tenant compte du fait que les sources
d’information ne sont pas indépendantes.
Nous avons également présenté les mécanismes associés aux réseaux évidentiels dirigés et
montré qu’il était possible de les utiliser pour adapter le modèle d’évaluation des risques basé
sur les réseaux bayésiens introduit précédemment (partie II.1 - Modèle pour l’évaluation des
risques), de manière à pouvoir traiter directement des fonctions de croyance.
Pour finir, nous avons présenté les différents indicateurs pouvant être mis à disposition
du décideur par le modèle basé sur les réseaux évidentiels dirigés. Parmi ces indicateurs, nous
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trouvons bien évidemment l’évaluation du risque, qui était notre objectif initial, mais égale-
ment l’incertitude sur la décision et la mesure du conflit entre les sources d’informations qui
permettent au décideur de prendre une décision en ayant conscience de l’état de la connaissance
utilisée pour parvenir au résultat final.
Dans le chapitre suivant, nous allons appliquer ce modèle à un cas d’étude illustrant les
principes présentés précédemment dans le cadre de la déconstruction des avions en fin de vie,
thème du projet à l’origine de nos travaux.
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Dans le chapitre précédent, nous avons introduit une démarche permettant d’évaluer les
risques à partir de connaissances statistiques et expertes. La méthodologie que nous avons pro-
posée permet, tout d’abord, la formalisation et la fusion de connaissances incertaines issues
de sources d’information hétérogènes. Par la suite, elle permet le traitement de ces connais-
sances par un modèle basé sur les réseaux évidentiels dirigés pour parvenir à la construction
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d’indicateurs visant à caractériser le niveau de risque mais aussi la qualité des informations
utilisées pour évaluer ce risque. L’application de cette démarche à un cas d’étude fait l’objet
de ce nouveau chapitre.
Comme nous l’avons vu en Introduction, nos travaux s’inscrivent dans le cadre du pro-
jet DIAGNOSTAT qui s’intéresse à l’activité industrielle de déconstruction des avions pour
la récupération de pièces de rechange et la capitalisation de connaissances liées à l’état réel
des aéronefs au moment de leur déconstruction. Nous avons donc pour objectif de montrer
l’applicabilité des méthodes proposées dans le chapitre III à l’activité de déconstruction.
Ce chapitre s’organise en cinq parties. Dans un premier temps, nous présentons le contexte
de l’étude en introduisant le processus de déconstruction d’un avion et le lot « Capitalisation
du savoir » du projet DIAGNOSTAT qui a servi de cadre à nos travaux. Nous abordons, par
la suite, l’outil conçu dans le cadre de ce lot et le cas d’étude qui contient deux scénarios d’uti-
lisation de l’outil. Nous développons ensuite trois méthodes pour instrumenter le cas d’étude
qui permettent de comparer la démarche présentée dans le chapitre III avec des démarches
alternatives. La première méthode utilise une démarche probabiliste basée sur les diagrammes
d’influence pour implémenter le premier modèle d’évaluation des risques introduit dans le cha-
pitre II - Méthodes bayésiennes pour l’évaluation des risques : limites et alternatives. La seconde
méthode s’appuie elle aussi sur les diagrammes d’influence pour inférer la connaissance mais
utilise les fonctions de croyance pour formaliser et fusionner cette connaissance. La dernière mé-
thode implémente la démarche présentée dans le chapitre III basée sur l’utilisation des fonctions
de croyance et des réseaux évidentiels dirigés. Pour chacune de ces méthodes, nous étudions la
formalisation, la fusion et le traitement des connaissances et présentons les résultats obtenus
par la méthode concernée. Dans le cadre de la dernière méthode (basée sur les réseaux éviden-
tiels dirigés), nous ajoutons également une brève étude de son comportement en fonction de la
taille du problème.
IV.1 La déconstruction des avions et le projet DIAGNOSTAT
Comme nous l’avons évoqué en Introduction, la déconstruction des avions est actuelle-
ment en plein essor. Le projet DIAGNOSTAT s’intéresse, dans le cadre de cette activité de
déconstruction, à la récupération et la certification de pièces pour les réutiliser en tant que
rechanges et à la collecte de connaissances sur l’état de l’appareil pour améliorer la conception
et la maintenance des avions. Ce projet a servi de cadre à nos travaux de recherche qui ont
donc été appliqués à l’activité de déconstruction des aéronefs.
IV.1.1 La déconstruction des avions
Le processus de déconstruction d’un aéronef (figure IV.1) débute par la mise en sécurité
environnementale de l’appareil, c’est-à-dire par la vidange des réservoirs de kérosène, d’eaux
(usées ou non) et d’huile. Les différents équipements (moteurs, trains d’atterrissage) sont en-
suite déposés pour être vérifiés et si possible revendus. L’appareil est alors cartographié pour
déterminer les différents matériaux qui le composent. En parallèle, les matières dangereuses
(amiante, matières radioactives . . . ) sont isolées et retirées (phase de dépollution). Pour fi-
nir, l’avion est découpé (figure IV.2) pour valoriser séparément les différents matériaux (acier,
alliages d’aluminium . . . ).
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Figure IV.1: Présentation commerciale du processus de déconstruction par [Tarmac Aerosave,
2009].
Figure IV.2: La déconstruction des avions.
Pour parvenir à une meilleure compréhension du processus de déconstruction des avions et
ainsi mieux cerner les contraintes applicables à un outil d’aide à la décision dans ce contexte,
nous avons modélisé ce processus à l’aide du formalisme BPMN (Business Process Modeling
Notation). Ce formalisme a été retenu car il offre des possibilités intéressantes notamment en
termes de lancements différés et multiples des tâches [Havey, 2005]. En outre, la simplicité
d’utilisation et l’aspect intuitif de ce formalisme permettent un apprentissage rapide et efficace
des principes de modélisation et la constitution d’un support facilitant les échanges avec les
acteurs métier.
Le processus ainsi modélisé (présenté en version simplifiée dans la figure IV.3), permet
d’identifier cinq sous-processus conduisant à la déconstruction d’un avion depuis l’acquisition
de l’avion jusqu’à la vente des pièces détachées et au recyclage des matériaux :● le sous-processus « commercial » correspond à toutes les activités en relation avec le
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Figure IV.3: Processus de déconstruction simplifié.
client. Parmi les tâches regroupées dans ce sous-processus, figurent les activités de négo-
ciations liées à l’achat d’un avion à déconstruire ou la vente du service de déconstruction
pour un client souhaitant récupérer les pièces détachées, mais aussi la vente des maté-
riaux et des pièces détachées issus de la déconstruction,● le sous-processus « organisation » correspond aux activités de planification et d’indus-
trialisation en préparation de la déconstruction,● le sous-processus « réalisation » correspond aux activités directement liées à la décons-
truction,● le sous-processus « contrôle » correspond aux activités de certification des pièces de
seconde main et aux aspects relatifs à la qualité et à l’environnement,● le sous-processus « résolution de problème » correspond aux activités liées à la réparation
de pièces endommagées et, de manière plus générale, à l’ensemble des actions entreprises
pour résoudre des problèmes organisationnels ou techniques lors de la déconstruction.
Ce travail de cartographie des processus permet de mieux situer les activités en relation avec
le retour d’expérience. La capitalisation des connaissances est réalisée principalement au cours
des deux sous-processus centraux (industrialisation et déconstruction) en collectant le dérou-
lement des opérations, en retenant les bonnes pratiques comme les mauvaises, et les différents
défauts rencontrés lors de l’inspection de l’appareil et de ses zones critiques. La réutilisation
de ces connaissances pourra être réalisée en interne, notamment durant la phase d’organisa-
tion et facilitera, par exemple, l’établissement de la gamme de déconstruction en fonction de
l’expérience acquise sur ce type d’avion. Ces données pourront également être exploitées en
externe, c’est-à-dire par l’avionneur et par le mainteneur, qui pourront adapter leurs processus
de conception, de fabrication ou de maintenance pour y injecter ces connaissances.
IV.1.2 Projet DIAGNOSTAT : organisation des travaux de recherche
Le projet DIAGNOSTAT concerne la récupération et la certification de pièces pour les
réutiliser en tant que pièces de rechanges et la collecte de connaissances sur l’état des appareils
pour améliorer la conception et la maintenance des avions. Il s’organise en cinq lots de travail,
que nous avons présenté en Introduction, permettant de structurer l’ensemble des probléma-
tiques de recherche associées aux objectifs de ce projet en regroupant les partenaires industriels
et académiques par centres d’intérêts. Nous allons présenter en détail le lot « Capitalisation du
savoir » qui a servi de cadre à nos travaux de recherche.
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Comme nous l’avons évoqué précédemment, le lot « Capitalisation du savoir » vise à mettre
en place un système d’information pour la gestion des connaissances liées à l’inspection des
avions en cours de déconstruction et à capitaliser et analyser ces connaissances. Les livrables
de ce lot doivent alimenter plusieurs phases du cycle de vie de l’avion et en particulier :● les phases de conception et de fabrication : via le retour d’expérience enregistré après
intervention et sur la base des statistiques qui en découlent,● les phases de maintenance ou de démantèlement : pour l’assistance à la réalisation des
opérations correspondantes.
Suite à l’inspection d’un avion, préalable à sa déconstruction, les observations réalisées lors de
l’intervention sont analysées. L’analyse peut être conduite dans un cadre de référence statis-
tique si la quantité des informations représentatives et effectivement disponibles est suffisante
ou, dans le cas contraire, selon un angle de vue cognitif correspondant à une opinion d’expert.
La détection d’un aléa (usure anormale d’un composant, endommagement trop important d’un
matériau, . . . ) enclenche un sous processus de recherche de solutions susceptibles d’être mises en
place pour résoudre le problème sur le système si l’intervention concerne une maintenance et/ou
sur des systèmes analogues toujours opérationnels s’il s’agit d’une déconstruction. L’ensemble
des informations ainsi générées est alors capitalisé pour une utilisation via un retour d’expé-
rience auprès des services fonctionnels (bureau d’études, production, maintenance) qui tireront
parti de ces connaissances pour améliorer les solutions techniques utilisées ou les procédures
suivies grâce à un enrichissement de leurs règles métiers. Ces connaissances font également
l’objet d’un stockage dans une base de données des faits techniques observés ce qui permet
leur exploitation à des fins statistiques. La figure IV.4 offre une vue globale du processus de
résolution de problème lors de l’inspection.
Figure IV.4: Modèle du processus de résolution de problème en phase d’inspection.
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Dans le cadre du projet, le lot a été divisé en 3 tâches positionnées chronologiquement par
rapport à la date d’intervention. Chacune de ces tâches correspond à un livrable intitulé :● élaboration de procédures d’inspection d’aéronefs en fin de vie,● structuration d’un système de capitalisation des données pour le retour d’expérience,● réalisation d’un outil d’exploitation statistique des résultats.
La première tâche, qui consiste à élaborer des procédures d’inspection pour les avions en fin de
vie, vise à fournir les informations nécessaires à la réalisation des actions incombant à l’opérateur
en charge du diagnostic. Les développements permettent de rassembler et de structurer des
informations dispersées, techniques, légales et normatives, nécessaires pour piloter et réaliser
le processus, telles que la liste des composants et matières présents dans un avion donné, les
gammes opératoires de déconstruction, les cadres légaux dont relève chaque pièce ou matière,
les compétences nécessaires pour l’intervention ou encore les filières de retraitement disponibles.
La seconde tâche de ce lot, qui consiste à structurer un système de capitalisation des
données pour le retour d’expérience, vise à organiser le retour d’expérience issu des activités
de diagnostic établi à partir des observations et de l’analyse qui en est faite. La mise en place
d’un système de collecte et de capitalisation nécessite de tenir compte simultanément :● des processus et des activités de traitement qui conduisent à capitaliser et à exploiter
les informations,● des informations et des connaissances manipulées tout au long de la démarche,● des acteurs qui mettent en application leurs compétences pour la création de connais-
sances,● des techniques et outils mis en œuvre pour instrumenter le retour d’expérience.
La troisième et dernière tâche de ce lot, qui consiste à réaliser un outil d’exploitation statistique
des résultats, a pour ambition de conduire au développement d’un outil informatique permet-
tant l’exploitation statistique des résultats observés lors de l’inspection et stockés dans la base
de données. Les informations délivrées conféreront à ce logiciel un statut d’outil d’aide à la
décision pour les services fonctionnels concernés par la connaissance sur le niveau d’endomma-
gement des composants ou des structures. Ces informations, si elles sont pertinentes, c’est-à-dire
suffisamment représentatives et porteuses d’une connaissance originale, alimentent prioritaire-
ment les décideurs des phases de développement, production, maintenance et déconstruction.
L’outil doit être capable, entre autre, de permettre des requêtes multiples et progressives, d’ef-
fectuer un traitement statistique en fonction des requêtes, de proposer des résultats sous forme
de synthèses et de quantifier le niveau de confiance alloué à chaque résultat.
IV.2 Cas d’étude
Le projet DIAGNOSTAT nous fournit un cadre propice à l’exploitation du modèle d’éva-
luation des risques développé lors de ces travaux de recherche. Nous allons, dans cette partie,
décrire le fonctionnement de l’outil construit dans le cadre du projet DIAGNOSTAT en com-
mençant par préciser la modélisation du processus de déconstruction qui nous a permis d’iden-
tifier les contraintes associées à ce type d’activité industrielle. Par la suite, nous présenterons
le cas d’étude, destiné à implémenter le modèle d’évaluation des risques, que nous avons créé
en partenariat avec un expert dans le domaine des pièces aéronautiques en composite.
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IV.2.1 Description du fonctionnement de l’outil pour le projet
DIAGNOSTAT
À partir des informations recueillies sur le processus de déconstruction d’un avion et en
accord avec les objectifs du projet DIAGNOSTAT, nous avons décidé d’appliquer le modèle
d’évaluation des risques, présenté précédemment (partie II.1.2 - Proposition d’un modèle d’éva-
luation des risques), au domaine de la déconstruction des avions en fin de vie. Ce modèle utilise
une base de données ainsi qu’un module d’analyse statistique déployés dans le cadre du projet
DIAGNOSTAT. Ce déploiement a été réalisé au moyen du système d’information destiné à la
collecte et à l’exploitation des connaissances issues de la déconstruction des avions en fin de vie.
Cette base de données contient notamment : les références de chaque avion (type, option . . . ),
les conditions de vie et d’utilisation (vols long courrier ou nationaux, conditions climatiques,
déroulement de la maintenance . . . ) ainsi que les différents défauts rencontrés lors du déman-
tèlement et/ou de la maintenance. Le module d’analyse statistique permet, quant à lui, la mise
en perspective de ces informations pour produire des statistiques exploitables par l’utilisateur.
Nous avons proposé d’approfondir les capacités de cet outil en lui associant un module d’évalua-
tion du risque qui, en plus des statistiques brutes provenant du module d’analyse statistique,
intègre la connaissance d’experts pour fournir une évaluation synthétique du risque sur une
pièce ou une zone critique de l’appareil (figure IV.5).
Figure IV.5: Mécanisme général de l’outil proposé.
L’utilisation principale de ce modèle est donc l’évaluation des risques pendant la décons-
truction d’un avion. L’utilisateur doit pouvoir rapidement estimer si une pièce ou un sous-
ensemble a des chances d’être réutilisable. L’objectif est alors de fournir une évaluation rapide
du risque à partir des informations résultant de l’utilisation de l’appareil (livre de bord, compte-
rendu de maintenance . . . ) et d’observations sommaires faites durant l’inspection de l’avion. Il
pourra ainsi éviter toute une batterie de tests coûteux pour démonter et recertifier une pièce si
le modèle signale que le risque pour cette pièce de ne pas être réutilisable est trop important.
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De plus, au fur et à mesure de la progression de la déconstruction et de la collecte des infor-
mations, l’évaluation s’affinera et permettra d’infirmer ou de conforter les choix du décideur.
La figure IV.6 décrit le fonctionnement de l’outil informatique basé sur ce modèle pour ce type
d’utilisation.
Figure IV.6: Fonctionnement de l’outil pendant la déconstruction.
Ce modèle offre également un certain nombre de possibilités d’exploitation supplémen-
taires. Voici quelques unes des utilisations possibles que nous avons recensées :● Diagnostic prédictif : à partir des conséquences visibles d’un événement, l’outil détermine
la présence probable de conséquences cachées ayant été entraînées par la dynamique qui
a conduit au défaut.● Aide à la certification de pièces de seconde main : l’utilisateur pourra demander des
vérifications supplémentaires à partir de manifestations suggérant des problèmes plus
importants ou rebuter définitivement une pièce sur la base d’observations sommaires car
le risque qu’elles soient associées à des défauts critiques est trop important.● Adaptation de la gamme de maintenance : en tenant compte de la vie de l’appareil, l’outil
pourra mettre l’accent sur certaines zones sensibles et inciter à engager des contrôles
supplémentaires lorsque des phénomènes généralement associés à des défauts critiques
auront été détectés (figure IV.7).● Conception : l’application permettra d’évaluer les risques de défaillance d’une pièce
critique durant sa conception pour un profil d’emploi particulier et donc de l’adapter
pour qu’elle résiste mieux aux contraintes qui lui seront imposées (figure IV.7).
IV.2.2 Description du cas d’étude
Nous allons, dans cette section, présenter le cas d’étude que nous avons construit pour
illustrer le fonctionnement du modèle d’évaluation des risques introduit précédemment. Ce
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Figure IV.7: Fonctionnement de l’outil en conception ou en maintenance.
cas d’étude a été construit avec l’aide de Romain BRAULT, ingénieur d’étude et doctorant de
l’équipe « Mécanique des Matériaux, Structures et Procédés » (M2SP) du Laboratoire Génie de
Production de l’École Nationale d’Ingénieurs de Tarbes (LGP-ENIT), pour obtenir un exemple
représentatif (bien que simplifié) sous contrôle d’un expert dans le domaine des pièces aéronau-
tiques en composite. Nous commencerons par présenter le cas d’étude puis nous détaillerons les
différentes options de modélisation à notre disposition pour le traiter. Il faut noter que ce cas
d’étude a été construit uniquement avec des variables ne pouvant prendre que deux états pour
simplifier la modélisation et faciliter la compréhension.
IV.2.2.1 Présentation
Le système que nous nous proposons d’étudier est un assemblage composé de deux pan-
neaux composites identiques. L’objectif premier est d’évaluer le risque que le système ne soit
pas réutilisable et donc qu’il ne puisse être recertifié et revendu en tant que pièce détachée.
Lorsqu’un nouvel avion arrive pour une déconstruction, il faut évaluer le plus rapidement pos-
sible le niveau de risque associé à ce système pour déterminer s’il convient de le démonter et
d’engager les tests de recertification. Ces tests sont coûteux, il est donc primordial de ne les
faire que si la pièce a de bonnes chances de pouvoir être vendue.
À partir de la connaissance d’un expert, trois défauts pouvant affecter ce système ont été
identifiés. Il faut noter que ce que nous appelons ici « défauts » correspond généralement à des
phénomènes nommés « dommages » dans le milieu aéronautique. Cependant nous avons choisi
de conserver la terminologie utilisée depuis le début de ce document pour éviter les confusions.
Le premier défaut est lié à un impact que la structure aurait subi. Il y a trois types de
phénomènes pouvant causer un tel impact, à savoir la foudre, un choc pendant le vol et un choc
au sol. Ce défaut peut avoir deux conséquences : un défaut de surface visible (enfoncement) et
un délaminage (perte de la cohésion entre deux plis du matériau composite).
Le second défaut concerne une erreur de maintenance liée à une erreur de process et/ou à la
qualité de l’entreprise ayant effectué la maintenance. Ce défaut peut avoir deux conséquences :
une décohésion de la réparation (le patch utilisé lors d’une précédente réparation se sépare de la
pièce rendant la réparation inutile) et l’infiltration d’humidité dans la pièce (qui peut entraîner
une réduction des propriétés mécaniques de la pièce).
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Figure IV.8: Vue graphique du cas d’étude.
Le dernier défaut possible concerne la présence d’une amorce de rupture qui peut être
due à la présence de délaminage (conséquence du premier défaut) ou à une décohésion d’une
réparation précédemment effectuée (conséquence du second défaut). Ce défaut peut avoir deux
conséquences : une rupture statique de la pièce ou la désintégration de la structure.
À partir de ces informations, il est donc possible de construire une vue graphique de
l’enchaînement des défauts en accord avec la représentation du risque définie précédemment
(partie I.1 - Risque) et avec le modèle d’évaluation des risques (partie II.1 - Modèle pour
l’évaluation des risques). La figure IV.8 résume ce cas d’étude.
Il faut noter que, sur cette vue graphique, chaque défaut est représenté par une composition
de trois nœuds représentant la présence du défaut sur chaque panneau et la présence du défaut
au niveau du système complet (par exemple D1.1 et D1.2 pour les deux panneaux et D1 pour
le système complet). Si le défaut est avéré sur une des deux pièces constitutives, il est alors
présent sur la structure complète (cette relation peut donc être modélisée par un OU logique).
Pour faciliter l’implémentation de ce cas d’étude, nous avons choisi de ne pas utiliser les
noms complets des différents événements pour les représenter. Nous avons choisi d’utiliser un
code alphanumérique plus simple détaillé dans le tableau IV.1.
En plus de ces informations, l’expert évalue l’impact de chaque conséquence sur une échelle
de 0 à 100 : la rupture statique (P31) et le désintégration (P32) sont considérées comme cri-
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Nom Code États Parent(s)
Foudre C11 Oui, Non
ChocEnVol C12 Oui, Non
ChocAuSol C13 Oui, Non
ImpactSignificatif 1.1 D11 Oui, Non C11,C12,C13
ImpactSignificatif 1.2 D12 Oui, Non C11,C12,C13
ImpactSignificatif 1 D1 Oui, Non D11,D12
DefautSurfaceVisible P11 Oui, Non D1
Délaminage P12 Oui, Non D1
ErreurProcess C21 Oui, Non
QualitéMaintenance C22 Bonne, Mauvaise
DefautMaintenance 2.1 D21 Oui, Non C21,C22
DefautMaintenance 2.2 D22 Oui, Non C21,C22
DefautMaintenance 2 D21 Oui, Non D21,D22
DécohésionRéparation P21 Oui, Non D2
InfiltrationHumidité P22 Oui, Non D2
AmorceRupture 3.1 D31 Oui, Non P12,P21
AmorceRupture 3.2 D32 Oui, Non P12,P21
AmorceRupture 3 D3 Oui, Non D31,D32
RuptureStatique P31 Oui, Non D3
Désintégration P32 Oui, Non D3
Tableau IV.1: Tableau descriptif des événements relatifs au cas d’étude.
tiques car elles rendent la pièce inutilisable (impacts évalués à 100), le délaminage (P12) et la
décohésion de la réparation (P21) sont considérés comme étant moins graves car seuls ils ne
suffisent pas toujours à rendre la pièce inutilisable (impacts évalués à 60), pour finir, le défaut
de surface (P11) et l’infiltration d’humidité (P22) sont considérés comme étant relativement
bénins car la pièce est généralement utilisable même avec ce genre de défaut (impacts évalués
à 20).
En ce qui concerne l’exploitation de ce modèle, nous nous plaçons dans le contexte d’une
entreprise de déconstruction débutant son activité depuis moins de cinq ans (comme c’est le
cas pour l’entreprise Tarmac Aerosave, partenaire du projet DIAGNOSTAT). Étant donné que
la cadence de déconstruction est d’environ deux avions traités par mois et que le système choisi
n’est pas présent sur tous les types d’avions, nous avons décidé dans un souci de réalisme de
considérer que la base de données statistique ne comportait que 15 cas, c’est-à-dire que ce
type de structure avait été déconstruit et étudié seulement 15 fois depuis le début de l’activité
de déconstruction de l’entreprise. Ce faible nombre de cas oblige donc à tenir compte du fait
que les statistiques obtenues à partir de la base de données ne sont pas totalement fiables.
C’est pourquoi, il est impératif de disposer de l’avis d’au moins un expert pour consolider le
résultat. Dans ce cas d’étude, et dans un souci de simplification, un seul expert exprime son avis
concernant les probabilités d’occurrence des défauts, de leurs causes et de leurs conséquences.
Nous avons choisi d’évaluer les performances du modèle d’évaluation des risques sur ce
cas d’étude en envisageant deux scénarios. Le premier scénario correspond à une utilisation
classique du modèle, c’est-à-dire que le contexte étudié est celui de la déconstruction d’avion.
Nous appellerons donc ce scénario « Déconstruction » dans la suite de ce document. Lorsqu’un
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nouvel avion doit être déconstruit, l’utilisateur introduit dans le modèle les connaissances à
sa disposition concernant ce nouvel avion. Dans ce scénario, l’utilisateur sait que l’entreprise
de maintenance qui s’est occupé de l’avion est considérée comme produisant un travail de
mauvaise qualité selon l’appréciation de l’entreprise de déconstruction (C22=Mauvaise) et le
livret de maintenance de l’appareil signale que le système a subi un choc durant la maintenance
(C13=Oui). L’utilisateur cherche, dans un premier temps, à évaluer le risque que la pièce ne soit
pas réutilisable en considérant que si l’une des mesures du risque dépasse la valeur critique de
75 sur une échelle de 0 à 100, il n’engagera pas les tests de certification. Par la suite, l’inspection
de l’avion fait apparaître un défaut de surface visible (P11=Oui) sur le système, le modèle est
donc mis à jour et l’utilisateur peut réévaluer le risque comme précédemment.
Le deuxième scénario correspond à une utilisation différente du modèle. Le contexte étudié
dans ce cas correspond à une utilisation en maintenance. Nous appellerons donc ce scénario
« Maintenance » dans la suite de ce document. Ce type d’utilisation sous-entend que la so-
ciété de maintenance et la société de déconstruction partagent leurs connaissances pour que
le modèle soit tenu à jour en fonction des nouvelles informations (liées à la déconstruction de
nouveaux avions) à la disposition de la société de déconstruction. Ici le mainteneur ne dispose
initialement d’aucune connaissance supplémentaire pour renseigner le modèle. Lors des opéra-
tions de maintenance, il remarque qu’il y a un défaut de surface visible (P11=Oui) et qu’une
des réparations précédentes présente une décohésion (P21=Oui). Le mainteneur introduit ces
nouvelles connaissances dans le modèle et l’utilise pour diagnostiquer la ou les causes les plus
probables pour expliquer ces deux phénomènes et informer le propriétaire de l’appareil. De plus,
il utilise également le modèle pour engager des vérifications complémentaires si des défauts ou
des conséquences différentes de celles précédemment observées ont une probabilité d’occurrence
trop importante (c’est-à-dire supérieure à 70%).
IV.2.2.2 Modélisation
Pour pouvoir comparer les performances du modèle d’exploitation des risques utilisant les
réseaux évidentiels dirigés avec celui basé sur les diagrammes d’influence présenté dans le cha-
pitre II, nous avons décidé de traiter les deux scénarios du cas d’étude avec trois modélisations
différentes.
La première consiste à utiliser uniquement le cadre de la théorie des probabilités. Pour
ce faire, l’avis de l’expert est recueilli sous forme de probabilités subjectives et l’extraction
statistique est directement transformée en probabilité. La fusion des avis est réalisée par une
moyenne pondérée permettant de tenir compte de la fiabilité des sources d’information. Seul
les diagrammes d’influence sont utilisés pour le traitement de ces connaissances.
La seconde option étudiée vise à combiner les fonctions de croyance et les diagrammes
d’influence. Comme dans le cas précédent, l’avis de l’expert est recueilli sous forme de probabilité
subjective. Il est ensuite transformé en fonction de croyance en utilisant la transformation
pignistique inverse (partie III.2.1.2 - La transformation pignistique inverse). Les statistiques sont
transformées en fonction de croyance à l’aide des fonctions de croyance prédictives (partie III.2.2
- Connaissance statistique). Ces deux avis, exprimés sous forme de fonctions de croyance, sont
ensuite fusionnés en utilisant les mécanismes décrits dans le chapitre précédent. Pour finir, la
plausibilité et la crédibilité relatives à la survenue de chaque événement négatif sont récupérées
et introduites dans deux modèles identiques au cas précédent (c’est-à-dire uniquement basé
sur les diagrammes d’influence). Le traitement de ces deux modèles nous permet d’obtenir des
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résultats pessimistes (plausibilité) et optimistes (crédibilité).
La dernière option envisagée utilise les mêmes mécanismes de formalisation et de fusion
des avis en utilisant les fonctions de croyance. Les fonctions de croyance résultantes sont ensuite
introduites dans un modèle utilisant les réseaux évidentiels dirigés pour être traitées.
Dans les trois options de modélisation précédemment décrites, l’avis de l’expert est exprimé
sous la forme de probabilités subjectives. La figure IV.9 présente les valeurs fournies par l’expert
sur l’occurrence des différents événements présentés dans la description du cas d’étude. De plus,
l’expert a auto-évalué son travail au niveau « presque certain » et cet expert est considéré dans
l’entreprise comme ayant « énormément d’expérience » selon l’échelle de valeurs permettant
de déterminer la fiabilité d’un expert présentée dans le chapitre précédent (partie III.2.1.3 -
Introduction du niveau de confiance dans l’avis de l’expert). Selon cette échelle de valeur, la
fiabilité de l’expert est donc estimée à 0,9.
En ce qui concerne la base de données statistique, le tableau IV.2 présente le contenu
disponible au moment où le cas d’étude va être traité. Les cellules surlignées de ce tableau
correspondent aux cas où l’événement négatif s’est effectivement produit.
Tableau IV.2: Contenu de la base de données.
IV.3 Modélisation du cas d’étude par les diagrammes
d’influence
La première modélisation du cas d’étude reprend le modèle d’évaluation des risques tel que
nous l’avons défini dans le chapitre II, c’est-à-dire en utilisant le formalisme des diagrammes
d’influence. Pour des raisons liées au fait que nous avons choisi de détourner les nœuds de
décision de leur mode normal d’utilisation pour créer des indicateurs de risque (partie II.1.1.4
- Diagrammes d’influence), nous ne pouvons pas utiliser le logiciel NETICA qui nous a servi
pour illustrer les différents exemples concernant les diagrammes d’influence. En effet, ce logiciel
oblige l’utilisateur à représenter une notion d’antériorité entre les différentes décisions qui sont
modélisées. Il crée donc automatiquement des arcs supplémentaires entre les nœuds de décision
pour signifier cette antériorité. Le problème est que les nœuds de décision tels qu’ils sont définis
dans le modèle d’évaluation des risques, représentent des indicateurs de risque à un instant
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Avis de l’expert concernant l’occurrence des événements du cas d’étude
Figure IV.9: Avis de l’expert.
précis et n’ont donc aucun lien d’antériorité entre eux. Pour résoudre ce problème, nous avons
décidé d’utiliser le logiciel MATLAB avec la boîte à outil FullBNT (Full Bayesian Network
Toolbox) [Murphy, 2002] et ainsi de créer les nœuds d’utilité et de décision correspondant à
nos exigences.
Dans cette partie, nous présentons, dans un premier temps, comment sont formalisés et
fusionnés les avis issus de la base de données statistique et de l’expert. Par la suite, nous
décrivons la construction du modèle d’évaluation des risques appliqué au cas d’étude et le
traitement de ce modèle grâce au logiciel MATLAB. Pour finir, nous détaillons les résultats
obtenus pour les deux scénarios présentés précédemment.
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IV.3.1 Formalisation et fusion des connaissances
La formalisation de l’information qui doit être traitée au moyen d’un réseau bayésien
nécessite l’utilisation de la théorie des probabilités qui est au cœur de ce formalisme. Dans
le cas d’étude, nous avons vu que l’avis de l’expert était exprimé sous forme de probabilités
subjectives. Il n’est donc pas nécessaire d’ajouter une étape de formalisation supplémentaire
pour la connaissance experte qui est déjà exprimée dans un formalisme utilisable dans un réseau
bayésien.
En ce qui concerne la base de données statistique, il est nécessaire d’extraire la connaissance
statistique et de la formaliser sous forme de distributions de probabilités. Pour ce faire, nous
avons utilisé des méthodes de comptage conditionnel permettant de déterminer le nombre de
cas dans la base de données représentant chaque possibilité pour tous les nœuds du réseau. Les
nœuds n’ayant pas de parent font l’objet d’une méthode de comptage simple où l’objectif est
de compter le nombre de cas pour lesquels le nœud était dans un état défini x et le nombre de
cas total. La probabilité que le nœud soit dans cet état est ensuite déterminée en divisant le
premier résultat par le second. Le tableau IV.3 montre les résultats obtenus pour la cause C11
(impact de foudre) qui n’a aucun parent.
État du nœud C11 (x) Oui Non Total
Nombre de cas où C11 est dans l’état x 2 13 15
Probabilité que C11 soit dans l’état x 2 ÷ 15 = 0,133 13 ÷ 15 = 0,867 1
Tableau IV.3: Calcul des probabilités des différents états de C11.
Pour les nœuds ayant des parents, le comptage est un peu plus compliqué car il faut tenir
compte de l’état des parents. La probabilité que le nœud soit dans un état défini x sachant
que ses parents pi sont dans des états définis ai est calculée en divisant le nombre de cas où
le nœud est dans l’état x et ses parents dans des états ai par le nombre de cas où les parents
sont dans des états ai quelque soit l’état du nœud. Le tableau IV.4 et le tableau IV.5 montrent
les résultats obtenus, respectivement, pour la conséquence P11 (Défaut de surface visible) et le
défaut D21 (Défaut de maintenance sur la pièce 1).
Il faut noter que dans la base de données, la conjonction d’événements C21=Oui et
C22=Mauvaise ne s’est jamais produite, nous ne disposons d’aucune information permettant
de renseigner les cas D21=Oui et D21 = Non sachant que C21=Oui et C22=Mauvaise. Par
conséquent, dans le cadre de la théorie des probabilités lorsque l’on ne dispose d’aucune in-
formation sur un événement, il est d’usage d’utiliser le principe d’équiprobabilité et d’affecter
la même probabilité aux différents cas possibles. Comme nous l’avons évoqué précédemment
(partie II.2.1.1 - Théorie des probabilités), cela ne permet pas de faire la différence entre incer-
titude aléatoire (par l’exemple, pour D21, quand C21= Non et C22= Mauvaise) et l’incertitude
épistémique (par l’exemple, pour D21, quand C21= Oui et C22= Mauvaise).
Maintenant que nous disposons de deux distributions de probabilités, la première issue de
l’expert et la seconde issue de la base de données, il est possible de les fusionner pour pouvoir
les traiter dans le réseau bayésien. Il faut, lors de cette opération de fusion, tenir compte de
la fiabilité des différentes sources d’information. La fusion s’effectue au moyen d’une moyenne
pondérée avec un coefficient de 0,9 pour exprimer la fiabilité de l’expert et de 0,4 pour l’avis
statistique (coefficient choisi arbitrairement pour caractériser le manque de données présentes
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État du nœud
parent (D1) Oui Non Total
État du nœud P11
(x) Oui Non Sous-total Oui Non Sous-total
Nombre de cas où
P11 est dans l’état
x selon l’état du
nœud « parent »
4 2 6 1 8 9 15
Probabilité que
P11 soit dans l’état
x sachant l’état du
nœud « parent »
4 ÷ 6= 0,667 2 ÷ 6= 0,333 1 1 ÷ 9= 0,111 8 ÷ 9= 0,889 1 -
Tableau IV.4: Calcul des probabilités conditionnelles pour les différents états de P11.
Tableau IV.5: Calcul des probabilités conditionnelles pour les différents états de D21.
dans la base de données rendant les statistiques extraites très peu représentatives). Le tableau
IV.6 permet d’illustrer cette fusion pour l’événement P11 (Défaut de surface visible).
État du nœud parent (D1) Oui Non
État du nœud P11 (x) Oui Non Oui Non
Probabilité de P11 (Expert) 0,8 0,2 0,01 0,99
Probabilité de P11 (statistique) 0,667 0,333 0,111 0,889
Probabilité de P11 (Fusion) 0,759 0,241 0,041 0,959
Tableau IV.6: Fusion des avis probabilistes pour P11.
Les distributions de probabilités résultantes de cette opération sont ensuite introduites
dans le réseau bayésien pour être traitées. La description de cette étape de traitement fait
l’objet de la partie suivante.
IV.3.2 Traitement du modèle
Le traitement du modèle par un diagramme d’influence peut être résumé en trois grandes
étapes. La première étape consiste à créer le réseau. Elle est suivie de l’étape d’inférence, c’est-
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à-dire la propagation des probabilités initiales dans le réseau. La dernière étape a pour objectif
de calculer les résultats souhaités. Ces deux dernières étapes doivent être répétées lorsque de
nouvelles connaissances sont ajoutées dans le réseau. La figure IV.10 présente le processus de
traitement de manière détaillée.
Figure IV.10: Processus de traitement du modèle avec un diagramme d’influence.
L’étape de création du réseau est caractérisée par trois phases. La première permet de créer
les différents nœuds du réseau, c’est-à-dire les différentes variables du problème. La seconde
phase consiste à définir les arcs du réseau, c’est-à-dire les liens de causalité entre les différentes
variables. La dernière phase permet d’initialiser les variables en affectant des probabilités aux
différents nœuds. Ces distributions de probabilités correspondent à celles qui résultent de la
formalisation et de la fusion des connaissances.
L’étape d’inférence vise à propager l’information dans le réseau. La méthode la plus utilisée
pour mettre en œuvre l’inférence de manière exacte consiste à construire un arbre de jonction
qui facilite la propagation de l’information. Cette étape d’inférence se divise donc en deux
phases, la première vise à construire l’arbre de jonction correspondant au réseau et la seconde
à propager les informations dans cet arbre. Lorsque de nouvelles connaissances sont introduites
dans le réseau, l’arbre de jonction est modifié en conséquence et les informations sont à nouveau
propagées pour tenir compte de l’impact de ces nouvelles informations sur les différents nœuds.
La dernière étape a pour objectif le calcul des résultats. Suite à la propagation des in-
formations dans l’arbre de jonction, il est possible de calculer les distributions de probabilités
marginales pour chaque nœud. La probabilité marginale correspond à la probabilité que l’évé-
nement se produise en tenant compte des liens de causalité entre les événements et de la
probabilité d’occurrence des autres événements. Une fois que les distributions de probabilités
sont connues pour chaque conséquence, il est possible de calculer le risque en utilisant les mé-
canismes présentés dans le chapitre précédent (partie III.5.1 - Indicateur de risque). Dans le
cas du deuxième scénario (utilisation du modèle en maintenance), il n’est pas nécessaire de
calculer le risque car seules les probabilités d’occurrence des événements présentent un intérêt
pour le traitement du scénario. Cette étape de calcul des résultats doit être répétée à chaque
fois que l’étape d’inférence est lancée, c’est-à-dire à chaque fois que de nouvelles connaissances
sont introduites dans le réseau.
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IV.3.3 Résultats obtenus
Le cas d’étude permet d’illustrer les résultats obtenus par le modèle d’évaluation des
risques. Dans cette approche qui se base uniquement sur les probabilités, le seul indicateur
disponible est l’indicateur de risque (partie III.5.1 - Indicateur de risque). En effet, les indica-
teurs d’incertitude sur la décision et de conflit entre les sources d’information sont associés à
l’utilisation des fonctions de croyance. Ils ne sont donc pas disponibles pour cette approche qui
est uniquement probabiliste.
Nous allons présenter ici les résultats obtenus par le modèle d’évaluation des risques uti-
lisant uniquement les diagrammes d’influence. Nous commencerons par présenter les résultats
avant l’application d’un scénario, puis nous montrerons l’évolution de ces résultats pour les
deux scénarios.
Avant de débuter la présentation des résultats, la figure IV.11 introduit la légende de
représentation des différents nœuds pour tous les réseaux qui seront présentés dans la suite de
cette partie.
Figure IV.11: Légende concernant la représentation des différents types de nœuds.
IV.3.3.1 Résultats pré-scénario
Avant que l’utilisateur ne commence à utiliser le modèle, une première phase de traitement
est effectuée et donne un résumé des informations disponibles, selon l’état actuel des connais-
sances, concernant l’occurrence des événements négatifs et les niveaux de risque associés à
chaque conséquence. La figure IV.12 présente ces résultats.
Les informations recueillies à ce stade permettent à l’utilisateur d’identifier les points
qui pourraient poser problème lors de la prochaine opération sur un avion (déconstruction ou
maintenance) et éventuellement d’engager une politique de gestion des risques.
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Résultats du traitement initial par les diagrammes d’influence :
C11
p(Oui)=0.076
p(Non)=0.924
C12
p(Oui)=0.165
p(Non)=0.835
C13
p(Oui)=0.322
p(Non)=0.678
C21
p(Oui)=0.041
p(Non)=0.959
C22
p(Bonne)=0.911
p(Mauvaise)=0.089
D11
p(Oui)=0.261
p(Non)=0.739
D12
p(Oui)=0.251
p(Non)=0.749
D21
p(Oui)=0.155
p(Non)=0.845
D22
p(Oui)=0.489
p(Non)=0.511
D1
p(Oui)=0.370
p(Non)=0.630
D2
p(Oui)=0.567
p(Non)=0.433
P11
p(Oui)=0.306
p(Non)=0.694
P12
p(Oui)=0.385
p(Non)=0.615
P21
p(Oui)=0.529
p(Non)=0.471
P22
p(Oui)=0.401
p(Non)=0.599
D31
p(Oui)=0.671
p(Non)=0.329
D32
p(Oui)=0.571
p(Non)=0.429
D3
p(Oui)=0.757
p(Non)=0.243
P31
p(Oui)=0.540
p(Non)=0.460
P32
p(Oui)=0.579
p(Non)=0.421
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=57.914
R31
R=53.979
R22
R=8.023
R21
R=31.756
R12
R=23.129
R11
R=6.126
Ces résultats permettent d’ores et déjà de tirer quelques conclusions concernant le système. Il est
possible de remarquer que certains défauts ont une forte probabilité d’occurrence (par exemple, le
défaut D3) et qu’aucune mesure de risque ne dépasse le seuil fixé (mesure supérieure à 75/100).
Figure IV.12: Résultats du traitement initial par les diagrammes d’influence.
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IV.3.3.2 Résultats du scénario « Déconstruction »
Le scénario « Déconstruction » correspond à l’arrivée d’un appareil pour être déconstruit.
L’objectif est de savoir dans quelle mesure le système que nous étudions pourra être réutilisé.
Comme nous l’avons décrit précédemment, à l’arrivée de l’avion, deux informations issues
des documents résumant la vie de l’appareil (livret de bord, compte-rendu de maintenance
. . . ) peuvent être introduites dans le modèle. Le système a subi un choc au sol (C13=Oui) et
l’entreprise qui s’est chargé de la maintenance est considérée comme produisant un travail de
mauvaise qualité (C22=Mauvaise). La figure IV.13 présente les résultats liés à ce cas de figure.
Nous identifions ici un mode de fonctionnement en pronostic où, à partir d’information sur
les causes, il est possible de déterminer l’état probable de la pièce sans l’avoir physiquement
inspectée. Les informations recueillies à ce stade permettent d’aider à la déconstruction en
signalant les problèmes potentiels aux personnes en charge de l’inspection de l’appareil.
Par la suite lors de l’inspection précédant le lancement de la déconstruction de l’appareil
par les techniciens de l’entreprise, un défaut de surface est détecté (P11=Oui). La figure IV.14
illustre cette nouvelle configuration et présente les nouveaux résultats qui lui sont associés.
Nous couplons l’utilisation du modèle en pronostic et en diagnostic « prédictif » pour déter-
miner la présence probable (ou non) d’une conséquence cachée lors de l’inspection. Cependant,
dans l’état actuel des connaissances du scénario, aucun des événements n’a une probabilité
d’occurrence suffisante pour déclencher une phase d’inspection complémentaire. Lorsque le dé-
cideur souhaite prendre la décision de lancer les tests de certification pour le système étudié,
cette modélisation lui permet de disposer de plusieurs informations concernant le niveau de
risque associé à chaque conséquence préalablement identifiée.
IV.3.3.3 Résultats du scénario « Maintenance »
Le scénario «Maintenance » correspond à une situation industrielle où un avion arrive pour
une visite de maintenance. Le modèle est utilisé principalement pour pratiquer des opérations
de diagnostic visant à identifier les causes les plus probables des défauts et/ou des conséquences
repérés durant les opérations de maintenance. Le second type d’utilisation correspond à une
opération de diagnostic « prédictif » et consiste à utiliser le modèle pour modifier la gamme
de maintenance en ajoutant de nouvelles opérations d’inspection pour vérifier la présence des
conséquences et/ou des défauts les plus probables.
A l’arrivée de l’avion, aucune connaissance n’est disponible (figure IV.15). Par la suite, lors
de l’inspection, la présence de deux conséquences est signalée. Un défaut de surface est visible
sur le système (P11=Oui) et il y a une décohésion d’une réparation précédente (P21=Oui). La
figure IV.15 présente les résultats intégrant ces nouvelles informations.
Dans le cadre d’une approche « diagnostic » visant à identifier les causes, il est possible de
constater que les deux causes les plus probables sont C12 (système soumis à un choc en vol) et
C13 (système soumis à un choc au sol). Il est nécessaire de signaler ces nouvelles informations
pour que le propriétaire de l’avion en tiennent compte dans sa politique de maîtrise des risques.
Dans le cadre d’une approche « diagnostic prédictif », il est possible de noter que certaines
conséquences ont des mesures de risque très proches du seuil défini au préalable. Il convient
alors d’ajuster la gamme de maintenance pour ajouter les tâches d’inspection (si elles ne sont
pas déjà programmées) sur le système à la recherche de ces défauts ou de la conséquence.
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Résultats du traitement par les diagrammes d’influence après l’ajout des
connaissances initiales du scénario « Déconstruction » :
C11
p(Oui)=0.076
p(Non)=0.924
C12
p(Oui)=0.165
p(Non)=0.835
C13
p(Oui)=1.000
p(Non)=0.000
C21
p(Oui)=0.025
p(Non)=0.975
C22
p(Bonne)=0.000
p(Mauvaise)=1.000
D11
p(Oui)=0.471
p(Non)=0.529
D12
p(Oui)=0.395
p(Non)=0.605
D21
p(Oui)=0.474
p(Non)=0.526
D22
p(Oui)=0.315
p(Non)=0.685
D1
p(Oui)=0.664
p(Non)=0.336
D2
p(Oui)=0.638
p(Non)=0.362
P11
p(Oui)=0.518
p(Non)=0.482
P12
p(Oui)=0.528
p(Non)=0.472
P21
p(Oui)=0.583
p(Non)=0.417
P22
p(Oui)=0.440
p(Non)=0.560
D31
p(Oui)=0.733
p(Non)=0.267
D32
p(Oui)=0.649
p(Non)=0.351
D3
p(Oui)=0.827
p(Non)=0.173
P31
p(Oui)=0.558
p(Non)=0.442
P32
p(Oui)=0.630
p(Non)=0.370
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=62.996
R31
R=55.846
R22
R=8.805
R21
R=34.972
R12
R=31.671
R11
R=10.359
L’introduction de ces nouvelles connaissances (C13=Oui et C22=Oui) induit une modification des
probabilités d’occurrence des différents événements. Nous notons une légère augmentation des
différentes mesures de risque causée par l’augmentation des probabilités d’occurrence des différents
événements.
Figure IV.13: Résultats du traitement par les diagrammes d’influence après l’ajout des
connaissances initiales du scénario « Déconstruction ».
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Résultats du traitement par les diagrammes d’influence après l’ajout des
connaissances additionnelles du scénario « Déconstruction » :
C11
p(Oui)=0.109
p(Non)=0.891
C12
p(Oui)=0.219
p(Non)=0.781
C13
p(Oui)=1.000
p(Non)=0.000
C21
p(Oui)=0.025
p(Non)=0.975
C22
p(Bonne)=0.000
p(Mauvaise)=1.000
D11
p(Oui)=0.691
p(Non)=0.309
D12
p(Oui)=0.579
p(Non)=0.421
D21
p(Oui)=0.474
p(Non)=0.526
D22
p(Oui)=0.315
p(Non)=0.685
D1
p(Oui)=0.973
p(Non)=0.027
D2
p(Oui)=0.638
p(Non)=0.362
P11
p(Oui)=1.000
p(Non)=0.000
P12
p(Oui)=0.677
p(Non)=0.323
P21
p(Oui)=0.583
p(Non)=0.417
P22
p(Oui)=0.440
p(Non)=0.560
D31
p(Oui)=0.769
p(Non)=0.231
D32
p(Oui)=0.711
p(Non)=0.289
D3
p(Oui)=0.875
p(Non)=0.125
P31
p(Oui)=0.571
p(Non)=0.429
P32
p(Oui)=0.664
p(Non)=0.336
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=66.379
R31
R=57.088
R22
R=8.805
R21
R=34.972
R12
R=40.630
R11
R=20
Cette information supplémentaire (P11=Oui) entraîne également une augmentation des probabilités
d’occurrence des différents événements et donc des mesures de risques qui leurs sont associées.
Figure IV.14: Résultats du traitement par les diagrammes d’influence après l’ajout des
connaissances additionnelles du scénario « Déconstruction ».
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Résultats du traitement par les diagrammes d’influence après l’ajout des
connaissances du scénario « Maintenance » :
C11
p(Oui)=0.186
p(Non)=0.814
C12
p(Oui)=0.357
p(Non)=0.643
C13
p(Oui)=0.544
p(Non)=0.456
C21
p(Oui)=0.063
p(Non)=0.937
C22
p(Bonne)=0.902
p(Mauvaise)=0.098
D11
p(Oui)=0.647
p(Non)=0.353
D12
p(Oui)=0.621
p(Non)=0.379
D21
p(Oui)=0.249
p(Non)=0.751
D22
p(Oui)=0.789
p(Non)=0.211
D1
p(Oui)=0.916
p(Non)=0.084
D2
p(Oui)=0.915
p(Non)=0.085
P11
p(Oui)=1.000
p(Non)=0.000
P12
p(Oui)=0.649
p(Non)=0.351
P21
p(Oui)=1.000
p(Non)=0.000
P22
p(Oui)=0.591
p(Non)=0.409
D31
p(Oui)=0.888
p(Non)=0.112
D32
p(Oui)=0.780
p(Non)=0.220
D3
p(Oui)=0.980
p(Non)=0.020
P31
p(Oui)=0.599
p(Non)=0.401
P32
p(Oui)=0.740
p(Non)=0.260
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=73.991
R31
R=59.883
R22
R=11.829
R21
R=60
R12
R=38.954
R11
R=20
Ces informations supplémentaires (P11=Oui et P21=Oui) entraînent, par rapport au traitement
initial, une augmentation des probabilités d’occurrence des différents événements et donc des mesures
de risques qui leurs sont associées. Par exemple, il est possible de remarquer que les trois défauts
(D1, D2, D3) ont des probabilités d’occurrences supérieures à 90%.
Figure IV.15: Résultats du traitement par les diagrammes d’influence après l’ajout des
connaissances du scénario « Maintenance ».
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IV.4 Modélisation du cas d’étude par les approches
optimistes et pessimistes
La deuxième méthode de modélisation du cas d’étude est également basée sur les dia-
grammes d’influence. De façon à pouvoir comparer les résultats avec l’approche précédente,
nous utilisons les mêmes outils informatiques, c’est-à-dire le logiciel MATLAB avec la boite à
outils FullBNT, pour la construction du réseau et les mécanismes de propagation. En ce qui
concerne la formalisation et la fusion des connaissances au moyen des fonctions de croyance,
nous utilisons également MATLAB et la boite à outils Only Möbius Transform développée par
Smets [Smets, 2002]. Le réseau et les différents événements qui le composent utilisent les mêmes
variables que précédemment. Les différences entre ces deux premières modélisations résident
dans la formalisation et la fusion des connaissances, puisque la théorie des fonctions de croyance
est utilisée pour ces deux phases. La théorie des probabilités est utilisée uniquement pour la
phase de traitement dans le réseau. Cette manière de procéder permet d’obtenir des résultats
différents et plus informatifs que dans le cas précédent.
Dans cette partie, nous présentons, dans un premier temps, les principes de formalisation
des avis issus de la base de données statistique et de l’expert à l’aide de fonctions de croyance.
Par la suite, nous décrivons la fusion de ces informations en utilisant la règle de combinaison
conjonctive prudente. Pour finir, nous abordons succinctement la phase de traitement, identique
au cas précédent et nous détaillons les résultats obtenus pour les deux scénarios.
IV.4.1 Formalisation des connaissances
Le principe de cette méthode de modélisation du cas d’étude nécessite l’utilisation de
la théorie des fonctions de croyance pour formaliser la connaissance. Les avis exprimant la
connaissance de l’expert et de la base de données sont obtenus dans des formes qui ne sont
pas directement compatibles. Il est donc nécessaire de les transformer en fonctions de croyance
pour qu’ils partagent un même formalisme et puissent ainsi être fusionnés.
Comme nous l’avons vu précédemment, la connaissance experte est exprimée sous forme de
probabilités subjectives. La conversion de ces probabilités subjectives en fonctions de croyance
est réalisée au moyen de la transformation pignistique inverse (partie III.2.1.2 - La transforma-
tion pignistique inverse). La transformation pignistique inverse permet d’obtenir la distribution
de masse de croyance la moins informative au sens du Principe du Minimum d’Informations
(partie III.2.1.2 - Le Principe du Minimum d’Information (PMI)). La transformation pignis-
tique (partie II.2.1.2 - Aspect décisionnel) de cette distribution de masses de croyance doit
permettre d’obtenir la distribution de probabilités subjectives initiale. La figure IV.16 présente
les résultats de la transformation pignistique inverse pour les événements C11, P11 et D21.
Il convient maintenant d’intégrer la notion de fiabilité de l’expert à chacune des distribu-
tions de masses résultantes de la transformation pignistique inverse. Pour cela, il suffit d’utiliser
l’opération d’affaiblissement (partie III.2.1.3 - Introduction du niveau de confiance dans l’avis
de l’expert) en employant le coefficient de fiabilité de 0,9 fourni par l’expert. Le tableau IV.7
montre le résultat de cette opération sur la distribution de masse associée à l’événement C11.
En ce qui concerne la connaissance statistique, les fonctions de croyance prédictives per-
mettent de construire des distributions de masses de croyance à partir de l’extraction statistique
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Application de la transformation pignistique inverse pour le cas d’étude
Les distributions de probabilités subjectives pour les événements C11, P11 et D21 du cas d’étude
sont :
Après la transformation pignistique inverse, les distributions de masses de croyance associées à
ces mêmes événements sont :
La fonction de croyance associée à chaque distribution de probabilités subjectives est calculée
au moyen de la formule de la transformation pignistique inverse présentée précédemment (partie
III.2.1.2). Par exemple, pour l’événement C11, le calcul est :
mC11 ({Non}) = ∣{Non}∣ × (BetPC11 ({Non}) −BetPC11 ({Oui}))= 1 × (0,95 − 0,05) = 0,9
mC11 ({Oui, Non}) = ∣{Oui}∣ × (BetPC11 ({Oui}) − 0)= 2 × 0,05 = 0,1
Pour les distributions de masses de croyance conditionnelles, lorsqu’il faut déterminer la distri-
bution de masse de croyance pour les cas où les sous-ensembles du cadre de discernement des parents
qui ne sont pas des singletons, il suffit d’utiliser la règle de combinaison disjonctive (partie III.3.2.2)
pour fusionner les distributions de masses de croyance des singletons appartenant au sous-ensemble
étudié. Par exemple, pour l’événement D21, pour trouver la distribution de masses de croyance dans
le cas où C21={Oui} et C22={Bonne, Mauvaise}, il suffit de fusionner la distribution de masses de
croyance dans le cas où C21={Oui} et C22={Bonne} avec la distribution dans le cas où C21={Oui}
et C22={Mauvaise} :
mD21 [C21 = {Oui} , C22 = {Bon., Mau.}] ({Oui})=mD21 [C21 = {Oui} , C22 = {Bon.}] ({Oui}) ×mD21 [C21 = {Oui} , C22 = {Mau.}] ({Oui})= 0,6 × 0,9 = 0,54
Figure IV.16: Transformation de l’avis d’expert en fonctions de croyance.
Distribution initiale Distribution affaiblie
C11
Oui 0 0
Non 0,9 0,81
Oui,Non 0,1 0,19
Tableau IV.7: Affaiblissement sur la distribution de masses de croyance de l’événement C11.
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issue de la base de données. Comme dans le cas précédent, cette extraction est réalisée au moyen
de mécanismes de comptage conditionnel permettant de déterminer le nombre de cas dans la
base de données représentant chaque possibilité pour tous les nœuds du réseau. Ensuite, il suffit
d’appliquer les formules associées aux fonctions de croyance prédictives (partie III.2.2 - Connais-
sance statistique) pour déterminer les distributions de masses de croyance relatives à chacun
des nœuds (ou variables) du réseau. La figure IV.17 illustre ce principe sur les événements C11,
P11 et D21.
Comme nous l’avons vu dans le chapitre précédent, les fonctions de croyance prédictives
prennent en compte la fiabilité selon la quantité de données disponibles (figure III.10). Par
conséquent, il n’est pas nécessaire d’ajouter une étape d’affaiblissement à ce résultat.
Nous disposons donc de deux distributions de masses de croyance par variable représentant
la connaissance experte et la connaissance statistique. Il est maintenant possible de fusionner
ces masses de croyance. Cette étape de fusion fait l’objet de la partie suivante.
IV.4.2 Fusion des connaissances
L’étape de fusion des connaissances consiste à combiner les deux distributions de masses
de croyance représentant l’avis de l’expert et de la base de données statistique en une seule
distribution de masse. Comme nous l’avons vu précédemment (partie III.3.2.5 - Synthèse sur
les règles de combinaison), la règle de combinaison conjonctive prudente a été choisie pour
réaliser cette fusion.
Cette règle de combinaison nécessite la transformation de chaque distribution de masses
de croyance mΩ sous la forme d’une distribution de poids wΩ. Ensuite, la fusion est réalisée
en utilisant l’opérateur t-norme « minimum », c’est-à-dire en comparant les poids pour chaque
sous-ensemble et en choisissant le plus petit. Pour finir, chaque distribution de poids résultante
est transformée en distribution de masse de croyance. Le tableau IV.8 illustre l’utilisation de
cette règle de combinaison pour l’événement C11.
∅ {Oui} {Non} {Oui,Non}
mC11
Expert
0 0 0,81 0,19
mC11
Stat
0 0,032 0,581 0,387
wC11
Expert
1 1 0,19 1
wC11
Stat
1,045 0,928 0,401 1
wC11
Expert ∧©Stat 1 0,928 0,19 1
mC11
Expert ∧©Stat 0,058 0,014 0,752 0,176
Tableau IV.8: Fusion des connaissances expertes et statistiques pour l’événement C11.
Il est possible de remarquer l’apparition d’une masse affectée à l’ensemble vide. Comme
nous l’avons décrit précédemment, cette masse représente le conflit entre les sources d’informa-
tion (partie III.3.1 - Conflit entre les sources d’information). Ce conflit peut être intéressant
pour l’utilisateur au moment de la décision, cette valeur doit donc être conservée pour figu-
rer dans les indicateurs finaux (partie III.23 - Indicateur de conflit.). Cette information sur le
conflit, malgré son intérêt final, peut poser problème lors du traitement de l’information repré-
sentée par la distribution de masses de croyance concernée, car elle peut devenir l’information
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Application du principe des fonctions de croyance prédictives au cas d’étude
Les résultats du comptage conditionnel pour les événements C11, P11 et D21 du cas d’étude
sont :
A partir de ces résultats, nous pouvons calculer les bornes inférieures des intervalles de confiance
simultanés de Goodman. Il n’est pas nécessaire de calculer les bornes supérieures car toutes les
variables n’ont que deux états possibles, par conséquent ces bornes supérieures ne seront pas utilisées
(partie III.2.2 - Connaissance statistique). Les résultats obtenus pour ce calcul sont donc :
Le détail du calcul des bornes inférieures des intervalles de confiance simultanées de Goodman
pour l’événement C11=Non est le suivant :
n = 15, NC11=Non = 13, b = χ21− αK (1) = χ20,975 (1) = 5,0239
et ∆C11=Non = b (b + 4NC11=Non(n−NC11=Non)n )
P −1 = b+2NC11=Non−√∆C11=Non2(n+b) = 0,581
À partir de ces résultats, il est possible de déterminer les distributions de masses de croyance
associées à chaque événement. Il est important de noter que lorsqu’il n’y a aucune information
disponible, l’ensemble de la masse est affectée au cadre de discernement complet, comme par exemple,
pour D21 conditionnellement à C21=Oui et C22=Mauvaise. Les tableaux ci-dessous présentent les
distributions de masses résultant de cette opération :
Voici le détail du calcul de la distribution de masses de croyance pour la variable C11 :
mC11 ({Oui}) = P −C11=Oui = 0,032
mC11 ({Non}) = P −C11=Non = 0,581
mC11 ({Oui, Non}) = 1 − P −C11=Oui − P −C11=Non = 0,387
Figure IV.17: Transformation de l’avis statistique en fonctions de croyance.
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dominante en cas de nombreuses fusions. Il est possible, par conséquent, de normaliser la dis-
tribution de masses de croyance résultant de la fusion pour éviter ce phénomène (partie III.3.3
- Normalisation des fonctions de croyance résultantes). Le tableau IV.9 présente le résultat de
la normalisation sur la distribution de masses de croyance associée à l’événement C11.
∅ {Oui} {Non} {Oui,Non}
mC11
Expert ∧©Stat 0,058 0,014 0,752 0,176
mC11∗ 0 0,015 0,798 0,187
Tableau IV.9: Normalisation de la distribution de masse de croyance associée à C11.
L’étape suivante consiste à formaliser les distributions de masses de croyance résultantes
de manière à pouvoir les intégrer dans le réseau bayésien. Les approches optimistes et pessi-
mistes que nous proposons ici consistent à utiliser respectivement la crédibilité et la plausibilité
(partie II.2.1.2 - Transformations applicables à la distribution de masse de croyance) de chaque
événement négatif en tant que probabilité dans le réseau bayésien. La figure IV.18 explique la
construction des distributions de probabilités optimiste et pessimiste à partir de la distribution
de masses de croyance associée à l’événement C11.
Figure IV.18: Construction des probabilités pour les approches pessimistes et optimistes.
Dans le cas de l’approche optimiste, il suffit de calculer la distribution de crédibilités,
qui représente la croyance minimum dans les différents états possibles d’une variable, associée
à un événement puis d’utiliser la valeur de la crédibilité affectée au singleton représentant
l’occurrence de l’événement en tant que valeur de la probabilité de ce même singleton. Pour
finir, la valeur affectée au second singleton est calculée pour construire une distribution de
probabilités valide (c’est-à-dire dont la somme de toutes les probabilités doit être égale à un).
Il faut noter que cette méthode n’est utilisable que pour des variables binaires (ayant deux
états possibles). Dans le cas pessimiste, la démarche est la même en remplaçant la distribution
de crédibilités par la distribution de plausibilité qui représente la croyance maximum dans
les différents états possibles d’une variable. Le tableau IV.10 présente les résultats de cette
manipulation sur l’exemple plus complexe de l’événement P11 pour le cas pessimiste.
Les différentes distributions de probabilités ainsi obtenues sont ensuite introduites dans des
diagrammes d’influence pour être traitées. Dans notre cas, il faut deux diagrammes d’influence
pour traiter le cas optimiste, utilisant les probabilités construites à partir de la crédibilité, et le
cas pessimiste, utilisant les probabilités construites à partir de la plausibilité. La partie suivante
décrit cette étape de traitement et les résultats obtenus.
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Tableau IV.10: Construction de la distribution de probabilités pessimiste pour l’événement
P11.
IV.4.3 Traitement du modèle et résultats obtenus
L’étape de traitement du modèle suit exactement le même processus que l’approche pré-
cédente (partie IV.3.2 - Traitement du modèle). En effet, le diagramme d’influence utilisé et
les scénarios étudiés sont les mêmes. Les seules différences résident dans les valeurs fournies
en entrée qui résultent de l’étape de fusion avec les fonctions de croyance et dans le fait que
cette deuxième approche nécessite deux réseaux différents pour traiter les cas pessimistes et
optimistes.
En ce qui concerne les résultats, nous allons organiser notre présentation comme dans le
cas de l’approche précédente. Nous commencerons donc par les résultats avant la simulation
des deux scénarios puis nous décrirons les résultats pour chaque scénario. Il faut noter que la
symbolique de représentation des nœuds est la même que celle utilisée précédemment (figure
IV.26).
IV.4.3.1 Résultats pré-scénario
De la même manière que pour la méthode utilisant les diagrammes d’influence, la figure
IV.19 présente les résultats du modèle avant l’introduction des connaissances liées à un scénario.
La disparité importante entre les résultats des cas optimiste et pessimiste peut s’expliquer
par le fait que les fonctions de croyance que nous avons utilisées pour formaliser et fusionner
les informations initiales traduisent l’ignorance par l’affectation d’une masse sur l’ensemble
du cadre de discernement. Lorsque les distributions de probabilités sont construites à partir
des fonctions de croyance, cette masse représentant l’ignorance est soit totalement affectée au
singleton signifiant l’occurrence de l’événement par l’utilisation de la plausibilité (c’est le pire cas
possible) soit totalement affectée au singleton signifiant la non-occurrence de l’événement par
l’utilisation de la crédibilité (c’est le meilleur cas possible). Étant donné que nous ne disposons
pas de beaucoup de données statistiques, la masse affectée à l’ignorance est importante et la
différence entre crédibilité et plausibilité croît avec l’ignorance. Par conséquent, nous identifions
ici une des limites de cette méthode qui ne s’accommode pas bien de l’ignorance qui rend
les résultats peu concluants car la différence entre les cas optimiste et pessimiste est trop
importante pour permettre de tirer des conclusions utiles à la prise de décision. Cependant
ce modèle présente tout de même un intérêt lorsque le système est mieux connu comme nous
allons le voir par la suite en ajoutant des connaissances précises dans le modèle.
Il faut noter également que cette modélisation nous permet d’obtenir également un indica-
teur du conflit lié à l’utilisation des fonctions de croyance. Les résultats concernant cet indicateur
étant exactement les mêmes que pour la modélisation utilisant les réseaux évidentiels dirigés,
nous les présenterons en même temps que les résultats associés à cette modélisation.
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Résultats du traitement initial par les méthodes optimistes et pessimistes :
C11
p(Oui)=0.015
p(Non)=0.985
C12
p(Oui)=0.049
p(Non)=0.951
C13
p(Oui)=0.100
p(Non)=0.900
C21
p(Oui)=0.007
p(Non)=0.993
C22
p(Bonne)=0.970
p(Mauvaise)=0.030
D11
p(Oui)=0.030
p(Non)=0.970
D12
p(Oui)=0.022
p(Non)=0.978
D21
p(Oui)=0.006
p(Non)=0.994
D22
p(Oui)=0.035
p(Non)=0.965
D1
p(Oui)=0.040
p(Non)=0.960
D2
p(Oui)=0.039
p(Non)=0.961
P11
p(Oui)=0.032
p(Non)=0.968
P12
p(Oui)=0.029
p(Non)=0.971
P21
p(Oui)=0.027
p(Non)=0.973
P22
p(Oui)=0.029
p(Non)=0.971
D31
p(Oui)=0.056
p(Non)=0.944
D32
p(Oui)=0.055
p(Non)=0.945
D3
p(Oui)=0.072
p(Non)=0.928
P31
p(Oui)=0.127
p(Non)=0.873
P32
p(Oui)=0.035
p(Non)=0.965
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=3.477
R31
R=12.732
R22
R=0.577
R21
R=1.641
R12
R=1.712
R11
R=0.635
(a) Cas optimiste
C11
p(Oui)=0.202
p(Non)=0.798
C12
p(Oui)=0.401
p(Non)=0.599
C13
p(Oui)=0.554
p(Non)=0.446
C21
p(Oui)=0.231
p(Non)=0.769
C22
p(Bonne)=0.611
p(Mauvaise)=0.389
D11
p(Oui)=0.725
p(Non)=0.275
D12
p(Oui)=0.732
p(Non)=0.268
D21
p(Oui)=0.632
p(Non)=0.368
D22
p(Oui)=0.628
p(Non)=0.372
D1
p(Oui)=0.815
p(Non)=0.185
D2
p(Oui)=0.791
p(Non)=0.209
P11
p(Oui)=0.794
p(Non)=0.206
P12
p(Oui)=0.758
p(Non)=0.242
P21
p(Oui)=0.845
p(Non)=0.155
P22
p(Oui)=0.756
p(Non)=0.244
D31
p(Oui)=0.966
p(Non)=0.034
D32
p(Oui)=0.958
p(Non)=0.042
D3
p(Oui)=0.981
p(Non)=0.019
P31
p(Oui)=0.816
p(Non)=0.184
P32
p(Oui)=0.967
p(Non)=0.033
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=96.689
R31
R=81.560
R22
R=15.121
R21
R=50.728
R12
R=45.484
R11
R=15.885
(b) Cas pessimiste
Il est possible de constater une différence importante entre deux cas. Par exemple, la mesure de risque associée à l’événement P32 est de
3,147 dans le cas optimiste et de 96,689 dans le cas pessimiste.
Figure IV.19: Résultats du traitement initial par les méthodes optimistes et pessimistes.
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IV.4.3.2 Résultats du scénario « Déconstruction »
Dans le scénario « Déconstruction », la première étape consiste à intégrer les connais-
sances liées à l’occurrence des événements C13 et C22. La figure IV.20 présente les résultats du
traitement en tenant compte de ces nouvelles connaissances.
L’introduction de ces nouvelles connaissances induit une modification des probabilités d’oc-
currence des différents événements similaire à celle constatée en utilisant la méthode précédente.
Les résultats sont donc cohérents par rapport à l’évolution attendue des probabilités d’occur-
rence des événements et de leur mesure de risque. De plus, nous remarquons une diminution
de l’écart entre les versions optimiste et pessimiste qui semble liée à l’ajout de connaissances
certaines dans le modèle réduisant de ce fait la part d’ignorance dans les résultats.
Par la suite,un défaut de surface est détecté (P11=Oui). Cette connaissance supplémentaire
est introduite dans le réseau et l’étape de traitement est relancée. La figure IV.21 illustre cette
nouvelle configuration et présente les nouveaux résultats qui lui sont associés.
L’ajout de ces nouvelles connaissances permet de constater que l’évolution du modèle est
toujours cohérente avec le comportement attendu et que l’écart entre les versions optimiste et
pessimiste a encore diminué confirmant ainsi l’hypothèse identifiant l’ignorance comme étant la
cause principale de cet écart. Grâce aux méthodes optimiste et pessimiste, le décideur dispose
d’informations concernant le pire et le meilleur des cas pour prendre la décision concernant le
lancement des tests de recertification. Pour prendre sa décision, il peut choisir l’un des modèles
selon son ressenti personnel concernant le système étudié. Une autre méthode peut consister à
faire une moyenne entre les résultats pour obtenir une valeur unique. Cette moyenne pouvant
également être pondérée selon le ressenti du décideur pour privilégier une des deux séries de
résultats.
IV.4.3.3 Résultats du scénario « Maintenance »
Comme dans l’approche précédente, le décideur peut mener plusieurs types de raisonne-
ment avec les résultats obtenus (diagnostic et diagnostic « prédictif »). La figure IV.22 présente
les résultats de ce scénario après l’ajout des connaissances obtenues durant la maintenance.
Comme dans le cas du scénario « Déconstruction », il est possible de constater que l’évo-
lution des résultats est cohérente avec ceux obtenus par la méthode intégralement probabiliste.
Cependant, les écarts entre les cas optimiste et pessimiste sont toujours importants et rendent
les résultats difficilement exploitables.
IV.5 Modélisation du cas d’étude par les réseaux évidentiels
dirigés
La dernière méthode de modélisation du cas d’étude est basée sur les réseaux évidentiels
dirigés. D’un point de vue pratique, nous utilisons le logiciel MATLAB et la boite à outils
Only Möbius Transform pour les aspects formalisation et fusion des connaissances. En ce qui
concerne les mécanismes de propagation, nous n’avons pas trouvé d’outil adapté à nos besoins.
Nous avons donc choisi de développer un outil utilisant les mécanismes de propagation intro-
duits par Smets [Smets, 1993] pour des raisons liées à la simplicité de mise en œuvre (par
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Résultats du traitement par les méthodes optimistes et pessimistes après l’ajout des connaissances initiales du
scénario « Déconstruction » :
C11
p(Oui)=0.015
p(Non)=0.985
C12
p(Oui)=0.049
p(Non)=0.951
C13
p(Oui)=1.000
p(Non)=0.000
C21
p(Oui)=0.007
p(Non)=0.993
C22
p(Bonne)=0.000
p(Mauvaise)=1.000
D11
p(Oui)=0.094
p(Non)=0.906
D12
p(Oui)=0.030
p(Non)=0.970
D21
p(Oui)=0.082
p(Non)=0.918
D22
p(Oui)=0.006
p(Non)=0.994
D1
p(Oui)=0.107
p(Non)=0.893
D2
p(Oui)=0.083
p(Non)=0.917
P11
p(Oui)=0.066
p(Non)=0.934
P12
p(Oui)=0.050
p(Non)=0.950
P21
p(Oui)=0.059
p(Non)=0.941
P22
p(Oui)=0.043
p(Non)=0.957
D31
p(Oui)=0.099
p(Non)=0.901
D32
p(Oui)=0.097
p(Non)=0.903
D3
p(Oui)=0.121
p(Non)=0.879
P31
p(Oui)=0.132
p(Non)=0.868
P32
p(Oui)=0.058
p(Non)=0.942
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=5.801
R31
R=13.221
R22
R=0.852
R21
R=3.541
R12
R=2.999
R11
R=1.310
(a) Cas optimiste
C11
p(Oui)=0.202
p(Non)=0.798
C12
p(Oui)=0.401
p(Non)=0.599
C13
p(Oui)=1.000
p(Non)=0.000
C21
p(Oui)=0.231
p(Non)=0.769
C22
p(Bonne)=0.000
p(Mauvaise)=1.000
D11
p(Oui)=0.884
p(Non)=0.116
D12
p(Oui)=0.862
p(Non)=0.138
D21
p(Oui)=0.936
p(Non)=0.064
D22
p(Oui)=0.781
p(Non)=0.219
D1
p(Oui)=0.977
p(Non)=0.023
D2
p(Oui)=0.982
p(Non)=0.018
P11
p(Oui)=0.926
p(Non)=0.074
P12
p(Oui)=0.905
p(Non)=0.095
P21
p(Oui)=0.974
p(Non)=0.026
P22
p(Oui)=0.889
p(Non)=0.111
D31
p(Oui)=0.990
p(Non)=0.010
D32
p(Oui)=0.987
p(Non)=0.013
D3
p(Oui)=0.999
p(Non)=0.001
P31
p(Oui)=0.818
p(Non)=0.182
P32
p(Oui)=0.981
p(Non)=0.019
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=98.094
R31
R=81.800
R22
R=17.786
R21
R=58.427
R12
R=54.319
R11
R=18.530
(b) Cas pessimiste
Nous remarquons que la différence toujours importante entre deux cas diminue tout de même par rapport aux résultats avant l’ajout de
connaissances.
Figure IV.20: Résultats du traitement par les méthodes optimistes et pessimistes après l’ajout des connaissances initiales du scénario
« Déconstruction ». 14
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Résultats du traitement par les méthodes optimistes et pessimistes après l’ajout des connaissances additionnelles
du scénario « Déconstruction » :
C11
p(Oui)=0.114
p(Non)=0.886
C12
p(Oui)=0.221
p(Non)=0.779
C13
p(Oui)=1.000
p(Non)=0.000
C21
p(Oui)=0.007
p(Non)=0.993
C22
p(Bonne)=0.000
p(Mauvaise)=1.000
D11
p(Oui)=0.729
p(Non)=0.271
D12
p(Oui)=0.234
p(Non)=0.766
D21
p(Oui)=0.082
p(Non)=0.918
D22
p(Oui)=0.006
p(Non)=0.994
D1
p(Oui)=0.836
p(Non)=0.164
D2
p(Oui)=0.083
p(Non)=0.917
P11
p(Oui)=1.000
p(Non)=0.000
P12
p(Oui)=0.281
p(Non)=0.719
P21
p(Oui)=0.059
p(Non)=0.941
P22
p(Oui)=0.043
p(Non)=0.957
D31
p(Oui)=0.290
p(Non)=0.710
D32
p(Oui)=0.289
p(Non)=0.711
D3
p(Oui)=0.332
p(Non)=0.668
P31
p(Oui)=0.153
p(Non)=0.847
P32
p(Oui)=0.159
p(Non)=0.841
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=15.916
R31
R=15.349
R22
R=0.852
R21
R=3.541
R12
R=16.870
R11
R=20
(a) Cas optimiste
C11
p(Oui)=0.206
p(Non)=0.794
C12
p(Oui)=0.409
p(Non)=0.591
C13
p(Oui)=1.000
p(Non)=0.000
C21
p(Oui)=0.231
p(Non)=0.769
C22
p(Bonne)=0.000
p(Mauvaise)=1.000
D11
p(Oui)=0.902
p(Non)=0.098
D12
p(Oui)=0.879
p(Non)=0.121
D21
p(Oui)=0.936
p(Non)=0.064
D22
p(Oui)=0.781
p(Non)=0.219
D1
p(Oui)=0.997
p(Non)=0.003
D2
p(Oui)=0.982
p(Non)=0.018
P11
p(Oui)=1.000
p(Non)=0.000
P12
p(Oui)=0.923
p(Non)=0.077
P21
p(Oui)=0.974
p(Non)=0.026
P22
p(Oui)=0.889
p(Non)=0.111
D31
p(Oui)=0.990
p(Non)=0.010
D32
p(Oui)=0.987
p(Non)=0.013
D3
p(Oui)=0.999
p(Non)=0.001
P31
p(Oui)=0.818
p(Non)=0.182
P32
p(Oui)=0.981
p(Non)=0.019
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=98.113
R31
R=81.803
R22
R=17.786
R21
R=58.427
R12
R=55.389
R11
R=20
(b) Cas pessimiste
Nous constatons que la différence entre deux cas a encore diminué par rapport à l’étape de traitement précédente.
Figure IV.21: Résultats du traitement par les méthodes optimistes et pessimistes après l’ajout des connaissances additionnelles du
scénario « Déconstruction ».147
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Résultats du traitement par les méthodes optimistes et pessimistes après l’ajout des connaissances du scénario
« Maintenance » :
C11
p(Oui)=0.233
p(Non)=0.767
C12
p(Oui)=0.282
p(Non)=0.718
C13
p(Oui)=0.206
p(Non)=0.794
C21
p(Oui)=0.141
p(Non)=0.859
C22
p(Bonne)=0.935
p(Mauvaise)=0.065
D11
p(Oui)=0.476
p(Non)=0.524
D12
p(Oui)=0.350
p(Non)=0.650
D21
p(Oui)=0.151
p(Non)=0.849
D22
p(Oui)=0.900
p(Non)=0.100
D1
p(Oui)=0.637
p(Non)=0.363
D2
p(Oui)=1.000
p(Non)=0.000
P11
p(Oui)=1.000
p(Non)=0.000
P12
p(Oui)=0.218
p(Non)=0.782
P21
p(Oui)=1.000
p(Non)=0.000
P22
p(Oui)=0.325
p(Non)=0.675
D31
p(Oui)=0.828
p(Non)=0.172
D32
p(Oui)=0.805
p(Non)=0.195
D3
p(Oui)=0.965
p(Non)=0.035
P31
p(Oui)=0.217
p(Non)=0.783
P32
p(Oui)=0.463
p(Non)=0.537
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=46.316
R31
R=21.746
R22
R=6.500
R21
R=60
R12
R=13.077
R11
R=20
(a) Cas optimiste
C11
p(Oui)=0.240
p(Non)=0.760
C12
p(Oui)=0.477
p(Non)=0.523
C13
p(Oui)=0.646
p(Non)=0.354
C21
p(Oui)=0.269
p(Non)=0.731
C22
p(Bonne)=0.552
p(Mauvaise)=0.448
D11
p(Oui)=0.862
p(Non)=0.138
D12
p(Oui)=0.871
p(Non)=0.129
D21
p(Oui)=0.737
p(Non)=0.263
D22
p(Oui)=0.733
p(Non)=0.267
D1
p(Oui)=0.970
p(Non)=0.030
D2
p(Oui)=0.922
p(Non)=0.078
P11
p(Oui)=1.000
p(Non)=0.000
P12
p(Oui)=0.899
p(Non)=0.101
P21
p(Oui)=1.000
p(Non)=0.000
P22
p(Oui)=0.848
p(Non)=0.152
D31
p(Oui)=0.992
p(Non)=0.008
D32
p(Oui)=0.988
p(Non)=0.012
D3
p(Oui)=1.000
p(Non)=0.000
P31
p(Oui)=0.818
p(Non)=0.182
P32
p(Oui)=0.982
p(Non)=0.018
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
R=98.194
R31
R=81.817
R22
R=16.956
R21
R=60
R12
R=53.936
R11
R=20
(b) Cas pessimiste
Il est intéressant de constater que dans le cadre d’une démarche de « diagnostic » visant à identifier les causes du problème, les résultats
diffèrent selon l’approche employée. La vision optimiste définit la cause C12 comme étant la plus probable alors que la version pessimiste
indique la cause C13. Dans le cadre de la démarche de « diagnostic prédictif », les résultats sont en accord entre les deux versions pour ce qui
est du classement des conséquences par ordre de probabilité d’occurrence.
Figure IV.22: Résultats du traitement par les méthodes optimistes et pessimistes après l’ajout des connaissances du scénario
« Maintenance ». 1
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rapport aux méthodes alternatives, telles que les arbres de jonctions). Cet outil a été déve-
loppé en Ruby 1 en collaboration avec Éric REUBREZ, ingénieur informatique au Centre de
Ressources et de Compétences « Ingénierie de la Décision et de la Communication pour l’En-
treprise » (CRC-IDCE) de l’École Nationale d’Ingénieurs de Tarbes. Le réseau et les différents
événements qui le composent utilisent les mêmes variables que précédemment. La formalisation
et la fusion des connaissances sont réalisées de la même manière que pour l’approche précédente,
la seule différence étant que les fonctions de croyance sont traitées sans modification dans le
réseau évidentiel (elles ne sont plus transformées en distributions de probabilités à l’aide de la
crédibilité et de la plausibilité).
Dans cette partie, nous rappelons rapidement les principes de formalisation et de fusion des
connaissances utilisés dans l’approche précédente. En effet, ils sont similaires à ceux employés
pour cette approche. Par la suite, nous décrivons les mécanismes de traitement mis en œuvre
pour implémenter le réseau évidentiel dirigé. Nous détaillons ensuite les résultats obtenus pour
les deux scénarios et présentons quelques observations que nous avons faites concernant le
comportement de l’outil en fonction de la taille du problème.
IV.5.1 Formalisation et fusion des connaissances
Comme dans l’approche précédente (parties IV.4.1 - Formalisation des connaissances et
IV.4.2 - Fusion des connaissances), nous utilisons la théorie des fonctions de croyances pour
formaliser et fusionner les avis d’experts et les statistiques issues de la base de données.
Les avis d’experts sont exprimés sous la forme de probabilités subjectives et transformés
en fonctions de croyance au moyen de la transformation pignistique inverse. Les statistiques
sont extraites de la base de données par les algorithmes de comptage conditionnels décrits
précédemment et transformées en fonctions de croyance en utilisant les fonctions de croyance
prédictives. La fusion des avis d’experts et des statistiques est effectuée à l’aide de la règle de
combinaison conjonctive prudente (CCRC). Pour finir les distributions de masses de croyance
résultant de la fusion sont introduites dans le modèle pour être traitées.
IV.5.2 Traitement du modèle
De la même manière que dans le cas utilisant les diagrammes d’influence, le traitement du
modèle par un réseau évidentiel dirigé peut être résumé en trois grandes étapes. La première
étape consiste à créer le réseau. Elle est suivie de l’étape d’inférence, c’est-à-dire la propagation
des croyances initiales dans le réseau (partie III.4.1.3 - Inférence dans les réseaux évidentiels
dirigés). La dernière étape a pour objectif de calculer les résultats souhaités. Ces deux dernières
étapes doivent être répétées lorsque de nouvelles connaissances sont ajoutées dans le réseau. La
figure IV.23 présente le processus de traitement de manière détaillée.
Le réseau est construit de manière similaire à celle d’un diagramme d’influence. Il convient
de déclarer les différents nœuds (représentant les variables du problèmes), puis les liens de
causalité entre les variables (représentés par les arcs). Pour finir, il faut renseigner le modèle
avec des distributions de masses de croyance a priori et conditionnelles selon que le nœud a ou
non des parents. Ces distributions de masses de croyance correspondent à celles qui résultent
de la formalisation et de la fusion des connaissances.
1. Ruby est un langage de programmation libre, interprété et orienté objet.
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Figure IV.23: Processus de traitement du modèle avec un réseau évidentiel dirigé.
La principale différence entre ce processus et celui employé pour traiter la connaissance
dans un diagramme d’influence (figure IV.10) réside dans la méthode utilisée pour effectuer
l’inférence. Nous nous sommes basés sur la méthode proposée par Smets dans [Smets, 1993]. En
effet, bien qu’il soit possible d’utiliser des méthodes basées sur les arbres de jonction [Yaghlane
et al., 2004], le manque d’outil performant et la difficulté de programmer ce type de méthode
nous ont conduit à développer notre propre outil basé sur le Théorème de Bayes Généralisé, les
règles de combinaison disjonctive (DRC) et conjonctive (CRC) comme préconisé dans [Smets,
1993].
Pour réaliser l’inférence, nous avons besoin d’une distribution de masses de croyance a priori
pour chaque nœud n’ayant pas de parents et d’une distribution de plausibilités conditionnée par
les singletons des parents pour chaque nœud ayant des parents. La propagation se fait ensuite en
trois étapes comme nous l’avons évoqué dans le chapitre précédent (partie III.4.1.1 - Théorème
de Bayes Généralisé) : la propagation « avant » (ou « forward ») suivie de la propagation
« arrière » (ou « backward »), basées toutes les deux sur le théorème de Bayes Généralisé et la
règle de combinaison disjonctive, et pour finir les résultats de ces deux cycles de propagation
sont fusionnés en utilisant la règle de combinaison conjonctive. L’exemple des figures IV.24 et
IV.25 illustre ces mécanismes de propagation sur un réseau simple composé de cinq nœuds.
Il faut noter que la taille des formules de propagation augmente en fonction du nombre
d’états possibles pour les variables mais la combinatoire de la formule de la propagation « avant »
augmente plus rapidement car elle est également liée au nombre de parents. Nous revenons sur
ces phénomènes dans la partie IV.5.5 (Comportement de l’outil en fonction de la taille du
problème).
La dernière étape de ce processus consiste à calculer le risque, l’incertitude et le conflit pour
pouvoir renseigner les indicateurs présentés au chapitre précédent (partie III.5 - Restitution des
résultats).
IV.5.3 Résultats obtenus
Cette approche est basée entièrement sur les fonctions de croyance, nous pouvons donc
mettre en œuvre les trois indicateurs traitant du risque, de l’incertitude et du conflit (partie
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Exemple d’inférence dans un réseau évidentiel dirigé : la propagation « avant »
Le réseau que nous allons étudier (chaque variable est représentée par un nœud et peut prendre
deux valeurs : Oui ou Non) est le suivant :
La propagation « avant » consiste à calculer la distribution de plausibilités du nœud enfant
en fonction de la distribution de masses de croyance du (ou des parents) et de la distribution de
plausibilités conditionnelle du nœud. Le cas simple (un nœud ayant un seul parent) peut être calculé
par la formule présentée dans la partie III.4.1.1 - Théorème de Bayes Généralisé. Par exemple, la
formule pour calculer le message du nœud D en fonction de son nœud parent C pour le cas où D=
Oui est :
plD (Oui) = mC({Oui}) × plD (D = Oui ∣C = Oui) +mC({Non}) × plD (D = Oui ∣C = Non)+mC({Oui,Non}) × plD (D = Oui ∣C = Oui,Non)
avec la plausibilité conditionnelle de D=Oui sachant C=Oui,Non qui est calculé par la combi-
naison disjonctive de la plausibilité conditionnelle de D= Oui sachant C=Oui et de la plausibilité
conditionnelle de D= Oui sachant C=Non. C’est-à-dire :
plD (D = Oui ∣C = Oui,Non) = 1 − (1 − plD (D = Oui ∣C = Oui)) × (1 − plD (D = Oui ∣C = Non))
Dans un cas plus complexe, quand le nœud a plusieurs parents, il faut prendre en compte les
distributions de masses de croyance de tous les parents. Par exemple, pour le nœud C=Oui sachant
A et B, la formule est :
plC (Oui) = mA({Oui}) ×mB ({Oui}) × plC (C = Oui ∣A = Oui,B = Oui)+mA({Oui}) ×mB ({Non}) × plC (C = Oui ∣A = Oui,B = Non)+mA({Oui}) ×mB ({Oui,Non}) × plC (C = Oui ∣A = Oui,B = Oui,Non)+mA({Non}) ×mB ({Oui}) × plC (C = Oui ∣A = Non,B = Oui)+mA({Non}) ×mB ({Non}) × plC (C = Oui ∣A = Non,B = Non)+mA({Non}) ×mB ({Oui,Non}) × plC (C = Oui ∣A = Non,B = Oui,Non)+mA({Oui,Non}) ×mB ({Oui}) × plC (C = Oui ∣A = Oui,Non,B = Oui)+mA({Oui,Non}) ×mB ({Non}) × plC (C = Oui ∣A = Oui,Non,B = Non)+mA({Oui,Non}) ×mB ({Oui,Non}) × plC (C = Oui ∣A = Oui,Non,B = Oui,Non)
Comme précédemment, les plausibilités conditionnées à un sur-ensemble sont déterminées par la
combinaison disjonctive des plausibilités conditionnées par les singletons composant le sur-ensemble.
La propagation « avant » doit être faite sur tout le réseau avant de passer à la propagation « ar-
rière ». A chaque niveau du réseau, la distribution de masses de croyance résultante de la propagation
issue des parents est réutilisée pour propager la connaissance aux enfants.
La propagation « arrière » est décrite dans la figure IV.25.
Figure IV.24: Inférence dans un réseau évidentiel dirigé : Propagation « Avant ».
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Exemple d’inférence dans un réseau évidentiel dirigé : la propagation « arrière » et la
combinaison
Nous reprenons le réseau utilisé dans la figure IV.24.
La propagation « arrière » est plus simple car la formule est la même quel que soit le nombre
d’enfants. En effet, chaque nœud enfant envoie un message qui est ensuite combiné avec les messages
envoyés par les autres enfants au moyen de la règle de combinaison conjonctive pour calculer la
distribution de masses de croyance du nœud. Pour calculer le message envoyé par un nœud enfant
à son nœud parent, il est nécessaire d’utiliser la distribution de masses de croyance du nœud enfant
(résultant de la combinaison des messages envoyés par ses propres enfants) et la distribution de plau-
sibilités conditionnelles du nœud en fonction de ses parents. Par exemple, le calcul de la distribution
de plausibilités que reçoit le nœud C depuis le nœud D se fait par la formule :
plC (Oui) = mD({Oui}) × plD (D = Oui ∣C = Oui)+mD({Non}) × plD (D = Non ∣C = Oui)+mD({Oui,Non}) × plD (D = Oui,Non ∣C = Oui)
Ce message est ensuite combiné avec le message provenant du nœud E pour être ensuite propagé
vers A et B. La formule permettant de calculer le message reçu par A peut s’écrire :
plA (Oui) = mC({Oui}) × (1 − (1 − plC (C = Oui ∣A = Oui,B = Oui ) × (1 − plC (C = Oui ∣A = Oui,B = Non )))+mC({Non}) × (1 − (1 − plC (C = Non ∣A = Oui,B = Oui ) × (1 − plC (C = Non ∣A = Oui,B = Non )))+mC({Oui,Non}) × (1 − (1 − plC (C = Oui,Non ∣A = Oui,B = Oui )× (1 − plC (C = Oui,Non ∣A = Oui,B = Non )))
Il est possible de constater que la combinaison disjonctive est utilisée ici pour déterminer la
plausibilité de C sachant A sans tenir compte de l’effet de B.
Pour finir la propagation, il est nécessaire de calculer la combinaison conjonctive entre la distri-
bution de masses de croyance obtenue par la propagation « avant » et celle obtenue par la propagation
« arrière » pour chaque nœud. Le résultat obtenu correspond à la distribution de masses de croyance
marginale de chaque nœud.
Figure IV.25: Inférence dans un réseau évidentiel dirigé : propagation « Arrière ».
III.5.1 - Indicateur de risque). Nous avons choisi d’intégrer l’indicateur d’incertitude à la notion
d’occurrence. Dans les résultats présentés la croyance dans l’occurrence est présentée comme
la probabilité d’occurrence dans les résultats précédents, c’est-à-dire par une barre dont la
coloration varie selon la valeur de la croyance dans chaque singleton du cadre de discernement
de la variable. Nous avons ajouté la notion d’incertitude en agissant sur la taille de cette barre :
plus la barre est petite, plus l’incertitude est importante. Ce choix est lié au fait que, dans
notre cas, les variables ont toutes un cadre de discernement avec seulement deux singletons. Le
seul ensemble possible comprenant ces singletons correspond donc au cadre de discernement
complet et représente l’ignorance totale. Il n’y a donc pas d’incertitude partielle. La mesure
de l’incertitude partielle, présentée précédemment (partie III.5.2 - Indicateur d’incertitude sur
la décision), n’a donc aucun intérêt dans cette configuration. De plus, nous avons ajouté à la
valeur de l’incertitude (masse affectée au cadre de discernement complet), la masse affectée
à l’ensemble vide. En effet, les données ayant été normalisées avant le traitement, la masse
affectée à l’ensemble vide après le traitement a été générée par les mécanismes de propagation.
Contrairement à la masse affectée à l’ensemble vide avant la normalisation, nous pensons que
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cette masse ne peut être considérée comme représentant le conflit car celui-ci n’a un sens que
lorsqu’il y a plusieurs sources d’information ce qui n’est pas le cas ici. Nous avons décidé de
considérer ce phénomène comme étant une part d’incertitude supplémentaire et donc, nous
avons transféré la masse affectée à l’ensemble vide sur le cadre de discernement complet au
moment de la restitution des résultats.
Dans cette partie, nous présentons les résultats obtenus par le modèle d’évaluation des
risques utilisant les réseaux évidentiels dirigés. Nous commençons par présenter les résultats de
l’indicateur de conflit basé sur les données résultantes de la fusion avant la normalisation et le
traitement dans les réseaux évidentiels dirigés. Ensuite nous abordons les résultats avant l’ap-
plication d’un scénario, puis nous montrons l’évolution de ces résultats pour les deux scénarios.
IV.5.3.1 Indicateur de conflit
Pour construire l’indicateur de conflit proposé, nous avons utilisé la mesure définie pré-
cédemment (partie III.5.3 - Indicateur de conflit). Les résultats de cette mesure sont résumés
dans le tableau IV.11.
Nom de la variable
Valeur de l’indicateur
de conflit (%) Nom de la variable
Valeur de l’indicateur
de conflit (%)
C11 5,80 D2 -
C12 7,73 P11 7,05
C13 8,95 P12 2,90
C21 2,27 P21 1,80
C22 4,81 P22 6,05
D11 1,68 D31 5,77
D12 1,83 D32 9,14
D1 - D3 -
D21 2,43 P31 6,31
D22 1,29 P32 0,85
Tableau IV.11: Valeur de l’indicateur de conflit pour chaque variable du problème.
Il faut noter que les événements D1, D2 et D3 ne présentent aucun conflit car ils sont
caractérisés par une table logique (OU) définie en même temps que le réseau. L’expert et la
base de données ne sont pas interrogés sur ces événements, il ne peut donc y avoir de conflit les
concernant. De plus, nous pouvons constater que le conflit dans notre cas d’étude varie entre
0,85% et 9,14%. Il est donc relativement faible. Dans ce cas, le décideur pourra donc être assuré
de la relative concordance des avis issus des différentes sources d’information (statistiques et
expertes).
IV.5.3.2 Résultats pré-scénario
Avant de débuter la présentation des résultats, la figure IV.26 introduit la légende de
représentation des différents nœuds pour les réseaux évidentiels dirigés.
De la même manière que pour les deux méthodes précédentes, la figure IV.27 présente les
résultats du modèle avant l’introduction des connaissances liées à un scénario.
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Figure IV.26: Légende concernant la représentation des différents types de nœuds.
Nous remarquons que plus le réseau a de niveaux, plus les mécanismes de propagation
engendrent de l’incertitude. L’ordre de grandeur de la mesure de risque est similaire à celui des
méthodes optimiste (risque inférieur) et pessimiste (risque supérieur) présentées précédemment.
L’écart entre les deux valeurs est plus important lorsque la méthode basée sur les réseaux
évidentiels dirigés est utilisée.
IV.5.3.3 Résultats du scénario « Déconstruction »
Comme dans les cas précédents, le premier ajout de connaissances consiste à figer les
nœuds C13 et C22 pour caractériser l’occurrence de ces événements (mC13 ({Oui}) = 1 et
mC22 ({Mauvaise}) = 1). La figure IV.28 présente les résultats après le traitement de ces
nouvelles connaissances.
Nous constatons que le comportement du modèle correspond à ce que nous attendions
avec un rééquilibrage des masses affectées aux singletons des événements impactés par l’ajout
de ces nouvelles connaissances. Cependant ce phénomène est associé dans certains cas à une
augmentation de l’incertitude. Nous poursuivons ensuite le déroulement du scénario en ajoutant
de la connaissance, c’est-à-dire en fixant le nœud P11 (mP11 ({Oui}) = 1). La figure IV.29
présente les résultats suite à ce deuxième ajout de connaissances.
L’évolution de la croyance dans les différents événements est toujours conforme à celle
observée avec les deux méthodes précédentes. De plus, nous notons une diminution généralisée
de l’incertitude. Elle reste toutefois très importante dans la majeure partie des nœuds. Comme
dans le cas précédent, le décideur dispose d’informations concernant le risque d’un point de vue
optimiste (risque inférieur) et pessimiste (risque supérieur). De plus, il connaît l’incertitude et
le conflit qui caractérisent ces informations. Il a donc toutes les cartes en main pour prendre sa
décision.
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Résultats du traitement initial par les réseaux évidentiels dirigés :
C11
m({Oui})=0.014
m({Non})=0.789
m({Oui,Non})=0.197
C12
m({Oui})=0.048
m({Non})=0.586
m({Oui,Non})=0.367
C13
m({Oui})=0.097
m({Non})=0.435
m({Oui,Non})=0.468
C21
m({Oui})=0.006
m({Non})=0.763
m({Oui,Non})=0.231
C22
m({Bo.})=0.596
m({Ma.})=0.030
m({Bo.,Ma.})=0.374
D11
m({Oui})=0.020
m({Non})=0.294
m({Oui,Non})=0.686
D12
m({Oui})=0.016
m({Non})=0.303
m({Oui,Non})=0.681
D21
m({Oui})=0.005
m({Non})=0.401
m({Oui,Non})=0.594
D22
m({Oui})=0.019
m({Non})=0.385
m({Oui,Non})=0.596
D1
m({Oui})=0.056
m({Non})=0.120
m({Oui,Non})=0.825
D2
m({Oui})=0.035
m({Non})=0.183
m({Oui,Non})=0.782
P11
m({Oui})=0.026
m({Non})=0.102
m({Oui,Non})=0.871
P12
m({Oui})=0.018
m({Non})=0.106
m({Oui,Non})=0.876
P21
m({Oui})=0.018
m({Non})=0.122
m({Oui,Non})=0.860
P22
m({Oui})=0.015
m({Non})=0.166
m({Oui,Non})=0.818
D31
m({Oui})=0.034
m({Non})=0.029
m({Oui,Non})=0.937
D32
m({Oui})=0.033
m({Non})=0.031
m({Oui,Non})=0.936
D3
m({Oui})=0.105
m({Non})=0.023
m({Oui,Non})=0.873
P31
m({Oui})=0.040
m({Non})=0.066
m({Oui,Non})=0.894
P32
m({Oui})=0.033
m({Non})=0.015
m({Oui,Non})=0.952
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
RInf=3.268
RSup=98.515
R31
RInf=3.977
RSup=93.383
R22
RInf=0.307
RSup=16.676
R21
RInf=1.079
RSup=52.688
R12
RInf=1.082
RSup=53.617
R11
RInf=0.524
RSup=17.952
Le premier constat que nous pouvons faire est que l’incertitude est très importante dans les nœuds
chance situés vers le bas du réseau. Cette incertitude se répercute sur la mesure du risque qui
présente un écart important entre le risque inférieur et le risque supérieur.
Figure IV.27: Résultats du traitement initial par les réseaux évidentiels dirigés.
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Chapitre IV Application du modèle à un cas d’étude
Résultats du traitement par les réseaux évidentiels dirigés après l’ajout des
connaissances initiales du scénario « Déconstruction » :
C11
m({Oui})=0.014
m({Non})=0.775
m({Oui,Non})=0.211
C12
m({Oui})=0.047
m({Non})=0.577
m({Oui,Non})=0.376
C13
m({Oui})=1.000
m({Non})=0.000
m({Oui,Non})=0.000
C21
m({Oui})=0.006
m({Non})=0.750
m({Oui,Non})=0.244
C22
m({Bo.})=0.000
m({Ma.})=1.000
m({Bo.,Ma.})=0.000
D11
m({Oui})=0.070
m({Non})=0.124
m({Oui,Non})=0.806
D12
m({Oui})=0.027
m({Non})=0.169
m({Oui,Non})=0.804
D21
m({Oui})=0.073
m({Non})=0.109
m({Oui,Non})=0.818
D22
m({Oui})=0.005
m({Non})=0.257
m({Oui,Non})=0.738
D1
m({Oui})=0.137
m({Non})=0.049
m({Oui,Non})=0.814
D2
m({Oui})=0.099
m({Non})=0.062
m({Oui,Non})=0.839
P11
m({Oui})=0.057
m({Non})=0.059
m({Oui,Non})=0.884
P12
m({Oui})=0.037
m({Non})=0.087
m({Oui,Non})=0.876
P21
m({Oui})=0.057
m({Non})=0.055
m({Oui,Non})=0.888
P22
m({Oui})=0.033
m({Non})=0.090
m({Oui,Non})=0.878
D31
m({Oui})=0.076
m({Non})=0.026
m({Oui,Non})=0.898
D32
m({Oui})=0.074
m({Non})=0.028
m({Oui,Non})=0.898
D3
m({Oui})=0.209
m({Non})=0.023
m({Oui,Non})=0.768
P31
m({Oui})=0.056
m({Non})=0.076
m({Oui,Non})=0.868
P32
m({Oui})=0.072
m({Non})=0.015
m({Oui,Non})=0.913
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
RInf=7.173
RSup=98.491
R31
RInf=5.558
RSup=92.373
R22
RInf=0.651
RSup=18.205
R21
RInf=3.397
RSup=56.705
R12
RInf=2.200
RSup=54.788
R11
RInf=1.149
RSup=18.824
Nous constatons que l’ajout de connaissances fait évoluer les résultats comme attendu en modifiant le
rapport de masses entre les deux singletons des différents nœuds. La croyance dans l’occurrence des
événements augmente car certaines causes sont présentes. Cependant l’incertitude est toujours aussi
importante, elle a même augmenté dans certains cas.
Figure IV.28: Résultats du traitement par les réseaux évidentiels dirigés après l’ajout des
connaissances initiales du scénario « Déconstruction ».
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IV.5 Modélisation du cas d’étude par les réseaux évidentiels dirigés
Résultats du traitement par les réseaux évidentiels dirigés après l’ajout des
connaissances additionnelles du scénario « Déconstruction » :
C11
m({Oui})=0.013
m({Non})=0.686
m({Oui,Non})=0.301
C12
m({Oui})=0.042
m({Non})=0.513
m({Oui,Non})=0.445
C13
m({Oui})=1.000
m({Non})=0.000
m({Oui,Non})=0.000
C21
m({Oui})=0.006
m({Non})=0.750
m({Oui,Non})=0.244
C22
m({Bo.})=0.000
m({Ma.})=1.000
m({Bo.,Ma.})=0.000
D11
m({Oui})=0.068
m({Non})=0.091
m({Oui,Non})=0.841
D12
m({Oui})=0.027
m({Non})=0.134
m({Oui,Non})=0.840
D21
m({Oui})=0.073
m({Non})=0.109
m({Oui,Non})=0.818
D22
m({Oui})=0.005
m({Non})=0.257
m({Oui,Non})=0.738
D1
m({Oui})=0.802
m({Non})=0.009
m({Oui,Non})=0.189
D2
m({Oui})=0.099
m({Non})=0.062
m({Oui,Non})=0.839
P11
m({Oui})=1.000
m({Non})=0.000
m({Oui,Non})=0.000
P12
m({Oui})=0.037
m({Non})=0.087
m({Oui,Non})=0.876
P21
m({Oui})=0.057
m({Non})=0.055
m({Oui,Non})=0.888
P22
m({Oui})=0.033
m({Non})=0.090
m({Oui,Non})=0.878
D31
m({Oui})=0.076
m({Non})=0.026
m({Oui,Non})=0.898
D32
m({Oui})=0.074
m({Non})=0.028
m({Oui,Non})=0.898
D3
m({Oui})=0.208
m({Non})=0.023
m({Oui,Non})=0.768
P31
m({Oui})=0.056
m({Non})=0.076
m({Oui,Non})=0.868
P32
m({Oui})=0.072
m({Non})=0.015
m({Oui,Non})=0.913
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
RInf=7.170
RSup=98.491
R31
RInf=5.557
RSup=92.374
R22
RInf=0.651
RSup=18.205
R21
RInf=3.397
RSup=56.705
R12
RInf=2.198
RSup=54.787
R11
RInf=20.000
RSup=20.000
Nous pouvons constater que la croyance dans l’occurrence de l’événement D1 devient très importante
et que l’incertitude associée à cet événement a fortement diminué. Dans l’ensemble, l’incertitude a
tendance à diminuer dans tous les nœuds caractérisant ainsi les différentes mesures de risque.
Figure IV.29: Résultats du traitement par les réseaux évidentiels dirigés après l’ajout des
connaissances additionnelles du scénario « Déconstruction ».
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IV.5.3.4 Résultats du scénario « Maintenance »
Comme dans l’approche précédente, le scénario «Maintenance » débute en fixant les nœuds
P11 et P21 (mP11 ({Oui}) = 1 et mP21 ({Oui}) = 1). La figure IV.30 présente les résultats de
ce scénario après l’ajout des connaissances obtenues durant la maintenance.
Comme dans le cas du scénario « Déconstruction », il est possible de constater que l’évo-
lution des résultats est cohérente avec ceux obtenus par les deux méthodes précédentes. Nous
notons également une diminution significative de l’incertitude dans le réseau entraînant une
mesure de risque elle aussi plus précise. Nous constatons aussi que, contrairement au scénario
« Déconstruction », l’incertitude décroit de manière importante après l’ajout des connaissances.
La différence avec le scénario précédent résidant dans la position où est introduite la connais-
sance supplémentaire. Nous pouvons donc faire l’hypothèse que plus le nœud étudié est loin (en
termes d’étapes de propagation) du nœud où est introduit la connaissance, plus l’incertitude
générée par les mécanismes de propagation est importante.
IV.5.4 Remarques générales sur l’outil
Il est important de noter que les résultats que nous obtenons correspondent à un modèle
« grossier » avec une incertitude relativement conséquente. En effet, le choix de l’utilisation des
fonctions de croyance et donc des réseaux évidentiels dirigés est lié au fait que l’on ne dispose
pas de suffisamment de données pour traiter le problème de manière statistique. Ce manque de
données engendre forcément de l’incertitude qui se repercute dans les résultats finals.
Il convient également de noter que, selon [Smets, 1993], si la quantité de données augmente
le modèle va tendre petit à petit vers son équivalent probabiliste. Ainsi si le jeu de données
utilisé ne comporte que des distributions de masses de croyance bayésiennes (tableau II.3), le
résultat sera le même qu’avec un réseau bayésien.
IV.5.5 Comportement de l’outil en fonction de la taille du problème
Après avoir obtenu ces résultats, nous nous sommes attachés à comprendre comment la
taille du réseau ou la forme des données initiales influait sur la complexité des calculs de propa-
gation dans le réseau. L’un des principaux inconvénients de la théorie des fonctions de croyance
réside dans la combinatoire nécessaire pour représenter un événement avec ce formalisme. En
effet, là où il suffit de n états pour caractériser une variable avec la théorie des probabilités, il
faut 2n états avec la théorie des fonctions de croyance.
La première approche que nous avons employée pour comprendre le comportement de
l’outil lorsque la taille augmente a été réalisée sous la forme de plusieurs simulations du réseau
correspondant au cas d’étude en faisant varier le nombre d’états possibles pour chaque variable
du problème. Nous n’avons pas cherché à mesurer précisément le temps de calcul mais nous
sommes attachés à montrer son évolution relative en fonction de la taille du problème.
Nous avons traité le réseau du cas d’étude avec des variables pouvant avoir entre deux et
cinq états. Les temps de calcul au dessus de cinq états sont trop importants pour être simulés
avec le matériel à notre disposition. Les résultats de ces tests sont présentés dans le tableau
IV.13 et la figure IV.33.
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Résultats du traitement par les réseaux évidentiels dirigés après l’ajout des
connaissances du scénario « Maintenance » :
C11
m({Oui})=0.011
m({Non})=0.579
m({Oui,Non})=0.410
C12
m({Oui})=0.035
m({Non})=0.433
m({Oui,Non})=0.531
C13
m({Oui})=0.072
m({Non})=0.323
m({Oui,Non})=0.605
C21
m({Oui})=0.006
m({Non})=0.701
m({Oui,Non})=0.293
C22
m({Bo.})=0.553
m({Ma.})=0.027
m({Bo.,Ma.})=0.419
D11
m({Oui})=0.018
m({Non})=0.221
m({Oui,Non})=0.760
D12
m({Oui})=0.015
m({Non})=0.229
m({Oui,Non})=0.756
D21
m({Oui})=0.005
m({Non})=0.354
m({Oui,Non})=0.641
D22
m({Oui})=0.020
m({Non})=0.339
m({Oui,Non})=0.642
D1
m({Oui})=0.689
m({Non})=0.016
m({Oui,Non})=0.295
D2
m({Oui})=0.571
m({Non})=0.056
m({Oui,Non})=0.373
P11
m({Oui})=1.000
m({Non})=0.000
m({Oui,Non})=0.000
P12
m({Oui})=0.016
m({Non})=0.129
m({Oui,Non})=0.855
P21
m({Oui})=1.000
m({Non})=0.000
m({Oui,Non})=0.000
P22
m({Oui})=0.015
m({Non})=0.166
m({Oui,Non})=0.818
D31
m({Oui})=0.666
m({Non})=0.013
m({Oui,Non})=0.322
D32
m({Oui})=0.642
m({Non})=0.016
m({Oui,Non})=0.341
D3
m({Oui})=0.867
m({Non})=0.004
m({Oui,Non})=0.130
P31
m({Oui})=0.206
m({Non})=0.172
m({Oui,Non})=0.622
P32
m({Oui})=0.442
m({Non})=0.018
m({Oui,Non})=0.540
I32
I=100
I31
I=100
I12
I=60
I11
I=20
I21
I=60
I22
I=20
R32
RInf=44.226
RSup=98.227
R31
RInf=20.571
RSup=82.777
R22
RInf=0.307
RSup=16.672
R21
RInf=60.000
RSup=60.000
R12
RInf=0.962
RSup=52.272
R11
RInf=20.000
RSup=20.000
Nous pouvons noter que l’incertitude a considérablement diminué dans ce scénario par rapport aux
résultats pré-scénario. Les mesures du risque sont donc plus précises.
Figure IV.30: Résultats du traitement par les réseaux évidentiels dirigés après l’ajout des
connaissances du scénario « Maintenance ».
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Nombre d’états 2 3 4 5
Temps total 0,37043 6,043876 125,253123 1906,307214
Temps de la propagation « Avant » 0,251631 5,698674 123,360067 1892,002756
Temps de la propagation « Arrière » 0,118799 0,345202 1,893056 14,304458
Tableau IV.12: Temps de calcul (en secondes) du réseau associé au cas d’étude en fonction
du nombre d’états possibles pour les variables.
Figure IV.31: Évolution du temps de calcul du réseau associé au cas d’étude en fonction du
nombre d’états possibles pour les variables.
Nous pouvons remarquer que le temps de calcul augmente de manière exponentielle lorsque
le nombre d’états augmente. De plus, nous constatons que le temps de calcul de la propagation
« arrière » devient négligeable par rapport au temps de calcul de la propagation « avant »
lorsque le nombre d’états augmente.
Ces résultats nous ont amené à comparer l’influence de la taille du réseau par rapport à
l’influence du nombre d’états sur le temps de calcul. Pour cela, nous avons construit plusieurs
réseaux simples avec un nombre variable de parents (entre un et sept parents) et un seul enfant
(figure IV.32), et nous avons simulé le fonctionnement de ces réseaux en faisant varier le nombre
d’états possibles pour chaque variable (entre deux et cinq états possibles).
Les résultats de cette campagne d’essais sont présentés dans le tableau IV.13 et dans les
figures IV.33 et IV.34. Les valeurs en bleu dans le tableau IV.13 sont des valeurs que nous
avons estimées par le calcul mais que nous n’avons pu simuler (à titre d’exemple, le cas avec
sept parents et cinq états aurait duré plus de 142 ans avec le matériel à notre disposition).
Nous pouvons donc constater que le temps de calcul (et donc la complexité des calculs de
propagation) augmente de manière exponentielle en fonction du nombre d’états et du nombre
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.5
M
odélisation
du
cas
d’étude
par
les
réseaux
évidentiels
dirigés
Nombre de parents
1 2 3 4 5 6 7
N
o
m
b
r
e
d
’
é
t
a
t
s
2
Temps total 0,0009 0,0051 0,0323 0,2426 0,8691 3,1357 12,4459
Propagation « Avant » 0,0023 0,0071 0,0175 0,0325 0,0455 0,0713 0,1489
Propagation « Arrière » 0,0032 0,0122 0,0498 0,2751 0,9146 3,207 12,5948
3
Temps total 0,0059 0,152 1,1979 12,6553 120,142 941,086 7887
Propagation « Avant » 0,0064 0,0331 0,0561 0,2055 0,7643 3,1 13,45
Propagation « Arrière » 0,0123 0,1851 1,254 12,8608 120,906 944,186 7900
4
Temps total 0,0091 0,6086 23,77 524,3799 11681 260237 5797376
Propagation « Avant » 0,027 0,0934 0,487 2,9179 17,4352 104,179 622,5
Propagation « Arrière » 0,0361 0,702 24,257 527,2978 11699 260341 5797999
5
Temps total 0,0406 6,8326 368,1419 21767 1287063 76101313 4499709223
Propagation « Avant » 0,0811 0,5851 4,479 36,6439 299,793 2452 20066
Propagation « Arrière » 0,1217 7,4177 372,6209 21804 1287362 76103765 4499729289
Tableau IV.13: Temps de calcul (en secondes) en fonction du nombre de parents et du nombre d’état possibles.
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Chapitre IV Application du modèle à un cas d’étude
Figure IV.32: Réseaux évidentiels dirigés avec un nombre variable de parents.
Figure IV.33: Évolution du temps de calcul en fonction du nombre de parents.
de parents mais également que l’influence du nombre d’états est prédominante.
IV.6 Synthèse
Ce chapitre a permis de présenter un cas d’étude appliqué à la déconstruction des aéronefs
et de comparer trois méthodes d’évaluation des risques. Nous avons, dans un premier temps,
détaillé les contraintes associées à notre domaine d’étude (la déconstruction des avions) et le
lot de travail qui a servi de cadre à nos travaux au sein du projet DIAGNOSTAT. Par la suite,
nous avons présenté l’outil développé pour ce projet et construit un cas d’étude permettant de
tester les propositions faites dans ce mémoire sur un cas réaliste. Nous avons ensuite traité ce
cas d’étude en utilisant trois approches différentes.
La première approche est basée uniquement sur des méthodes bayésiennes et permet de
mettre en œuvre des mécanismes de diagnostic, de pronostic et de diagnostic « prédictif » ainsi
que l’évaluation du risque qui était l’objectif premier. La seconde approche utilise les fonctions
de croyance pour formaliser et fusionner les avis statistiques et experts puis transforme ces
connaissances en distributions de probabilités pour être traitées par des méthodes bayésiennes.
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Figure IV.34: Évolution du temps de calcul en fonction du nombre d’états.
En plus des informations disponibles avec la première approche, cette approche permet égale-
ment d’introduire un indicateur de conflit sur les données initiales. La dernière approche est
basée, comme la précédente, sur les fonctions de croyance pour la formalisation et la fusion
des avis et utilise les réseaux évidentiels dirigés pour traiter ces données. Elle permet égale-
ment d’offrir une information supplémentaire au moyen d’un indicateur d’incertitude sur la
décision. Cette approche est l’illustration de la démarche présentée dans le chapitre III. Nous
avons également approfondi notre compréhension de cette approche en nous intéressant à son
comportement en fonction de la taille du problème.
Concernant cet aspect, nous avons pu remarquer que son utilisation est conditionnée à des
modèles ayant une taille limitée. Pour de futurs travaux, il pourrait être intéressant de travailler
sur ce problème pour tenter de minimiser l’influence de la taille du problème et rendre ce modèle
utilisable pour des applications plus grandes ou plus complexes. D’autre part, il pourrait être
intéressant de travailler sur le comportement de ce modèle en fonction de l’incertitude pour
mesurer l’influence de l’incertitude des données initiales sur le résultat final et voir s’il est
possible de limiter l’incertitude générée par les mécanismes de propagation dans les réseaux
évidentiels dirigés.
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Conclusion et perspectives
Les enjeux économiques, législatifs et environnementaux actuels font de la déconstruc-
tion des aéronefs un axe de développement qui ne peut plus être négligé par les acteurs de
l’aéronautique que ce soit pour les avionneurs, les compagnies aériennes ou les entreprises de
maintenance. Cette prise de conscience a engendré une dynamique de recherche ayant pour
but d’organiser et d’optimiser le recyclage des avions aussi bien d’un point de vue structurel
(matériaux) que fonctionnel (développement d’un marché pour les pièces de seconde main et
meilleure gestion de l’obsolescence). Les travaux réalisés dans ce cadre ont également mis en
évidence un besoin de capitaliser les connaissances acquises pendant ces phases de déconstruc-
tion pour les réutiliser dans l’objectif d’améliorer la conception, la fabrication et la maintenance
des futurs appareils. Le projet DIAGNOSTAT s’inscrit dans cette dynamique et comprend un
lot de travail spécialement dédié à ces aspects de gestion des connaissances. C’est dans ce cadre
que les travaux de recherche présentés dans ce mémoire sont positionnés.
Les verrous scientifiques identifiés au début de ce projet ont mis en évidence l’intérêt de
définir une approche hybride permettant de coupler les processus de retour d’expérience statis-
tique et cognitif pour instrumenter des mécanismes d’aide à la décision. Les travaux de recherche
présentés dans ce mémoire ont donc eu pour objectif de répondre à cette problématique. Nous
avons commencé par définir les notions essentielles au contexte de l’étude. Deux axes ont été
étudiés lors de la revue de la littérature qui a été menée pour comprendre ce contexte. Le
premier axe a pour objectif de définir le concept de risque et le processus de management des
risques qui lui est associé, avec un intérêt particulier pour la phase d’évaluation des risques. Le
second axe a ciblé l’étude des différentes méthodes de gestion des connaissances et en particulier
du processus de retour d’expérience. Ces deux axes ont permis de faire le lien entre le risque et
le retour d’expérience et de proposer une architecture du risque intégrant la notion de retour
d’expérience.
Une fois le cadre général posé, nous avons proposé un premier modèle basé sur les mé-
thodes bayésiennes (réseaux bayésiens et diagrammes d’influence) destiné à évaluer les risques.
Nous avons mis en évidence les utilisations possibles mais aussi les limites de ces approches,
notamment en ce qui concerne la fusion de connaissances en provenance de sources hétéro-
gènes et la gestion de l’incertitude épistémique (imprécision et incomplétude) inhérente à toute
connaissance experte. Ce constat nous a amené à nous intéresser aux théories alternatives à
la théorie des probabilités. Nous nous sommes donc orientés vers l’utilisation des fonctions
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de croyance afin de coupler leur utilisation avec celle des réseaux bayésiens pour améliorer le
modèle d’évaluation des risques proposé initialement.
Sur la base de cette réflexion, nous avons choisi de construire un modèle utilisant les
réseaux évidentiels dirigés pour évaluer les risques. Nous avons proposé une démarche com-
plète permettant de formaliser, de fusionner et de traiter les connaissances pour évaluer les
risques. Cette démarche s’appuie sur des mécanismes associés au formalisme des fonctions de
croyance permettant de formaliser les connaissances expertes et statistiques et de les fusionner.
Nous avons utilisé les mécanismes de propagation des réseaux évidentiels dirigés pour évaluer
les risques. Nous avons également proposé plusieurs indicateurs permettant de restituer cette
évaluation du risque au décideur en l’informant de la qualité de ces informations en termes
d’incertitude et de conflit entre les sources d’informations.
Pour finir, nous avons utilisé cette démarche sur un cas d’étude appliqué à la décons-
truction des aéronefs. Nous avons identifié deux scénarios dans le cadre du cas d’étude pour
valider le fonctionnement du modèle. Pour avoir des points de comparaison valables, nous avons
également utilisé ces scénarios et le cas d’étude pour instrumenter deux modèles basés sur les
réseaux bayésiens et sur une approche alternative couplant les fonctions de croyance pour la
formalisation et la fusion des connaissances et sur les réseaux bayésiens pour le traitement de
ces connaissances. Pour explorer davantage le comportement du modèle utilisant les réseaux
évidentiels dirigés, nous avons mis en œuvre une campagne d’essais visant à caractériser l’in-
fluence de la taille du problème sur les résultats et le temps de calcul. Cette campagne d’essais
a permis de retrouver les limites associées aux fonctions de croyance en termes de complexité
qui se traduit, lorsque le modèle devient plus grand (en nombre de nœuds ou en nombre d’états
possibles), par une augmentation significative du temps de calcul.
Ce constat concernant les limites de l’approche employée combinées aux autres points
marquants identifiés dans ce mémoire ont permis de mettre en lumière des pistes pour les
développements futurs de ces travaux. En conséquence, les perspectives des travaux de recherche
présentés dans ce mémoire peuvent être organisées autour de sept axes destinés à mettre en
œuvre de futurs développements :
Développement de la méthode d’élicitation des avis d’experts :
Nous pensons qu’une évolution de la méthode permettant l’élicitation des avis d’expert
sous forme de fonction de croyance proposée dans la partie III.2.1.1 (Élicitation d’un avis ex-
pert) pourrait être utile. Cette méthode qui permet l’utilisation d’un langage plus naturel que
les probabilités subjectives, fournit un cadre simple destiné à l’expression de l’avis d’un expert.
Cependant les possibilités actuelles de la méthode sont assez limitées car elles intègrent uni-
quement les notions de choix et de regret. Nous pensons qu’il serait intéressant de développer
de nouveaux mécanismes permettant de modéliser, à l’aide des fonctions de croyance, des com-
portements humains plus complexes comme l’hésitation ou la décision collaborative (plusieurs
experts se réunissent pour prendre une décision, trouver un consensus et s’expriment d’une seule
voix). La principale difficulté associée à cette méthode d’élicitation réside dans le fait qu’il est
nécessaire de garder le processus simple et compréhensible pour l’expert qui est interrogé car
cette étape ne doit pas être trop consommatrice en termes de temps.
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Diminution de la complexité de la propagation dans les réseaux évidentiels dirigés :
Comme nous l’avons vu dans la partie IV.5.5 (Comportement de l’outil en fonction de la
taille du problème), le temps de calcul associé au traitement d’un modèle basé sur les réseaux
évidentiels dirigés augmente de manière exponentielle en fonction de la taille du problème. Ce
constat rend l’utilisation de ce formalisme compliquée pour la modélisation de systèmes de
grandes tailles ou ayant de multiples états possibles pour chaque variable. Il convient donc de
mettre en œuvre des solutions destinées à réduire la complexité et à optimiser la propagation
de la connaissance dans le réseau. Parmi les pistes qui semblent prometteuses pour résoudre
ce problème, nous pouvons envisager d’optimiser les mécanismes de propagation en identifiant
les masses et plausibilités nulles dans les données du problème et de réduire ainsi les calculs
associés. En effet, les mécanismes de propagation reposent en grande partie sur des opérations
de multiplication donc dès qu’une des valeurs est nulle une grande partie de l’équation disparaît.
Étant donné qu’il est fréquent de voir des masses égales à zéro dans une fonction de croyance,
cette simple règle peut permettre d’économiser de nombreux cycles de calcul. Une deuxième
solution pour réduire la complexité liée au nombre de parents et d’états d’un nœud (partie
IV.5.5 - Comportement de l’outil en fonction de la taille du problème) pourrait consister à
énoncer des règles de modélisation par les réseaux évidentiels visant par exemple à éviter qu’un
nœud ait plus de 3 parents ou plus de 3 états possibles pour éviter l’explosion combinatoire
associée à ce type de situation. Pour finir, nous pouvons également envisager l’intégration dans
notre outil des techniques d’optimisation associées à la théorie des graphes pour faciliter les
mécanismes de parcours et de propagation dans un réseau.
Comportement du modèle d’évaluation des risques basé sur les réseaux évidentiels dirigés face à
l’incertitude :
Comme nous l’avons vu dans la partie IV.5.3 (Résultats obtenus), l’approche d’évaluation
des risques basée sur les réseaux évidentiels dirigés permet d’obtenir des résultats présentant une
incertitude importante. Il nous semble que cette incertitude est, d’une part, liée à l’incertitude
sur les données initiales et, d’autre part, générée par les mécanismes de propagation. Nous
pensons qu’il serait intéressant de valider cette hypothèse et de comprendre l’influence de ces
deux phénomènes sur le résultat final. Il conviendrait alors de mettre en œuvre une campagne
d’essais destinée à expliquer l’impact de l’incertitude initiale sur le comportement du modèle et
à caractériser l’influence des différentes étapes de propagation dans un réseau évidentiel dirigé
sur l’évolution de cette incertitude.
Règles de combinaison et indicateurs de conflit et d’incertitude :
Comme nous l’avons vu dans la partie III.3 (Fusion des informations), le choix de la règle
de fusion impacte directement la part de conflit ou d’incertitude sur les résultats. Étant donné
que nous utilisons la règle de combinaison conjonctive prudente pour la fusion des avis experts
et statistiques ainsi que les règles de combinaison conjonctive et disjonctive pour instrumenter
les mécanismes d’inférence dans les réseaux évidentiels dirigés, il pourrait être intéressant de
connaître l’influence, en termes de conflit et d’incertitude, du choix de la règle de combinaison
sur les indicateurs finaux. De plus, une autre piste d’investigation pourrait être de construire
des réseaux évidentiels dirigés basés sur les règles de combinaison prudente et hardie pour tenir
compte du fait que les différentes variables du problème représentées par un réseau évidentiel
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dirigé sont considérées comme n’étant pas distinctes. Cependant, cette modification risque
d’engendrer des différences importantes pour les indicateurs de conflit et d’incertitude que
nous utilisons. Il serait, dans ce cas aussi, intéressant de connaître l’influence du choix de la
règle de combinaison sur les indicateurs.
Développement des indicateurs existants et de nouveaux indicateurs :
Les trois types d’indicateurs que nous avons proposés dans la partie III.5 (Restitution des
résultats) permettent de couvrir une partie des besoins du décideur. Il semble cependant que
ces indicateurs pourraient être enrichis. De plus, nous pensons qu’il pourrait être intéressant
d’implémenter des indicateurs différents pour fournir davantage d’information au décideur. Par
exemple, l’indicateur de risque pourrait être développé et étendu pour permettre de différencier
les types de risques tels que le risque financier, avec la notion de coût de l’événement négatif,
ou le risque sur la sécurité des personnes, pour connaître les conséquences humaines en cas
d’occurrence de l’événement. Dans un cadre plus large, il pourrait être intéressant d’étendre
le modèle à toutes les composantes de l’analyse BOCR (Bénéfice-Opportunité-Coût-Risque)
[Bouzarour-Amokrane et al., 2012; Hillson, 2002; Tchangani et Pérès, 2010] et donc aux indi-
cateurs qui lui sont associés pour permettre de traiter des événements positifs et de couvrir la
majeure partie des besoins en information d’un décideur.
Définition des mécanismes de transition entre les retours d’expérience en fonction de la quantité
de données :
Comme nous l’avons évoqué précédemment, le principal intérêt de l’hybridation entre re-
tours d’expérience statistique et cognitif est de fournir une information statistique consolidée
par l’expertise dans le cadre d’une activité industrielle qui en est à ses débuts. En effet, pour
compléter une information statistique peu fiable à cause de la faible quantité de données dispo-
nibles, l’opinion d’experts du domaine permet de disposer des connaissances nécessaires pour
mettre en œuvre des mécanismes d’aide à la décision. Cependant, la quantité de données doit
logiquement augmenter avec le temps pour finir par donner des statistiques représentatives. La
période de transition entre un état où le besoin en connaissances expertes du début de l’acti-
vité est fort et un état où les statistiques se suffisent à elle-même peut prendre plusieurs années
et nécessite la mise en place de mécanismes diminuant progressivement l’influence des avis
d’experts proportionnellement à l’augmentation de la représentativité des statistiques. Parmi
les pistes envisageables, nous pensons que la plus prometteuse réside dans l’extension des mé-
canismes gérant la fiabilité des avis d’experts pour modéliser ce phénomène. Le mécanisme
d’affaiblissement simple (partie III.2.1.3 - Introduction du niveau de confiance dans l’avis de
l’expert) qui consiste à pondérer tous les éléments de la distribution de masses de croyance
par un coefficient représentant la fiabilité pourrait être utilisé pour caractériser le fait que les
avis d’experts sont de moins en moins « fiables » en comparaison des statistiques. Il convien-
drait donc d’étudier l’évolution de la représentativité des statistiques pour adapter la valeur du
coefficient d’affaiblissement en conséquence.
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Optimisation, extension et valorisation de l’outil informatique utilisant les réseaux évidentiels
dirigés :
La chapitre IV a permis d’introduire un outil informatique développé au sein du Centre
de Ressources et de Compétences « Ingénierie de la Décision et de la Communication pour
l’Entreprise » (CRC-IDCE) de l’École Nationale d’Ingénieurs de Tarbes. Cet outil n’en est, à
l’heure actuelle, qu’à sa première version et peut être amélioré. Parmi les améliorations possibles,
l’optimisation du programme pour diminuer le temps de calcul semble importante. En termes
d’utilisation, ce programme ne dispose pas à l’heure actuelle d’une Interface Homme-Machine
(IHM), la construction du réseau et la saisie des connaissances sont réalisées au moyen de fichiers
« textes » qui sont compliqués à utiliser pour quelqu’un qui n’est pas formé à leur utilisation.
Le développement d’une IHM performante est donc un prérequis indispensable au déploiement
de cet outil dans le milieu industriel. Pour finir, nous pensons qu’il serait intéressant de tenter
de déployer cet outil dans des contextes différents pour valider son fonctionnement. Parmi les
domaines industriels qui nous semblent pertinents pour ce déploiement, outre la déconstruction
et la maintenance aéronautiques que nous avons présentées dans ce mémoire, nous pensons que
la gestion de projet pourrait être un cadre intéressant. En effet, les contraintes de cette activité
sont similaires à celles que nous avons rencontrées, en particulier pour ce qui est du couplage
entre statistiques et expertises (il y a généralement des statistiques sur les projets précédents
mais elles ne sont pas parfaitement adaptées au nouveau projet, l’expertise est donc utilisée pour
consolider les statistiques) et de l’incertitude qui entoure ce genre d’activités. D’autres travaux
de recherche récents ont également cet objectif d’hybridation des retours d’expérience statistique
et cognitif. Apedome [Apedome, 2012] propose, par exemple, une démarche d’intégration des
aspects cognitifs au retour d’expérience dans le cadre de la maintenance industrielle pour une
entreprise fabriquant des transmissions pour les engins agricoles.
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Hybridation des retours d'expérience statistique et cognitif pour l'évaluation des 
risques: application à la déconstruction des aéronefs
Les  travaux  de  recherche  présentés  dans  ce  document  s'inscrivent  dans  le  cadre  de  la  gestion  des  
connaissances appliquée à la déconstruction des avions en fin de vie avec pour objectif l'aide à la décision  
par l'évaluation des risques. Pour répondre à cet objectif, nous avons développé des mécanismes d'aide à la  
décision  hybridant  les  retours  d'expérience  statistique  et  cognitif  pour  évaluer  les  risques  sur  les  zones  
critiques d'un système. L'approche proposée permet la combinaison des avis d'experts du domaine avec des 
statistiques issues d'une base de données en utilisant les fonctions de croyance. L'évaluation des risques est  
réalisée  par  le  traitement  des  connaissances  combinées  au  moyen  d'un  modèle  utilisant  les  réseaux 
évidentiels dirigés. Ce document s'articule en quatre chapitres. 
Le premier chapitre constitue un état de l'art abordant les notions liées au risque et au retour d'expérience. Il  
permet de définir les concepts clés concernant l'évaluation du risque, la gestion des connaissances (et en 
particulier le processus de retour d'expérience) ainsi que les passerelles entre ces deux concepts. 
Le  second  chapitre  permet  d'introduire  un  modèle  d'évaluation  des  risques  basé  sur  les  méthodes 
bayésiennes. Cependant, les méthodes bayésiennes ont des limites, en particulier pour ce qui concerne la  
modélisation de l'incertitude épistémique inhérente aux avis d'experts, qui nous ont incité à proposer des  
alternatives, telles les fonctions de croyance et les réseaux évidentiels dirigés que nous avons finalement  
choisi d'utiliser. 
Le  troisième  chapitre  propose  une  démarche  permettant  d'évaluer  les  risques  en  utilisant  les  réseaux  
évidentiels  dirigés.  L'approche  proposée  décrit  les  mécanismes  utilisés  pour  formaliser  et  fusionner  les  
connaissances expertes et statistiques, puis pour traiter ces connaissances au moyen des réseaux évidentiels  
dirigés. Pour finir, des indicateurs permettant la restitution des résultats au décideur sont introduits.
Le dernier chapitre présente le projet DIAGNOSTAT qui a servi de cadre à ces travaux de recherche et  
expose un cas d'étude permettant d'appliquer la démarche introduite précédemment à la déconstruction des 
avions en fin de vie au moyen de deux scénarios.
Mots clés : Retour d'expérience, Évaluation des risques, Réseaux bayésiens, Diagrammes d'influence, 
Fonctions de croyance, Réseaux évidentiels dirigés.
Hybridization of statistical and cognitive experience feedback to assess risk: 
Application to aircraft deconstruction
The  research  work  presented  in  this  document  relates  to  knowledge  management  applied  to  aircraft  
deconstruction. The aim of this work is to provide a decision support system for risk assessment. To meet  
this objective, mechanisms for decision support hybridizing cognitive and statistical experience feedback to 
perform risk assessment on system critical areas have been developed. The proposed approach allows to  
combine  expert  opinion  with  statistics  extracted  from  a  database  by  using  belief  functions.  The  risk 
assessment is performed by the combined knowledge processing using a model based on directed evidential 
networks. This document is divided into four chapters.
The first chapter is a state of the art addressing concepts related to risk and experience feedback. It defines 
key concepts for risk assessment, knowledge management (in particular the experience feedback process)  
and the links between these two concepts.
The second chapter allows to introduce a risk assessment model  based on Bayesian methods.  However,  
Bayesian methods have some limitations, particularly with respect to epistemic uncertainty modelling. That  
is why, some alternatives have been proposed, such as belief functions and directed evidential networks that  
we finally chose to use.
The  third  chapter  proposes  an  approach  for  assessing  the  risk  using  directed  evidential  networks.  The  
proposed  approach  describes  the  mechanisms  used  to  formalize  and  combine  expert  and  statistical  
knowledge,  and then to process this knowledge with directed evidential  networks.  Finally,  indicators  to 
inform the decision maker about results are introduced.
The last chapter presents the DIAGNOSTAT project which provided the framework for this research and a  
study case to apply the approach introduced earlier for aircraft deconstruction by using two scenarios.
Keywords: Experience feedback, Risk assessment, Bayesian networks, Influence diagrams, Belief functions, 
Directed evidential networks.
