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1. Introduction
Les re´sultats pre´sente´s dans ce me´moire concernent dans un premier temps des
proprie´te´s spectrales des ope´rateurs borne´s qui commutent avec les translations sur
des espaces de fonctions sur R, Rk, Z et Zk. Les ope´rateurs de cette classe ap-
pele´s multiplicateurs ont fait l’objet de nombreuses e´tudes (cf. [38], [19], [20] et
les re´fe´rences qui y sont cite´es). Les multiplicateurs sur les espaces de Banach de
fonctions sur G (un groupe localement compact abe´lien) ont e´galement e´te´ beaucoup
e´tudie´s (cf. [8], [10], [11], [12], [17], [28], etc...). L’aspect nouveau qui nous inte´resse ici
est le spectre des multiplicateurs et entre autres le spectre du groupe des trans-
lations. Dans l’e´tude de ces proble`mes les versions plus ge´ne´rales des the´ore`mes de
repre´sentation avec un symbole des multiplicateurs e´tablies dans [26] et [32] jouent
un roˆle central. Dans le but d’obtenir des re´sultats complets, des techniques et
re´sultats spectraux valables pour les semi-groupes fortement continus sont mis en
oeuvre. Aussi bien dans le cas discret que dans le cas continu, nous obtenons une
caracte´risation comple`te du spectre d’une translation dans des espaces fonctionnels
assez ge´ne´raux, ainsi qu’une caracte´ristique du spectre d’un multiplicateur quel-
conque. En particulier, nous e´tudions les espaces a` poids Lpω(R), 1 ≤ p <∞, et les
espaces de suites a` poids. Les poids ω que nous conside´rons sont assez ge´ne´raux et
l’e´tude spectrale des multiplicateurs dans les espaces Lpω(R), que nous pre´sentons ici
ne s’appuie pas sur un calcul fonctionnel. D’autant plus que l’existence de ce dernier
n’est pas e´tabli pour les ope´rateurs ge´ne´raux qui nous inte´ressent. Les proble`mes
traite´s dans ce me´moire sont ”voisins” de divers proble`mes encore tre`s e´tudie´s en
analyse fonctionnelle comme par exemple la recherche de sous-espaces invariants par
translations (cf [17], [24], et bien d’autres) ou bien le ”spectral mapping theorem”
pour les semi-groupes.
Les preuves des re´sultats annonce´s ci-dessous utilisent une large palette d’ou-
tils contenant entre autres des re´sultats spectraux sur les semi-groupes fortement
continus, diffe´rentes versions du ”spectral mapping theorem” et des proprie´te´s des
alge`bres de Banach commutatives unitaires ainsi que des re´sultats re´cents de l’au-
teur concernant les symboles des multiplicateurs ([32], [33], [34], [35]). L’existence
de ces derniers a permis d’aborder les proble`mes spectraux avec une nouvelle ap-
proche et e´galement d’e´tablir un lien entre le spectre d’un multiplicateur et son
symbole. Le point important est que si pour un multiplicateur borne´ L la re´solvante
R(λ) = (L− λI)−1 existe, alors elle est elle-meˆme un multiplicateur et nos re´sultats
permettent de lui associer un symbole µ(λ) en supposant que λ soit dans l’ensemble
sur lequel la repre´sentation avec un symbole est valide. Graˆce a` une contradiction
de´duite de cette repre´sentation, et un raisonnement par l’absurde on obtient que
µ(λ) doit eˆtre dans le spectre de L. Nous appliquons ce raisonnement dans un cadre
tre`s ge´ne´ral. La nouvelle approche des re´sultats spectraux constitue une des moti-
vations principales des re´sultats d’existence des symboles des multiplicateurs e´tablis
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par l’auteur dans ([28], [30], [32], [33], [34], [35]).
Dans le cas des multiplicateurs sur des espaces de suites sur Z, graˆce au fait que
Z est discret, les re´sultats obtenus vont plus loin que dans le cadre continu. En effet,
les espaces de fonctions conside´re´s sont si ge´ne´raux que les translations peuvent ne
pas y eˆtre borne´es. D’autre part, les cas des espaces de fonctions a` plusieurs va-
riables dans Rn ou dans Zn pre´sentent de tre`s nombreuses difficulte´s et l’e´tude des
multiplicateurs y fait intervenir le spectre joint des translations qui est difficile a`
de´terminer et a` exploiter. Ne´anmoins, nous obtenons sous certaines conditions une
caracte´risation comple`te du spectre joint des translations et il s’agit d’un re´sultat
tout a` fait nouveau.
D’apre`s un re´sultat bien classique (cf [20]), pour E = Lp(G), ou` p ≥ 1 et G est
un groupe localement compact abe´lien, on a la repre´sentation suivante. Pour tout
multiplicateur M , il existe hM ∈ L∞(G) telle que
M̂f(x) = hM(x)f̂(x), ∀f ∈ Lp(G) ∩ L2(G), p.p.
La fonction hM est appele´e le symbole de M et on a
‖hM‖∞ ≤ ‖M‖.
Dans [31], [33], [34], [35], ce the´ore`me est ge´ne´ralise´ dans le cadre des multiplicateurs
sur des espaces de fonctions sur R, Z, Rk et Zk bien plus ge´ne´raux que les espaces
Lp(G) incluant les espaces a` poids Lpω(R), 1 ≤ 1 <∞. On peut par exemple citer le
poids ω(x) = e−x parmi bien d’autres. L’existence d’un symbole e´tant e´tablie dans
les travaux de l’auteur, la question au centre de ce me´moire est la suivante :
”Est-il possible de de´terminer le spectre d’un multiplicateur en fonction de son
symbole ?”.
La premie`re e´tape consiste a` chercher la caracte´risation comple`te du spectre des
translations (Stf)(x) = f(x− t), t ∈ R. Dans l’espace Lpω(R) a` poids ces translations
forment un groupe St = e
tA. Le spectre σ(A) du ge´ne´rateur de A de´pend du poids
ω et sa caracte´risation est loin d’eˆtre e´vidente. Nous traitons cette question en
conside´rant des poids ge´ne´raux tels que les ope´rateurs St soient borne´s et on montre
que
σ(St) = {z ∈ C : e−α1t ≤ |z| ≤ eα0t},
ou` α0 = limt→+∞ ln ‖St‖ 1t , α1 = limt→+∞ ln ‖S−t‖ 1t et α1 + α0 ≥ 0. Nos re´sultats
spectraux dans ce cas ge´ne´ral pre´sentent un pas essentiel dans l’e´tude du spectre
des multiplicateurs et ils couvrent les re´sultats connus dans les cas ou` le poids est
trivial. L’e´tude du spectre d’un multiplicateur M quelconque est plus complique´e.
Nous prouvons que
µM(U) ⊂ σ(M),
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ou` µM est le symbole de M et U = {z ∈ C : Im z ∈ [−α1, α0]}.
Les re´sultats pre´sente´s ici concernent aussi deux autres classes d’ope´rateurs : les
ope´rateurs de Wiener-Hopf sur des espaces de fonctions sur R+ et les ope´rateurs de
Toeplitz sur des espaces de suites sur Z+. Ces deux classes pre´sentent des similitudes
entre elles bien que le cas continu soit bien plus complique´ a` e´tudier que le cas discret.
Ces types d’ope´rateurs ont e´galement e´te´ beaucoup e´tudie´s (voir par exemple, [16],
[25]).
De plus, bien que ces ope´rateurs ressemblent aux multiplicateurs, il est impossible
de de´duire les re´sultats les concernant a` partir de ceux sur les multiplicateurs. En
effet, un ope´rateur de Wiener-Hopf quelconque dans un espace de Banach ge´ne´ral
ne se prolonge pas en un multiplicateur. Il en est de meˆme en ce qui concerne les
ope´rateurs de Toeplitz. Les re´sultats obtenus dans le me´moire dans ce domaine
le sont inde´pendamment des re´sultats pre´sente´s ici sur les multiplicateurs. Pour
les ope´rateurs de Wiener-Hopf et les ope´rateurs de Toeplitz nous obtenons tout
d’abord des the´ore`mes ge´ne´raux de repre´sentation avec un symbole qui permettent
d’e´tablir des re´sultats spectraux pour ces ope´rateurs et la de´termination comple`te
du spectre des “translations tronque´es”. Entre autres outils, on utilise de nouveau
des “spectral mapping theorems” et la the´orie spectrale des semi-groupes fortement
continus etB, t ≥ 0. D’autre part, pour parer les difficulte´s nous de´ployons aussi bien
des outils d’analyse fonctionnelle que d’analyse harmonique.
Les re´sultats pre´sente´s ici s’articulent dans les 6 axes suivants :
• Proble`mes spectraux et multiplicateurs sur les espaces de Banach de fonctions
sur R.
• Proble`mes spectraux et multiplicateurs sur les espaces de Banach de fonctions sur
Rn
• Proble`mes spectraux et multiplicateurs sur les espaces de Banach de suites sur Z.
• Proble`mes spectraux et multiplicateurs sur les espaces de Banach de suites sur Zn.
• Proble`mes spectraux et ope´rateurs de Wiener-Hopf sur des espaces fonctionnels
sur R+.
• Proble`mes spectraux et ope´rateurs de Toeplitz sur les espaces de suites sur Z+.
Le fil conducteur est le lien qui existe entre les spectres des ope´rateurs de ces
diffe´rentes classes et leur symbole. Ceci assure une continuite´ dans les re´sultats
e´nonce´s et une cohe´rence entre les diverses classes d’ope´rateurs traite´es. Bien que
certains outils comme la the´orie spectrale des semi-groupes fortement continus in-
terviennent dans toutes les sous-sections chacun des cas traite´s pre´sente ses propres
difficulte´s et ses particularite´s. Dans la section suivante nous pre´sentons les re´sultats
contenus dans ce me´moire repartis entre les six axes e´nonce´s ci-dessus tout en in-
diquant les ide´es principales. Dans la troisie`me section le lecteur peut trouver les
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articles contenant les de´monstrations de ces re´sultats.
2. Proble`mes spectraux pour des multiplicateurs dans Rk et Zk
2.1. Multiplicateurs sur les espaces de fonctions sur R. On s’inte´resse dans
un premier temps aux multiplicateurs et aux proble`mes spectraux sur des espaces
de Banach de fonctions sur R. Pre´cisons d’abord le cadre et donnons quelques
de´finitions. Soit E un espace de Banach de fonctions sur R. On note St l’ope´rateur
de translation par t sur E, c’est-a`-dire
Stf(x) = f(x− t).
On appelle multiplicateur sur E tout ope´rateur borne´ qui commute avec les trans-
lations St, t ∈ R. Soit ME l’ensemble des multiplicateurs sur E. De´signons par E ′
l’espace dual de E. Pour f ∈ E et g ∈ E ′ , notons < f, g > le produit dual. Soient
1 ≤ p < ∞ et ω un poids sur R. Plus pre´cise´ment, ω est une fonction positive
continue sur R telle que
sup
x∈R
ω(x+ t)
ω(x)
< +∞,∀t ∈ R.
Citons les exemples de poids suivants :
ω1(x) = e
x, ω2(x) = 1 + |x|α, α ∈ R, ω3(x) = ea|x|b , a > 0, 0 < b < 1,
ω4(x) = exp
( |x|
log(2 + |x|)
)
, ω5(x) = e
|x|(1 + |x|2)n, n > 0.
Par exemple, les fonctions | sinx| et | cosx| ne sont pas des poids sur R.
Soit Lpω(R) l’espace des fonctions a` valeurs complexes mesurables sur R telles
que
‖f‖p,ω =
(∫
R
|f(x)|pω(x)pdx
)1/p
< +∞, 1 ≤ p < +∞.
Soit C∞c (R) (resp. C∞c (R+)) l’espace des fonctions continues sur R (resp. R+) a`
support compact dans R (resp. R+). On remarque que C∞c (R) est dense dans Lpω(R).
Posons E = Lpω(R) pour 1 ≤ p < +∞. Dans ce cas
〈f, g〉 =
∫
R
f(x)g¯(x)ω2(x)dx
et
|〈f, g〉| ≤ ‖f‖p,ω‖g‖q,ω, pour 1 < p < +∞,
ou` 1
p
+ 1
q
= 1. Pour p = 1, on a
E ′ = L∞ω (R) = {f mesurable : |f(x)|ω(x) <∞, p.p.}
et
‖g‖∞,ω = esssup {|f(x)|ω(x), x ∈ R}.
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Si M est un multiplicateur sur E, alors il existe une distribution µ ∈ D′(R) telle que
Mf = µ ∗ f, ∀f ∈ C∞c (R).
Ce re´sultat est de´montre´ dans [26] en utilisant les arguments de [19].
Pour φ ∈ C∞c (R), l’ope´rateur
Mφ : f −→ φ ∗ f
est un multiplicateur sur E. Pour un ope´rateur A notons σ(A) (resp. ρ(A)) le spectre
(resp. le rayon spectral) de A.
Introduisons
α0 = lim
t→+∞
ln ‖St‖ 1t , α1 = lim
t→+∞
ln ‖S−t‖ 1t .
Il est facile de voir que α1 + α0 ≥ 0. On conside`re l’ensemble
U = {z ∈ C, Im z ∈ [−α1, α0]}
qui jouera un roˆle important dans la suite. Pour simplifier les expressions dans le
the´ore`me suivant, pour une fonction f et a ∈ C, nous notons (f)a la fonction
R 3 x −→ f(x)eax.
Le re´sultat suivant e´tablit dans le cadre des multiplicateurs sur Lpω(R), l’existence
d’un symbole et il joue un roˆle essentiel dans la preuve des re´sultats spectraux qui
sont au centre de ce me´moire. Soit E = Lpω(R), 1 ≤ p <∞.
The´ore`me 1. Soit M un multiplicateur sur E. Alors
1) Pour a ∈ [−α1, α0], nous avons (Mf)a ∈ L2(R), pour tout f ∈ E tel que (f)a ∈
L2(R).
2) Pour a ∈ [−α1, α0], il existe une fonction νa ∈ L∞(R) telle que
(̂Mf)a(x) = νa(x)(̂f)a(x), ∀f ∈ E, t.q. (f)a ∈ L2(R), p.p.
De plus, nous avons
‖νa‖∞ ≤ C‖M‖, ∀a ∈ [−α1, α0].
3) Si
◦
U 6= ∅, il existe ν ∈ H∞(
◦
U) telle que
M̂f(z) = ν(z)fˆ(z), z ∈
◦
U, ∀f ∈ C∞c (R),
ou` M̂f(ia+ x) = (̂Mf)a(x), pour a ∈]− α1, α0[, f ∈ C∞c (R).
La fonction ν est appele´e le symbole de M . Ce re´sultat e´tend a` une classe d’es-
paces beaucoup plus large un re´sultat sur la repre´sentation des multiplicateurs sur
les espaces L2ω(R) de´montre´ dans [26].
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L’existence d’un symbole pour les multiplicateurs sur des espaces de Banach
de fonctions sur R a` valeurs complexes ge´ne´raux, bien qu’e´tant naturelle reste un
proble`me ouvert. Ne´anmoins, pour un espace de Hilbert H le re´sultat pre´ce´dent est
valable a` condition que H satisfasse les hypothe`ses suivantes :
(H1) Cc(R+) ⊂ H ⊂ L1loc(R+), les inclusions e´tant continues, et Cc(R+) est dense
dans H.
(H2) Pour tout x ∈ R, Sx(H) ⊂ H et supx∈K ‖Sx‖ < +∞, pour tout compact
K ⊂ R.
(H3) Pour tout α ∈ R soit Mα l’ope´rateur de´fini par
Mα : H 3 f −→
(
R 3 x −→ f(x)eiαx
)
.
Nous avons Mα(H) ⊂ H et de plus, supα∈R ‖Mα‖ < +∞.
(H4) Il existe C1 > 0 et a1 ≥ 0 tels que ‖Sx‖ ≤ C1ea1|x|, ∀x ∈ R+.
Les espaces L2ω(R) ve´rifient bien e´videment les hypothe`ses (H1)-(H3). L’hy-
pothe`se (H4) est e´galement satisfaite car sans perte de ge´ne´ralite´, le poids ω peut
eˆtre remplace´ par un poids spe´cial ω0 e´quivalent a` ω. Les de´tails de la construction
de ω0 et les preuves que ses proprie´te´s impliquent bien l’hypothe`se (H4) sont expose´s
dans [2], [26]. Les conditions (H1)-(H4) peuvent e´galement eˆtres ve´rifie´es pour des
espaces de Hilbert autres que les espaces L2ω(R) a` poids.
Le The´ore`me 1 est de´montre´ quand E est soit un espace de Hilbert soit un espace
Lp a` poids graˆce a` des proprie´te´s spectrales du groupe (St)t∈R = etA qui ne sont plus
valables dans le cadre d’un espace de Banach ge´ne´ral. Une e´tape essentielle de la
preuve du The´ore`me 1 utilise un lemme d’approximation d’un multiplicateur par
des ope´rateurs de convolutions Mφ, ou` φ ∈ Cc(R). De plus, le re´sultat suivant y joue
un roˆle important.
The´ore`me 2. Pour tout φ ∈ Cc(R) et tout µ ∈ U nous avons
|
∫
R
e−iµtφ(t)dt| ≤ ‖Mφ‖.
Pour obtenir ce re´sultat on utilise des estimations de la transformation de Fourier
φˆ(µ) pour µ tel que Imµ = α0 ou bien Imµ = −α1 ainsi que le the´ore`me de
Phragme`n-Lindelo¨f. D’autre part, afin d’e´tablir ces estimations on prouve le lemme
suivant.
Lemma 1. Soit λ ∈ C avec eλ ∈ σ(S) et soit Reλ = α0. Alors il existe une suite
(fnk)nk∈N de fonctions dans H et des entiers nk ∈ Z tels que
lim
nk→∞
(
etA − e(λ+2pinki)tI
)
fnk = 0, ∀t ∈ R, ‖fnk‖ = 1, ∀k ∈ N. (1)
8
Notons que la proprie´te´ (1) est valable pour tout t ∈ R. De plus, si eλ ∈ σ(eA) cela
n’implique pas en ge´ne´ral que λ ∈ σ(A). Si λ ∈ σ(A) et Imλ = α0 on peut exploiter
le spectre ponctuel approximatif de A. Dans le cas ou` λ /∈ σ(A) des difficulte´s
supple´mentaires apparaissent et on est amene´ a` conside´rer le comportement de la
re´solvante ((λ+ 2kipi)I −A)−1. Dans les espaces de Hilbert H, le spectre de eA est
caracte´rise´ par le re´sultat suivant
The´ore`me 3 (Gearhart). Soit B le ge´ne´rateur d’un semi-groupe fortement continu
(etA), t ≥ 0 dans un espace de Hilbert H. Alors ez0 /∈ σ(eA) si et seulement si
z0 + 2piik /∈ σ(A), ∀k ∈ Z et
sup
k∈Z
‖((z0 + 2kipi)I − A)−1‖ < +∞. (2)
Ce re´sultat est essentiel dans notre raisonnement car il nous permet de traiter le
cas des λ /∈ σ(A). Cependant, dans le cas d’un espace de Banach, la caracte´risation
du spectre d’un semi-groupe fortement continu est beaucoup plus complique´e (cf.
[21]) et en ge´ne´ral la proprie´te´ (2) n’est pas ve´rifie´e. Le contre-exemple ci-dessous
illustre bien ce qui peut se produire dans le cadre d’un espace de Banach.
Contre-exemple 1. ([14])
Soit E = C0(R+)
⋂
L1ω(R), ou` ω(x) = ex. E est un espace de Banach muni de la
norme
‖f‖ := ‖f‖∞ +
∫ ∞
0
|f(s)|esds.
Soit A le ge´ne´rateur du semi-groupe (St)t≥0.
On a σ(A) = {λ ∈ C, Reλ ≤ −1} et α0 = 0. Donc il est clair que
σ(St) \ {0} 6= eσ(A).
Si λ est tel que eλ ∈ σ(eA), Reλ = 0, on a
sup
y∈R
‖(A− (λ+ iy)I)−1‖ < +∞.
D’autre part, pour les espaces Lpω(R) le groupe St = etA des translations qui
nous inte´resse ve´rifie le ”spectral mapping theorem”. En effet, le groupe (St)t∈R est
un groupe positif, c’est-a`-dire il pre´serve les fonctions positives, et par conse´quent
(cf. [39], [40]) le ge´ne´rateur A du groupe (St)t∈R ve´rifie les e´galite´s suivantes :
s(A) := sup{Re z : z ∈ σ(A)} = α0,
σ(etA) \ {0} = etσ(A).
Ceci permet d’e´tablir aussi bien le Lemme 1 que le The´ore`me 2 et d’appliquer
e´galement les arguments de [28] pour obtenir le The´ore`me 1 pour E = Lpω(R).
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Maintenant la question que l’on est amene´ naturellement a` se poser est la sui-
vante :
Il y a-t-il un lien entre le symbole d’un multiplicateur et son spectre ?
Graˆce au The´ore`me 1 et encore une fois a` des conside´rations spectrales on ob-
tient dans [34], les re´sultats suivants :
The´ore`me 4. On a
i) σ(St) = {z ∈ C, e−α1t ≤ |z| ≤ eα0t}, ∀t ∈ R. (3)
Soit M ∈ME et soit µM le symbole de M .
ii) On a
µM(U) ⊂ σ(M), (4)
ou`
U = {z ∈ C, Im z ∈ [−α0, α1]}.
iii) Soit A l’alge`bre de Banach commutative engendre´e par Mφ, φ ∈ Cc(R). Si
M ∈ A, alors on a
µM(U) = σ(M). (5)
Exemples.
1) Si ω(x) = ex, on a σ(S) = {z ∈ C : |z| = e}.
2) Si ω(x) = (1 + |x|α), a ∈ R, on a σ(S) = {z ∈ C : |z| = 1}.
3) Si ω(x) = ea|x|
b
, a > 0, 0 < b < 1, on a σ(S) = {z ∈ C : e−a ≤ |z| ≤ ea}.
Les preuves de ces re´sultats spectraux utilisent aussi bien le the´ore`me de repre´sentation
des multiplicateurs avec un symbole que des proprie´te´s spectrales des alge`bres de
Banach. Plus pre´cise´ment, on se sert du fait que A est une alge`bre de Banach com-
mutative et on utilise ses caracte`res pour de´terminer le spectre de ses e´le´ments. En
effet, si λ ∈ σ(M) \ {0} alors λ = γ(M), ou` γ est un caracte`re de A. On peut alors
faire le lien entre la transforme´e de Fourier de φ et γ(Mφ) pour φ ∈ Cc(R).
Les re´sultats pre´ce´dents sont importants car ils permettent de caracte´riser entie`rement
le spectre du groupe des translations dans des espaces fonctionnels assez ge´ne´raux.
De plus, notre preuve n’utilise pas la caracte´risation du spectre de A qui est un
proble`me difficile. Notre approche est base´e sur une application des symboles des
multiplicateurs et ceci constitue une des principales motivations de la recherche des
repre´sentations par des symboles. Notons aussi que pour la classe des multiplicateurs
nous ne disposons pas d’un calcul spectral.
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Voici l’ide´e principale de la preuve de ii) dans le the´ore`me ci-dessus. Soit M
un multiplicateur sur E = Lpω(R) ou sur un espace de Hilbert et soit µ le symbole
de M . Si λ /∈ σ(M), l’ope´rateur (M − λI)−1 est un multiplicateur car il commute
avec les translations. Alors on peut appliquer le the´ore`me de repre´sentation des
multiplicateurs (The´ore`me 1). Soit h le symbole de (M −λI)−1. Par conse´quent, on
obtient
F((M − λI)−1(M − λI)f)a = haF((M − λI)f)a),
(̂f)a(x) = ha(x)(µa(x)− λ)(̂f)a(x), p.p.
Dans la dernie`re e´galite´ on peut prendre toute fonction f ∈ Cc(R) et on en
de´duit que
1 = ha(x)(µa(x)− λ), p.p.
Les fonctions µa et ha sont holomorphes sur
◦
U et essentiellement borne´es sur la
frontie`re de U. Cela permet de conclure que si λ = µa(x) = µ(x+ ia) on obtient une
contradiction. On en de´duit que µ(U) ⊂ σ(M).
Il semblerait naturel de conjecturer que l’on ait
µM(U) = σ(M),
pour M ∈ME quelconque. Toutefois, il existe un contre-exemple dans le cadre des
multiplicateurs sur L1(R).
Exemple 2. Soit η une mesure sur R ve´rifiant∫
R
‖Sx‖d|η|(x) < +∞.
Alors l’ope´rateur
Mη : f −→
∫
R
Sx(f)dη(x)
est un multiplicateur de symbole
ηˆ(t) =
∫
R
e−ixtdη(x).
Or il existe des mesures η telles que bien que l’ope´rateur Mη soit un multiplicateur
sur L1(R) on a
ηˆ(R) 6= σ(Mη).
(cf. [7]). Ce fait est connu dans la litte´rature sous le nom de “phe´nome`ne du spectre
cache´” ou bien “phe´nome`ne du spectre invisible”. Pour E = L1(R), la bande U
correspond a` R et le re´sultat du The´ore`me 4, n’est plus valable pour un multiplica-
teur quelconque sur L1(R). Cependant, il est tout a` fait possible que ce soit le cas
dans les espaces de Hilbert. Cette question est toujours ouverte. Il serait e´galement
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inte´ressant d’e´tendre les The´ore`mes 1 et 4 a` d’autres espaces de Banach.
2.2. Spectres des multiplicateurs sur les espaces de fonctions sur Rk. On
conside`re l’espace L2ω(Rk), k > 1, ou` ω est un poids sur Rk de la forme
ω = ω1 × ...× ωk,
ω1,..., ωk e´tant des poids sur R.
Soit φ ∈ Cc(Rk). Notons φ̂ la transforme´e de Fourier de φ de´finie sur Ck. Posons
em = (em,1, ..., em,k),
ou` em,i = 0, si m 6= i et em,m = 1. Pour m = 1, ..., k, soit Sm la translation par em
de´finie sur L2ω(Rk). Introduisons l’ensemble
U = {z = (z1, ..., zk) ∈ Ck, Im zi ∈ [− ln ρ(S−1i ), ln ρ(Si)], pour i = 1, ..., k}.
Les multiplicateurs sur L2ω(Rk) ve´rifient le the´ore`me de repre´sentation suivant(voir
[31]).
The´ore`me 5. Soit M un multiplicateur sur L2ω(Rk). Alors il existe ν ∈ L∞(U) telle
que ∫
Rk
(Mf)(x)e−i<x,z>dx = ν(z)
∫
Rk
f(x)e−i<x,z>dx, ∀f ∈ C∞c (Rk),
pour tout z ∈
◦
U et pour presque tout z appartenant a` la frontie`re de U .
Pour un multiplicateur M sur L2ω(Rk), on appelle symbole de M la fonction ν
introduite dans le the´ore`me pre´ce´dent. On de´signe parME l’ensemble des multipli-
cateurs sur un espace E. Dans [31] nous avons le re´sultat suivant.
Proposition 1. On a z = (z1, ..., zk) ∈ U si et seulement si
e−izm ∈ σ(Sm), pourm = 1, ..., k.
L’ensemble U est relie´ au spectre joint des ope´rateurs S1, ...,Sk. Rappelons la
de´finition suivante.
De´finition 1. Soit A une alge`bre de Banach commutative d’unite´ I. Le spectre joint
σs(A1, ..., Ak) des ope´rateurs A1, ...., Ak ∈ A est l’ensemble
{(α1, ..., αk) ∈ Ck,
∑k
m=1(Am−αmI)Jm estnon inversible dansA, ∀(J1, ..., Jk) ∈ Ak}.
Dans le cas ge´ne´ral, e´tant donne´ que σs(A1, ..., Ak) 6= σ(A1) × ... × σ(Ak), la
de´termination de σs(A1, ..., Ak) est un ouvert. Ne´anmoins, dans les espaces L
2
ω(Rk),
nous avons l’e´galite´
σs(S1, ...,Sk) = σ(S1)× ...× σ(Sk)
(voir ([27]). Graˆce a` des arguments et des conside´rations similaires a` ceux mis en
oeuvre dans le cas des multiplicateurs sur L2ω(R), nous obtenons
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The´ore`me 6. Soit φ ∈ Cc(Rk). Alors, on a
σ(Mφ) \ {0} = φˆ(U) \ {0}.
Notons A l’alge`bre de Banach ferme´e engendre´e par les ope´rateurs Mφ, φ ∈
C∞c (Rk). De plus, pour E = L2ω(Rk), nous avons
The´ore`me 7. Soient M ∈ A et ν le symbole de M . Alors ν est une fonction
continue sur U et on a
σ(M) \ {0} = ν(U) \ {0}.
Soient M ∈ME et ν son symbole. Alors
ν(U) ⊂ σ(M).
Les re´sultats ci-dessus ge´ne´ralisent ceux obtenus pour les multiplicateurs sur
les espaces de Banach de fonctions sur R. Toutefois, le cadre e´tant beaucoup plus
complique´, nous devons manipuler des spectres joints au lieu de spectres et pour
cette raison nous traitons une classe d’espaces plus restreinte que dans la sous-section
pre´ce´dente. La principale difficulte´ provient de la caracte´risation de l’ensemble UE
indroduit ci-dessous.
De´finition 2. Soit UE l’ensemble des z ∈ C, tels que pour chaque fonction φ ∈
Cc(Rk) nous ayons ∣∣∣ ∫
Rk
e−i〈z,x〉φ(x)dx
∣∣∣ ≤ ‖Mφ‖,
ou` Mφ est l’ope´rateur de convolution avec φ et ‖.‖ est la norme dans E.
Nous avons de´ja` vu que si E = L2ω(R), alors nous obtenons
UE = {z ∈ C : Im z ∈ [−α1, α0]}.
D’autre part, nous avons de´montre´ dans [28] que l’ensemble UE n’est pas vide pour
des espaces de Banach de fonctions sur un groupe localement compact abe´lien tre`s
ge´ne´raux. Finalement, l’ensemble
e−iUE = {(e−iz1 , ..., e−izk) ∈ Ck : (z1, ..., zk) ∈ UE}
est inclus dans le spectre joint des ope´rateurs de translation Sj avec j = 1, ..., k.
Ainsi nous sommes amene´s a` formuler la conjecture suivante.
Conjecture. L’ensemble e−iUE co¨ıncide avec le spectre joint σs(S1, ...,Sk)\{0, ..., 0}
des ope´rateurs S1, ...,Sk.
Dans le cas des poids spe´ciaux ayant la forme ω = ω1 × ... × ωk nous avons
de´montre´ la conjecture dans [29]. Le cas ge´ne´ral est un proble`me ouvert tre`s diffi-
cile a` traiter car de`s que k > 1, nous ne disposons plus de re´sultats exprimant le
spectre joint σs(S1, ...,Sk) a` l’aide des re´solvantes (Aj − zI)−1 des ge´ne´rateurs Aj
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des groupes Sj(t) = e
tAj , j = 1, ..., k. La structure de l’ensemble UE peut eˆtre assez
complique´e. Plus loin nous donnerons un exemple dans le cas discret qui illustre
bien la complexite´ de la “forme” de ce type d’ensemble.
2.3. Spectres des multiplicateurs sur les espaces de suites sur Z. Soit E ⊂
CZ un espace de Banach de suites complexes (x(n))n∈Z. Soit S : CZ −→ CZ, la
translation de´finie par Sx = (x(n− 1))n∈Z, pour x = (x(n))n∈Z ∈ CZ, de sort que
S−1x = (x(n+ 1))n∈Z. Soit F (Z) l’ensemble des suites sur Z ayant un nombre de
termes non nuls fini. On appelle multiplicateur sur E tout ope´rateur borne´ M sur
E ve´rifiant MSa = SMa, pour tout a ∈ F (Z). De´signons par ME l’espace des
multiplicateurs sur E . Pour z ∈ T = {z ∈ C : |z| = 1}, on conside`re l’application
E 3 x −→ ψz(x) donne´e par ψz(x) = (x(n)zn)n∈Z. Notons que si ψz(E) ⊂ E pour
tout z ∈ T et si pour tout n ∈ Z, l’application
pn : E 3 x −→ x(n) ∈ C
est continue, alors d’apre`s le the´ore`me du graphe ferme´, ψz est borne´e sur E .
Conside´rons les espaces de Banach E de suites sur Z ve´rifiant les conditions sui-
vantes :
(H1) L’ensemble F (Z) est dense dans E .
(H2) Pour tout n ∈ Z, pn est continue de E dans C.
(H3) On a ψz(E) ⊂ E , ∀z ∈ T et supz∈T ‖ψz‖ < +∞.
Voici quelques exemples d’espaces ve´rifiant nos hypothe`ses.
Exemple 3. Soit ω un poids (une suite de nombres re´els positifs) sur Z. Soit
lpω(Z) =
{
(x(n))n∈Z ∈ CZ;
∑
n∈Z
|x(n)|pω(n)p < +∞
}
, 1 ≤ p < +∞
et ‖x‖ω,p =
(∑
n∈Z |x(n)|pω(n)p
) 1
p
. Il est facile de voir que l’espace de Banach lpω(Z)
ve´rifie nos hypothe`ses. De plus, l’ope´rateur S (resp. S−1) est borne´ sur lpω(Z) si et
seulement si
sup
n∈Z
ω(n+ 1)
ω(n)
< +∞
(
resp. sup
n∈Z
ω(n− 1)
ω(n)
< +∞
)
.
Exemple 4. Soit K une fonction convexe, non-de´croissante, continue sur R+
telle que K(0) = 0 et K(x) > 0, pour x > 0. Par exemple, K peut eˆtre xp, pour
1 ≤ p < +∞ ou bien xp+sin(log(− log(x))), pour p > 1 +√2. Soit ω un poids sur Z. Soit
lK,ω(Z) =
{
(x(n))n∈Z ∈ CZ;
∑
n∈Z
K
( |x(n)|
t
)
ω(n) < +∞, pour un t > 0
}
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et ‖x‖ = inf
{
t > 0,
∑
n∈ZK
(
|x(n)|
t
)
ω(n) ≤ 1
}
. L’espace lK,ω(Z), appele´ espace
d’Orlicz a` poids (voir [5], [22]), est un espace de Banach ve´rifiant nos hypothe`ses.
Exemple 5. Soit (q(n))n∈Z une suite re´elle telle que q(n) ≥ 1, pour tout n ∈ Z.
Pour a = (a(n))n∈Z ∈ CZ, posons
‖a‖{q} = inf
{
t > 0,
∑
n∈Z
∣∣∣a(n)
t
∣∣∣q(n) ≤ 1}.
Conside´rons l’espace l{q} = {a ∈ CZ; ‖a‖{q} < +∞}, lequel est un espace de Banach
satisfaisant nos hypothe`ses (voir [13]). On remarque que
lim
n→+∞
|q(n+ 1)− q(n)| 6= 0
et si supn∈Z q(n) < +∞, alors soit S, soit S−1 n’est pas borne´ (voir [23]).
Il est facile de voir que si S(E) ⊂ E , alors d’apre`s le the´ore`me du graphe ferme´,
la restriction S|E de S a` E est borne´e de E dans E . Si S(E) ⊂ E , on notera σ(S) le
spectre de S a` domaine E . Si S n’est pas borne´, notons σ(S) (resp. ρ(S)) le spectre
(resp. le rayon spectral) de l’ope´rateur S, ayant pour domaine
D(S) = {x ∈ E , ∃(xn)n∈N ⊂ F (Z) t.q. xn −→ x et Sxn −→ y ∈ E},
ou` Sx = y, pour tout x ∈ D(S). Notons ek la suite telle que ek(n) = 0 (resp. 1), si
n 6= k (resp. n = k). Pour un multiplicateur M on pose M̂ = M(e0) et il est facile
de voir que
Ma = M̂ ∗ a, ∀a ∈ F (Z). (6)
E´tant donne´ a ∈ CZ, de´finissons formellement la se´rie
a˜(z) =
∑
n∈Z
a(n)zn.
On remarque que si a ∈ l2(Z), alors a˜ ∈ L2(T). Pour un multiplicateur M , notons
M˜ la se´rie formelle
M˜(z) =
∑
n∈Z
M˜(n)zn.
Usuellement, M˜ est appele´ le symbole de M . Il est facile de voir que sur l’espace
des se´ries formelles de Laurent, nous avons l’e´galite´
M˜a(z) = M̂(z)a˜(z), ∀z ∈ C, ∀a ∈ F (Z). (7)
Cependant, il est difficile de de´terminer le domaine de convergence de M˜ . Pour r > 0,
soit Cr le cercle de rayon r centre´ en 0. Le the´ore`me suivant e´tablit l’existence du
symbole d’un multiplicateur M .
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The´ore`me 8. 1) Si S n’est pas borne´, mais S−1 est borne´, alors ρ(S) = +∞ et si
S est borne´, mais S−1 n’est pas borne´, alors ρ(S−1) = +∞.
2) On a σ(S) =
{
z ∈ C, 1
ρ(S−1) ≤ |z| ≤ ρ(S)
}
.
3) Soit M ∈ ME . Pour r > 0 tel que Cr ⊂ σ(S), on a M˜ ∈ L∞(Cr) et |M˜(z)| ≤
‖M‖, p.p. sur Cr.
4) Si ρ(S) > 1
ρ(S−1) , alors M˜ est holomorphe sur
◦
σ(S).
Ce re´sultat est tre`s ge´ne´ral car il inclut aussi le cas d’espaces de Banach de
suites, ou` le shift n’est pas borne´. Si S et S−1 sont borne´s, notons I l’intervalle[
1
ρ(S−1) , ρ(S)
]
. Si S (resp. S−1) n’est pas borne´, notons I l’intervalle
[
1
ρ(S−1) ,+∞
[
(resp. ]0, ρ(S)]). La proprie´te´ 2) montre que le spectre de S a une syme´trie circulaire.
Cette syme´trie a e´te´ de´montre´e dans [36], [37] pour des espaces de suites a` poids
plus simples. Dans ce me´moire nous pre´sentons une approche exploitant l’existence
du symbole d’un multiplicateur et nous obtenons un re´sultat plus ge´ne´ral. D’autre
part, nous traitons aussi le cas quand S n’est pas borne´.
Pour φ ∈ F (Z) notons Mφ l’ope´rateur de convolution avec φ sur E . Soit A
l’adhe´rence de l’alge`bre ge´ne´re´e par les ope´rateurs Mφ, avec φ ∈ F (Z). En utilisant
le The´ore`me 7 et des conside´rations spectrales valables dans les alge`bres de Banach
commutatives, nous prouvons le the´ore`me suivant.
The´ore`me 9. 1) Si M ∈ME , on obtient M˜(σ(S)) ⊂ σ(M).
2) Si M ∈ A , alors σ(M) \ {0} = M˜(σ(S)) \ {0}.
Ici si M ∈ ME , alors M˜(σ(S)) de´signe l’image essentielle de M˜ sur σ(S). Re-
marquons que M˜ est holomorphe sur
◦
σ(S) et essentiellement borne´e sur la frontie`re
de σ(S). En ge´ne´ral, nous n’avons pas de calcul spectral pour les ope´rateurs dans
ME et il semble de´licat de caracte´riser leur spectre sans avoir recours a` l’existence
de leur symbole e´tablie dans le The´ore`me 8.
2.4. Proble`mes spectraux et multiplicateurs sur Zk. Les re´sultats de la sous-
section pre´ce´dente s’e´tendent e´galement au cas bien plus complexe des multiplica-
teurs sur des espaces de Banach de suites sur Zk, pour k > 1.
Soit F (Zk) l’espace des suites sur Zk ayant un nombre fini de termes non nuls.
Soit E un espace de Banach sur Zk ve´rifiant les conditions :
(h1) F (Zk) est dense dans E .
(h2) Pour tout n ∈ Zk, l’application E 3 x −→ x(n) ∈ Ck est continue.
(h3) Pour tout z ∈ Tk, on a ψz(E) ⊂ E et supz∈Tk ‖ψz‖ < +∞, ou`
(ψz(x))(n1, ..., nk) = x(n1, ..., nk)z
n1
1 ...z
nk
k , ∀n ∈ Zk, x ∈ E .
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Notons Sa l’ope´rateur de translation par a ∈ Zk. Pour alle´ger les notations, de´signons
par Si l’ope´rateur de translation par ei, ou` ei(n) = 1, si ni = 1 et nj = 0, pour j 6= i
et ei(n) = 0. Supposons que l’ope´rateur Si soit borne´ sur E pour tout i ∈ Z. Soit
ME l’ensemble des ope´rateurs borne´s sur E commutant avec Si, pour i = 1, ...k.
Pour M ∈ME , de´finissons la se´rie formelle
M˜(z) =
∑
n∈Zk
M̂(n1, ..., nk)z
n1
1 ...z
nk
k ,
pour z = (z1, ..., zk) ∈ Ck, ou`
M̂(n1, ..., nk) = M(e0)(n1, ..., nk), ∀(n1, ..., nk) ∈ Zk.
Pour a ∈ E , on pose
a˜(z) =
∑
n∈Zk
a(n)zn11 ...z
nk
k , ∀z ∈ Ck.
Alors, il est facile de remarquer que si M ∈ME et a ∈ F (Zk), nous avons
Ma = M̂ ∗ a, ∀a ∈ F (Zk).
Ainsi, formellement on obtient
M˜a(z) = M˜(z)a˜(z), a ∈ E , z ∈ Ck.
Si φ ∈ F (Zk), notons Mφ l’ope´rateur de´fini par
Mφf = φ ∗ f, ∀f ∈ E .
Maintenant, introduisons l’ensemble
ZkE =
{
z ∈ Ck,
∣∣∣ ∑
n∈Zk
φ(n)zn11 ..z
nk
k
∣∣∣ ≤ ‖Mφ‖, ∀φ ∈ F (Zk)}.
Ce dernier est analogue a` l’ensemble UE introduit dans la sous-section traitant les
espaces de fonctions sur Rk.
L’ensemble ZkE peut eˆtre assez complique´ et en ge´ne´ral ne correspond pas a` un
produit d’anneaux. L’exemple ci-dessous illustre la forme assez complexe de ZkE , dans
un cas particulier beaucoup plus simple que les situations bien ge´ne´rales que nous
e´tudions.
Exemple 6. Soient
ω(n, k) = emax(n,k), ∀(n, k) ∈ Z2
et E = l2ω(Z2). Dans ce cas, nous avons
‖Sn,k‖ = max(en, ek), ρ(Sn,k) = max(en, ek).
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Alors, nous obtenons
Z2E = σs(S1,0,S0,1) = {(z1, z2) ∈ C2 | 1 ≤ |zi| ≤ e, i ∈ {1, 2}, |z1||z2| = e}
et
σs(S1,0,S0,1) 6= σ(S1,0)× σ(S0,1).
De plus, on remarque que l’inte´rieur de σs(S1,0,S0,1) est vide bien que l’on ait
◦
σ(S1,0) 6= ∅ et
◦
σ(S0,1) 6= ∅.
De´finition 3. Soit A l’alge`bre ferme´e engendre´e par les ope´rateurs S1, ...,Sk.
Le re´sultat suivant donne une caracte´risation comple`te du spectre joint des
ope´rateurs S1, ...,Sk.
Proposition 2. On a σs(S1, ....,Sk) \ {0, ..., 0} = ZkE \ {0, ..., 0}.
Ce re´sultat prouve dans les cas des espaces de suites sur Zk la conjecture for-
mule´e dans la section pre´ce´dente pour des espaces de fonctions sur Rk.
Nous avons besoin d’introduire l’ensemble suivant
IE = {r ∈ Rk, r1T× ...× rkT ∈
◦
ZkE }.
Afin de simplifier les notations pour a ∈ E et r ∈ Ck, de´signons par (a)r la suite
(a)r(n1, ..., nk) = a(n1, ..., nk)r
n1
1 ...r
nk
k , ∀(n1, ..., nk) ∈ Zk.
Le lecteur peut trouver dans [28] le the´ore`me suivant (voir The´ore`me 4 et Col-
loraire 1).
The´ore`me 10. Soit E un espace de Banach de suites sur Zk ve´rifiant (h1), (h2)
et (h3) et tel que Si est borne´ sur E pour tout i = 1, ..., k. Supposons que
◦
ZkE 6= ∅.
Alors, pour tout M ∈ME et pour tout f ∈ F (Zk) nous avons
M˜f(z) = M˜(z)f˜(z), ∀z ∈
◦
ZkE .
Graˆce au The´ore`me 10 en utilisant des techniques spectrales, nous obtenons
le re´sultat suivant qui concerne le spectre d’un multiplicateur dans un cadre tre`s
ge´ne´ral.
The´ore`me 11. 1) Pour M ∈ µ(E), nous avons M˜(
◦
ZkE) ⊂ σ(M).
2) Pour M ∈ A, on a M˜(ZEk) \ {0, ..., 0} = σ(M) \ {0, ..., 0}.
Le re´sultat ci-dessus caracte´rise comple`tement le spectre des ope´rateurs de l’alge`bre
A. Le lecteur peut trouver d’autres re´sultats dans [28] concernant les symboles des
ope´rateurs borne´s qui commutent avec les translations dans des espaces de fonctions
sur un groupe localement compact abe´lien quelconque.
18
3. Proble`mes spectraux, ope´rateurs de Wiener-Hopf et ope´rateurs
de Toeplitz
3.1. Proble`mes spectraux et ope´rateurs de Wiener-Hopf. Soit ω un poids
sur R+. Plus pre´cise´ment, ω est une fonction positive et continue telle que
0 < inf
x≥0
ω(x+ t)
ω(x)
≤ sup
x≥0
ω(x+ t)
ω(x)
< +∞,∀t ∈ R+.
Soit L2ω(R+) l’ensemble des fonctions mesurables sur R+ tel que∫ ∞
0
|f(x)|2ω(x)2dx < +∞.
L’espace L2ω(R+) muni du produit scalaire
< f, g >=
∫
R+
f(x)g(x)ω(x)2dx, f ∈ L2ω(R+), g ∈ L2ω(R+)
est un espace de Hilbert. Soit C∞c (R) (resp. C∞c (R+) ) l’espace des fonctions C∞ sur
R (resp. R+) a` support compact dans R (resp. R+). On remarque que C∞c (R+) est
dense dans L2ω(R+).
Pour a ∈ R, de´finissons l’ope´rateur Sa sur L2(R−)⊕ L2ω(R+) par
(Saf)(x) = f(x− a), p.p.
Soit `0 l’ope´rateur de prolongement d’une fonction de´finie sur R+ en une fonction
de´finie sur R de sort que `0f(x) = f(x), x ≥ 0 et `0f(x) = 0, x < 0.
Soit P+ la projection de L1loc(R−)⊕L2ω(R+) sur L2ω(R+). Posons Ra = P+Sa`0 et
L−a = P+S−a`0. Les ope´rateurs Ra (resp. L−a) de´signent “the right shift operators”
(resp. “the left shift operators”) et ces notations sont cohe´rentes avec celles donne´es
dans [36].
Pour alle´ger les notations, de´sormaisR1 sera note´ simplementR. Soit I l’ope´rateur
identite´ sur L2ω(R+).
De´finition 4. Un ope´rateur borne´ T sur L2ω(R+) est appele´ ope´rateur de Wiener-
Hopf si
L−aTRaf = Tf, ∀a ∈ R+, f ∈ L2ω(R+).
Chaque ope´rateur de Wiener-Hopf T peut eˆtre repre´sente´ par une convolution
(voir [27]). Concre`tement, il existe une distribution µ ∈ D′(R) telle que
Tf = P+(µ ∗ f), ∀f ∈ C∞c (R+).
Si φ ∈ C∞c (R), alors l’ope´rateur
L2ω(R+) 3 f −→ P+(φ ∗ f)
est bien un ope´rateur de Wiener-Hopf que nous noterons Tφ.
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Un ope´rateur T borne´ sur L2ω(R+) commutant soit avec Rt, ∀t > 0, soit avec
L−t, ∀t > 0, est un ope´rateur de Wiener-Hopf. D’autre part, tout ope´rateur αL−t +
βRt avec t > 0, α, β ∈ C est un ope´rateur de Wiener-Hopf. Il est clair que les
ope´rateurs de Wiener-Hopf ne forment pas une alge`bre commutative d’ope´rateurs
borne´s sur L2ω(R+). Nous remarquons e´galement que
(L−tRt)f = f, ∀f ∈ L2ω(R+), t > 0,
mais il est e´vident que (RtL−t)f 6= f, pour tout f ∈ L2ω(R+) a` support non in-
clus dans ]t,+∞[. De plus, les difficulte´s suivantes sont pre´sentes dans le cas des
ope´rateurs de Wiener-Hopf bien qu’elles n’apparaissent pas dans le cas des multipli-
cateurs sur L2ω(R).
• On doit conside´rer deux semi-groupes de translations (Rt)t≥0 et (L−t))t≥0 qui ne
commutent pas.
• P+L−1R1 = I, mais R1P+L−1 6= I.
• Les translations ne sont pas inversibles.
• F−1P+F 6= I.
On remarque qu’il existe C1 > 0 et a1 ≥ 0 tels que
‖Rt‖ ≤ C1ea1|t|, ∀t ∈ R+
ainsi que C2 > 0 et a2 ≥ 0 tels que
‖L−t‖ ≤ C2ea2|t|, ∀t ∈ R+.
Ceci est duˆ au fait que ω peut eˆtre sans perte de ge´ne´ralite´s remplace´ par un poids
spe´cial e´quivalent (voir [2] et [26]). Introduisons
α0 = lim
t→∞
1
t
ln ‖Rt‖, α1 = lim
t→∞
1
t
ln ‖L−t‖.
Il est bien connu que (voir par exemple [15]) que nous avons
ρ(Rt) = e
α0t, ρ(L−t) = eα1t.
Soit I l’intervalle [−α1, α0] et de´finissons
Ω :=
{
z ∈ C : e−α1 ≤ |z| ≤ eα0
}
.
Remarquons que α1 + α0 ≥ 0. En effet, pour n ∈ N on a L−nRn = I et
1 ≤ lim sup
n→∞
‖(L−1)n‖1/n lim sup
n→∞
‖Rn‖1/n = eα1eα0 .
Pour une fonction f et a ∈ C notons (f)a la fonction
(f)a : x −→ f(x)eax.
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Soit F la transformation de Fourier usuelle sur L2(R) et posons fˆ = Ff , pour
f ∈ L2(R). Pour une fonction f ∈ L2(R+), nous de´finissons f˜ comme la trans-
forme´e de Fourier de la fonction f prolonge´e par 0 sur R−. Dans le the´ore`me suivant
nous e´tablissons l’existence d’un symbole pour des ope´rateurs de Wiener-Hopf. Les
preuves sont similaires a` celles dans le cas de L2ω(R). Ne´anmoins, il faut tenir compte
du fait que Rt n’est pas un groupe et pour ce faire nous exploitons les proprie´te´s spec-
trales des semi-groupes et le The´ore`me 3. Par exemple, pour de´montrer un re´sultat
analogue au The´ore`me 2 nous avons besoin du lemme suivant.
Lemma 2. Soit φ ∈ Cc(R) et soit λ un nombre complexe tel que e−λ¯ ∈ σ(L∗−1) avec
Reλ = −α1. Alors
|φˆ(iλ+ a)| ≤ ‖Mφ‖, ∀a ∈ R.
Le re´sultat suivant e´tablit l’existence d’un symbole pour tout ope´rateur de Wiener-
Hopf.
The´ore`me 12. Soit a ∈ I = [−α1, α0] et soit T un ope´rateur de Wiener-Hopf.
Alors il existe ha ∈ L∞(R) tel que pour tout f ∈ L2ω(R+) avec (f)a ∈ L2(R+), on a
(Tf)a = P
+F−1(ha(˜f)a) (8)
et
‖ha‖∞ ≤ C‖T‖,
ou` C est une constante inde´pendante de a. De plus, si α1 + α0 > 0, la fonction h
de´finie sur Ω = {z ∈ C : Im z ∈ [−α1, α0]} par h(z) = hIm z(Re z) est holomorphe
sur
◦
Ω.
De´finition 5. La fonction h introduite dans le The´ore`me 12 est appele´e le symbole
de T .
De´finition 6. NotonsM (resp. W) l’ensemble des ope´rateurs sur L2ω(R+) qui com-
mutent avec Rt, ∀t > 0 (resp. L−t, ∀t > 0).
Pour les ope´rateurs dans M ou W il est possible de de´finir un symbole sur un
ensemble plus grand. En effet, on obtient le re´sultat suivant.
The´ore`me 13. Soit T un ope´rateur borne´ qui commute avec (Rt)t>0 (resp. (L−t)t>0).
Soit a ∈ J =]0, α0] (resp. K =]0, α1]). Alors il existe ha ∈ L∞(R) telle que
‖ha‖∞ ≤ C‖T‖,
et de plus pour toute f ∈ L2ω(R+) ve´rifiant (f)a ∈ L2(R+),
(Tf)a = P
+F−1(ha(˜f)a).
Ici C est une constante inde´pendante de a. De plus, la fonction h de´finie par
h(z) = hIm z(Re z)
21
est holomorphe sur O = {z ∈ C : Im z < α0}, (resp. V = {z ∈ C : Im z > −α1}).
Le resultat spectral principal de cette section est le suivant.
The´ore`me 14. Nous avons
(i) σ(Rt) = {z ∈ C, |z| ≤ eα0t}, ∀t > 0. (9)
(ii) σ(L−t) = {z ∈ C, |z| ≤ eα1t}, ∀t > 0. (10)
iii) Soient T ∈M et µT son symbole, alors nous avons
µT (O) ⊂ σ(T ). (11)
iv) Soient T ∈ W et µT son symbole de T , alors nous avons
µT (V ) ⊂ σ(T ). (12)
Il est important de noter que si T ∈M (resp.W) et si λ ∈ C est tel que (T−λI)−1
existe, alors il est facile de voir que cette re´solvante est un ope´rateur dansM (resp.
W). Ainsi, nous pouvons conside´rer le symbole de (T − λI)−1. En ge´ne´ral, si T
est un ope´rateur de Wiener-Hopf cette proprie´te´ n’est pas ve´rifie´e. Pour λ ∈ C, si
la re´solvante (T−λI)−1 existe, elle n’est peut-eˆtre pas un ope´rateur de Wiener-Hopf.
Les proprie´te´s spectrales du The´ore`me 14 ne peuvent pas eˆtre obtenus a` l’aide
d’un calcul spectral, car il n’existe pas des re´sultats concernant un calcul spectral
pour les ope´rateurs des classes M et W . D’autre part, nous allons expliquer ci-
dessous le roˆle essentiel joue´ par le symbole dans la preuve de nos re´sultats spectraux.
Soit T un ope´rateur sur H qui commute avec Rt, t ≥ 0 (resp. L−t, t ≥ 0). Pour
a ∈ [−a1, a0], on a
(Tf)a = P
+F−1(µa(̂f)a), ∀f ∈ L2ω(R+),
ou` µa ∈ L∞(R), pourvu que (f)a ∈ L2(R+). Supposons que λ /∈ σ(T ). Alors,
(T−λI)−1 commute aussi avec (Rt)t∈R+ (resp. (L−t)t∈R+). Par conse´quent, (T−λI)−1
est un ope´rateur de Wiener-Hopf et pour a ∈ [−a1, a0], il existe une fonction ha ∈
L∞(R) telle que
((T − λI)−1g)a = P+F−1(ha(̂g)a),
pour g ∈ L2ω(R+) ve´rifiant (g)a ∈ L2(R+). Si f ∈ E est telle que (f)a ∈ L2ω(R+),
posons g = (T − λI)f . Alors d’apre`s le the´ore`me de repre´sentation, on en de´duit
que (Tf)a ∈ L2(R+) et (g)a = ((T − λI)f)a ∈ L2(R+). En faisant de nouveau appel
au The´ore`me 13 on trouve
((T − λI)−1(T − λI)f)a = P+F−1(haF((T − λI)f)a)
= P+F−1
(
haFP+[F−1((µa − λ)(̂f)a)]
)
.
22
Ceci implique les ine´galite´s
‖(f)a‖L2 ≤ ‖haFP+F−1((µa − λ)(̂f)a)‖L2
≤ ‖ha‖∞‖FP+F−1((µa − λ)(̂f)a)‖L2
et on en de´duit que
‖(̂f)a‖L2 ≤ C‖(µa − λ)(̂f)a‖L2 , pour f ∈ L2ω(R+) telle que (f)a ∈ L2(R+). (13)
Maintenant, il suffit de construire une fonction f qui contredit l’ine´galite´ ci-dessus
si µa(x) = µ(x+ ia) = λ. La construction e´tant tre`s technique on renvoie le lecteur
vers l’article [35] pour plus de de´tails. De cette fac¸on, nous obtenons
{z ∈ C : e−α1t ≤ |z| ≤ eα0t} ⊂ σ(Rt), t > 0.
Ainsi, nous avons l’inclusion de seulement une partie du disque {z ∈ C : |z| ≤ eα0t}
dans σ(Rt). Par conse´quent, afin d’e´tablir les e´galite´s (i) et (ii), il est ne´cessaire
d’utiliser un autre argument. Supposons donc que 0 < |z| ≤ e−α1t. Soit 0 6= g ∈ H
telle que g(x) = 0 pour x ≥ t. Si l’ope´rateur (zI − Rt) est surjectif sur H, on
peut trouver f 6= 0 telle que (zI − Rt)f = g. Ceci implique L−tg = 0 et on trouve(
L−t − 1zI)f = 0 ce qui est absurde.
Les re´sultats concernant le spectre de la translation a` droite (resp. a` gauche)
dans l’espace de suites l2(R+) sont classiques. Le spectre d’une translation a` droite
(resp. a` gauche) dans des espaces l2(R+) a` poids de´signe´e par R (resp. L) a e´te´
e´tudie´ dans [36]. En particulier, il y est e´tabli que
σ(R) = σ(L) = {z ∈ C, |z| ≤ ρ(R)}. (14)
Bien que ce ne soit pas le cas en ge´ne´ral pour R et L−1, dans ce cas particulier les
ope´rateurs R et L sont adjoints.
Les e´galite´s (9), (10) dans L2ω(R+) sont des re´sultats analogues a` (14), cepen-
dant notre preuve est tre`s diffe´rente de celle de [36] et elle utilise essentiellement le
symbole. De plus, ces re´sultats sont cohe´rents avec la caracte´risation du spectre des
ope´rateurs de composition e´tablie dans [37] et la syme´trie circulaire autour de 0.
Dans le cas standard ω = 1 les re´sultats spectraux (9), (10) sont bien connus (voir,
par exemple Chapter V, [15]). Leur preuve dans ce cas tre`s particulier est base´e sur
le fait que le spectre du ge´ne´rateur A de (Rt)t≥0 est dans {z ∈ C, Re z ≤ 0} et
le ”spectral mapping theorem” pour des semi-groupes fortement continus implique
σ(Rt) = {z ∈ C, |z| ≤ 1}. Notons aussi que dans ce cas, nous avons
s(A) = sup{Reλ : λ ∈ σ(A)} = α0 = 0,
et s(A) = α0, c’est-a`-dire nous n’avons pas un ”trou spectral”.
Dans le cas ge´ne´ral que nous conside´rons ici il est difficile de de´crire le spectre
de A. Par conse´quence, nous ne pouvons pas de´duire (9) a` partir du spectre de
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A. Cependant, bien que en ge´ne´ral dans un espace de Hilbert nous puissions avoir
s(A) < α0, pour l’ope´rateur Rt ope´rant sur L
2
ω(R+), nous pouvons appliquer le
“spectral mapping theorem”. Ce dernier est ve´rifie´ car le sous-groupe (Rt)t≥0 est
positif.
Concernant l’ope´rateur de convolution Tφf = φ?f nous avons des re´sultats bien
plus pre´cis.
Lemma 3. Soit φ ∈ Cc(R+). Alors l’ope´rateur Tφ commute avec Rt, ∀t > 0, si et
seulement si le support de φ est dans R+. De plus, Tφ commute avec Lt, ∀t > 0 si
et seulement si supp(φ) ⊂ R−.
Graˆce au lemme pre´cedent nous obtenons
The´ore`me 15. Soit φ ∈ C∞c (R). Alors
i) si supp (φ) ⊂ R+, nous avons
φˆ(O) \ {0} = σ(Tφ) \ {0}.
ii) si supp (φ) ⊂ R−, nous avons
φˆ(V ) \ {0} = σ(Tφ) \ {0}.
La preuve de ce the´ore`me est plus de´licate et on utilise des techniques s’appuyant
sur les proprie´te´s des alge`bres de Banach commutatives. On donne ci-dessous une
ide´e de la preuve. Soit A l’alge`bre commutative engendre´e par Tφ avec φ dans C∞c (R)
ayant un support dans R+ et Sx, pour tout x ∈ R+.
De´signons par Â l’ensemble de caracte`res sur A.
E´tant donne´ β ∈ σ(Tφ) \ {0}, il existe γ ∈ Â tel que β = γ(Tφ). On de´montre
l’e´galite´
γ(Tφ) =
∫
R+
φ(x)γ(Sx)dx.
Ce re´sultat n’est pas trivial car nous ne pouvons pas commuter γ et l’inte´grale de
Bochner
∫
R+ φ(x)Sxdx.
Pour contourner cette difficulte´, nous posons
θγ(x) = γ(Sx) =
γ(Sx ◦ Tφ)
γ(Tφ)
, ∀x ∈ R+.
Notons que l’on a θγ(x + y) = θγ(x)θγ(y), ∀x, y ∈ R+ . Nous allons montrer que
θγ(x) 6= 0, ∀x ∈ R+. Supposons que θγ(x0) = 0, pour x0 > 0. Alors γ(Sx0) =(
γ(Sx0
n
)
)n
= 0 et θy(
x0
n
) = γ
(
Sx0
n
)
= 0 pour tout n ∈ N. D’autre part, θy etant
continu sur R+, nous avons
lim
n→+∞
θy
(x0
n
)
= θy(0) = 1
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et nous obtenons une contradiction. Par conse´quent, nous avons θγ(x) = γ(Sx) 6= 0,
pour tout x ∈ R+. Maintenant, on de´finit θγ(−x) = 1θγ(x) , ∀x ∈ R+. Il est facile de
voir que θy est un morphisme sur R. On a θy(x + y) = θy(x)θy(y), pour (x, y) ∈
R+ × R+ et pour (x, y) ∈ R− × R−. Supposons que x > y > 0. Alors, on constate
que
θy(x− y) = γ(SxS−y) = γ(SxS−ySy)
γ(Sy)
=
θy(x)
θy(y)
= θy(x)θy(−y).
et de plus,
θy(y − x) = 1
θy(x− y) =
1
θy(x)θy(−y) = θy(y)θy(−x).
Vu que la fonction θy satisfait θy(x + y) = θy(x)θy(y), pour tout (x, y) ∈ R2,
d’apre`s un re´sultat bien connu il existe λ ∈ C tel que θγ(x) = eλx, pour tout x ∈ R.
D’autre part, on a γ(Sx) ∈ σ(Sx) et γ(S1) = eλ ∈ σ(S). Alors, l’e´galite´
γ(Tφ) =
∫
R+
φ(x)θγ(x)dx, ∀φ ∈ C∞c (R)
implique que
β = γ(Tφ) = φˆ(−iλ),
ou` λ ∈ O. Finalement, on conclut que
σ(Tφ) \ {0} ⊂ φˆ(O).
En utilisant le The´ore`me 3, on peut e´galement de´montrer le The´ore`me 14 dans
les espaces de Hilbert, ve´rifiant les conditions ci-dessous.
(H1) Cc(R+) ⊂ H ⊂ L1loc(R+), les inclusions e´tant continues et Cc(R+) est dense
dans H.
(H2) Pour tout x ∈ R, P+Rx(H) ⊂ H et supx∈K ‖P+Rx‖ < +∞, pour tout
ensemble compact K ⊂ R.
(H3) Pour tout α ∈ R, soit Nα l’ope´rateur de´fini par
Nα : H 3 f −→
(
R 3 x −→ f(x)eiαx
)
.
Nous avons Nα(H) ⊂ H et de plus, supα∈R ‖Nα‖ < +∞.
(H4) Il existe C1 > 0 et a1 ≥ 0 tels que ‖Rx‖ ≤ C1ea1|x|, ∀x ∈ R+.
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(H5) Il existe C2 > 0 et a2 ≥ 0 tels que ‖L−x‖ ≤ C2ea2|x|, ∀x ∈ R+.
4. Proble`mes spectraux et ope´rateurs de Toeplitz sur des espaces
de suites sur Z+
Soit E ⊂ CZ+ un espace de Banach et soit F (Z+) (resp. F (Z−)) l’espace des
suites sur Z+ (resp. Z−) ayant un nombre fini d’e´le´ments non nuls. Par convention,
nous allons conside´rer que x ∈ F (Z) est un e´le´ment de F (Z+) (resp. F (Z−)) si
x(n) = 0, pour n < 0 (resp. n > 0). Dans la suite, supposons que E satisfasse les
conditions suivantes :
(H1) L’espace F (Z+) est dense dans E .
(H2) Pour tout n ∈ Z+, l’application pn : x −→ x(n) est continue de E dans C.
(H3) Pour x = (x(n))n∈Z+ ∈ E , nous avons γz(x) = (znx(n))n∈Z+ ∈ E , pour tout
z ∈ T et supz∈T ‖γz‖ < +∞.
De´finition 7. De´finissons les ope´rateurs R1 et L−1 sur E.
Pour u ∈ CZ+ , (R1(u))(n) = 0, si n = 0 et (S1(u))(n) = u(n− 1), si n ≥ 1
(L−1(u))(n) = u(n+ 1), pour n ≥ 0.
Pour simplifier les notations, de´signons R1 par R. Il est facile de voir que si
R(E) ⊂ E , alors d’apre`s le the´ore`me du graphe ferme´, la restriction R|E de R a` E
est borne´e de E dans E . On dira que R (resp. L−1) est borne´ quand R(E) ⊂ E (resp
L−1(E) ⊂ E). D’autre part, si R|E (resp. R−1|E) est borne´, σ(R) (resp. σ(L−1))
de´signe le spectre de R|E (resp. L−1|E). Si R (resp. R−1) n’est pas borne´, σ(R)
(resp. σ(R−1)) de´signe le spectre de la plus petite extension ferme´e de R|F (Z+) (resp.
L−1|F (Z+)). Introduisons la projection P+ de´finie sur l1loc(Z−)⊕ E par
(P+(u))(n) = u(n), ∀n ≥ 0 et (P+(u))(n) = 0, ∀n < 0.
Exemple 7. Soit w une suite strictement positive sur Z+. Posons
lpw(Z+) =
{
(x(n))n∈Z+ ∈ CZ+ ;
∑
n∈Z+
|x(n)|pw(n)p < +∞
}
, 1 ≤ p < +∞
et ‖x‖w,p =
(∑
n∈Z+ |x(n)|pw(n)p
) 1
p
. Il est clair que l’espace lpw(Z+) satisfait nos
conditions. L’ope´rateur R (resp. L−1) est borne´ sur lpw(Z+), si et seulement si , w
ve´rifie
sup
n∈Z+
w(n+ 1)
w(n)
< +∞
(
resp. sup
n∈Z+
w(n)
w(n+ 1)
< +∞
)
.
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De´finition 8. Un ope´rateur T borne´ sur E est appele´ ope´rateur de Toeplitz, si nous
avons :
(L−1TR)u = Tu, ∀u ∈ F (Z+).
Notons W l’ensemble des ope´rateurs de Toeplitz sur E.
Il est facile de voir que si T commute avec R ou bien avec L−1, alors T est
un ope´rateur de Toeplitz. On remarque que si T ∈ W, alors il est clair que Tu =
L−nTRnu, pour tout u ∈ F (Z+) et tout n > 1.
Remarquons que L−1R = I, alors que RL−1 6= I et ceci constitue une des
difficulte´s majeures dans l’e´tude des ope´rateurs de Toeplitz.
Pour un ope´rateur de Toeplitz T donne´, posons
T̂ (n) = (Te0)(n)
et
T̂ (−n) = (Ten)(0),
pour un n ≥ 0 et de´finissons T̂ = (T̂ (n))n∈Z. Il est facile de voir que nous avons
Tu = P+(T̂ ∗ u), ∀u ∈ F (Z+). (15)
Formellement, nous introduisons T˜ (z) =
∑
n∈Z T̂ (n)z
n, pour z ∈ C. Il est tout
a` fait possible que la se´rie T˜ (z) diverge et donc il est inte´ressant de connaˆıtre son
domaine de convergence.
Si R et L−1 sont borne´s, notons [ 1ρ(L−1) , ρ(R)] l’intervalle
[
1
ρ(L−1)
, ρ(R)
]
. Si R
(resp. L−1) n’est pas borne´, alors [ 1ρ(L−1) , ρ(R)] de´signe
[
1
ρ(L−1)
,+∞
[
(resp.
]
0, ρ(R)
])
.
Si R et L−1 sont borne´s, notons U l’ensemble
{
z ∈ C, 1
ρ(L−1)
≤ |z| ≤ ρ(R)
}
. Si R
(resp. L−1) n’est pas borne´ alors
U =
{
z ∈ C, 1
ρ(L−1)
≤ |z|
}
(
resp.
{
z ∈ C, |z| ≤ ρ(R)
})
. Nous avons le re´sultat suivant (voir The´ore`me 2 dans
[32])
The´ore`me 16. Soit T un ope´rateur de Toeplitz sur E.
1) Pour r ∈
[
1
ρ(L−1)
, ρ(R)
]
, si ρ(R) < +∞ ou pour r ∈
[
1
ρ(L−1)
,+∞
[
, si ρ(R) = +∞
nous avons T˜ ∈ L∞(Cr) et |T˜ (z)| ≤ ‖T‖, p.p. sur Cr.
2) Si
◦
UE n’est pas vide, T˜ ∈ H∞(
◦
UE), ou` H∞(
◦
UE) est l’espace des fonctions holo-
morphes essentiellement borne´es sur
◦
UE .
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Notons T l’ensemble des ope´rateurs borne´s sur E commutant soit avec R soit
avec L−1. Nous avons T ⊂ W. Il est clair que les ope´rateurs (Rn)n≥0 et ((L−1)n)n≥0
appartiennent a` T . Nous obtenons le re´sultat suivant.
The´ore`me 17. Si R et L−1 sont des ope´rateurs borne´s, nous avons
σ(R) = {z ∈ C : |z| ≤ ρ(R)} (16)
ainsi que
σ(L−1) = {z ∈ C : |z| ≤ ρ(L−1)}. (17)
La description des spectres de R et L−1 ge´ne´ralise dans un cadre assez ge´ne´ral
les re´sultats dans [39] . Finalement, nous pouvons relier le spectre d’un ope´rateur
de Toeplitz avec son symbole.
The´ore`me 18. Supposons que R et L−1 soient borne´s. Soit T un ope´rateur borne´
sur E commutant avec R. Alors nous avons
T˜ (
◦
σ(R)) ⊂ σ(T ). (18)
Si T est un ope´rateur borne´ sur E commutant avec L−1, nous avons
T˜ (
◦
σ(L−1)) ⊂ σ(T ). (19)
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MULTIPLIERS ON A HILBERT SPACE OF
FUNCTIONS ON R
Violeta Petkova
Communicated by S. L. Troyanski
Abstract. For a Hilbert space H ⊂ L1
loc
(R) of functions on R we obtain
a representation theorem for the multipliers M commuting with the shift
operator S. This generalizes the classical result for multipliers in L2(R) as
well as our previous result for multipliers in weighted space L2ω(R).Moreover,
we obtain a description of the spectrum of S.
1. Introduction. Let H ⊂ L1loc(R) be a Hilbert space of functions on
R with values in C. Denote by ‖ · ‖ (resp. 〈·, ·〉) the norm (resp. the scalar
product) on H. Let Cc(R) be the set of continuous functions on R with compact
support. For a compact K of R denote by CK(R) the subset of functions of Cc(R)
with support in K and denote by fˆ or by F(f) the usual Fourier transform of
f ∈ L2(R). Let Sx be the operator of translation by x defined on H by
(Sxf)(t) = f(t− x), a.e. t ∈ R.
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Let S (resp. S−1) be the translation by 1 (resp. -1). Introduce the set
Ω =
{
z ∈ C, − ln ρ(S−1) ≤ Im z ≤ ln ρ(S)
}
,
where ρ(A) is the spectral radius ofA and let I be the interval [− ln ρ(S−1), ln ρ(S)].
Assuming the identity map i : H −→ L1loc(R) continuous, it follows from the
closed graph theorem that if Sx(H) ⊂ H, for x ∈ R, then the operator Sx is
bounded from H into H. In this paper we suppose that H satisfies the following
conditions:
(H1) Cc(R) ⊂ H ⊂ L
1
loc(R), with continuous inclusions, and Cc(R) is
dense in H.
(H2) For every x ∈ R, Sx(H) ⊂ H and supx∈K ‖Sx‖ < +∞, for every
compact set K ⊂ R.
(H3) For every α ∈ R let Tα be the operator defined by
Tα : H ∋ f(x) −→ f(x)e
iαx, x ∈ R.
We have Tα(H) ⊂ H and, moreover, supα∈R ‖Tα‖ < +∞.
(H4) There exists C > 0 and a ≥ 0 such that ‖Sx‖ ≤ Ce
a|x|, ∀x ∈ R.
Set |||f ||| = supα∈R ‖Tαf‖, for f ∈ H. The norm ||| · ||| is equivalent to
the norm of H and without loss of generality, we can consider below that Tα is
an isometry on H for every α ∈ R. Obviously, the condition (H3) holds for a
very large class of Hilbert spaces.
We give some examples of Hilbert spaces satisfying our hypothesis.
Example 1. A weight ω on R is a non negative function on R such that
sup
x∈R
ω(x+ y)
ω(x)
< +∞, ∀ y ∈ R.
Denote by L2ω(R) the space of measurable functions on R such that∫
R
|f(x)|2ω(x)2dx < +∞.
The space L2ω(R) equipped with the norm
‖f‖ =
(∫
R
|f(x)|2ω(x)2dx
) 1
2
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is a Hilbert space satisfying our conditions (H1)–(H3). Moreover, we have the
estimate
(1.1) ‖St‖ ≤ Ce
m|t|, ∀ t ∈ R,
where C > 0 and m ≥ 0 are constants. This follows from the fact that ω
is equivalent to the special weight ω0 constructed in [1]. The details of the
construction of ω0 are given in [6], [1]. Below after Theorem 2 we give some
examples of weights.
Definition 1. A bounded operator M on H is called a multiplier if
MSx = SxM, ∀x ∈ R.
Denote by M the algebra of the multipliers. Our aim is to obtain a rep-
resentation theorem for multipliers on H and to characterize the spectrum of S.
These two problems are closely related. In [6] we have obtained a representation
theorem for multipliers on L2ω(R). Here we generalize our result for multipliers
on a Hilbert space and shift operators satisfying the conditions (H1)–(H4). Our
proof is shorter than that in [6]. The main improvement is based on an appli-
cation of the link between the spectrum σ(St) of a element of the group (St)t∈R
and the spectrum σ(A) of the generator A of this group. In general, in the setup
we deal with the spectral mapping theorem
σ(St) \ {0} = e
σ(tA)
is not true. To establish the crucial estimate in Theorem 4 we use the general
results (see [3] and [5]) for the characterization of the spectrum of St by the
behavior of the resolvent of A. This idea has been used in [8] for L2ω(R) but one
point in our argument needs a more precise proof and in this paper we do this in
the general case.
Denote by (f)a the function
R ∋ x −→ f(x)eax.
We prove the following
Theorem 1. For every M ∈M, and for every
a ∈ I = [− ln ρ(S−1), ln ρ(S)],
we have
1) (Mf)a ∈ L
2(R), ∀ f ∈ Cc(R).
2) There exists µ(a) ∈ L
∞(R) such that
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∫
R
(Mf)(x)eaxe−itxdx = µ(a)(t)
∫
R
f(x)eaxe−itxdx, a.e.
i.e.
(̂Mf)a = µ(a)(̂f)a.
3) If
◦
I 6= ∅ then the function µ(z) = µ(Im z)(Re z) is holomorphic on
◦
Ω.
Definition 2. Given M ∈M, if
◦
Ω 6= ∅, we call symbol of M the function
µ defined by
µ(z) = µ(Im z)(Re z), ∀ z ∈
◦
Ω.
Moreover, if a = − ln ρ(S−1) or a = ln ρ(S), the symbol µ is defined for z = x+ia
by the same formula for almost all x ∈ R.
Denote by σ(A) the spectrum of the operator A. From Theorem 1 we
deduce the following interesting spectral result.
Theorem 2. We have
σ(S) =
{
z ∈ C :
1
ρ(S−1)
≤ |z| ≤ ρ(S)
}
.
To prove this characterization of the spectrum of S we exploit the exis-
tence of a symbol for every multiplier. Notice that in general S is not a normal
operator and there are no spectral calculus which could characterize the spec-
trum of S. On the other hand, Theorem 2 has been used in [9] to obtain spectral
mapping theorems for a class of multipliers. Now we give some examples of
weights.
Example 2. The function ω(x) = ex is a weight. For the associated
weighted space L2ω(R) we obtain σ(S) = {z ∈ C, |z| = e}.
Example 3. The functions of the form ω(x) = 1 + |x|α, for α ∈ R are
weights and we get σ(S) = {z ∈ C, |z| = 1}.
Example 4. Let ω(x) = ea|x|
b
with a > 0 and 0 < b < 1. Then in L2ω(R)
we have
σ(S) = {z ∈ C, e−a ≤ |z| ≤ ea}.
Example 5. Functions like
e
|x|
ln(2+|x|) , e|x|(1 + |x|2)n, for n > 0
also are weights.
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The weights in the Examples 4 and 5 are used to illustrate Beurling
algebra theory (cf. [10]).
2. Proof of Theorem 1. For φ ∈ Cc(R) denote by Mφ the operator
of convolution by φ on H. We have
(Mφf)(x) =
∫
R
f(x− y)φ(y)dy, ∀ f ∈ H.
It is clear that Mφ is a multiplier on H for every φ ∈ Cc(R).
In [7] we proved the following
Theorem 3. For every M ∈M, there exists a sequence (φn)n∈N ⊂ Cc(R)
such that:
i) M = lim
n→∞
Mφn with respect to the strong operator topology.
ii) We have ‖Mφn‖ ≤ C‖M‖, where C is a constant independent of M
and n.
The main difficulty to establish Theorem 1 is the proof of an estimate for
φ̂n(z) for z ∈ Ω by the norm of Mφn .
Theorem 4. For every φ ∈ Cc(R) and every α ∈ Ω we have∣∣∣ ∫
R
φ(x)e−iαxdx
∣∣∣ ≤ ‖Mφ‖.
Theorem 1 is deduced from Theorem 3 and Theorem 4 following exactly
the same arguments as in Section 3 of [6] and Section 3 of [7]. The function µ(a)
introduced in Theorem 1 is obtained as the limit of ((̂φn)a)n∈N with respect to
the weak topology of L2(R). The reader could consult [6] and [7] for more details.
Here we give a proof of Theorem 4 by using the link between the spectrum of S
and the spectrum of the generator A of the group (St)t∈R.
P r o o f o f T h e o r em 4. Let λ ∈ C be such that eλ ∈ σ(S). First we
show that there exists a sequence (nk)k∈N of integers and a sequence (fnk)k∈N of
functions of H such that
(2.1)
∥∥∥(etA − e(λ+2piink)t) fnk∥∥∥ −→ 0, nk →∞, ‖fnk‖ = 1, ∀ k ∈ N.
Let A be the generator of the group (St)t∈R. We have to deal with two cases:
(i) λ ∈ σ(A),
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(ii) λ /∈ σ(A).
In the case (i) we have λ ∈ σp(A)∪σc(A)∪σr(A), where σp(A) is the point
spectrum, σc(A) is the continuous spectrum and σr(A) is the residual spectrum
of A. If we have
λ ∈ σp(A) ∪ σc(A),
it is easy to see that there exists a sequence (fm)m∈N ⊂ H such that
‖(A− λ)fm‖ −→
m→+∞
0, ‖fm‖ = 1, ∀m ∈ N.
Then the equality
(eAt − eλt)fm =
( ∫ t
0
eλ(t−s)eAsds
)
(A− λ)fm,
yields
‖(eAt − eλt)fm‖ −→
m→+∞
0, ∀ t ∈ R
and we obtain (2.1). If λ /∈ σp(A) ∪ σc(A), we have λ ∈ σr(A) and
Ran(A− λI) 6= H,
where Ran(A − λI) denotes the range of the operator A − λI. Therefore there
exists h ∈ D(A∗), ‖h‖ = 1, such that
〈f, (A∗ − λ)h〉 = 0, ∀ f ∈ D(A).
This implies (A∗ − λ)h = 0 and we take f = h. Then
〈(eAt − eλt)f, f〉 = 〈f, (eA
∗t − eλt)f〉 =
〈
f,
(∫ t
0
eλ(t−s)eA
∗sds
)
(A∗ − λ)f
〉
= 0.
In this case we set nk = k and
fk = f, ∀ k ∈ N
and we get again (2.1).
The case (ii) is more difficult since if λ /∈ σ(A), we have eλ ∈ σ(eA)\eσ(A).
Taking into account the results about the spectrum of a semi-group in
Hilbert space [5] satisfying the condition (H4) (see also [3] for the contraction
semi-groups), we deduce that there exists a sequence of integers nk, such that
|nk| → ∞ and
‖(A − (λ+ 2piink)I)
−1‖ ≥ k, ∀ k ∈ N.
Multipliers 213
Let (gnk)k∈N be a sequence such that
‖gnk‖ = 1,
∥∥∥((A− (λ+ 2piink)I)−1)gnk∥∥∥ ≥ k/2, ∀ k ∈ N.
We define
fnk =
(
(A− (λ+ 2piink)I)
−1
)
gnk∥∥∥((A− (λ+ 2piink)I)−1)gnk∥∥∥ .
Then we obtain(
etA − e(λ+2piink)t
)
fnk =
∫ t
0
e(λ+2piink)(t−s)esAds
(
A− (λ+ 2piink)
)
fnk
and for every t we deduce
lim
k→+∞
∥∥∥(etA − e(λ+2piink)t)fnk∥∥∥ = 0.
Thus is established (2.1) for every λ such that eλ ∈ σ(S).
Now consider
φˆ(−iλ) =
∫
R
〈
φ(t)
(
e(λ+2piink)t − etA
)
fnk , e
2piinktfnk
〉
dt
+
∫
R
〈
φ(t)etAfnk , e
2piinktfnk
〉
dt
= Jnk +
∫
R
〈
φ(t)etAfnk , e
2piinktfnk
〉
dt,
where Jnk → 0 as nk →∞. On the other hand, we have
Ink =
∫
R
〈
φ(t)etAfnk , e
2piinktfnk
〉
dt =
〈[∫
R
φ(t)e−2piinktfnk(.− t)dt
]
, fnk
〉
=
〈∫
R
φ(.− y)e−2piink(.−y)fnk(y)dy, fnk
〉
=
〈(
Mφ(fnke
2piink.)
)
, e2piink.fnk
〉
and |Ink | ≤ ‖Mφ‖. Consequently, we deduce that
|φˆ(−iλ)| ≤ ‖Mφ‖.
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Next a similar argument yields
(2.2) |φˆ(−iλ− a)| ≤ ‖Mφ‖, ∀ a ∈ R.
In fact, if for t ∈ R there exists a sequence (hn)n∈N ⊂ H such that
(etA − eλt)hn → 0 as n→∞ with ‖hn‖ = 1, we consider∫
R
〈
(φ(t)(eλt − eAt))hn, e
−iathn
〉
dt = φˆ(−iλ− a)−
〈∫
R
φ(t)eiatetAhndt, hn
〉
.
The term on the left goes to 0 as n → ∞, so it is sufficient to show that the
second term on the right is bounded by ‖Mφ‖. We have(∫
R
φ(t)eiatetAhndt
)
(x) =
∫
R
φ(t)eiathn(x− t)dt
=
∫
R
φ(x− y)eia(x−y)hn(y)dy = e
iax[Mφ(e
−ai.hn)](x), a.e.
and we obtain
|φˆ(−iλ− a)| ≤ ‖Mφ‖.
Next consider the second case when we have a sequence (fnk)k∈N with the
properties above. Multiplying by ei(2pink−a)tfnk , we obtain
φˆ(−iλ− a) =
∫
R
〈
φ(t)etAfnk , e
i(2pink−a)tfnk
〉
dt+ Ink ,
where Ink → 0 as nk → ∞. To examine the integral on the right, we apply the
same argument as above, using the fact that (2pink − a) ∈ R. This completes the
proof of (2.2). The property (2.2) implies that if for some λ0 ∈ C we have
|φˆ(λ0)| ≤ ‖Mφ‖,
then
|φˆ(λ)| ≤ ‖Mφ‖, ∀λ ∈ C, s.t. Imλ = Imλ0.
There exists α0 ∈ σ(S) such that |α0| = ρ(S). Then we obtain that
|φ̂(z)| ≤ ‖Mφ‖,
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for every z such that Im z = ln ρ(S). In the same way there exists η ∈ σ(S−1)
such that |η| = ρ(S−1) and α1 =
1
η
∈ σ(S). Then applying the above argument
to α1, we get
|φ̂(z)| ≤ ‖Mφ‖,
for every z such that Im z = − ln ρ(S−1). Since φ ∈ Cc(R) we have
|φˆ(z)| ≤ C‖φ‖∞e
k| Im z| ≤ K‖φ‖∞, ∀ z ∈ Ω,
where C > 0, k > 0 and K > 0 are constants. An application of the Phragmen-
Lindelo¨ff theorem for the holomorphic function φ̂(z) yields
|φ̂(α)| ≤ ‖Mφ‖
for all α ∈ Ω. 2
Now we pass to the proof of Theorem 2. It is based on Theorem 1 com-
bined with the arguments in [9] to cover our more general case. For the conve-
nience of the reader we give the details.
P r o o f o f Th e o r em 2. Let α ∈ C be such that eα /∈ σ(S). Then it is
clear that T = (S − eαI)−1 is a multiplier. Let a ∈ [− ln ρ(S−1), ln ρ(S)]. Then
there exists ν(a) ∈ L
∞(R) such that
(̂Tf)a = ν(a)(̂f)a, ∀ f ∈ Cc(R), a.e.
For g ∈ Cc(R), the function (S−e
αI)g is also in Cc(R). Replacing f by (S−e
αI)g,
for g ∈ Cc(R) we get
(̂g)a(x) = ν(a)(x)F
(
[(S − eαI)g]a
)
(x), ∀ g ∈ Cc(R), a.e.
and
(̂g)a(x) = ν(a)(x)ĝ(a)(x)[e
a−ix − eα], ∀ g ∈ Cc(R), a.e.
Choosing a suitable g ∈ Cc(R), we have
ν(a)(x)(e
a−ix − eα) = 1, a.e.
On the other hand, ν(a) ∈ L
∞(R). Thus we obtain that Reα 6= a and we conclude
that
ea+ib ∈ σ(S), ∀ b ∈ R.
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Since S is invertible, it is obvious that
σ(S) ⊂ {z ∈ C,
1
ρ(S−1)
≤ |z| ≤ ρ(S)},
Consequently, we obtain
σ(S) = {z ∈ C,
1
ρ(S−1)
≤ |z| ≤ ρ(S)}
and this completes the proof. 2
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Spectral theorem for multipliers on L2ω(R)
Violeta Petkova
Abstract. We study the spectrum σ(M) of the multipliers M which commute
with the translations on weighted spaces L2ω(R). For operators M in the alge-
bra generated by the convolutions with φ ∈ Cc(R) we show that µ(Ω) = σ(M),
where the set Ω is determined by the spectrum of the shift S and µ is the sym-
bol of M . For the general multipliers M we establish that µ(Ω) is included
in σ(M). A generalization of these results is given for the weighted spaces
L2ω(Rk) where the weight ω has a special form.
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1. Introduction
In this paper we examine the spectrum of multipliers M on a weighted space
L2ω(R). Our approach is based heavily on the existence of symbols for this class of
operators and we show that the spectrum σ(M) can be expressed by the symbol
µ of M applied to a set Ω defined by the spectrum of the shift operator S. To
announce our results we need some definitions.
A weight ω on R is a positive measurable function on R such that
sup
x∈R
ω(x+ y)
ω(x)
< +∞, ∀y ∈ R.
Denote by L2ω(R) the space of measurable functions on R such that∫
R
|f(x)|2ω(x)2dx < +∞.
Let Cc(R) be the set of continuous functions on R with compact support. For a
compact K of R denote by CK(R) the subset of functions of Cc(R) with support
in K. The space L2ω(R) equipped by the norm
‖f‖ =
(∫
R
|f(x)|2ω(x)2dx
) 1
2
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is a Banach space and Cc(R) is dense in L2ω(R). We denote by fˆ or by F(f) the
usual Fourier transform of f ∈ L2(R). Denote by Sx the operator of translation
by x defined on L2ω(R) by
(Sxf)(t) = f(t− x), ∀t ∈ R.
Let S (resp. S−1) be the translation by 1 (resp. -1) on the space L2ω(R). Define
the set
Ω =
{
z ∈ C, − ln ρ(S−1) ≤ =z ≤ ln ρ(S)
}
,
where ρ(A) is the spectral radius of A. For φ ∈ Cc(R) denote by Mφ the operator
of convolution by φ on L2ω(R). Let A (resp. B) be the closed algebra generated by
operators Mφ, for φ ∈ Cc(R) (resp. Sx, x ∈ R) with respect to the topology of the
operator norm. Denote by Â the set of characters of a commutatif algebra A.
Definition 1.1. A bounded operator M on L2ω(R) is called a multiplier if
MSx = SxM, ∀x ∈ R.
We will denote byM the algebra of the multipliers on L2ω(R). Notice thatM
is a commutative Banach algebra with unit. The commutativity ofM follows from
the fact that for every M ∈M there exists a distribution µ such that Mf = µ ∗ f
for f ∈ C∞c (R) (see [6]). First we treat the operators in the algebra A working
with the symbol of M defined in Section 2. Notice that if Mφ is the convolution
by φ ∈ Cc(R), the symbol of Mφ is φˆ. Our first result concerns the spectrum of
Mφ.
Theorem 1.2. For φ ∈ Cc(R), we have
σ(Mφ) = φˆ(Ω).
On the other hand, for every M ∈ A we obtain
Theorem 1.3. Let M ∈ A and let ν be the symbol of M . Then ν is a continuous
function on Ω and we have
σ(M) = ν(Ω). (1.1)
For general multiplier M with symbol µ denote by µ(Ω) the essential range
of µ. We have a weaker result leading to the inclusion of µ(Ω) in the spectrum of
M.
Theorem 1.4. Let M be a multiplier on L2ω(R) and let µ be the symbol of M . Then
we have
µ(Ω) ⊂ σ(M). (1.2)
We should mention that our results cannot be obtained by using known
spectral mapping theorems. For this reason we exploit the existence of symbols
µ for such operators established in [6] for L2ω(R) and in [8] for L2ω(Rk) assuming
that the weight is a product of weights ω = ω1 × ... × ωk. The symbols µ are
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holomorphic in the set
◦
Ω. We may characterize the spectrum of M by the set
µ(Ω). For example, Theorem 1.4 yields the well known inclusion
etσ(S) ⊂ σ(etS).
On the other hand for the operators in M it seems difficult to obtain an analog
of (1.2) by using the techniques developed for C0-semi-groups and special Banach
algebra (see [4], [3], [5], [1]).
2. Preliminaries
First, we explain the link between the spectrum of S and the set where the symbol
of a multiplier is defined. For a ∈ R, denote by ga the function ga(x) = g(x)eax.
In [6], we have established the following theorem.
Theorem 2.1. For every M ∈M, and for every a ∈ I = [− ln ρ(S−1), ln ρ(S)], we
have
1) (Mf)a ∈ L2(R), ∀f ∈ Cc(R).
2) There exists µ(a) ∈ L∞(R) such that∫
R
(Mf)(x)eaxe−itxdx = µ(a)(t)
∫
R
f(x)eaxe−itxdx, a.e., ∀f ∈ Cc(R)
i.e.
(̂Mf)a = µ(a)(̂f)a.
3) If
◦
I 6= ∅ then the function µ(z) = µ(=z)(<z) is holomorphic on
◦
Ω.
Definition 2.2. Given M ∈ M, if
◦
Ω 6= ∅, we call symbol of M the function µ
defined by
µ(z) = µ(=z)(<z), ∀z ∈
◦
Ω.
Moreover, if a = − ln ρ(S−1) or a = ln ρ(S), the symbol µ is defined for z = x+ ia
by the same formula for almost all x ∈ R.
We will say that a ∈ R verifies the property (P) if for every M ∈M we have:
(1) (Mf)a ∈ L2(R), ∀f ∈ Cc(R)
(2) There exists µ(a) ∈ L∞(R) such that∫
R
(Mf)(x)eaxe−itxdx = µ(a)(t)
∫
R
f(x)eaxe−itxdx, a.e.
Theorem 2.1 may be extended. Indeed we have the following lemma, which
will be useful in our analysis.
Lemma 2.3. Let M ∈ M, a ∈ [− ln ρ(S−1), ln ρ(S)] and let f ∈ L2ω(R) be such
that (f)a ∈ L2(R). Then we have:
1) (Mf)a ∈ L2(R)
2) (̂Mf)a = µ(a)(̂f)a.
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Proof. To establish Lemma 2.3 we use the arguments exploited in the proof of
Theorem 2.1 (see [6]). Let M ∈M. Then there exists a sequence (φn)n∈N ⊂ Cc(R)
such that M is the limit of (Mφn)n∈N with respect to the strong operator topology
and we have ‖Mφn‖ ≤ C‖M‖, where C is a constant independent of n (see [6],
[7]). Let a ∈ [− ln ρ(S−1), ln ρ(S)]. We will apply the following not trivial property
(see [6])
|(̂ψ)a(x)| ≤ ‖Mψ‖, ∀ψ ∈ Cc(R), ∀x ∈ R. (2.1)
Observe that
|(̂φn)a(x)| ≤ ‖Mφn‖ ≤ C‖M‖, ∀x ∈ R, ∀n ∈ N.
and replace ((̂φn)a)n∈N by a suitable subsequence also denoted by ((̂φn)a)n∈N
converging in the weak topology σ(L∞(R), L1(R)) to a function µ(a) ∈ L∞(R)
such that ‖µ(a)‖∞ ≤ C ‖M‖. We have
lim
n→+∞
∫
R
(
(̂φn)a(x)− µ(a)(x)
)
g(x) dx = 0, ∀g ∈ L1(R).
Fix f ∈ L2ω(R) so that (f)a ∈ L2(R). Then we get
lim
n→+∞
∫
R
(
(̂φn)a(x)(̂f)a(x)− µ(a)(x)(̂f)a(x)
)
g(x) dx = 0
for all g ∈ L2(R). We conclude that
(
(̂φn)a(̂f)a
)
n∈N
converges weakly in L2(R)
to µ(a)(̂f)a.
On the other hand, we have
̂(Mφnf)a(x) = (̂φn)a(x)(̂f)a(x), a.e.
and
‖(Mφnf)a‖L2 = (2pi)−1/2 ‖ ̂(Mφnf)a‖L2 ≤ (2pi)−1/2‖(̂φn)a‖∞‖(̂f)a‖L2
≤ (2pi)−1/2C‖M‖‖(̂f)a‖L2 , ∀n ∈ N.
We replace
(
(Mφnf)a
)
n∈N
by a suitable subsequence and we suppose that
(
(Mφnf)a
)
n∈N
converges weakly in L2(R) to a function ha ∈ L2(R). For g ∈ Cc(R), we obtain∫
R
∣∣∣(Mφnf)a(x)− (Mf)a(x)∣∣∣ |g(x)| dx
≤ Ca,g‖Mφnf −Mf‖, ∀n ∈ N,
where Ca,g is a constant depending only on g and a. Since (Mφnf)n∈N converges
to Mf in L2ω(R), we get
lim
n→+∞
∫
R
(Mφn f)a(x)g(x) dx =
∫
R
(Mf)a(x)g(x) dx, ∀g ∈ Cc(R).
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Thus we conclude that (Mf)a = ha and (Mf)a ∈ L2(R). Now taking into account
that for g ∈ L2(R) we have
lim
n→+∞〈
̂(Mφnf)a, gˆ〉L2 = limn→+∞〈(̂φn)a (̂f)a, gˆ〉L2 = 〈µ(a)(̂f)a, gˆ〉L2 ,
and also
lim
n→+∞〈
̂(Mφnf)a, gˆ〉L2 = 〈(̂Mf)a, gˆ〉L2 ,
we obtain
(̂Mf)a = µ(a)(̂f)a.
Consequently, for every f ∈ L2ω(R) such that (f)a ∈ L2(R) we have
(̂Mf)a(x) = µ(a)(x)(̂f)a(x) a.e.

Denote by σ(A) the spectrum of the operator A. First we have the following
Proposition 2.4. We have
σ(S) =
{
z ∈ C, 1
ρ(S−1)
≤ |z| ≤ ρ(S)
}
and the real a satisfies the property (P) if and only if a ∈ [− ln ρ(S−1), ln ρ(S)] .
Theorem 2.1 implies that if a ∈ [− ln ρ(S−1), ln ρ(S)], then a satisfies the
property (P).
Lemma 2.5. If a ∈ R verifies the property (P), then ea+ib ∈ σ(S), for all b ∈ R.
Proof. Let α ∈ C be such that eα /∈ σ(S). Then it is clear that T = (S − eαI)−1
is a multiplier. Let a ∈ R verify the property (P). Then there exists ν(a) ∈ L∞(R)
such that
(̂Tf)a = ν(a)(̂f)a, ∀f ∈ Cc(R), a.e.
Replacing f by (S − eαI)g, for g ∈ Cc(R) we get
(̂g)a(x) = ν(a)(x)F
(
[(S − eαI)g]a
)
(x), ∀g ∈ Cc(R), a.e.
and
(̂g)a(x) = ν(a)(x)(̂g)a(x)[ea−ix − eα], ∀g ∈ Cc(R), a.e.
Choosing a suitable g ∈ Cc(R), we have
ν(a)(x)(ea−ix − eα) = 1, a.e.
Since ν(a) ∈ L∞(R), we obtain that <α 6= a and we conclude that
ea+ib ∈ σ(S), ∀b ∈ R.

Taking into account Theorem 2.1 and Lemma 2.5, Proposition 2.4 follows
directly.
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3. Spectrum of M ∈M
In this section we investigate the spectrum of a general multiplier on L2ω(R).
We recall that the symbol µ of a multiplier M is in H∞(
◦
Ω) and it is essentially
bounded on the boundary δ(Ω) of Ω (see Theorem 2.1).
Proof of Theorem 1.4
Proof. Assume that λ /∈ σ(M). Then (M − λI)−1 is a multiplier and for every
a ∈ [− ln ρ(S−1), ln ρ(S)], we introduce the symbol ν(a) ∈ L∞(R) so that
F
(
((M − λI)−1f)a
)
(x) = ν(a)(x)(̂f)a(x), ∀f ∈ Cc(R), a.e.
Following Lemma 2.3, we can use the above equality for f = (M − λI)g with
g ∈ Cc(R). Indeed, for g ∈ Cc(R) an application of Theorem 2.1 yields ((M −
λI)g)a ∈ L2(R) and the assumptions of Lemma 2.3 are fulfilled. We obtain
(̂g)a(x) = ν(a)(x)F
(
((M − λI)g)a
)
(x)
= ν(a)(x)(µ(a)(x)− λ)(̂g)a(x), a. e.
Choosing a suitable g ∈ Cc(R), we get
1 = ν(a)(x)(µ(a)(x)− λ), a.e.
Given x ∈ R, satisfying
|µ(a)(x)| ≤ ‖µ(a)‖∞ and |ν(a)(x)| ≤ ‖ν(a)‖∞, (3.1)
it is clear that if λ = µ(a)(x) = µ(x + ia) we obtain a contradiction. For every x
for which (3.1) holds and for a ∈ [− ln ρ(S−1), ln ρ(S)] we deduce that
µ(a)(x) = µ(x+ ia) ∈ σ(M).
According to Theorem 2.1, ν and µ are holomorphic on
◦
Ω and essentially bounded
on δ(Ω). Consequently, (3.1) holds for almost every x and the proof is complete. 
Notice that ν may not be continuous on the boundary of Ω. Indeed, for ω = 1,
let h ∈ L∞(R) be a function which is not continuous on R. Define the operator H
on L2(R) by the formula
Hf = F−1(hfˆ).
Then H is a multiplier on L2(R), but its symbol h is not continuous on Ω = R.
Now we present one example. Suppose that χ is a complex Borel measure
such that ∫ +∞
−∞
‖St‖d|χ|(t) < +∞. (3.2)
Then the operator Mχ defined by the formula
Mχ(f) =
∫ +∞
−∞
St(f)dχ(t), ∀f ∈ L2ω(R),
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is obviously a multiplier on L2ω(R). The condition (3.2) implies that∫
R
eaxd|χ|(x) < +∞, ∀a ∈ [− ln ρ(S−1), ln ρ(S)],
so the integral ∫
R
e−iαxdχ(x)
converges for all α ∈ Ω. Clearly, the symbol of Mχ, defined in Section 2, becomes
χ̂(α) =
∫
R
e−iαxdχ(x).
The results of the previous sections imply
χˆ(Ω) ⊂ σ(Mχ). (3.3)
The inclusion (3.3) has been established by other methods in [1] and [4]. We see
that the inclusion (3.3) may be obtained by the tools of our paper.
4. Spectrum of Mφ
In this section we characterize the spectrum of Mφ, for φ ∈ Cc(R) by using the
results of the previous one. We recall that Mφ denotes the operator of convolution
φ ∈ Cc(R). We recall that Ω is the set
Ω =
{
z ∈ C, − ln ρ(S−1) ≤ =z ≤ ln ρ(S)
}
.
First notice that 0 ∈ σ(Mφ). Indeed, suppose that Mφ is invertible. Then M−1φ is
a multiplier and let µ be its symbol. For a ∈ I, we have
F
(
(M−1φ (Mφf))a
)
= (̂f)a, ∀f ∈ Cc(R).
Then, we get
µ(a)(x)(̂φ)a(x)(̂f)a(x) = (̂f)a(x), ∀f ∈ Cc(R), a.e.
and
µ(a)(x)(̂φ)a(x) = 1, a.e.
Taking into account that µ(a) ∈ L∞(R) and limx→+∞ (̂φ)a(x) = 0, we obtain a
contradiction. Thus, we conclude that 0 ∈ σ(Mφ). Now, we establish the following
Lemma 4.1. Let γ ∈ M̂. If there exists φ ∈ Cc(R) such that γ(Mφ) 6= 0, then there
exists α ∈ Ω such that
γ(Mψ) =
∫
R
ψ(x)e−iαxdx = ψˆ(α), ∀ψ ∈ Cc(R). (4.1)
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Proof. Let γ ∈ M̂ and suppose that there exists φ ∈ Cc(R) such that γ(Mφ) 6= 0.
We have
Mφf =
∫
R
Sx(f)φ(x)dx
but we cannot deduce that
γ(Mφ) =
∫
R
γ(Sx)φ(x)dx,
since we do not have the convergence of the Bochner integralMφf =
∫
R Sx(f)φ(x)dx
with respect to the operator norm. However, we claim that
γ(Mψ) =
∫
R
γ(Mφ ◦ Sx)
γ(Mφ)
ψ(x)dx, ∀ψ ∈ Cc(R). (4.2)
Consider the application
η : Cc(R) 3 ψ −→ η(ψ) = γ(Mψ)
which is a continuous linear form on Cc(R). Here Cc(R) is equipped by the topology
given by the inductive limit of CK(R), K being a compact subset of R. Indeed,
if K is a compact subset of R and if (ψn)n∈N ⊂ CK(R) is a sequence uniformly
convergent to ψ ∈ CK(R), for every g ∈ L2ω(R), we have
‖Mψng −Mψg‖ ≤
∫
K
‖ψn − ψ‖∞ sup
y∈K
‖Sy‖‖g‖dx
and so
lim
n→∞ ‖Mψn −Mψ‖ = 0.
We deduce that the application
Cc(R) 3 ψ −→Mψ ∈ A
is sequentially continuous and so it is continuous from Cc(R) to A. It follows that
η is a continuous linear form on Cc(R) and there exists a measure m (see [2],
Chapter 3) such that
η(ψ) =
∫
R
ψ(x)dm(x), ∀ψ ∈ Cc(R)
and hence
γ(Mψ) =
∫
ψ(x)dm(x).
This implies that for every ψ ∈ Cc(R) we have
γ(Mψ ◦Mφ) =
∫
R
(ψ ∗ φ)(t)dm(t)
=
∫
R
(∫
R
ψ(x)φ(t− x)dx
)
dm(t).
Using Fubini theorem, we get
γ(Mψ ◦Mφ) = γ(Mψ∗φ) =
∫
ψ(x)
(∫
R
φ(t− x)dm(t)
)
dx
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=
∫
R
ψ(x)γ(Sx ◦Mφ)dx
and this yields the claim (4.2). Consequently, we conclude that
γ(Mψ) =
∫
R
ψ(x)γ(Sx)dx, ∀ψ ∈ Cc(R). (4.3)
Since γ ∈ M̂, it is clear that γ(Sx) ∈ σ(Sx) (see [9]). Set
θγ(x) = γ(Sx) =
γ(Mφ ◦ Sx)
γ(Mφ)
, ∀x ∈ R.
The application
x −→ Sx ◦Mφ = MSx(φ)
is continuous from R into A and we deduce that θγ is a continuous morphism from
R to C. The function θγ verifies
θγ(x+ y) = θγ(x)θγ(y), ∀x ∈ R, ∀y ∈ R.
Therefore there exists α ∈ C such that
θγ(x) = e−iαx, ∀x ∈ R.
Applying (4.2) we get
γ(Mψ) =
∫
R
ψ(x)e−iαxdx = ψˆ(α), ∀ψ ∈ Cc(R).
Since e−iα ∈ σ(S), an application of Proposition 2.4 yields
1
ρ(S−1)
≤ e=α ≤ ρ(S)
which implies α ∈ Ω. This completes the proof of Lemma 4.1. 
Corollary 4.2. Let φ ∈ Cc(R). If λ ∈ σ(Mφ) \ {0} then there exists α ∈ Ω such
that λ = φˆ(α) and
σ(Mφ) \ {0} ⊂ φˆ(Ω).
Proof. Following [9], we have σ(Mφ) = {γ(Mφ), γ ∈ M̂}. Let γ ∈ M̂ be fixed
such that λ = γ(Mφ). The Corollary 4.2 follows from the previous lemma. 
5. Spectrum of M ∈ A
Now we examine the spectrum of multipliers forming a larger class than those of
operators Mφ. We will show that if M ∈ A and ν is the symbol of M , then ν is a
continuous function on Ω and we have
σ(M) = ν(Ω).
Proof of Theorem 1.3.
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Proof. First, we show that ν is continuous on Ω. Let (φn)n∈N be a sequence of
Cc(R) such that (Mφn)n∈N converges to M with respect to the operator topology.
The construction of ν(a) for a ∈ [− ln ρ(S−1), ln ρ(S)], given in [6] (see also the
proof of Lemma 2.3 in Section 2), defines ν(a) as the limit of (̂ψn)a with respect
to the weak topology of L2(R), where (ψn)n∈N is a special sequence in Cc(R) such
that (Mψn)n∈N converges to M with respect to the strong operator topology. Using
the same argument as in [6], we get
ν(a)(x) = lim
n→∞ (̂φn)a(x)
with respect to the weak topology of L2(R). For fixed a ∈ [− ln ρ(S−1), ln ρ(S)]
and x ∈ R , we have
|(̂φn)a(x)− (̂φk)a(x)| ≤ ‖Mφn −Mφk‖ (5.1)
(see (2.1)). Since (Mφn)n∈N converges to M in A, we conclude that (̂φn)a converges
uniformly on R to a continuous function µ(a) and that there exists a constant C
such that
|(̂φn)a(x)| ≤ C, ∀a ∈ [− ln ρ(S−1), ln ρ(S)], ∀x ∈ R, ∀n ∈ N.
Moreover, we have limx→+∞ µ(a)(x) = 0. We obtain that (̂φn)a converges to µ(a)
with respect to the weak topology of L2(R). Thus we can identify the symbol of
M with the function µ defined by
µ(x+ ia) = µ(a)(x), ∀a ∈ [− ln ρ(S−1), ln ρ(S)], ∀x ∈ R.
Taking into account (5.1), it is clear that µ is continuous on Ω.
Given λ ∈ σ(M) \ {0}, there exists γ ∈ M̂ such that λ = γ(M). Then we have
λ = limn→∞ γ(Mφn). It is clear that there exists n ∈ N such that γ(Mφn) 6= 0 and
taking into account Lemma 4.1 in Section 4, there exists α ∈ Ω such that
γ(Mφn) = φ̂n(α), ∀n ∈ N.
Notice that α is independent of n. Consequently, we have
λ = lim
n→∞ γ(Mφn) = limn→∞ φ̂n(α) = µ(α).
Since µ is equal to the symbol ν of M , we conclude that
σ(M) \ {0} ⊂ ν(Ω).
Taking into account the result of the previous section, the proof is complete. 
6. Spectrum of multipliers on L2ω(Rk)
Theorems 1.2-1.4 can be generalized for multipliers on L2ω(Rk), k > 1, where ω is
a weight on Rk satisfying the following condition
ω = ω1 × ...× ωk,
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where ω1,..., ωk are weights on R. From now on, ω denotes a weight on Rk having
the above form.
Given φ ∈ Cc(Rk), the Fourier transform φ̂ is defined on Ck. Set
em = (em,1, ..., em,k),
where em,i = 0, if m 6= i and em,m = 1. For m = 1, ..., k, let Sm be the translation
by em defined on L2ω(Rk). Introduce
U = {z = (z1, ..., zk) ∈ Ck, =zi ∈ [− ln ρ(S−1i ), ln ρ(Si)], for i = 1, ..., k}.
We have (see [7] and [8]) the following representation theorem for multipliers on
L2ω(Rk).
Theorem 6.1. Let M be a multiplier on L2ω(Rk). Then there exists ν ∈ L∞(U)
such that∫
Rk
(Mf)(x)e−i<x,z>dx = ν(z)
∫
Rk
f(x)e−i<x,z>dx, ∀f ∈ C∞c (Rk),
for all z ∈
◦
U and for almost every z ∈ δ(U).
Given a multiplier M on L2ω(Rk), we call symbol of M the function ν intro-
duced in the previous theorem. Moreover, in [8] the following result was established.
Proposition 6.2. We have z = (z1, ..., zk) ∈ U if and only if
e−izm ∈ σ(Sm), form = 1, ..., k.
The set U is related to the joint spectrum of S1, ..., Sk. Let A be a commu-
tative Banach algebra with unit I. We recall the following
Definition 6.3. The joint spectrum σs(A1, ..., Ak) of the operators A1, ...., Ak ∈ A
is the set
{(α1, ..., αk) ∈ Ck,
∑k
m=1(Am − αmI)Jm is not invertible inA, ∀(J1, ..., Jk) ∈ Ak}.
In general σs(A1, ..., Ak) 6= σ(A1) × ... × σ(Ak) and the determination of
σs(A1, ..., Ak) is a quite difficult problem. However, in the spaces L2ω(Rk), we have
the equality
σs(S1, ..., Sk) = σ(S1)× ...× σ(Sk)
(see ([8]). Using Theorem 6.1, Proposition 6.2 and the arguments in Section 4, we
obtain the following
Theorem 6.4. For φ ∈ Cc(Rk), we have
σ(Mφ) = φˆ(U).
Moreover, repeating the arguments in Sections 2-5, we obtain
12 Violeta Petkova
Theorem 6.5. Let M ∈ A and let ν be the symbol of M . Then ν is a continuous
function on U and we have
σ(M) = ν(U).
Let M ∈M and let ν be its symbol. Then
ν(U) ⊂ σ(M).
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SPECTRAL RESULTS FOR OPERATORS COMMUTING WITH
TRANSLATIONS ON BANACH SPACES OF SEQUENCES ON Zk AND Z+
VIOLETA PETKOVA
Abstract. We study the spectrum of multipliers (bounded operators commuting with the
shift operator S) on a Banach space E of sequences on Z. Given a multiplier M , we prove thatfM(σ(S)) ⊂ σ(M) where fM is the symbol of M . We obtain a similar result for the spectrum of
an operator commuting with the shift on a Banach space of sequences on Z+. We generalize
the results for multipliers on Banach spaces of sequences on Zk.
1. Introduction
Let E ⊂ CZ be a Banach space of complex sequences (x(n))n∈Z. Denote by S : CZ −→ CZ,
the shift operator defined by Sx = (x(n− 1))n∈Z, for x = (x(n))n∈Z ∈ CZ, so that S−1x =
(x(n+ 1))n∈Z. Let F (Z) be the set of sequences on Z, which have a finite number of non-
zero elements and assume that F (Z) ⊂ E. We will call a multiplier on E every bounded
operator M on E such that MSa = SMa, for every a ∈ F (Z). Denote by µ(E) the space of
multipliers on E. For z ∈ T = {z ∈ C : |z| = 1}, consider the map E 3 x −→ ψz(x) given
by ψz(x) = (x(n)zn)n∈Z. Notice that if we assume that ψz(E) ⊂ E for all z ∈ T and if for all
n ∈ Z, the map
pn : E 3 x −→ x(n) ∈ C
is continuous, then from the closed graph theorem it follows that the map ψz is bounded on E.
In this paper, we deal with Banach spaces of sequences on Z satisfying only the following three
very natural hypothesis:
(H1) The set F (Z) is dense in E.
(H2) For every n ∈ Z, pn is continuous from E into C.
(H3) We have ψz(E) ⊂ E, ∀z ∈ T and supz∈T ‖ψz‖ < +∞.
We give some examples of spaces satisfying our hypothesis.
Example 1. Let ω be a weight (a sequence of positive real numbers) on Z. Set
lpω(Z) =
{
(x(n))n∈Z ∈ CZ;
∑
n∈Z
|x(n)|pω(n)p < +∞
}
, 1 ≤ p < +∞
2000 Mathematics Subject Classification. Primary 47B37, 47B35; Secondary 47A10.
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and ‖x‖ω,p =
(∑
n∈Z |x(n)|pω(n)p
) 1
p
. It is easy to see that the Banach space lpω(Z) satisfies our
hypothesis. Moreover, the operator S (resp. S−1) is bounded on lpω(Z) if and only if
sup
n∈Z
ω(n+ 1)
ω(n)
< +∞
(
resp. sup
n∈Z
ω(n− 1)
ω(n)
< +∞
)
.
Example 2. Let K be a convex, non-decreasing, continuous function on R+ such that K(0) = 0
and K(x) > 0, for x > 0. For example, K may be xp, for 1 ≤ p < +∞ or xp+sin(log(− log(x))), for
p > 1 +
√
2. Let ω be a weight on Z. Set
lK,ω(Z) =
{
(x(n))n∈Z ∈ CZ;
∑
n∈Z
K
( |x(n)|
t
)
ω(n) < +∞, for some t > 0
}
and ‖x‖ = inf
{
t > 0,
∑
n∈ZK
( |x(n)|
t
)
ω(n) ≤ 1
}
. The space lK,ω(Z), called a weighted Orlicz
space (see [2], [3]), is a Banach space satisfying our hypothesis.
Example 3. Let (q(n))n∈Z be a real sequence such that q(n) ≥ 1, for all n ∈ Z. For
a = (a(n))n∈Z ∈ CZ, set ‖a‖{q} = inf
{
t > 0,
∑
n∈Z
∣∣∣a(n)t ∣∣∣q(n) ≤ 1}. Consider the space
l{q} = {a ∈ CZ; ‖a‖{q} < +∞}, which is a Banach space (see [1]) satisfying our hypothe-
sis. Notice that if limn→+∞ |q(n+ 1) − q(n)| 6= 0 and if supn∈Z q(n) < +∞, then either S or
S−1 is not bounded (see [4]).
It is easy to see that if S(E) ⊂ E, then by the closed graph theorem the restriction S|E of S
to E is bounded from E into E. From now on we will say that S (resp. S−1) is bounded when
S(E) ⊂ E (resp. S−1(E) ⊂ E). If S(E) ⊂ E, we will call σ(S) the spectrum of the operator
S with domain E. If S is not bounded, denote by σ(S) (resp. ρ(S)) the spectrum (resp. the
spectral radius) of S, where S is the smallest extension of S|F (Z) as a closed operator. Recall
that the domain D(S) of S is given by
D(S) = {x ∈ E, ∃(xn)n∈N ⊂ F (Z) s.t. xn −→ x and Sxn −→ y ∈ E}
and for x ∈ D(S) we set Sx = y. We will denote by
◦
A (resp. δ(A)) the interior (resp. the
boundary) of the set A. Denote by ek the sequence such that ek(n) = 0 (resp. 1), if n 6= k
(resp. n = k). For a multiplier M we set M̂ = M(e0) and it is easy to see that
Ma = M̂ ∗ a, ∀a ∈ F (Z). (1.1)
Given a ∈ CZ, define a˜(z) = ∑n∈Z a(n)zn and notice that if a ∈ l2(Z), then a˜ ∈ L2(T).
Denote by M˜ the function
z −→ M˜(z) =
∑
n∈Z
M̂(n)zn.
Usually, M˜ is called the symbol of M . It is easy to see that on the space of formal Laurent
series we have the equality
M˜a(z) = M˜(z)a˜(z), ∀z ∈ C, ∀a ∈ F (Z). (1.2)
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However, it is difficult to determine for which z ∈ C the series M˜(z) converges. For r > 0 let
Cr be the circle of center 0 and radius r. Recall the following result established in [8] (Theorem
1).
Theorem 1. 1) If S is not bounded, but S−1 is bounded, then ρ(S) = +∞ and if S is bounded,
but S−1 is not bounded, then ρ(S−1) = +∞.
2) We have σ(S) =
{
z ∈ C, 1
ρ(S−1) ≤ |z| ≤ ρ(S)
}
.
3) Let M ∈ µ(E). For r > 0 such that Cr ⊂ σ(S), we have M˜ ∈ L∞(Cr) and |M˜(z)| ≤ ‖M‖,
a.e. on Cr.
4) If ρ(S) > 1
ρ(S−1) , then M˜ is holomorphic on
◦
σ(S).
If S and S−1 are bounded, denote by IE the interval
[
1
ρ(S−1) , ρ(S)
]
. If S (resp. S−1) is not
bounded, denote by IE the interval
[
1
ρ(S−1) ,+∞
[
(resp. ]0, ρ(S)]).
The purpose of this paper is to use the symbol of an operator M ∈ µ(E) in order to
characterize its spectrum. We deal with three different setups. First we study the multipliers
on E, next we examine Toeplitz operators on a Banach space of sequences on Z+ and finally
we deal with multipliers on a Banach space of sequences on Zk. For φ ∈ F (Z) we denote by Mφ
the operator of convolution by φ on E. Let S be the closure with respect to the operator norm
topology of the algebra generated by the operators Mφ, for φ ∈ F (Z). Our first result is
Theorem 2. 1) If M ∈ µ(E), we have M˜(σ(S)) ⊂ σ(M).
2) If M ∈ S , then σ(M) = M˜(σ(S)).
Notice that here for a set A, we denote by A the closure of A. If M ∈ µ(E), then M˜(σ(S))
denotes the essential range of M˜ on σ(S). Notice that M˜ is holomorphic on
◦
σ(S) and essentially
bounded on the boundary of σ(S). In general we have no spectral calculus for the operators in
µ(E) and it seems difficult to characterize the spectrum of M ∈ µ(E) without using its symbol.
We also study a similar spectral problem for Toeplitz operators. Let E ⊂ CZ+ be a Banach
space and let F (Z+) (resp. F (Z−)) be the space of the sequences on Z+ (resp. Z−) which have
a finite number of non-zero elements. By convention, we will say that x ∈ F (Z) is a sequence
of F (Z+) (resp. F (Z−)) if x(n) = 0, for n < 0 (resp. n > 0). We will assume that E satisfies
the following hypothesis:
(H1) The set F (Z+) is dense in E.
(H2) For every n ∈ Z+, the application pn : x −→ x(n) is continuous from E into C.
(H3) For x = (x(n))n∈Z+ ∈ E, we have γz(x) = (znx(n))n∈Z+ ∈ E, for every z ∈ T and
supz∈T ‖γz‖ < +∞.
Definition 1. We define on CZ+ the operators S1 and S−1 as follows.
For u ∈ CZ+ , (S1(u))(n) = 0, if n = 0 and (S1(u))(n) = u(n− 1), if n ≥ 1
(S−1(u))(n) = u(n+ 1), for n ≥ 0.
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For simplicity, we note S instead of S1. It is easy to see that if S(E) ⊂ E, then by the
closed graph theorem the restriction S|E of S to E is bounded from E into E. We will say that
S (resp. S−1) is bounded when S(E) ⊂ E (resp S−1(E) ⊂ E). Next, if S|E (resp. S−1|E) is
bounded, σ(S) (resp. σ(S−1)) denotes the spectrum of S|E (resp. S−1|E). If S (resp. S−1)
is not bounded, σ(S) (resp. σ(S−1)) denotes the spectrum of the smallest closed extension of
S|F (Z+) (resp. S−1|F (Z+)).
For u ∈ l2(Z−)⊕E introduce
(P+(u))(n) = u(n), ∀n ≥ 0 and (P+(u))(n) = 0, ∀n < 0.
If S1 and S−1 are the shift and the backward shift on l2(Z−) ⊕ E, then S = P+S1 and S−1 =
P+S−1.
Example 4. Let w be a positive sequence on Z+. Set
lpw(Z+) =
{
(x(n))n∈Z+ ∈ CZ
+
;
∑
n∈Z+
|x(n)|pw(n)p < +∞
}
, 1 ≤ p < +∞
and ‖x‖w,p =
(∑
n∈Z+ |x(n)|pw(n)p
) 1
p
. It is easy to see that the Banach space lpw(Z+) satisfies
our hypothesis. The operator S (resp. S−1) is bounded on l
p
w(Z+), if and only if, w satisfies
sup
n∈Z+
w(n+ 1)
w(n)
< +∞
(
resp. sup
n∈Z+
w(n)
w(n+ 1)
< +∞
)
.
Definition 2. A bounded operator T on E is called a Toeplitz operator, if we have:
(S−1TS)u = Tu, ∀u ∈ F (Z+).
Denote by TE the space of Toeplitz operators on E.
It is easy to see that if T commutes either with S or with S−1, then T is a Toeplitz operator.
Indeed, if TS−1 = S−1T , then T = S−1TS. Notice that if T ∈ TE, we have Tu = P+S−nTSnu,
for all u ∈ F (Z+) and all n > 1. Here Sn (resp. S−n) denotes (S1)n (resp. (S−1)n) where S1
(resp. S−1) is the shift (resp. the backward shift) on l2(Z−)⊕ F (Z+).
Remark that we have S−1S = I, however SS−1 6= I and this is the main difficulty in the
analysis of Toeplitz operators.
Given a Toeplitz operator T, set T̂ (n) = (Te0)(n) and T̂ (−n) = (Ten)(0), for n ≥ 0 and
define T̂ = (T̂ (n))n∈Z. It is easy to see that we have
Tu = P+(T̂ ∗ u), ∀u ∈ F (Z+). (1.3)
Set T˜ (z) =
∑
n∈Z T̂ (n)z
n, for z ∈ C. Notice that the series T˜ (z) could diverge.
If S and S−1 are bounded, we will denote by IE the interval
[
1
ρ(S−1) , ρ(S)
]
. If S (resp. S−1) is
not bounded, then IE denotes
[
1
ρ(S−1) ,+∞
[ (
resp.
]
0, ρ(S)
])
.
If S and S−1 are bounded, denote by UE the set
{
z ∈ C, 1ρ(S−1) ≤ |z| ≤ ρ(S)
}
. If S (resp. S−1)
is not bounded then UE denotes
{
z ∈ C, 1ρ(S−1) ≤ |z|
} (
resp.
{
z ∈ C, |z| ≤ ρ(S)
})
. We have
the following result (see Theorem 2 in [8])
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Theorem 3. Let T be a Toeplitz operator on E.
1) For r ∈
[
1
ρ(S−1) , ρ(S)
]
, if ρ(S) < +∞ or for r ∈
[
1
ρ(S−1) ,+∞
[
, if ρ(S) = +∞ we have
T˜ ∈ L∞(Cr) and |T˜ (z)| ≤ ‖T‖, a.e. on Cr.
2) If
◦
UE is not empty, T˜ ∈ H∞(
◦
UE), where H∞(
◦
UE) is the space of holomorphic and essentially
bounded functions on
◦
UE.
Denote by µ(E) the set of bounded operators on E commuting with either S or S−1. As
mentioned above µ(E) ⊂ TE. It is clear that the operators (Sn)n≥0 and ((S−1)n)n≥0 are included
in µ(E). In this paper we prove the following
Theorem 4. If S and S−1 are bounded operators, we have
σ(S) = {z ∈ C : |z| ≤ ρ(S)}. (1.4)
σ(S−1) = {z ∈ C : |z| ≤ ρ(S−1)}. (1.5)
For the right R and left L weighted shifts on l2(N) the results (1.4), (1.5) are classical (see
for instance, [11]). Moreover, it is well known that the spectrum of R and L have a circular
symmetry ([12]). The proofs of these results for R and L use the structure of l2(Z+) and the
analysis of the point spectrum is given by a direct calculus. In the general situation we deal
with such an approach is not possible and our results on the symbols of Toeplitz operators play
a crucial role. First we establish in Proposition 1 the relation { 1ρ(S−1) ≤ |z| ≤ ρ(S)} ⊂ σ(S) and
next we obtain (1.4). It seems that Theorem 4 is the first result concerning the description of
σ(S) and σ(S−1) in the general setup when (H1)- (H3) hold.
For operators commuting either with S or S−1 we have the following
Theorem 5. Suppose that S and S−1 are bounded. Let T be a bounded operator on E commuting
with S. Then we have
T˜ (
◦
σ(S)) ⊂ σ(T ). (1.6)
If T is a bounded operator on E commuting with S−1, we have
T˜ (
◦
σ(S−1)) ⊂ σ(T ). (1.7)
For φ ∈ CZ, define
Tφf = P+(φ ∗ f), ∀f ∈ E.
If φ ∈ CZ is such that Tφ is bounded on E (it is the case if for example φ ∈ F (Z+)), then
Tφ ∈ µ(E). The author has established similar results for multipliers and Winer-Hopf operators
in weighted spaces L2ω(R) and L2w(R+) (see [6], [9]). The spaces considered in this paper are
much more general then weighted l2ω(Z) and l2ω(Z+) spaces. Here we consider not only Hilbert
spaces, but also Banach spaces which may have a complicated structure (see Example 2 and
Example 3). Moreover, we study multipliers on spaces where the shift is not a bounded operator.
In these general cases our spectral results are based heavily on the symbolic representation and
this was the main motivation for proving the existence of symbols for the operators of the classes
we consider.
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For φ ∈ Cc(R+), denote by Tφ the operator defined on Lpω(R+) by
(Tφf)(x) = P+(φ ∗ f)(x), a.e.
Set β0 = limt→+∞ ln ‖St‖ 1t . A recent result of the author (see [10]) shows that if Tφ commutes
with (St)t≥0 then
σ(Tφ) = φˆ(V ),
where V = {z ∈ C, Im z ≤ β0}. It is natural to conjecture that
σ(Tφ) = φˆ(UE)
for Tφ with φ ∈ F (Z) commuting with S.
In Section 4, we study the so called joint spectrum for translation operators on a Banach
space of sequences on Zk and we generalize the results of Section 2. In Theorem 7 we prove
that the spectrum of a multiplier (bounded operator commuting with the translations) on a
very general Banach space E of sequences on Zk is related to the image under its symbol
of the joint spectrum of the translations S1,...,Sk (see Section 4 for the definitions). This
joint spectrum denoted by ZkE (see Section 4) is very important in our analysis. Notice that
ZkE ⊂ σ(S1) × ... × σ(Sk) but in general the inclusion is strict. The fact that the symbol of a
multiplier is holomorphic on the interior of ZkE plays a crucial role. To our best knowledge it
seems that Theorem 7 is the first result in the literature concerning the spectrum of operators
commuting with translations on a Banach space of sequences on Zk.
2. Spectrum of a multiplier
First, consider the case of the multipliers on a Banach space E satisfying (H1)-(H3) and
suppose that S or S−1 is bounded on E. Define UE = {z ∈ C, 1ρ(S−1) ≤ |z| ≤ ρ(S)}. To prove
Theorem 2, we will need the following lemma established in [8] (Lemma 4).
Lemma 1. For φ ∈ F (Z), we have |M˜φ(z)| ≤ ‖Mφ‖, ∀z ∈ UE .
Definition 3. For a ∈ CZ, and r ∈ R, define the sequence (a)r so that
(a)r(n) = a(n)rn, ∀n ∈ Z.
Lemma 2. Let r ∈ IE and f ∈ E be such that (f)r ∈ l2(Z). If M ∈ µ(E), we have
(Mf)r = (M̂r ∗ (f)r), (M˜f)r(z) = M˜(rz)(˜f)r(z), ∀z ∈ T
and (˜Mf)r ∈ L2(T).
Lemma 2 is a generalization of (1.1).
Proof. The proof uses the arguments exposed in [8] with some modifications. For the
completeness we give here the details. Let M ∈ µ(E). Let (Mk)k∈N be a sequence such that
limk→+∞ ‖Mkx−Mx‖ = 0, ∀x ∈ E, ‖Mk‖ ≤ ‖M‖ and Mk = Mφk , where φk ∈ F (Z), ∀k ∈ N.
The existence of this sequence is established in [8] (Lemma 3). Let r ∈ IE . We have |(˜φk)r(z)| ≤
‖Mφk‖ ≤ ‖M‖, ∀z ∈ T, ∀k ∈ N. We can extract from
(
(˜φk)r
)
k∈N
a subsequence which converges
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with respect to the weak topology σ(L∞(T), L1(T)) to a function νr ∈ L∞(T). For simplicity,
this subsequence will be denoted also by
(
(˜φk)r
)
k∈N
. We obtain
lim
k→+∞
∫
T
(
(˜φk)r(z)g(z)− νr(z)g(z)
)
dz = 0, ∀g ∈ L1(T)
and ‖νr‖∞ ≤ ‖M‖. Fix f ∈ E such that (f)r ∈ l2(Z). It is clear that
lim
k→+∞
∫
T
(
(˜φk)r(z)(˜f)r(z)g(z)− νr(z)(˜f)r(z)g(z)
)
dz = 0, ∀g ∈ L2(T).
We observe that the sequence
(
(˜φk)r (˜f)r
)
k∈N
converges with respect to the weak topology
of L2(T) to νr (˜f)r. Set ν̂r(n) = 12pi
∫ pi
−pi νr(e
it)e−itndt, for n ∈ Z and let ν̂r = (ν̂r(n))n∈Z be
the sequence of the Fourier coefficients of νr. The Fourier transform from l2(Z) to L2(T)
defined by F : l2(Z) 3 (f(n))n∈Z −→ f˜ |T ∈ L2(T) is unitary, so the sequence
(
(Mφkf)r
)
k∈N
=(
(φk)r ∗ (f)r
)
k∈N
converges to ν̂r ∗ (f)r with respect to the weak topology of l2(Z). Taking into
account that E satisfies (H2), for n ∈ Z we obtain
lim
k→+∞
|((Mφkf)r − (Mf)r)(n)| ≤ lim
k→+∞
C‖Mφkf −Mf‖ = 0.
Thus we deduce that
(Mf)r(n) = (ν̂r ∗ (f)r)(n), ∀n ∈ Z, ∀f ∈ E,
such that (f)r ∈ l2(Z). This implies (M̂)r ∗ (f)r = ν̂r ∗ (f)r, ∀f ∈ F (Z) and then we get
(M̂)r = ν̂r. We conclude that (Mf)r = (M̂)r ∗ (f)r, ∀f ∈ E such that (f)r ∈ l2(Z) and then
we have
(M˜f)r(z) = M˜(rz)(˜f)r(z), ∀z ∈ T.
Since (˜f)r ∈ L2(T) and M˜ ∈ L∞(UE), it is clear that (˜Mf)r ∈ L2(T). 
Proof of Theorem 2. Let M ∈ µ(E). Suppose that α /∈ σ(M). Then we have
(M − αI)−1 ∈ µ(E).
For z ∈ σ(S), we obtain(
˜(M − αI)−1f
)
(z) =
(∑
n∈Z
̂(M − αI)−1(n)zn
)(∑
n∈Z
f(n)zn
)
,
for all f ∈ E, suc that for all r ∈ IE , (f)r ∈ l2(Z). If g ∈ F (Z), following Lemma 2, we may
replace f by (M − αI)g. We get
g˜(z) =
(∑
n∈Z
̂(M − αI)−1(n)zn
)(∑
n∈Z
((M − αI)g)(n)zn
)
= ˜(M − αI)−1(z)(M˜g(z)− αg˜(z)) = ˜(M − αI)−1(z)(M˜(z)− α)g˜(z), ∀g ∈ F (Z),
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for all z ∈ σ(S). This implies that for fixed r ∈ IE ,
˜(M − αI)−1(rη)(M˜(rη)− α) = 1, ∀η ∈ T.
Since, ˜(M − αI)−1 is holomorphic on
◦
σ(S) and essential bounded on δ(σ(S)) (see Theorem 1),
we obtain that M˜(z) 6= α, for every z ∈
◦
σ(S) and for almost every z ∈ δ(σ(S)). We conclude
that M˜(σ(S)) ⊂ σ(M), which proves the first part of the theorem. For te second one, let M ∈ S.
Then there exists a sequence (Mφn) with φn ∈ F (Z) such that limn→+∞ ‖Mφn−M‖ = 0. Notice
that from Lemma 1 it follows that
|M˜φn(z)| ≤ ‖Mφn‖ ≤ ‖M‖, ∀z ∈ UE .
Taking into account that |M˜φn(z) − M˜φk(z)| ≤ ‖Mφn − Mφk‖, ∀z ∈ UE , and the fact that
(Mφn) converges with respect to the norm operator theory, we conclude that (M˜φn) converges
uniformly on UE to a function µM . We observe that (M˜φn)r converges to µM (r.) with respect
to the weak topology σ(L∞(T), L1(T)). So we can identify M˜(rz) and µM (rz) for z ∈ T.
Consequently, M˜ is continuous on δ(UE). Let λ ∈ σ(M). Then there exists a character γ
on S such that λ = γ(M). For k ∈ N∗, denote by Sk the operator (S1)k. We have
γ(Mφn) = γ(
∑
k∈Z
φ̂n(k)Sk) =
∑
k∈Z
φ̂n(k)γ(S)k
and we get γ(M) = limn→+∞ γ(Mφn) = limn→+∞ M˜φn(γ(S)) = M˜(γ(S)). We conclude
that σ(M) ⊂ M˜(σ(S)). 
Now suppose that M /∈ S. If α ∈ σ(M), then α = γ(M), where γ is a character on the
commutative Banach algebra µ(E). Following [8] (Lemma 3), there exists a sequence (Mφn),
with φn ∈ F (Z) such that limn→+∞ ‖Mφna−Ma‖ = 0, ∀a ∈ E and we have limn→+∞ M˜φn(z) =
M˜(z), for all z ∈
◦
σ(S) and for almost every z ∈ δ(σ(S)). If we suppose that γ(S) ∈
◦
σ(S) we
have
lim
n→+∞ γ(Mφn) = limn→+∞ M˜φn(γ(S)) = M˜(γ(S)),
but in the general case we do not have
lim
n→+∞ γ(Mφn) = γ(M),
because (Mφn) converges to M with respect to the strong operator theory and may be not for
the norm operator topology.
3. Spectrum of an operator commuting either with S or S−1 on E
In this section we consider a Banach space E satisfying the conditions (H1)−(H3). Suppose
that S and S−1 are bounded on E.
Notice that it is easy to see that, for φ ∈ F (Z), if Tφ commutes with S (resp. S−1) then
φ ∈ F (Z+) (resp. F (Z−)).
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Lemma 3. For T ∈ TE, r ∈ IE and for a ∈ E such that (a)r ∈ l2(Z+) we have
(Ta)r = P+((T̂ )r ∗ (a)r) (3.1)
and then (Ta)r ∈ l2(Z+).
Lemma 3 is a generalization of the property (1.3).
Proof. Let T be a bounded operator in TE and let (φk)k∈N ⊂ F (Z) be such that
lim
k→+∞
‖Tφka− Ta‖ = 0, ∀a ∈ E
and ‖Tφk‖ ≤ ‖T‖, ∀k ∈ N. The existence of the sequence (Tφk) is established in [8] (Lemma 5).
Fix r ∈ IE. We have (see Lemma 6 in [8]), |(˜φk)r(z)| ≤ ‖Tφk‖ ≤ ‖T‖, ∀z ∈ T, ∀k ∈ N. We
can extract from
(
(˜φk)r
)
k∈N
a subsequence which converges with respect to the weak topology
σ(L∞(T), L1(T)) to a function νr ∈ L∞(T). For simplicity, this subsequence will be denoted
also by
(
(˜φk)r
)
k∈N
. Let a ∈ E be such that (a)r ∈ l2(Z+). We conclude that,
(
(˜φk)r (˜a)r
)
k∈N
converges with respect to the weak topology of L2(T) to νr (˜a)r. Denote by ν̂r = (ν̂r(n))n∈Z the
sequence of the Fourier coefficients of νr. Since the Fourier transform from l2(Z) to L2(T) is
an isometry, the sequence (φk)r ∗ (a)r converges to ν̂r ∗ (a)r with respect to the weak topology
of l2(Z). On the other hand,
(
Tφka
)
k∈N
converges to Ta with respect to the topology of E.
Consequently, since E satisfies (H2) we have
lim
k→+∞
|((Tφka)r − (Ta)r)(n)| ≤ lim
k→+∞
C‖Tφka− Ta‖ = 0, ∀n ∈ N.
We conclude that
(Ta)r = P+(ν̂r ∗ (a)r), ∀a ∈ E such that (a)r ∈ l2(Z+). (3.2)
Since
(Ta)r = P+((T̂ ∗ a)r), ∀a ∈ F (Z+),
it follows that T̂ (n)rn = ν̂r(n), ∀n ∈ Z. Then (3.2) implies obviously (3.6). Combining (3.6)
with the fact that T̂ ∈ l∞(Z), it is clear that if (a)r ∈ l2(Z+), then (Ta)r ∈ l2(Z+). 
For the proof of Theorem 4 we need the following
Proposition 1. Let T be a bounded operator in µ(E). Then we have
T˜ (
◦
UE) ⊂ σ(T ).
Proof. Let T ∈ µ(E) and suppose that λ /∈ σ(T ). First we will show that (T −λI)−1 ∈ TE.
If TS = ST , then (T − λI)S = S(T − λI) and we obtain (T − λI)−1S = S(T − λI)−1. As we
have mentioned above this implies that (T − λI)−1 is a Toeplitz operator. In the same way we
treat the case when TS−1 = S−1T.
Set h(n) = ̂(T − λI)−1(n) and fix r ∈ IE. For all g ∈ E such that (g)r ∈ l2(Z+), applying
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Lemma 3 with (T − λI) ∈ TE and a = g we get (T − λI)g ∈ l2(Z+). Then allpying a second
time Lemma 3 with (T − λI)−1 ∈ TE and a = (T − λI)g, we get
(g)r = P+
(
(h)r ∗ ((T − λI)g)r
)
, ∀g ∈ E such that (g)r ∈ l2(Z+).
Since (h)r and ((T − λI)g)r are in l2(Z+) (see Lemma 3), we have
‖(˜g)r‖L2(T) = ‖(g)r‖l2(Z+) = ‖P+((h)r ∗ ((T − λI)g)r)‖l2(Z+)
≤ ‖P+‖‖(h)r ∗ ((T − λI)g)r)‖l2(Z+) = ‖P+‖‖(˜h)r(T˜ − λ)(˜g)r‖L2(T)
≤ ‖P+‖‖(˜h)r‖L∞(T)‖(T˜ − λ)(˜g)r‖L2(T)
≤ C‖(T˜ − λ)(˜g)r‖L2(T), ∀g ∈ E such that (g)r ∈ l2(Z+). (3.3)
First suppose that 1 ∈
◦
IE. Then for r = 1, we get
‖g˜‖L2(T) ≤ C‖(T˜ − λ)g˜‖L2(T), ∀g ∈ E ∩ l2(Z+).
Assume that λ = T˜ (z0) for z0 ∈ T ⊂
◦
UE. According to Theorem 3, T˜ is continuous on T and
it is easy to choose f ∈ L2(T) so that
2C‖(T˜ − λ)f‖L2(T) < ‖f‖L2(T). (3.4)
In fact, if |T˜ (z)−λ| ≤ δ for |z−z0| < η(δ), we take f such that f(z) = 0 for z s.t. |z−z0| ≥ η(δ)
and ‖f‖L2(T) = 1. For δ > 0 such that 2Cδ < 1 we get the inequality (3.4). Let g ∈ l2(Z) be
such that f = g˜ and let β = C‖T˜ − λ‖∞. Fix  > 0 so that ‖g˜‖L2(T) > (2β + 2). Next let
g ∈ F (Z) be such that ‖g − g‖l2(Z) ≤ . Then we have
C‖(T˜ − λ)g˜‖L2(T) ≤ C‖(T˜ − λ)(g˜ − g˜)‖L2(T) + C‖(T˜ − λ)g˜‖L2(T)
≤ β+ 1
2
‖g˜‖L2(T) < β+
1
2
‖g˜ − g˜‖L2(T) +
1
2
‖g˜‖L2(T) < (β +
1
2
)+
1
2
‖g˜‖L2(T).
On the other hand, ‖g˜‖L2(T) ≥ ‖g˜‖L2(T)−  ≥ 2β+ , hence (β+ 12) ≤ 12‖g˜‖L2(T). This implies
C‖(T˜ − λ)g˜‖L2(T) < ‖g˜‖L2(T).
Notice that for f ∈ l2(Z) and n ∈ Z+, we have S˜nf(z) = znf˜(z), ∀z ∈ T. Set h = SNg, where
N ∈ Z+ is chosen so that SNg ∈ F (Z+). We have
C‖(T˜ − λ)h˜‖L2(T) = C‖(T˜ − λ)S˜Ng‖L2(T)
= C‖(T˜ − λ)g˜‖L2(T) < ‖g˜‖L2(T) = ‖h˜‖L2(T).
Taking into account (3.3), we obtain a contradiction and then T˜ (z) ∈ σ(T ) for z ∈ T.
Now let r ∈
◦
IE and r 6= 1. Repeating the above argument, we choose g ∈ F (Z+) so that
C‖(T˜ − λ)g˜‖L2(T) < ‖g˜‖L2(T).
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Let h be the sequence defined by h(n) = g(n)r−n, ∀n ∈ Z+. Then g = (h)r and h ∈ F (Z+).
We have
C‖(T˜ − λ)(˜h)r‖L2(T) < ‖(˜h)r‖L2(T).
By using (3.3) once more, we obtain a contradiction and then T˜ (Cr) ⊂ σ(T ), where Cr is the
circle of center 0 and radius r and this completes the proof of the theorem. 
Proof of Theorem 4. The symbol of S is z −→ z and according to Proposition 1, we
have UE ⊂ σ(S). It remains to show that {z ∈ C, |z| < 1ρ(S−1)} ⊂ σ(S). We apply the argument
of [9].
For 0 < |z| < 1ρ(S−1) we write
S−1 − 1
z
= −1
z
(
S−1(S− z)
)
. (3.5)
If z /∈ σ(S), then there exists g 6= 0 such that (S − z)g = e0. This implies (S−1 − 1z )g = 0 and
we obtain a contradiction with the fact that 1|z| > ρ(S−1). This completes the proof of (1.4).
Now we pass to the analysis of σ(S−1). As above assume that S−1 is bounded. Following
[9], we show first that for the approximative spectrum Π(S) of S we have
Π(S) ⊂ {z ∈ C, 1
ρ(S−1)
≤ |z| ≤ ρ(S)}.
In fact, for z 6= 0, if there exists a sequence fn, ‖fn‖ = 1 such that (S − z)fn → 0 as n → ∞,
then from (3.5) we deduce that (S−1 − 1z )fn → 0 and this yields 1|z| ≤ ρ(S−1). On the other
hand, if 0 ∈ Π(S), there exists a sequence fn, ‖fn‖ = 1 such that Sfn → 0 and this yields a
contradiction with the equality fn = S−1Sfn.
For the proof of (1.5) we use for z 6= 0 the adjoint operators S∗, S∗−1 and the equality
z
(1
z
I − S∗) = S∗
(
(S−1)∗ − zI
)
.
The symbol of S−1 is z −→ 1z and an application of Proposition 1 yields { 1ρ(S) ≤ |z| ≤ ρ(S−1)} ⊂
σ(S−1). Next assume that 0 < |z| < 1ρ(S) . We are going to repeat the argument of the proof
of Theorem 3 in [9] and for completeness we give the proof. First, 0 ∈ σr(S), σr(S) being the
residual spectrum of S. In fact, if this is not true, 0 will be in Π(S) and this is a contradiction.
Secondly, we deduce that 0 will be an eigenvalue of the adjoint operator S∗. Let S∗g = 0 with
g 6= 0. If (S−1)∗ − zI is surjective, than there exists f 6= 0 such that ((S−1)∗ − z)f = g and we
get (1z −S∗)f = 0, hence 1|z| ≤ ρ(S∗) = ρ(S) which is impossible. Thus z ∈ σ(S∗−1) and, passing
to the adjoint, we complete the proof. .
For the proof of Theorem 5 we need the following
Lemma 4. Let φ ∈ F (Z+) (resp. F (Z−)). Then for z ∈ σ(S) (resp. z ∈ σ(S−1)), we have
|(˜φ)(z)| ≤ ‖Tφ‖ ≤ ‖T‖.
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Proof. Suppose that |z| = ρ(S). Then z is in Π(S) and there exists a sequence (fn)n∈N ⊂ E
such that ‖fn‖ = 1 and limn→+∞ ‖Sfn − zfn‖ = 0. Then for φ ∈ F (Z+), we have for some
N > 0,
‖φ ∗ fn − φ˜(z)fn‖ ≤
N∑
k=0
( sup
|k|≤N
|φ(k)|)‖Skfn − zkfn‖
and we obtain
lim
n→+∞ ‖φ ∗ fn − φ˜(z)fn‖ = 0.
Since
|φ˜(z)| = ‖φ˜(z)fn‖ ≤ ‖φ˜(z)fn − φ ∗ fn‖+ ‖Tφfn‖,
it follows that |φ˜(z)| ≤ ‖Tφ‖. By using the maximum principle for the analytic function φ˜ we
complete the proof for z ∈ σ(S). For σ(S−1) we apply the same argument. .
Lemma 5. Let T be a bounded operator on E commuting with S (resp. S−1). Let r be such
that there exists z ∈ σ(S) (resp. σ(S−1)) with r = |z|. Then for a ∈ E such that (a)r ∈ l2(Z+)
(resp. (a)r ∈ l2(Z−)) we have
(Ta)r = P+((T̂ )r ∗ (a)r) (3.6)
and then (Ta)r ∈ l2(Z+) (resp. (Ta)r ∈ l2(Z−)).
Proof. For the proof we apply Lemma 4 and the same arguments as those in the proof of
Lemma 3. 
By using Lemmas 4-5 and repeating the arguments of the proof of Proposition 1, we obtain
Theorem 5.
We leave the details to the reader.
4. Spectral results for multipliers on Banach space of functions on Zk
Let F (Zk) be the space of sequences of Zk with a finite number of not vanishing terms. Let
E be a Banach space of sequences on Zk satisfying the following conditions:
(h1) F (Zk) is dense in E .
(h2) For every n ∈ Zk, the application E 3 x −→ x(n) ∈ Ck is continuous.
(h3) For every z ∈ Tk, we have ψz(E) ⊂ E and supz∈Tk ‖ψz‖ < +∞, where
(ψz(x))(n1, ..., nk) = x(n1, ..., nk)zn11 ...z
nk
k , ∀n ∈ Zk, x ∈ E .
Denote by µ(E) the space of bounded operators on E commuting with the translations.
Denote by Si the operator of translation by ei, where ei(n) = 1, if ni = 1 and nj = 0, for j 6= i
and else ei(n) = 0. Suppose that the operator Si is bounded on E for all i ∈ Z. For M ∈ µ(E)
define
M˜(z) =
∑
n∈Zk
M̂(n1, ..., nk)zn11 ...z
nk
k ,
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for z = (z1, ..., zk) ∈ Ck, where M̂(n1, ..., nk) = M(e0)(n1, ..., nk). For a ∈ E , set
a˜(z) =
∑
n∈Zk
a(n)zn11 ...z
nk
k , ∀z ∈ Ck.
Notice that for M ∈ µ(E) and a ∈ F (Zk), we have
Ma = M̂ ∗ a, ∀a ∈ F (Zk)
and formally we get
M˜a(z) = M˜(z)a˜(z), a ∈ E , z ∈ Ck.
If φ ∈ F (Zk) denote by Mφ the operator given by Mφf = φ ∗ f, ∀f ∈ E . Define the set
ZkE =
{
z ∈ Ck,
∣∣∣ ∑
n∈Zk
φ(n)zn11 ..z
nk
k
∣∣∣ ≤ ‖Mφ‖, ∀φ ∈ F (Zk)}.
Denote by σA(B1, ..., Bp) the joint spectrum of the elements B1,...,Bp in a commutative
Banach algebra A. Recall that σA(B1, ..., Bp) is the set of (λ1, ..., λp) ∈ Cp such that for all
L ∈ A, the operator (B1 − λ1I)L+ ...+ (Bp − λpI)L is not invertible (see [13]). We have also
the representation
σA(B1, ..., Bp) = {(γ(B1), ..., γ(Bp)) : γ is a character on A}.
It is clear that
σA(B1, ..., Bp) ⊂ σ(B1)× ...× σ(Bp),
but in general these two sets are not equal and the inclusion could be strict.
Definition 4. Denote by A the closure of the subalgebra generated by the operators Mφ, φ ∈
F (Zk), with respect to the operator norm topology.
Proposition 2. We have σA(S1, ....,Sk) = ZkE .
Proof. Let z ∈ Ck be such that z = (γ(S1), ..., γ(Sk)), where γ is a character on the algebra
A. Then ∑
n∈Zk
φ(n)zn11 ...z
nk
k =
∑
n∈Zk
φ(n)γ(S1)n1 ...γ(Sk)nk = γ(Mφ),∀φ ∈ F (Zk)
and it is clear that |γ(Mφ)| ≤ ‖Mφ‖, ∀φ ∈ F (Zk). It follows that σA(S1, ....,Sk) ⊂ ZkE . On the
other hand, if z ∈ ZkE , we define
γz : Mφ −→
∑
n∈Zk
φ(n)zn11 ...z
nk
k .
The application γz is a character on A and this implies that z = (γz(S1), ..., γz(Sk)) is in the
joint spectrum of S1, ...,Sk in A. So we have ZkE = σA(S1, ....,Sk). 
Define
IE = {r ∈ Rk, r1T× ...× rkT ∈
◦
ZkE }.
For a ∈ E and r ∈ Ck, denote by (a)r the sequence
(a)r(n1, ..., nk) = a(n1, ..., nk)rn11 ...r
nk
k , ∀(n1, ..., nk) ∈ Zk.
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The following theorem was established in [7] (Theorem 4 and Collorary 1).
Theorem 6. Let E be a Banach space of sequences on Zk satisfying (h1), (h2) and (h3) and
such that Si is bounded on E for all i ∈ Z. Suppose that
◦
ZkE 6= ∅. Then, for M ∈ µ(E), there
exists θM ∈ H∞(
◦
ZkE) such that for f ∈ F (Zk) we have M˜f(z) = θM (z)f˜(z), ∀z ∈
◦
ZkE .
Following (Lemma 2 in [7]) there exists a sequence (Mm)m∈N ⊂ µ(E) such that:
limm→+∞ ‖Mma −Ma‖ = 0, ∀a ∈ E , Mm = Mφm , where φm ∈ F (Zk) and ‖Mm‖ ≤ C‖M‖.
Notice that using the sequence (Mm) and the same arguments as in the proof of Lemma 2, we
obtain that in fact θM = M˜ and, moreover, we get the following
Lemma 6. For M ∈ µ(E) and for f ∈ E such that (f)r ∈ l2(Zk), for all r ∈ IE we have
M˜f(z) = M˜(z)f˜(z), ∀z ∈
◦
ZkE .
Now we obtain the following spectral result.
Theorem 7. 1) For M ∈ µ(E), we have M˜(
◦
ZkE) ⊂ σ(M).
2) For M ∈ A, we have M˜(ZkE) = σ(M).
Proof. Let M ∈ µ(E). Suppose that α /∈ σ(M). Then we have K = (M − αI)−1 ∈ µ(E)
and
K˜f(z) = K˜(z)f˜(z), ∀z ∈
◦
ZkE , ∀f ∈ E s.t. (f)r ∈ l2(Zk), ∀r ∈ IE . (4.1)(
˜(M − αI)−1f
)
(z) =
(∑
n∈Z
̂(M − αI)−1(n)zn
)(∑
n∈Z
f(n)zn
)
, ∀f ∈ E , s.t.∀r ∈ IE , (f)r ∈ l2(Zk).
If g ∈ F (Zk), following Lemma 6, we may replace f by (M − αI)g in (4.1). We get
g˜(z) =
(∑
n∈Z
̂(M − αI)−1(n)zn
)(∑
n∈Z
((M − αI)g)(n)zn
)
= K˜(z)(M˜g(z)− αg˜(z)) = K˜(z)(M˜(z)− α)g˜(z),
for all z ∈
◦
ZkE . This implies that for fixed r ∈ IE , K˜(rη)(M˜(rη)− α) = 1, ∀η ∈ Tk. Since, K˜ is
holomorpic on
◦
ZkE , we obtain that M˜(z) 6= α, for every z ∈
◦
ZkE . We conclude that
M˜(
◦
ZkE) ⊂ σ(M),
which proves part 1). Now suppose that M = Mφ, with φ ∈ F (Zk). Let λ ∈ σ(Mφ). Then there
exists γ a character on µ(E) such that
λ = γ(Mφ) =
∑
n∈Zk
φ(n)γ(Sn1,...,nk) = φ˜(γ(S1), ..., γ(Sk)) ∈ φ˜(ZkE).
The end of the proof of 2) is now very similar to the proof of 2) in Theorem 2 and is left to the
reader. 
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1. Introduction
Let E be a Banach space of functions on R. For t ∈ R define the translation by t as
Stf(x) = f(x− t) a.e. for all f ∈ E.
We call a multiplier on E every bounded operator on E commuting with St for each t ∈ R. For multipliers on aHilbert space we have the existence of a symbol. Using this property some spectral results concerning translations andmultipliers were obtained in [7, 8]. There the spectral mapping theorem of Gearhart [3] for semigroups in Hilbert spacesplayed an essential role.
∗ E-mail: petkova@univ-metz.fr
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Multipliers and Wiener–Hopf operators on weighted Lp spaces
The first purpose of this paper is to extend the main results of [7, 8] concerning the existence of the symbol of amultiplier as well as the spectral results to the case where E is a weighted Lpω(R) space. For general Banach spacesthe characterization of the spectrum of the semigroup V (t) = etG by the resolvent of its generator G is much morecomplicated than for semigroups in Hilbert spaces, see for instance [4]. In particular, the statements of Lemmas 2.1, 2.2and 2.3, see Section 2, are rather difficult to prove and for general Banach spaces this problem remains open. In thispaper we restrict our attention only to weighted spaces Lpω(R), 1 ≤ p < ∞. The advantage that we take account of isthat the semigroup of translations (St) preserves positive functions. For semigroups having this special property in thespaces Lpω(R) we have a spectral mapping theorem, see [1, 12, 13]. We obtain Theorems 1.1–1.4 for multipliers on Lpω(R)and explain only those parts of the proofs which are based on spectral mapping techniques and which are different fromthe arguments used to establish these theorems in the particular case p = 2, see for more details [7, 8].For a Banach space E denote by E ′ the dual space of E . For f ∈ E and g ∈ E ′ denote by 〈f, g〉 the duality. Let p ≥ 1and ω be a weight on R. More precisely, ω is a positive, continuous function such that
supx∈R ω(x + t)ω(x) < +∞ for all t ∈ R.
Let Lpω(R) be the set of measurable functions on R such that
‖f‖p,ω = (∫
R
|f(x)|pω(x)pdx)1/p< +∞, 1 ≤ p < +∞.
Let Cc(R) (resp. Cc(R+)) be the space of continuous functions on R (resp. R+) with compact support in R (resp. R+).Notice that Cc(R) is dense in Lpω(R).Further let E = Lpω(R), 1 ≤ p < +∞. In this case
〈f, g〉 = ∫
R
f(x)g(x)ωp(x)dx
and |〈f, g〉| ≤ ‖f‖p,ω‖g‖q,ω for 1 < p < +∞,where 1/p+ 1/q = 1. For p = 1 we have
E ′ = L∞ω (R) = {f measurable : |f(x)|ω(x) <∞ a.e.}
and ‖g‖∞,ω = esssup{|f(x)|ω(x) : x ∈ R}.If M is a multiplier on E , then there exists a distribution µ such that
Mf = µ ∗ f for all f ∈ Cc(R+).
For φ ∈ Cc(R+) the operator Mφ : Lpω(R) 3 f 7→ φ ∗ fis a multiplier on E . Put α0 = limt→+∞ ln ‖St‖1/t , α1 = limt→+∞ ln ‖S−t‖1/t .It is easy to see that α1 + α0 ≥ 0. Consider
U = {z ∈ C : Im z ∈ [−α1, α0]}.
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For an operator T denote by ρ(T ) the spectral radius of T and by σ (T ) the spectrum of T . It is well known thatρ(St) = eα0t for t ≥ 0.Given a function f and a ∈ C, denote by (f)a the function
R 3 x 7→ f(x)eax
and by M the algebra of multipliers on E . We denote by ĝ the Fourier transform of a function g ∈ L2(R). Our firstresult is a theorem saying that every multiplier on E has a representation by a symbol.
Theorem 1.1.Let M be a multiplier on E .1) For a ∈ [−α1, α0], (Mf)a ∈ L2(R) for every f ∈ E such that (f)a ∈ L2(R).2) For a ∈ [−α1, α0] there exists a function νa ∈ L∞(R) such that
(̂Mf)a(x) = νa(x)(̂f)a(x) a.e. for all f ∈ E with (f)a ∈ L2(R).
Moreover, ‖νa‖∞ ≤ C‖M‖ for all a ∈ [−α1, α0].
3) If ◦U 6= ∅, then there exists a function ν ∈ H∞( ◦U) such that
M̂f(z) = ν(z) f̂(z), z ∈ ◦U, f ∈ C∞c (R),
where M̂f(ia+x) = (̂Mf)a(x) for a ∈ ]−α1, α0[ , f ∈ C∞c (R).
The function ν is called the symbol of M. The above result is similar to that established in [7, 8] and the novelty is thatwe consider Banach spaces Lpω(R), not only Hilbert spaces. Define A as the closed Banach algebra generated by theoperators Mφ, φ ∈ Cc(R). Notice that A is a commutative algebra. Our second result concerns the spectra of St andM ∈M.
Theorem 1.2.We have σ (St) = {z ∈ C : e−α1t ≤ |z| ≤ eα0t} for all t ∈ R.Let M ∈M and let µM be the symbol of M, then
µM (U) ⊂ σ (M). (1)
If M ∈ A, then σ (M) \ {0} ⊂ µM (U) ⊂ σ (M). (2)
The property (2) may be considered as a weak spectral mapping property, see [2], for operators in the Banach algebra A.On the other hand, it is important to note that if M ∈ M, but M /∈ A, in general we have µM (U) 6= σ (M). For thespace E = L1(R), there exists a counter-example, see Section 2 and [2]. Thus the inclusion in (1) could be strict.In Section 3, we obtain similar results for Wiener–Hopf operators on weighted Lpω(R+) spaces. In the analysis ofWiener–Hopf operators some new difficulties appear in comparison with the case of multipliers.
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Let E be a Banach space of functions on R+. Let p ≥ 1 and ω be a weight on R+. It means that ω is a positive,continuous function such that
0 < infx≥0 ω(x + t)ω(x) ≤ supx≥0 ω(x + t)ω(x) < +∞ for all t ∈ R+.
Let Lpω(R+) be the set of measurable functions on R+ such that∫ ∞
0 |f(x)|pωp(x)dx < +∞.
Note that Cc(R+) is dense in Lpω(R+).Let P+ be the projection from L2(R−)⊕Lpω(R+) into Lpω(R+). Let Sa denote the restriction of Sa on Lpω(R+) for a ≥ 0 and,for simplicity, S1 let stand for S. Let I be the identity operator on Lpω(R+).
Definition.A bounded operator T on Lpω(R+) is called a Wiener–Hopf operator if
P+S−aTSaf = Tf for all a ∈ R+, f ∈ Lpω(R+).
As in [5], we can show that every Wiener–Hopf operator T has a representation by a convolution. More precisely, thereexists a distribution µ such that Tf = P+(µ ∗ f) for all f ∈ C∞c (R+).If φ ∈ Cc(R), then the operator Lpω(R+) 3 f 7→ P+(φ ∗ f)is a Wiener–Hopf operator and we will denote it by Tφ. Moreover, we have
(P+S−aSa)f = f for all f ∈ Lpω(R+),
but it is obvious that (SaP+S−a)f 6= f,for all f ∈ Lpω(R+) with a support not included in ]a,+∞[ . The fact that Sa is not invertible leads to many difficultiesin contrast to the case when we deal with the space Lpω(R). Let E be the space Lpω(R+). As above define
a0 = limt→+∞ ln ‖St‖1/t , a1 = limt→+∞ ln ‖S−t‖1/t
and set J = [−a1, a0]. The next theorem is similar to Theorem 1.1.
Theorem 1.3.Let a ∈ J and T be a Wiener–Hopf operator. Then there exists ha ∈ L∞(R) such that for every f ∈ Lpω(R+) satisfying(f)a ∈ L2(R+), we have (Tf)a = P+F−1(ha (̂f)a)and ‖ha‖∞ ≤ C‖T‖,where C is a constant independent of a. Moreover, if a1 + a0 > 0, the function h defined on U = {z ∈ C : Im z ∈ J} byh(z) = hIm z(Re z) is holomorphic on ◦U.
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The function h defined in Theorem 1.3 is called the symbol of T .We are able to examine the spectrum of operators in the space W of bounded operators on E commuting with (St)t≥0 or(P+S−t)t≥0. Let O = {z ∈ C : Im z < a0} and V = {z ∈ C : Im z < a1}.
Theorem 1.4.We have σ (St) = {z ∈ C : |z| ≤ ea0t} for all t > 0,σ (P+S−t) = {z ∈ C : |z| ≤ ea1t} for all t > 0. (3)
Let T ∈W and µT be the symbol of T . If T commutes with St for all t ≥ 0, then
µT (O) ⊂ σ (T ).
If T commutes with P+S−t for all t ≥ 0, then µT (V) ⊂ σ (T ).
The equalities (3) generalize the well-known results for the spectra of right and left shifts in the space of sequences l2,see for instance, [10]. However, our proofs are based heavily on the existence of symbols for Wiener–Hopf operators andhaving in mind Theorem 1.3, we follow the arguments from [9].In Section 3, we obtain a sharp spectral result for Wiener–Hopf operators having the form Tφ with φ ∈ Cc(R). Thisresult is established here for operators in spaces Lpω(R+). It is important to note that even for p = 2, i.e. for the Hilbertspace L2ω(R+), our result below is new.
Theorem 1.5.Let φ ∈ Cc(R). If suppφ ⊂ R+, then φ̂(O) \ {0} = σ (Tφ) \ {0}. If suppφ ⊂ R−, then φ̂(V) \ {0} = σ (Tφ) \ {0}.
The above result yields a weak spectral mapping property and can be compared with the equality (2) in Theorem 1.2,however the proof is more complicated.
2. Multipliers on Lpω(R)
Recall that we use the notation E = Lpω(R). We start with the following
Lemma 2.1.Let λ ∈ C be such that eλ ∈ σ (S) and Re λ = α0. Then there exists a sequence (fn)n∈N of functions of E and an integerk ∈ Z such that limn→∞∥∥(etA− e(λ+2piki)t)fn∥∥ = 0 for all t ∈ R, ‖fn‖ = 1, n ∈ N. (4)
Proof. Let A be the generator of the group (St)t∈R. It is clear that the group (St)t∈R preserves positive functions.Since E = Lpω(R) the results of [12, 13] say that the spectral mapping theorem holds and
σ (etA) \ {0} = etσ (A) = {etλ : λ ∈ σ (A)}.
In particular, for the spectral bound s(A) of A we get
s(A) = sup{Re z : z ∈ σ (A)} = α0.
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Thus eλ ∈ σ (S)\{0} = eσ (A) yields λ+2piki = λ0 ∈ σ (A) for some k ∈ Z. On the other hand, Re λ0 = α0, and we deducethat λ0 is on the boundary of the spectrum of A. By a well-known result, this implies that λ0 is in the approximativepoint spectrum of A.Let µn be a sequence such that µn → λ0 as n→∞, Re µn > λ0, n ∈ N. Then
∥∥(µnI−A)−1∥∥ ≥ dist−1(µn, σ (A)),
hence ‖(µnI−A)−1‖ → ∞. Applying the uniform boundedness principle and passing to a subsequence of µn (for simplicityalso denoted by µn), we may find f ∈ E such that
limn→∞∥∥(µnI−A)−1f∥∥→∞.
Introduce fn ∈ D(A) defined by fn = (µnI−A)−1f‖(µnI−A)−1f‖ .The identity (λ+2piki−A)fn = (λ0−µn)fn + (µn−A)fn
implies that (λ+2piki−A)fn → 0 as n→∞. Then the equality
(etA−et(λ+2piki))fn = (∫ t0 e(λ+2piki)(t−s)eAsds
)(A−λ−2piki)fn
yields (4).
Lemma 2.2.For all φ ∈ C∞c (R) and λ such that eλ ∈ σ (S) with Re λ = α0 we have
|φ̂(iλ+a)| ≤ ‖Mφ‖ for all a ∈ R. (5)
Proof. Let λ ∈ C be such that eλ ∈ σ (S) and Re λ = α0 and let (fn)n∈N be the sequence constructed in Lemma 2.1.We have 1 = ‖fn‖ = supg∈E ′, ‖g‖E′ ≤1|〈fn, g〉|.Then, there exists gn ∈ E ′ such that |〈fn, gn〉− 1| ≤ 1nand ‖gn‖E ′ ≤ 1. Fix φ ∈ C∞c (R) and consider
|φ̂(iλ+a)| ≤ ∣∣φ̂(iλ+a)〈fn, gn〉∣∣+ 1n |φ̂(iλ+a)|
≤ ∣∣∣∣∣∫R〈φ(t)(e(λ+2piki)t−St)e−i(a+2pik)tfn, gn〉dt
∣∣∣∣∣+ 1n |φ̂(iλa)|+
∣∣∣∣∣∫R〈φ(t)Ste−i(a+2pik)tfn, gn〉dt
∣∣∣∣∣.
The first two terms on the right side of the last inequality go to 0 as n→∞ since by Lemma 2.1 we have
∥∥e−i(a+2pik)t(e(λ+2piki)t−St)fn∥∥→ 0, n→∞.
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On the other hand,
In = ∣∣∣∣∣∫R〈φ(t)Ste−i(a+2pik)tfn, gn〉dt
∣∣∣∣∣ =
∣∣∣∣∣
〈[∫
R
φ(t)e−i(a+2pik)tfn( · − t)dt], gn〉∣∣∣∣∣
= ∣∣∣∣∣
〈∫
R
(φ( · − y)ei(a+2pik)yfn(y)dy, ei(a+2pik)·gn〉∣∣∣∣∣ = ∣∣〈Mφ(ei(a+2pik)·fn), ei(a+2pik)·gn〉∣∣
and In ≤ ‖Mφ‖‖fn‖‖gn‖E ′ ≤ ‖Mφ‖. Consequently, we deduce that
|φ̂(iλ+a)| ≤ ‖Mφ‖.
Notice that the property (5) implies
|φ̂(λ)| ≤ ‖Mφ‖ for all λ ∈ C provided Im λ = α0.
Lemma 2.3.Let φ ∈ C∞c (R) and λ be such that e−λ ∈ σ ((S−1)∗) with Re λ = −α1. Then we have
|φ̂(iλ+a)| ≤ ‖Mφ‖ for all a ∈ R. (6)
Proof. Consider the group (S−t)∗t∈R acting on E ′ . Let λ ∈ C be such that e−λ ∈ σ ((S−1)∗) and
|e−λ| = ρ(S−1) = ρ((S−1)∗) = eα1 .
The group (S−t)∗ preserves positive functions. To prove this, assume that g(x) ≥ 0 a.e. is a positive function and leth ∈ E be such that h(x) ≥ 0 a.e. Then 〈h, (S−t)∗g〉 = 〈S−th, g〉 ≥ 0.
If F (x) = ((S−t)∗g)(x) < 0 for x ∈ Λ ⊂ R and Λ has a positive measure, we choose h(x) = 1Λ(x). Then 〈1Λ, F〉 ≤ 0 andwe conclude that F (x) = 0 a.e. in Λ which is a contradiction. For the group (S−t)∗ the spectral mapping theorem holdsand, by the same argument as in Lemma 2.1, we prove that there exists a sequence (gk )k∈N of functions of E ′ and aninteger m such that for all t ∈ R, limk→∞∥∥(etB− e(−λ+2pimi)t))gk∥∥E ′ = 0and ‖gk‖E ′ = 1.Since S−tSt = I, we have (St)∗(S−t)∗ = I. This implies that
∥∥(St)∗gk − e(λ−2pimi)tgk∥∥E ′ = ∥∥((St)∗− e(λ−2pimi)t(St)∗(S−t)∗)gk∥∥E ′ ≤ ‖(St)∗‖E ′→E ′∥∥(e(−λ+2pimi)t− (S−t)∗)gk∥∥E ′
and we deduce that for every t ∈ R, limk→∞∥∥((St)∗− e(λ−2pimi)t)gk∥∥E ′ = 0.For 1 < p < +∞ the space E = Lpω(R) is reflexive and the dual to E ′ can be identified with E . Consequently, since‖gk‖E ′ = 1, there exists fk ∈ E such that
|〈fk , gk〉 − 1| ≤ 1k , ‖fk‖E ≤ 1. (7)
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For p = 1 the space L1ω(R) is not reflexive and to arrange (7) we use another argument. In this case the dual to L1ω(R)is L∞ω (R). Let ‖g‖L∞ω (R) = 1. Fix 0 < ε < 1 and consider the set
Mε,m = {x ∈ R : |g(x)|ω(x) ≥ 1−ε, m ≤ x < m+1}, m ∈ Z.
If µ(Mε,m) (the Lebesgue measure of Mε,m) is zero for all m ∈ Z, we obtain a contradiction with ‖g‖L∞ω (R) = 1. Thusthere exists r ∈ Z such that µ(Mε,r) > 0. Take
f(x) = 1Mε,r (x)ei arg(g(x))µ(Mε,r)ω2(x) .Then 1 ≥ 〈f, g〉 = ∫ r+1r f(x)g(x)ω2(x)dx ≥ 1− εand we can obtain (7) choosing ε = 1/k . Passing to the proof of (6), we get
|φ̂(iλ+a)| ≤ |φ̂(iλ+a)〈fk , gk〉|+ 1k |φ̂(iλ+a)| ≤
∣∣∣∣∣∫R〈φ(t)e−i(a+2pim)tfk , (e(λ−2pimi)t − (St)∗)gk〉dt
∣∣∣∣∣
+ ∣∣∣∣∣∫R〈φ(t)St(e−i(a+2pim)tfk), gk〉dt
∣∣∣∣∣+ 1k |φ̂(iλ+a)| = J ′k + I′k + 1k |φ̂(iλ+a)|.
From the argument as above we deduce that J ′k → 0 as k → ∞. For I′k we apply the same argument as in the proof ofLemma 2.2 and we deduce |φ̂(iλ+a)| ≤ ‖Mφ‖.For the proof of Theorem 1.1 we apply the argument in [7] and Lemmas 2.2–2.3. There exists eλ0 ∈ σ (S) such thatRe λ0 = α0. Then for every z ∈ C with Im z = α0 we have
|φ̂(z)| ≤ ‖Mφ‖.
Also there exists e−λ1 ∈ σ ((S−1)∗) with Re λ1 = −α1, and for every z ∈ C with Im z = −α1 we have
|φ̂(z)| ≤ ‖Mφ‖.
Applying the Phragmén–Lindelöf theorem for the Fourier transform of φ ∈ C∞c (R) in the domain U , we deduce
|φ̂(z)| ≤ ‖Mφ‖
for z ∈ U . Next we exploit the fact that M can be approximated by Mφ with respect to the strong operator topology,see [6] for a very general setup covering our case. We complete the proof repeating the arguments from [6, 7] and sincethis leads to minor modifications, we omit the details. To obtain Theorem 1.2 we follow the same argument as in [8] andthe proof is omitted.To see that in (1) the inclusion may be strict, consider a measure η on R such that the operator
Mη : f 7→ ∫
R
Sx (f)dη(x)
is bounded on L1(R). For this it is enough to have ∫R d|η|(x) <∞. Then Mη is a multiplier on L1(R) with symbol
η̂(t) = ∫
R
e−ixtdη(x).
On the other hand, there exists a bounded measure η on R such that
η̂(R) 6= σ (Mη),
see for details [2]. In L1(R) we have α0 = α1 = 0 and U = R. So we do not have the property (1) in Theorem 1.2 forevery multiplier even in the case of L1(R).
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3. Wiener–Hopf operators
We need the following lemmas.
Lemma 3.1.Let φ ∈ Cc(R+). The operator Tφ commutes with St , t > 0, if and only if the support of φ is in R+.
Proof. Consider φ ∈ Cc(R+) and suppose that Tφ commutes with St , t ≥ 0. We write
φ = φχR− + φχR+ .
If Tφ commutes with St , t ≥ 0, then the operator TφχR− commutes too. Let ψ = φχR− and fix a > 0 such that ψ has thesupport in [−a, 0]. Setting f = χ[0,a], we get Saf = χ[a,2a]. For x ≥ 0 we have
P+(ψ ∗Saf)(x) = ∫ 0−aψ(t)χ{a≤x−t≤2a}dt =
∫ min(x−a,0)
max(−a,−2a+x)ψ(t)dt.
Since P+(ψ ∗Saf) = SaP+(ψ ∗ f), x ∈ [0, a], we deduce P+(ψ ∗Saf)(x) = 0 and
∫ x−a
−a ψ(t)dt = 0 for all x ∈ [0, a].
This implies that ψ(t) = 0, t ∈ [−a, 0], hence suppφ ⊂ R+.
Lemma 3.2.Let φ ∈ Cc(R). Then Tφ commutes with P+(S−t), t > 0, if and only if suppφ ⊂ R−.
Proof. For φ ∈ Cc(R) suppose that Tφ commutes with P+(S−t), t > 0. Set ψ = φχR+ . There exists a > 0 such thatsuppψ ⊂ [0, a]. We have P+(ψ ∗P+S−aχ[0,a]) = 0 and then P+S−a(P+ψ ∗χ[0,a]) = 0. This implies that
(ψ ∗χ[0,a])(x) = 0 for all x > a.
On the other hand, for x > a we have
(ψ ∗χ[0,a])(x) = ∫
R
ψ(t)χ[0,a](x− t)dt = ∫ min(a,x)max(0,x−a)ψ(t)dt =
∫ a
x−aψ(t)dt.
Hence ∫ aε ψ(t)dt = 0 for all a > ε > 0, and we get ψ = 0. Thus we conclude that suppφ ⊂ R−.
It is clear that (St)t≥0 and (P+(S−t))t≥0 form continuous semigroups and these semigroups preserve positive functions.Moreover, from 〈(P+S−t)h, g〉 = 〈h, (P+S−t)∗g〉,
we conclude that the semigroup (P+S−t)∗ preserves positive functions. For St and (P+S−t)∗ the spectral mappingtheorem holds and we may repeat the arguments used in Section 2. Thus we obtain the following
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Lemma 3.3.For all φ ∈ C∞c (R) such that suppφ ⊂ R+, for λ such that eλ ∈ σ (S) and Re λ = a0, we have
|φ̂(iλ+a)| ≤ ‖Tφ‖ for all a ∈ R.
For all φ ∈ C∞c (R) such that suppφ ⊂ R− and for λ such that e−λ ∈ σ ((S−1)∗) and Re λ = −a1, we have
|φ̂(iλ+a)| ≤ ‖Tφ‖ for all a ∈ R.
Proof. Let A be the generator of the semi-group (St)t≥0. First we obtain, using the same arguments as in the proofof Lemma 2.1, that for λ such that eλ ∈ σ (S) and Re λ = a0 there exists a sequence (fn) of functions of E and an integerk ∈ Z such that limn→∞ ∥∥(etA− e(λ+2kpii)t)fn∥∥ = 0 for all t ∈ R+, ‖fn‖ = 1, n ∈ N.Then we notice that
∥∥(P+S−t− e−(λ+2kpii)t)fn∥∥ = ∥∥(P+S−t− e−(λ+2kpii)tP+S−tSt)fn∥∥≤ ‖P+S−t‖|e−(λ+2kpii)t |∥∥(e(λ+2kpii)t−St)fn∥∥ for all t ∈ R+.
Thus limn→+∞∥∥(P+S−t− e−(λ+2kpii)t)fn∥∥ = 0 for all t ∈ R+.So we have limn→+∞∥∥(P+St− e(λ+2kpii)t)fn∥∥ = 0 for all t ∈ R.Using the same arguments as in the proof of Lemma 2.2, we obtain
|φ̂(iλ+a)| ≤ ‖Tφ‖ for all a ∈ R, φ ∈ C∞c (R),
and λ such that eλ ∈ σ (S) and Re λ = a0. In the same way we prove the second statement using the semi-group((P+S−t)∗)t≥0.
To establish Theorem 1.3, we use Lemma 3.3 and follow with trivial modifications the arguments from [5, 7, 8]. We omitthe details. For the proof of Theorem 1.4 we repeat the arguments from [9]. Now we pass to the proof of Theorem 1.5.
Proof of Theorem 1.5. Let A be the commutative algebra generated by Tφ for all φ in Cc(R+) with support in R+and Sx for all x ∈ R+. Denote by Â the set of characters on A. Let β ∈ σ (Tφ) \ {0}. Then there exists γ ∈ Â such thatβ = γ(Tφ). We will prove the following equality:
γ(Tφ) = ∫
R+φ(x)γ(Sx )dx.
This result is not trivial because we cannot commute γ with the Bochner integral ∫R+ φ(x)Sxdx. Set
θγ(x) = γ(Sx ) = γ(Sx ◦Tφ)γ(Tφ) for all x ∈ R+.
Let ψ ∈ Cc(R+) and suppψ ⊂ K , where K is a compact subset of R+. Suppose that (ψn)n≥0 ⊂ CK (R+) is a sequenceconverging to ψ uniformly on K .
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For every g ∈ E, we get ‖Tψng−Tψg‖ ≤ ‖ψn−ψ‖∞ supy∈K ‖Sy‖‖g‖and this implies that limn→+∞ ‖Tψn−Tψ‖ = 0. This shows that the linear map ψ 7→ Tψ is sequentially continuous andhence it is continuous from Cc(R+) into A. Since the map
x 7→ Sx (ψ)
is continuous from R+ into Cc(R+), we conclude that the map
x 7→ Sx ◦Tφ = TSx (φ)
is continuous from R+ into A. Consequently, the function θγ is continuous on R+. Introduce
η : Cc(R+) 3 ψ 7→ γ(Tψ).
The map η is a continuous linear form on Cc(R+), and by the Riesz representation theorem there exists some Borelmeasure µ, see for instance [11], such that
η(ψ) = ∫
R+ψ(x)dµ(x) for all ψ ∈ Cc(R+).
This implies that for all f, ψ ∈ Cc(R+) we have
γ(Tψ ◦Tf ) = ∫
R+(ψ ∗ f)(t)dµ(t) =
∫
R+
(∫
R+ψ(x)f(t− x)dx
)dµ(t).
Using the Fubini theorem, we obtain
γ(Tψ ◦Tf ) = ∫
R+ψ(x)
(∫
R+f(t− x)dµ(t)
)dx = ∫
R+ψ(x)γ(Sx ◦Tf )dx
and replacing f and ψ by φ, we get
γ(Tφ) = ∫
R+φ(x)θγ(x)dx for all φ ∈ Cc(R+). (8)
Notice that θγ(x+y) = θγ(x)θγ(y) for all x, y ∈ R+ . We will prove that θγ(x) 6= 0 for all x ∈ R+. Suppose θγ(x0) = 0for x0 > 0. Then γ(Sx0 ) = γn(Sx0/n) = 0 and θγ(x0/n) = γ(Sx0/n) = 0 for every n ∈ N. Since θγ is continuous on R+,
limn→+∞θγ(x0/n) = θγ(0) = 1
and we obtain a contradiction.Consequently, we have θγ(x) = γ(Sx ) 6= 0 for all x ∈ R+. Now define θγ(−x) = 1/θγ(x), x ∈ R+. It is easy to check thatθγ is a morphism on R. It is clear that θγ(x+y) = θγ(x)θγ(y) for (x, y) ∈ R+×R+ and for (x, y) ∈ R−×R−. Supposethat x > y > 0, then θγ(x−y) = γ(SxS−y) = γ(SxS−ySy)γ(Sy) = θγ(x)θγ(y) = θγ(x)θγ(−y).
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Moreover, θγ(y− x) = 1θγ(x − y) = 1θγ(x)θγ(−y) = θγ(y)θγ(−x).Since θγ satisfies θγ(x+y) = θγ(x)θγ(y) for all (x, y) ∈ R2, it is well known that this implies that there exists λ ∈ Csuch that θγ(x) = eλx for all x ∈ R.On the other hand, we have γ(Sx ) ∈ σ (Sx ) and γ(S1) = eλ ∈ σ (S). Thus (8) implies
β = γ(Tφ) = φ̂(−iλ)
with λ ∈ O. We conclude that σ (Tφ) \ {0} ⊂ φ̂(O).
Now, suppose that suppφ ⊂ R−. Let B be the commutative Banach algebra generated by Tψ for all ψ ∈ Cc(R−) andby P+S−x for all x ∈ R+. Let κ ∈ σ (Tφ). Using the same arguments as above, and the set of characters B̂ of B, we get
κ = ∫
R−φ(x)eδxdx,
with −iδ ∈ V.
4. Comments and open problems
Following the general schema of the proof of the existence of symbols for multipliers developed in [6] for locally compactabelian groups, it is natural to conjecture that an analog of Theorem 1.1 holds for general Banach spaces of functionsunder some hypothesis, as we have proved this for general Hilbert space of functions in [7, 9]. In notations of Section 3,the crucial point is the inequality
|φ̂(z)| ≤ ‖Mφ‖ for all φ ∈ C∞c (R), Im z = α0, (9)
and a similar inequality for Im z = −α1. To establish (9), we introduced the factor 〈fk , gk〉 (see the proof of Lemma 2.1)close to 1 and we estimated φ̂(z)〈fk , gk〉. Here the sequence fk , ‖fk‖ = 1, must be chosen so that for some integersnk ∈ Z and eλ ∈ σ (S), Re λ = α0, we have
limk→∞∥∥(St−e(λ+2pink i)t)fk∥∥ = 0 for all t ∈ R. (10)
If the spectral mapping theorem is true for the group St = eAt , we have s(A) = α0 and (10) can be obtained as inSection 2. On the other hand, if s(A) < α0, we may construct (fk ) assuming that
supm∈R∥∥(A−α0−2pimi)−1fk∥∥ = +∞. (11)
For Hilbert spaces (11) holds, see [1, 3, 4], and the author has exploited this property in [7, 8] to complete the proof of (10).For semigroups in Banach spaces, s(A) < α0 does not imply in general (11) (see a counter-example in [1, Chapter V]and the relation between the resolvent of A and the spectrum of St in [4]). Consequently, it is not possible to use (11)and to construct a sequence (fk ) for which (10) holds. Of course another proof of (9) could be possible, and in Banachspaces of functions for which s(A) < α0 this is an open problem.
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Abstract. We study bounded operators T on the weighted space L2ω(R
+)
commuting either with the “right shift operators” (Rt)t≥0 or “left shift op-
erators” (L−t)t≥0, and we establish the existence of a symbol μ of T . We
characterize completely the spectrum σ(Rt) of the operator Rt proving that
σ(Rt) = {z ∈ C : |z| ≤ eα0t},
where α0 is the growth bound of (Rt)t≥0. We obtain a similar result for the
spectrum of L−t, t > 0. Moreover, for a bounded operator T commuting with
Rt, t ≥ 0, we establish the inclusion μ(O) ⊂ σ(T ), where
O = {z ∈ C : Im z < α0}.
1. Introduction
Let ω be a weight on R+. It means that ω is a positive, not vanishing, continuous
function on R+ such that
0 < inf
x≥0
ω(x+ t)
ω(x)
≤ sup
x≥0
ω(x+ t)
ω(x)
< +∞, ∀t ∈ R+.
For example, ex and e−x are weights on R+, and we will see later that
sup
x≥0
ω(x+ t)
ω(x)
≤ Cemt,
where C and m are constants.
Let L2ω(R
+) be the set of measurable functions on R+ such that∫ ∞
0
|f(x)|2ω(x)2dx < +∞.
The space H = L2ω(R
+) equipped with the scalar product
〈f, g〉 =
∫
R+
f(x)g(x)ω(x)2dx, f ∈ L2ω(R+), g ∈ L2ω(R+),
and the related norm ‖.‖ is a Hilbert space. Let C∞c (R) (resp. C∞c (R+)) be
the space of C∞ functions on R (resp. R+) with compact support in R (resp.
R+). Notice that C∞c (R
+) is dense in L2ω(R
+). Let r+ be the restriction from
L1loc(R
−) ⊕ L2ω(R+) into L2ω(R+) and let r+ be the restriction from L2(R) into
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L2(R+). Let 0 be the extension of a function deﬁned on R
+ into a function on R
setting 0f(x) = 0, ∀x ∈ R−. These notations are compatible with those used for
example in [5].
For t ∈ R and a function deﬁned on R we denote (Stf)(x) = f(x − t). Then
for t > 0 we introduce the “right shift” operator on L2ω(R
+) by Rt := r+St0. For
simplicity R1 will be denoted by R. For t > 0 we deﬁne the “left shift” operator
on L2ω(R
+) by L−tf := r+S−t0f. It is clear that Rt and L−t map L2ω(R
+) into
L2ω(R
+), while the shift St acts on functions deﬁned on R. The notations Rt and
L−t are similar to those for the operators on the spaces of sequences (see [16]). Let
I be the identity operator on L2ω(R
+).
Deﬁnition 1.1. A bounded operator T on L2ω(R
+) is called a Wiener-Hopf oper-
ator if
L−tTRtf = Tf, ∀t ∈ R+, f ∈ L2ω(R+).
More general Wiener-Hopf operators have been intensively studied in the litera-
ture (see [18] and the references given there). There also exist many results about
Toeplitz operators on weighted Hardy spaces (see [3], [2]). Such operators have
some similarities with Wiener-Hopf operators.
Every Wiener-Hopf operator T has a representation by a convolution. The reader
may ﬁnd a proof in [12] where the arguments of [9], [10] are used. More precisely,
there exists a distribution μ ∈ D′(R) such that
Tf(x) = (μ ∗ 0f)(x), ∀f ∈ C∞c (R+), x ∈ R+.
If φ ∈ C∞c (R), then the operator
L2ω(R
+)  f −→ r+(φ ∗ 0f)
is a Wiener-Hopf operator and we will denote it by Tφ.
A bounded operator T on L2ω(R
+) commuting either with Rt, ∀t > 0, or with
L−t, ∀t > 0, is a Wiener-Hopf operator. On the other hand, every operator αL−t+
βRt with t > 0, α, β ∈ C is a Wiener-Hopf operator. It is clear that the set of
Wiener-Hopf operators is not a sub-algebra of the algebra of the bounded operators
on L2ω(R
+).
Notice also that
(L−tRt)f = f, ∀f ∈ L2ω(R+), t > 0,
but it is obvious that (RtL−t)f = f, for all f ∈ L2ω(R+) with a support not included
in ]t,+∞[. The fact that Rt is not invertible leads to many diﬃculties, in contrast to
the case when we deal with the space L2ω(R). The latter space has been considered
in [14] and [15], and the author has studied the operators commuting with the
translations on L2ω(R) characterizing their spectrum. The group of translations on
L2ω(R) is commutative and the investigation of its spectrum is easier. In this work,
ﬁrst we apply some ideas used in [14] and [15] to study Wiener-Hopf operators on
L2ω(R
+). For this purpose it is necessary to treat two semigroups of not invertible
operators instead of a group of invertible operators. More precisely, we must deal
with the semigroups (Rt)t≥0 and (L−t)t≥0 on L2ω(R
+). For our analysis it is more
convenient to replace the weight ω by another one. To do this, given a weight ω,
denote by ω the function ω(t) = supx≥0
ω(x+t)
ω(x) . Deﬁne
ω0(x) = exp
(∫ 2
1
ln(ω(x+ t))dt
)
.
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Following [1], ω0 is a well deﬁned weight on R
+ and, moreover, we have
(1.1) ω0(t) ≤ emt, ∀t ≥ 0,
where m is a constant. The weights ω and ω0 are equivalent (see [1]); that is, there
exist constants C1 and C2 such that
C1ω0(x) ≤ ω(x) ≤ C2ω0(x), ∀x ∈ R+.
Taking into account that ‖Rt‖ = ω(t), from (1.1) we get the estimate ‖Rt‖ ≤
Cemt, ∀t ∈ R+. A similar estimate holds for the semigroup (L−t)t≥0.
Denote by ρ(B) (resp. σ(B)) the spectral radius (resp. the spectrum) of an
operator B. Introduce the ground orders of the semigroups (Rt)t≥0 and (L−t)t≥0
by
α0 = lim
t→∞
1
t
ln ‖Rt‖, α1 = lim
t→∞
1
t
ln ‖L−t‖.
Then it is well known (see for example [4]) that we have
ρ(Rt) = e
α0t, ρ(L−t) = eα1t.
Let I be the interval [−α1, α0] and deﬁne
Ω :=
{
z ∈ C : e−α1 ≤ |z| ≤ eα0
}
.
Notice that α1 + α0 ≥ 0. Indeed, for every n ∈ N we have L−nRn = I and
1 ≤ lim sup
n→∞
‖(L−1)n‖1/n lim sup
n→∞
‖Rn‖1/n = eα1eα0 ,
which yields the result. For a function f and a ∈ C we denote by (f)a the function
(f)a : x −→ f(x)eax.
Denote by F the usual Fourier transformation on L2(R) and set fˆ = Ff for f ∈
L2(R). For a function f ∈ L2(R+), we deﬁne f˜ as the Fourier transform of the
function f extended by 0 on R−.
Our ﬁrst result is the following.
Theorem 1.2. Let a ∈ I = [−α1, α0] and let T be a Wiener-Hopf operator. There
exists ha ∈ L∞(R) such that for every f ∈ L2ω(R+) satisfying (f)a ∈ L2(R+), we
have
(1.2) (Tf)a = r+F−1(ha(˜f)a)
and
‖ha‖∞ ≤ C‖T‖,
where C is a constant independent of a. Moreover, if α1 + α0 > 0, the function h
deﬁned on U = {z ∈ C : Im z ∈ [−α1, α0]} by h(z) = hIm z(Re z) is holomorphic
on
◦
U .
Deﬁnition 1.3. The function h deﬁned in Theorem 1.2 is called the symbol of T .
A weaker result than Theorem 1.2 has been proved in [12] where the representa-
tion (1.2) has been obtained only for functions f ∈ C∞c (R+) which is too restrictive
for the applications to the spectral problems studied in Section 3 and Section 4. On
the other hand, in the proof in [12] there is a gap in the approximation argument.
Indeed, in the proof of Lemma 2 in [12] there is one argument from Lemma 6 in [11]
which can be applied only if the function R+  t −→ Rt is continuous with respect
This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
2494 VIOLETA PETKOVA
to the operator norm topology on the set of bounded operators on L2ω(R
+). Guided
by the approach in [15], in this work we prove a stronger version of the result of [12]
applying other techniques based essentially on the spectral theory of semigroups.
On the other hand, in many interesting cases as ω(x) = ex, ω(x) = e−x, we have
α0 +α1 = 0, and the result of Theorem 1.2 is not satisﬁed since the symbol of T is
deﬁned only on the line Im z = α0. To obtain more complete results we introduce
the following class of operators.
Deﬁnition 1.4. Denote by M (resp. W) the set of bounded operators on L2ω(R+)
commuting with Rt, ∀t > 0 (resp. L−t, ∀t > 0).
For operators in M or W we obtain a stronger version of Theorem 1.2.
Theorem 1.5. Let T be a bounded operator commuting with (Rt)t>0 (resp.
(L−t)t>0). Let a ∈ J = ] − ∞, α0] (resp. K = [−α1,+∞[ ). There exists
ha ∈ L∞(R) such that for every f ∈ L2ω(R+) satisfying (f)a ∈ L2(R+), we have
(Tf)a = r+F−1(ha(˜f)a)
and
‖ha‖∞ ≤ C‖T‖,
where C is a constant independent of a. Moreover, the function h deﬁned on O =
{z ∈ C : Im z < α0} (resp. V = {z ∈ C : Im z > −α1}) by h(z) = hIm z(Re z) is
holomorphic on O (resp. V).
Our main spectral result is the following
Theorem 1.6. We have
(1.3) (i) σ(Rt) = {z ∈ C, |z| ≤ eα0t}, ∀t > 0.
(1.4) (ii) σ(L−t) = {z ∈ C, |z| ≤ eα1t}, ∀t > 0.
(iii) Let T ∈ M and let μT be the symbol of T . Then we have
(1.5) μT (O) ⊂ σ(T ).
(iv) Let T ∈ W and let μT be the symbol of T . Then we have
(1.6) μT (V) ⊂ σ(T ).
It is important to note that for T ∈ M (resp. W) and λ ∈ C, if the resolvent
(T − λI)−1 exists, then (T − λI)−1 is also in M (resp. W). In general, if T is a
Wiener-Hopf operator and λ ∈ C, even if the resolvent (T−λI)−1 exists, (T−λI)−1
could be not a Wiener-Hopf operator. For more information about Wiener-Hopf
operators the reader may consult [5] and [7].
The result in Theorem 1.6 cannot be obtained from a spectral calculus which
is unknown and quite diﬃcult to construct for the operators in M or W . On the
other hand, our analysis shows the importance of the existence of symbols, and this
was our main motivation to establish Theorem 1.2 and Theorem 1.5.
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The spectrum of the weighted right and left shifts on l2(R+), denoted respectively
by R and L, has been studied in [16]. In particular, it was shown that
(1.7) σ(R) = σ(L) = {z ∈ C, |z| ≤ ρ(R)}.
In this special case the operatorsR and L are adjoint, while this property in general
is not true for R and L−1.
The equalities (1.3), (1.4) are the analogue of (1.7) in L2ω(R
+); however, our proof
is quite diﬀerent from that in [16] and we use essentially Theorem 1.5. Moreover,
these results agree with the spectrum of composition operator studied in [17] and
the circular symmetry about 0. In the standard case ω = 1, the spectral results
(1.3), (1.4) are well known (see, for example Chapter V, [4]). Their proof in this
special case is based on the fact that the spectrum of the generator A of (Rt)t≥0
is in {z ∈ C, Re z ≤ 0} and the spectral mapping theorem for semigroups yields
σ(Rt) = {z ∈ C, |z| ≤ 1}. Notice also that in this case we have
s(A) = sup{Reλ : λ ∈ σ(A)} = α0 = 0,
so the spectral bound s(A) of A is equal to the ground order and there is no
spectral gap. In the general setting we deal with it is quite diﬃcult to describe the
spectrum of A. Consequently, we cannot obtain (1.3) from the spectrum of A and
our techniques are not based on σ(A). Moreover, if for the semigroup (Rt)t≥0 on
L2ω(R
+) we can apply the spectral mapping theorem, since Rt preserves positive
functions (see [19], [20]), in general this is not true for other Hilbert spaces of
functions and we could have a spectral gap s(A) < α0. This shows the importance
of our approach which works also for more general Hilbert spaces H of functions
(see the conditions on H listed below). To the best of our knowledge it seems that
Theorem 1.6 is the ﬁrst result in the literature giving a complete characterization
of σ(Rt) and σ(L−t) on the spaces L2ω(R
+). On the other hand, for the weighted
two-sided shift S in L2ω(R) a similar result has been established in [15] saying that
σ(S) = {z ∈ C : 1
ρ(S−1)
≤ |z| ≤ ρ(S)}.
Following the arguments in [14], the results of this paper may be extended to
a larger setup. Indeed, instead of L2ω(R
+) we may consider a Hilbert space H of
functions on R+ satisfying the following conditions:
(H1) Cc(R
+) ⊂ H ⊂ L1loc(R+), with continuous inclusions, and Cc(R+) is dense
in H.
(H2) For every t∈R, we have Rt(H)⊂H (resp. L−t(H) ⊂ H) and supt∈K ‖Rt‖ <
+∞ (resp. supt∈K ‖L−t‖ < +∞), for every compact set K ⊂ R+.
(H3) For every α ∈ R, let Eα be the operator deﬁned by
Eα : H  f −→
(
R  x −→ f(x)eiαx
)
.
We have Eα(H) ⊂ H and, moreover, supα∈R ‖Eα‖ < +∞.
(H4) There exist C1 > 0 and a1 ≥ 0 such that ‖Rt‖ ≤ C1ea1|t|, ∀t ∈ R+.
(H5) There exist C2 > 0 and a2 ≥ 0 such that ‖L−t‖ ≤ C2ea2|t|, ∀t ∈ R+.
Taking into account (H3), without lost of generality we may consider that in H
we have ‖feiα.‖ = ‖f‖. For the simplicity of the exposition we deal with the case
H = L2ω(R
+) and the reader may consult [14] for the changes necessary to cover
the more general setup.
This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.
2496 VIOLETA PETKOVA
2. Proof of Theorem 1.2
Denote by A the generator of the semigroup (Rt)t≥0. By using the arguments
based on the spectral results for semigroups (see [6], [8]), we will prove the following.
Lemma 2.1. Let λ be such that eλ ∈ σ(R) and Reλ = α0. Then there exists a
sequence (nk)k∈N of integers and a sequence (fmk)k∈N of functions of H such that
(2.1) lim
k→∞
‖
(
etA − e(λ+2πink)t
)
fmk‖ = 0, ∀t ∈ R+, ‖fmk‖ = 1, ∀k ∈ N.
Proof. We have to deal with two cases: (i) λ ∈ σ(A), (ii) λ /∈ σ(A). In case (i) λ is
in the approximative point spectrum of A. This follows from the fact that for any
μ ∈ C with Reμ > α0 we have μ /∈ σ(A), since s(A) ≤ α0. Let μm be a sequence
such that μm → λ, Reμm > α0. Then ‖(μmI − A)−1‖ ≥ (dist (μm, spec(A)))−1,
hence ‖(μmI − A)−1‖ → ∞. Applying the uniform boundedness principle and
passing to a subsequence μmk , we may ﬁnd f ∈ H such that
lim
k→∞
‖(μmkI −A)−1f‖ = ∞.
Introduce fmk ∈ D(A) deﬁned by
fmk =
(μmkI −A)−1f
‖(μmkI −A)−1f‖
.
The identity
(λ−A)fmk = (λ− μmk)fmk + (μmk −A)fmk
implies that (λ−A)fmk → 0 as k → ∞. Then the equality
(etA − etλ)fmk =
(∫ t
0
eλ(t−s)esAds
)
(A− λ)fmk
yields (2.1), where we take nk = 0.
To deal with case (ii), we repeat the argument in [14] and for the sake of com-
pleteness we present the details. We have eλ ∈ σ(eA) \ eσ(A). Applying the results
for the spectrum of a semigroup in Hilbert space (see [6], [8]), we conclude that
there exists a sequence of integers (nk) such that |nk| → ∞ and
‖(A− (λ+ 2πink)I)−1‖ ≥ k, ∀k ∈ N.
We choose a sequence (gmk) ∈ H, ‖gmk‖ = 1 so that
‖(A− (λ+ 2πink)I)−1gmk‖ ≥ k/2, ∀k ∈ N
and deﬁne
fmk =
(A− (λ+ 2πink)I)−1gmk
‖(A− (λ+ 2πink)I)−1gmk‖
.
Next we have
(etA − e(λ+2πink)t)fmk =
(∫ t
0
e(λ+2πink)(t−s)esAds
)
(A− (2πink + λ)I)fmk
and we deduce (2.1). 
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Lemma 2.2. Let λ be such that eλ ∈ σ(R) and Reλ = α0. Then, there exists a
sequence (nk)k∈N of integers and a sequence (fmk)k∈N of functions of H such that
for all t ∈ R,
(2.2) lim
k→∞
∥∥∥(r+St0 − e(λ+2πink)t)fmk∥∥∥ = 0, ‖fmk‖ = 1, ∀k ∈ N.
Proof. Clearly, for t ≥ 0 we get (2.2) by (2.1). Moreover, we have
‖(L−t − e−(λ+2πink)t)fmk‖ = ‖(L−t − e−(λ+2πink)tL−tRt)fmk‖
≤ ‖L−t‖|e−(λ+2πink)t|
∥∥∥(e(λ+2πink)t −Rt)fmk∥∥∥, ∀t ∈ R+.
Thus
lim
k→∞
‖(L−t − e−(λ+2πink)t)fmk‖ = 0,
and this completes the proof of (2.2). 
Recall that for φ ∈ C∞c (R), Tφ is the operator on L2ω(R+) given by
Tφ(f) = r+(φ ∗ 0f), ∀f ∈ L2ω(R+).
Lemma 2.3. For all φ ∈ C∞c (R) and λ such that eλ ∈ σ(R) with Reλ = α0, we
have
(2.3) |φˆ(iλ+ a)| ≤ ‖Tφ‖, ∀a ∈ R.
Proof. Let λ ∈ C be such that eλ ∈ σ(R) with Reλ = α0 and let (fmk)k∈N be a
sequence satisfying (2.2). Fix φ ∈ C∞c (R) and consider
|φˆ(iλ+ a)| = |
∫
R
〈φ(t)e(λ−ia)tfmk , fmk〉dt|
≤
∣∣∣ ∫
R
〈
φ(t)
(
e(λ+i2πnk)t − r+St0
)
e−i(a+2πnk)tfmk , fmk
〉
dt
∣∣∣
+
∣∣∣ ∫
R
〈φ(t)r+St0e−i(a+2πnk)tfmk , fmk〉dt
∣∣∣.
The ﬁrst term on the right side of the last inequality goes to 0 as k → ∞ since
by Lemma 2.2, for every ﬁxed t we have
lim
k→+∞
∥∥e−i(a+2πnk)t(e(λ+i2πnk)t − r+St0)fmk∥∥ = 0.
On the other hand,
Ik =
∣∣∣ ∫
R
〈φ(t)r+St0e−i(a+2πnk)tfmk , fmk〉dt
∣∣∣
=
∣∣∣〈r+[∫
R
φ(t)e−i(a+2πnk)t0fmk(.− t)dt
]
, fmk(.)〉
∣∣∣
=
∣∣∣〈r+ ∫
R
φ(.− y)ei(a+2πnk)y0fmk(y)dy, ei(a+2πnk).fmk(.)〉
∣∣∣
=
∣∣∣〈(Tφ(ei(a+2πnk).fmk)), ei(a+2πnk).fmk(.)〉∣∣∣
and Ik ≤ ‖Tφ‖. Consequently, we deduce that |φˆ(iλ+ a)| ≤ ‖Tφ‖. 
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Notice that property (2.3) implies that
|φˆ(λ)| ≤ ‖Tφ‖, ∀λ ∈ C, provided Imλ = α0.
Lemma 2.4. Let φ ∈ C∞c (R) and let λ be such that e−λ¯ ∈ σ((L−1)∗) with Re λ =
−α1. Then we have
(2.4) |φˆ(iλ+ a)| ≤ ‖(Tφ)‖, ∀a ∈ R.
Proof. Consider the semigroup (L−t)∗t≥0 and let B be its generator. We identify H
and its dual space H ′. So the semigroup (L−t)∗, t ≥ 0, is acting on H.
Let λ ∈ C be such that e−λ¯ ∈ σ((L−1)∗) and |e−λ¯| = ρ(L−1) = ρ((L−1)∗) = eα1 .
Then, by the same argument as in Lemma 2.1, we prove that there exists a sequence
(nk)k∈N of integers and a sequence (fmk)k∈N of functions of H such that for all
t ∈ R+,
lim
k→∞
‖(etB − e(−λ¯+i2πnk)t)fmk‖ = 0
and ‖fmk‖ = 1. Thus we deduce
lim
k→+∞
‖(L−t)∗fmk − e−(λ¯−i2πnk)tfmk‖ = 0, t ≥ 0.
Since for t ≥ 0 we have L−tRt = I, we get (Rt)∗(L−t)∗ = I. Then, for t ≥ 0 we get
‖(Rt)∗fmk − e(λ¯−i2πnk)tfmk‖
= ‖(Rt)∗fmk − e(λ¯−i2πnk)t(Rt)∗(L−t)∗fmk‖
≤ ‖(Rt)∗‖|e(λ¯−i2πnk)t|‖(e−(λ¯−i2πnk)tfmk − (L−t)∗fmk)‖.
This implies that
(2.5) lim
k→+∞
‖((r+St0)∗ − e(λ¯−i2πnk)t)fmk‖ = 0, ∀t ∈ R.
We write
φˆ(iλ+ a) =
∫
R
〈φ(t)e−i(a+2πnk)tfmk , eλ¯t−2iπnktfmk〉dt
=
∫
R
〈φ(t)e−i(a+2πnk)tfmk ,
(
e(λ¯−i2πnk)t − (r+St0)∗
)
fmk〉dt
+
∫
R
〈φ(t)e−i(a+2πnk)t(r+St0)fmk , fmk〉dt = J ′k + I ′k.
From (2.5) we deduce that J ′k → 0 as k → ∞. For I ′k we apply the same argument
as in the proof of Lemma 2.3 and we get |φˆ(iλ)| ≤ ‖Tφ‖. 
Lemma 2.5. For every function φ ∈ C∞c (R) and for z ∈ U = {z ∈ C, Im z ∈
[−α1, α0]} we have
|φˆ(z)| ≤ ‖Tφ‖.
Proof. We will use the Phragme´n-Lindelo¨f theorem and start by proving the es-
timations on the bounding lines. There exists α = e−iz ∈ σ(R) such that |α| =
eIm z = eα0 . Following (2.3), we obtain
|φˆ(z)| ≤ ‖Tφ‖,
for every z such that Im z = α0. Next notice that ρ(L−1) = ρ
(
(L−1)∗
)
. So there
exists β = e−iz¯ = e−(−iz) ∈ σ((L−1)∗) such that |β| = eα1 and
− Im z = ln |β| = α1.
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Then taking into account (2.4), we get
|φˆ(z)| ≤ ‖Tφ‖,
for every z such that Im z = −α1. In the case α1+α0 = 0 the result is obvious. So
assume that α0 + α1 > 0. Since φ ∈ C∞c (R) we have
|φˆ(z)| ≤ C‖φ‖∞ek| Im z| ≤ K‖φ‖∞, ∀z ∈ U,
where C > 0, k > 0 and K > 0 are constants. An application of the Phragme´n-
Lindelo¨f theorem for the holomorphic function φ̂, yields
|φ̂(α)| ≤ ‖Tφ‖
for α ∈ {z ∈ C : Im z ∈ [−α1, α0]}. 
Notice that for multipliers in Lp(R) studied in [9] some relations concerning the
norm ‖Tφ‖ and φ hold. Combining the results in Lemma 2.3-2.5, we get
Lemma 2.6. For every φ ∈ C∞c (R) and every a ∈ [−α1, α0] we have
|(̂φ)a(x)| ≤ ‖Tφ‖, ∀x ∈ R.
Proof of Theorem 1.2. Let T be a Wiener-Hopf operator. Let a ∈ [−α1, α0]. The
proof follows the approach in [12]. Notice that in [12], we establish (1.2) for f ∈
C∞c (R
+); what is new here is that we prove (1.2) for f ∈ L2ω(R+) such that (f)a ∈
L2(R+). Following [12], there exists a sequence (φn)n∈N ⊂ C∞c (R) such that T is
the limit of (Tφn)n∈N with respect to the strong operator topology and we have
‖Tφn‖ ≤ C‖T‖, where C is a constant independent of n. According to Lemma 2.6,
we have
(2.6) |(̂φn)a(x)| ≤ ‖Tφn‖ ≤ C‖T‖, ∀x ∈ R, ∀n ∈ N,
and we replace ((̂φn)a)n∈N by a suitable subsequence, also denoted by ((̂φn)a)n∈N,
converging with respect to the weak topology σ(L∞(R), L1(R)) to a function ha ∈
L∞(R) such that ‖ha‖∞ ≤ C ‖T‖. We have
lim
n→+∞
∫
R
(
(̂φn)a(x)− ha(x)
)
g(x) dx = 0, ∀g ∈ L1(R).
Fix f ∈ L2ω(R+) so that (f)a ∈ L2(R+). Then we get
lim
n→+∞
∫
R
(
(̂φn)a(x)(˜f)a(x)− ha(x)(˜f)a(x)
)
g(x) dx = 0,
for all g ∈ L2(R). We conclude that
(
(̂φn)a(˜f)a
)
n∈N
converges weakly in L2(R) to
ha(˜f)a.
On the other hand, we have
(Tφnf)a = r+((φn)a ∗ 0(f)a) = r+F−1((̂φn)a(˜f)a),
and thus (Tφnf)a converges weakly in L
2(R+) to r+F−1(ha(˜f)a).
For g ∈ C∞c (R), we obtain∫
R+
∣∣∣(Tφnf)a(x)− (Tf)a(x)∣∣∣ |g(x)| dx
≤ Ca,g‖Tφnf − Tf‖, ∀n ∈ N,
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where Ca,g is a constant depending only on g and a. Since (Tφnf)n∈N converges to
Tf in L2ω(R
+), we get
lim
n→+∞
∫
R+
(Tφn f)a(x)g(x) dx =
∫
R+
(Tf)a(x)g(x) dx, ∀g ∈ C∞c (R).
Thus we deduce that (Tf)a = r+F−1(ha(˜f)a). The symbol h is holomorphic on
◦
U
following the same arguments as in [12]. 
3. Preliminary spectral result
As a ﬁrst step to our spectral analysis in this section we prove the following:
Proposition 3.1. Let T ∈ M and suppose that the symbol μ of T is continuous
on U . Then μ(U) ⊂ σ(T ).
Proof of Proposition 3.1. Let T be a bounded operator on H commuting with
Rt, t ≥ 0, or L−t, t ≥ 0. For a ∈ [−α1, α0], we have
(Tf)a = r+F−1(μa(˜f)a), ∀f ∈ L2ω(R+),
where μa ∈ L∞(R), provided (f)a ∈ L2(R+). Suppose that λ /∈ σ(T ). Then, it fol-
lows easily that the resolvent (T−λI)−1 also commutes with (Rt)t∈R+ or (L−t)t∈R+ .
Consequently, (T − λI)−1 is a Wiener-Hopf operator and for a ∈ [−α1, α0] there
exists a function ha ∈ L∞(R) such that
((T − λI)−1g)a = r+F−1(ha(˜g)a),
for g ∈ L2ω(R+) such that (g)a ∈ L2(R+). If f is such that (f)a ∈ L2(R+), set
g = (T − λI)f . Then following Theorem 1.2, we deduce that (Tf)a ∈ L2(R+) and
(g)a = ((T − λI)f)a ∈ L2(R+). Thus applying Theorem 1.2 once more, we get
((T − λI)−1(T − λI)f)a = r+F−1(ha ˜(T − λI)f)a
= r+F−1
(
haFr+[F−1((μa − λ)(˜f)a)]
)
.
We have
‖(f)a‖L2 ≤ ‖haFr+F−1((μa − λ)(˜f)a)‖L2 ≤ ‖ha‖∞‖Fr+F−1((μa − λ)(˜f)a)‖L2
and we deduce
(3.1) ‖(˜f)a‖L2 ≤ C‖(μa − λ)(˜f)a‖L2
for all f ∈ L2ω(R+) such that (f)a ∈ L2(R+). Let λ = μa(η0) = μ(η0+ia) ∈ μ(U) for
a ∈ [− ln ρ(L−1), ln ρ(R)] and some η0 ∈ R. Since the symbol μ of T is continuous,
the function μa(η) = μ(η + ia) is continuous on R. We will construct a function
f(x) = F (x)e−ax with supp(F ) ⊂ R+ for which (3.1) is not fulﬁlled. Consider
g(t) = e−
b2(t−t0)2
2 ei(t−t0)η0 , b > 0, t0 > 1,
with Fourier transform
gˆ(ξ) =
1
b
e−
(ξ−η0)2
2b2 e−it0ξ.
Fix a small 0 <  < 12C
−2, where C is the constant in (3.1) and let δ > 0 be ﬁxed
so that |μa(ξ)−λ| ≤ √ for ξ ∈ V = {ξ ∈ R : |ξ− η0| ≤ δ}. Moreover, assume that
|μa(ξ)− λ|2 ≤ C1, a.e. ξ ∈ R.
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We have for 0 < b ≤ 1 small enough,∫
R\V
|gˆ(ξ)|2dξ ≤ 1
b2
∫
|ξ−η0|≥δ
e−
(ξ−η0)2
2b2 dξ
≤ e− δ
2
4b2
1
b2
∫
|ξ−η0|≥δ
e−
(ξ−η0)2
4b2 dξ ≤ C0b−1e−
δ2
4b2 ≤ ,
with C0 > 0 independent of b > 0. We ﬁx b > 0 with the above property and we
choose a function ϕ ∈ C∞c (R+) such that 0 ≤ ϕ ≤ 1, ϕ(t) = 1 for 1 ≤ t ≤ 2t0 − 1,
and ϕ(t) = 0 for t ≤ 1/2 and for t ≥ 2t0− 1/2. We suppose that |ϕ(k)(t)| ≤ c1, k =
1, 2, ∀t ∈ R. Set G(t) = (ϕ(t)− 1)g(t). We will show that
(3.2) |(1 + ξ2)Gˆ(ξ)| ≤
√
C2
4π

for t0 large enough with C2 > 0 independent of t0. On the support of (ϕ − 1) we
have |t − t0| > t0 − 1, and integrating by parts in
∫
R
(1 + ξ2)G(t)e−itξdt we must
estimate the integral∫
|t−t0|≥t0−1
e−
b2(t−t0)2
2 (1 + |t− t0|+ (t− t0)2)dt
≤
(∫ 1−t0
−∞
(1 + |y|+ y2)e−b2y2/2dy +
∫ ∞
t0−1
(1 + y + y2)e−b
2y2/2dy
)
.
Choosing t0 large enough we arrange (3.2).
We set F = ϕg ∈ C∞c (R+) and we obtain∫
R\V
|F˜ (ξ)|2dξ ≤ 2
∫
R\V
|gˆ(ξ)|2dξ + 2
∫
R\V
|Gˆ(ξ)|2dξ
≤ 2+ C2
2π
∫
R
(1 + ξ2)−2dξ ≤ (2 + C2).
Then∫
R
|(μa(ξ)− λ)F˜ (ξ)|2dξ ≤
∫
R\V
|(μa(ξ)− λ)F˜ (ξ)|2dξ +
∫
V
|(μa(ξ)− λ)F˜ (ξ)|2dξ
≤ C1(2 + C2)+ (2π)2‖F‖2L2.
Now assume (3.1) fulﬁlled. Therefore
(2π)2‖F‖2L2 ≤ C2‖(μa(ξ)− λ)Fˆ (ξ)‖2L2 ≤ C2C1(2 + C2)+ (2πC)2‖F‖2L2,
and since C2 < 12 , we conclude that
‖F‖2L2 ≤
C2C1
2π2
(2 + C2).
On the other hand,
‖F‖2L2 ≥
1
2
‖g‖2L2 − ‖(ϕ− 1)g‖2L2 ≥
1
2
‖g‖2L2 − (2π)−2
C2
2

and ∫
R
|g(t)|2dt ≥
∫
|t−t0|≤ 1b
e−b
2(t−t0)2dt ≥ 2e
−1
b
≥ 2e−1.
For small  we obtain a contradiction, since C2 is independent of . This completes
the proof. 
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4. Spectra of (Rt)t∈R+ , (L−t)t∈R+ and bounded operators
commuting with at least one of these semigroups
Observing that the symbol of Rt is z−→e−itz , an application of Proposition 3.1
to the operator Rt yields
(4.1) {z ∈ C, e−α1t ≤ |z| ≤ eα0t} ⊂ σ(Rt).
This inclusion describes only a part of the spectrum of Rt. We will show that in
our general setting we have (1.3). To prove this, for t > 0 assume that z ∈ C is
such that 0 < |z| < e−α1t. Let g ∈ H be a function such that g(x) = 0 for x ≥ t
and g = 0. If the operator (zI − Rt) is surjective on H, then there exists f = 0
such that (z −Rt)f = g. This implies L−tg = 0 and hence(
L−t − 1
z
I
)
f = 0,
which is a contradiction. So every such z is in the spectrum of Rt and we obtain
(1.3). Next, it is easy to see that in our setup for the approximative point spectrum
Π(Rt) of Rt we have the inclusion
(4.2) Π(Rt) ⊂ {z ∈ C : e−α1t ≤ |z| ≤ eα0t}.
Indeed, for z = 0, we have the equality
R−t − 1
z
I =
1
z
R−t(zI −Rt).
If for z ∈ C with 0 < |z| < e−α1t there exists a sequence (fn) such that ‖fn‖ = 1
and ‖(zI − Rt)fn‖ → 0 as n → ∞, then(
L−t − 1
z
I
)
fn → 0, n → ∞,
and this leads to 1z ∈ σ(L−t) which is a contradiction. Next, if 0 ∈ Π(Rt), there
exists a sequence gn ∈ H such that Rtgn → 0, ‖gn‖ = 1. Then gn = L−tRtgn and
we obtain a contradiction.
Since the symbol of L−t is z −→ eitz, by applying Proposition 3.1 we obtain
{z ∈ C : e−α0t ≤ |z| ≤ eα1t} ⊂ σ(L−t).
Passing to the proof of (1.4), notice that R∗t (L−t)
∗ = I. Then for 0 < |z| < e−α0t
we have
(4.3) z
(1
z
I −R∗t
)
= R∗t
(
(L−t)∗ − zI
)
.
It is clear that 0 ∈ σr(Rt), where σr(Rt) denotes the residual spectrum of Rt. In
fact, if 0 /∈ σr(Rt), then 0 is in the approximative point spectrum of Rt and this
contradicts (4.2). Since 0 ∈ σr(Rt), we deduce that 0 is an eigenvalue of R∗t . Let
R∗t g = 0, g = 0. Assume that (L−t)∗ − zI is surjective. Therefore, there exists
f = 0 so that ((L−t)∗ − z)f = g and (4.3) yields ( 1z − R∗t )f = 0. Consequently,
1
|z| ≤ ρ(R∗t ) = ρ(Rt) = eα0t and we obtain a contradiction. Thus we conclude that
z ∈ σ((L−t)∗), hence z¯ ∈ σ(L−t), and the proof of (1.4) is complete.
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To study the operators commuting with (Rt)t∈R+ , we need the following:
Lemma 4.1. Let φ ∈ C∞c (R). The operator Tφ commutes with Rt, ∀t > 0, if and
only if the support of φ is in R+.
Proof. First, if ψ ∈ L2ω(R+) has compact support in R+, it is easy to see that Tψ
commutes with Rt, t ≥ 0. Now consider φ ∈ C∞c (R) and suppose that Tφ commutes
with Rt, t ≥ 0. We write φ = φχR− + φχR+ . If Tφ commutes with Rt, t ≥ 0, then
the operator Tφχ
R− commutes too. Let the function ψ = φχR− have support in
[−a, 0] with a > 0. Setting f = χ[0,a], we get Saf = χ[a,2a]. For x ≥ 0 we have
TψRar+f(x) =
∫ 0
−a
ψ(t)χ{a≤x−t≤2a}dt =
∫ min(x−a,0)
max(−a,−2a+x)
ψ(t)dt.
Since TψRa = RaTψ, we deduce that
∫ x−a
−a ψ(t)dt = 0, ∀x ∈ [0, a]. This implies that
ψ(t) = 0, for t ∈ [−a, 0] and supp(φ) ⊂ R+. 
Lemma 4.2. Let λ be such that eλ ∈ σ(R). Then there exists a sequence (nk)k∈N
of integers and a sequence (fmk)k∈N of functions of H such that
(4.4) lim
k→∞
〈(
Rt − e(λ+2πink)t
)
fmk , fmk
〉
= 0, ∀t ∈ R+, ‖fmk‖ = 1, ∀k ∈ N.
Proof. If λ /∈ σ(A), we repeat the argument of the proof of Lemma 2.1. Denote by
σr(A) the residual spectrum of A. If λ ∈ σ(A) \ σr(A), we deduce that λ is in the
approximative point spectrum of A and we can apply the argument of Lemma 2.1.
Finally, if λ ∈ σr(A), then there exists f ∈ H such that A∗f = λf and ‖f‖ = 1.
We set fmk = f, nk = 0, for k ∈ N and we use the fact that (Rt)∗f = eλ¯tf. 
Lemma 4.3. For all φ ∈ C∞c (R+) and λ such that eλ ∈ σ(R), we have
(4.5) |φˆ(iλ)| ≤ ‖Tφ‖.
The proof is based on the equality
φˆ(iλ) =
∫
R+
φ(t)eλtdt =
∫
R+
〈φ(t)e(λ+2πink)tfmk , e2πinktfmk〉dt
=
∫
R+
〈φ(t)
(
e(λ+2πink)tI −Rt
)
fmk , e
2πinktfmk〉dt+
∫
R+
〈φ(t)Rtfmk , e2πinktfmk〉dt.
We apply Lemma 4.2 and we repeat the argument of the proof of Lemma 2.3.
Notice that here the integration is over R+ and we do not need to examine the
integral for t < 0.
Following [12], the operator T is a limit of a sequence of operators Tφn , where
φn ∈ C∞c (R) and ‖Tφn‖ ≤ C‖T‖. The sequence (Tφn)n≥0 has been constructed
in [12], and it follows from its construction that if T commutes with Rt, t > 0,
then Tφn has the same property for all n ∈ N. Therefore, Lemma 4.1 implies
that φn ∈ C∞c (R+), and to obtain Theorem 1.5 for bounded operators commut-
ing with (Rt)t>0, we apply Lemma 4.3 and the same arguments as in the proof of
Theorem 1.2. Finally, applying Theorem 1.5 and the arguments of the proof of
Proposition 3.1, we establish (1.5), and this completes the proof of (iii) in Theo-
rem 1.6. Next we prove the following.
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Lemma 4.4. Let φ ∈ C∞c (R). Then Tφ commutes with L−t, ∀t > 0, if and only if
supp(φ) ⊂ R−.
The proof of Lemma 4.4 is essentially the same as that of Lemma 4.1. By using
Lemma 4.4, we obtain an analogue of Lemma 4.3 and Theorem 1.5 for bounded
operators commuting with (L−t)t>0, and applying these results we establish (iv) in
Theorem 1.6.
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