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Insinöörityön tavoitteina oli toteuttaa yrityksen käyttöön soveltuva verkonvalvontajärjes-
telmä ja laatia yrityksen käyttöön palvelutasosopimus. Tavoitteet tukevat toisiaan. Palvelu-
tasosopimuksessa määritetään verkonvalvonnan kohteet. Verkonvalvonta tarjoaa teknisen 
alustan palvelutasosopimuksen seurannalle. 
 
Verkonvalvonnan toteutus tehtiin kahdessa vaiheessa. Ensimmäisessä vaiheessa vertail-
tiin eri järjestelmiä, joista parhaat vaihtoehdot valittiin koekäyttöön. Koekäytön perusteella 
valittiin lopullinen käyttöönotettava järjestelmä. Toisessa vaiheessa järjestelmään mallin-
nettiin, palvelutasosopimuksen raameja hyväksi käyttäen, valvottavat järjestelmät ja palve-
lut sekä valvontamääreet niille. Valvontamääreillä tarkoitetaan hälytysten ja valvonnan yk-
sityiskohtaista määrittelyä. 
 
Palvelutasosopimus määriteltiin kyselyn avulla. Kyselyyn vastanneet kertoivat käytössä 
olevat IT-palvelut, joille asetettiin palvelutasokriteerit. Näitä ovat esimerkiksi saatavuus, 
prioriteetti ja riippuvuudet. 
 
Palvelutasosopimuksessa sovitun tason toteutumista voidaan valvoa valitulla verkonval-
vontajärjestelmällä. Järjestelmä mahdollistaa liiketoiminnalle kriittisten järjestelmien toimin-
nan seuraamisen ja mahdollistaa vikoja ennaltaehkäisevät toimenpiteet. Palvelutasosopi-
mus selkeyttää yrityksen IT-toimintojen roolia yrityksen sisäisenä palveluntarjoajana. 
 
Vastaisuudessa on mahdollista laajentaa verkonvalvontajärjestelmän toimintaa kattamaan 
yhä suurempaa alaa yrityksen liiketoimintaprosesseista sekä syventää valvontaa esimer-
kiksi määrittelemällä palveluiden testaamiseen virtuaalikäyttäjiä. Lopputuloksena yrityksen 
IT-toimintojen on mahdollista seurata palveluiden tilaa proaktiivisesti ja samalla tietää muo-
dolliset vaatimukset niiden toiminnalle. 
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The goal of the project discussed in this thesis was to determine the requirements for IT 
services by forming service level agreement (SLA) and also to explore and implement suit-
able network monitoring system (NMS). Network monitoring and SLA hold many syner-
gies, as SLA defines targets for network monitoring whereas network monitoring provides 
a technical platform to follow SLA. 
 
First, different network monitoring systems were compared, and the best alternatives were 
chosen for a trial. Secondly, NMS was defined in accordance with the SLA. The SLA was 
formed by data collected from questionnaires. IT services were formally recognized in the 
questionnaires and their service levels were defined. 
 
Finally, NMS was taken into use. The solution enables proactive monitoring of IT services 
which are prerequisites for a multitude of business processes. The SLA clearly defines the 
role of the IT department as an internal service provider. 
 
In the future, network monitoring can be extended to a wider range of business processes 
and also the current level of monitoring can be expanded for example by defining virtual 
users to test service function. In conclusion, it is possible for the IT department to proac-
tively monitor services with the knowledge of clearly defined SLA. 
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Nykyaikainen yritystoiminta on sidoksissa tietoverkkoihin ja sen toiminnasta riippuvaisiin 
IT-palveluihin. On vaikea kuvitella monenkaan yrityksen toimivan ilman näitä edellytyk-
siä. Pidemmät toimintakatkokset voivat jopa aiheuttaa jatkuvuusongelman yritystoimin-
nalle. 
Miten tämän kaltaisia riskejä vastaan voidaan suojautua? Ongelma ei jää ilman ratkai-
sua, sillä tietoverkkojen ja IT-palvelujen toimintaa voidaan seurata systemaattisesti, ver-
konvalvontatyökaluilla. 
Verkonvalvonta antaa näkymän yrityksen tietoverkon ja IT-palveluiden toimintaan, mah-
dollistaa ongelmien ennaltaehkäisyn ja edesauttaa niiden korjaamista. Se on myös oiva 
työkalu SLA:n (palvelutasosopimuksen) seurantaan. 
Palvelutasosopimus määrittää tason yrityksen sisäisten ja ulkoisten palveluiden toimin-
nalle. Sopimus tehdään palvelun toimittajan kanssa, tavallisesti sisäisten IT-palveluiden 
tapauksessa sovitaan yrityksen sisäisten IT-toimintojen kanssa. 
Palvelutasosopimus on olennainen, sillä onko muuten mahdollista tietää minkä palvelui-
den toiminta täytyy taata? Voidaanko sanoa, mikä on sopiva toimintataso palveluille? 
Palvelutasosopimus on vastaus näihin kysymyksiin ja se velvoittaa samalla osapuolet 
noudattamaan yhdessä sovittua tasoa. 
Työ tehdään suomalaiselle (18.3.2014 japanilaisen luokituslaitos ClassNK:n omistuk-
seen) Napa-yhtiöille. Napa-yhtiöt tarjoavat tietoteknisiä tuotteita ja palveluita merialusten 
suunniteluun ja operointiin. Napa-yhtiöt koostuu emoyhtiö Napa Oy:stä ja sen tytäryhtiö 
Onboard-Napa Oy:stä. Yritysten toiminta on maailmanlaajuista. Kuvassa 1 ovat kaikki 




Kuva 1. Napa-yhtiöiden toimipisteet ja palveluverkosto [1]. 
Yrityksen toiminnan moninaistuminen ja laajeneminen maailmanlaajuiseksi asettaa eri-
tyiset haasteet verkonvalvonnan toteutukselle. Valvontaa ei enää ole tarkoituksenmu-
kaista tehdä erillisillä komponenteilla, vaan on suunniteltava järjestelmäarkkitehtuuriin 
sopiva keskitetty valvontaratkaisu. 
Sisäinen palvelutasosopimus tehdään IT-toimintojen roolin selkeyttämiseksi. Vastaavan-
laista sopimusta ei ole ennestään olemassa. Sopimus määritellään yrityksen sisällä, IT-
toimintojen ja yrityksen välille. 
Työn tavoitteena on suunnitella ja ottaa käyttöön yrityksen vaatimukset täyttävä verkon-
valvontaratkaisu ja palvelutasosopimus. Verkonvalvonnassa määritetään vaatimukset, 
jotka ratkaisuehdotusten tulee täyttää. Ratkaisuehdotukset otetaan koekäyttöön, jonka 
perusteella valitaan lopullinen järjestelmä. Lopulliseen järjestelmään määritellään perus-
toiminnallisuus. Palvelutasosopimuksen määrittämiseen vaadittavat tiedot hankitaan en-
sisijaisesti siitä suoritettavan kyselyn perusteella. Kyselystä kerättyjen tietojen pohjalta 
on mahdollista antaa ehdotus palvelutasosopimuksesta. 
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2 Verkonvalvonnan teoriaa 
Verkonvalvonta käsitteenä ei ole kovinkaan yksiselitteinen. Se voidaan nähdä esimer-
kiksi aktiivisena seurantana tai passiivisempana valvontana. Myös valvonnan kohteet 
vaihtelevat: usein seurataan verkkolaitteiden käytettävyyttä, mutta myös monimutkai-
sempien palveluiden seuranta on mahdollista. 
Työssäni tarkoituksena on suunnitella ja ottaa käyttöön verkonvalvontajärjestelmä, jolla 
on tarkoitus suorittaa pääosin passiivista käytettävyyden valvontaa ja jonka toiminta on 
mahdollista laajentaa monimutkaisiin palvelukokonaisuuksiin. 
2.1 Verkonvalvonnan osa-alueet 
Miten verkonvalvontaa voidaan lähestyä kokonaisuutena? On eri lähtökohtia, mutta 
luonteva kulma asiaan on ITU-T:n (Telecommunication Standardization Sector) stan-
dardi x700. ITU-T on ITU:n (Kansainvälinen televiestintäliitto) alaisuudessa toimiva or-
ganisaatio [2], joka saa mandaattinsa suoraan YK:lta. Standardi kattaa erityisesti puhe-
linverkot, mutta se on myös sovellettavissa tietoverkkoihin. Standardi on hyödyllistä kä-
sitellä, sillä se on yleisesti tunnettu ja tunnustettu. 
ITU-T:n standardi jakaa verkonvalvonnan viiteen osa-alueeseen, joita ovat 
 vikojen hallinta 
 käytön hallinta 
 kokoonpanon hallinta 
 suorituskyvyn hallinta 
 turvallisuuden hallinta [3, s. 3]. 
Seuraavaksi esittelen lyhyesti eri osa-alueiden tarkoituksen ja annan tietoverkkojen val-
vonnalle tyypillisen esimerkkisovelluksen alueesta. Verkonvalvonnan toteutuksessa kes-




Vikojen hallinta on vikojen havaitsemista, eristämistä ja korjaamista [3, s. 4]. Vika tarkoit-
taa tässä yhteydessä muutosta tai tapahtumaa, jonka johdosta määrätty palvelu ei ole 
saatavilla. 
Esimerkkisovellus: verkkolaite ei vastaa yhteydenottoihin määritellyssä ajassa. Verkon-
valvontaohjelmisto antaa hälytyksen, jonka perusteella vika voidaan havaita ja korjata. 
Käytön hallinta 
Käytön hallinta kattaa verkon resurssien käytön seurannan, josta voidaan muun muassa 
johtaa laskutus käytön perusteella. 
Esimerkkisovellus: yritys ostaa operaattorilta datayhteyden haarakonttoriinsa. Laskutus 
on sidottu liikennemäärään, ja yritys haluaa seurata yhteyden käytöstä koituvia kustan-
nuksia ja mahdollisesti asettaa rajan yhteyden käytölle. 
Kokoonpanon hallinta 
Kokoonpanon hallinta on laitteiden asetusten hallintaa. Se sisältää laitteiden ja palvelui-
den asetusten tarkastelun, muokkaamisen ja palauttamisen. 
Esimerkkisovellus: kaikkien verkkolaitteiden asetukset tallennetaan keskitetysti yrityksen 
järjestelmään. Rikkoutuneet laitteet ovat suoraan korvattavissa, kun käytetyt asetukset 
ovat tallessa. 
Suorituskyvyn hallinta 
Suorituskyvyn hallinta on verkkoresurssien suorituskyvyn ja käyttäytymisen valvontaa [3, 
s. 4]. Suorituskyvyn hallinta voidaan helposti sekoittaa käytön hallintaan. Osa-alueiden 
välillä on kuitenkin perustavan laatuinen eroavaisuus. Käytön hallinta mittaa määrää, kun 
taas suorituskyvyn hallinta määrän suhdetta aikaan (kuten esimerkiksi nopeuden ja mat-
kan eroavaisuus fysiikassa). 
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Esimerkkisovellus: seurataan WWW-palvelimen vasteaikoja pyrkien takaamaan riittävä 
palvelunlaatu kaikkina aikoina. Vasteaikojen muuttuessa huonommiksi on mahdollista 
ryhtyä ennakoiviin toimiin tai esimerkiksi kirjata poikkeus ylös, mikäli se rikkoo sovittua 
palvelutasoa. 
Turvallisuuden hallinta 
Turvallisuuden hallinta tukee tietoturvamääräysten toteuttamista, tarkemmin tietoturva-
määreiden luomista, levittämistä ja niiden raportointia [3, s. 4]. 
Esimerkkisovellus: määritellään verkkolaite kirjaamaan kaikki siihen kirjautuneet käyttä-
jät. Poikkeustilanteessa voidaan tarkastaa edellinen kirjautuminen laitteelle, ja selvittää 
poikkeuksen aiheuttaja. 
2.2 Verkonvalvonta järjestelmän eri tasoilla 
Osa-alueiden lisäksi on hyödyllistä jakaa verkonvalvonta eri tasoille. Tasot voidaan ym-
märtää esimerkiksi OSI-mallin (Open Systems Interconnection model) tapaisiksi kerrok-
siksi. Osa-alueet jakavat verkonvalvonnan kohteet luokkiin valvonnan näkökulmasta, 
kun taas tasot määritelevät kohteet valvottavan järjestelmän tason perusteella. 
Tässä työssä jaan pääosan valvonnan kohteista palvelu- tai laitetasolle. Palvelut koos-
tuvat lähes aina monesta valvottavasta laitteesta. On esimerkiksi helppo ymmärtää, että 
tietoverkko ei toimi ilman verkkolaitteita eikä verkkosivu ei toimi ilman WWW-palvelinta. 
2.3 Verkonvalvonnan käytännön toteutukset 
Miten verkonvalvonta tapahtuu käytännössä? Verkonvalvonta ei yksinomaan tarkoita 
suunniteltua, keskitetysti ohjattua kokonaisuutta, jolla valvonta suoritetaan. Lähes kuka 
tahansa voi käyttää verkonvalvonnan työkaluja päivittäin sitä varsinaisesti tietämättä. 
Yksinkertaisimmillaan kyse on käyttöjärjestelmän sisäänrakennettujen toimintojen käyt-
tämisestä. Näistä yksi tunnetuimmista on ping-komento (ICMP echo request). Komen-
nolla voidaan tarkistaa kohteen saatavuus [4, s. 1], eli onko kohde tavoitettavissa verkon 
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välityksellä. Tässä tapauksessa on kyseessä yhteyden testaaminen, joka on yksi yksin-
kertaisimmista tavoista toteuttaa verkonvalvontaa. 
Usein järjestelmät eivät kuitenkaan ole näin yksinkertaisia, riippuvaisia vain yhden koh-
teen saatavuudesta. Järjestelmät koostuvat yhdestä tai useammasta palvelusta, joiden 
seuraaminen vaatii usein jo erikoistuneen sovelluksen. Miten pystytään tarkistamaan 
WWW-palvelimen toiminta? Verkkoselaimella voidaan testata, latautuuko sivu. Sivun la-
tautuessa palvelu toimii. 
Entä jos sivu ei lataudu? Selain antaa virheviestin, mutta tarkempaa virhekuvausta ei 
saada. Palveluita testaamalla saadaan tarkka tieto siitä, miksi palvelu ei ole toiminnassa. 
Usein palveluiden toiminta on riippuvainen myös muiden palveluiden toiminnasta. Riip-
puvaisuuksia voi olla edellisen esimerkin tapauksessa muun muassa tietokanta- ja tie-
dostopalvelimiin. 
Palveluiden seuraaminen ja kokonaisuuksien muodostaminen muuttuu helposti moni-
mutkaiseksi ja vaikeaksi ainoastaan palveluita seuraamalla. Yleinen tavoitetila verkon-
valvonnan toteutuksissa, kuten myös tässä työssä, on ottaa käyttöön erillinen verkonval-
vontajärjestelmä. 
Verkonvalvontajärjestelmät suorittavat yhteyden- ja palveluiden testaamista, mutta tuke-
vat näiden lisäksi myös useita eri verkonvalvontaprotokollia. Näistä standardin asema 
[5] on SNMP-protokollalla (Simple Network Management Protocol), joka tästä syystä on 
seuraavan luvun aiheena. Järjestelmät helpottavat valvontakokonaisuuden luomista, 
kun kaikki valvontatieto on keskitetysti yhdessä järjestelmässä. Edellisen esimerkin 
WWW-palvelin voidaan mallintaa järjestelmään, jolloin vikatilanteessa on suoraan näh-
tävissä vikaantunut komponentti, eikä sen etsimiseen tarvitse käyttää ylimääräistä aikaa. 
Järjestelmät voivat lähettää hälytyksen esimerkiksi tekstiviestillä tai sähköpostilla ja ne 
tekevät näin valvonnasta proaktiivisempaa. 
2.4 SNMP-protokolla 
SNMP on melko vanha, jo vuonna 1988 ensimmäisen kerran julkaistu IP-verkkojen val-
vontaprotokolla [6, s. 1]. Sen ensimmäinen versio on määritelty kaksi vuotta myöhemmin 
IETF:n (Internet Engineering Task Force) Request for Comments -muodossa, RFC:ssä 
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numero 1157 [5, s. 2]. Protokollasta on tehty kolme pääversiota, joista kaikki ovat edel-
leen yleisesti käytössä. SNMP:n yleisyys takaa sen, että sillä voidaan hallita valtaisaa 
laitekirjoa. 
2.4.1 Roolit 
SNMP-järjestelmissä osallistuvilla laitteilla voi olla kaksi roolia: agentti (agent) tai mana-
geri (manager) [5, s. 3]. Agentti on verrattavissa client-server -malliin palvelimeen (ser-
ver), manageri asiakasohjelmaan (client). 
SNMP-agentti on ohjelmisto, joka tarjoaa rajapinnan SNMP-protokollan ja hallittavan lait-
teen välillä. Sen avulla voidaan kysellä tietoja hallittavasta laitteesta. Se vastaa SNMP-
managerin pyyntöihin mutta voi myös tietyissä tapauksissa toimia ilman niitä (Trap ja 
InformRequest) [7, s. 21-22]. Usein agentti on sisäänrakennettu hallittavan laitteen oh-
jelmistoon, tai on saatavilla erillisenä komponenttina [5, s. 3]. 
SNMP-manageri on tavallisesti laitteessa, jossa on ajossa verkonhallintaohjelmisto. Se 
lähettää pyyntöjä SNMP-agenteille ottaen vastaan agenttien lähettämät vastaukset. 
SNMP-managerin avulla verkonvalvontajärjestelmä täydentää tietoja hallittavien laittei-
den tilasta. Tietoa voidaan myös kirjoittaa SNMP-agenteille. On mahdollista muuttaa esi-
merkiksi laitteen kuvaustietoja. 
Trap 
SNMP Trap voidaan asettaa SNMP-agenttiin. Sen avulla voidaan määrittää verkkolaite 
lähettämään viestejä määrätyissä olosuhteissa ilman, että SNMP-manageri ottaa ensin 
yhteyden [7, s. 21]. 
2.4.2 MIB-tietokanta 
SNMP-protokolla ei sisällä tietoa kaikista sillä hallittavista laitteista, koska protokollan 
jatkuva päivittäminen jatkuvasti ei ole mahdollista. Tiedot hallittavista laitteista eli hallin-
tamääreet ovat MIB-tietokannoissa. 
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MIB (Management Information Base) on tietokanta, joka sisältää kaikki yleiset hallinta-
ominaisuudet. Mallinsa se saa ASN.1:n alakategoriasta SMIv2 (Structure of Manage-
ment Information Version 2) [8, s. 2]. Mallien lähempi tarkastelu ei sisälly työn laajuuteen. 
 
Kuva 2. MIB-tietokantojen puukaaviorakenne [5, s. 24]. 
MIB-tietokannat muodostavat loogisen puukaaviorakenteen. Kuvassa 2 nähtävät laatikot 
ovat MIB-moduuleita, ja kuvan ellipsi on MIB-objekti. Moduulit ovat kuin luokkia: ne si-
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sältävät luokalleen yhteiset hallintamääreet ja muodostavat hierarkkisen rakenteen. Ob-
jektit ovat yksittäisiä hallintamääreitä. Esimerkiksi kuvan sysDescr-objekti sisältää järjes-
telmäkuvauksen. 
Erilaisia moduuleja on esimerkiksi eri laitetyypeille ja laitevalmistajille. Myös yksityinen 
yritys voi ehdottaa omaa moduuliaan tietokantaan.  
Tietokantaan viitataan OID-tunnisteilla (object identifier). Tunniste muodostetaan seu-
raamalla polkua juuresta haluttuun puukaavion moduuliin tai objektiin. Esimerkiksi kuvan 
3 Cisco-moduulin OID on 1.3.6.1.4.1.9. Verkonvalvontajärjestelmälle oleellisempi on kui-
tenkin tieto yksittäisistä objekteista. Esimerkiksi kuvan 3 sysDescr-objektin OID on 
1.3.6.1.2.1.1.1. Sitä kutsumalla saadaan kohdejärjestelmän kuvaus. 
2.4.3 SNMP-viestin muoto 
On tärkeää tarkastella protokollan toimintaa lähemmin, jotta edellä esitellyt kokonaisuu-
det voidaan asettaa käytännön asiayhteyteen. SNMP:n protokollapino sisältää SNMP:n 
lisäksi UDP:n ja IP:n (kuva 3) [5, s. 19]. 
Tarkastelussa on protokollan ensimmäinen versio. Se on protokollan versioista yksinker-




Kuva 3. SNMP:n protokollapino [5, s. 19]. 
 
Mitä oikeastaan tapahtuu kun SNMP-manageri lähettää kyselyn SNMP-agentille? Muo-
dostuu tavanomainen, monille verkkoprotokollille tyypillinen paketti, joka koostuu otsi-





Kuva 4. SNMPv1-protokollan rakenne [9, s. 15]. 
Otsikkoa tarkastellessa tulee esille yksi SNMP:n todennusmenetelmistä, community-
merkkijono. Se on yksinkertainen varmennusmenetelmä; sekä agentissa että manage-
rissa on community-merkkijonon oltava sama, muutoin yhteys ei muodostu [9, s 8]. Toi-
minta on verrattavissa tavalliseen salasanavarmennukseen. Toinen otsikon kentistä on 
versio-kenttä, jossa määritellään, mitä protokollan versiota käytetään. Oletuksena com-
munity-merkkijono välitetään salaamattomana. 
Viestin tietosisältö, PDU, sisältää haetun MIB-objektin sisällön (variable bindings) lisäksi 
kuvan 5 kentät Request-ID, Error Status ja Error Index. Näillä kentillä hallitaan virheitä: 
Request-ID sitoo kyselyn ja vastauksen yhteen, sillä muuten ei ole mahdollista varmis-
taa, mikä vastaus kuuluu millekin kyselylle. Error Status- ja Error Index -kenttien käyttö 
on riippuvainen PDU-tyypistä [9, s. 19–25]. 
2.4.4 SNMPv1-viestin PDU-tyypit 
SNMP-protokollan ensimmäisessä versiossa on määritelty viisi erilaista PDU-tyyppiä. 
 GetRequest PDU 
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 GetNextRequest PDU 
 GetResponse PDU 
 SetRequest PDU 
 Trap PDU [9 s. 20–27]. 
GetRequest lukee MIB-objektin tiedot SNMP-agentilta. GetNextRequest tekee saman, 
mutta sen avulla voidaan hakea kokonaisten MIB-moduulien sisältävät tiedot [5, s. 43]. 
SetRequest-PDU on käytössä SNMP-agentin arvojen kirjoittamiseen. Näille PDU-tyy-
peille on yhteistä, että ne ovat ainoastaan SNMP-managerin käytössä. 
GetResponse-PDU on SNMP-agentin lähettämä vastaus ja kuittaus. Trap-PDU on myös 
agentin lähettämä PDU, mutta poikkeuksellisesti agentti voi lähettää sen itsenäisesti, 
ilman SNMP-managerin yhteydenottoa. 
Miten protokollan muut versiot eroavat ensimmäisestä? Protokollan 2c-versio toi näky-
vimpänä ominaisuutenaan lisää PDU-tyyppejä tehokkaampaan tiedonhakuun (Get-
BulkRequest). Kolmas pääversio lisää protokollaan tärkeimpinä ominaisuuksinaan uusia 
todennusmenetelmiä ja salauksen. 
2.5 Muut verkonvalvontaprotokollat 
SNMP ei ole ainut laatuaan. Verkonvalvonnassa voidaan käyttää myös monia muita pro-
tokollia. Joukkoon kuuluvat sekä laitevalmistajien itse kehittämät että tiettyihin ympäris-
töihin erikoistuneet protokollat. 
RMON 
Remote Network Monitoring on, samaan tapaan kuten SNMP, IETF:n verkonvalvonta-
protokolla. Toisin kuin SNMP, jonka valvonta keskittyy laitteisiin, RMON keskittyi alun 
perin lähes poikkeuksetta verkkoliikenteen valvontaan. Protokollan toiminnallisuutta on 






NewFlow on verkkolaitevalmistaja Ciscon verkonvalvontaprotokolla. Kuten RMON myös 
NetFlow on suunniteltu liikennepohjaiseen valvontaan. 
Protokollasta on olemassa työn kirjoitushetkellä kymmenen versiota. Uusin versio, IP-
FIX, on IETF:n standardi [11]. 
WMI 
Windows Management Instrumentation rajoittuu nimensä mukaisesti Windows-ympäris-
töihin. Se mahdollistaa Windows-laitteiden hallinnan esimerkiksi skripteillä (PowerShell, 
VBScript) mahdollistaen verkonvalvonnan lisäksi myös järjestelmänhallinnan. WMI-käs-
kyillä voidaan hallittavista järjestelmistä hakea sekä asettaa suuri määrä erilaisia arvoja 
kuten esimerkiksi tieto levynkäytöstä [12]. 
Syslog 
Syslog-protokollan avulla voidaan lähettää lokiin kirjautuneita tapahtumia eteenpäin, esi-
merkiksi hallintajärjestelmään tai erilliseen Syslog-palvelimeen. Syslog on vastikään 
määritelty IETF:n RFC:ssä 5424 [13]. Alun perin Syslog oli yksinomaan käytössä Send-
mail-ohjelmassa. Sendmail on sähköpostinvälitysohjelma. 
Verkonvalvontajärjestelmissä on tavallista määrittää SSH- sekä Telnet-protokollia val-
vontaan. Nämä protokollat eivät kuitenkaan ole verkonvalvontaprotokollia, vaan ne mah-
dollistavat etäkirjautumisen järjestelmiin. Kirjautumisen jälkeen järjestelmästä on mah-
dollista hakea tietoa suoraan komentoriviltä verkonvalvontajärjestelmän käyttöön. 
Windows PowerShell, Microsoftin komentosarjakieli, on myös käyttökelpoinen yksinker-
taisessa verkonvalvonnassa. Kielellä voidaan esimerkiksi määrittää yhteyksien tai pal-




3 Verkonvalvonnan toteutus 
Sopivan verkonvalvontajärjestelmän tulee kattaa yrityksen IT-toimintojen vaatimukset. 
Vaatimusten perusteella valittiin järjestelmiä koekäyttöön, jonka perusteella valittiin lo-
pullinen järjestelmä. 
3.1 Vaatimukset verkonvalvontajärjestelmälle 
Verkonvalvontajärjestelmien yleisissä ominaisuuksissa painotettiin kattavaa tukea eri 
sensoreille sekä helppokäyttöistä hälytysjärjestelmää. Hälytysjärjestelmän on myös ky-
ettävä lähettämään tekstiviestihälytyksiä. 
Yleisissä ominaisuuksissa tärkeimmäksi nousi järjestelmän helppokäyttöisyys. On tär-
keää, että ympäristön tila on helposti luettavissa järjestelmästä. Myös järjestelmän toi-
minnan tulee olla helposti ohjattavissa. Toiminnanohjaus tarkoittaa laitteiden määrittä-
mistä valvontaan sekä esimerkiksi valvonnan keskeyttämistä väliaikaisesti. Helppokäyt-
töisyydellä tarkoitettiin lisäksi käyttöönoton helppoutta. Luonnollisesti kaikkeen liiketoi-
mintaan sisältyy lisäksi vaatimus kustannustehokkuudesta. 
Tekniset vaatimukset 
Ympäristön erityispiirteet asettavat verkonvalvontajärjestelmälle tekniset vaatimukset, 
jotka valitun ratkaisun on täytettävä. 
Valvonnan täytyy toimia sujuvasti myös yrityksen haarakonttoreissa, erityisesti Aasiassa. 
Valvonnan piiriin on liitettävä myös AWS:n (Amazon Web Services) pilvipalvelut, erityi-
sesti EC2-instanssit (Amazon Elastic Compute Cloud) ja tarpeen mukaan myös Micro-
soft Online. 
Verkkolaitteiden valvonnan on tuettava vähintään liikennemäärän lukemista sekä myös 
suorittimien ja muistin käyttöä. 
Palvelimissa valvonnan on tuettava levytilan-, suorittimien- ja muistin käytön lukemista 
sekä Windows-palveluiden (services) tilan seuraamista. 
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Tulostimia ei haluttu valvonnan piiriin, sillä niiden toiminta on huoltosopimusten varassa. 
Huoltosopimuksen tarjoaja seuraa laitteiden tilaa automaattisesti. Tarvittaessa tulostin-
ten toiminnasta voidaan ajaa raportteja. 
Muiden laitteiden valvonnasta mainittiin erikseen UPS-laitteiden valvonta (akun tila, vir-
ransyöttö) sekä palvelinhuoneiden ympäristön valvonta (lämpötila ja ilmankosteus). Vir-
tuaaliympäristöjen valvonnassa pitää olla tuettuina Microsoftin Hyper-V sekä VMwaren 
vSphere. 
3.2 Verkonvalvonnan suunnittelu 
Mitä ja miten verkossa halutaan valvoa? Tämä on verkonvalvontaa suunniteltaessa olen-
nainen kysymys, johon pyrin tässä luvussa vastaamaan toteutusympäristön suhteen.  
Ympäristön monimutkaisuuden kasvaessa voi olla haastavaa määrittää tehokasta ver-
konvalvontaa. Palveluiden toiminnasta ei aina ole selkeää kuvaa. Jopa yksittäisten pal-
velimien rooli on saattaa olla hämärä. Miten voidaan päästä tehokkaaseen valvontaan 
saati laajempien palvelukokonaisuuksien määrittämiseen? 
Ongelmaa voidaan lähestyä tuomalla verkon kaikki laitteet valvonnan piiriin. Tällöin ver-
konvalvontajärjestelmä rekisteröi jokaisen poikkeuksen, mutta voidaanko ongelma rat-
kaista näin? Ensimmäiseen ongelmaan törmätään heti valvontaa määriteltäessä. Mitä 
sensoreita yksittäisistä laitteista valvotaan? Tietoa voidaan hakea sadoista eri lähteistä. 
Sormien väsyessä kesken ensimmäisen laitteen määrittelyn otetaan asia uudelleen har-
kittavaksi. Määrittelyn rasittavuuden lisäksi rasite siirtyy myös verkkoon, sillä tiedon ke-
rääminen sadoista sensoreista ei tapahdu ilman merkittävää kustannusta. Entä miten 
suuret resurssit vaaditaan tuhansien eri sensorien valvontaan? Tyypillisen IT-osaston 
resurssit tähän tuskin riittävät. 
Toinen äärimmäinen lähestymistapa on määrittää valvontaa reaktiivisesti. Laitteita lisä-
tään valvonnan piiriin vasta ongelmien ilmaantuessa. Tyyli on kenties toimiva, mutta eikö 
se riko verkonvalvonnan perusajatusta ongelmien havaitsemisesta ennen muita? Poten-
tiaalisten ongelmien havaitsemisesta on turha puhua. Ympäristön kokonaiskuva jää ha-
janaiseksi ja sen ylläpito muuttuu hankalaksi. 
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Ratkaisu on varmasti löydettävissä näiden äärimmäisyyksien väliltä. Oma ratkaisuni pe-
rustuu osin ketterän kehityksen malleihin, osin muodolliseen palvelutasosopimukseen. 
Palvelutasosopimus määrittelee valvonnan suuret linjat: mille palveluille on taattava riit-
tävä toiminnan taso? Eri palvelut rikotaan komponentteihin ja mallinnetaan verkonval-
vontajärjestelmään. Ketterän kehityksen periaatteista [14] on apua ajatusmallina, joista 
tärkeimpiä ovat jatkuva muutoksiin reagointi ja toimivan mallin luominen jo tekemisen 
varhaisessa vaiheessa. 
Käytännössä toteutus tehdään aluksi mallintaen palvelut olemassa olevan dokumentaa-
tion ja muun tiedon perusteella. Mahdollisuuksien mukaan voidaan harkita autodiscover-
ominaisuuksia (laitteiden automaattinen löytäminen) verkonvalvontasovelluksesta. Ym-
päristön yksittäisten laitteiden lisäämisen jälkeen voidaan niistä muodostaa palveluita ja 
muuta logiikkaa palvelutasosopimuksen perusteella. Toimivan verkonvalvonnan lisäksi 
saadaan ohessa dokumentaatio ajan tasalle sekä mahdollistetaan palvelutasosopimuk-
sen seuraaminen. 
3.3 Verkonvalvontajärjestelmien vertailu 
Lopulliseen koekäyttöön valikoitui kaksi verkonvalvontajärjestelmää. Lukuisia vaatimuk-
set täyttäviä järjestelmiä arvioitiin, mutta koekäyttöön otettiin kaksi parasta ehdokasta. 
3.3.1 Icinga 
Icinga on avoimen lähdekoodin verkonvalvontajärjestelmä, joka perustuu tunnetumpaan 
Nagiokseen. 
Asennus suoritettiin asennusohjeiden mukaisesti [15] virtuaaliympäristöön. Koekäyttöön 
otettiin versio 1.8.3. Helpompi tapa olisi ollut valmiin, Icingan kehitystiimin luoman virtu-
aalikoneen käyttäminen. Koekäytön aikaan valmiin virtuaalikoneen versio ei kuitenkaan 




Kuva 5. Icingan kotinäkymä (versio 1.11.0). 
Kuvassa 5 on hallintanäkymän yleisasu. Ylhäällä vasemmalla on listattu valvottavien pal-
veluiden ja sensorien tilat (esimerkiksi onko sensorin tila hyvä, onko se käyttämättömissä 
vai varoitusrajan alla). Ylhäällä oikealla on tietoja ympäristöstä: tiedot ajasta ja käyttä-
jästä sekä muun muassa tietoja palveluiden ja palvelimien määrästä. Palkki käyttöliitty-
män vasemmassa reunassa toimii kuten verkkoselaimista tunnettu suosikit-palkki. Sii-
hen voi lisätä esimerkiksi eniten käytetyt valvontanäkymät. Loput näkymästä on varattu 
näytettävälle sivulle tai sivuille, jotka myös verkkoselaimista tuttuun tapaan näytetään eri 
välilehdillä. 
Järjestelmä täytti lähes kaikki asetetut vaatimukset. Helppokäyttöisyysvaatimus täyttyi 
käyttöliittymän suhteen, mutta laitteiden lisääminen järjestelmään koettiin vaivalloiseksi. 
Kustannustehokkuudessa järjestelmä sai erityismaininnan, joskin epäilyjä heräsi järjes-
telmän konfiguroinnin vaatiman ajan sisäisistä kustannuksista. 
3.3.2 Valhal 
Valhal (PCP ValHal) on PCP Partner Oy:n verkonvalvontapalvelu, jonka pohjana on 
Paessler PRTG. Palvelu toimii julkisessa verkossa. Asiakkaan tiloissa sijaitsee vain osa 




Valvonta luokitellaan neljään kerrokseen [16]: hardware monitor, service monitor, busi-
ness logic ja virtual user. 
Hardware monitor -kerrokseen sisältyy yksittäisten laitteiden tilan valvonta. Tyypillisesti 
valvotaan esimerkiksi verkkolaitteiden porttien tilaa ja levytilan käyttöä. Service monitor 
-kerros sisältää tiedot palveluiden tilasta. Esimerkiksi WWW-palvelimen http-palvelun ti-
laa voidaan valvoa. Business logic -kerroksen sisään voidaan määrittää liiketoiminnalle 
tärkeitä valvontamääreitä, jotta virheet liiketoimintaketjussa voidaan havaita. 
Virtual user -kerros tarkoittaa verkon käytettävyyden testaamista virtuaalikäyttäjällä. Vir-
tuaalikäyttäjä voidaan asettaa käymään läpi määritelty prosessi (esimerkiksi tiedon tal-
lentaminen CRM-järjestelmään) ja tallentaa näin tietoja ympäristön käytettävyydestä 
suoraan yksittäisen testikäyttäjän näkökulmasta. 
 
Kuva 6. Valhal:n kotinäkymä. 
Kuvassa 6 on ValHal:n kotinäkymä. Oikealla ylhäällä näkyy valvottavien kohteiden tilat, 
joiden alla on Geo Map -kartta ympäristön maantieteellisestä sijainnista. Sen alla ovat 
taulukot ympäristön historiasta (ympäristön virheet, suoritinkäyttö, vasteaika- ja liiken-
neindeksit ajan suhteen). Muut osat käyttöliittymästä on pitkälti varattu valvottaville koh-
teille. Sivun keskellä ne nähdään ryhmiteltyinä. Käyttöliittymän yläosan valikosta kaikki 




Järjestelmä täytti pitkälti kaikki vaatimukset. Järjestelmän toiminta palveluna herätti kes-
kustelua. Haittapuolena pidettiin sitä, ettei järjestelmän kaikkia määrityksiä voida tehdä 
itse. Hyvä puoli oli palvelun ylläpidossa: ostettua palvelua ei tarvitse itse ylläpitää tai 
päivittää. Hätätilanteessa palvelu on hyödyllinen: tietoja verkon tilasta saadaan myös 
katastrofin yllättäessä. Vaikkei tieto pahimmassa tapauksessa enää päivittyisikään, näh-
dään hätätilanteeseen johtanut tilannehistoria. 
Vaatimus palvelun helppokäyttöisyydestä toteutui. Vaadittuja laitteita pystyttiin valvo-
maan onnistuneesti. Suurimmaksi ongelmaksi jäi kehittyneimpien ominaisuuksien mää-
rittely (kartat, raportit, virtuaalikäyttäjät, business logic) itse, eikä määrittelystä suoriu-
duttu ilman apua. 
3.4 Vertailun tulos 
Toteutuksen järjestelmäksi valittiin PCP:n ValHal. Vertailun pääkriteeri, palvelun helppo-
käyttöisyys, toteutui parhaiten valitussa ratkaisussa (erityisestä lisätessä laitteita valvon-
taa).  
Vertailun lopuksi päädyttiin myös siihen, että järjestelmä on parempi hankkia palveluna. 
Palveluna järjestelmän tekninen toiminta ei ole IT-toimintojen vastuulla. Voidaan luottaa 
siihen, että järjestelmä on sopimusehtojen mukaisesti käytettävissä. Päivitykset ovat 
myös toimittajan kontolla: niitä voidaan odottaa säännöllisiä. Päivitysten yhteensopi-
vuutta ei tarvitse testata sisäisesti.  
3.5 Verkonvalvontajärjestelmän käyttöönotto 
Mittavin järjestelmän käyttöönottoa edeltävä tekninen toimenpide oli SNMP community-
merkkijonon valitseminen ja määrittely kaikkiin SNMP:llä valvottaviin laitteisiin. Samalla 
valittiin käyttöön SNMP:n versio 2c. Kolmannen version parannetuille todennusominai-
suuksille eikä salaukselle nähty tarvetta, sillä hallinta-aseman ja valvottavien laitteiden 
välinen liikenne kulkee suojatussa sisäverkossa. Ei myöskään ollut täyttä varmuutta, että 
kaikki valvottavat laitteet sisältäisivät tuen protokollan kolmannelle versiolle. Valvottavien 
laitteiden SNMP-agenttiin ei myöskään asetettu kirjoitustilaa päälle. Se tarkoittaa, että 
laitteista on mahdollista ainoastaan lukea tietoa. 
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Toinen valmistava tekninen toimenpide oli verkkoyhteyksien määrittely. Käyttöön otettiin 
osin myös valvontajärjestelmää varten erillinen hallintaverkko. Tämän lisäksi määritettiin 
palomuuriin porttiavaukset ja NAT-säännöt (Network Address Translation) hallinta-ase-
malle, sillä sisäverkossa oleva hallinta-asema keskustelee julkisessa verkossa olevaan 
verkonvalvontapalveluun kanssa. Samalla hallinta-asema asennettiin yrityksen palvelin-
huoneeseen. 
Palvelu käyttöönotto tapahtui suunnitelman mukaisesti: valvontaan lisättiin olemassa 
olevan dokumentaation mukaiset laitteet ja palvelut. Myöhemmin, palvelutasokyselyiden 
edetessä, päivitettiin dokumentaatio niiden pohjalta. Autodiscovery (verkon laitteiden 
löytäminen ja lisääminen automaattisesti valvontajärjestelmään) suoritettiin, sillä doku-
mentaatio ei ollut täysin ajantasainen. 
Hälytykset ja sensorit 
Hälytykset määriteltiin sensorien tilan mukaan. Järjestelmä hälyttää ainoastaan senso-
rien olleessa poissa toiminnasta (down) poissa toiminnasta -tilaan sisältyy myös virhetila. 
Hälytyksenä voi lähteä myös tekstiviesti sähköpostin lisäksi riippuen valvottavan laitteen 
sensorin kriittisyydestä. Sensoreilla on lisäksi myös muita tiloja, näistä olennaisimpina 
 varoitus (warning) 
 epätavallinen (unusual) 
 tuntematon (unknown) 
 pysäytetty (paused). 
Kuvassa 7 sensorit ovat järjestyksessä vasemmalta oikealle: poissa toiminnasta, poissa 
toiminnasta (tiedostettu), varoitus, normaali (ylhäällä), pysäytetty, epätavallinen ja tunte-
maton. 
 
Kuva 7. Sensorien tilat. 
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Varoitus tapahtuu sensorin ylittäessä varoitusrajan mutta kuitenkin ennen sensorin 
poissa toiminnasta -tilaa. Epätavallinen-tila on hyödyllinen ongelmien ennaltaeh-
käisyssä. Voi esimerkiksi ilmetä, että verkkolaitteen tietyn portin liikennemäärä on epä-
tavallisen alhainen. Tämän avulla on mahdollista löytää epätavallisen tilanteen aiheut-
taja, ennen kuin tilanteesta muodostuu varsinainen ongelma. Sensorien pysäytys on tar-
peellista muutoksien ja huoltokatkojen ajaksi. Pysäytetty sensori ei lähetä hälytyksiä. 
Ellei sensoriin saada yhteyttä, sen tila muuttuu tuntemattomaksi. 
Näkymät 
Vertailussa (luku 3.3.2) jo esitellyn kotinäkymän lisäksi voidaan järjestelmään lisäksi 
määritellä dashboard-näkymiä. Dashboardeihin voidaan määritellä valittuja osia järjes-
telmästä, esimerkiksi tietty näkymä sensoreista ja lokitiedosta. Palvelu on käytettävissä 
myös mobiilikäyttöliittymällä. 
Sen lisäksi, että sensorit voidaan näyttää luokissa ja dashboard-näkymissä, niiden seu-
raaminen onnistuu lisäksi kartoista (maps) ja erillisistä sensorinäkymistä. Karttoja ei to-
teutukseen vielä määritelty, mutta erilliset sensorinäkymät ovat käytössä. Erillisiä senso-
rinäkymiä on kaksi: Tree Map ja Sunburst. Tree Map esittää valvonnan kohteet ruuduk-





Kuva 8. Sunburst-näkymä. 
Sunburst-näkymä (kuvassa 8) antaa hyvän yleiskatsauksen sensorien tilasta: siitä on 
nopeasti hahmotettavissa vikaantuneet laitteet sekä niiden riippuvuudet. Värit kuvasta-
vat edellä esitettyjen sensorien värejä. Näkymästä huomataan myös eri tasot, joiden 
mukaan verkonvalvonta on määritelty. Hardware Monitor -luokan alla on yksittäisiä lait-
teita, kun taas Service Monitor -luokka sisältää lukuisia näistä koostuvia palveluita. 
3.6 Verkonvalvontajärjestelmän testaus ja ongelmatilanteet 
Järjestelmän lopullinen testaus tehtiin koekäytön aikana. Verkonvalvontajärjestelmä ei 
vaadi perusteellista testaamista, sillä sen toiminta on jatkuvassa muutoksessa. Verkon-
valvontajärjestelmän toiminta on yhtä muuttuvaa kuin sen valvonnan kohteena olevat 
järjestelmät ja verkot. Nähtiin myös hyvin epätodennäköisenä, että verkonvalvontajärjes-
telmä voisi aiheuttaa ongelmia oman toimintansa ulkopuolella. 
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Ensimmäiseen ongelmaan törmättiin yrityksen Helsingin toimipisteen palomuurin NAT-
määrityksissä. Hallinta-asema ei saanut yhteyttä verkonvalvontapalveluun. Ongelma 
korjattiin määrittelemällä NAT-säännöt toisin. Muita ongelmia toteutuksessa aiheuttivat 
lähinnä yksittäisten sensorien ongelmatilanteet. Sensoriongelmien syynä olivat tavalli-
sesti verkko-ongelmat tai ongelmat valvottavien laitteiden määrityksissä. Osin oli myös 
tarpeen poistaa ja lisätä sensoreita uudelleen valvottaviin laitteisiin verkonvalvontajär-
jestelmän hallinnasta. Mikään toteutuksen ongelmista ei jäänyt ratkaisematta. 
4 Palvelutasosopimus 
Palvelutasosopimus (SLA) on palvelun tarjoajan ja käyttäjän välinen sopimus. Tyypilli-
nen palvelutasosopimus määrittelee palvelun saatavuudelle vähimmäisajan mutta sisäl-
täen usein myös muita määreitä. Sopimus ei ole muodoltaan määräinen, vaan se on 
täysin osapuolten määriteltävissä paikallisen lainsäädännön puitteissa. Sopimuksen pe-
rusteella osapuolten vastuiden tulisi olla selkeät [17, s. 157]. 
Keskeisiä käsitteitä sopimuksessa ovat luvattu palvelutaso sekä sanktiot sen rikkomi-
sesta. Palvelutason tyypillinen mittari on saatavuus. Saatavuuskriteeri toteutuu, kun pal-
velu on käytettävissä sovituin ehdoin. Kun palvelu ei ole käytettävissä, on tapahtunut 
poikkeus [17, s. 74]. Esimerkiksi voidaan sopia internet-liittymästä nopeuden ehdoin: no-
peuden laskiessa alle asetetun rajan ei palvelun katsota olevan saatavilla. 
Palvelutasosopimuksen toteutumista seurataan valitulla verkonvalvontajärjestelmällä. 
Verkonvalvontajärjestelmään voidaan määrittää kaikki palvelutasosopimuksen piirissä 
olevat palvelut. 
4.1 Saatavuus 
Palvelun saatavuus mitataan usein prosenteissa. Sata prosenttia tarkoittaa palvelun ole-
van aina saatavilla. Tämä taso tosin on varsin teoreettinen, koska tyypilliset tietojärjes-
telmät ovat monimutkaisia ja ne koostuvat lukuisista komponenteista. Jos oletetaan, että 
kaikki komponentit sisältävät hajoamisriskin, on erityisen vaikea määritellä aina saata-
villa olevaa järjestelmää. 
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Komponenttien saatavuuden mittaamisessa käytetyt luvut ovat MTTR (mean time to re-
pair) ja MTBF (mean time between failure). MTTR sisältää keskimääräisen ajan, joka 
laitteen korjaamiseen kuluu, kun taas MTBF keskimääräisen ajan, jonka kuluessa ehjä 
laite vikaantuu. Saatavuuden yksinkertainen laskukaava on MTBF / MTBF + MTTR. Pel-
kän MTBF-arvon määrittely on usein monimutkaista. Vaikeus lisääntyy, kun saatavuuk-
sia lasketaan laajemmille, useista laitteista koostuville järjestelmille. MTBF onkin lähes 
poikkeuksetta laitevalmistajan määrittelemä. 
Komponenttien saatavuuden mittaaminen niiden ollessa sarjaan kytkettyinä on yksinker-
taista: järjestelmän komponenttien saatavuus kerrotaan keskenään. Esimerkiksi jos jär-
jestelmä koostuu kuudesta 99,9 %:n saatavuuden omaavasta komponentista, on sen 
saatavuus 0,999^6. Rinnan kytketyillä komponenteilla sama kaava on 1-(1-0,999)^6, 
jossa 0,999 on 99,9 %:n saatavuus. Voidaan todeta, että yksinkertainen, rinnan kytke-
tyistä komponenteista koostuva järjestelmä on luotettavampi [18]. 
Monimutkaisissa järjestelmissä määrittelyä ei voida tehdä näin yksinkertaisesti. Kom-
ponentit voivat muodostaa kokonaisuuksia, jotka ovat samanaikaisesti sekä rinnan että 
sarjaan kytkettyjä. Edellisessä esimerkissä oletettiin rinnan kytketyn järjestelmän vaati-
van vain yhden komponentin toimiakseen. Entä jos toimintaan vaaditaankin kolme kom-
ponenttia? 
Saatavuuteen liitetään usein, erityisesti reaaliaikaviestinnässä, yhteyden laadulliset omi-
naisuudet. Laadullisista ominaisuuksista tärkeimpiä ovat viive, siirtonopeus, jitter sekä 
siirtovirheet [19, s. 89–91]. Voidaan löytää useita esimerkkejä palveluista, joiden ei voida 
katsoa olevan saatavilla pelkästään palvelun ollessa tavoitettavissa. Tämänkaltaisia pal-
veluita ovat esimerkiksi kaikki reaaliaikaiset puhe- ja videoviestintäpalvelut. Näiden pal-
veluiden käyttö esimerkiksi sekunnin viiveellä on turhauttavaa. Keskustelijoiden puheen-
vuorojen ajoittaminen hankaloituu tai muuttuu mahdottomaksi. Palvelutasosopimuk-




Asetettu palveluaika määritellään usein SLA:n yhteydessä. Tyypillinen palveluaika voi 
olla esimerkiksi 8/5 (kahdeksan tuntia päivässä, viitenä päivänä viikossa) tai 24/7. Pal-
velutason mittaus tapahtuu vain palveluaikana. Palveluajan lisäksi voidaan määrittää 
aika, jolloin palvelun käyttäjätuki on saatavilla [20, s. 155]. 
On huomioitava myös palvelun saatavuuden palauttamisessa vaadittavat eri työn vai-
heet. Vaiheet jaetaan usein havainto-, vaste-, korjaus- ja palautumisaikaan. Vaste-, kor-
jaus- ja palautumisaika muodostavat ratkaisuajan. Usein SLA:ssa määritellään vain vas-
teaika, mutta myös ratkaisuaika voidaan määrittää. 
4.3 Palvelujärjestys 
Palvelujärjestys tarkoittaa järjestystä, jossa palvelutasosopimuksessa määriteltyjen 
komponenttien vikaantumiset hoidetaan. Palvelujärjestys on oleellinen, mikäli palveluta-
sosopimus sisältää useita palveluita. 
Käytännössä kyse on usein prioriteeteista, eri palveluille määritellyistä luokista kriittisyy-
den perusteella. Kriittisyyteen voivat vaikuttaa muun muassa vian laajuus ja vakavuus. 
Eri palveluiden tasot voidaan näin määrittää lisäksi asetettujen virheluokkien perusteella. 
4.4 Quality of Service 
Tavallisesti QoS (Quality of Service) on käytössä teknisenä käsitteenä verkkoliikenteen 
priorisoinnissa eri luokkien perusteella. Tavallinen toteutus on asettaa esimerkiksi reaa-
liaikaviestinnän liikenteelle muuta verkkoliikennettä korkeampi prioriteetti. 
ITU:n standardi E.800 [21] määrittää QoS:lle hyödyllisiä yleisesti palvelunlaatua koske-




Standardi kuvaa laadun komponentit päästä päähän käyttämällä neljää komponenttia: 
käyttäjää, terminaalilaitetta, jakeluverkkoa ja runkoverkkoa. Käyttäjä on yhteydessä ter-
minaalilaitteella jakeluverkkoon ollen yhteydessä runkoverkon kautta toiseen samaan ta-
paan runkoverkkoon yhteydessä olevaan käyttäjään. Nämä komponentit ovat tavallisia 
lankapuhelinverkoille, mutta ne ovat myös tunnistettavissa IP-pohjaisessa liikenteessä 
(erityisesti reaaliaikaviestinnässä). Komponenttien erottelu korkealla tasolla on tärkeää, 
jotta laatuun voidaan kiinnittää huomioita järjestelmän kaikissa eri osissa. 
E.800:ssa palvelunlaadulla on neljä eri näkökulmaa: asiakkaan havaitsema palvelun-
laatu (QoS perceived by customer), asiakkaan vaatimukset palvelunlaadulle (Custo-
mer’s QoS requirements), toimittajan tarjoaman palvelunlaadun taso (QoS offered by 
provider) ja palvelutaso, jonka toimittaja on saavuttanut (QoS achieved by provider). 
 
Kuva 9. Palvelunlaadun eri näkökulmat [21]. 
Näkökulmien välinen yhteys muodostuu asiakkaan vaatimusten vaikuttaessa toimittajan 
tarjoamaan palvelunlaatuun. Toimittajan tarjoamalla palvelunlaadulla on luonnollisesti 
vaikutusta toimittajan saavuttamaan palvelutasoon, sillä lupaukset asiakasta kohtaan py-
ritään tavallisesti täyttämään. Asiakas tulkitsee toimittajan saavuttaman palvelutason 
omien kriteereidensä pohjalta: vaikutusketju alkaa lähtöpisteestään (kuten kuvassa 9). 
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Kun yritetään saavuttaa sovittua palvelutasoa, voidaan tarjontaa tarkastella eri näkökul-
mista ja samalla pyrkiä ottamaan selville, missä kohdassa ketjun toiminta katkeaa. Asi-
akkaan vaatimukset voivat esimerkiksi olla ristiriidassa toimittajan tarjoaman palvelun-
laadun kanssa. Tässä tilanteessa on toimittajan joko nostettava palvelunlaatua tai asi-
akkaan laskettava vaatimuksiaan. 
5 Palvelutasosopimuksen määrittäminen 
Palvelutasosopimuksen ensisijainen tarkoitus on selkeyttää yrityksen IT-toimintojen roo-
lia palveluntarjoajana. Tarkoituksena oli myös kartoittaa yrityksen sisäisiä palveluita ja 
niiden riippuvuuksia sekä sopia muodollisesti niiden toimintavaatimuksista. 
Palvelutasosopimuksen vaatimukset 
Vaatimukset täyttävä ratkaisu on palvelutasosopimusehdotus. Sen on täytettävä mää-
rätty laajuus ja siitä tulee olla sovittu organisaation määrättyjen ryhmien edustajien 
kanssa. 
5.1 Palvelutasosopimuksen määrityssuunnitelma 
Tiedot palvelutasosopimuksen määrittämiseksi hankittiin haastatteluilla, joihin sisältyy 
täytettävä matriisi (liite 1) sekä joukko avoimia kysymyksiä palvelutasosopimukseen liit-
tyen. Kyselyn pääosa, matriisi, suunniteltiin täytettäväksi yhdessä haastattelijan kanssa. 
Kyselyn pääosa muistuttaa tyypiltään strukturoitua haastattelua. Vastausvaihtoehdot 
ovat kuitenkin ennalta määräämättömiä, joten kyse on puolistrukturoidusta haastatte-
lusta [22, s. 86]. Kyselyn haastatteluosuus on tyypiltään teemahaastattelu. Yksittäiseen 
kyselyyn varattiin kolme tuntia aikaa ja haastatteluita tehtiin työn aikana kahdeksan. 
Matriisi on jaettu kahteen osaan, joista toinen käsittelee yleisiä (common) palveluita ja 
toinen (haastateltavan) liiketoiminnalle erityisiä (business specific) palveluita. Sarakkei-
den tiedot vasemmalta oikealle: 
 Service on yksittäinen tunnistettu palvelu, esimerkiksi sähköposti. 
 Category on palvelun luokka, esimerkiksi viestintä. 
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 Why on syy palvelun käytölle, esimerkiksi syy sähköpostin käytölle voi olla viestintä. 
 Dependencies määrittää riippuvuudet muista palveluista. Palvelut voivat olla sidok-
sissa toisiinsa. 
 Where on palvelun ajoympäristö, esimerkiksi tietty palvelin tai SaaS (software as a 
service). 
 SLA prority on subjektiivinen prioriteetti palvelulle. Riippuen tunnistettujen palvelui-
den määrästä se on joko arvojärjestys tai arvojärjestys ryhmittäin. Suurin mahdolli-
nen prioriteettiarvo on 1. Arvojärjestys voidaan miettiä esimerkiksi järjestyksenä, 
jossa palvelut käynnistetään kaikkien palveluiden ollessa poissa käytöstä. 
 Availability on palveluaika (katso luku 3.3). 
 Quality costs määrittää laatukustannukset, esimerkiksi hinnan menetetyistä työtun-
neista. 
 Risk type for business on erityinen riski, joka aiheutuu palvelukatkosta, esimerkiksi 
imagohaitat. 
 Risk severity on edellisen riskin vakavuus, joka ottaa huomioon sekä todennäköisyy-
den että vaikutuksen. Riski arvioidaan asteikolla 1–5, jossa suurin arvo on 5. Riskiin 
vaikuttavat sekä riskin todennäköisyys että sen vakavuus. 
5.2 Kyselyn toteutus 
Osallistujat kutsuttiin kyselyyn saatekirjeellä, jossa selitettiin lyhyesti kyselyn tavoitteet ja 
palvelutasosopimuksen yleiset käsitteet. Osallistujat pyrittiin valitsemaan tasaisesti or-
ganisaation eri ryhmistä, jotta käytössä olevista palveluista voitiin muodostaa kokonais-
valtainen kuva. 
Kyselyn pääosa täytettiin sarakkeittain vasemmalta oikealle yhdessä haastateltavan 
kanssa. Aluksi kirjattiin ja eriteltiin käytössä olevat IT-palvelut palvelu-sarakkeeseen. 
Palveluiden erottelun jälkeen määriteltiin niille arvot kyselyn muiden kohtien mukaisesti. 
Yksi kyselyn tärkeimmistä tavoitteista oli saada tietoon käytössä olevat palvelut. Käy-
tössä olevien palveluiden selvittäminen on yleinen edellytys kattavalle palvelutasosopi-
mukselle [20, s. 47]. 
Yleisille palveluille ei määritelty kaikkia sarakkeita vaan ainoastaan palveluaika, priori-
teetti ja laatukustannukset. Yleiset palvelut ovat kaikkien käytössä, joten myös kyselyn 
muiden sarakkeiden tulisi olla kaikille yhtenäisiä. 
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Haastattelija kirjasi kyselyä tukevien avointen kysymysten vastaukset. Avointen kysy-
mysten rooli ei pelkästään ole palvelutasosopimuksen tarkka määrittely. Tarkoituksena 
on myös yhteisymmärryksen parantaminen, pidemmän tähtäimen toiminnan suunnitte-
leminen sekä avoin palautekysely. 
5.3 Kyselyn eri näkökulmat 
Tiedon keräämisen yhteydessä on oleellista ottaa huomioon luvussa 4.4 esitetyt neljä 
palvelunlaadun näkökulmaa. Kyselyssä otetaan kantaa vaatimuksiin, joten vielä ei voida 
tarkastella saavutettua tai havainnoitua palvelutasoa. Toki myös nykyisen ympäristön 
palveluiden laatu vaikuttaa vaatimuksiin palvelutasosta. 
Palveluntarjoajan eli yrityksen IT-toimintojen näkökulmasta kaikkia vaatimuksia voidaan 
tuskin toteuttaa ilman rajattomia resursseja. On määritettävä tarkasti palvelutaso, joka 
voidaan luvata käytössä olevilla resursseilla, sekä myös laskettava lisätyn palvelutason 
hinta. Ilman tarkkaa määrittelyä palvelutasoa ei voida varmistaa. Tämä näkökulma on 
aikaisemmin esitelty toimittajan tarjoamana palvelutasona. 
Asiakkaan vaatimukset täytyy peilata toimittajan tarjoamaan palvelutasoon. Tarkan läpi-
käynnin jälkeen eritellään palveluista yksittäiset komponentit ja ehdotetaan palveluille 
parasta toteutettavissa olevaa palvelutasoa. Mikäli toteutettavissa oleva palvelutaso on 
riittämätön, esitetään arvio korotetun palvelutason kustannuksista.  
Kriittiset palvelut vaativat erityisen tarkkaa läpikäyntiä. Mitkä ovat kriittisten palveluiden 
riippuvuudet? Kuinka laajaan käyttäjäjoukkoon kriittisen palvelun toimimattomuus vaikut-
taa? Mistä syystä palvelu on kriittinen? Estääkö sen toimimattomuus työnteon vai onko 
sillä muita haittavaikutuksia? 
Erityisen tarkka läpikäynti on tarpeen kahdesta syystä. Mikäli kriittisen palvelun toimintaa 
ei taata, voi sen toimimattomuudesta aiheutua vakavia haittavaikutuksia. Kaikkia palve-
luita ei kuitenkaan voida määritellä kriittisiksi: kriittisen palvelun toiminnan takaaminen 
voi vaatia huomattavasti resursseja. 
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Tarkastelussa voi myös esimerkiksi selvitä, että kriittinen palvelu on jo valmiiksi muulla 
tapaa varmennettu: käyttäjille lähetetyt sähköpostit eivät katoa pelkän sähköpostipalve-
limen ollessa poissa toiminnasta vaan jäävät siitä huolimatta palvelujonoon. 
5.4 Kyselyjen tulokset 
Kyselyn tuloksien yksityiskohtainen tarkastelu työssä ei ole tarkoituksenmukaista eikä 
suotavaa yrityksen kannalta. Lisäksi syy siihen, ettei kaikkia yksittäisiä palveluita voida 
tuloksissa listata, on palveluiden suuri määrä ja vaihtuvuus. Kokonaiskuva katoaa nope-
asti yksittäisiä palveluita listatessa, eikä se säily ajankohtaisena kovinkaan kauaa. 
Kyselyn avoimien kysymyksien tuloksia ei käsitellä lainkaan. Olen muodostanut kyse-
lyistä yksinkertaistetut koontitulokset (taulukko 1), jotka esittelen seuraavaksi. Yksittäisiä 
palveluita ei siis ole esitelty, vaan kaikki tulokset on yleistetty luokkiin: 
 Development sisältää kaikki tuotekehityksen palvelut ja työkalut. 
 Testing sisältää kaikki testaukset palvelut ja työkalut. 
 Communications sisältää viestinnän palvelut. 
 Support sisältää IT-toimintojen tarjoaman käyttäjätuen eri osa-alueet. 
 CRM sisältää poikkeuksellisesti pelkän CRM-järjestelmän. 
 Product sisältää yrityksen tuotteisiin liittyvät palvelut. 
 License services tarkoittaa lisenssipalveluita. 
 Financial software sisältää talousohjelmistot. 
 Management sisältää työnhallintaohjelmistot, joihin sisältyy tuntiraportointi ja projek-
tinhallinta. 
 Company website sisältää toisena poikkeuksena ainoastaan yrityksen WWW-sivut. 
 Document management sisältää dokumentinhallinnan palvelut. 
 Infrastructure: core tarkoittaa verkon ja Windows-toimialueen perustoimintaa.  




Taulukko 1. SLA-kyselyjen koontitulokset. 
 
Luokkien riippuvuudet on myös esitelty koontituloksissa. Riippuvuudet tarkoittavat pal-
veluita, joita rivin palvelu vaati toimiakseen. Riippuvuuksilla voidaan helposti mallintaa 
laajempaa palveluiden riippuvuusketjua. 
SLA-prioriteetti on edellä esitetty subjektiivinen arvostusmenetelmä. Yksittäisissä kyse-
lyissä tunnistetut palvelut on jaettu luokkiin, minkä jälkeen luokille on laskettu prioriteetin 
keskiarvo. Kaikkien yksittäisten kyselyiden luokkien keskiarvoille on laskettu keskiarvo 
koontituloksiin. 
Saatavuus (availability) kuvastaa tahtoa, milloin palvelun tulisi olla saatavilla. Koontitu-
loksien saatavuuden arvoksi on merkitty yksittäisistä kyselyistä saatu korkeimman saa-
tavuuden ajan ehdotus. 
Liiketoimintariski (risk type for business) ja sen vakavuus ovat koontitulosten viimeisellä 
sarakkeella. Riskeihin on merkitty palvelukatkosta aiheutuva erityinen riski ja sen vaka-
vuus. 
Kyselyiden tuloksina löytyi yllättäviä riippuvuuksia kuten esimerkiksi lisenssipalvelun 
kohdalla koontituloksissa. Löydettiin useita palveluita, joiden toiminta riippuu lisenssipal-
veluista. Tämän johdosta lisenssipalveluiden varmentamiseen on nähty erityistä vaivaa. 
Palveluiden arvostusjärjestys sen sijaan ei ollut yllättävä. Koontituloksissa esitetty arvos-
tusjärjestys ei ole tarkka, sillä yksittäisten kyselyiden arvostusmenetelmät eivät ole yhte-
näiset (arvojärjestys tai arvojärjestys ryhmittäin). Yksittäisten palveluiden jakaminen 
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luokkiin ei myöskään ollut suoraviivaista. Koontitulosten arvojärjestys antaa kuitenkin 
suuntaa palveluiden arvostukselle. 
Erityisiä riskejä listattiin muutaman palvelun kohdalla erikseen. Riskeistä critical data tar-
koittaa yritykselle kriittisten tiedon häviämistä tai vaurioitumista, kun taas reputation da-
mage riskiä vahingosta yrityksen maineelle. 
5.5 Kyselyn ongelmakohdat 
Kyselyn pääosan, matriisin, läpikäynti aloitettiin listaamalla käytössä olevat IT-palvelut. 
Ongelmaksi koitui palvelujen erottelu ja luokittelu ja se, kuinka tarkasti palveluita tulisi 
listata. Suurin osa kyselyn käytetystä ajasta kului palveluiden määrittelyyn. 
Saatavuus oli vaikea määritellä, sillä yrityksen toiminta on kansainvälistä. Palveluita olisi 
toivottavaa käyttää jatkuvalla saatavuudella, mutta nykyisellä palvelurakenteella jatku-
vaa saatavuutta ei kuitenkaan voida tarjota kaikille palveluille ilman merkittävää lisäpa-
nosta. 
Kyselyn alkuperäinen prioriteettimäärittely tuotti haasteita. Alun perin määrittely tehtiin 
vaikutuksen ja kiireellisyyden perusteella. Haasteena oli vaikutuksen ja kiireellisyyden 
määrittelyn näkökulma – tulisiko se arvioida vain haasteltavan, haastateltavan yksikön 
vai koko liiketoiminnan kannalta? Lopulliseen kyselyyn otettiin käyttöön subjektiivinen 
arvostusmenetelmä.  
6 Yhteenveto 
Lopputuloksen arviointi on hyödyllistä tehdä molempien aihealueiden suhteen ja lisäksi 
tarkastella verkonvalvonnan ja palvelutasosopimuksen yhteistoimintaa. 
6.1 Verkonvalvonnan lopputila 
Toimivan verkonvalvonnan välittömiä hyötyjä ei voida kiistää. Alkutilanteen hajautettu 
valvonta on täysin korvattu yrityksen vaatimuksen täyttävällä keskitetyllä järjestelmällä. 
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Voidaan todeta useita eri tapauksia, joissa valvonnasta on ollut välitöntä apua sekä on-
gelmien ennaltaehkäisemissä että niiden korjaamisessa. Valvontanäkymä mahdollistaa 
kokonaisvaltaisen kuvan muodostamisen IT-toimintojen palveluntarjonnasta, jossa vir-
heet ja poikkeukset ovat selkeästi erotettavissa. 
Onko verkonvalvonta kuitenkaan koskaan valmiissa tilassa? Verkonvalvonnan kohteet 
ovat tavallisesti jatkuvassa muutoksessa, sillä laitteita päivitetään ja palveluiden määri-
tyksen muuttuvat. On myös huomioitava verkonvalvontajärjestelmän ylläpito, päivitykset 
ja ongelmatilanteiden selvittäminen. Erityisesti järjestelmän ylläpito on selkeä jatkuvan 
kehityksen kohde myös vastaisuudessa. Toinen erikseen mainittava kehityskohde on 
valvonnan syventäminen. Valvontaa voidaan syventää valitun järjestelmän Virtual user -
tasolla (luku 3.3.2). Virtuaalikäyttäjillä voidaan jäljitellä oikeiden käyttäjien toimintaa ja 
kerätä kaikki tieto eri palveluiden käytön eri vaiheista. 
6.2 Palvelutasosopimuksen lopputila 
Palvelutasosopimuksen edut eivät ole yhtä ilmeiset verkonvalvonnan hyötyihin verrat-
tuna. Hyvä palvelutasosopimus on kuitenkin sisäisten IT-toimintojen palvelukehityksen 
kulmakivi. Sisäisten palveluiden tehokkaan tarjoamisen tärkein edellytys on tietää tar-
kasti liiketoiminnan asettamat vaatimukset. Ilman muodollisia vaatimuksia voidaan pal-
veluiden käytön laajuutta ja tärkeysastetta vain arvioida. Alkutilanteessa tiedossa oli toki 
summittainen kuva käytetyistä palveluista, mutta tarkasti määriteltyä kuvaa ei ollut lain-
kaan. Määrittelyn yhteydessä havaittiin myös palveluita, joiden toiminnasta ei aikaisem-
min ollut tietoa. 
Lopputilana annettiin ehdotus palvelutasosopimuksesta, joten seuraava kehityskohde on 
palvelutasosopimuksen muodollinen hyväksyntä. Muihin kehityskohteisiin sisältyy kyse-
lyn avointen kysymysten mahdollinen käyttö yleisenä tyytyväisyyskyselynä ja myös pal-
velutasosopimuksen laajentaminen. Kyselyssä otettiin kantaan vain yrityksen kotimaan 
toimintojen vaatimuksiin. On olennaista laajentaa kysely kaikkiin haarakonttoreihin. 
34 
  
6.3 Verkonvalvonta ja palvelutasosopimus yhdessä 
Työn alkuvaiheessa ei ollut helppoa muodostaa selkeää ajatusta siitä, miten verkonval-
vonta ja palvelutasosopimus ovat yhteydessä toisiinsa. Loppuvaiheessa yhteys on sel-
keä. 
Verkonvalvonnan suunnitteleminen puhtaalta pöydältä on haastavaa. Sisäisten IT-toi-
mintojen tarkoitus on tukea liiketoimintaa, ei määritellä sitä. Valvonnan määrittely aino-
astaan IT-toimintojen näkökulmasta ei ole perusteltua. Palvelutasosopimuksen avulla 
saadaan liiketoiminnan näkökulma verkonvalvontaan. Apua on myös palveluiden tunnis-
tamisesta: kaikki palvelut eivät ennestään olleet IT-toimintojen tiedossa. 
Verkonvalvonnan tärkein etu palvelutasosopimuksen suuntaan on sen tarjoama tekni-
nen alusta palveluiden tilan seuraamiseen. Yhteisesti sovittu järjestelmä on neutraali mit-
tauspiste palveluiden toiminnalle. Saatavilla on myös historiatieto: on mahdollista verrata 
palvelutasosopimuksen ehtojen toteutumisen nykyhetkeä aikaisempiin ajankohtiin. Pal-
velutasosopimuksen automatisoitu seuranta on hyvä kehityskohde integraation edistä-
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