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We present a first principles study of chiral plasma instabilities and the onset of chiral turbulence
in QED plasmas far from equilibrium. By performing classical-statistical lattice simulations of the
microscopic theory, we show that the generation of strong helical magnetic fields from a helicity
imbalance in the fermion sector proceeds via three distinct phases. During the initial linear insta-
bility regime the helicity imbalance of the fermion sector causes an exponential growth(damping) of
magnetic field modes with right(left) handed polarization, for which we extract the characteristic
growth (damping) rates. Secondary growth of unstable modes accelerates the helicity transfer from
fermions to gauge fields and ultimately leads to the emergence of a self-similar scaling regime char-
acteristic of decaying turbulence, where magnetic helicity is efficiently transferred to macroscopic
length scales. Within this turbulent regime the evolution of magnetic helicity spectrum can be
described by an infrared power-spectrum with spectral exponent κ and dynamical scaling exponents
α, β, which we determine from our simulations.
Novel macroscopic phenomena related to the in- and
out-of-equilibrium dynamics of chiral fermions have in-
spired a significant amount of theoretical and experi-
mental developments in recent years. By means of the
Chiral Magnetic Effect (CME) [1–8], one hopes for ex-
ample to investigate the topological structure of Quan-
tum Chromodynamics (QCD) in ultra-relativistic heavy
ion collisions [9, 10]; or explore new kinds of transport
phenomena in condensed matter systems [11–14], includ-
ing dissipationless electric transport in Dirac- and Weyl-
semimetals [12, 15, 16], as well as applications to opto-
electronics [17–19].
One important aspect of anomalous transport concerns
the question how chirality is transferred between gauge
fields and fermionic degrees of freedom. While in QCD
plasmas chirality transfer can be efficiently accomplished
by sphaleron transitions between different topological
sectors of the non-Abelian gauge theory [20], the situ-
ation is markedly different in abelian plasmas. Quantum
Electrodynamics (QED) is topologically trivial and a dif-
ferent mechanism has to be invoked to convert fermionic
chirality into magnetic helicity (and vice versa). In this
context, a novel type of ‘chiral’ plasma instability has
been suggested as a viable mechanism, whereby a chiral-
ity imbalance in the fermion sector can generate helical
magnetic fields that exist on macroscopic length scales
[21, 22].
Such effects have been proposed as a possible explana-
tion for the creation of large scale helical magnetic fields
in astrophysical systems, such as supernovae and com-
pact stars [23–28], or in primordial plasmas of the early
universe [29–33] where the interplay between fermion
chirality and magnetic helicity could be responsible for
the transport of magnetic helicity from microscopic to
macroscopic scales.
Chiral instabilities in QED plasmas have been stud-
ied previously based on different theoretical approaches
including magneto-hydrodynamics (MHD) [34–41], com-
pact and non-compact lattice QED simulations [42–45],
kinetic theory [46], linearized perturbation theory [47]
and effective action approaches [24, 26]. Despite strong
theoretical interest, previous studies have come to dif-
ferent conclusions, and there appears to be no general
agreement regarding the detailed mechanisms and via-
bility of such a scenario.
In this article we present a comprehensive study of chi-
ral instabilities using microscopic real-time lattice simu-
lations of strongly-coupled QED plasmas. Starting from
a helicity imbalance in the fermion sector, we employ
a classical-statistical description [48–52] to simulate the
subsequent non-equilibrium evolution of the system from
first principles. We demonstrate that chiral instabilities
in QED-like theories follow a characteristic pattern of
quantum many body systems subject to instabilities [53–
58], where the exponential growth of unstable modes
leads to the emergence of turbulent behavior. Specifi-
cally, the evolution follows a typical sequence, where in
the initial regime of linear instability, a well-defined set of
helical magnetic field modes exhibit exponential growth.
Non-linear effects induce the secondary growth of a wide
range of left and right handed magnetic fields modes,
until the unstable growth saturates when the magnetic
field spectrum exhibits non-perturbatively large occcu-
pation numbers, with a significant left (L) versus right
(R) helicity imbalance. Subsequently, the plasma enters
a regime of decaying turbulence where the spectrum of
magnetic field modes shows a self-similar scaling behav-
ior associated with an inverse cascade of magnetic helic-
ity. Based on our microscopic simulations, we are able to
characterize the entire sequence of events, starting from
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2the extraction of growth- (and decay-) rates of helical
gauge field modes in the primary and secondary instabil-
ity regimes all the way to the turbulent scaling regime for
which we extract the relevant far-from-equilibrium scal-
ing exponents for the first time.
Simulation technique. We perform real-time simula-
tions ofNf degenerate flavors of quantum Dirac fermions,
coupled to classical-statistical gauge fields [59–64]. By
numerically solving the coupled set of of Dirac and
Maxwell’s equations for electro-magnetic fields Ei and
Bi in temporal-axial (A0 = 0) gauge,
i∂tΨˆx(t) = γ
0(iγiDi[A]−m)Ψˆx(t) , (1)
∂tE
i
x(t)− [∇×Bx(t)]i = −e2Nf 〈
1
2
[ ˆ¯Ψx(t)γ
i,Ψx(t)]〉 ,
(2)
where Di[A] ≡ ∂i − igAix(t) is the covariant derivative.
We include the effects of electro-magnetic fields on the
fermions sector as well as the non-linear back-coupling
of fermion currents jν = 〈 12 [ ˆ¯Ψxγi,Ψx]〉 on the dynamical
gauge fields.
By discretizing the theory on a N3s spatial lattice, the
fermion field operator Ψˆx(t) becomes finite dimensional,
and the solution to the operator Eq. (1) can be con-
structed from the solution of Dirac equation for a set of
4N3s independent wave-functions [59, 64]. We use a com-
pact Hamiltonian lattice formulation of QED [65] with
O(a3) tree-level improved Wilson-fermions, which is cru-
cial for non-pertubative studies related to chiral anomaly,
as detailed in [64]. Our classical-statistical simulations
are accurate to leading order in e2, but all orders in
the coupling between gauge and matter fields e2Nf . We
specifically work in this regime of strong interactions be-
tween gauge and matter fields e2Nf = 64, which is sig-
nificantly larger than in single flavor QED (e2Nf ≈ 0.09)
to resolve all relevant scales by including quantum fluc-
tuations in our lattice simulations.
We prepare the system as a charge neutral but chirally
imbalanced Fermi gas, by specifying initial fermion oc-
cupation numbers according to the Fermi-Dirac distribu-
tion n
u/v
h (p) = 1/(e
(ωp−µhh)/T + 1) with helicity chem-
ical potential µh, where ωp = ±
√
p2 +m2 labels the
energy levels for particle and anti-particles respectively.
We work in the low-temperature regime (µh  T ) and
use T/µh = 1/8 in our simulations. Similarly, we con-
sider vacuum initial conditions for the gauge field sector,
which are respresented by a classical-statistical ensemble
of fluctuating fields (see [66] for details). Our simulations
are performed on different lattices with N3s = 32
3 and 483
sites and µhas = 2/3, 1, 1.25, 1.5 and close to the chiral
limit mas = 5 · 10−4, where as is the lattice spacing. We
express our results in terms of dimensionless quantities
in units of the initial helicity chemical potential µh.
Chiral instabilities Starting from an initial helicity im-
balance (µh > 0) in the fermion sector, the chiral plasma
FIG. 1. Evolution of the occupation numbers n
L/R
B (t, |p|) of
left handed (left panel) and right handed (right panel) modes
with p/µh ≈ 0.1 − 1 as a function of time. Distinct regimes
of linear growth, secondary growth and onset of turbulent
behavior are also indicated.
FIG. 2. Growth rates of right-handed (blue symbols) and
damping rates of left-handed (orange symbols) gauge field
modes in the linear instability regime
instability triggers an exponential growth of gauge fields
with right-handed (circular) polarization, as can be seen
from Fig. 1, where we present the evolution of the left
(L) and right (R) handed components of the magnetic
fields n
L/R
B (t,p) ≡ ±|BL/R(t,p)|2/|p| for selected mo-
mentum modes |p|/µh ≈ 0.1 − 1. Separating the field
into left and right handed components according to the
helicity projection BL/R(t,x) = |p|±ip×2|p| B(t,p) (see sup-
plementary material for details of the lattice definition),
one finds that at early times only the right-handed com-
ponents experience exponential growth within a narrow
momentum range; all other modes show a damped os-
cillatory behavior as can be qualitatively expected from
the interplay of electric-magnetic fields and currents in a
conducting medium.
3FIG. 3. Evolution of the individual contributions to the en-
ergy density (left) and (net-) chiral charge density (right).
Different symbols correspond to results obtained using differ-
ent discretizations µhas = 0.66−1.5 on N3s = 323, 483 lattices.
In the right panel, shaded bands show continuum extrapola-
tions which satisfy the anomaly relation in Eq. (3) to good
accuracy.
We further quantify this behavior in Fig. 2, where we
show the growth rates (blue symbols) for the primary
unstable and damping rates (orange symbols) of initially
stable modes, extracted from an exponential fit to the
evolution of the occupation number n
L/R
B . Shown results
for the growth and damping rates are quantitatively con-
sistent across different lattices sizes N3s = 32
3, 483 and
lattice spacings µhas = 2/3, 1, 1.25, 1.5, with a maximal
growth rate γ0 ≈ 0.07µh for right handed modes with
|p| ≈ 0.5µh.
While the exponential growth (damping) of right-(left-
)handed modes sets in almost directly, after a short de-
lay of µht ≈ 20 − 50 due to the initial quench [67], the
evolution continues in this fashion until non-linear in-
teractions between unstable modes induce secondary in-
stabilities [57, 68]. During this second phase, which in
Fig. 1 occurs around µht ≈ 250, a large range of left
and right handed momentum modes starts to exhibit ex-
ponential growth with strongly enhanced growth rates
γsecondary ∼ 2 − 3γ0, until around µht∗ ≈ 350 the insta-
bility saturates and the exponential growth terminates.
Energy & Helicity transfer Conserved quantities are
shared and transferred between fermions and gauge field
throughout the evolution of the system. Clearly, the total
energy is conserved and receives contributions from the
gauge Eg =
∫
d3x
[
~Ex(t)
2
2 +
~Bx(t)
2
2
]
and fermion sector
Ef = Nf
∫
d3x
〈
1
2
[
Ψ¯x(t), γ
0(−i /Ds +m)Ψx(t)
]〉
. One
also finds an approximate conservation law for the net
chirality of the system. By means of the axial anomaly
[69, 70]
∂tN5(t) = e
2Nf∂tNh(t) (3)
+ 2im
∫
d3x
〈
1
2
[
Ψ¯x(t), γ
5Ψx(t))
]〉
,
the sum of fermion chirality N5(t) =
Nf
∫
d3x〈 12 [ ˆ¯Ψx(t), γ0γ5Ψˆx(t)]〉 and magnetic helic-
ity Nh(t) =
1
4pi2
∫ t
0
dt′
∫
d3x Ex(t
′)Bx(t′) is conserved
in the chiral limit (m → 0), and we have checked
explicitly that for the small values of m considered,
dissipative effects due to finite fermion mass in the
second line of Eq. (3) are negligible over the time scale
of our simulations. However, it is important to point
out that lattice discretization effects can spoil the net
chirality conservation; this is precisely the reason why
we use tree-level improved operators such that the axial-
anomaly relation in Eq. (3) is in the continuum-scaling
regime (see e.g. [64]).
Simulation results for the individual contributions to
the energy density (left panel) and net chirality (right
panel) are compactly summarized in in Fig. 3. Different
points in each panel show the results for different lattice
sizes and spacings, and we have shifted the horizontal axis
of the individual data sets to account for the residual dis-
cretization dependence in the time µht
∗ where exponen-
tial growth saturates [71]. While initially the dominant
contribution to energy density and net chirality resides
in the fermion sector, the chiral plasma instability leads
to an exponential growth of electric and magnetic com-
ponents of the energy density. Growth rates of volume
averaged quantities E2(t), B2(t) and nh(t) are dominated
by the growth rate γ0 of the maximally unstable mode
as indicated by the dashed line ∝ eγ0t. Despite the ex-
ponential increase, only a small fraction of the total en-
ergy density e2εtot ≈ 0.033 e2Nf µ4h is transferred from
fermions to electro-magnetic fields. It is also interesting
to observe that throughout the evolution, the magnetic
field strength exceeds the electric one by at least one or-
der of magnitude, B2  E2, indicating the presence of
strong interactions between gauge and matter fields.
When considering the balance of the net chirality in
the plasma, a manifestly different picture emerges. De-
spite the fact that the (continuum) anomaly relation in
Eq. (3) is violated at finite lattice spacing, our use of op-
erator improvements significantly reduces discretization
effects allowing us to perform controlled continuum ex-
trapolations, which are consistent with conservation of
the net chirality, as is indicated by the shaded bands in
the right panel of Fig. 3. While the continuum extrap-
olation is subject to relatively large uncertainties due to
the available size lattices, we can safely infer that a sub-
stantial amount of the axial charge density of fermions
n5(t = 0) ≈ 0.039µ3h is transferred to magnetic helicity
density over the course of the evolution. Specifically, we
find that for the two largest lattices available, the mag-
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FIG. 4. (top left) Evolution of the net magnetic helicity spec-
trum ∆nB = n
R
B − nLB during the instability and subsequent
turbulent regime. (top right) Self-similarity of the net mag-
netic helicity spectrum in the turbulent regime, for evolution
times µht = 400, 450, · · · , 600 re-scaled according to Eq. 4
with α = 0.9, β = 0.3 and µht
∗ = 375. (bottom) Evolution
of the spectrum of left/right handed fermions shows a clear
depletion of the axial charge imbalance.
netic helicity eventually dominates over the axial charge
of fermions.
Chiral Turbulence. Subsequent to the saturation of
unstable growth, the plasma enters a turbulent regime
characterized by a much slower time evolution, which
we analyze in terms of the magnetic field and fermion
spectra depicted in Fig. 4. Spectral distributions of the
net-helicity in the gauge field sector, i.e. the difference
between occupation numbers of left- and right-handed
modes ∆nB(t,k) = n
R
B(t,k)−nLB(t,k), at different times
µht = 100, 250, 350, 400, 500, 600 are presented in the top
panel. The lower panel shows the spectra of left- and
right-handed fermions extracted from equal time corre-
lation functions in Coulomb gauge by performing the
appropriate projections onto positive/negative helicity
states (see supplementary material for details). Starting
from the linear instability regime for µht . 250, the net-
helicity in the gauge sector shows an exponential growth
within a limited range of wave numbers |p| . 0.8µh,
while left and right handed fermion spectra remain es-
sentially unchanged with distinct sharp Fermi surfaces
separated by the helicity chemical potential. Secondary
growth of instabilities between µht ≈ 250− 350 leads to
a strong population of magnetic field modes at low and
high wave-numbers. Over the same period of time the
rapid changes in the gauge field sector are accompanied
by a significant heating and depletion of the helicity im-
balance in the fermion sector, as can be inferred from
the softening of the Fermi surface along with narrowing
of the gap between left and right handed modes. Even-
tually, for µht > µht
∗ ≈ 350, the growth of the chiral
instability saturates, and the evolution slows done con-
siderably compared to the rapid changes at earlier times.
In the turbulent regime the spectrum of magnetic he-
licity ∆nB(t,k) exhibits a self-similar scaling behavior,
which is illustrated in the top right panel of Fig. 4.
Upon re-scaling, the spectra at different evolution times
µht = 450 − 600 are all found to collapse onto a single
scaling curve fs(|p|). While a detailed characterization
of the scaling function fs(|p|) is beyond the scope of this
work, we note that for intermediate momenta, the scal-
ing function fs(|p|) features a ∼ p−κ power law behavior
with a large scaling exponent κ = 10.2 ± 0.5 illustrated
by the gray dashed line. Due to self-similarity, the late
time evolution of the spectrum of magnetic helicity can
be characterized in a compact form
∆nB(t,p) = τ
αfs(τ
β |p|), (4)
with scaling exponents α, β and scaling function fs,
where τ ≡ µh(t−t∗) is a dimensionless time variable with
respect to the reference time µht
∗ ≈ 350 for the transition
to the turbulent regime. Notably, a self-similiar behavior
as in Eq. (4) is characteristic for the late stage evolution
of unstable systems, and has been reported previously in
a variety of different contexts [54, 72, 73]. In all of these
examples, the initial instability leads to a rapid memory
loss of the initial conditions, such that the subsequent
turbulent evolution is universal and entirely character-
ized by α, β and fs, which describe the transport of a
conserved quantity across a large separation of scales.
Based on a statistical scaling analysis, following the pro-
cedures outlined in [73] (see supplementary material for
details), we obtain the following estimates for the scaling
exponents
α = 1.14± 0.50 , β = 0.37± 0.13 .
Since the magnetic helicity Nh can be equivalently ex-
pressed as an integral over the net helicity spectrum,
Nh(t) =
∫
d3k
(2pi)3 ∆nB(t,k), one finds that the approxi-
mate validity of the scaling relation α ≈ 3β implies the
conservation of the magnetic helicity of the plasma at
late times, which is consistent with the behavior seen
in Fig. 3. One therefore concludes that the self-similar
behavior in Eq. (4) should be associated with an in-
verse cascade of magnetic helicity, which is transported
5FIG. 5. Visualization of magnetic field lines at times
µht = 350 (left) and µht = 600 (right). Coarsening of the
magnetic field due to the inverse cascade of magnetic helicity
is observed.
from microscopic (` ∼ µ−1h ) to macroscopic length scales
(` ∼ µ−1h τβ).
Strikingly, the inverse cascade of magnetic helicity also
manifests itself directly in the spatial structure of the
field configurations, as illustrated in Fig. 5 where we
show stream tracing plots of the magnetic fields. Start-
ing from a significant number of small scale swirls at
µht = 350 where the unstable growth saturates, one ob-
serves a clear coarsening of the magnetic fields towards
later times µht = 600, where a few swirls fill the entire
simulation volume. It is also evident from Fig. 5 that the
QED plasma develops sizeable inhomogeneities over the
course of the evolution of the chiral instability, which also
manifest themselves in other observables such as e.g. vec-
tor/axial charge densities which are not shown here but
will be discussed in a forthcoming publication [74].
Conclusions & Outlook. We presented an ab-initio
study of chiral instabilities and chiral turbulence, based
on microscopic real-time lattice simulations of strongly
coupled QED. Chirality transfer through chiral instabili-
ties and the subsequent generation of macroscopic helical
magnetic fields proceeds in a three stage sequence. Initial
primary growth, is followed by secondary growth until
the instability saturates, when the gauge field occupation
numbers become non-perturbatively large. During the
unstable phase, the fermion chirality is significantly de-
pleted and transferred into magnetic helicity, while most
of the energy is still carried by fermions.
Subsequently, the system enters a turbulent regime,
where magnetic helicity is transported to large distances
by an inverse cascade. In this regime, the helicity spec-
trum shows a steep power-law behavior, with exponent
κ = 10.2 ± 0.5 and the dynamics follows a self-similar
scaling behavior with scaling exponents α = 1.14 ± 0.50
and β = 0.37 ± 0.13. While our study represents the
first observation of a self-similar (inverse) cascade of mag-
netic helicity in non-equilibrium plasmas from the under-
lying microscopic theory, previous works have reported
similar findings based on macroscopic near-equilibrium
calculations in anomalous magneto-hydrodynamics [32,
75, 76]. However, the observed scaling exponents in
the non-equilibrium plasma appear to be manifestly dif-
ferent from the corresponding results obtained in near-
equilibrium calculations based on anomalous magneto-
hydrodynamics, which will require further investigation
in the future.
While our current study established the dynamics of
chiral turbulence close to the chiral limit for strongly cou-
pled QED plasmas, one important next step would be to
explicitly verify the universality of our results by varying
the coupling strength e2Nf and further explore the im-
pact of dissipative effects due to finite fermion mass on
the chiral turbulent regime. With regards to the dynam-
ics of the Chiral Magnetic Effect in Quantum Chromo-
dynamics (QCD), it would also be interesting to investi-
gate and compare the analogous dynamics in non-Abelian
gauge theories, where one ultimately expects the chiral-
ity imbalance in the fermion sector to be absorbed into a
non-trivial topology of the non-Abelian gauge fields [20].
Nevertheless, on transient time scales there could be an
interesting competition between effectively abelian phe-
nomena such as the chiral plasma instability and gen-
uinely non-abelian effects related to the topology of the
gauge fields which should be explored further.
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SUPPLEMENTARY MATERIAL
Details of lattice implementation
We use a compact Hamiltonian formulation of U(1)
gauge theory in temporal axial gauge, where we define
lattice gauge links Ui and lattice electric fields Ei as
Ui(t,x) = exp(−igaiAai (t,x)ta) , (5)
Eai (t,x) =
ga3
ai
∂tA
a
i (t,x) , (6)
with Ei = E
a
i t
a where ta = 1/
√
2 of the U(1) gauge
group. Based on the lattice Hamiltonian, the update
rules for the lattice gauge links and lattice electric fields
take the form
Ui(t+ at,x) = exp
(
−iata
2
i
a3
Eai (t,x)t
a
)
Ui(t+ at,x)
(7)
Eai (t+ at,x)− Eai (t,x) = g2Nf
at
ai
Jai (t,x) ,
−2
∑
j 6=i
ata
3
a2i a
2
j
ReTr ita (Ui,j(t,x)− Ui,−j(t,x)) , (8)
where Jai (t,x) denotes the back-reaction current in the
presence of dynamical fermions (c.f. Eq. 13). Gauge links
and electric fields are initialized by a gaussian random
superposition of plane waves to describe their vacuum
fluctuations as detailed in [73].
We use a mode decomposition of the fermion field op-
erator,
ψˆ(t,x) =
1√
N3a3s
∑
s
Φs(t,x) ×
{bˆs particles
dˆ†s anti-particles
,
(9)
where bˆs and dˆ
†
s are the time independent fermionic cre-
ation and annihilation operators for particles and an-
tiparticles, and Φs(t,x) are c-numbered wave functions.
We initialize the s = 1, · · · , 4N3 fermion wave functions
Φs(t,x) as plane wave helicity eigenstates, such that s
collectively labels the particle/antiparticle nature, helic-
ity and momentum of each mode.
Φs(t = 0,x) =
{
e+ipsxuhs(ps) particles
e−ipsxvhs(ps) anti-particles
(10)
where uh(p) and vh(p) denote helicity spinors for Wil-
son fermions (see Appendix A of [64] for explicit expres-
sion). Evolution equations for the fermion wave functions
Φs(t,x) take the form
8Φs(t+ at,x)− Φs(t,x) = +
∑
n,i
Cnat
2ai
γ0
(
γi + inrW
)
U−ni(t+ at/2,x)Φs(t+ at/2,x− i)
−
∑
n,i
Cnat
2ai
γ0
(
γi − inrW
)
U+ni(t+ at/2,x)Φs(t+ at/2,x+ i)
−i
mat +∑
n,i
CnnrW
ai
 γ0Φs(t+ at/2,x) (11)
where C1 = 4/3 and C2 = −1/6 for leading order tree-
level improvement, rW = 1 is the Wilson parameter and
we denote
U+ni(t,x) =
n−1∏
k=0
U†i (t,x+ ki) ,
U−ni(t,x) =
n∏
k=1
U†i (t,x− ki) . (12)
Back-reaction currents Jai (t,x) are given by
Jai (t,x) =
∑
n
Cn
n−1∑
k=0
Uabx−kiJ
b
i(n)(x− ki) (13)
where Jai(n)(t,x) denotes the individual contributions
from n-link terms
Jai(n)(t,x) =
1
2
〈
Ψ†(t,x) γ0
(
γi − inrw
)
ta U+ni(t,x) Ψ(t,x+ ni) + h.c.
〉
(14)
By inserting the operator decomposition in Eq. (9), the
expectation values of bi-linear operators are evaluated
according to
〈Ψ†xOx,yΨy〉 =
1
N3a3
∑
s
Φ†s(t,x)Ox,yΦ
†
s(t,y)
×
{
+[ns(t = 0)− 1/2] particles
−[ns(t = 0)− 1/2] anti-particles (15)
where ns(t = 0) is the initial mode occupancy, given by
a Fermi-Dirac distribution
ns(t = 0) =
1
expβ(|ωp| − sµh) + 1 (16)
with helicity chemical potential µh. Here, the lattice
dispersion is ωp = ±
√
p2 + m˜2 for particles and anti-
particles respectively, where the lattice momenta are
pi =
∑
n
Cn
as
sin(2pinqi/N) (qi ∈ [0, Ni − 1]) and effective
mass is given by m˜ = m+ 2rW
∑
i
∑
n
Cn
as
sin (pinqi/N).
Eqns. (6,5,11,13) form a closed set of coupled evolution
equations, which we solve numerically using a leap-frog
scheme. We note that the coupled set of evolution equa-
tions for gauge fields and fermions automatically lead to
a conservation of the Gauss law constraint
Ga(t,x) = (17)∑
i
Eai (t,x)− Uab−i(t,x)Ebi (t,x− i) + g2NfJa0 (t,x) ,
in the sense that Ga(t+at,x) = G
a(t,x) such that Gauss
law constraint Ga(t,x) = 0 is satisfied automatically as
long as it is satisfied by the initial conditions. Due to
the presence of dynamical fermions, the initial conditions
described above do not satisfy the Gauss law constraint
automatically. Hence, in order to restore Gauss law at
initial time, we follow previous works and subsequently
project the electric fields on the constraint surface us-
ing the algorithm of [79], and we have checked explicitly
that violations of Gauss law stay at the level of machine
precision over the course of the entire simulation.
Based on the solution of the gauge links, electric fields
and fermion wave-functions, bulk observables, such as in-
dividual components of the energy density or vector/axial
currents, can directly be calculated from a gauge in-
variant operator definition (see e.g. [64]). Since in
abelian gauge theories the field strength tensor is gauge
invariant, we can directly calculate spectra by decom-
posing the magnetic fields into left/right handed com-
ponents. Defining the magnetic field B(t,k) as the
Fourier transform of the magnetic field in position space
Bai (t,x) = 
ijkReTr[itaUjk](t,x), the projection onto
left/right handed modes can be performed directly in mo-
mentum space according to
BL/R(t,k) = PˆL/R(k)B(t,k) (18)
where the left/right handed helicity projector is given by
Pˆ ijL/R(k) =
|k|δij±ikllij
2|k| . We employ the following lattice
discretization
9PˆL/R(k) =
1
2
 SySz ±SxDz/(λB(k)) ∓SxDy/(λB(k))∓SyDz/(λB(k)) SxSz ±SyDx/(λB(k))
±SzDy/(λB(k)) ∓SzDx/(λB(k)) SxSy
 , (19)
where the eigenvalues of the lattice curl operator are
λ2B(k) = 4
∑
i=x,y,z
tan2(k˜i/2)
a2i
, (20)
with k˜i = 2piqi/Ni. By Si = [1 + exp (−ik˜i)]/2 we denote
the Fourier representation of the downward lattice aver-
aging operator and Di = [1− exp (−ik˜i)]/ai is the back-
ward derivative, such that in coordinate space the above
definitions amount to evaluating the operators B(t,x)
and ∇ × B(t,x) at the same lattice point by averaging
over neighboring plaquettes.
Based on this decomposition, the occupancy of
left/right-handed magnetic field modes is simply given
by
n
L/R
B (t,k) =
|BL/R(t,k)|2
|k| . (21)
Vice versa, when extracting fermion spectra, we exploit
the residual gauge freedom to fix Coulomb gauge at the
time of the measurement (see. e.g. [73]) and calculate
the helicity projected spectra according to
nhF (t,p) =
1
N3
∑
x,y
〈 ψˆ(t,x)† φh,p(x)φ†h,p(y) ψˆ(t,y) 〉 ,
(22)
where φh,p(x) are the free wave functions for particles
and antiparticles with helicity h = ±1 and momentum p
in Eq.(10).
SCALING EXPONENT EXTRACTION
We perform a statistical analysis of self-similarity fol-
lowing the procedure outlined Appendix D of [73] to de-
termine the most likely values of t∗, α, and β. Based
on the self-similar behavior of the spectrum of magnetic
helicity in Eq.(4), we first define a reference function
fref(t, p˜ = τ
β
refp) = log τ
−α
ref ∆nB(τ
β
refp) , (23)
where τref = µh(tref − t∗). In order to determine the
quality of scaling for a each combination of t∗, α, and β,
we compare the reference function to the scaled spectrum
at a number of different ‘test‘ times, defined analogously
as
ftest(t, p˜ = τ
β
testp) = log τ
−α
test∆nB(τ
β
testp) , (24)
FIG. 6. Reduced likelihood distributions W (α) (top left),
W (β) (middle center) and W (t∗) (bottom right) are shown
along the diagonal; on the off diagonal are the reduced like-
lihood distribution W (α, β) (center left), W (α, t∗) (bottom
left) and W (β, t∗) (bottom center). Solid line in the right
panel shows the scaling relation α − dβ = 0 for magnetic
helicity conservation.
where µhttest = 450, 475, 500, 525, 550, 575, 600 typically.
We quantify the deviations from ideal scaling in terms of
χ2(α, β, t∗) =
1
Ntest
∑
τtest
∫
dp˜
p˜ (fref(p˜)− ftest(p˜))2∫
dp˜
p˜ (fref(p˜))
2 ,
(25)
with p˜ integration restricted such that the physical mo-
menta p are in the infrared regime 0.1 < p/µh < 0.5. We
then quantify the likelihood that a given set of parame-
ters gives the best overall rescaling by the function
W (α, β, t∗) =
1
N exp
[
−χ
2(α, β, t∗)
χ2min
]
, (26)
where χ2min = 1.7 · 10−3 denotes the minimal value of
χ2(α, β, t∗) obtained for α ≈ 0.9, β ≈ 0.3, µht∗ ≈ 375
employed in Fig. 4. We visualize the results of the statis-
tical scaling analysis in Fig. 6, where the different pan-
els show the reduced likelihood distributions W (α, t∗),
10
W (β, t∗) and W (α, β) which are obtained by integrating
the other variables, e.g. W (α, t∗) =
∫
dβ W (α, β, t∗) and
similarly for the other components. Based on the self-
similar scaling behavior, the evolution of the net helicity
of the system can be evaluated according to
Nh(t) '
∫
p
∆nB(p, t) = τ
α
∫
p
fs(τ
βp)
= τα−dβ
∫
p˜
fs(p˜) ' const× τα−dβ , (27)
such that for α − dβ = 0 the net magnetic helicity is
conserved. We find that this scaling relation is approx-
imately satisfied, as indicated by the solid line in the
bottom panel of Fig. 6.
