Attentional modulation of neuronal activity in sensory cortex could alter perception by 29 enhancing the local representation of attended stimuli or its behavioral read-out 30 downstream. We tested these hypotheses using a task in which mice are cued on 31 interleaved trials to attend visual or auditory targets. Neurons in primary visual cortex 32 (V1) that encode task stimuli have larger visually-evoked responses when attention is 33 directed toward vision. To determine whether the attention-dependent changes in V1 34 reflect changes in representation or read-out, we decoded task stimuli and choices from 35 population activity. Surprisingly, both visual and auditory choices can be decoded from 36 V1, but decoding takes advantage of unique activity patterns across modalities. 37 Furthermore, decoding of choices, but not stimuli, is impaired when attention is directed 38 toward the opposite modality. The specific effect on choice suggests behavioral 39 improvements with attention are largely due to targeted read-out of the most informative 40 V1 neurons. 41 represents sensory stimuli across behavioral contexts (Cohen and Newsome, 2008; 59 Lakatos et al., 2009; Raposo et al., 2014; Snyder et al., 2018; Zhang et al., 2011). 60 However, changes in the representation of sensory information may not be sufficient to 61 account for the observed behavioral effects of attention (Krauzlis et al., 2014; Ruff and 62 Cohen, 2018). Instead, contextual changes in population activity may also alter the 63 communication between sensory cortical areas and their downstream targets (Panzeri 64 et al., 2017; Ruff and Cohen, 2016, 2018). Thus, the behavioral effects of attention 65 could be due to changing how efficiently stimulus information is read-out out by 66 downstream areas (e.g. by increasing the efficacy of transmission) in addition to 67 changing the quality of the stimulus information encoded in sensory cortex (e.g. by 68 enhancing the signal-to-noise). 69
Introduction 42
In a complex environment with competing incentives, animals must quickly 43 integrate sensory stimuli and flexibly act in a way that depends on current goals. 44
Animals can prioritize specific sensory information through goal-directed selective 45 attention, enabling faster and more sensitive behavioral report of important signals at 46 the expense of less relevant ones (Carrasco, 2011; Maunsell, 2015) . Attention is 47 thought to be supported, at least in part, by changes in the neuronal representation of 48 stimuli during sensory processing. Indeed, changes in the firing rate and reliability of 49 Because responses on auditory trials reflect the population activity that 161 accompanies impaired detection on invalidly cued visual trials we compared neuronal 162 activity on visual and auditory trials to determine how attention impacts visual responses 163 in V1. Indeed, we found a reliable increase in visually-driven activity in V1 neurons 164 when the visual stimulus was attended (Figure 2d, f) . On average, we find that 165 anticipation-responsive V1 neurons (i.e. responsive to the first stimulus or late in the 166 trial) had greater responses on visual trials as compared to auditory trials, but only late 167 in the trial (early window (0-1400 ms): p=0.54; late window (1400-2833 ms): p < 0.0001; 168 paired t-test, n=663 neurons; Figure 2d ). Differences across trial types during this late 169 phase incorporate both time-locked, visually-driven responses as well as slower, 170 sustained changes in activation. To quantify how visually-driven responses to the 171 distractor change with attention, we aligned the onset of each distractor stimulus 172 occurring late in the trial (fifth through last distractor before the target) and identified the 173 subset of responsive cells that were reliably driven by these late distractors ("late-174 responsive"; n = 347 cells; Figure 2f ). Late-responsive neurons had greater visually-175 driven responses on attend-vision trials (p<0.001, paired t-test; Figure 2f , top) and a 176 mean visual-auditory selectivity index (SI VA ; the difference between each neuron's 177 variance normalized average response on visual trials and auditory trials) that was 178 significantly greater than zero (p<0.0001, Student's t-test; Figure 2g ). Thus, visually 179 driven neuronal responses in V1 are enhanced when the mouse is attending to visual 180 targets. sensory effects of the auditory cue. To investigate the sensory contribution of the cue in 183 the absence of attention, we imaged V1 neurons in a separate cohort of naïve mice as 184 they passively viewed a movie of the cross-modal task. In these naïve mice, distractor-185 driven V1 neuron responses were actually smaller on visual trials compared to auditory 186 trials (n=393 neurons, p<0.001, paired t-test; Figure 2e) . Similarly, in these mice, 187 visually-driven responses were larger on auditory trials (n=242 neurons, p<0.0001, 188 paired t-test; Figure 2f , bottom), and across neurons the average SI VA was less than 189 zero (p<0.0001, Student's t-test; Figure 2g ). Moreover, while there were similar 190
proportions of significantly modulated cells in behaving and naïve mice, we found that 191 there were many more +SI VA neurons in the behaving mice (behavior -15.0% 192 modulated, 38/52 with +SI VA I; naïve -16.1% modulated, 5/39 with +SI VA , 193 Supplemental Figure 3a) . Thus, observed increases in V1 neuron activity during the 194 anticipation phase of the task are due to changes in selective attention, and may even 195 be competing against the suppressive effects of multi-sensory interactions. 196
Finally, we addressed the population of cells that were suppressed during the 197 late phase of the anticipation period. In this population, we found no significant 198 difference between attend-visual and attend-auditory trials during the late response 199 window (dF/F visual: -2.3±0.1%; dF/F auditory: -2.2±0.1%; p=0.37, paired t-test, n=291 200 cells; Supplemental Figure 4 ). There were neurons that were significantly modulated 201 across attentional conditions (11.1% modulated), however there was a similar 202 proportion of modulated suppressed cells in the naïve dataset (10.9% modulated) and 203 the fraction of +SI VA and -SI VA cells were balanced within both groups (behaving: 16/35 204 with +SI VA ; naïve: 2/5 with +SI VA , Supplemental Figure 3a) . Thus, we conclude that 205 attention increases the activity of driven V1 neurons and has no net effect on the activity 206 of suppressed cells. 207 208
Visual attention increases activity in task-relevant neurons 209
While distractor-responsive V1 neurons had a greater average response on 210 visual trials, there was substantial diversity in the magnitude and direction of attentional could explain this diversity in modulation. We hypothesized that attention may 213 preferentially increase responses of V1 neurons that are useful for performing the task. 214
Because orientation tuning is an important feature for differentiating targets and 215 distractors, we next analyzed responses to drifting gratings presented in a passive 216 session following the behavior. These experiments allowed us to measure each 217 neuron's full orientation tuning curve (0-180°) because task orientations were only 218 varied between 0-90° (Figure 3a) . We then binned late-responsive neurons by their 219 preferred orientation (0°, n=41; 45°, n = 60; 90°, n = 81; 135°, n = 67) to test the 220 hypothesis that attentional modulation is specific to task-informative neurons. 221
Neurons' attentional modulation depended on their orientation preference. On 222 average, only neurons with orientation preference that matched the task stimuli (i.e. 0°-, 223 45°-, and 90°-preferring neurons) had a significantly positive attentional modulation 224 (average SI VA , 0°: p<0.01; 45°: p<0.01; 90°: p<0.05; 135°: p=0.53; Student's t-test, 225
Figure 3b-c). This difference in the magnitude of attention modulation was largely 226
explained by the fraction of neurons with positive or negative selectivity within each 227 group. Zero-preferring neurons had significantly more positively than negatively 228 modulated neurons and 45°-and 90°-preferring neurons showed the same trend (0°: 229 p<0.05; 45°: p=0.14; 90°: p=34; 135°: p=0.86, Chi-squared test; Figure 3d ). The 230 magnitude of selectivity was similar across orientation preference groups when positive 231 and negative selectivity neurons were assessed independently (positive-p=0.36; 232 negative-p=0.87; one-way ANOVA; Figure 3e ). Thus, neurons that prefer task 233 orientations are more likely to be positively modulated by attention than those that 234 prefer orientations not used in the task. 235
236

Information about visual and auditory stimuli and choices is present in V1 237
Two major (non-mutually exclusive) hypotheses for the neuronal basis of 238 attention posit that its behavioral effects could be due to enhancement in 1) the signal-239 to-noise of the sensory cortex population response or 2) the efficiency of the 240 downstream decoder in reading out that activity. The observed attentional modulation of 241 the activity of task-relevant V1 neurons might support either hypothesis, either through 242 direct impact on the stimulus representation or read-out of V1, or by reflecting changes in the downstream decoder. Thus, we took a regression-based approach to test how 244 attention-dependent changes in V1 neuronal activity alter representation and read-out of 245 sensory stimuli. Specifically, we assessed the accuracy of representation in V1 by 246 decoding the activity of simultaneously recorded populations of neurons in response to 247 single stimulus presentations during behavior to predict the whether the stimulus was a 248 target or distractor ("stimulus model," Figure 4a-b) . We also used the same neuronal 249 population responses to predict whether the choice was yes or no ("choice model," 250 Figure 4a, c) as a measure of the accuracy of read-out. Differences in the performance 251 of these models across visual and auditory trials reflect differences in how task 252 information can be extracted from V1 neurons and can thus reveal how modulation of 253 V1 neuron populations might support changes in attention across modalities. 254
For both models, we selected a subpopulation of strongly task-driven (i.e. target-255 or distractor-responsive), orientation tuned neurons from each imaging session, trained 256 a generalized linear model to discriminate the stimulus or choice for all but one 257 presentation, and then used the fit weights to test held-out presentations (see Methods). 258
The population of V1 neurons performed well above chance at predicting the type of 259 visual trial stimulus (distractor (D) or target (T), All V -p<0.0001; Student's t-test; n = 5 260 mice, 14 sessions; Figure 4d) In naïve mice (untrained animals, passively viewing task stimuli), the stimulus model 265 performed well above chance across all presentations (p<0.0001; Student's t-test; 266 Figure 4d ), but performed at chance at detecting hard visual targets (D V : p<0.0001; 267 HT V : p=0.98; ET V : p<0.0001; Student's t-test). Thus, there is information in V1 about 268 whether the stimulus is a visual target or distractor. Further, information about the 269 stimulus is enhanced in the behaving condition. 270
We also found that there is information in V1 that can be used to predict the 271 mouse's choice on visual trials: whether it responded yes (i.e. hits and false alarms) or 272 no (i.e. misses and correct rejects; All V -p< 0.0001; Student's t-test, Figure 4c, To address how these population representations might change across 280 attentional conditions, we next trained a model to discriminate the auditory distractor 281 (D A ) from target (T A ) stimuli. Notably, since the visual stimuli accompanying auditory 282 distractors and targets are identical (i.e. vertical gratings), and V1 neurons are not 283 known to explicitly represent auditory stimuli, we did not expect that there would be 284 information in V1 for discriminating auditory targets from distractors. Thus, it was 285 surprising that we were still able to discriminate auditory targets and distractors above 286 chance on auditory trials (All A -p<0.0001, Student's t-test; Figure 4g ), and the model 287 performed only slightly better at predicting auditory targets than distractors (paired t-test, 288 p<0.05). Unlike the visual condition, data from naïve animals could not be used identify 289 auditory stimuli (p=0.18; Student's t-test; Figure 4h ). This suggests that behaving or 290 training in this task gates the propagation of information about the auditory stimulus into 291
V1. 292
As with visual trials, we also found that there is information in V1 about the 293 mouse's choices on auditory trials (All A : p<0.0001; D A : p<0.01; ET A : p<0.001; Student's 294 t-test; Figure 4i ). The ability to predict choice cannot simply be explained by signals in 295 V1 reflecting whether the mouse was rewarded or not, since many of the presentations 296 in which the mouse responded "yes" were not rewarded (i.e. correct rejects). However, 297 a trivial explanation for these signals could be a motor feedback signal, since all "yes" 298 responses involve releasing the lever. To address this possibility, we analyzed the 299 performance for each stimulus and choice model in varying time windows following 300 stimulus presentation. For both the visual and auditory trials, both stimulus and choice 301 information could be predicted before the earliest allowed reaction time (minimum 302 reaction time: visual = 200ms, auditory=150ms; time when model performance is above 303 55% correct: 52±6ms, visual detect: 60±10ms, auditory target: 98±14ms, auditory 304 detect: 110±15ms; n=14 sessions; Supplemental Figure 4 ). Thus, neuronal activity in visual and auditory trials. Moreover, the model is likely using sensory signals, and other 307 signals that precede the decision, rather than motor or reward-related activity to 308 discriminate choice. 309 310
Linearly separable codes for visual and auditory stimuli and choices in V1 311
The presence of a population code in V1 for auditory stimuli and choices is only 312 surprising if it is truly independent from the population code for visual stimuli and 313 choices. While our analysis argues against a contribution of reward or motor-related 314 signals, there are other shared sensory signals that might contribute to the prediction of 315 auditory information from V1 activity. For instance, efferent copy or reward prediction 316 signals might significantly precede the movement. In addition, visual and auditory 317 distractors are identical (i.e. both are vertical gratings without an auditory tone), and 318 therefore information supporting the identification of visual distractors might contribute 319 to the identification of auditory distractors. If the discrimination of auditory stimuli and 320 choices were due to such shared signals, then we would expect a strong correlation 321 between the weights of each neuron for predicting visual or auditory information. 322
However, auditory and visual weights were only weakly correlated with each other when 323 predicting either the stimulus or the choice (stimulus: explains 0.95% of the variance; 324 R=0.097, p<0.05; Figure 5a ; choice: explains 4.8% of variance; R=0.22, p<0.0001; 325 Pearson correlation; Figure 5b ). To further measure the independence of weights 326 across modalities, we measured the vector angle across visual and auditory weights for 327 both stimulus and choice models. If the weights were significantly correlated, then we 328 would expect a peak at π/4 (where auditory and visual weights are equal). However, the 329 distribution of vector weights was relatively flat, suggesting that weights are 330 independent across modalities (Figure 5c-d) . One possible explanation for this weak 331 correlation would be if there are many possible solutions to the regression. However, 332 this is not the case since we find that the weights for stimuli and choices were both 333 highly correlated within modality (visual-R=0.63; auditory-R=0.80; Supplemental 334 representation and read-out, we investigated how each of these models performed 358 when tested with the same modality target across attentional states. Specifically, we 359 used invalidly-cued visual trials to test if the models performed differently on expected 360 versus unexpected targets (Figure 6a ). There were too few invalidly-cued visual trials to 361 train a new model; instead, we trained the models on stimuli from the validly-cued visual 362
or auditory trials and then tested with stimuli from the invalidly-cued trials. 363 When the stimulus model was trained on validly-cued visual trials, the model 364 performed equally well on held-out validly-and invalidly-cued visual stimuli (p=0.82, n=5 365 mice, 9 sessions; paired t-test; Figure 6b ). In comparison, invalidly-cued visual stimuli modality stimuli irrespective of attentional state. Moreover, the lack of change in 369 performance on validly-compared to invalidly-cued visual trials suggests that the 370 representation of visual targets and distractors in V1 is not improved with attention. 371 Unlike the stimulus model, when the choice model was trained on validly-cued 372 visual trials, it was significantly worse at predicting choices on invalidly-cued trials than 373 held-out validly-cued trials (p<0.05, paired t-test; Figure 6c ). Yet, when the choice 374 model was trained on validly-cued auditory trials and tested with invalidly-cued visual 375 trials, it performed similarly to the visual model at predicting choices on validly-cued 376 visual trials (p=0.35, paired t-test). Thus, the population code that best discriminates the 377 animal's choice depends on attentional state, not modality. Moreover, since the 378 representation of choice in V1 depends on the interaction between V1 and its targets, 379 our data suggests that the major effect of attention is to change which population of V1 380 neurons effectively drives downstream areas to make a decision. 381
Discussion 382
Goal-directed attention changes the activity of sensory neurons, but it is unclear 383 whether these changes in activity relate more to improvements in the encoding of 384 stimuli or to changes in the behavioral read-out of those stimuli. Here, we have 385 developed a task to probe the neuronal correlates of attention in mouse V1. We find 386 that, in addition to altering the magnitude of visually-driven responses of V1 neurons, we find that attention towards the visual stimulus increases responses of V1 neurons. 400
There was diversity in the direction of modulation, and neurons that were tuned for task 401 stimuli tended to be more strongly driven on visual trials. Since we could not explore the 402 full tuning curve of neurons across attention conditions, we cannot directly test whether 403 this observed increase in visual responses on visual trials is due to a gain change, as 404 has been seen in other visual attention paradigms (Lee and Maunsell, 2010; McAdams 405 and Maunsell, 1999). However, while task-tuned neurons were more likely to increase 406 their activity with attention, many neurons actually decreased their activity with attention. V1 and other areas is modulated by attention may be specific to task-design: unlike the 416 sensory selection task, the mice in our task are incentivized to respond to any target 417 regardless of modality or cue. 418
The difference in decoding of V1 population activity across task modalities 419 provides additional evidence that neurons are specifically modulated across attention , we find that the activity of V1 neurons is tightly linked to both the sensory 423 stimulus and the mouse's choice. However, while the weights for stimulus and choice 424 within a modality are highly correlated, the weights across modality are nearly 425 uncorrelated. The lack of correlation across stimulus weights is consistent as the 426 sensory stimuli differ across conditions; however, the lack of correlation across choice Mice were implanted with chronic cranial windows as previously described 480 (Goldey et al., 2014). Prior to surgery (3-16 hours), mice were injected with 481 dexamethasone (3.2 mg/kg, subcutaneously (SC), Bimedia) to reduce brain swelling 482 during the craniotomy. Immediately before surgery, mice were given prophylactic 483 analgesia (2.5 mg/kg meloxicam, SC) and anesthesia was induced with a combination 484 of ketamine and xylazine (200 mg/kg and 30 mg/kg, intraperitoneally (IP)) and 4% 485 isoflurane. Stable anesthesia was maintained at 1-1.5% isoflurane for the duration of 486 the surgery. A titanium headplate was attached to the skull with dental cement (C&B 487 Metabond, Parkell) and a 5 mm craniotomy was drilled centered on the left visual cortex 488 (3.1 mm lateral and 1.6 mm anterior from lambda). The craniotomy was sealed with a glass window (an 8 mm coverslip bonded to two 5 mm coverslips (Warner no. 1) using a 490 refractive index matched adhesive (no. 17, Norland)) using dental cement. After 491 surgery, mice were recovered on a warm heating pad and given analgesics 492 (buprenorphine, 0.5 mg/kg, SC) and antibiotics (cefazolin, 50 mg/kg, SC) for 48 hours. 493 494
Sensory Stimulation 495
Visual stimuli were presented on a calibrated (i1 Display Pro, X-Rite) 144 Hz 496 LCD monitor (Asus) placed 21 cm from the right eye (contralateral to the craniotomy) 497 perpendicular to the mouse. All visual stimuli during the behavioral task were static, 498 sinusoidal gabor patches (30-50° diameter, 0.1 cycles per degree, 100% contrast, 60 499 cd/m 2 mean luminance). Auditory stimuli were either pure tones (task cue and target 500 stimuli), white noise (feedback on error trials), or multiple tones (feedback on correct 501 trials) and were delivered via speakers placed behind the mouse (max amplitude ~90 502 decibels). After each behavioral session, drifting gratings (2 Hz, 8 or 16 directions in 45° 503 or 22.5° increments) were presented to the passively viewing mouse at the same 504 position, size and spatial frequency as the task stimuli. All sensory stimuli were 505 delivered, and synced to imaging acquisition when applicable, via custom software 506 created in MWorks (http://mworks-project.org). 507 508
Retinotopic Mapping 509
After at least 1 week of recovery from surgery and habituation to head restraint, 510 visual cortex was retinotopically mapped by wide-field imaging of intrinsic 511 autofluorescence or GCaMP signals through the cranial window (Andermann et al., 512 2011). While head-restrained on a running wheel, mice passively viewed vertical (0°) 513 drifting gratings at 2-4 retinotopic locations (30° diameter; 5° and 35° in azimuth and 514 either 15° or ±15° elevation). For intrinsic autofluorescence imaging, stimuli were 515 presented for 10 s, with 10 s of mean luminance between each presentation. Changes 516 fluorescence were monitored by illuminating the cortex with blue light (white light (Exfo) 517 or 473 nm LED (Thorlabs) with a 462±15 nm band filter (Edmund Optics)) and collecting 518 emitted green and red light (500 nm longpass filter), monitored with a CCD camera aperture (NA), Mitutoyo), using Micromanager acquisition software (NIH). Visually-521 driven changes in cortical activity were measured by calculating the normalized change 522 in fluorescence (dF/F), where F is the average fluorescence of the whole movie, during 523 stimulus presentation for each position. For GCaMP imaging, the setup was the same, 524 except the stimulus was presented for 5 s, with a 5 s inter-stimulus interval, and the 525 emitted light was collected via a green bandpass filter (530±15 nm, Edmund Optics). 526 527
Virus Expression 528
For all behaving mice, we targeted injections of 529 AAV1.Syn.GCaMP6m.WPRE.SV40 (titer: 1.1-2.2x10 13 GC/ml) into lateral V1 using the 530 intrinsic signal retinotopic map and vasculature pattern as a guide. Naïve wildtype mice 531 received injections of GCaMP6m, or AAV1.Syn.NES-jRGECO1a.WPRE.AV40 (titer: 532 ~6.5x10 12 GC/ml) into V1. Virus was diluted 3:1 with Texas Red dye (10 mM in saline, 533
Life Technologies) and loaded into a glass pipette (World Precision Instruments (WPI)) 534 with a broken, beveled tip ~20 µm in diameter. The pipette was inserted into a Hamilton 535 syringe which was mounted in a syringe pump (WPI). Following removal of the glass 536 window, the pipette was lowered into the craniotomy and 100 nl of virus was injected at 537 two depths (250 and 450 μ m) at a rate of 100 nl/minute. The pipette was left in the 538 tissue for 5-10 minutes and the dye was visualized to check for diffusion into the tissue. 539
Finally, a new glass window was replaced into the craniotomy and sealed with cement. 540 541
Behavioral task 542
All behaving mice were either water (n=7 mice) or food (n=1) scheduled. Water 543 scheduled mice received 0.1M saccharine water (Acros Organics) and food scheduled 544 mice received liquid nutritional shake as reward (Ensure, vanilla flavor). Mice were 545 supplemented with plain water or food pellets if they did not receive all of their allotted 546 water or calories for the day during training. The behavior training and testing occurred 547 during the light cycle. 548
Mice were trained to perform the cross-modal detection task in the following 549 steps. On the first day of training, mice were head-restrained in a custom-built no longer than 10 s. At the time of lever press, a 6 kHz tone was played (this would later 553 be the cue for auditory trials), and if the mouse continued to hold the lever for 400 ms, a 554 10 kHz target tone was played indicating the onset of the reaction window. After the 555 target presentation, mice were allowed up to 10 seconds to release the lever. Releasing 556 the lever within this window resulted in reward delivery and auditory feedback indicating 557 a correct response. Releasing the lever before the target tone (early release), or failure 558 to release the lever within the reaction window (miss) resulted in auditory feedback 559 (white noise) indicating an error and a timeout (1-6 s). Each trial was interleaved with 560 inter-trial interval (ITI; 4-6 s) during which a new trial could not be initiated. Once mice 561 began to reliably release the lever after the target tone we followed several steps to 562 gradually make the task more difficult, roughly in chronological order: 1) increasing the 563 random delay between the cue and the target up to four seconds so that the mice could 564 not use a timing strategy to detect target tones 2) decreasing the allowed reaction time 565 from 10 seconds to 550 ms, and 3) adding more difficult targets (lower amplitudes) 566 around the animal's threshold. Mice were considered to have learned the auditory task if 567 they performed better than 90% correct on easy targets. This paradigm was continued 568 for two to three weeks then the mouse was switched to learning the visual task in a 569 similarly structured paradigm (even if the mouse was not yet fully trained on the auditory 570 task). 571
While mice already knew how to use the lever to earn reward, all mice needed to 572 be retrained to detect visual stimuli, suggesting that they do not generalize across 573 modalities. Thus, we used the same paradigm to train the mice to detect target gratings 574 as we had for target tones. On the first day of visual training, a full-field, vertical grating 575 appeared upon trial initiation. If the mouse held the lever for 400 ms, the grating 576 changed 90° to a target orientation. The target grating then stayed on the screen until 577 the mouse either released the lever or the reaction window ended. Mice typically began 578 reliably releasing the lever during the target stimulus within approximately five sessions. 579
To make the task more difficult we gradually 1) increased the random required hold 580 time, 2) decreased the reaction time, 3) decreased the size of the stimulus, 4) moved period to mask the motion signal in the transition from distractor to target, and finally, 6) 584 increased the difficulty by reducing the difference between the distractor (0°, vertical 585 grating) and targets (any stimulus that is not vertical). 586
After the mice were proficient at the visual task, they were trained on the visual 587 and auditory tasks on interleaved days until they consistently 1) got at least 90% correct 588 on the easiest trials, and 2) less than 50% of trials were early releases. Finally, we 589 randomly interleaved visual and auditory trials within the same session. At this point, the 590 visual distractor stimulus was added to the auditory trials. 591
In the final form of the task (Figure 1a-c) , each trial was initiated when the ITI 592 ended and the mouse had pressed the lever. The trial start triggered the presentation of 593 a 100 ms, vertical, sinusoidal gabor patch (30° or 50° in diameter, 15 to 30° in azimuth, 594 0° in elevation; one mouse had a 200 ms stimulus for some sessions) followed by a 250 595 ms ISI. On each trial, a target was presented after a variable number of distractor 596 presentations (2-10, flat distribution). On auditory trials, the first visual distractor 597 stimulus was paired with a 6 kHz tone which cued the mouse to expect an auditory 598 target (a 10 kHz tone paired with a visual distractor stimulus). The absence of a tone on 599 the first distractor cued the mouse to expect a visual target (any non-vertical stimulus). 600
Mice received reward if they released the lever within 100-550 ms (sometimes extended 601 to 1000 ms) after a target occurred. For behavioral and neuronal analyses, a narrower 602 reaction window (visual: 200-550 ms, auditory: 150-450 ms) was used to ensure that 603 the majority of releases in this window were due to stimulus-driven behaviors and have 604 independent reaction windows for each stimulus presentation within the trial. 605
Invalidly cued visual or auditory targets (Figure 1d-g, Figure 6 ), in which the trial 606 was cued as one modality but the target delivered was of the opposite modality, were 607 delivered on 2.4± 0.13% of trials. Invalidly cued targets could appear after 1-9 distractor 608 presentations, as they always appeared between the cue and the validly cued target. In 609 the case that the mouse failed to respond to an invalidly cued target, the trial continued 610 and the mouse had the opportunity to detect a validly cued target. For analyses where 611 attention was tested across valid and invalidly cued trials (Figure 1d-f Hamamatsu) via either a green (510±42 nm (Semrock)) or red (607±35 nm (Semrock)) 642 bandpass filter. Images were acquired at 30 Hz and aligned to behavioral and visual
Pupil Imaging 646
Partially scattered infrared light from the two-photon excitation was emitted from 647 the pupil and collected with a Genie Nano CMOS (Teledyne DALSA) camera using a 648 longpass filter (695 nm) at 30 Hz. Pupil data was collected simultaneously with two-649 photon imaging in three mice; for two mice, pupil data was collected in a separate set of 650 experiments. 651 652
Data Processing and Analysis 653
All analyses were performed with custom code written in MATLAB (Mathworks). 654
Behavior 655
Behavioral sessions were manually cropped to include only stable periods of 656 performance by removing periods within a session with high lapse rates (misses on the 657 easiest target conditions) or early release rates (lever releases before the target 658 appears). Sessions included for analysis were further restricted to have 1) at least 90% 659 correct on one of the two easiest levels on both auditory and visual trials, 2) at most 660 35% of trials be early releases. Thus, 29±4 sessions (range: 8-40) and 7586±1610 trials 661 (range: 2043-13203) were included for each mouse. 662
Each stimulus presentation following the 2 nd distractor in each trial was 663 categorized as either a hit, miss, false alarm (FA), or correct reject (CR) based on the 664 time of release relative to a target or distractor onset. Lever releases between 200 and 665 550 ms after a target on visual trials and 150 and 450 ms after a target on auditory trials 666 were hits. Conversely, failure to release by the end of these windows was considered a 667 miss. Releases, or failure to release, during similar windows following a distractor was 668 considered a FA or a CR. 669
Behavioral performance was primarily analyzed by pooling across all test 670 sessions (Figure 1, Supplemental Figures 6, 2) and but also evaluated on a session 671 by session basis (Supplemental Figure 1) to measure the effect of the cue on 672 performance. To account for small differences in target difficulty levels used for each 673 session, targets were binned into six logarithmically spaced groups that spanned the misses for each target type: 677
.
678
Lapse rate was measured as 1 -Hit rate for the easiest target of a session (within each 679 modality) and FA rate was computed from each session from the number of FAs and 680 CRs (Figure 1g) : 681
Within each modality, hit rates across target difficulties and the FA rate (representing a 683 0° or 0% amplitude target) were fit with a Weibull function to determine discrimination 684 thresholds (50% of the upper asymptote to account for lapse rate). To test attention toward the cued modality we compared each mouse's response 693 to validly and invalidly cued targets. Mice were considered to have an effect of attention 694 if the hit rate on validly cued targets was statistically greater than hit rate on invalidly 695 cued targets (matched for target difficulty) across both modalities (Figure 1f, left) . To 696 match target types, the proportion of each invalid target type (by difficulty and modality 697 type) was determined and valid trials were randomly subsampled for each stimulus type 698 to match that distribution. 699
700
Pupil tracking 701 baseline (one second before trial start) then re-normalized by subtraction relative to the start of each trial or target presentation. Pupil position was quantified as the change in 705 the horizontal and vertical position of the center of the pupil from baseline (one second 706 before the start of each trial or target presentation). Analysis windows were chosen to 707 match two-photon imaging analysis windows during the anticipation phase of the trial 708 remaining contamination from brain motion was removed by discarding trials with large, 728 fast changes in dF/F across all cells, which could only be due to changes in the imaging 729 plane and not task-driven neuronal responses. 730 731 Passive orientation tuning. We generated orientation tuning curves for each cell from 732 responses to passively viewed drifting grating. Single trial responses for each cell were directions were treated as the same orientation, and average responses to each 735 orientation were found for each cell. Responses below zero were set to zero and these 736 response distributions were fit with a von Mises function to get orientation tuning curves 737
where B is the baseline response, R is the modulation rate, κ is the concentration, and μ 740 is the preferred orientation. 741
To determine the reliability of this tuning we bootstrapped the fit by resampling 742 trials 1000 times. A cell was considered to be reliably tuned if the resampled peak of the 743 fit was within 30° of the actual fit 90% of the time. Tuned cells were then grouped into 744 four orientation preference bins (0°, 45°, 90°, and 135°) by finding the closest 745 orientation to the cell's fit peak. the data that went into the models, the following steps were taken. First, all stimulus 781 responses were z-scored. Next, to reduce bias toward representation of one stimulus 782 type in the response distributions we balanced the number of target and distractor 783 stimuli in each model by random selection -responses used were 50% distractors, 25% 784 hard targets, and 25% easy targets (in many datasets, there were no hard auditory trials 785 and therefore we selected 50% targets and distractors). Finally, to avoid over-786 parameterizing the model, we limited the number of neurons used (maximum 15 787 neurons). We specifically selected neurons that were either target or late distractor 788 responsive and sharply tuned (90% of the resampled estimates of preferred orientation 789 were within 11.25° of the original estimate). If more than 15 neurons met these criteria, 790 15 neurons were randomly selected (average number of neurons per dataset: 13±1, 791 range: 8-15). Three naïve experiments did not have enough neurons under these predicting hard targets (Figure 4d-e Figure 5c-f) . 800
Using the stimulus responses of these simultaneously recorded neurons, we 801 trained a logistic regression to discriminate between task stimuli or choices (using 802 MATLAB's glmfit routine) and extracted a weight for each neuron. Fraction correct was 803 determined by applying the neuronal weights from each model to previously untrained 804 population responses from the same neurons. Performance of the within-modality 805 models was tested by performing a hold-one-out analysis across all selected trials used 806 in that model. Cross-modality model tests were performed with all selected trials from 807 the opposite modality. No invalidly-cued stimuli were used to train the models and could 808 thus be directly tested. Finally, the combination-modality model was tested with the half 809 of trials of each modality that was left out of the model fitting procedure. Decision criteria 810
were calculated for each experiment as the fraction of trials of the predicted variable 811 (e.g. the stimulus model decision criterion was 0.5 for each experiment since half of the 812 trials were targets). 813
To calculate a stimulus and choice weight for each neuron in the dataset, we 814 took a bootstrapping approach. For each experiment, we randomly sampled 15 neurons 815 and calculated their weight for stimulus or choice 1000 times. Thus, each neuron was 816 sampled 153±2 times and the average bootstrapped weight was used for analyses in 817 
