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1. Introduction
The nonlinear Klein–Gordon equation with the Ginzburg–Landau type potential is deﬁned by:
h¯2
2mc2
∂2t Φ +
mc2
2
Φ = h¯
2
2m
Φ + 1− |Φ|
2
2
Φ, (1.1)
where m is the mass, c is the light speed, h¯ is the Planck’s constant.
Φ(t) : Ω −→ C
is a complex order parameter.
Recently, the singular limits of the Cauchy problem for (1.1) have been studied in [8,9] and the ref-
erences therein. Particularly in [8], the authors established connections between the solution of (1.1)
and the solution of the wave map equation, through semiclassical (h¯ → 0), nonrelativistic (c → ∞)
and nonrelativistic-semiclassical limits. Our current work is partially motivated from theirs. Another
motivation comes from the extensive studies of the Ginzburg–Landau vortices.
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nonlinear partial differential equations:
1
λ
∂tψ = ψ + 1− |ψ |
2
2
ψ, (PE)
1
λ
∂2t ψ = ψ +
1− |ψ |2
2
ψ, (WE)
i
λ
∂tψ = ψ + 1− |ψ |
2
2
ψ, (SE)
with suitable initial and boundary conditions. Here, 0 < λ < ∞ is called the mobility. As  → 0, the
zero sets of the solutions for the above three equations condense down to some time-dependent sets
of vortices in the limit. The corresponding vortex dynamical motion laws were shown in [3–6,10–12]
and the references therein. When combining the (PE) and the (SE) together, in [7], the authors studied
a mixed ﬂow problem deﬁned by:
(α + i)∂tψ = ψ + 1− |ψ |
2
2
ψ. (MPSE)
The complex mobility in the (MPSE) has been used in the physics literature to explain the sign of the
Hall effect in type II superconductors.
In this article, we set h¯ = 1, m = 12 and study the nonlinear Klein–Gordon equation:
1
c2
∂2t Φ +
c2
4
Φ = Φ + 1− |Φ|
2
2
Φ. (KGE)
In addition, we let Φ(t) be deﬁned on Ω ⊂ R2. Ω is a smooth, bounded, simply connected domain.
If one assumes that
Φ = ψe ic
2t
2 ,
then the (KGE) reduces to:
i∂tψ + 1
c2
∂2t ψ = ψ +
1− |ψ |2
2
ψ. (1.2)
It is clear that (1.2) deﬁnes another mixed ﬂow combining the (WE) and the (SE).
We are interested in the vortex motion laws for Eq. (1.2) with the Neumann boundary condition:
n · ∇ψ = 0, on ∂Ω.
Since (1.2) has a wave equation at the highest order, we use well-prepared initial data (see (3.5)–(3.6)),
as in the work of Lin [11] and Jerrard [4]. By the well-prepared initial datum, the solution of (1.2) can
exhibit vortices of degree d = (d1, . . . ,dn) ∈ {±1}n at n distinct initial positions a0 = (a01, . . . ,a0n) ∈ Ωn .
As far as the vortex motion laws are concerned, our results are divided into three parts. If during the
process of the nonrelativistic limit and  → 0,
c2 = μ log 1 ,

972 Y. Yu / J. Differential Equations 251 (2011) 970–994where μ > 0 is a constant, then we show in Theorem 3.5 that (1.2) gives rise to the vortex motion
law deﬁned by the ODE:
1
μ
d2
dt2
a j + d jJ d
dt
a j = − 1
π
∇a jW
(
a(t)
)
, j = 1, . . . ,n, (1.3)
where
J =
(
0 −1
1 0
)
.
Meanwhile, outside the vortex cores, in Theorem 3.8, the current of the canonical harmonic maps (cf.
Section 2.2 and Section 2.3)
v(x, t) = j(u∗(a(t),d))
is shown to satisfy, weakly in L1([0, T ]; L1loc(Ω \ {a(t)})), the incompressible Euler’s equation:
vt = 2v · ∇v − 2∇ P , divv = 0. (1.4)
The dynamical part in (1.3), i.e. the LHS of (1.3), is the summation of the one from the Schrödinger
part and the one from the wave part, while (1.4) is the same as the motion of the phase in superﬂuids
modeled by the (SE) (see [10]).
If during the limiting process, the light speed travels much faster than log 1 , i.e
c2 
 log 1

or μ → ∞,
we can recover the Kirchhoff’s law for the (SE) (see [3] and [10]) in Theorem 4.1. If
c2  log 1

or μ → 0,
then in the accelerated time scale
tc, =
√
log 1
c
,
we can recover the dynamical law of the Ginzburg–Landau vortices for the (WE). See Theorem 4.2.
It is interesting that (1.3) is an intermediate state that connects both the Kirchhoff’s law for the (SE)
and the vortex motion law for the (WE) by setting μ → ∞ and μ → 0, respectively.
In the end of this section, we brieﬂy discuss the techniques that are required in the proof of the
vortex dynamical law for the Klein–Gordon equation (see Theorem 3.5). It is similar to the vortex
motion law for the wave and Schrödinger equation. The vortex motion law for the Klein–Gordon
equation mainly depends on the linear momentum conservation law (see (2.7)). In a weak sense, we
have
−
T∫
0
ξ ′
∫
B
φ J (ψ) +
T∫
0
ξ ′
∫
B
∇⊥φ · ∇ψ · ∂tψ
μ log 1
=
T∫
0
ξ
∫
B
∇∇⊥φ : (∇ψ ⊗ ∇ψ), (1.5)
r r r
Y. Yu / J. Differential Equations 251 (2011) 970–994 973where φ and ξ are test functions suitably chosen in Section 3.2. J is the signed Jacobian, which is
deﬁned in Section 2.3. Following the arguments of Colliander and Jerrard in [3], we show in Proposi-
tion 3.2 that, with the given well-prepared initial datum (see (3.5)–(3.6)), the signed Jacobian J (ψ(t))
converges, strongly in L∞([0, T ]; W˙−1,1(Ω)), to the measure π∑ni=1 diδai(t) . Here, ai(t) (i = 1, . . . ,n)
are the locations of the vortices. di are the associated winding numbers around these vortices. We
make the essential use of Theorem 1.4.3 in [3]. It should be noticed that our linear momentum
conservation law (see (2.7)) combines both the current j(ψ) and ∇ψ · ∂tψ . This is because the
Klein–Gordon equation can be reduced to (1.2) by the gauge transformation Φ = ψeic2t/2. It combines
both the Schrödinger part and the wave part in (1.2). The convergence of the second term on the
left-hand side of the above equality is carried out in step 2 for the proof of Theorem 3.5. We follow
the arguments in [11] and apply (3.10) in Proposition 3.2. In order to study the convergence of the
right-hand side in (1.5), we compare the vortex paths ai(t) with the solution of Eqs. (3.14)–(3.15).
One important technique is the bound involving surplus energy, which has been studied in [6]. See
also Proposition 3.4. With the above discussions, the vortex motion law for the Klein–Gordon equa-
tion can be typically closed by a Gronwall estimate. Basically, we show that if c2 = μ log 1 , then the
vortices move continuously on the scale t ∼ O (1). This is similar to the Schrödinger case (see [10]).
Furthermore, with precise characterization of weak limit of the current j(ψ), we are able to show,
in Theorem 3.8, that j(ψ) converges locally in space to v , the solution of the two-dimensional in-
compressible Euler equation away from the vortices, and moreover v is curl free. We use the similar
arguments discussed above to study the vortex motion law for the Klein–Gordon equation in Theo-
rem 4.1 when c2 
 μ log 1 and in Theorem 4.2 when c2  log 1 .
2. Notation and conservation laws
2.1. Norm space
W˙−1,1(Ω) denotes the dual of W 1,∞0 (Ω). The norm on W˙−1,1(Ω) is deﬁned by:
‖ν‖W˙−1,1(Ω) := sup
{
ν(φ): φ ∈ W 1,∞0 (Ω), ‖∇φ‖L∞(Ω)  1
}
.
We note that the W˙−1,1-norm corresponds to the length of a minimal connection in the terminology
of Brezis–Coron–Lieb (cf. [2]). In particular, it was shown that:
Proposition 2.1. If a, ξ ∈ Ωn, di ∈ Z (i = 1, . . . ,n), and in addition,
max
i
|ai − ξi| ra,
where
ra := 1
4
min
{
min
i = j
|ai − a j|, min
i
dist(ai, ∂Ω)
}
,
then
∥∥∥∥∥π
n∑
i=1
di(δai − δξi )
∥∥∥∥∥
W˙−1,1(Ω)
= π
n∑
i=1
|di||ai − ξi|.
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The canonical harmonic map was introduced in [1]. Following the notations in [5], the canonical
harmonic map u∗ ∈ W 1,1(Ω, S1) satisﬁes
∇ · j(u∗) = 0, ∇ × j(u∗) = 2π
n∑
i=1
diδai in Ω (2.1)
and the Neumann boundary condition (corresponding to (3.4)):
n · j(u∗) = 0, on ∂Ω. (2.2)
In (2.1)–(2.2), j(u∗) is the current of the harmonic map u∗ (cf. Section 2.3). a = (a1, . . . ,an) ∈ Ωn are
n prescribed singularities of degree d = (d1, . . . ,dn) ∈ {±1}n . (2.1)–(2.2) uniquely determine j(u∗). In
addition, j(u∗) determines u∗ up to a constant phase (cf. [1]). We will sometimes write u∗(a,d) to
indicate the dependence of u∗ on a,d. It is easy to check that
j(u∗) = ∇⊥Ga,
where ∇⊥ = (−∂2, ∂1) and Ga satisﬁes
Ga = 2π
n∑
i=1
diδai in Ω; Ga = 0 on ∂Ω. (2.3)
From Lemma 10 in [5], we have the gradient estimate on Ga , i.e.
∥∥ j(u∗)∥∥L∞(Ωσ (a)) = ‖∇Ga‖L∞(Ωσ (a))  2nσ , ∀σ  ra, (2.4)
where ra is deﬁned in Proposition 2.1 and
Ωσ (a) = Ω
∖ n⋃
i=1
B¯σ (ai).
As in [1], we deﬁne the renormalized energy by
W (a,d) := lim
σ→0
( ∫
Ωσ (a)
|∇u∗|2 dx− nπ log 1
σ
)
,
where u∗ = u∗(a,d). Recall from [1] the notation
I() := inf
{ ∫
B1(0)
E(u): u ∈ H1
(
B1(0);C
)
, u(z) = z|z| on ∂B1(0)
}
,
where E(u) is the Ginzburg–Landau energy density (cf. Section 2.3). We deﬁne
γ = lim
→0
(
I() −π log 1

)
.
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W(a,d) := n
(
γ +π log 1

)
+ W (a,d)
denotes the approximate energy. We will also use the notation
ΣΩ(u;a,d) :=
∫
Ω
E(u)dx− W(a,d).
It is referred as surplus energy in [5], which is also commonly called the “excess energy”.
2.3. Notation in conservation laws
Before we introduce the conservation laws corresponding to Eq. (1.2), we ﬁrstly deﬁne some re-
lated quantities.
For any ψ ∈ H1(Ω;C),
E(ψ) := 1
2
|∇ψ |2 + 1
42
(|ψ |2 − 1)2
denotes the Ginzburg–Landau energy density.
Hc,(ψ) := 1
2c2
|∂tψ |2 + E(ψ),
Cc,(ψ) := |ψ |
2
2
+ 1
c2
(iψ) · ∂tψ,
are the Hamiltonian density and Charge, respectively, associated to Eq. (1.2). Here,
u · v := (uv¯), ∀u, v ∈ C,
which is the inner product on the complex plane C. In the following, we deﬁne
p(ψ) := ∇ψ · ∂tψ,
j(ψ) := ∇ψ · iψ.
We will see in Section 2.4 that p(ψ) and j(ψ) can be interpreted as the linear momentum associated
to Eq. (1.2). Conventionally, j(ψ) is called the current of ψ and half of its curl
J (ψ) := det∇ψ = 1
2
∇ × j(ψ)
is the signed Jacobian.
976 Y. Yu / J. Differential Equations 251 (2011) 970–9942.4. Conservation laws
By the notations in Section 2.3, the conservation laws corresponding to (1.2) can be described as
follows.
Proposition 2.2 (Conservation laws). Let ψc, be a solution of (1.2). It satisﬁes
(1) Energy conservation law:
∂t Hc,(ψc,) = ∇ · p(ψc,); (2.5)
(2) Charge conservation law:
∂tCc,(ψc,) = ∇ · j(ψc,); (2.6)
(3) Linear momentum conservation law:
∂t
(
j(ψc,) + 2
c2
p(ψc,)
)
= 2div(∇ψc, ⊗ ∇ψc,) + ∇ Pc, , (2.7)
where in (2.7),
div(∇ψc, ⊗ ∇ψ) j =
2∑
k=1
∂k(∂kψc, · ∂ jψc,), j = 1,2,
Pc, = 1
2c2
∂2t |ψc, |2 −
1
2
|ψc, |2 + |ψc, |
4 − 1
22
.
We will notice in the following that the energy conservation law provides us the a-priori estimate
on the Ginzburg–Landau energy and the Hamiltonian at any time t . The charge conservation law can
be used to determine the weak limit of the current j(ψ). The linear momentum conservation law is
the most important one, as it determines both the dynamics of vortices and the motion of the phase
in the Ginzburg–Landau theory.
3. Vortex dynamics and incompressible ﬂuid limit
We consider the vortex dynamics and incompressible ﬂuid limit when c → ∞ and  → 0. We set
c2 = μ log 1

, (3.1)
for some constant μ > 0.
Under the assumption (3.1), (1.2) is read as:
i∂tψ + 1
μ log 1
∂2t ψ = ψ +
1− |ψ |2
2
ψ. (3.2)
Let ψ be the unique solution of (3.2), which satisﬁes the initial conditions:
ψ(x,0) = h0, ∂tψ(x,0) = h1 (3.3)
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n · ∇ψ = 0, on ∂Ω × [0,∞). (3.4)
In (3.3), h0 , h
1
 : Ω −→ C are smooth initial datum. In (3.4), n is the outer normal direction on the
boundary ∂Ω . It is clear that ψ satisﬁes the conservation laws in Proposition 2.2. For simplicity, in
this section, we drop ‘c’ from the subscripts in (2.5)–(2.7).
We assume that the initial datum exhibit vortices of degree di = 1 or −1 at n distinct points
a01, . . . ,a
0
n ∈ Ω . More precisely, we assume that
∥∥∥∥∥ J(h0)−π
n∑
i=1
diδa0i
∥∥∥∥∥
W˙−1,1(Ω)
−→ 0, as  → 0. (3.5)
In order to get the vortex dynamics, we assume, in addition, that
lim
→0
( ∫
Ω
E
(
h0
)+ 1
2μ log 1
∣∣h1∣∣2 dx− W(a0,d)
)
= 0. (3.6)
The initial datum (h0,h
1
 ) satisfying (3.5)–(3.6) are referred to as the well-prepared initial datum.
In addition, we deﬁne
ν(t) := 1
log 1
H
(
ψ(x, t)
)
dx,
r := 1
4
min
{
min
i = j
∣∣a0i − a0j ∣∣, mini dist
(
a0i , ∂Ω
)}
.
3.1. Energy bounds, vortex paths and current
Motivated from [3–7,10–12], the proofs for the various dynamical laws of Ginzburg–Landau (G.–L.
for short) vortices rely on the establishments of:
(1) Bounds on the G.–L. energy, the Hamiltonian, the kinetic energy and the compactness of Jaco-
bians;
(2) The existence of suitably regular vortex paths;
(3) Bounds on the L2-norms of
∇|ψ | and j(ψ)|ψ | − j(u∗).
Here L2 norm is deﬁned on some subset of Ω , which keeps away from the vortex cores.
We study the above steps in the following propositions.
Proposition 3.1 (Bounds on the G.–L. energy, the Hamiltonian and the kinetic energy). There exist 0 > 0,
T > 0, and C > 0 such that for all 0<  < 0 , 0 t  T ,
(1)
∫
B3r/4(a
0)
E
(
ψ(x, t)
)
dx π log 1

− C; (3.7)i
978 Y. Yu / J. Differential Equations 251 (2011) 970–994(2)
∫
Ω\⋃ni=1 B3r/4(a0i )
H
(
ψ(x, t)
)
dx C; (3.8)
(3)
∫
Ω
1
μ log 1
∣∣∂tψ(x, t)∣∣2 dx C . (3.9)
C in (3.7)–(3.9) is an absolute constant. It could be dependent on r but independent of  .
Proof. Given initial conditions (3.3) and the boundary condition (3.4), the nonlinear Klein–Gordon
equation is well-posed. Then, (3.7) can be proved by following the proof of Theorem 1.4.1 in [3].
By the energy conservation law in (2.5) and the well-prepared initial datum, (3.8)–(3.9) hold true
on [0, T ]. 
Proposition 3.2 (Vortex paths). Given any sequence  → 0, there exists a subsequence, still denoted by  , a
number T > 0, and Lipschitz paths
ai =
(
a1i ,a
2
i
) : [0, T ] −→ Br/2(a0i ), ai(0) = a0i , i = 1, . . . ,n
such that
ν(t) ⇀ π
n∑
i=1
δai(t), weak-
∗, ∀t ∈ [0, T ], (3.10)
sup
t∈[0,T ]
∥∥∥∥∥ J(ψ(t))−π
n∑
i=1
diδai(t)
∥∥∥∥∥
W˙−1,1(Ω)
−→ 0, as  → 0. (3.11)
Proof. The proof is essentially the same as Theorem 1.4.1 in [3]. The only difference is the linear
momentum conservation law that we are using in the Klein–Gordon equation. This conservation law
is used to prove the Lipschitz regularity of the vortex paths within a uniform time interval [0, T ].
In the following, we prove the Lipschitz regularity for the vortex paths. Our argument and notation
follows [3].
Let s, t ∈ [0, T ). Therefore
πdi
(
a1i (s) − a1i (t)
)= ∫
Br(ai(0))
η
(
Jψ(s) − Jψ(t)
)+ o(1).
Here, η is one test function such that η ∈ C∞c (Br(ai(0))) and η = x1 in B3r/4(ai(0)). Integrate by parts
with respect to the space variables and notice the linear momentum conservation law (2.7). One may
imply that
πdi
(
a1i (s) − a1i (t)
)=
s∫
t
∫
Ω
∇∇⊥η : (∇ψ ⊗ ∇ψ) + ∇⊥η · 1
μ log 1
∇ψ · ∂tψ + o(1).
Furthermore, by (3.8) and (3.9) in Proposition 3.1, we have
∣∣a1i (s) − a1i (t)∣∣ C |s − t| + o(1).
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sition 3.1. But C is independent of  . The proof for a2i is similar. One just needs to set η = x2 in the
vortex core B3r/4(ai(0)). Therefore, for the i-th vortex path, we have
∣∣ai(s) − ai(t)∣∣ C |s − t| + o(1).
The proof is then completed by following the proof of Theorem 1.4.1 in [3]. 
Notice that, different from [4], in most of arguments below, we just need C0,1-regularity of the
vortex paths. The only place where we need the C1,1-regularity is to prove the initial condition:
a˙i(0) = 0, ∀i = 1, . . . ,n.
See Proposition 3.6.
In the following, we establish a lower bound for the kinetic energy within the vortex cores. Our
argument follows Lin’s work on the wave equation [11] and uses the conservation law corresponding
to the nonlinear Klein–Gordon equation. In [13], Sandier and Serfaty proved the lower bound for the
kinetic energy when the test function ξ (see Proposition 3.3) is a constant function. Their result is
independent of the equation and more general.
Proposition 3.3. ∀ 0 T1  T and for all ξ ∈ C∞[0, T1],
lim inf
→0
T1∫
0
∫
Br(a0i )
|ξ | 1
π log 1
|∂tψ |2 
T1∫
0
|ξ ||a˙i|2, i = 1, . . . ,n.
Proof. We just need to prove the case when T1 = T . Let
φ j ∈ C∞0
(
Br
(
a0i
))
, φ j = x j in B3r/4
(
a0i
)
, j = 1,2.
For arbitrary
η ∈ C∞[0, T ], ζ j ∈ C∞0 (0, T ), j = 1,2,
we multiply φ j(x)ζ j(t)η(t) on both sides of (2.5) and integrate over Br(a0i ) × [0, T ]. Therefore,
1
π
T∫
0
(ζ jη)
′
∫
Br(a0i )
φ jν(t) =
T∫
0
ζ jη
∫
Br(a0i )
∇ψ · ∂tψ
π log 1
· ∇φ j.
Sum the above equality for j = 1,2 and apply Cauchy–Schwartz inequality, it then follows that
1
π
2∑
j=1
T∫
0
(ζ jη)
′
∫
Br(a0i )
φ jν(t)
T∫
0
|η|
( ∫
Br(a0i )
|∇ψ · X |2
π log 1
)1/2( ∫
Br(a0i )
|∂tψ |2
π log 1
)1/2
,
where X is the vector ﬁeld deﬁned by
X = ζ1∇φ1 + ζ2∇φ2.
980 Y. Yu / J. Differential Equations 251 (2011) 970–994Notice (3.10) and Corollary 4 in [13]. If one takes  → 0, then
−
T∫
0
(ζ · a˙i)η lim inf
→0
T∫
0
|ζ ||η|
( ∫
Br(a0i )
|∂tψ |2
π log 1
)1/2
,
where ζ = (ζ1, ζ2) ∈ (C∞0 (0, T ))2. Since ζ is arbitrary, by the duality argument on (L2[0, T ])2, one can
show that
T∫
0
η2|a˙i|2  lim inf
→0
T∫
0
∫
Br(a0i )
η2
1
π log 1
|∂tψ |2, ∀η ∈ C∞[0, T ].
Furthermore, the proof can be completed by an approximation argument. 
In the end of this section, we prove a similar reﬁned estimate as Theorem 2 in [5]. In some sense,
we simplify the arguments of Jerrard and Spirn’s to make it convenient for our application.
Proposition 3.4 (Bounds involving surplus energy). There exists an absolute constant C depending on n andΩ ,
such that for any u ∈ H1(Ω;C), α ∈ Ωn, d ∈ {±1}n and σ < rα/4, where
rα = 1
4
min
{
min
i = j
|αi − α j|, min
i
dist(αi, ∂Ω)
}
,
if
∥∥∥∥∥ J (u) −π
n∑
i=1
diδαi
∥∥∥∥∥
W˙−1,1(Ω)
 σ
4
,
then one has
∫
Ωσ (α)
E(|u|) + 1
4
∣∣∣∣ j(u)|u| − j(u∗)
∣∣∣∣
2
ΣΩ(u;α,d) +
4
√
2 n
σ

∫
Ω
E(u) + E1 + E2,
where
E1 = Cn 
σ
√
log
σ

+ Cn
σ
∥∥∥∥∥ J (u) −π
n∑
i=1
diδαi
∥∥∥∥∥
W˙−1,1(Ω)
+ O
((
σ
rα
)2)
,
E2 = −
n∑
i=1
∫
Bσ (αi)\Bσ/2(αi)
∇⊥G˜σ ,α ·
(
j(u∗) − j(u)
)− 2∫
Ω
G˜σ ,α
(
π
n∑
i=1
diδαi − J (u)
)
.
Here, u∗ = u∗(α,d), G˜σ ,α is a smooth function such that for all i = 1, . . . ,n,
G˜σ ,α = Gα, in Ωσ (α), G˜σ ,α ≡ 0, in Bσ/2(αi).
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∫
Ωσ (α)
E(|u|) + 1
2
∣∣∣∣ j(u)|u| − j(u∗)
∣∣∣∣
2
=
∫
Ωσ (α)
E(u) − E(u∗) +
∫
Ωσ (α)
∣∣ j(u∗)∣∣2 − j(u)|u| · j(u∗). (3.12)
By Lemma 12 in [5],
W(α,d) =
∫
Ωσ (α)
E(u∗)dx+ O
((
σ
rα
)2)
+ n
(
γ +π log σ

)
.
Therefore,
ΣΩ(u;α,d) =
∫
Ωσ (α)
E(u) − E(u∗)dx+
n∑
i=1
ΣBσ (αi)(u;αi) − O
((
σ
rα
)2)
,
where
ΣBσ (αi)(u;αi) =
∫
Bσ (αi)
E(u)dx−
(
γ +π log 1

)
. (3.13)
(3.13) can be bounded from below by Lemma 3 in [5] and moreover,
ΣΩ(u;α,d) + E1 
∫
Ωσ (α)
E(u) − E(u∗).
Notice (3.12). One has
∫
Ωσ (α)
E(|u|) + 1
2
∣∣∣∣ j(u)|u| − j(u∗)
∣∣∣∣
2
ΣΩ(u;α,d) + E1 + A1 + A2,
where
A1 =
∫
Ωσ (α)
j(u∗) ·
(
j(u∗) − j(u)
)
, A2 =
∫
Ωσ (α)
j(u∗) · j(u)|u|
(|u| − 1).
Since G˜σ ,α = 0 on ∂Ω , then
∫
Ω
∇⊥G˜σ ,α ·
(
j(u∗) − j(u)
)= −2∫
Ω
G˜σ ,α
(
π
n∑
i=1
diδαi − J (u)
)
.
Since j(u∗) = ∇⊥Gα , then
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n∑
i=1
∫
Bσ (αi)
∇⊥G˜σ ,α ·
(
j(u∗) − j(u)
)− 2∫
Ω
G˜σ ,α
(
π
n∑
i=1
diδαi − J (u)
)
.
For A2, by (2.4), we have
A2 
4
√
2n
σ

∫
Ω
E(u).
Therefore, the proof is completed. 
3.2. Vortex dynamics
In this section, we derive the vortex dynamical law for the nonlinear Klein–Gordon equation. Our
main result is:
Theorem 3.5. If (3.1) holds during the process of the non-relativistic limit and  → 0, then the vortex paths
a j(t) ( j = 1, . . . ,n) satisfy the dynamical law deﬁned by the ordinary differential equations:
1
μ
d2
dt2
a j + d jJ d
dt
a j = − 1
π
∇a jW
(
a(t)
)
, 0 < t < T0, j = 1, . . . ,n (3.14)
and the initial conditions:
a j(0) = a0j , a˙ j(0) = 0. (3.15)
In (3.14),
J =
(
0 −1
1 0
)
,
T0 is the ﬁrst time when two vortices collide or one of the vortices touches ∂Ω .
Proof. The proof relies on the linear momentum conservation law in (2.7). We divide our discussion
into several steps. Notice that it is suﬃcient to prove the dynamical law (3.14)–(3.15) in the time
interval [0, T ]. T is determined in Section 3.1.
Step 1: Act ∇× on both sides of (2.7). One can show that
∂t
(
J (ψ) + 1
μ log 1
∇ × p(ψ)
)
= ∇ × div(∇ψ ⊗ ∇ψ). (3.16)
For all σ  r, we deﬁne
Bσ = Bσ
(
a0j
)
.
Let
φ(x) ∈ C∞0 (Br), ξ(t) ∈ C∞0 (0, T ).
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−
T∫
0
ξ ′
∫
Br
φ J (ψ) +
T∫
0
ξ ′
∫
Br
∇⊥φ · p(ψ)
μ log 1
=
T∫
0
ξ
∫
Br
∇∇⊥φ : (∇ψ ⊗ ∇ψ). (3.17)
Roughly speaking, (3.14) follows from (3.17) by taking  → 0.
Step 2: In the following, we set φ = φ1 or φ = φ2, where
φi ∈ C∞0 (Br), φi = xi in B3r/4, i = 1,2.
By (3.11), as  → 0, the ﬁrst term on the LHS of (3.17)
−
T∫
0
ξ ′
∫
Br
φi J (ψ) −→ −πd j
T∫
0
ξ ′aij. (3.18)
For the second term on the LHS of (3.17), we have, by noticing the deﬁnition of φ1, φ2 in B3r/4
and the energy conservation law (2.5), that
T∫
0
ξ ′
∫
Br
1
μ log 1
∇⊥φ1 · p(ψ) =
T∫
0
ξ ′
∫
Br\B3r/4
1
μ log 1
∇⊥φ1 · p(ψ)
−
T∫
0
ξ ′
∫
Br\B3r/4
1
μ log 1
∇φ2 · p(ψ) + π
μ
T∫
0
ξ ′′
∫
Br
H(ψ)
π log 1
φ2.
From (3.8)–(3.10), if one takes  → 0, then
lim
→0
T∫
0
ξ ′
∫
Br
1
μ log 1
∇⊥φ1 · p(ψ) = π
μ
T∫
0
ξ
′′
a2j . (3.19)
Similarly,
lim
→0
T∫
0
ξ ′
∫
Br
1
μ log 1
∇⊥φ2 · p(ψ) = −π
μ
T∫
0
ξ
′′
a1j . (3.20)
Step 3: In the following, we need to compare the vortex paths a j(t) and the solution of (3.14)–(3.15),
say b j(t). It is clear that
−πd j
T∫
0
ξ ′(t)b1j +
π
μ
T∫
0
ξ ′′(t)b2j = −
T∫
0
ξ(t)∇b2j W
(
b(t)
)
,
−πd j
T∫
ξ ′(t)b2j −
π
μ
T∫
ξ
′′
(t)b1j =
T∫
ξ(t)∇b1j W
(
b(t)
)
. (3.21)0 0 0
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LHS= RHS,
where
LHS= −
T∫
0
ξ ′
∫
Br
φ1 J (ψ) +
T∫
0
ξ ′
∫
Br
1
μ log 1
∇⊥φ1 · p(ψ) −
[
−πd j
T∫
0
ξ ′b1j +
π
μ
T∫
0
ξ ′′b2j
]
.
Take  → 0 and notice (3.18)–(3.19). It follows that
lim
→0 LHS= πd j
T∫
0
ξ ′
(
b1j − a1j
)− π
μ
T∫
0
ξ ′′
(
b2j − a2j
)
. (3.22)
For the RHS, one has
RHS= RHS1 + RHS2,
where
RHS1 =
T∫
0
ξ
(∇b2j W (b) − ∇a2j W (a)),
RHS2 =
T∫
0
ξ
∫
Br\B3r/4
∇∇⊥φ1 : ∇ψ ⊗ ∇ψ +
T∫
0
ξ∇a2j W (a). (3.23)
By Proposition 3.2 in [7] and some similar results in [3] and [10], one can show that
∫
Br\B3r/4
∇∇⊥φ1 : v ⊗ v = −∇a2j W (a),
where
v(x, t) = j(u∗(a(t),d)). (3.24)
Therefore,
RHS2 =
T∫
0
ξ
∫
Br\B3r/4
∇∇⊥φ1 : (∇ψ ⊗ ∇ψ − v ⊗ v).
Similarly as in [10], we can divide RHS2 into two parts. i.e.
RHS2 = RHS2,1 + RHS2,2,
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RHS2,1 :=
T∫
0
ξ
∫
Br\B3r/4
(
v ⊗ j(ψ)|ψ | +
[
v ⊗ j(ψ)|ψ |
]T
− 2v ⊗ v
)
: ∇∇⊥φ1, (3.25)
RHS2,2 :=
T∫
0
ξ
∫
Br\B3r/4
[(
j(ψ)
|ψ | − v
)
⊗
(
j(ψ)
|ψ | − v
)
+ ∇|ψ | ⊗ ∇|ψ |
]
: ∇∇⊥φ1. (3.26)
Step 4: In this step, we need to estimate (3.23), (3.25)–(3.26).
(1) Estimate of (3.23)
From (3.23) and the fact that a j , b j are Lipschitz on [0, T ], it is easy to get that
RHS1  C
T∫
0
|ξ ||a− b|, (3.27)
where C is an absolute constant.
(2) Estimate of (3.25)
Notice Lemma 5 in [4], it is not hard to claim, in our situation, that
j(ψ)
|ψ | ⇀ v, weakly in L
2
loc
[(
Ω \ {a(t)})× [0, T ]];
j(ψ) ⇀ v, weakly in L
p
loc(dxdt), ∀1 p < 2. (3.28)
v is deﬁned in (3.24). The proof is just a slight modiﬁcation of the proof for Lemma 5 in [4]. The only
difference is the charge conservation law (2.6). Therefore,
lim
→0RHS2,1 = 0. (3.29)
(3) Estimate of (3.26)
We are left to estimate (3.26). Fix any σ < r/4. By (3.11), there exists 0 > 0, such that
∥∥∥∥∥ J(ψ(t))−π
n∑
i=1
diδai(t)
∥∥∥∥∥
W˙−1,1(Ω)
 σ
4
, ∀0 t  T ,  < 0.
Apply Proposition 3.4 and notice the fact that
Br \ B3r/4 ⊂ Ωσ
(
a(t)
)
, for σ < r/4.
Then,
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T∫
0
|ξ |
(
ΣΩ
(
ψ;a(t),d
)+ 
σ
∫
Ω
E(ψ) + E1 + E2
)
, (3.30)
where
E1 = 
σ
√
log
σ

+ 1
σ
∥∥∥∥∥ J (ψ) −π
n∑
i=1
diδai(t)
∥∥∥∥∥
W˙−1,1(Ω)
+ O
((
σ
ra(t)
)2)
,
E2 = −
n∑
i=1
∫
Bσ (ai)\Bσ/2(ai)
∇⊥G˜σ ,a ·
(
v − j(ψ)
)− 2∫
Ω
G˜σ ,a
(
π
n∑
i=1
diδai(t) − J (ψ)
)
.
By (2.5), (3.6), (3.11) and the fact that j(ψ) ⇀ v , weakly in L1, then one has
lim
→0
T∫
0
|ξ |
(

σ
∫
Ω
E(ψ) + E1 + E2
)
= O
((
σ
r
)2) T∫
0
|ξ |. (3.31)
Notice the well-prepared initial datum (3.6), the energy conservation law (2.5), and the fact that
b(t) is the unique solution of (3.14)–(3.15). Therefore,
∫
Ω
H(ψ) =
∫
Ω
H
(
ψ(0)
)= nπ log 1

+ nγ + W (a0,d)+ o(1),
W
(
a0,d
)= W (b0,d)= W (b(t))+ π
2μ
|b˙|2.
Moreover,
ΣΩ
(
ψ;a(t),d
)= W (b(t))− W (a(t))+ π
2μ
|b˙|2 −
∫
Ω
1
2μ log 1
|∂tψ |2 + o(1). (3.32)
Apply (3.31)–(3.32) and Proposition 3.3. Then we know that by taking  → 0 and σ → 0 succes-
sively, (3.30) may imply
limsup
→0
RHS2,2  C
T∫
0
|ξ |
(
W (b) − W (a) + π
2μ
|b˙|2 − π
2μ
|a˙|2
)
. (3.33)
Step 5: We complete the proof of Theorem 3.5 in this step. By (3.22), (3.27), (3.29) and (3.33), one
can show, by letting  → 0, that
πd j
T∫
0
ξ ′
(
b1j − a1j
)− π
μ
T∫
0
ξ
′′(
b2j − a2j
)
 C
T∫
|ξ ||a− b| + C
T∫
|ξ |
(
W (b) − W (a) + π
2μ
|b˙|2 − π
2μ
|a˙|2
)
.0 0
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the vortex paths are Lipschitz. We can imply that
T∫
0
ξ ′′
(
a2j − b2j
)
 C
T∫
0
|ξ |m(t),
where
m(t) = |a− b| + ∣∣a′ − b′∣∣.
Similarly, by setting φ = φ2 in step 3, one has
T∫
0
ξ
′′(
a1j − b1j
)
 C
T∫
0
|ξ |m(t).
Since ξ is arbitrary, then for almost every t ∈ [0, T ],
∣∣a′′ − b′′∣∣(t) Cm(t). (3.34)
Furthermore,
d
dt
m(t) Cm(t), a.e. 0 t  T . (3.35)
Notice that a(t) is Lipschitz. Therefore, from (3.34), one can show that
a ∈ W 2,∞((0, T );Ωn) ↪→ C1,1([0, T ];Ωn).
By (3.35), Proposition 3.6 below and Gronwall’s inequality, we complete the proof. 
Proposition 3.6. For a(t) in Theorem 3.5, one has a˙i(0) = 0 for all i = 1, . . . ,n.
Proof. By energy conservation law and the well-prepared initial datum, one can show that
∫
Ω
|∂tψ |2
2μ log 1
= o(1) −
( ∫
Ω
E(ψ) − W
(
a(t),d
))+ W (a0,d)− W (a(t),d). (3.36)
Notice Proposition 2.1 in [7] and the gradient estimate for W (a,d) in [5, Lemma 10]. One has
limsup
→0
∫
Ω
|∂tψ |2
2μ log 1
 C
∣∣a(0) − a(t)∣∣.
Apply Proposition 3.3 by setting ξ ≡ 1. Then for any t < T ,
limsup
→0
t∫ ∫ |∂tψ |2
2μ log 1
 π
2μ
t∫ ∣∣a˙(s)∣∣2.
0 Ω 0
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t∫
–
0
∣∣a˙(s)∣∣2  C
t∫
–
0
∣∣a(0) − a(s)∣∣.
Since a(t) is C1,1 on [0, T ], the proof is completed by taking t → 0. 
Notice (3.36) and the fact that a(t) satisfy the ODE system (3.14). Then, with some further discus-
sions, one can show that
Remark 3.7. After extracting a subsequence, we have, for almost every t ∈ [0, T ], that
lim
→0
∫
Ω
E
(
ψ(t)
)− W(a(t),d)= 0. (3.37)
Proof. Take lim inf→0 on both sides of (3.36) and integrate over [0, T ], one can imply that
T∫
0
limsup
→0
( ∫
Ω
E(ψ) − W
(
a(t),d
))+
T∫
0
lim inf
→0
∫
Ω
|∂tψ |2
2μ log 1
=
T∫
0
W
(
a0,d
)− W (a(t),d).
Notice (3.14), it is clear that
1
μ
da j
dt
· d
2
dt2
a j = − 1
π
da j
dt
· ∇a jW
(
a(t)
)
.
Sum j from 1 to n. One can imply from the above equation that
1
2μ
d
dt
∣∣a˙(t)∣∣2 = − 1
π
d
dt
W
(
a(t)
)
.
Integrate from 0 to t and notice the initial conditions in (3.15). One has, ∀t ∈ [0, T ], that
π
2μ
∣∣a˙(t)∣∣2 = W (a0) − W (a(t)).
Therefore,
T∫
0
limsup
→0
( ∫
Ω
E(ψ) − W
(
a(t),d
))+
T∫
0
lim inf
→0
∫
Ω
|∂tψ |2
2μ log 1
=
T∫
0
π
2μ
∣∣a˙(t)∣∣2.
Moreover, by setting ξ ≡ 1 in Proposition 3.3 and in light of Proposition 2.1 in [7], we conclude that
0
T∫
0
lim inf
→0
( ∫
Ω
E(ψ) − W
(
a(t),d
))

T∫
0
limsup
→0
( ∫
Ω
E(ψ) − W
(
a(t),d
))
 0.
Hence, Remark 3.7 is proved. 
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In this section, we study the dynamics of the current v deﬁned in (3.24). In fact, we show that
Theorem 3.8. The current v in (3.24) satisﬁes the incompressible Euler’s equation:
vt = 2v · ∇v − 2∇ P , div v = 0, weakly in L1
([0, T ]; L1loc(Ωa(t))),
where
Ωa(t) := Ω \
{
a(t)
}
.
Moreover, the total pressure 2P is a single-valued smooth function in Ωa(t) .
Proof. Step 1: ∀σ < r/4, by Proposition 3.4, Remark 3.7 and similar arguments for (3.31), one has
limsup
→0
T∫
0
∫
Ωσ (a(t))
E
(|ψ |)+ 1
4
∣∣∣∣ j(ψ)|ψ| − v
∣∣∣∣
2
 O
((
σ
r
)2)
. (3.38)
By a similar decomposition as in (3.25)–(3.26), for all ϕ ∈ (C∞0 (Ωa × (0, T )))2,
T∫
0
∫
Ωσ (a(t))
∇ϕ : (∇ψ ⊗ ∇ψ − v ⊗ v) = I + II,
where
I =
T∫
0
∫
Ωσ (a(t))
∇ϕ :
(
v ⊗ j(ψ)|ψ | +
[
v ⊗ j(ψ)|ψ |
]T
− 2v ⊗ v
)
,
II =
T∫
0
∫
Ωσ (a(t))
∇ϕ :
[(
j(ψ)
|ψ | − v
)
⊗
(
j(ψ)
|ψ | − v
)
+ ∇|ψ | ⊗ ∇|ψ |
]
.
Notice (3.38) and (3.28), one can show that
lim
→0 I = 0; limsup→0 |II| O
((
σ
r
)2)
.
Moreover,
lim
σ→0 limsup→0
∣∣∣∣∣
T∫
0
∫
Ωσ (a(t))
∇ϕ : (∇ψ ⊗ ∇ψ − v ⊗ v)
∣∣∣∣∣= 0. (3.39)
Step 2: Let ϕ ∈ (C∞0 (Ωa × (0, T )))2, divϕ = 0. Multiply ϕ on both sides of (2.7) and integrate over
Ω × [0, T ]. Then
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0
∫
Ω
∂tϕ
(
j(ψ) + 2
μ log 1
p(ψ)
)
= 2
T∫
0
∫
Ω
∇ϕ : ∇ψ ⊗ ∇ψ. (3.40)
Notice (3.28). It is clear that
T∫
0
∫
Ω
∂tϕ · j(ψ) −→
T∫
0
∫
Ω
∂tϕ · v, as  → 0.
For the second term on the LHS of (3.40), one has
∣∣∣∣∣
T∫
0
∫
Ω
∂tϕ · p(ψ)
log 1
∣∣∣∣∣ ‖∂tϕ‖L∞(Ω×[0,T ])
T∫
0
∫
supp(ϕ)
|∇ψ ||∂tψ |
log 1
.
Apply the Cauchy–Schwartz inequality,
∣∣∣∣∣
T∫
0
∫
Ω
∂tϕ · p(ψ)
log 1
∣∣∣∣∣ ‖∂tϕ‖L∞(Ω×[0,T ])
( T∫
0
∫
supp(ϕ)
|∇ψ |2
log 1
) 1
2
( T∫
0
∫
Ω
|∂tψ |2
log 1
) 1
2
. (3.41)
Note that supp(ϕ) keeps away from the vortex paths. Then, we claim that
T∫
0
∫
supp(ϕ)
|∇ψ |2  M, (3.42)
for some M suitably large and independent of  . In fact, one can show that for any t0 ∈ [0, T ], there
exist σ and τ suitably small such that their union
Lt0 =
n⋃
j=1
Bσ
(
a j(t0)
)× (t0 − τ , t0 + τ )
satisﬁes ∫
Ω\⋃nj=1 Bσ (a j(t0))
H
(
ψ(t)
)
 Mt0 , ∀t ∈ (t0 − τ , t0 + τ ). (3.43)
(3.43) is a modiﬁcation of (3.8) in Proposition 3.1. One may choose σ suitably small such that on
the time interval (t0 − τ , t0 + τ ), supp(ϕ) keeps away from Lt0 . It is clear that {Lt0 : t0 ∈ [0, T ]}
forms an open covering of the vortex paths {a j(t): j = 1, . . . ,n, t ∈ [0, T ]} and therefore, we can
ﬁnd a ﬁnite covering {Lt1 , . . . , LtN }. In light of (3.43), it is clear that (3.42) holds if one sets M =
max(Mt1 , . . . ,MtN ), where Mti is the constant in (3.43) when t0 = ti (i = 1, . . . ,N). By (3.42) and
(3.9), one can deduce that (3.41) implies
T∫ ∫
∂tϕ · p(ψ)
log 1
−→ 0, as  → 0.0 Ω
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T∫
0
∫
Ω
∂tϕ
(
j(ψ) + 2
μ log 1
p(ψ)
)
−→
T∫
0
∫
Ω
∂tϕ · v.
By (3.39), the RHS of (3.40) satisﬁes
2
T∫
0
∫
Ω
∇ϕ : ∇ψ ⊗ ∇ψ −→ 2
T∫
0
∫
Ω
∇ϕ : v ⊗ v, as  → 0.
Therefore, one can show that
T∫
0
∫
Ω
∂tϕ · v = 2
T∫
0
∫
Ω
∇ϕ : v ⊗ v.
Apply De Rham’s theorem, v satisﬁes the incompressible Euler’s equation:
∂t v = 2div(v ⊗ v) − 2∇ P , weakly in L1
([0, T ]; L1loc(Ωa(t))).
In 2-d case, with the smooth initial data:
v(x,0) = j(u∗(a0,d)),
the solution of the incompressible Euler’s equation is smooth. Furthermore, P is also smooth. That P
is single-valued on the whole domain Ω can be proved from the discussions in [10]. 
4. Relations with the vortex dynamics for the Schrödinger and wave equations
Firstly, we study the relationship with the vortex dynamics for the Schrödinger equation. Our main
result is shown as follows.
Theorem 4.1. If
c2 
 log 1

, or equivalently, μ → ∞, (4.1)
then the vortex paths a j(t) ( j = 1, . . . ,n) satisfy the Kirchhoff’s law:
d
dt
a j = d j
π
J∇a jW
(
a(t)
)
, 0 < t < T0, (4.2)
and the initial conditions:
a j(0) = a0j . (4.3)
T0 is the ﬁrst time when two vortices collide or one of the vortices touches ∂Ω .
992 Y. Yu / J. Differential Equations 251 (2011) 970–994Proof. Similar as the proof for Theorem 3.5, the linear momentum conservation law (2.7) implies that
−
T∫
0
ξ ′
∫
Br
φi J (ψ) +
T∫
0
ξ ′
∫
Br
∇⊥φi · p(ψ)
μ log 1
=
T∫
0
ξ
∫
Br
∇∇⊥φi : (∇ψ ⊗ ∇ψ). (4.4)
Notice (3.11), (3.6) and the energy conservation law (2.5), the LHS of (4.4) admits
lim
→0,μ→∞ LHS= − lim→0
T∫
0
ξ ′
∫
Br
φi J (ψ) = −πd j
T∫
0
ξ ′aij .
Here,
T∫
0
ξ ′
∫
Br
1
μ log 1
∇⊥φi · p(ψ) −→ 0 as  → 0, μ → ∞.
Let b j be the solution of (4.2)–(4.3). We have
W
(
b(t)
)= W (b(0))= W (a0).
Furthermore,
limsup
→0
ΣΩ
(
ψ;a(t),d
)
 C |a− b|,
where C is a suitably large constant. By similar arguments as in the step 3 and step 4 for the proof
of Theorem 3.5, we have
|a− b|′  C |a− b|.
By Gronwall’s inequality , the proof is completed. 
Theorem 4.1 recovers the dynamics of the Ginzburg–Landau vortices for the Schrödinger equation.
We discuss in the end the case when
μ → 0. (4.5)
We will ﬁnd that Theorem 4.2 below recovers the dynamics of vortices for the wave equation, which
has been discussed in [11] and [4].
Theorem 4.2. If (4.5) holds, then in the time scale
tc, = 1√
μ
=
√
log 1
c
, (4.6)
the vortex paths a j(t) ( j = 1, . . . ,n) satisfy the dynamical law deﬁned by the ordinary differential equations:
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dt2
a j = − 1
π
∇a jW
(
a(t)
)
, 0< t < T0, (4.7)
and the initial conditions:
a j(0) = a0j , a˙ j(0) = 0. (4.8)
T0 is the ﬁrst time when two vortices collide or one of the vortices touches ∂Ω .
Proof. Let
ψ˜(x, t) = ψ(x, tc,t). (4.9)
The linear momentum conservation law for ψ˜ reads as
∂t
(√
μ j(ψ˜) + 2
log 1
p(ψ˜)
)
= 2div(∇ψ˜ ⊗ ∇ψ˜) + ∇ Pc, . (4.10)
Meanwhile, the energy conservation law for ψ˜ should be
∂t
(
1
2 log 1
|∂tψ˜ |2 + E(ψ˜)
)
= ∇ · p(ψ˜).
One should notice that in the current time scale, the initial datum (h˜0, h˜
1
) = (h0, tc,h1) should
satisfy (3.5) and
lim
→0
( ∫
Ω
E
(
h˜0
)+ 1
2 log 1
∣∣h˜1∣∣2 − W(a0,d)
)
= 0.
Recall ξ and φi (i = 1,2) that we have used in the proof of Theorem 3.5. Multiply ξ and φi on
both sides of (4.10) and integrate over Br × [0, T ]. One can show that
−
T∫
0
ξ ′
∫
Br
φi
√
μ J (ψ˜) +
T∫
0
ξ ′
∫
Br
∇⊥φi · p(ψ˜)
log 1
=
T∫
0
ξ
∫
Br
∇∇⊥φi : (∇ψ˜ ⊗ ∇ψ˜). (4.11)
Let  → 0 and μ → 0, the LHS of (4.11) converges to
πil
T∫
0
ξ ′′alj, i = 1,2,
where 12 = −21 = 1. The proof is similar as the arguments in step 2 for the proof of Theorem 3.5.
Similarly as in the step 3 for the proof of Theorem 3.5, we let b = (b1, . . . ,bn) be the solution of
(4.7)–(4.8). Subtract the weak equation of b(t) from (4.11). Then, by applying the similar arguments
as in step 3 and step 4 for the proof of Theorem 3.5, we can show that a(t) ≡ b(t) for t ∈ [0, T ]. The
proof is completed. 
994 Y. Yu / J. Differential Equations 251 (2011) 970–994References
[1] F. Bethuel, H. Brezis, F. Hélein, Ginzburg–Landau Vortices, Birkhäuser, Boston, 1994.
[2] H. Brezis, J.-M. Coron, E. Lieb, Harmonic maps with defects, Comm. Math. Phys. 107 (1996) 649–705.
[3] J.-E. Colliander, R.-L. Jerrard, Ginzburg–Landau vortices: Weak stability and Schrödinger equation dynamics, J. Anal.
Math. 77 (1999) 129–205.
[4] R.-L. Jerrard, Vortex dynamics for the Ginzburg–Landau wave equation, Calc. Var. Partial Differential Equations 9 (1999)
1–30.
[5] R.-L. Jerrard, D. Spirn, Reﬁned Jacobian estimates and Gross–Pitaevsky vortex dynamics, Arch. Ration. Mech. Anal. 190
(2008) 425–475.
[6] R.-L. Jerrard, H.-M. Soner, Dynamics of Ginzburg–Landau vortices, Arch. Ration. Mech. Anal. 142 (1998) 99–125.
[7] M. Kurzke, C. Melcher, R. Moser, D. Spirn, Dynamics for Ginzburg–Landau vortices under a mixed ﬂow, Indiana Univ. Math.
J. 58 (6) (2009) 2597–2621.
[8] C.-K. Lin, K.-C. Wu, Singular limits of the Klein–Gordon equation, Arch. Ration. Mech. Anal. 197 (2) (2010) 689–711.
[9] C.-K. Lin, K.-C. Wu, A survey of the singular limits of the nonlinear Klein–Gordon equation, Manuscript.
[10] F.-H. Lin, J. Xin, On the incompressible ﬂuid limit and the vortex motion law of the nonlinear Schrödinger equation, Comm.
Math. Phys. 200 (1999) 249–274.
[11] F.-H. Lin, Vortex dynamics for the nonlinear wave equation, Comm. Pure Appl. Math. 52 (1999) 737–761.
[12] E. Sandier, S. Serfaty, Gamma convergence of gradient ﬂows with applications to Ginzburg–Landau, Comm. Pure Appl.
Math. 57 (2004) 1627–1672.
[13] E. Sandier, S. Serfaty, A product estimate for Ginzburg–Landau and corollaries, J. Funct. Anal. 211 (1) (2004) 219–244.
