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a b s t r a c t
Finding all solutions of nonlinear or piecewise-linear equations is an important problem
which is widely encountered in science and engineering. Various algorithms have been
proposed for this problem. However, the implementation of these algorithms are generally
difficult for non-experts or beginners. In this paper, an efficient method is proposed for
finding all solutions of separable systems of piecewise-linear equations using integer
programming. In thismethod, we formulate the problem of finding all solutions by amixed
integer programming problem, and solve it by a high-performance integer programming
software such as GLPK, SCIP, or CPLEX. It is shown that the proposed method can be easily
implemented without making complicated programs. It is also confirmed by numerical
examples that the proposed method can find all solutions of medium-scale systems of
piecewise-linear equations in practical computation time.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Finding all solutions of nonlinear equations is an important problem which is widely encountered in science and
engineering [1–18]. For example, in the computer-aided design of electronic circuits, finding all solutions (operating points)
is important to design a circuit with high reliability. It is also important to design multistate circuits having more than one
operating point such as flip-flops and neural networks. In this paper, we discuss the problem of finding all solutions of a
system of n piecewise-linear (PWL) equations1 with a separable mapping
f (x) = 0 (1)
contained in a box D = ([l1, u1], . . . , [ln, un])T ⊂ Rn, where x = (x1, x2, . . . , xn)T ∈ Rn and f = ( f1, f2, . . . , fn)T : Rn → Rn
is a continuous PWL function which can be written as
f (x) = f 1(x1)+ f 2(x2)+ · · · + f n(xn). (2)
Such a separable system of equations often appears in practical applications, for example, DC analysis of electronic
circuits [19,20]. Actually, the method proposed in this paper can be applied to more general systems of PWL equations
(see [12,13]), but we restrict our discussion to the separable systems because the proposedmethod is especially efficient for
such systems.
∗ Corresponding author. Tel.: +81 3 3817 1854; fax: +81 3 3817 1847.
E-mail address: yamamura@elect.chuo-u.ac.jp (K. Yamamura).
1 By ‘‘piecewise’’ is meant that the entire domain is divided into subsets (pieces), and on each subset the function is defined differently. A PWL equation
is linear on each subset. The main advantages of PWL equations are as follows. (i) PWL equations are the easiest in the class of nonlinear equations to solve
exactly. (ii) The PWL approximation is an adequate approximation for most applications. (iii) A number of methods exist to solve PWL equations [19].
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Fig. 1. PWL function.
Various algorithms have been proposed for finding all solutions of nonlinear or PWL equations [1–20]. However, the
implementation of these algorithms are generally difficult for non-experts or beginners. Several non-commercial softwares
have been developed for solving nonlinear systems. Among them, RealPaver [4] is the most well-known interval software
package for solving numerical constraint satisfaction problems including finding all solutions of nonlinear equations.
By the way, in the field of mathematical programming, the study of integer programming has made a rapid progress,
and it is said that the speed of integer programming solvers has increased ten million times (including the speed-up by the
progress of hardwares) in the past twodecades [21]. Excellent non-commercial and commercial softwares for solving integer
programming problems have been developed. Among them, GLPK, SCIP, and IBM ILOG CPLEX (often informally referred to
simply as CPLEX) are the most well-known non-commercial and commercial softwares, respectively. These solvers provide
high-performance optimizers for solving very large, real-world mixed integer programming problems.
In this paper, focusing on the recent progress of this field, we propose an efficient method for finding all solutions of
separable systems of PWL equations using the integer programming solvers. In this method, we formulate the problem of
finding all solutions by a mixed integer programming problem, and solve it by a high-performance integer programming
solver such as GLPK, SCIP, or CPLEX. It is shown that the proposed method can be easily implemented without making
complicated programs. It is also confirmed by numerical examples that the proposed method can find all solutions of
medium-scale systems of PWL equations in practical computation time.
Note that the purpose of this paper is not to give a very fast algorithm2 but to give a method which can be easily
implemented by researchers who are familiar with the recent integer programming solvers.
2. Proposed method
For the simplicity of notation, and without loss of generality, in this paper we assume that (1) can be represented as
f (x) , Pg(x)+ Qx− r = 0 (3)
as assumed in [15–18],where g(x) = [g1(x1), g2(x2), . . . , gn(xn)]T : Rn → Rn is a continuous PWL functionwith component
functions gi(xi) : R1 → R1 (i = 1, 2, . . . , n), P andQ are n×n constantmatrices, and r = (r1, r2, . . . , rn)T ∈ Rn is a constant
vector. Namely, we divide the system into the nonlinear term Pg(x), the linear term Qx, and the constant term r . Assume
that we have chosen a partitioning li = ai0 < ai1 < · · · < aiK = ui of the interval [li, ui] and have defined a PWL function
gi(xi) which is linear over the interval [aij−1, aij] for i = 1, 2, . . . , n and j = 1, 2, . . . , K (see Fig. 1). For the simplicity of
notation, we assume that the number of partitioning is the same for all xi-directions. We denote the function value at the
points aij by
bij = gi(aij), i = 1, 2, . . . , n; j = 0, 1, . . . , K . (4)
We first formulate (1) by ways of a mixed integer programming problem. There are several such methods, but the
following method is the most common [22,23].
Assume that we can introduce the auxiliary variables δij (i = 1, 2, . . . , n; j = 1, 2, . . . , K)which satisfies
(i) 0 ≤ δij ≤ aij − aij−1,
(ii) if δik = 0 (1 ≤ k ≤ K − 1), then δik+1 = 0,
and
(iii) if 0 < δik < aik − aik−1 (1 ≤ k ≤ K − 1), then δij = aij − aij−1 for 1 ≤ j ≤ k− 1 and δij = 0 for k+ 1 ≤ j ≤ K .
Then, every real xi in [li, ui] can be written as
xi = ai0 + δi1 + δi2 + · · · + δiK , i = 1, 2, . . . , n (5)
2 As one of the most efficient algorithms for solving (1) in the case where f is a smooth nonlinear function, the algorithm using LP-narrowing is
known [18], which finds all solutions of nonlinear equations by solving LP problems many times.
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and the PWL function gi(xi) can be written as
gi(xi) = bi0 + bi1 − bi0ai1 − ai0 δi1 +
bi2 − bi1
ai2 − ai1 δi2 + · · · +
biK − biK−1
aiK − aiK−1 δiK , i = 1, 2, . . . , n. (6)
Let∆ij , aij−aij−1. From (iii), if 0 < δik < ∆ik (1 ≤ k ≤ K−1), then δij = ∆ij for 1 ≤ j ≤ k−1 and δij = 0 for k+1 ≤ j ≤ K .
Hence, from (i), (iii) can be replaced by
(iii′) if 0 < δik < ∆ik (1 ≤ k ≤ K − 1), then δij ≥ ∆ij for 1 ≤ j ≤ k− 1 and δij ≤ 0 for k+ 1 ≤ j ≤ K .
To formulate this in linear inequalities using integer variables, we introduce 0–1 variables µij (i = 1, 2, . . . , n;
j = 1, 2, . . . , K − 1) and consider the mixed 0–1 model:
∆i1µi1 ≤ δi1 ≤ ∆i1µi0
...
∆ij−1µij−1 ≤ δij−1 ≤ ∆ij−1µij−2
∆ijµij ≤ δij ≤ ∆ijµij−1
∆ij+1µij+1 ≤ δij+1 ≤ ∆ij+1µij
...
∆iKµiK ≤ δiK ≤ ∆iKµiK−1, i = 1, 2, . . . , n
µi0 = 1, µiK = 0.
(7)
For K = 1 there is no need for a 0–1 variable, and (5)–(7) describe gi(xi) correctly. For K = 2 the correctness follows by
examining the two caseswhereµi1 = 0 and 1, respectively. The correctness of themixed 0–1model (7) follows by induction
of K . Moreover, by dividing the jth equation of (7) by∆ij, it is easily seen that µij satisfies
1 = µi0 ≥ µi1 ≥ µi2 ≥ · · · ≥ µiK−2 ≥ µiK−1 ≥ µiK = 0, i = 1, 2, . . . , n. (8)
Thus, we can represent the PWL function g(x) by (5)–(7).
We further introduce auxiliary variables y = (y1, y2, . . . , yn)T ∈ Rn and put yi = gi(xi). Then, (3) and x ∈ D are
represented by (5), (7), and
Py+ Qx− r = 0
yi = bi0 +
K
j=1
bij − bij−1
aij − aij−1 δij, i = 1, 2, . . . , n.
(9)
Now we consider the mixed integer programming problem:
max x1
subject to
Py+ Qx− r = 0
xi = ai0 +
K
j=1
δij
yi = bi0 +
K
j=1
bij − bij−1
aij − aij−1 δij
∆i1µi1 ≤ δi1 ≤ ∆i1
...
∆ij−1µij−1 ≤ δij−1 ≤ ∆ij−1µij−2
∆ijµij ≤ δij ≤ ∆ijµij−1
∆ij+1µij+1 ≤ δij+1 ≤ ∆ij+1µij
...
0 ≤ δiK ≤ ∆iKµiK−1, i = 1, 2, . . . , n,
(10)
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Fig. 2. Illustrative example of the proposed method.
where µij (i = 1, 2, . . . , n; j = 1, 2, . . . , K − 1) are 0–1 variables. This mixed integer programming problem contains
n(2K + 1) variables, n(K − 1) 0–1 variables, and n(2K + 1) constraints. Since the constraints of (10) are equivalent to (3)
and x ∈ D, the feasible region of (10) is the set of all solutions of (3) in D. Hence, by solving (10) we can obtain the solution of
(3) contained in Dwhich has the largest value of x1. Let the solution be denoted by α = (α1, α2, . . . , αn)T . Then, by adding
the constraint x1 < α1 to the constraints of (10) and by solving the new mixed integer programming problem, we obtain
the solution of (3) in D which has the second largest value of x1. Thus, we can obtain all solutions of (3) in D to some extent
by solving the mixed integer programming problem N + 1 times, where N denotes the number of solutions.
However, this method is not complete because integer programming solvers cannot deal with strict inequalities such
as x1 < α1. Moreover, there may be more than one solution which satisfies x1 = α1. In that case, all solutions cannot be
obtained.
To solve these problems, we propose a newmethod. We will call an n-dimensional rectangular region which is obtained
by the partitioning of D a linear region. On a linear region, g is linear. Let ki (i = 1, 2, . . . , n) be the index such that
µi1 = µi2 = · · · = µiki = 1, µiki+1 = µiki+2 = · · · = µiK−1 = 0. (11)
Then, it is easily seen that there is a one-to-one correspondence between a linear region and k = (k1, k2, . . . , kn)T . Moreover,
µij − µij+1 =

1 ( j = ki)
0 ( j ≠ ki) , i = 1, 2, . . . , n (12)
holds.
Suppose that we have obtained a solution α by solving (10). Let R be the linear region containing α, and let the index
corresponding to R be k = (k1, k2, . . . , kn)T . Then, it is clear that R is the only linear region which satisfiesµiki −µiki+1 = 1
for all i. Namely, R is the only linear region which satisfies
n
i=1(µiki − µiki+1) = n, and for other linear regions,n
i=1(µiki − µiki+1) ≤ n− 1 holds.
In the proposed method, we add a linear inequality constraint
n
i=1
(µiki − µiki+1) ≤ n− 1 (13)
to the constraints of (10) each time we obtain a solution of (10). Then, only the linear region containing the solution is
excluded from further consideration. Hence, we can find all solutions of (1) in D by successively solving the mixed integer
programming problem (10) with the inequality constraints (13).
We explain this method concretely using the example illustrated in Fig. 2, where n = 2, K = 3, and α1, α2, and α3 are
solutions. Assume that we have solved (10) and have obtained a solution α1. Then, the linear region containing α1 has the
values of µij as follows:
µ10 = 1, µ11 = 1, µ12 = 1, µ13 = 0
µ20 = 1, µ21 = 1, µ22 = 0, µ23 = 0,
where k1 = 2 and k2 = 1. From (13), we add a linear inequality constraint
(µ12 − µ13)+ (µ21 − µ22) ≤ 1 (14)
to the constraints of (10), and solve the mixed integer programming problem (10) with constraint (14). Since (µ12−µ13)+
(µ21−µ22) = 2 holds only for the linear region containing α1, it is excluded from the analysis, Hence, we obtain the second
solution α2. The linear region containing α2 has the values of µij as follows:
µ10 = 1, µ11 = 1, µ12 = 1, µ13 = 0
µ20 = 1, µ21 = 1, µ22 = 1, µ23 = 0.
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Fig. 3. PWL functions in Example 1.
Then, we add a linear inequality constraint
(µ12 − µ13)+ (µ22 − µ23) ≤ 1 (15)
to the constraints of (10), and solve the mixed integer programming problem (10) with constraints (14) and (15). Then, we
obtain the third solution α3. After that, we solve the mixed integer programming problem (10) with constraints (14), (15),
and
(µ11 − µ12)+ (µ20 − µ21) ≤ 1. (16)
Then, we get the information that the feasible region is empty, and the analysis terminates.
3. Softwares of integer programming
There aremany softwares for solvingmixed integer programming problems. As non-commercial softwares, GLPK [24,25]
and SCIP [26] are well-known, and as commercial softwares, CPLEX [27] and Gurobi [28] are well-known. These softwares
are recommended for solving (10) because of their high performance and suitability. Among them, CPLEX provides one
of the most efficient solvers for mixed integer programming problems at the present time. The CPLEX branch-and-bound
algorithm for solving mixed integer programming problems uses modern features such as cutting planes and heuristics to
find integer solutions. CPLEX has become a standard in both academic and industrial communities.
One of the main advantages of using CPLEX is that it has the solution pool feature, which generates and stores multiple
solutions to a mixed integer programming problem. Using this function, we need not use the technique proposed in the last
part of Section 2, and we can find all solutions of (3) by solving (10) only once. The non-commercial software SCIP also has
a functionality of enumerating all feasible solutions.
4. Numerical examples
We implemented the proposed method using GLPK version 4.39, SCIP version 2.0.1, and CPLEX version 12.2 on a Dell
Precision T7400 (CPU: Intel Xeon 3.4 GHz). In this section, we show some numerical examples. Except for Example 1, the
systems of PWL equations solved in this section are obtained by the PWL approximation of the systems of (smooth) nonlinear
equations which are solved in [18]. The same systems of PWL equations are also solved in [20] by the algorithm proposed
there. It has been confirmed that the same solutions as those obtained in [20] were found by the proposed method.
Note that the proposedmethod cannot find all solutions of the original systems of nonlinear equations in general, as will
be mentioned in Example 2.
4.1. Example 1
We first consider a system of PWL equations
2g1(x1)+ x1 + x2 − 9 = 0
2g2(x2)+ x1 + x2 − 9 = 0
discussed in [29, p. 205], which comes from the DC analysis of a PWL circuit. The PWL functions g1(x1) and g2(x2) are given
by Fig. 3. The initial region we consider is D = ([0, 10], [0, 10])T . In this case, the mixed integer programming problem to
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Table 1
Computation time of the proposed method (Example 2).
n Number of variables in
(10)
Number of 0–1 variables in
(10)
Number of constraints
in (10)
Number of
solutions
Computation time (s)
GLPK SCIP CPLEX
10 210 90 210 7 1 0.5 0.1
20 420 180 420 7 7 1 0.4
30 630 270 630 7 20 2 1
40 840 360 840 7 29 2 1
50 1050 450 1050 9 132 8 7
60 1260 540 1260 9 211 12 9
70 1470 630 1470 9 374 9 16
80 1680 720 1680 7 328 8 15
90 1890 810 1890 9 681 48 23
100 2100 900 2100 9 807 51 26
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
150 3150 1350 3150 11 37542 538 261
200 4200 1800 4200 9 >1 day 1026 892
250 5250 2250 5250 9 >1 day 2382 617
300 6300 2700 6300 11 >1 day 1950 1708
350 7350 3150 7350 9 >1 day 6018 3759
400 8400 3600 8400 3 >1 day 9298 7316
450 9450 4050 9450 3 >1 day 31018 10217
500 10500 4500 10500 3 >1 day 28874 13780
be solved is
max x1
subject to
2y1 + x1 + x2 − 9 = 0
2y2 + x1 + x2 − 9 = 0
x1 = δ11 + δ12 + δ13
x2 = δ21 + δ22
y1 = 2δ11 − δ12 + 12δ13
y2 = 2δ21 + 12δ22
2µ11 ≤ δ11 ≤ 2
3µ12 ≤ δ12 ≤ 3µ11
0 ≤ δ13 ≤ 5µ12
3µ21 ≤ δ21 ≤ 3
0 ≤ δ22 ≤ 7µ21.
(17)
Solving (17) by CPLEX, we obtained three solutions (x1, x2) = (5.666, 0.666), (1.5, 1.5), and (4, 1) in 0.01 s.
4.2. Example 2
We next consider a system of n nonlinear equations [7,13–18,20]
gˆ(xi)+ x1 + x2 + · · · + xn − i = 0, i = 1, 2, . . . , n,
where
gˆ(xi) = 2.5x3i − 10.5x2i + 11.8xi,
which describes a nonlinear resistive circuit containing n tunnel diodes. We consider the initial region
D = ([−1, 4], . . . , [−1, 4])T , and approximate the nonlinear function gˆ(xi) by a PWL function with ten segments which
are linear on equally spaced intervals [−1,−0.5], [−0.5, 0], . . . , [3.5, 4]. The number of linear regions is 10n.
We applied the proposed method using GLPK, SCIP, and CPLEX to this system for various n. Then, the same solutions
as those obtained in [20] were found. Table 1 shows the number of solutions obtained by the proposed method and the
computation time. Themark ‘‘>1 day’’ indicates that it could not be computed in one day. As seen from the table, all solutions
of the systemof PWL equationswith n = 100were found in 807 s, 51 s, and 26 s by usingGLPK, SCIP, and CPLEX, respectively.
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Table 2
Computation time of the algorithm proposed in [18] (Example 2).
n Number of solutions Computation time (s) of the algorithm proposed
in [18]
100 9 0.3
200 13 2
300 11 9
400 9 22
500 13 54
Table 3
Computation time (s) of the algorithms in RealPaver (BC3N, BC5, weak3B, 3B) and the algorithm proposed in [18] (Example 2).
n Number of solutions BC3N BC5 weak3B 3B Ref. [18]
6 5 0.57 0.44 0.77 134 0.005
8 7 15 10 11 1390 0.009
10 9 250 174 201 5269 0.009
12 9 4057 2964 4580 60428 0.011
14 5 106913 73844 149005 >3 days 0.013
The number of variables and the number of constraints of (10) when n = 500 are both 10500. Although such a large-scale
mixed integer programming problem is solved, the proposed method using SCIP and CPLEX finds all solutions in about 8 h
and 4 h, respectively.
In [18], the original systems of nonlinear equations are solved by the algorithm proposed there and by the algorithms in
RealPaver. Table 2 shows the result of computation of the algorithm in [18], and Table 3 shows the result of computation
of the algorithms in RealPaver (called BC3N, BC5, weak3B, and 3B). Comparing the computation time in Tables 1–3, it is
seen that the proposed method is less efficient than the algorithm in [18], but much more efficient than the algorithms in
RealPaver.3
Furthermore, comparing Tables 1 and 2, it is seen that PWL approximation often changes the number of solutions. The
proposed method can find all solutions of systems of PWL equations, but may miss some solutions of the original systems
of nonlinear equations.
4.3. Example 3
We next consider a system of n nonlinear equations [2,7,13–18,20]
xi − 12n

n
j=1
x3j + i

= 0, i = 1, 2, . . . , n.
We consider the initial region D = ([−2.5, 2.5], . . . , [−2.5, 2.5])T and approximate the nonlinear function x3j by a PWL
function with ten segments which are linear on equally spaced intervals [−2.5,−2], [−2,−1.5], . . . , [2, 2.5]. The number
of linear regions is 10n.
We applied the proposed method using GLPK, SCIP, and CPLEX to this system for various n. Table 4 shows the result of
computation. It is seen that a similar result as that in Table 1 is obtained.
4.4. Example 4
We next consider a system of n nonlinear equations [7,13,18]
xi+1 − 2xi + xi−1 + h2 exp(xi) = 0, i = 1, 2, . . . , n,
where x0 = xn+1 = 0 and h = 1/(n + 1). This system comes from a nonlinear two-point boundary value problem termed
the Bratu problem. We consider the initial region D = ([0, 5], . . . , [0, 5])T and approximate the nonlinear function exp(xi)
by a PWL function with ten segments which are linear on equally spaced intervals [0, 0.5], [0.5, 1], . . . , [4.5, 5].
We applied the proposed method using GLPK, SCIP, and CPLEX to this system for various n. Table 5 shows the result of
computation.
4.5. Example 5
Finally, we consider the transistor circuits shown in Fig. 4(a)–(d) [14,18,20] which are described by systems of
nonlinear equations containing many strongly nonlinear terms of the form exp(40xi − 1). We consider the initial region
D = ([−20, 0.45], . . . , [−20, 0.45])T and approximate the nonlinear function by a PWL function with ten segments which
3 It is fair to mention here that the algorithms in [18] and in RealPaver can find all solutions of systems of nonlinear equations contained in D.
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Table 4
Computation time of the proposed method (Example 3).
n Number of variables in
(10)
Number of 0–1 variables in
(10)
Number of
constraints in (10)
Number of
solutions
Computation time (s)
GLPK SCIP CPLEX
10 210 90 210 3 1 0.3 0.1
20 420 180 420 3 10 1 0.4
30 630 270 630 3 30 3 1
40 840 360 840 3 106 9 2
50 1050 450 1050 3 256 18 5
60 1260 540 1260 3 465 25 10
70 1470 630 1470 3 853 53 13
80 1680 720 1680 3 1205 126 22
90 1890 810 1890 3 2117 219 30
100 2100 900 2100 3 3252 486 65
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
150 3150 1350 3150 3 16577 1513 256
200 4200 1800 4200 3 53223 4882 896
250 5250 2250 5250 3 >1 day 25030 2935
300 6300 2700 6300 3 >1 day 30364 5300
350 7350 3150 7350 3 >1 day 69775 11479
400 8400 3600 8400 3 >1 day >1 day 23622
450 9450 4050 9450 3 >1 day >1 day 35023
500 10500 4500 10500 3 >1 day >1 day 71717
Table 5
Computation time of the proposed method (Example 4).
n Number of variables in
(10)
Number of 0–1 variables in
(10)
Number of
constraints in (10)
Number of
solutions
Computation time (s)
GLPK SCIP CPLEX
10 210 90 210 2 1 0.3 0.1
20 420 180 420 2 19 2 0.4
30 630 270 630 2 92 7 0.8
40 840 360 840 2 294 15 1
50 1050 450 1050 2 694 25 4
60 1260 540 1260 2 1515 51 7
70 1470 630 1470 2 2412 83 16
80 1680 720 1680 2 4787 136 41
90 1890 810 1890 2 5452 166 19
100 2100 900 2100 2 9311 256 98
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
150 3150 1350 3150 2 80847 2841 739
200 4200 1800 4200 2 >1 day 14496 5351
250 5250 2250 5250 2 >1 day 52264 28783
300 6300 2700 6300 2 >1 day >1 day 38257
are linear on [−20, 0], [0, 0.05], [0.05, 0.1], . . . , [0.4, 0.45]. We applied the proposed method to these circuits. Then, we
found 9, 3, 11, and one solutions (operating points) in 0.8, 0.6, 49, and 18 s, respectively, by using GLPK, in 0.3, 0.1, 0.8, and
4 s, respectively, by using SCIP, and in 0.1, 0.06, 0.09, and 1 s, respectively, by using CPLEX. It is seen that all solutions were
found in little computation time. It has also been confirmed that the same solutions as those obtained in [20] were found
by the proposed method.
It is noted here that the proposed method did not miss solutions for Examples 3–5.
5. Conclusion
In this paper, an efficientmethod has been proposed for finding all solutions of separable systems of PWL equations using
integer programming solvers. It has been shown that the proposedmethod is efficient and can find all solutions of medium-
scale systems of PWL equations in practical computation time. This efficiency is due to the rapid progress of the recent
integer programming solvers. Moreover, the proposed method can be easily implemented without making complicated
programs.
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Fig. 4. Example circuits.
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