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Abstract
Let I be an equimultiple ideal of Noetherian local ring A. This paper gives some multiplicity
formulas of the extended Rees algebras T = A[I t, t−1]. In the case A generalized Cohen–Macaulay,
we determine when T is Cohen–Macaulay and as an immediate consequence we obtain e.g., some
criteria for the Cohen–Macaulayness of Rees algebra R(I) over a Cohen–Macaulay ring in terms of
reduction numbers and ideals.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Throughout this paper, let (A,m) be a Noetherian local ring with Krull dimension d > 0
and maximal idealm, inﬁnite residue ﬁeld k =A/m. To determine the multiplicity of Rees
Algebras T = A[I t, t−1] and R(I) = A[I t] with respect to the multiplicity of ideals is
usually a hard problem. This problem is concerned by authors in the past few years. In
this paper we will study the multiplicity of the extended Rees algebras T of equimultiple
ideals (see Sections 3 and 4). As an application of Section 4, in Section 5 we ﬁrst answer
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to the question when the extended Rees algebra of an equimultiple ideal of a generalized
Cohen–Macaulay ring is Cohen–Macaulay (CM) by the following theorem:
Theorem 1 (Theorem 5.1). Let (A,m) be a generalized Cohen–Macaulay local ring of
dimension d > 0 with maximal ideal m and inﬁnite residue ﬁeld k = A/m. Let I be an
equimultiple ideal with ht I = h> 0. Suppose that J is a minimal reduction of I and rJ (I )
is the reduction number of I with respect to J. Let J ′ = (y1, y2, . . . , yd−h) be an ideal of A
such that J= (J, J ′) is an m-primary ideal. T = A[I t, t−1] is the extended Rees algebra
of I. Then T is CM if and only if A is CM and the following conditions are satisﬁed:
(i) (J In + J ′) ∩ (In+2 + J ′) = J In+1 + J ′ for all nrJ (I ).
(ii) J ′ ∩ In + J In−1 + In+1 = J ′In + J In−1 + In+1 for all nrJ (I ).
Recall that this criterion is also a characterization for the Cohen–Macaulayness of the
associated graded ringG(I)=⊕n0 In/In+1.From this theoremwe show some corollaries
as: I is anm-primary ideal of a generalized CM ring A, then T and hence G(I) is CM iff A
is CM and J In ∩ In+2 =J In+1 for all nrJ (I ) (see Corollary 5.2). This result is a general
version of Katz–Verma’s theorem [6] which is proved by them in the case that A is CM.
Since the theorem of Goto and Shimoda [4] for the Cohen–Macaulayness of the Rees
algebras of m-primary ideals is published in 1979, several other authors gave different
characterizations for the Cohen–Macaulayness of R(I) when I is an equimultiple ideal of
a CM ring (cf. e.g. [5,11]). As a direct application of Theorem 1 we give a statement as
follows:
Theorem 2 (Theorem 6.1). Let (A,m) be a Cohen–Macaulay local ring of dimension
d > 0 with maximal ideal m and inﬁnite residue ﬁeld k = A/m. Let I be an equimultiple
ideal with ht I =h> 0. Suppose that J is a minimal reduction of I and rJ (I ) is the reduction
number of I with respect to J. LetJ ′=(y1, y2, . . . , yd−h) be an ideal of A such that (J, J ′) is
anm-primary ideal. R(I)=A[I t] is the Rees algebra of I. Then R(I) is Cohen–Macaulay
if and only if the following conditions are satisﬁed:
(i) rJ (I )h.
(ii) J ′ ∩ In = J ′In for all nrJ (I ).
(iii) (J In + J ′) ∩ (In+2 + J ′) = J In+1 + J ′ for all nrJ (I ).
This theorem yielded some earlier results (see Proposition 6.2, Corollary 6.3).
The above results are introduced in Section 6. The key for proofs of these results is the
results of Section 5.
Now, let us return to Section 4. Our approach is based on the results of [14] which link the
mixed multiplicity of a set of arbitrary ideals with the Hilbert–Samuel multiplicity via the
(FC)-sequence (see Section 2). We need to determine the multiplicity of parameter ideals
of T .
Theorem 3 (Theorem 4.1). Let (A,m) be a generalized Cohen–Macaulay local ring of
dimension d > 0 with maximal ideal m and inﬁnite residue ﬁeld k = A/m. Let I be an
equimultiple ideal with ht I =h> 0. Suppose that J ′ is an equimultiple ideal of A such that
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ht J ′ = d − h and J= (I, J ′) is an m-primary ideal. T = A[I t, t−1] is the extended Rees
algebra of I. Then
(i) e((Jm + I )[d−i], I [i]) = md−he(J) for all ih − 1 and m> 0.
(ii) e((J, t−1, I t)T ) = e(J).
This theorem is an important tool for the proof of Theorem 1. In addition, if ht I < dim A,
then we get an result which is stated as follows:
Theorem 4 (Theorem 4.2). Let (A,m) be a generalized Cohen–Macaulay local ring of
dimension d > 1 with maximal ideal m and inﬁnite residue ﬁeld k = A/m. Let I be an
equimultiple ideal with ht I = h> 0 and h<d. Suppose that J is a minimal reduction of I
and J ′ = (y1, y2, . . . , yd−h) is an ideal such that J ′(A/J ) is a reduction of m(A/J ). Set
J= (J ′, I ) and T = A[I t, t−1], and B = (J, t−1, I t)T . Then
(i) e((Jm + I )[d−i], I [i]) = md−he(A/J ) for all ih − 1.
(ii) e(B) = e(A/J ).
(iii) R(I) = A[I t] is the Rees algebra of I. Then e((J, I t)R(I)) = h.e(A/J ).
The proof of Theorems 3 and 4 is based on our formulas in Section 3 for the mixed mul-
tiplicities and the multiplicity of extended Rees algebras of equimultiple ideals in arbitrary
local rings (see Proposition 3.1, Remark 3.2, Theorem 3.3).
Section 2 deals with some basic facts on the mixed multiplicities and (FC)-sequences of
ideals.
2. Preliminaries
In this section, we ﬁrst introduce some notions and previous results which will be used
in the sequence.
An ideal J ⊆ I is called a reduction of I if In+1 = J In for some non-negative integer
n, and the reduction number of I with respect to J is given by rJ (I )= min{n|In+1 = J In}.
A reduction J of I is called a minimal reduction if it does not properly contain any other
reduction of I. Set (I ) = dim⊕n0 In/mIn, we call this number the analytic spread
of I. If residue ﬁeld k = A/m is inﬁnite, then the minimal number of generators of every
minimal reduction of I is equal to (I ) [7]. It is well known that ht I(I ) dim A, and I
is called an equimultiple ideal if (I ) = ht I.
A is called a generalized Cohen–Macaulay ring [3] if there exists a positive integer n
such that for all parameter ideals (a1, a2, . . . , ad) of A, then
(a1, a2, . . . , ai−1) : ai ⊆ (a1, a2, . . . , ai−1) : mn for all 1 id.
Let J be anm-primary ideal and {I1, I2, . . . , Is} proper ideals of A such that I= I1 · · · Is
is non-nilpotent. Suppose that dim A/0 : I∞ = q. Then the Hilbert–Samuel function
B(n, n1, . . . , ns) = lA
(
J nI
n1
1 · · · Inss
J n+1In11 · · · Inss
)
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is a polynomial of degree q − 1 for all large values of n, n1, . . . , ns . This polynomial is
called the Bhattacharya polynomial [2] of (J, I1, . . . , Is). The terms of total degree q − 1
in this polynomial have the form
∑
d0+d1+···+ds=q−1
eA(J
[d0+1], I [d1]1 , . . . , I
[ds ]
s )
nd0n
d1
1 · · · ndss
d0!d1! · · · ds ! .
Here eA
(
J [d0+1], I [d1]1 , . . . , I
[ds ]
s
)
are non-negative integers not all zero, called the mixed
multiplicity of (J, I1, . . . , Is) of the type (d0 + 1, d1, . . . , ds).
It has long been known that the mixed multiplicity is an important object of Algebraic
Geometry and Commutative Algebra. Risler and Teissier [9] in 1973 showed that mixed
multiplicities of twom-primary ideals aremultiplicities of ideals generated elements chosen
sufﬁciently generally. Rees in 1981 proved that eachmixedmultiplicity of a set ofm-primary
ideals is the multiplicity of an joint reduction of them [8].
A natural question is the relationship between mixed multiplicities of arbitrary ideals and
Hilbert–Samuel multiplicities. In answer to this question, Viet in [13] built a sequence of
elements called an (FC)-sequence. This notion is recalled as follows:
Deﬁnition 2.1 (Viet [13]). Let (A,m) be a Noetherian local ring of dimension d > 0 with
maximal idealm and inﬁnite residue ﬁeld k=A/m. Let {I1, I2, . . . , Is} be a set of ideals of
A such thatI=I1I2 · · · Is is non-nilpotent. SetA∗=A/0 : I∞, I ∗i =IiA∗ for i=1, 2, . . . , s,
U = (I1, I2, . . . , Is). Recall that an element x ∈ A is an (FC)-element with respect to U if
there exist an ideal Ii and integer n′i such that
(FC1): x ∈ Ii\mIi and
I
∗n1
1 · · · I ∗nii · · · I ∗nss ∩ (x∗) = I ∗n11 · · · I ∗ni−1i−1 I ∗ni−1i I ∗ni+1i+1 · · · I ∗nss x∗
for all nin′i and for all non-negative integers n1, . . . , ni−1, ni+1, . . . , ns, where
x∗ is the image of x in A∗.
(FC2): x is a ﬁlter-regular element with respect to I, i.e., 0 : x ⊆ 0 : I∞.
(FC3): dim A/[(x) : I∞] = dim A/0 : I∞ − 1.
We call x a weak-(FC)-element with respect to U if x satisﬁes conditions (FC1) and (FC2).
x1, x2, . . . , xt is a sequence in A. For each 0 i t −1, set A¯=A/(x1, x2, . . . , xi), I¯1 =
I1A¯, . . . , I¯s =IsA¯, U ={I¯1, I¯2, . . . , I¯s}; x¯i+1 is the image of xi+1 in A¯.Then x1, x2, . . . , xt
is called an (FC)-sequence with respect to U if x¯i+1 is an (FC)-element with respect to U
for each i = 0, 1, . . . , t − 1.
x1, x2, . . . , xt is called a weak-(FC)-sequence with respect to U if x¯i+1 is a weak-(FC)-
element with respect to U for each i = 0, 1, . . . , t − 1.
The results of [13,14] proved that (FC)-sequences carry important information on mixed
multiplicities. One of interesting results is the following theorem which will be used in this
paper.
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Lemma 2.2 (Viet [14]). Let J bem-primary and I an equimultiple ideal of A with ht(I )=
h> 0. Suppose that x1, x2, . . . , xh is a weak-(FC)-sequence in I with respect to (J, I ).
Then
(i) e(J [d−i], I [i]) = 0 for all ih.
(ii) e(J [d−i], I [i]) = e(J ;A/(x1, x2, . . . , xi)) for all ih − 1.
(iii) (x1, x2, . . . , xh) is a reduction of I.
3. Mixed multiplicities and multiplicities of extended Rees algebras
In this section, we will determine the multiplicity formula of parameter ideals of the
extended Rees algebras of equimultiple ideals.
Our approach is based on the fact that if J is m-primary and
C = (J, I t, t−1)A[I t, t−1],
then e(C) = 2−d [e(J2 + I ) +∑d−1i=0 2ie((J2 + I )[d−i], I [i])]. This fact is showed by Katz
and Verma in [6].
Notes. (a) If I ′ is a reduction of I, then (I ′, J ) is a reduction of (I, J ).
(b) If I = (x1, x2, . . . , xs) and m> 0, then (xm1 , xm2 , . . . , xms ) is a reduction of Im.
We begin by establishing the following important proposition.
Proposition 3.1. Let (A,m) be a Noetherian local ring of dimension d > 0 with maximal
ideal m and inﬁnite residue ﬁeld k = A/m. Let I and J be equimultiple ideals such that
ht I = h> 0; ht J = d − h and (I, J ) is an m-primary ideal. Then
e((Jm + I )[d−i], I [i]) = md−he((J + I )[d−i], I [i])
for all ih − 1 and m> 0.
Proof. Suppose that x1, x2, . . . , xh is a weak-(FC)-sequence in I with respect to (I, J +
I, Jm + I ). Set A′ = A/(x1, . . . , xi). By Lemma 2.2, we have
e((Jm + I )[d−i], I [i]) = e((Jm + I ), A′)
for all i < h and I ′=(x1, x2, . . . , xh) is a reduction of I. Since J is an equimultiple ideal with
ht J = d − h, there exist elements y1, y2, . . . , yd−h in J such that J ′ = (y1, y2, . . . , yd−h)
is a reduction of J. Denote by x′j , y′t the images of xj , yt , in respectively. By Notes,
(x′i+1, . . . , x′h, y′
m
1 , y
′m
2 , . . . , y
′m
d−h) is a reduction of (J ′
m + I ′)A′. Hence
e((Jm + I ), A′) = e((J ′m + I ′), A′) = e(x′i+1, . . . , x′h, y′m1 , . . . , y′md−h)
= md−he(x′i+1, . . . , x′h, y′1, . . . , y′d−h, A′)
= md−he(J ′ + I ′, A′) = md−he(J + I, A′).
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Note that x1, x2, . . . , xh is a weak-(FC)-sequence in I with respect to (I, J + I, Jm + I ),
x1, x2, . . . , xh is also aweak-(FC)-sequence in Iwith respect to (I, J+I ).Hence byLemma
2.2, we have e(J + I, A′) = e((J + I )[d−i], I [i]). Thus,
e((Jm + I )[d−i], I [i]) = md−he((J + I )[d−i], I [i])
for all ih − 1. 
Remark 3.2. Let I be an equimultiple ideal of ht I = h> 0 and J = (x1, . . . , xd−h) such
that (I, J ) is an m-primary ideal. Then by Proposition 3.1 we get
e
(
(Jm + I )[d−i], I [i]
)
= md−he
(
(J + I )[d−i], I [i]
)
for all ih − 1.
The following theorem make up an important role in this paper.
Theorem 3.3. Let (A,m) be a Noetherian local ring of dimension d > 0 with maximal
idealm and inﬁnite residue ﬁeld k =A/m. Let I be an equimultiple ideal with ht I =h> 0.
Suppose that J is a minimal reduction of I and J ′ = (y1, y2, . . . , yd−h) is an ideal such
that (J ′, I ) is m-primary. Set J = J + J ′ and B = (J ′ + I, t−1, I t)A[I t, t−1]. Then J is
minimally generated by a weak-(FC)-sequence x1, x2, . . . , xh. Moreover, we have:
e(B) = 2−h
[
e(J) +
h−1∑
i=0
2ie(J, A/(x1, x2, . . . , xi))
]
.
Proof. Suppose that x1, x2, . . . , xh is a weak-(FC)-sequence in J with respect to
(I, J,J,J2 + I ), x1, x2, . . . , xh is also a weak-(FC)-sequence in I with respect to
(I,J,J2+I ).Since I is equimultiple, (x1, x2, . . . , xh) is also a reduction of I byLemma2.2.
Note that (x1, x2, . . . , xh) ⊆ J and J is a minimal reduction of I, J = (x1, x2, . . . , xh). By
Notes (a), J is a reduction of I + J ′. Hence by [10], e((J2 + I )[d−i], I [i]) =
e((J ′2 + I )[d−i], I [i]). By Remark 3.2, we have
e((J ′2 + I )[d−i], I [i]) = 2d−he(J[d−i], I [i]).
So
e((J2 + I )[d−i], I [i]) = e((J ′2 + I )[d−i], I [i]) = 2d−he(J[d−i], I [i]). (1)
Since x1, x2, . . . , xh is also a weak-(FC)-sequence in I with respect to (I,J). Hence by
Lemma 2.2, we have
e(J[d−i], I [i]) = e(J, A/(x1, x2, . . . , xi)) (2)
for all ih − 1. It is clear that (J, I t, t−1) is a reduction of B. Hence
e(B) = e(J, I t, t−1).
504 D.Q. Viê
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Now by [6], e(J, I t, t−1) = 2−d [e(J2 + I ) +∑d−1i=0 2ie((J2 + I )[d−i], I [i])]. By Lemma
2.2, e((J2 + I )[d−i], I [i]) = 0 for all ih. Combining (1) and (2) yields
e(B) = 2−h
[
e(J) +
h−1∑
i=0
2ie(J, A/(x1, x2, . . . , xi))
]
. 
4. Some applications to generalized Cohen–Macaulay rings
In this section we give some applications of Section 3 to the case of generalized Cohen–
Macaulay rings.
One of the results is the following theorem.
Theorem 4.1. Let (A,m) be a generalized Cohen–Macaulay local ring of dimension d > 0
with maximal ideal m and inﬁnite residue ﬁeld k = A/m. Let I be an equimultiple ideal
with ht I = h> 0. Suppose that J ′ is an equimultiple ideal of A such that ht J ′ = d − h and
J= (I, J ′) is anm-primary ideal. T = A[I t, t−1] is the extended Rees algebra of I. Then
(i) e((Jm + I )[d−i], I [i]) = md−he(J) for all ih − 1 and m> 0.
(ii) e((J, t−1, I t)T ) = e(J).
Proof. Let x1, x2, . . . , xh be a weak-(FC)-sequence in I with respect to (I,J). By Lemma
2.2, J = (x1, x2, . . . , xh) is a reduction of I. Suppose that J ∗ = (y1, y2, . . . , yd−h) is a
reduction of J ′. Note that J ⊆ √(J + J ∗), then
x1, x2, . . . , xh, y1, y2, . . . , yd−h
is a system of parameters of A. By Theorem 3.3,
e((Jm + I )[d−i], I [i]) = e((Jm + J )[d−i], J [i]) = md−he(J[d−i], J [i])
for all ih − 1. Now by Lemma 2.2 we have
e((J)[d−i], J [i]) = e((J + J ∗)[d−i], J [i]) = e((xi+1, . . . , xh, J ∗), A/(x1, . . . , xi)).
Since A is a generalized Cohen–Macaulay ring,
e((xi+1, . . . , xh, J ∗), A/(x1, . . . , xi)) = e(J + J ∗) = e(J)
by [1]. Hence we get (i):
e((Jm + I )[d−i], I [i]) = md−he(J) for all ih − 1.
Since
e((J, t−1, I t)T ) = 2−d
[
e(J2 + I ) +
d−1∑
i=0
2ie((J2 + I )[d−i], I [i])
]
D.Q. Viê
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by [6], and e(J[d−i], I [i]) = 0 iff ih. This fact and (i) imply that
e((J, t−1, I t)T ) = 2−h
[
1 +
h−1∑
i=0
2i
]
e(J) = e(J). 
We can now combineTheorem 4.1with the results of [1,12,6,14] and obtain the following
theorem.
Theorem 4.2. Let (A,m) be a generalized Cohen–Macaulay local ring of dimension d > 1
with maximal idealm and inﬁnite residue ﬁeld k=A/m. Let I be an equimultiple ideal with
ht I=h> 0 andh<d. Suppose that J is aminimal reduction of I and J ′=(y1, y2, . . . , yd−h)
is an ideal such that J ′(A/J ) is a reduction ofm(A/J ). SetJ=(J ′, I ) and T =A[I t, t−1],
and B = (J, t−1, I t)T . Then
(i) e((Jm + I )[d−i], I [i]) = md−he(A/J ) for all ih − 1.
(ii) e(B) = e(A/J ).
(iii) R(I) = A[I t] is the Rees algebra of I. Then e((J, I t)R(I)) = h.e(A/J ).
Proof. ByTheorem 4.1, e((Jm+I )[d−i], I [i])=md−he(J) for all ih−1. Suppose that J
is a minimal reduction of I.ByNotes (a), (J, J ′) is a reduction ofJ, e(J)=e(J ′+J ). Since
A is generalizedCohen–Macaulay and ht J <d, e(J ′+J )=e(J ′, A/J ) by [1]. Note that J is
a reduction of I and J ′(A/J ) is a reduction ofm(A/J ), e(J ′, A/J )=e(m, A/J )=e(A/J ).
Thus,
e((Jm + I )[d−i], I [i]) = md−he(A/J )
for all ih − 1. Hence by Theorem 4.1, we get (i) and (ii). Now by [12],
e((J, I t)R(I)) =
d−1∑
i=0
e(J[d−i], I [i]).
Since I is an equimultiple ideal with ht I = h> 0, by Lemma 2.2(i) we have
e((J, I t)R(I)) =
h−1∑
i=0
e(J[d−i], I [i]).
Hence by (i) we get
e((J, I t)R(I)) =
h−1∑
i=0
e(J[d−i], I [i]) = h.e(A/J ). 
5. The Cohen–Macaulayness of extended Rees algebras
As an application of Section 4, in this section we will discuss the Cohen–Macaulayness
of extended Rees algebras of equimultiple ideals in generalized Cohen–Macaulay rings.
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Katz and Verma [6] gave a characterization for the Cohen–Macaulayness of extended
Rees algebras of ideals m-primary in Cohen–Macaulay rings. In the case equimultiple
ideals of generalized Cohen–Macaulay rings, we have the following result.
Theorem 5.1. Let (A,m) be a generalized Cohen–Macaulay local ring of dimension d > 0
with maximal idealm and inﬁnite residue ﬁeld k=A/m. Let I be an equimultiple ideal with
ht I =h> 0. Suppose that J is a minimal reduction of I and rJ (I ) is the reduction number of
I with respect to J. Let J ′=(y1, y2, . . . , yd−h) be an ideal of A such thatJ=(J, J ′) is anm-
primary ideal. T =A[I t, t−1] is the extended Rees algebra of I. Then T is Cohen–Macaulay
if and only if A is Cohen–Macaulay and the following conditions are satisﬁed:
(i) (J In + J ′) ∩ (In+2 + J ′) = J In+1 + J ′ for all nrJ (I ).
(ii) J ′ ∩ In + J In−1 + In+1 = J ′In + J In−1 + In+1 for all nrJ (I ).
Proof. Note that B = (J, t−1, J t)T is a parameter ideal of T . Set I−1 = 0. Assume that
r = rJ (I ) is the reduction number of I with respect to J. Upon simple computation, we get
l(T /B) =
r∑
n=0
l
(
In
J ′In + J In−1 + In+1
)
.
Using short exact sequence of A-modules
0 → [(N + K) ∩ M]/N → M/N → (M + K)/(N + K) → 0,
we can show that
r∑
n=0
l
(
In
J ′In + J In−1 + In+1
)
=
r∑
n=0
l
(
J ′ ∩ In + J In−1 + In+1
J ′In + J In−1 + In+1
)
+
r∑
n=0
l
(
In + J ′
J In−1 + In+1 + J ′
)
.
Set A¯ = A/J ′; I¯ = I A¯; J¯ = J A¯. When we have
r∑
n=0
l
(
In + J ′
J In−1 + In+1 + J ′
)
=
r∑
n=0
l
(
I¯ n
J¯ I¯ n−1 + I¯ n+1
)
.
Consider the natural exact sequence (see [6])
0 → J¯ I¯ n ∩ I¯ n+2/J¯ I¯ n+1 → J¯ I¯ n/J¯ I¯ n+1 → [J¯ I¯ n + I¯ n+2]/I¯ n+2 → 0,
r−1∑
n=0
l[J¯ I¯ n/J¯ I¯ n+1] =
r−1∑
n=0
l[J¯ I¯ n ∩ I¯ n+2/J¯ I¯ n+1] +
r−1∑
n=0
l[J¯ I¯ n + I¯ n+2/I¯ n+2].
Since
r∑
n=0
l
(
I¯ n
J¯ I¯ n−1 + I¯ n+1
)
= l(A¯/I¯ r+1) −
r∑
n=0
l[J¯ I¯ n−1 + I¯ n+1/I¯ n+1].
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Hence using the results just obtained and the equality I¯ r+1 = J¯ I¯ r we get
r∑
n=0
l
(
I¯ n
J¯ I¯ n−1 + I¯ n+1
)
= l(A¯/J¯ ) + l(J¯ /I¯ r+1) −
r−1∑
n=0
l[J¯ I¯ n + I¯ n+2/I¯ n+2]
= l(A¯/J¯ ) + l(J¯ /I¯ r+1) +
r−1∑
n=0
l[J¯ I¯ n ∩ I¯ n+2/J¯ I¯ n+1] −
r−1∑
n=0
l[J¯ I¯ n/J¯ I¯ n+1]
= l(A¯/J¯ ) +
r−1∑
n=0
l[J¯ I¯ n ∩ I¯ n+2/J¯ I¯ n+1]
= l(A/J) +
r−1∑
n=0
l[(J In + J ′) ∩ (In+2 + J ′)/(J In+1 + J ′)].
By combining the above facts we obtain
l(T /B) = l(A/J) +
r−1∑
n=0
l[(J In + J ′) ∩ (In+2 + J ′)/(J In+1 + J ′)]
+
r∑
n=0
l
(
J ′ ∩ In + J In−1 + In+1
J ′In + J In−1 + In+1
)
.
Since A is generalized Cohen–Macaulay, e(B) = e(J) by Theorem 4.1. Note that
l(A/J)e(J). Hence l(T /B) = e(B) iff l(A/J) = e(J) and
r−1∑
n=0
l[(J In + J ′) ∩ (In+2 + J ′)/(J In+1 + J ′]
=
r∑
n=0
l
(
J ′ ∩ In + J In−1 + In+1
J ′In + J In−1 + In+1
)
= 0.
Thus, T is Cohen–Macaulay iff A is Cohen–Macaulay and
(J In + J ′) ∩ (In+2 + J ′) = J In+1 + J ′
and
J ′ ∩ In + J In−1 + In+1 = J ′In + J In−1 + In+1 for all nrJ (I ). 
Back to the case that I is m-primary, then J ′ = 0 and we immediately get a generalized
Cohen–Macaulay version of Katz–Verma’s theorem (see, [6, Theorem 4.1]) as follows:
Corollary 5.2. Let (A,m) be a generalizedCohen–Macaulay local ring of dimension d > 0
with maximal ideal m and inﬁnite residue ﬁeld k = A/m. Let I be an m-primary ideal.
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Suppose that J is a minimal reduction of I and rJ (I ) is the reduction number of I with
respect to J. Then T =A[I t, t−1] is Cohen–Macaulay if and only if A is Cohen–Macaulay
and
J In ∩ In+2 = J In+1 for all nrJ (I ).
6. The Cohen–Macaulayness of Rees algebras
In the case that A is Cohen–Macaulay. As an application of Section 5, in this section
we will give some criteria for the Cohen–Macaulayness of Rees algebras of equimultiple
ideals.
The main result of this section is the following theorem.
Theorem 6.1. Let (A,m) be a Cohen–Macaulay local ring of dimension d > 0 with maxi-
mal idealmand inﬁnite residue ﬁeld k=A/m.Let I be an equimultiple idealwithht I=h> 0.
Suppose that J is a minimal reduction of I and rJ (I ) is the reduction number of I with respect
to J. Let J ′ = (y1, y2, . . . , yd−h) be an ideal of A such that (J, J ′) is an m-primary ideal.
R(I) = A[I t] is the Rees algebra of I. Then R(I) is Cohen–Macaulay if and only if the
following conditions are satisﬁed:
(i) rJ (I )h.
(ii) J ′ ∩ In = J ′In for all nrJ (I ).
(iii) (J In + J ′) ∩ (In+2 + J ′) = J In+1 + J ′ for all nrJ (I ).
Proof. If R(I) is Cohen–Macaulay, then by [5] we get (i) and by [11] we have (ii). By [5],
G(I) is Cohen–Macaulay. Hence A[I t, t−1] is Cohen–Macaulay and (iii) is satisﬁed by
Theorem 5.1.
If conditions (ii) and (iii) are satisﬁed, A[I t, t−1] is Cohen–Macaulay by Theorem 5.1.
Hence G(I) is Cohen–Macaulay. By (i) and [5], R(I) is Cohen–Macaulay. 
As an immediate consequence of this theorem we have the following propositions:
Proposition 6.2 (Trungand Ikeda [11,Proposition7.2]). Let (A,m)beaCohen–Macaulay
local ring of dimension d > 0 with maximal idealm and inﬁnite residue ﬁeld k=A/m. Let I
be an idealm-primary. Suppose that J is a minimal reduction of I and rJ (I ) is the reduction
number of I with respect to J. Then the Rees algebra R(I) of I is Cohen–Macaulay if and
only if the following conditions are satisﬁed:
(i) rJ (I )d.
(ii) J In ∩ In+2 = J In+1 for all nrJ (I ).
Note that the condition (i) is discovered by Goto–Shimoda [4] in 1979. In fact, condition
(ii) and condition J ∩ In+1 = J In of [11] are equivalent. And this proposition is proved by
Trung–Ikeda [11].
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Corollary 6.3 (Trung and Ikeda [11, Corollary 7.3]). Let (A,m) be a Cohen–Macaulay
local ring of dimension d > 0 with maximal idealm and inﬁnite residue ﬁeld k =A/m. Let
I be an ideal of the principal class of A. Then R(I) is CM.
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