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Resumen. La recuperación de la información (RI, Information Retrieval en in-
glés) es una rama de la computación que se ocupa, como su nombre lo indica, de
extraer información de documentos no estructurados (cartas, periódicos, artícu-
los, etc.) de los cuales, a diferencia de los datos con estructura (almacenados en
bases de datos) no es fácil sacar información útil automáticamente.
Estas técnicas son parte de una rama más amplia de la computación, conoci-
da como minería de textos (text mining), que puede ser vista como un caso
particular de “minería de datos” (Data Mining o Data Discovery). Actualmente
estas técnicas son ampliamente usadas en buscadores de Internet como Google,
Yahoo, etc. En este trabajo se revisaron 3 modelos clásicos: booleano, vectorial
y probabilístico. Estos tres modelos usan una simplificación que solo tiene en
cuenta el aspecto léxico, pero no la semántica del documento.
Introducción
Según Baeza-Yates [1], la RI es la parte de la informática que estudia la recuperación
de la información (no datos) de una colección de documentos escritos. Los documentos
recuperados pueden satisfacer la necesidad de información de un usuario expresada
normalmente en lenguaje natural. Según Korfhage [2], es la localización y presentación
a un usuario de información relevante a una necesidad de información expresada como
una pregunta. Según Salton [3], un sistema de recuperación de información procesa
archivos de registros y peticiones de información, e identifica y recupera de los archivos
ciertos registros en respuesta a las peticiones de información. Algunos de los nombres
como se las conoce a estas técnicas son: Sistema de almacenamiento y recuperación de
la información, sistema de recuperación de información, sistema de recuperación de
textos y base de datos de información no estructurada.
Informalmente el problema lo podríamos definir como sigue: Dada una necesidad de
información (consulta + perfil del usuario) y un conjunto de documentos, ordenar los
documentos de mayor a menor relevancia para esa necesidad y presentar un subcon-
junto de los más relevantes.
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1. Procesamiento de los documentos
Se realiza preprocesamiento sobre las preguntas (consultas) y sobre los documentos
(posibles ítems que satisfacen una consulta). Las preguntas pueden ser vistas como una
expresión que deben satisfacer los documentos a recuperar o como otro documento que
es cercano semánticamente al conjunto de documentos a recuperar.
En la figura 1 se describe el proceso de preprocesamiento de los documentos para
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Figura 1. Preprocesamiento de los documentos.
El procesamiento de los documentos consiste en seleccionar aquellos términos que
mejor representen los documentos y que mejor discriminen unos documentos respecto
de otros.
No todas las palabras de un documento son igualmente representativas del contenido
del mismo. Por ejemplo, en lenguaje escrito las palabras que actúan gramaticalmente
como nombres suelen tener más significado que el resto de palabras, aunque no siempre
es así. Así pues, la fase inicial del proceso consiste en analizar el texto del documento
para determinar qué términos pueden utilizarse como términos índice. Esta fase se de-
nomina habitualmente como preprocesamiento del texto de la colección de documentos,
y suele seguir la siguiente sucesión de pasos [1]: Análisis léxico del texto, que se hace
con el objetivo de determinar el tratamiento que se realizará sobre números, guiones,
signos de puntuación, tratamiento de mayúsculas o minúsculas, nombres propios, etc;
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eliminación de palabras vacías, fase que se realiza con el objetivo de reducir el nú-
mero de términos con valores muy pocos discriminatorios para la recuperación y es una
forma de delimitar el número de términos índice; aplicación de lematización, que
se realiza sobre los términos resultantes para eliminar variaciones morfo-sintácticas y
obtener términos lematizados, es decir estamos interesados en las raíces de los verbos,
así que eliminamos sus sufijos y prefijos; selección de los términos, etapa en la
cual se seleccionan los términos índice, que normalmente se realiza sobre la naturaleza
sintáctica del término; los términos que actúan gramaticalmente como nombres suelen
poseer un mayor contenido semántico que verbos, adjetivos o adverbios.
2. Modelos de recuperación de información
La Figura 2 ilustra los modelos actuales de RI, entre los que se resaltan, los modelos
clásicos y los modelos extendidos; en este trabajo estudiamos los modelos clásicos:
boolenanos, vectorial y probabilístico.
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Figura 2. Clasificación de los modelos de recuperación de la información.
2.1. El modelo booleano
En este modelo, actualmente en desuso, los documentos son vistos como un con-
junto de términos y las preguntas como expresiones booleanas [4]. Si designamos un
documento como D y una pregunta como P , para cada par (documento, pregunta) se
asigna un valor de similitud (número real) dado por la función S : D×P → R, donde
D y P son conjuntos de términos. Por lo general un documento es representado como
un registro de que contiene ceros (0) y unos (1), dependiendo de si contiene un término
o no.
Este modelo se construye a partir de las reglas clásicas de la lógica de conjuntos, y
sus operadores son unión, intersección y negación; además, es muy común implementar
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una combinación de las anteriores cláusulas.
En este modelo la relevancia es binaria: un documento es relevante o no lo es. Cuando
consultamos una palabra el modelo la considera relevante si y solo si el documento la
contiene; por ejemplo, en las consultas que utilizan “Y” los documentos deben contener
todas las palabras de la consulta; en las consultas “O” los documentos deben contener
alguna palabra y en consultas A PERO NO B los documentos deben ser relevantes
para A pero no para B.
Algunas de las desventajas de este enfoque son:
No discrimina entre documentos de mayor y menor relevancia.
Da lo mismo que un documento contenga una o cien veces las palabras de la
consulta.
Da lo mismo que cumpla una o todas las cláusulas de un OR.
No considera una clase parcial de un documento (Ej., que cumpla con casi todas
las cláusulas de un “Y”).
El siguiente ejemplo ilustra lo limitado del modelo:
Estructuras de datos
En este modelo es muy común representar la colección de documentos como archivos
directos o indirectos. Por ejemplo, en la siguiente tabla se muestra un archivo directo
en donde las filas D1-D4 representan los documentos y las columnas T1-T5 representan
los términos.
T1 T2 T3 T4 T5
D1 0 0 0 1 0
D2 0 1 0 1 0
D3 1 0 1 1 0
D4 0 1 1 0 1
Cuadro 1.
Así, en esta tabla el documento D1 solo contiene el término T4. Hay tantas com-
ponentes en un registro que representa a un documento como términos haya en el
diccionario. Un diccionario es el conjunto de todos los términos de todos los documen-
tos T = {t1, t2, t3, . . .}; un documento es el conjunto de términos del diccionario, donde
ti tiene valor Di = {d1, d2, d3, . . .}; ti es verdad si es una palabra clave del documento.
Así que la función de similitud o de semejanza sería:
sim(di, p) es verdad si p(di) = verdad,
sim(di, p) es falso si p(di) = falso,
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donde di corresponde a los términos de un documento y p a la pregunta. Por ejem-
plo D1 = {perro, canela, corre, poco}, D2 = {perro, canela, caza}, D3 =
{gato, blanco, persia}
sim(D1, p) = (perro o gato) y blanco = falso,
sim(D3, p) = (perro o gato) y blanco = verdad.
2.2. Modelo vectorial
El modelo vectorial fue definido por Salton [3]. Este es el modelo más usado en
operaciones de RI, así como también en operaciones de categorización automática, fil-
trado de información, etc., pues permite dar un grado de pertenencia de un documento
a una pregunta, a diferencia del modelo booleano que determina sólo si el documento
pertenece o no a la pregunta [5].
En este modelo se seleccionan las palabras útiles, que por lo general son todos los
términos del textos excepto las palabras vacías; este proceso se enriquece utilizando
técnicas de lematización y etiquetado.
Sea {t1, t2, . . . , tk} el conjunto de los términos y {d1, d2, . . . , dN} el conjunto de los
documentos. Podemos representar un documento di como el vector
di → ~di = {w(t1, di), · · · , w(tk, di)},
donde (w(tr, di) es el peso del término tr en el documento di. Cada documento puede
ser visto como un punto en el espacio vectorial con tantas dimensiones como términos
tenga el diccionario de indexación.
Ejemplo: Diccionario= {t1 =perro, t2 =gato, t3 =azul, t4 =verde, t5 =pequeño},
D1 = {perro, azul, pequeño} = {1, 0, 1, 0, 1}, D2 = {gato, verde} =
{0, 1, 0, 1, 0}.
Todo esto asumiendo un peso de 1.
La representación de las preguntas al igual que los documentos tiene la forma P =
{w.p1, w.p2, . . . , w.pn}, donde n es el número de términos distintos en la colección.
Hay varias formas de calcular los pesos; una de las más populares es considerar












donde tfr,i (frecuencia del término), es la cantidad de veces que tr aparece en di, y
ni es la cantidad de documentos donde aparece tr. Así que si un término aparece
mucho en un documento, se supone que es importante en ese documento, entonces
tf crece. Pero si por otra parte el término aparece en muchos documentos, entonces
no es útil para distinguir un documento de los otros, así que idf decrece. Además,
podemos normalizar las frecuencias para no favorecer documentos más largos (por
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ejemplo tfnorm = tfr,d/ma´xk∈d{tfk,d}). En otras palabras, lo que intentamos medir es
cuándo ayuda ese término a distinguir ese documento de los demás. Podemos calcular
la similaridad entre dos documentos mediante la distancia coseno,
sim(di, dj) = ~di · ~dj =
k∑
r=1
wr,i × wr,j ,
que geométricamente corresponde al coseno del ángulo entre los dos vectores.
La similaridad es un valor entre cero y uno, así que todos los documentos iguales
tiene similaridad uno y los ortogonales (es decir que no comparten términos tienen
similaridad cero [6]. Una consulta puede verse como un documento formado por pala-
bras, y por lo tanto como un vector. Dado que en general cada palabra aparece una
sola vez en la consulta y esta es muy corta, se puede en general calcular la relevancia








El modelo más simple para calcular la similitud entre una consulta y un documento,
utilizando el modelo vectorial, es realizar el producto escalar de los vectores que los
representan (ver anterior ecuación); en esta ecuación no se incluye la normalización de
los vectores, a fin de obviar las distorsiones producidas por los diferentes tamaños de
los documentos.
Considere una consulta que no distingue entre mayúsculas y minúsculas y la siguiente
colección de documentos. (Q = consulta, Di = documento).
Q = “gold silver truck”
D1 = “Shipment of gold damaged in a fire”
D2 = “Delivery of silver arrived in a silver truck”
D3 = “Shipment of gold arrived in a truck”
En esta colección hay tres documentos, así que n = 3. Si un término aparece en solo
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Así que el idf para los términos en los tres documentos sería:
idfa = 0; idfarrived ≈ 0,176; idfdamaged ≈ 0,477; idffired ≈ 0,477; idfgold ≈ 0,176;
idfin = 0; idfof = 0; idfsilver ≈ 0,477; idftruck ≈ 0,176.
Recordemos que el peso de j-ésimo elemento del documento di es dij = tfij × idfi,
y que la similitud de entre la consulta Q y el documento Di puede definirse como el




wqj × dij .
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Así que ahora podemos determinar la similaridad de cada documento con la consulta
y ranquearlos de los más similares a los más disimilares; veámoslo:
SC(Q,D1) ≈ (0)(0) + (0)(0) + (0)(0,477) + (0)(0) + (0)(0,477)
+(0,176)(0,176) + (0)(0) + (0)(0) + (0,477)(0)
+(0)(0,176) + (0,176)(0) + (0,176)(2) = 0,031.
doc t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11
D1 0 0 0,477 0 0,477 0,176 0 0 0 0,176 0
D2 0 0,176 0 0,477 0 0 0 0 0,954 0 0,176
D3 0 0,176 0 0 0 0,176 0 0 0 0,176 0,176
Q 0 0 0 0 0 0,176 0 0 0,477 0 0,176
Cuadro 2.
Nótese que el cálculo son las sumas de 11 productos, que son el total de términos de
todos los documentos, y cada producto consiste en el producto de la fila Di por la fila
Q; así por ejemplo, el tercer producto de SC(Q,D1), (0)(0,477) significa que la palabra
t3 = damage aparece 0 veces en la consulta 1, pero aparece en documento 1 y tiene un
peso de 0,477 en el espacio vectorial (ver tabla 2). El cálculo de las similaridades de los
documentos D2, D3 con respecto a la consulta sería SC(Q,D2) = 0,486, SC(Q,D3) =
0,065. Así que los documentos serian ranqueados D2, D3, D1.
2.3. El método probabilístico
Una de las mayores diferencias entre la Recuperación de la Información y otras
clases de sistemas de información tiene que ver con la intrínseca incertidumbre de RI.
Mientras que en los sistemas de bases de datos las necesidades del usuario en términos
de información pueden ser satisfechas plenamente mediante una consulta, pues hay una
precisa definición en la base de datos de lo que constituye una respuesta [7], la situación
es mucho mas difícil en RI, ya que la información no está estructurada y no podemos
asumir que la formulación de una consulta represente las necesidades de información,
ni hay un claro procedimiento para determinarlo [8]. Los métodos probabilísticos han
sido los modelos más exitosos para tratar con los asuntos de incertidumbre intrínsecos
a RI.
En este sentido dos grandes enfoques han sido desarrollados [9]: los clásicos, que
fundamentan el concepto de relevancia, es decir la asignación de un grado de relevancia
al documento con respecto a su consulta por parte del usuario; por otro lado está un
nuevo enfoque, formulado por van Rijsbergen [10], que supera esta subjetiva definición
por una generalización teórico-demostrativa de modelo de bases de datos hacia una
inferencia de incertidumbre. Uno de los primeros modelos probabilísticos en RI fue el
modelo de independencia binaria, modelo que ilustra muy bien los principales conceptos
del modelo probabilístico. Dada una consulta q y un documento dj , el modelo trata
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de estimar la probabilidad de que el usuario encontre el documento dj relevante. Se
trata de observar la distribución de los documentos dentro de la colección.
El modelo supone que esta probabilidad de relevancia depende solo de la consulta y
de la representación del documento. La respuesta es el conjunto al que nos referiremos
como R, y este debe maximizar la probabilidad de relevancia. Es decir, suponemos
que los documentos que pertenecen al conjunto R son relevantes.
Sea T = {t1, t2, . . . , tn} el conjunto de los términos de la colección. Entonces podemos
representar el conjunto de términos de la colección que están en el documento dTm como
un vector binario ~x = (x1, x2, . . . , xn), con xi = 1 si xi ∈ d
T
m y xi = 0 si xi /∈ d
T
m.
Así que la función de similaridad es el grado de relevancia entre un documento y
una consulta, que puede ser calculado como
sim(q, dj) =
P (dj relevante a q)
P (dj no relevante a q)
. (1)
Es decir, hay que maximizar el número de documentos relevantes y minimizar los
irrelevantes:
P (R|vec(dj)) : probabilidad que dado documento es relevante, (2)
P (∅R|vec(dj)) : probabilidad que el documento dado no sea relevante. (3)
Una fórmula que de ordinario se usa en probabilidad es el teorema de Bayes:
P (A|B)P (B) = P (B|A)P (A). (4)
Así que (1) puede ser reescrita en términos de (2) y (3) como




y reescrita en términos del teorema de Bayes como
sim(dj , q) =
P (vec(dj)|R) · P (R) · P (vec(dj))
P (vec(dj)|∅R) · P (∅R) · P (vec(dj))
. (6)
Podemos simplificar P (vec(dj)) en el numerador y el denominador; además, consi-
deramos que la probabilidad de que un documento sea relevante, P (R), es igual a la
probabilidad de que no lo sea, P (∅R), así que P (R) = P (∅R), luego




donde P (vec(dj)|R) es la probabilidad de seleccionar aleatoriamente el documento dj
del conjunto R. La fórmula (7) puede ser transformada en términos de los índices o
términos de la colección que están en el documento:
∏
P (ki = 1|R)
∏
P (ki = 0|R)∏
P (ki = 1|∅R)
∏
P (ki = 0|∅R)
. (8)
[Revista Integración
Modelos clásicos de recuperación de la información 25
Aquí P (ki|R) el la probabilidad de que el término índice ki esté presente en un
documento aleatoriamente seleccionado del conjunto de términos relevantes R. Sea

























Si solo estamos interesados en ranquear los documentos, más que en ver el valor de
probabilidad de relevancia, entonces consideramos el primer producto, pues el primero
es constante. Si tomamos el logaritmo, el “valor de estado de recuperación” (VER) del









Así, los documentos son ranqueados por su VER.
Para aplicar el modelo tenemos que estimar los parámetros pik y qik para los términos
ti ∈ q
T
k . Esto puede ser hecho mediante la retroalimentación de relevancia. Sea f
el número de documentos presentados al usuario, de los cuales r han sido juzgados
relevantes. Para un término ti, fi es el número entre los f documentos en los cuales









Ilustremos este modelo mediante un ejemplo, suponiendo que la consulta q contiene
dos términos qT = {t1, t2}. La siguiente tabla asigna relevancias de 20 documentos
junto con la distribucion de los términos dentro de los documentos:
di 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
xi 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0
x2 1 1 1 1 1 0 0 0 0 0 0 1 1 1 1 1 0 0 0 0
r(q, di) R R R R R¯ R R R R R¯ R¯ R R R¯ R¯ R¯ R R¯ R¯ R¯
Cuadro 3.
Así, p1 = 8/12, q1 = 3/8, p2 = 7/2, q2 = 4/8, c1 = log 10/3 y c2 = log 7/5.
Basado en estos peso, los documentos son ranqueados de acuerdo con sus vectores
binarios (1, 1), (1, 0), (0, 1) y (0, 0).
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