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a b s t r a c t
We study a class of quadratic reversible polynomial vector fields on S2 with (3, 2)-type
reversibility. We classify all isolated singularities and we prove the nonexistence of limit
cycles for this class. Our study provides tools to determine the phase portrait for these
vector fields.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
A polynomial vector field X in R3is a vector field of the form
X = P(x, y, z) ∂
∂x
+ Q (x, y, z) ∂
∂y
+ R(x, y, z) ∂
∂z
, (1)
where P,Q and R are polynomials in the variables x, y and z with real coefficients.We denotem = max{deg P, degQ , deg R}
the degree of the polynomial vector field X . In what follows, X will denote the above polynomial vector field.
Let S2 be the 2-dimensional sphere {(x, y, z) ∈ R3 : x2 + y2 + z2 = 1}. A polynomial vector field X on S2 is a polynomial
vector field in R3 such that restricted to the sphere S2 defines a vector field on S2; i.e. it must satisfy the equality
xP(x, y, z)+ yQ (x, y, z)+ zR(x, y, z) = 0, (2)
for all points (x, y, z) of the sphere S2.
The vector field (1) is called time-reversible if there is a smooth involution φ : R3 → R3, i.e. φ ◦ φ = id, satisfying the
relation
X(φ(x, y, z)) = −dφ(x, y, z)X(x, y, z), (x, y, z) ∈ R3. (3)
In particular, if the dimension of the fixed point set of φ, Fix{φ}, is equal to k, then (1) is said to be of (3, k)-type reversibility.
It is clear that 0 ≤ k < 3 (see [2]).
Various types of reversible systems have been investigated for many authors. For example, in [12] all (2, 1)-type
reversible systems are classified, in [3] (2, 0)-type, and in [9] (3, 2)-type. In [4], there is an exploration on (3, 1)-type
reversible vector fields having a nilpotent linear part.
By (3), if a quadratic polynomial vector field on R3 is of (3, 0)-type reversibility and has a linear involution, then it
is a homogeneous polynomial vector field on R3. The quadratic homogeneous polynomial vector fields on S2 have been
studied in [6–8,11]. In these papers, the main problems in the qualitative theory of ordinary differential equations, like
∗ Corresponding author.
E-mail addresses:weberf@ibilce.unesp.br (W.F. Pereira), pessoa@ibilce.unesp.br (C. Pessoa).
0022-247X/$ – see front matter© 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2012.06.036
456 W.F. Pereira, C. Pessoa / J. Math. Anal. Appl. 396 (2012) 455–465
determination of limit cycles, bifurcations and center–focus problem, are studied. More precisely, the authors solve the
center–focus problem, study the Hopf bifurcation and give a topological classification of all global phase portraits to this
kind of vector fields modulo limit cycles. The next step in this direction is to study the quadratic polynomial vector fields
on S2 of (3, k)-type reversibility with a linear involution and k = 1, 2. In [10] the case (3, 1)-type was studied, the authors
determined the global phase portraits of this class and the main question in the qualitative theory was resolved.
In this paper we study quadratic polynomial vector fields on S2 of (3, 2)-type reversibility with a linear involution.
The main results of this paper are the following ones.
The first theorem gives us the general expression of the quadratic polynomial vector fields on S2 of (3, 2)-type
reversibility with a linear involution.
Theorem 1. Let X be a quadratic polynomial vector field on R3. Then X is a polynomial vector field on S2 of (3, 2)-
type reversibility with a linear involution if and only if the system associated to X can be written as
x˙ = P(x, y, z) = a1z + a2xz + a3yz,
y˙ = Q (x, y, z) = b1z + b2xz + b3yz,
z˙ = R(x, y, z) = c0 − a1x− b1y− (a2 + c0)x2 − (a3 + b2)xy− (b3 + c0)y2 − c0z2.
(4)
We call the singularities of system (4) on equator S1 = S2 ∩ {z = 0} of nonsymmetric singularities and the singularities
which do not belong to S1 of symmetric singularities.
The next two theorems characterize the symmetric and nonsymmetric isolated singularities of system (4), respectively.
Theorem 2. Let X be the vector field associated to system (4) and let p be a symmetric singularity of X. We can assume that
b1 = 0. If p is isolated, then we have a2b3 − a3b2 ≠ 0 and (a2b3 − a3b2)2 − a21(b22 + b23) > 0. Moreover p can be either a node,
a focus, a saddle or a center.
Theorem 3. Let X be the vector field associated to system (4) and let p be a nonsymmetric isolated singularity of X. We can
assume that p = (1, 0, 0), i.e. a1 = −a2.
1. If (a3 + b1 + b2)(b1 + b2) < 0, then p is a saddle.
2. If (a3 + b1 + b2)(b1 + b2) > 0, then p is a center.
3. If b1 = −b2 and a3 ≠ 0, we denote λ = (b3 − a2)2 + 4b2a3 and β = b23 + a3b2, then• p is a saddle when a3b2 − a2b3 > 0;• when a3b2−a2b3 < 0 and a2+b3 ≠ 0, p is either a center if λ < 0, or a singularity with an elliptic sector and a hyperbolic
sector if λ ≥ 0 (see Fig. 5);
• when b3 = −a2, p is either a center if a22 + a3b2 < 0 or a saddle if a22 + a3b2 > 0.
4. If a3 = −(b1 + b2) ≠ 0, we have that• p is a cusp when a2 − 2b3 ≠ 0 (see Fig. 6);
• p is either a saddle when b12b1+b2 < 0 and a2 = 2b3, or a center when
b1
2b1+b2 > 0 and a2 = 2b3, or a cusp when b1 = 0,
a2 = 2b3 and b3 ≠ 0.
5. If a3 = 0, b2 = −b1, we have that• p is a cusp when a2(2b3 − a2) < 0;• p is a singularity with two elliptic sectors when a2(2b3 − a2) > 0 (see Fig. 7);• p is a center when a2 = 0, b1 ≠ 0 and b3 = 0;• p is a center when a2 = 2b3 and b21 + b23 ≠ 0.
The next result gives us the upper bound for the number of singularities of system (4).
Proposition 4. Let X = (P,Q , R) be a vector field associate to system (4). Suppose that X has isolated singularities, then it has
at most six singularities. Moreover, X has at most two symmetric isolated singularities.
Let U be an open subset of R2. Here a nonconstant analytic function H : U → R is called the first integral of a vector field
Y on U if it is constant on all solution curves (x(t), y(t)) of Y on U; i.e. H(x(t), y(t)) is constant for all values of t for which
the solution (x(t), y(t)) is defined in U . Clearly H is the first integral of the vector field Y on U if and only if YH ≡ 0 on U .
Consider a polynomial vector field Y on S2, through the stereographic projection (7), the vector field Y induces a
polynomial vector field on the plane denoted by P (Y ) (see Section 3). We say that Y is integrable on S2 if P (Y ) has the
first integral.
Theorem 5. Let X be the vector field associated to system (4), then it is integrable on S2.
Theorem 6. Let X be the vector field associated to system (4), then it does not have a limit cycle on S2.
The paper is organized as follows; Theorem 1 will be proved in Section 2, Theorems 2 and 3 will be proved in Section 4,
Proposition 4 and Theorems 5 and 6 will be proved in Section 5.
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2. Reversible quadratic polynomial vector fields on S2
In what follows we assume thatm = 2, i.e. P,Q , R are quadratic polynomials. Therefore, X is the vector field associated
to the differential system
x˙ = a˜0 + a˜1x+ a˜2y+ a˜3z + a˜4xy+ a˜5xz + a˜6yz + a˜7x2 + a˜8y2 + a˜9z2,
y˙ = b˜0 + b˜1x+ b˜2y+ b˜3z + b˜4xy+ b˜5xz + b˜6yz + b˜7x2 + b˜8y2 + b˜9z2,
z˙ = c˜0 + c˜1x+ c˜2y+ c˜3z + c˜4xy+ c˜5xz + c˜6yz + c˜7x2 + c˜8y2 + c˜9z2.
(5)
We assume that X is (3, 2)-type reversibility with a linear involution φ. Thus, doing a rotation of SO(3), we can suppose
that φ(x, y, z) = (x, y,−z) and so the Fix{φ} = {z = 0}.
Proposition 7. Let X be the vector field associated to system (5). Then X is of (3, 2)-type reversibility with linear involution if
and only if system (5) can be written as
x˙ = P(x, y, z) = a1z + a2xz + a3yz,
y˙ = Q (x, y, z) = b1z + b2xz + b3yz,
z˙ = R(x, y, z) = c0 + c1x+ c2y+ c3xy+ c4x2 + c5y2 + c6z2,
(6)
where a1 = a˜3, a2 = a˜4, a3 = a˜6, b1 = b˜3, b2 = b˜5, b3 = b˜6, c0 = c˜0, c1 = c˜1, c2 = c˜2, c3 = c˜4, c4 = c˜7, c5 = c˜8 and
c6 = c˜9.
Proof. As φ(x, y, z) = (x, y,−z), the proof follows directly from Eq. (3). 
Proof of Theorem 1. If X is a polynomial vector field on S2, then it satisfy Eq. (2) with (x, y, z) ∈ S2. Now, if X is a quadratic
polynomial vector field of (3, 2)-type reversibility with linear involution, by Proposition 7, the system associated to X is
given by (6). Using the sphere coordinates x = sin(θ) cos(σ ), y = sin(θ) sin(σ ) and z = cos(θ), the left side of Eq. (2)
becomes the trigonometric polynomial F(θ, σ ) =8i=1 αifi(θ, σ ), where
f1 = cos(θ), f2 = cos(θ) cos2(σ ), f3 = cos(θ) cos(σ ) sin(σ ),
f4 = cos(θ) sin(θ) cos(σ ), f5 = cos(θ) sin(θ) sin(σ ), f6 = cos3(θ),
f7 = cos3(θ) cos2(σ ), f8 = cos3(θ) cos(σ ) sin(σ ),











































} is linearly independent and so, F θ, π2  = 0 if and only if α1 = α5 = α6 = 0. In the same
way, for F (θ, 0), we obtain that α2 = α4 = α7 = 0. Finally, as the Wronskian determinant of the set {f3, f8} on the variable
θ is not identically zero, it follows that F(θ, σ ) = 0 if and only if c1 = −a1, c2 = −b1, c3 = −a3 − b2, c4 = −a2 − c0, c5 =
−b3 − c0, c6 = −c0. Therefore, substituting these conditions in (6) we obtain (4). 
3. Stereographic projection
We identify R2 as the plane z = 0. Then we denote the points of R2 as (u, v, 0). Let π : R2 → S2 \ {(0, 0, 1)} be the
diffeomorphism given by π(u, v) = (x = 2u/(1 + u2 + v2), y = 2v/(1 + u2 + v2), z = (u2 + v2 − 1)/(1 + u2 + v2)).
That is, π is the inverse map of the stereographic projection π−1 : S2 \ {(0, 0, 1)} → R2 defined by
π−1(x, y, z) =

u = x
1− z , v =
y
1− z , 0

. (7)
Through the stereographic projectionπ−1, system (4) associated to polynomial vector field X on S2, becomes the differential
system
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on the plane R2. Here P¯, Q¯ and R¯ are respectively P¯ = P (π(u, v)) , Q¯ = Q (π(u, v)) and R¯ = R (π(u, v)). If t denotes
the independent variable in the above differential system, then this system becomes polynomial introducing the new
independent variable s through ds = 1/(1+ u2 + v2)dt , i.e.
u˙ = −1
2
a1 − a2u− a3v − a1u2 − b1uv − a2u3 − (a3 + 2b2)u2v
+ (a2 − 2b3)uv2 + a3v3 − 12a1u




b1 − b2u− b3v − a1uv − b1v2 + b2u3 + (b3 − 2a2)u2v
− (2a3 + b2)uv2 − b3v3 + 12b1u
4 − a1u3v − a1uv3 − 12b1v
4.
(8)
4. Local phase portraits for quadratic polynomial vector fields on S2 of (3, 2)-type reversibility
In this section we study the topological phase portraits of quadratic polynomial vector fields on S2 of (3, 2)-type
reversibility in the neighborhood of isolated singularities. This problem is equivalent to study the phase portraits of system
(8) induced from (4) by the stereographic projection (7).
We distinguish two cases. First we study the singularities of system (4) which are not fix points of involution φ, i.e. the
singularities do not belong to the plane z = 0 and in the second one the singularities of system (4) are fix points ofφ, i.e. they
belong to the plane z = 0.
4.1. Symmetric singularities
For studying the isolated symmetric singularities of system (4), we can suppose that b1 = 0, otherwise if b1 ≠ 0, we do
























Proof of Theorem 2. We can see, from system (4) with b1 = 0, that if we have isolated singularities that do not belong to
the plane z = 0, then a2b3 − a3b2 ≠ 0, (a2b3 − a3b2)2 − a21(b22 + b23) > 0 and we have only two singularities given by −a1b3
a2b3 − a3b2 ,
a1b2
a2b3 − a3b2 , ±

(a2b3 − a3b2)2 − a21(b22 + b23)
a2b3 − a3b2
 .
Now, to system (8) the singularities above correspond the singularity
(λ±b3,−λ±b2) , where λ± = a1
a3b2 − a2b3 ±

(a2b3 − a3b2)2 − a21(b22 + b23)
. (9)
As system (4) is reversible, it is sufficient to study only one singularity, thereforewe consider the singularity (λ+b3,−λ+b2).
We have that the determinant of the linear part of system (8) on the singularity (λ+b3,−λ+b2), given by (9), is
α + β

(a2b3 − a3b2)2 − a21(b22 + b23), (10)





(a2b3 − a3b2)2 − a21(b22 + b23)
2
= 0.
Now the above expression is zero if and only if
−16a81(a3b2 − a2b3)2(b22 + b23)4((a3b2 − a2b3)2 − a21(b22 + b23))2 = 0.
As a3b2 − a2b3 ≠ 0 and (a3b2 − a2b3)2 − a21(b22 + b23) ≠ 0, we have that a1 = 0 or b2 = b3 = 0. But if b2 = b3 = 0,
the singularity is not isolated and if a1 = 0, singularity (9) becomes (0, 0) and determinant (10) becomes a2b3 − a3b2 ≠ 0.
Therefore we conclude that the determinant of the linear part of system (8) on singularity (9) never vanish.
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Fig. 1. Phase portrait to system (4) with a1 = a3 = 0, a2 = 1, b1 = b2 = 0 and b3 = 2.
Fig. 2. Phase portrait to system (4) with a1 = 0, a2 = a3 = 1, b1 = 0, b2 = −2 and b3 = 1.
Fig. 3. Phase portrait to system (4) with a1 = a3 = 0, a2 = −1, b1 = b2 = 0 and b3 = 2.
Using the same arguments above, if the trace of linear part of system (8) on singularity (9) is zero, then
4a41(a2 + b3)2(b22 + b23)2((a3b2 − a2b3)2 − a21(b22 + b23)) = 0.
As (a3b2−a2b3)2−a21(b22+b23) ≠ 0, the above expression is zero if b2 = b3 = 0 or a1 = 0 or b3 = −a2. Now b2 = b3 = 0
implies which singularity is not isolated and when a1 = 0 the trace becomes−(a2 + b3). Therefore we have consider only
the case b3 = −a2. In this case, the trace of the linear part of system (8) on singularity (9) is zero. Now if b1 = 0, b3 = −a2
on system (8), then it is integrable with first integral
H = a1v − b2u
2 + 2a2uv + a3v2 + a1u2v + a1v3
2(1+ u2 + v2)2 .
We conclude that the singularity can be either a node, a focus, a saddle or a center. 
The next result give us examples of all the types of singularities described in Theorem 2.
Corollary 8. Let X be the vector field associated to system (4) with a1 = b1 = 0 and let p be a symmetric isolated singularity of
X. We have that
• if a2 = 1, a3 = b2 = 0 and b3 = 2, then p is a node (see Fig. 1);
• if a2 = a3 = 1, b2 = −2 and b3 = 1, then p is a focus (see Fig. 2);
• if a2 = −1, a3 = b2 = 0 and b3 = 2, then p is a saddle (see Fig. 3);
• if a2 = a3 = 1, b2 = −2 and b3 = −1, then p is a center (see Fig. 4).
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Fig. 4. Phase portrait to system (4) with a1 = 0, a2 = a3 = 1, b1 = 0, b2 = −2 and b3 = −1.
Fig. 5. p = (1, 0, 0) is a singularity with an elliptic sector and a hyperbolic sector, when a1 = a2 = 0, a3 = 1, b1 = 1, b2 = −1 and b3 = 3.
Fig. 6. p = (±1, 0, 0) are cusp singularities, when a1 = a2 = 0, a3 = −1, b1 = 0, b2 = 1 and b3 = 1.
Fig. 7. p = (1, 0, 0) is a singularity with two elliptic sectors, when a1 = −1, a2 = 1, a3 = 0, b1 = 0, b2 = 0 and b3 = 1.
4.2. Nonsymmetric singularities
If system (4) has a nonsymmetric singularity p on S2, we can suppose that p = (1, 0, 0), otherwise we can do a rotation
of SO(3) which preserves the plane z = 0 and all the properties of system. Now if p = (1, 0, 0) is the singularity of system
(4), we have that a1 = −a2.
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Proof of Theorem 3. The singularity (1, 0, 0) from (4) correspond the singularity (1, 0) to system (8) with a1 = −a2. Thus,
if−(a3 + b2 + b1)(b2 + b1) ≠ 0, the eigenvalues of the linear part of (8) on (1, 0) are
±2−(a3 + b2 + b1)(b2 + b1).
Therefore, (1, 0, 0) is either a saddle of system (4) if −(a3 + b2 + b1)(b2 + b1) > 0 or a center (because the system is
reversible) if−(a3 + b2 + b1)(b2 + b1) < 0.
Now we will study the case−(a3 + b2 + b1)(b2 + b1) = 0. We distinguish three subcases:
(i) b1 = −b2 and a3 ≠ 0;
(ii) a3 = −(b1 + b2) and b1 + b2 ≠ 0;
(iii) a3 = 0 and b2 = −b1.
In the subcase (i), translated the singular point (1, 0) to origin, through a linear change of variables, and doing a rescaling
of time given by dτ = −2a3dt , the system (8) can be written as
x˙ = y+ P4(x, y), y˙ = Q4(x, y),
where P4 and Q4 are given by
P4(x, y) = − a22a3 x




x3 + a3 − b2
2a3
x2y+ 2b3 − a2
2a3
xy2











Q4(x, y) = y2 − b3a3 xy+
b2
2a3
x3 − a2 + b3
2a3
x2y+ 2a3 + b2
2a3












Let ϕ(x) = α1x + α2x2 + · · · the solution of y + P4(x, y) = 0. We define ψ(x) = Q4(x, ϕ(x)) = β1x + β2x2 + · · · and
σ(x) = div (y+ P4(x, y),Q4(x, y))|y=ϕ(x) = γ1x+ γ2x2 + · · ·. It follows that
α1 = 0 and α2 = a22a3 .
Suppose that a2 ≠ 0, then
β1 = β2 = 0, β3 = a3b2 − a2b32a23
and γ1 = −a2 + b3a3 .
First, we suppose that β3 ≠ 0. Thus, by Theorem 66 of p. 357 of [1], if a3b2 − a2b3 > 0 (i.e. β3 > 0), the origin is a
saddle. Now, if a3b2− a2b3 < 0, a2+ b3 ≠ 0 (i.e. γ1 ≠ 0) and λ < 0, the origin is a center, because the system is reversible.
On the other hand, if λ ≥ 0, the origin is a singularity with an elliptic sector and a hyperbolic sector (see Fig. 5), where
λ = (b3 − a2)2 + 4b2a3 is given by Theorem 66 of [1].






As a2 ≠ 0, it implies that γ5 ≠ 0. Hence, by Theorem 66 of [1], the origin is either a center if β3 < 0 (because the system is
reversible) or a saddle if β3 > 0.
Finally, if β3 = 0, i.e. b2 = a2b3a3 the singularity (0, 0) is not isolated.
Now we suppose that a2 = 0. In this case ϕ(x) ≡ 0, so β3 = b22a3 and γ1 = −
b3
a3
. If β3γ1 ≠ 0, i.e. b2b3 ≠ 0, the study is
similar to the one realized above. Therefore, the origin is either a saddle or a center or a singularity with an elliptic sector
and a hyperbolic sector. For β3 ≠ 0 and γ1 = 0, i.e. b2 ≠ 0 and b3 = 0, we have that σ(x) ≡ 0, and by Theorem 66 of [1],
the origin is either a saddle if b2a3 > 0 or a center if b2a3 < 0, because the system is reversible.
As in the previous cases, if β3 = 0, i.e. b2 = 0 the singularity (0, 0) is not isolated.
In the subcase (ii), through a linear change of variables (x, y) → (v + 1, u) and doing a rescaling of time given by
dτ = 2(b1 + b2)dt , the system (8) can be written as
u˙ = v + P4(u, v), v˙ = Q4(u, v),
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where P4 and Q4 are given by
P4(u, v) = 12(b1 + b2)

(b1 + b2)u2 + 2b3uv + 3(b1 + b2)v2 + (a2 − b3)u3 + (2b1 + b2)u2v
+ (a2 + b3)uv2 + (2b1 + b2)v3 − b12 u




Q4(u, v) = 12(b1 + b2)

(a2 − 2b3)u2 − 2(b1 + b2)uv + a2v2 − (2b1 + b2)u3 + (a2 − 2b3)u2v
− (2b1 + b2)uv2 + a2v3 − a22 u




Let ϕ(u) = α1u+ α2u2 + α3u3 · · · the solution of v + P4(u, v) = 0. We define ψ(u) = Q4(u, ϕ(u)) = β1u+ β2u2 + · · ·
and σ(u) = div(v + P4(u, v),Q4(u, v))|v=ϕ(u) = γ1u+ γ2u2 + · · ·. It follows that
α1 = 0, α2 = −12 and α3 =
2b3 − a2
2(b1 + b2) ,
and if 2b3 − a2 ≠ 0, then β1 = 0, β2 = −α3, γ1 = 0 and γ2 = −3α3. Thus, by Theorem 67 of p. 362 of [1] the origin is a
cusp (see Fig. 6).
Now, if a2 − 2b3 = 0, i.e. a2 = 2b3, we have that
α1 = 0, α2 = −12 , α3 = 0, and α4 =
3b1 − b2
8(b1 + b2) ,
and if b1 ≠ 0, then β1 = β2 = 0, β3 = − b12(b1+b2) , γ1 = γ2 = 0 and γ3 = 3β3. Hence, by Theorem 66 of [1], the origin is
either a saddle if β3 > 0 or a center if β3 < 0 (because the system is reversible).
Now, if β3 = 0, i.e. b1 = 0 we have that




and if b3 ≠ 0, then β1 = β2 = β3 = 0, β4 = − b34b2 , γ1 = γ2 = γ3 = 0 and γ4 = 3β4. Thus, by Theorem 67 of [1], the origin
is a cusp.
Finally, if β4 = 0, i.e. b3 = 0 the singularity (0, 0) is not isolated.
In the subcase (iii), translated the singular point (1, 0) to origin, through a linear change of variables, the system (8) can
be written as
x˙ = P4(x, y), y˙ = Q4(x, y), (11)
where
P4(x, y) = a2x2 + (a2 − 2b3)y2 + a2x3 − b1x2y+ (a2 − 2b3)xy2 − b1y3 + a22 x
4 − b1x3y− b1xy3 − a22 y
4,
and
Q4(x, y) = 2b3xy+ b1x3 + (a2 + b3)x2y+ b1xy2 + (a2 − b3)y3 + b12 x
4 + a2x3y+ a2xy3 − b12 y
4.
For studying the local topological phase portraits of this system, we use the techniques of polar blow up. Doing the
following change of variables x = r cos(θ), y = r sin(θ) and a rescaling of time given by dτ = rk−1dt , where k is the
largest integer such that rk is a common factor of P4(r cos(θ), r sin(θ)) and Q4(r cos(θ), r sin(θ)), system (11) becomes the
following equivalent system
r˙ = r R(r, θ)
rk
, θ˙ = S(r, θ)
rk
, (12)
where R(r, θ) = P4(r cos(θ), r sin(θ)) cos(θ)+Q4(r cos(θ), r sin(θ)) sin(θ) and S(r, θ) = 1r [Q4(r cos(θ), r sin(θ)) cos(θ)−
P4(r cos(θ), r sin(θ)) sin(θ)].
Now the singularities of (12) at r = 0 are (0, 0) and (0, π). The singularity (0, 0) (resp. (0, π)) has eigenvalues λ1 = a2
and λ2 = 2b3 − a2 (resp. λ1 = −a2 and λ2 = a2 − 2b3).
First, we suppose that λ1λ2 ≠ 0. In this case, (0, 0) (resp. (0, π)) is a saddle if a2(2b3 − a2) < 0, or a node stable if
2b3 < a2 < 0 (resp. 0 < a2 < 2b3), or a node unstable if 0 < a2 < 2b3 (resp. 2b3 < a2 < 0). Therefore we conclude that
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the singularity (0, 0) of system (11) is either a cusp (if the singularities (0, 0) and (0, π) of (12) are saddles) or a singularity
with two elliptic sectors (if the singularities (0, 0) and (0, π) of (12) are nodes); see Fig. 7.
Now we suppose that λ1 = 0, i.e. a2 = 0. Hence system (11) has a common factor b1x2 + b1y2 + 2b3y. Thus, if either
b1b3 ≠ 0 or b1 = 0, (0, 0) is not an isolated singularity. However, if b1 ≠ 0 and b3 = 0, it is a center, because system (11)
becomes
x˙ = −y− xy,
y˙ = 2x+ x2 − y2,
after a rescaling of the time variable, and it is reversible by the change of variables (x, y, t) → (x,−y,−t).
Finally, we consider the case λ2 = 0, i.e. a2 = 2b3. We have that if b1 ≠ 0, system (12) does not have singularities in the
θ axis and so, system (11) has a center at the origin by reversibility of the original system onR3. Now, if b1 = 0 then b3 ≠ 0,
otherwise the system is null. Hence, doing a directional blow up x = uv2, y = v, in this case system (11) becomes
u˙ = −b3(1+ 2u+ 2u2 + 4u2v2 + 4u3v2 + 3u4v4),
v˙ = b3(1+ 2u+ 2uv2 + 3u2v2 + 2u3v4),
after a rescaling of the time variable. Note that the above system does not have a singularity in the v axis. Therefore, as in
the previous case, (0, 0) is a center of system (11). 
5. Global phase portraits for quadratic polynomial vector fields on S2 of (3, 2)-type reversibility
In this section we prove some global properties of the phase portraits of quadratic polynomial vector fields on S2 of
(3, 2)-type reversibility. The first result gives us the maximum number of singularities of system (4) on S2.
Proof of Proposition 4. By the previous section we can suppose that b1 = 0 in (4). For (x, y, 0) ∈ S2, i.e. x2 + y2 = 1, we
have that P(x, y, 0) = Q (x, y, 0) = R(x, y, 0) = 0 becomes
−a1x− a2x2 − (a3 + b2)xy− b3y2 = 0.
Now, by the Bezout Theorem, the system
−a1x− a2x2 − (a3 + b2)xy− b3y2 = 0,
x2 + y2 = 1,
has at most four solutions. Thus, system (4) has at most four nonsymmetric singularities.
If z ≠ 0 and x2 + y2 + z2 = 1, P = Q = R = 0 becomes
a1 + a2x+ a3y = 0,
b2x+ b3y = 0,
−x(a1 + a2x+ a3y)− y(b2x+ b3y) = 0.
This system is equivalent to
a2x+ a3y = −a1,
b2x+ b3y = 0.
If the last system has no solution we do not have symmetric singularities. Otherwise, it has either a unique solution or
infinity solutions. In the first case, as x2 + y2 + z2 = 1, system (4) has two symmetric singularities, to the other one the
singularities are not isolated.
We conclude that system (4) has at most six isolated singularities. Moreover, it has at most two symmetric
singularities. 
LetU be an open subset ofR2, R : U → R be an analytic functionwhich is not identically zero onU and Y be a polynomial
vector field associated to a system of the form
x˙ = P(x, y), y˙ = Q (x, y),
where P and Q are polynomials in the variables x and y with real coefficients. The function R is an integrating factor of this





, div(RP, RQ ) = 0, XR = −R div(P,Q ).
As usual the divergence of the vector field Y is defined by div(Y ) = div(P,Q ) = ∂P
∂x + ∂Q∂y .
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The first integral H associated to the integrating factor R is given by
H(x, y) =

R(x, y)P(x, y)dy+ h(x),
where h(x) is chosen in order that it satisfies ∂H
∂x = −RQ . The function H is single-valued, if U is simply connected and R
does not vanish.
Now, let V : U → R be an analytic function which is not identically zero on U . The function V is an inverse integrating














We note that {V = 0} is formed by orbits of Y and R = 1/V defines on U \ {V = 0} an integrating factor of Y .
Proof of Theorem 5. LetP (X) be the planar polynomial vector field induced by X through stereographic projection (7). We
can suppose that b1 = 0 on system (4) (see the proof of Theorem 2). Therefore the system associated to vector fieldP (X) is
given by (8) with b1 = 0, this system has an inverse integrating factor given by V = f1f2, where f1(u, v) = u2 + v2 + 1 and
f2(u, v) = a(1+ u2 + v2)2 + 2bu(1+ u2 + v2)+ cv(1+ u2 + v2)+ du2 + 2fuv + ev2,
with a = a21b2, b = a1b2(a2 + b3), c = −2a1(a2b3 − 2a3b2 − b23), d = 4b2(a2b3 − a3b2), e = −4a3(a2b3 − a3b2) and
f = −2(a2 − b3)(a2b3 − a3b2). Note that f2 ≡ 0 if and only if a1 = 0 and a3b2 − b3a2 = 0 or a3 = 0, b2 = 0 and b3 = a2.
If a1 = 0, a3b2 − b3a2 = 0 and a3 ≠ 0, then b2 = a2b3a3 . Hence, system (8), has an inverse integrating factor given by
V (u, v) = f1(u, v)(a3v − b3u)(a2u+ a3v).
Now, if a1 = 0, a3b2 − b3a2 = 0 and a3 = 0, then b3 = 0 and a2b2 ≠ 0, otherwise P (X) has a null component. Hence,
system (8), has an inverse integrating factor given by
V (u, v) = f1(u, v)(a2v − b2u).
If b2 = 0, a3 = 0, and b3 = a2, then a2 ≠ 0, otherwise P (X) has a null component. Hence, system (8), has an inverse
integrating factor given by
V (u, v) = uvf1(u, v),
when a1 = 0 or
V (u, v) = v2f1(u, v),
when a1 ≠ 0. Therefore, as an inverse integrating factor provides the first integral to vector field P (X), we have that X is
integrable. 
Proof of Theorem 6. By the proof of Theorem 5, the vector fieldP (X) always has an inverse integrating factor V . Now, if it
has a limit cycle γ , by Theorem 9 of [5], γ ⊂ {V = 0}. As V is polynomial, it follows that the limit cycles of P (X) are the
ovals of V = 0. For all expressions of V , in the proof of Theorem 5, except maybe V = f1f2, it is obvious that V = 0 does not
have ovals. We consider so V = f1f2. Note that {V = 0} = {f2 = 0}. Now, as X is reversible, it follows that the limit cycles
of X on S2, when exist, surround its symmetric singularities. Moreover, by Theorem 2 and the index theory, if X has a limit
cycle, the symmetric singularities can be only nodes or foci. Therefore, in this case, the symmetric singularities belong to
the algebraic curve f2 = 0, because X is integrable outside of this set. Hence, as f2 has degree 4, any straight line has at most
4 common points with the algebraic curve f2 = 0 or belongs to it. We conclude that X does not have limit cycles. In fact,
if X has a limit cycle and the two symmetric singularities are not the poles of S2, then the straight line determined by the
two singularities of P (X), correspond to the symmetric singularities of X , has at least 6 common points with f2 = 0. In the
case that the symmetric singularities are the poles of S2, any straight line by the origin has at least 5 common points with
f2 = 0. 
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