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ここでは L1 正則化付きロジスティック回帰モデル（[2]）を用いたものについて記述する．
他の手法も試してみたが，L1正則化付きロジスティック回帰モデルに比べてあまり良い結果が













係数を用いて 1 着であるかどうかを予測することにより，モデルの評価をする． 2014 年のレ
ースの予測の結果は，全 3026レースのうち，的中したのは 742レースで，正判別率は 24.52%
であった． 
(1.3) モデルの解釈 
















Web アプリケーションについては，Python のウェブフレームワークである Flask を用いて
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