The Green-Kubo method is a commonly used approach for predicting transport properties in a system from equilibrium molecular dynamics simulations. The approach is founded on the fluctuation dissipation theorem and relates the property of interest to the lifetime of fluctuations in its thermodynamic driving potential. For heat transport, the lattice thermal conductivity is related to the integral of the autocorrelation of the instantaneous heat flux. A principal source of error in these calculations is that the autocorrelation function requires a long averaging time to reduce remnant noise. Integrating the noise in the tail of the autocorrelation function becomes conflated with physically important slow relaxation processes. In this paper we present a method to quantify the uncertainty on transport properties computed using the Green-Kubo formulation based on recognizing that the integrated noise is a random walk, with a growing envelope of uncertainty. By characterizing the noise we can choose integration conditions to best trade off systematic truncation error with unbiased integration noise, to minimize uncertainty for a given allocation of computational resources.
I. INTRODUCTION
Transport properties are ubiquitous in materials science and engineering. Heat sinks and thermal barrier coatings are two obvious examples where thermal conductivity is paramount for materials' performance, but there are also a huge number of materials applications in which transport properties are folded in with a number of other properties to dictate performance. Nanofluids are a promising new material for numerous applications [1] [2] [3] that include heat dissipation [2, 3] for which, in addition to thermal transport, viscosity calculations are necessary to better our understanding of heat transfer mechanisms. Moreover, the rheological characterization of fluid materials has numerous engineering applications beyond cooling (e.g. lubrication [4] , sheathing [5] , or hydraulics [6] ), as well as applications in other fields (e.g. medicine [7] , geophysics [8] ). Viscous ionic electrolytes in batteries are an example where viscosity, diffusion and ionic conductivity [9] all play an important role in the materials' eventual performance. In short, the ability to reliably predict transport properties is essential in the search for new materials for a wide variety of applications. Molecular dynamics (MD) simulations provide a powerful approach for quickly obtaining atomistic level insight into the physics of mass, momentum or energy transport processes in materials.
Two approaches are possible: MD can be used to (1) simulate systems in equilibrium or (2) perturb and drive systems out of equilibrium to then measure their response.
Equilibrium molecular dynamics (EMD) calculations are performed using the well established Green-Kubo formalism [10, 11] , which relates transport quantities to the duration of fluctuations in a microscopic state of the system -the underlying principle is that the processes that dissipate small local fluctuations are the same that are responsible for a material's feedback to a stimulus. Mathematically this is achieved by integrating the current autocorrelation function as is shown in the general expression for the Green-Kubo method:
where γ is the transport property of interest and A the current that drives it. The expression A(t)A(t + τ ) is the autocorrelation function of quantity A and α is a temperature dependent coefficient. For instance, for thermal conductivity, κ, the Green-Kubo expression
where k B is Boltzmann's constant, T the temperature, and V the volume of the simulated region, J is the heat-flux, and J(t)J(t + τ ) is the non-normalized heat current autocorrelation function (HCACF). This method is widely used by materials scientists, chemists and physicists. In addition to thermal conductivity calculations [12] [13] [14] [15] , it has been used to calculate viscosity [4, 8, 16] , diffusivity [17, 18] and ionic conductivity [9] for a wide range of materials, by integrating the pressure tensor, velocity and ionic flux autocorrelation functions (ACFs), in that order.
There are clear advantages to using an equilibrium approach: while both equilibrium and non-equilibrium methods suffer from size artifacts, the use of periodic boundary conditions in EMD allows for a smaller system size; for anisotropic systems, one EMD simulation suffices to compute the full transport tensor; and EMD can be used irregardless of the linearity of the transport regime with system size. There is, however, also one major pitfall. Fully converging the autocorrelation function requires very long simulation times, and often a compromise has to be made between including the contribution of slow processes and introducing a random error, or excluding these processes and introducing a systematic truncation error. In this paper, by recognizing that the integrated ACF error mimics a random walk, we propose a method that allows researchers to evaluate this trade off on-the-fly and make better informed decisions about where to truncate the ACF and how to optimize computational resources. In the remainder of the paper, we will focus exclusively on thermal transport. It is left for the reader to draw the obvious parallels with other transport properties. The next paragraphs concern the origin of the oscillations, existing approaches to integrate the autocorrelation function, and the introduction of the concept of a random walk in the HCACF. Our proposed method and its implementation to an example data set are described next, followed by the discussion and conclusion remarks.
A. The oscillatory behavior of the autocorrelation function M are, respectively, the maximum number of steps in the simulation and in the HCACF.
Analytically, the autocorrelation function is computed as the inverse Fourier transform of the same transform of the current multiplied by its complex conjugate, averaged over N − m.
It follows that to obtain good statistical averaging M must be significantly less than N , and that the error associated with the HCACF increases over time for fixed N. This is applicable to other transport properties. For a system in equilibrium the average current of any property is zero, and the ACF is expected to decay to zero given sufficient time. Instead, large oscillations with a significant contribution to the integral have been observed [15, [19] [20] [21] [22] . Fig. 1 a) depicts an example of fluctuating HCACFs and the growing error in the corresponding integrals, and Fig. 1 b) the longevity of the fluctuations.
If we were able to sample an infinite system for infinite time, we should find the system's true ACF and thus a fixed true transport quantity. It follows that, for the thermal transport example we have been using, κ, computed with Eqn. 2, is
where τ max is the maximum time for which the HCACF is computed, and α = V 3k B T 2 . The first term in the equation is the true integrated HCACF, and the second term the integral of the HCACF noise that comes about due to insufficient averaging. As shall be discussed more thoroughly in due course, at least two sets of different frequency oscillations can be distinguished that mirror the fast and slow fluctuations in the heat current.
Accurately predicting the ACF is critical for transport predictions using the Green-Kubo method. Notwithstanding, there is little consensus in the literature as to what approach to take to mitigate the noise and the cumulative quality of the integrated noise has seldom been used to inform the choice of ACF integration approach. The next paragraphs reference some of the most common ACF integration approaches and a few less common strategies found in the literature. While it has been shown that the Green-Kubo approach can be successfully used with quantum-based calculations [23, 24] , simulation size and length present a major difficulty in using EMD approaches within ab initio, and other methods [25, 26] continue to offer greater advantages. However, as computers become faster, DFT MD transport calculations could become more common, and error estimation more important. Within classical MD, the evolution of computing means averaging large enough systems for longer will be-come less of an issue, thus reducing or even eliminating the error from these calculations.
However, there is an increasing trend to develop high-throughput approaches for the rapid screening of materials, which in turn require quick, on-the-fly approaches for uncertainty quantification. The method introduced herein meets these requirements.
B. Common autocorrelation function integration approaches
A common strategy to reduce the noise in the ACF is to fit an exponential to the first few picoseconds (τ < 10) [20, 21] . The system depicted in Fig. 1 exhibits a rapid decay associated with high frequency phonons and a slower decay associated with lower frequency phonons; similar two-or three-stage decay is observed in many single element materials and different authors have modeled κ by fitting the HCACF to the sum of two or more exponentials [20, 21, 27] . This approach captures multiple relaxation processes and is therefore more physically meaningful than a single exponential fit, but it is ineffective when the HCACF can not be represented by an exponential fit [12, 22, 28] and it forces a behavior description of the HCACF that might not be accurate. The same is true of shear relaxation times in viscosity calculations. For ionic liquids' calculations, authors have also fit the pressure tensor autocorrelation function to Kohlrausch's law [29, 30] and/or applied weighing factors to their fits [31, 32] . Fits to the frequency domain are also a solution, depending on the resulting ACF for given data [12, 28] . Some strategies include direct integration of the ACF truncated to various cutoffs. Whether direct integration is performed or a fit is applied, the cutoffs are oftentimes arbitrarily selected [33] [34] [35] . They can also be more systematically determined, for instance by taking the running mean of the integrated autocorrelation at its plateauing region [36, 37] walk is effectively added to the integral of the true ACF. Before proceeding , it is perhaps useful to briefly introduce the notion of a random walk and how it relates to the noise in the HCACF.
C. Random walk
A random walk is a succession of Markovian (uncorrelated) random steps. This has the property that the expected root mean square (RMS) displacement after N steps is of Markovian steps over time t is N = t/δt, and so the expected uncertainty U (t) after integrating to time t is given by:
In this relationship computing σ v is straight forward, and so the remaining challenge is to determine the uncorrelated fluctuation time δt.
By characterizing the integrated HCACF noise as a random walk, or as a sum of random walks, in terms of δt and σ v , we propose that one can use Eqn. 5 to compute an uncertainty envelope that informs on how quickly the integrated noise error in a single simulation grows.
From the uncertainty envelope of a single simulation one can compute the expected uncertainty in the average of any number of simulations. The crucial point is that information about the distribution of error in many simulations can be obtained from a first, short (a few hundred picoseconds) simulation, and thus after the first simulation has been performed, one can decide on an optimal computational strategy for minimizing uncertainty.
Upon quick inspection, the HCACFs shown in Fig. 1 appear to be converged by 20 ps. The method developed to quantify the uncertainty that results from the Green-Kubo approach by treating the noise in the autocorrelation function as a random walk is introduced in the Methods section, but not before a more detailed explanation of the dataset used for
Figs. 1 and 2 is offered.
II. METHODS
All simulations used to perform error analysis were obtained with the large-scale equilibrium classical molecular dynamics software LAMMPS [40] , using the adaptive intermolecular reactive empirical bond-order (AIREBO) potential function formulated by Stuart et al. [41] .
The simulations correspond to a size-converged 11 × 11 × 11 perfectly crystalline graphite supercell with 10648 atoms and a 27.05 × 46.86 × 73.79Å 3 volume in the x, y, and z directions, respectively. Previous work has shown that this system is large enough to be size converged for thermal conductivity [22] . We use data from nine simulations that were relaxed and equilibrated in the microcanonical ensemble (NVE), using a standard Velocity-Verlet quadrature scheme, for 50 ps after being given a thermal energy equivalent to 300 K before starting to record the HCACF. Each of the nine runs was simulated for an additional 0.6 ns with a 0.2 fs time step and periodic boundary conditions. Because κ can be computed in all lattice directions from a single simulation using the Green-Kubo formalism, there are 18 HCACFs along the basal plane of the graphite supercell with which to perform data analysis (nine each along x, and y, that is [2110], and [0110]). This data was obtained for a previous publication on the thermal conductivity of irradiated graphite [22] . A longer 8.0
ns simulation with a 0.4 fs time step was also performed, under the same conditions. Based on the premise that the noise of the integrated HCACF is akin to a random walk, we can use Eqn. 5 to compute the root mean squared of the noise integrated up to time τ max . This is the expected deviation (or error) from the mean for each random walk, and we can thus compute the standard deviation of said error at time τ max in an average of N random walks, with the same characteristic δt and σ v , as
Decomposing the noise into uncorrelated fluctuations is the first step, required to discern between a single random walk or the sum of varying frequency random walks. Then, to characterize the random walks one must determine the standard deviation of these fluctuations and the average interval between them. If the random fluctuations occurred at the same interval that the HCACF is recorded, the expected noise uncertainty envelope would be as indicated in Fig. 3 c) , in the dashed red line. This largely underestimates the integrated noise. A moving average low pass filter with a 0.4 ps window applied to the noise reveals that at least two distinct sets of noise frequencies are present (see Fig. 3 a) ). This indicates that instead of a single random walk with the same time step as that of the HCACF, the noise is best described by the sum of different frequency random walks. Finding the contribution of each random walk to the expected error can be difficult, but a series of frequency passes (see Fig. 4 ) can help examine the contribution of varying frequencies in the noise to the expected error. The subsequent analysis is performed with the separate sets of noise identified as having the largest contribution to the expected error and shown in Fig. 3 a) .
While the noise behaves similarly to a random walk, the system has a memory of itself and ii The second step is to filter the noise for different frequencies. This step is exemplified in Fig. 3 a) . A low pass filter allows us to distinguish two main sets of oscillations, in red and in blue. While only one pass, separating frequencies below and above 2.5
T Hz, is illustrated in Fig. 3 a) , more could be applied (see Fig. 4 ) to gain a better understanding of the noise. This is discussed more throughly in the Results. The contribution of each set of data is considered as described next.
iii The third step consists in computing the autocorrelation of the different frequency noise components. For the low and high frequency noise found in step ii and depicted in Fig. 3 a) , the ACFs are shown in red and blue, respectively, in Fig. 3 b) .
iv The fourth step is to fit a single exponential a i e − t τ to each of the above autocorrelations.
The fits are shown in magenta and cyan, for the low and high frequency cases, in that order. The fitting parameter τ provides an estimate of the interval of our near-random walk noise. The autocorrelation of the low frequency noise (in red) is comparable to that of the whole system (in black). It is already clear that the contribution of the low frequency HCACF noise explains most of the random walk uncertainty.
v The fifth step is to compute the standard deviation, σ, of each of the noise contributions.
vi The sixth and final step is to compute the uncertainty envelope by using the calculated τ and σ in Eqn. 5. In Fig. 3 c) , the magenta uncertainty envelope corresponds to the low frequency oscillations, and the cyan envelope to the contribution of the high frequency noise. As anticipated, the high frequency noise envelope is not much greater than the envelope calculated with the HCACF interval (in dashed red). The combined error of high and low frequency noise (in dashed black) is barely distinguishable from that of the low frequency noise (in magenta). As expected, the contribution of low frequency oscillations largely explains the noise.
τ and σ are all that is necessary to characterize the random walk. This means a simulation could be undergoing and its data used to evolve the uncertainty envelope on-the-fly. An example of this is shown in the results. For the present data set, the low frequency oscillations explain nearly all of the noise, and it would suffice to consider the autocorrelation of the whole, unfiltered noise, to obtain an estimate for the integrated noise envelope. A more thorough discussion of the filtering is offered in the Results. Also in the Results, this approach is applied to the 18 HCACFs, thus allowing us to obtain an error estimate of the uncertainty envelope. We also show that a frequency decomposition analysis similar to that applied to the HCACF can be used directly on the heat-flux to determine a suitable simulation time-step to optimize HCACF convergence.
III. RESULTS
We applied steps i -vi to all HCACFs. The second step involves identifying different noise frequencies. It is worthwhile to remark on the difficulty of extricating individual random walks from a sum of random walks. For instance, applying a filter (as in Fig. 4) can syphon out data that belongs to a lower frequency random walk. In Fig. 4 , frequency filters are applied with windows ranging between 0.04 and 0.56 ps at a 0.04 ps interval.
Each time, the data filtered is removed from the overall noise. One might be tempted to say, from evaluation of Fig. 4 , that there are multiple high frequency random walks, with time fluctuations τ = 0.04, 0.08, and 0.12 ps, for instance, and that might be correct or the sets of filtered data might belong to a single random walk. If the former is true, the contribution of the independent sets of high frequency data were calculated to be negligible compared to the low frequency data, in the same way the high frequency data obtained with a single (0.4 ps) filter, as shown in Fig. 3 a) , does not significantly contribute to the overall noise (see Fig. 3 c) ). Similarly, the low frequency noise could be resumed to the sum of its parts, but this would remove the underlaying characteristics of the noise. For this reason, having identified distinct frequency ranges in the noise, and having determined that their contribution is remarkably unequal we proceed with the analysis performed as described in steps i -vi.
For all simulations, τ was computed as to minimize the standard deviation, with the caveat that the maximum allowed value for τ was limited by the lowest intercept with zero between all noise autocorrelation functions. This is because we fit to the natural logarithm of the noise autocorrelation. This does convene us, however, in that we aim to calculate the effect of the fast rate of decay of the systems' memory reflected in the noise. Moreover, a similar argument to there being a true autocorrelation function for the heat-flux can be made with regards to the noise. If the frequency of the noise is the same across samples, there is one true autocorrelation function that describes the interval for which the noise is correlated, i.e., before it becomes random. For the high frequency noise, τ H = 0.27 ± 0.02 ps and is one order of magnitude greater than the interval of the HCACF (δt = 0.02 ps), but, as depicted in Fig. 3 c) This method predicts an uncertainty slightly smaller that the random walk method. The approach is appealing because it is simple and it appears to provide a narrow estimate of uncertainty. Unfortunately, the tails of HCACFs computed from neighboring data windows is found to be correlated and so the approach underestimates the error providing a false degree of certainty. It can be seen in Fig. 5 b) that nearing 30 ps the error defined as the standard error of the HCACF integrals becomes more ill defined. Again, this is because over time each of the HCACFs has less data to average over. The possibility that J is still correlated after the length of the HCACF implies that, unlike the method proposed herein, a correct noise estimate with the standard error approach requires multiple simulations with differing starting points. As seen in Fig 10, with the random walk approach a few hundred picoseconds suffice to characterize the error and obtain an uncertainty envelope.
In Figs. 2 f) and g) it can be observed that for the 20-50 ps interval selected the HCACF tails have a non-zero mean. This suggests that the HCACFs might not have been fully relaxed by 20 ps. In Fig. 6 we consider the distributions of J (Fig. 6 a) ), the noise in the 30-50 ps interval for the entire data (Fig. 6 b) ), and for the case where the peaks are computed from a moving average with a 1 ps interval (Fig. 6 c) ) as shown in Fig. 2 d) . Figs. 5 b) and 7 a), stands out as having a large noise -it is well above the mean of all integrals (shown in red in the inset in Fig. 5 b) ). Yet, since its value is large, the error is a smaller fraction of the total integral value. There are possibly three factors at play here.
(1) A random walk is, well, random, and the uncertainty envelope is merely an estimate of the expected value of any random walk for a given σ and τ . (2) Figure 7 a) includes the individual uncertainty envelopes computed with the random walk approach for each simulation. In both cases σ L ≈ 2.9 × 10 −7 eV 2 .Å −4 .ps 2 . However, τ L is 1.24 ps for the simulation (in brown), and 6.32 ps for the simulation in purple, so some of the error does seems to be due to a lower noise frequency and it is accounted for in the envelope. (3) A closer look at this HCACF reveals that it is not yet converged (see Fig. 7 b) ). In this particular case, the noise due to the random walk is not the main cause for the discrepancy between this HCACF integral and the remainder. This is in agreement with the above discussion of the individual simulations' distribution. The uncertainty envelope for this simulation being below the integrated HCACF is thus consistent with the random walk method being broadly agnostic to slow decay processes. To reinforce this idea, we computed τ L after displacing the HCACF tail by the mean so it oscillates around zero and it equals 6.28 ps, not noticeably different from τ L = 6.32 ps as calculated above. In other words, because we're interested in the rapid decay process of the HCACFs, slow rate processes in the HCACF are not mistaken for noise.
The random walk uncertainty quantification approach could be a valuable tool for guiding researchers on how the noise varies over time or across simulations. To test this, a simulation of the same system was performed along x and y for 8.0 ns. For the 8.0 ns simulation data was collected at 0.04 ps intervals. The set of 18 simulations of 600 ps each adds to 10.8 ns, or 5.4 ns if we consider the x and y independently, with data collected every 0.02 ps. A total of 200,000 data points are available for averaging over the single simulation, and 270,000 for a 9 simulations set. As expected, the final HCACF for the 8.0 ns simulation is much smoother than any of the HCACFs from the 600 ps simulations, but as shown in Fig. 8 it continues to retain some of its oscillatory features. In Fig. 8 , the integrated mean HCACFs for x and y for each of the two sets of 9 simulations are compared to the x and y HCACF integrals obtained from the 8.0 ns simulation and their corresponding uncertainty envelopes. Fig. 8 a) also shows the impact of a single outlier on the integrated HCACF average. Strikingly, the noise obtained from a single large simulation with fewer data points is lower than that obtained by averaging multiple simulations over a greater number of data points.
Recall that each simulation was performed from scratch by replicating a unit cell and conferring each system a temperature using individual seeds for each simulation. To determine if the discrepancy between the cross-autocorrelation averaging and the single-simulation autocorrelation averaging was maintained over a similar simulation length for the same seed, we subdivided the 8 ns simulation into a set of 10 800 ps simulations and averaged over them (see Fig. 9 ). Cross-simulation averaging with the same amount of data actually seems to reduce the error slightly. Most importantly, the smaller interval selected for a larger simulation is a worthwhile tradeoff.
An example of an on-the-fly application of the suggested approach is given in Fig. 10 a), which shows the running mean of the evolving random walk uncertainty envelope as the simulation progresses. The correlation (R) between τ and the evolving envelope is 0.52, and that between σ and the envelope is 0.56, both with a zero P value. This indicates a strong dependence of the envelope variance on both variables. The % error is computed throughout the simulation as the ratio between the envelope and the integral of the HCACF (see Fig. 10 b)). It is interesting to notice that around 4 ns there is a steep decrease in the expected HCACF integrated noise, after which point the variation in the uncertainty diminishes.
To determine if there was an apparent direct correspondence between the system's Lyapunov memory and the system's energy fluctuation memory, we computed the Lyapunov instability, λ, which was found to be around 0.55 T Hz. Several simulation intervals for the system size were considered, including the 0. A distance away from system B.
To evaluate the hypothesis that the origin of the noise in the tails results from larger peaks in J that have not been averaged out due to insufficient data, we performed an autocorrelation through J with both a gradual and a rough cut-off of these peaks (see Fig. 11 a) ). The results obtained (see Fig. 11 b)-e)) indicate otherwise. A cut, soft -i.e., such that the value of J is reduced by a higher fraction the further away from zero J it is -or abrupt -i.e., removing peaks above and below a cut-off -through J reveals the importance of the peaks to set the shape of the HCACF (see Fig. 11 b) ), but it provides evidence contrary to our hypothesis that the correlation between a few wider peaks were at the origin of the random walk type noise. If we consider a moving average (in red) through J, we find that it perfectly captures the trend of the HCACF (see Fig. 11 b) ). The normalized HCACF obviates that the trend of the data is more acutely captured by the moving average.
The normalized HCACF discrepancy between the moving average and the actual data could be omitted by normalizing the moving average autocorrelation function by the first element of the true HCACF.
If we, conversely, only consider the data from the highest peaks, setting all other data to zero (in blue in Fig. 12) , some of the noise fades away, but so does the overall trend of the HCACF. A cut through the data increases the noise as expected (in yellow in Fig. 12 ),
by reducing the amount of data to average over. In as far as we can ascertain, the noise is coupled to the overall fluctuations of J.
IV. CONCLUSION
In this paper we propose a method for quantifying the uncertainty of the autocorrelation function and thus that of transport properties computed using the Green-Kubo approach.
This method is based on the premise that the noise of the autocorrelation function is akin to discrete white noise and it integrates into a random walk. The value of this method goes beyond estimating the error of a single simulation and it can be used to determine the minimum duration of a simulation to achieve a desired error threshold, as evidenced in 10 . In a), in addition to the HCACF, the moving average of the uncertainty envelope computed using the random walk approach is also propagated through the simulation time. In b) the % error is computed as the uncertainty envelope over the total integral.
FIG.
12. Figure a) shows J (in black), a transform on J that keeps its higher peaks and replaces data between the peaks with a zero value (in blue), and a line at 550 ps representing a cut-off of the J data above it. Figure b) shows the normalized HCACF for the above cases, and including those depicted in Fig. 11 a) . The HCACF as is is shown in Fig. c) . The color code is kept constant between Figs. 11 and 12.
