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Intrinsic semiharmonic maps 
Roger Moser∗ 
October 2, 2009 
Abstract 
For maps from a domain Ω ⊂ Rm into a Riemannian manifold N , a 
functional coming from the norm of a fractional Sobolev space has recently 
been studied by Da Lio and Rivie`re. An intrinsically deﬁned functional 
with a similar behaviour also exists, and its ﬁrst variation can be identiﬁed 
with a Dirichlet-to-Neumann map belonging to the harmonic map prob­
lem. The critical points have regularity properties analogous to harmonic 
maps. 
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MSC 2000: 58E20, 35J50, 35S99 
Harmonic maps between Riemannian manifolds are particularly interesting 
on a two-dimensional domain, because in this case, the problem is invariant 
under conformal transformations. Using this fact as a motivation, Da Lio and 
Rivie`re [2] proposed to study a functional for maps on a one-dimensional domain 
with related properties. This functional is given in terms of the seminorm be­
longing to the homogeneous fractional Sobolev space H˙1/2(R). Such a quantity 
is very natural from the analytic point of view and the resulting problem permits 
the use of tools from harmonic analysis such as a Littlewood-Paley decomposi­
tion. The relationship with conformal transformations becomes apparent when 
the domain is regarded as the boundary of a half-plane. The energy is invariant 
under the Mo¨bius transformations that map the half-plane onto itself. 
The functional has the disadvantage, however, that it depends on an embed­
ding of the target manifold in a Euclidean space. Suppose that N is a smooth, 
compact Riemannian manifold without boundary. Then we always have an iso­
metric embedding of N in a Euclidean space Rn by the theorem of Nash [9], and 
this embedding has proved a very useful tool in the theory of harmonic maps. 
Likewise, in this paper, we assume that N is embedded isometrically in Rn in 
order to study a variant of the harmonic map problem. But since we regard the 
ambient space merely as a tool, we prefer an intrinsically deﬁned energy. 
We deﬁne and analyse a functional that depends only on the geometry of the 
target and still enjoys the same type of conformal invariance for one-dimensional 
domains. The resulting theory requires that certain quantities normally studied 
in a linear context are replaced by nonlinear counterparts. In particular, the 
ﬁrst variation of the functional is given by a Dirichlet-to-Neumann map for the 
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harmonic map equation. Nevertheless, it is remarkably easy to derive some basic 
properties of the corresponding variational problem, since they can be reduced 
in a natural way to known facts about harmonic maps. 
An intrinsic variational problem 
For m ∈ N, let Ω ⊂ Rm be an open set. We consider maps u : Ω → N . Deﬁne the 
half-space Rm+1 = Rm × (0, ∞). The functional studied by Da Lio and Rivie`re+ 
can be expressed in terms of the homogeneous Sobolev space H˙1(Rm+1; Rn) and + 
the Dirichlet energy 
E(v) = 
2
1 
ˆ
+ 
|�v|2 dx. 
Rm+1 
H˙1(Rm+1 ˙Let T : + ; Rn) H1/2(Ω; Rn) be the trace operator with respect to the →
subset Ω × {0} of the boundary. Then the functional 
L(u) = inf E(v) : H˙1(Rm+1; Rn), Tv = uv ∈ + 
is well-deﬁned on H˙1/2(Ω; Rn). In the case Ω = Rm, it coincides up to a constant 
with the expression ˆ
Rm 
|Δ1/4 u|2 dx 
deﬁned in terms of Fourier multipliers. Critical points of L under the constraint 
that u takes values on N almost everywhere were studied in the aforementioned 
paper [2]. 
For the reasons given previously, we want to replace L by a diﬀerent func­
tional. Deﬁne 
H˙1(Rm+1; N) = v ∈ H˙1(Rm+1; Rn) : v(x) ∈ N for almost every x ∈ Rm+1 + + + 
˙ H1(Rm+1and let H1/2(Ω; N) = T ( ˙ + ; N)) be its image under the trace operator. 
For u ∈ H˙1/2(Ω; N), let 
H˙1(Rm+1I(u) = inf E(v) : v ∈ + ; N), Tv = u . 
If Ω = R, then the functional I is invariant with respect to group of all Mo¨bius 
transformations that map R2 to itself, since the Dirichlet energy is invariant + 
under conformal transformations of the domain. 
We want to study critical points of I. First we need to examine variations 
of a map in H˙1/2(Ω; N), and to this end we observe that there exists a smooth 
nearest point projection πN : U → N , deﬁned on a neighbourhood U ⊂ Rn of 
N . For u ∈ H˙1/2(Ω; N) and φ ∈ C∞(Ω; Rn), we consider the function 0 
t �→ I(πN ◦ (u + tφ)). 
It is readily seen that this is well-deﬁned at least in a neighbourhood of t = 0. 
Is this function diﬀerentiable at 0, and if so, what is its derivative? 
Since I is deﬁned as an inﬁmum of quantities that are well understood, it is 
not diﬃcult to identify a ‘superdiﬀerential’, expressed in terms of minimizers of 
the Dirichlet energy E. 
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Deﬁnition 1.1. Let v ∈ H˙1(Rm+1; N). We say that v is a minimal harmonic + 
map if E(v) ≤ E(w) for all w ∈ H˙1(Rm+1; N) with Tw = Tv.+ 
Every u ∈ H˙1/2(Ω; N) has a minimal harmonic map v ∈ H˙1(Rm+1; N) with + 
Tv = u. This map satisﬁes the Euler-Lagrange equation 
Δv + A(v)(�v, �v) = 0 in Rm+1 + 
weakly. Here A is the second fundamental form of the embedding N ⊂ Rn and 
we use the shorthand notation 
m
A(v)(�v, �v) = A(v) ∂v ∂v 
∂xα 
, 
∂xα 
. 
α=1 
Given a function φ ∈ C∞(Ω; Rn), consider a ψ ∈ C∞(Rm+1; Rn) with ψ(x�, 0) = 0 0 + 
φ(x�) for x� ∈ Ω. Then the integral ˆ
(�A(v)(�v, �v), ψ� − ��v, �ψ�) dx (1) 
Rm+1
+

depends on φ but not on its extension ψ. If v is suﬃciently smooth up to the 
boundary, then we have of course 
ˆ ˆ
∂v 
Rm+1 
(�A(v)(�v, �v), ψ� − ��v, �ψ�) dx = 
Ω ∂x
m+1 
(x�, 0), φ(x�) dx�. 
+ 
In general expression (1) gives rise to a distribution on Ω. Motivated by the 
above observation, we denote it by ∂m+1v. That is, ˆ
∂m+1v(φ) = (�A(v)(�v, �v), ψ� − ��v, �ψ�) dx. 
Rm+1 + 
The superdiﬀerential mentioned previously is then given by −∂m+1v. 
Proposition 1.1. Suppose that u ∈ H˙1/2(Ω; N), and that v ∈ H˙1(Rm+1; N) is+ 
a minimal harmonic map with Tv = u. Then for every φ ∈ C∞(Ω; Rn),0 
I(πN ◦ (u + tφ)) ≤ I(u) − t∂m+1v(φ) + o(|t|) 
as t 0.→ 
Proof. Let ut = πN ◦ (u + tφ). For an extension ψ ∈ C0∞(Rm+1; Rn) of φ, deﬁne 
vt = πN ◦ (v + tψ). Then Tvt = ut; hence I(ut) ≤ E(vt), with equality at t = 0. 
We compute 
d 
dt t=0 
E(vt) = −∂m+1v(φ), 
and the claim follows immediately. 
If the derivative 
d 
dt t=0 
I(πN ◦ (u + tφ)) 
exits, then it follows from this proposition that it is −∂m+1v(φ) for any minimal 
harmonic map v ∈ H˙1(Rm+1; N) with Tv = u. In particular, this quantity is + 
then independent of the choice of v, and we can interpret it as the value of a 
Dirichlet-to-Neumann mapping at u for the harmonic map problem. 
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Deﬁnition 1.2. Let D be the set of all u ∈ H˙1/2(Ω; N) such that there exists 
a distribution λ ∈ (C∞(Ω; Rn))∗ satisfying λ = −∂m+1v for every minimal 0 
harmonic map v ∈ H˙1(Rm+1; N) with Tv = u. In this case, set Λu = λ,+ 
deﬁning thus a map Λ : D → (C∞(Ω; Rn))∗.0 
It turns out that Λu describes the ﬁrst variation of I whenever it exists. 
Theorem 1.1. Let u ∈ H˙1/2(Ω; N). If u ∈ D, then 
d 
dt 
I(πN ◦ (u + tφ)) = Λu(φ) 
t=0 
for all φ ∈ C∞(Ω; Rn). If u �∈ D, then there exists a φ ∈ C∞(Ω; Rn) such that 0 0 
the function t �→ I(πN ◦ (u + tφ)) is not diﬀerentiable at 0. 
The second part of this theorem follows of course from the previous obser­
vations. The ﬁrst part is a little more diﬃcult. We give a proof in the next 
section. 
The result reduces the study of the ﬁrst variation of I to questions about 
the Dirichlet-to-Neumann map Λ. The question is in particular whether a given 
u ∈ H˙1/2(Ω; N) is in the domain D of Λ. Obviously this is the case if the 
minimal harmonic map with these boundary data is unique. Uniqueness of 
harmonic maps has been studied by Struwe [14] and the author of this paper 
[8]. In both papers, the domain is assumed to be a unit ball, but the methods 
are not restricted to this situation, and conceivably, they give conditions that 
imply u ∈ D. If m = 1, then it is in fact quite easy to see that u gives rise to 
a unique minimal harmonic map if I(u) is suﬃciently small. Other uniqueness 
results exits [7, 6], but under assumptions that are perhaps not so natural in 
the situation studied here. 
On the other hand, there are clearly situations where H˙1/2(Ω; N)\D is 
nonempty. For example, consider the unit disk D ⊂ R2 with boundary S1 
and the unit sphere S2 ⊂ R3 as the target manifold. The boundary data 
u(x) = (x, 0), which map S1 to the equator of S2, give rise to two minimal har­
monic maps on D, covering the upper and the lower hemisphere, respectively. 
Furthermore, these maps have diﬀerent Neumann data. We can transform the 
disk conformally into R2 , thus we draw similar conclusions for the corresponding +
map in H˙1/2(R; N). 
If we study only minimizers, however, then this discussion is irrelevant. 
Corollary 1.1. If u ∈ H˙1/2(Ω; N) minimizes I in the sense that I(πN ◦ (u + 
φ)) ≥ I(u) for all φ ∈ C∞(Ω; Rn), then u ∈ D and Λu = 0.0 
Proof. In this case, we have I(πN ◦ (u + tφ)) ≥ I(u), and the claim follows from 
Proposition 1.1 and Theorem 1.1. 
Finally, we study the regularity of critical points of I. This turns out to be 
easier than the regularity theory for L in the work of Da Lio and Rivie`re [2], 
provided that we have u ∈ D. We have in fact not only a regularity result, but 
a Liouville theorem as well. We ﬁrst consider the one-dimensional case. 
Theorem 1.2. Suppose that m = 1 and u ∈ D satisﬁes Λu = 0. Then u ∈
C∞(Ω; N). If Ω = R, then u is constant. 
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Proof. Let v ∈ H˙1(R2 ; N) be a minimal harmonic map with Tv = u. Extend+
v to R2 by v(x1, −x2) = v(x1, x2). This makes v a weakly harmonic map on 
Ω × R and thus it is smooth by the results of He´lein [4, 5]. 
Now suppose that Ω = R. According to the removable singularity theorem of 
Sacks and Uhlenbeck [11], the composition of v with the stereographic projection 
can be extended to a smooth harmonic map on S2 . Every harmonic map on S2 
is conformal [3, Sect. 10], hence it follows that ∂v = 0 on R × {0}. In other ∂x1 
words, u is constant. 
In higher dimensions, we need an additional stationarity condition to prove 
regularity, analogously to the regularity theory for harmonic maps. 
Deﬁnition 1.3. Let u ∈ D with Λu = 0. We say that u is stationary if for 
every ξ ∈ C∞(Ω; Rm),0 
d 
dt 
I(u(x + tξ(x))) = 0. (2) 
t=0 
Theorem 1.3. Suppose that u ∈ D with Λu = 0 is stationary. Then there 
exists a closed set Σ ⊂ Ω of vanishing (m − 1)-dimensional Hausdorﬀ measure, 
such that u ∈ C∞(Ω\Σ; N). If Ω = Rm, then u is constant. 
Proof. The case m = 1 has already been treated, so we assume m ≥ 2. Let 
∈ H˙1(Rm+1 v + ; N) be a minimal harmonic map with Tv = u. Consider the 
even extension to Rm+1 as before. If we have ζ ∈ C0∞(Rm+1; Rm+1) with 
ζ( × {0}), then we see that · , 0) ∈ C∞(Ω; Rm 0 
with the same arguments as in the proof of Proposition 1.1. This is suﬃcient 
to prove the well-known monotonicity formula for harmonic maps [10] in balls 
Br(x0) ⊂ Ω × R with centre x0 ∈ Ω ×{0} and also in balls contained entirely in 
Rm+1. The arguments of Bethuel [1] now apply and give the required regularity. + 
If Ω = Rm, then we have the Pohozaev identity 
d 
E(v(x + tζ(x))) = 0 (3)
dt t=0 
2 
m
r 
− 1 ˆ
Br (0) 
|�v|2 dx = 
ˆ
∂Br (0) 
x 
|x| · �v|�v|
2 − 2 dσ 
for every r > 0, which also follows from (3) with standard arguments. Integrat­
ing with respect to r over an interval (R, 2R), we obtain 
2 
(m − 1) 
ˆ ˆ
fR(|x|)|�v|2 dx = 
B2R(0) B2R(0)\BR (0) 
x |�v|2 − 2 dx· �v |x| 
for the function fR(ρ) = log 2 + min{log(R/ρ), 0}. For R →∞, the right-hand 
side tends to 0, as v ∈ H˙1(Rm+1; N). Hence v is constant. 
Proof of Theorem 1.1 
As pointed out previously, the second statement of Theorem 1.1 is a consequence 
of Proposition 1.1. In order to prove the ﬁrst statement, we now examine the 
nearest point projection πN more closely. 
5 
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For y ∈ N , the derivative DπN (y) is the orthogonal projection onto the 
tangent space TyN . The Hessian D2πN (y) is related to the second fundamental 
form as follows. Let X, Y ∈ TyN and ν ⊥ TyN . Then 
D2πN (y)(X, Y ) = −A(y)(X, Y ), 
and D2πN (y)(X, ν) ∈ Ty N is the tangent vector characterized by 
Y, D2πN (y)(X, ν) = −�A(y)(X, Y ), ν� . 
These are standard facts and a proof can be found in a book by Simon [13, Sect. 
2.12.3]. 
For a ﬁxed η ∈ Rn, consider the mapping y �→ πN (y + η) (which comes into 
play when we study a map πN ◦ (u + tφ) as in the previous section). If |η| is 
suﬃciently small, then the inverse mapping is approximately y �→ πN (y − η). In 
order to study how good this approximation is, we deﬁne the map Φη : N N→
with 
Φη(y) = πN (πN (y + η) − η). 
Obviously Φ0 = idN . Because Φη(y) is smooth in y and η, we see that DΦη(y) 
has full rank when |η| is suﬃciently small. Using the inverse function theorem 
and the compactness of N , we conclude that Φη is a diﬀeomorphism when |η|
is small enough. Let Ψη = Φ−η 
1 whenever the inverse exists. 
In the following, we also have to diﬀerentiate with respect to η. We use the 
notation Dη or Dy to indicate the variable of diﬀerentiation if necessary. For 
X ∈ Rn, we have 
DηΦη(y)X = DπN (πN (y + η) − η)(DπN (y + η)X − X). 
In particular DηΦ0(y)X = 0. Hence there exists a constant C1, dependent only 
on N , such that for all y ∈ N and for |η| small enough, we have 
|Φη(y) − y| ≤ C1|η|2 and |DηΦη(y)| ≤ C1|η|, 
and furthermore, 
|Ψη(y) − y| ≤ C1|η|2 and |DηΨη(y)| ≤ C1|η|. 
Now let Y ∈ Ty N . Then 
Dy Φη(y)Y = DπN (πN (y + η) − η)DπN (y + η)Y 
and 
Dη (DyΦη(y)Y )X = D2πN (πN (y + η) − η)(DπN (y + η)Y, DπN (y + η)X − X) 
+ DπN (πN (y + η) − η)D2πN (y + η)(X, Y ). 
Hence 
Dη(DyΦ0(y)Y )X = D2πN (y)(Y, DπN (y)X − X)+ DπN (y)D2πN (y)(X, Y ) = 0. 
We conclude that there is another constant C2, dependent only on N , such that 
|DyΦη (y)Y − Y | ≤ C2|η|2|Y | and |DyΨη(y)Y − Y | ≤ C2|η|2|Y |. 
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Now we consider the situation of Theorem 1.1. We assume that u ∈ D, that 
is, there exists a distribution Λu such that for every minimal harmonic map 
H˙1(Rm+1; N) with Tv = u, we have ∂m+1v = −Λu.v ∈ + 
Fix v with these properties. Let φ ∈ C∞(Ω; Rn) and choose an extension 0 
ψ ∈ C0∞(Rm+1; Rn). For t ∈ (−1, 1) with |t| suﬃciently small, deﬁne 
ut = πN ◦ (u + tφ) and vt = πN ◦ (v + tψ). 
Furthermore, let wt ∈ H˙1(Rm+1; N) be a minimal harmonic map with Twt+ = ut. 
In the following, we use the symbols C3, C4, . . . to denote constants that depend 
only on N and the choice of ψ, without mentioning the dependence again. First, 
it is easy to see that we have a constant C3 such that 
E(vt) ≤ I(u) + C3|t|(I(u) + 1), (4) 
and obviously I(ut) = E(wt) ≤ E(vt). Next we deﬁne 
u˜t = πN ◦ (ut − tφ) and w˜t = πN ◦ (wt − tψ). 
We have 
�w˜t = DπN (wt − tψ)(�wt − t�ψ) 
= �wt + (DπN (wt − tψ) − DπN (wt))�wt − tDπN (wt − tψ)�ψ. 
There is a constant C4 such that 
(DπN (wt − tψ) − DπN (wt))�wt + tD2πN (wt)(�wt, ψ) .≤ C4t2|�wt|
Hence 
|�w˜t|2 ≤ |�wt|2 − 2t ��wt, �ψ� + 2t �A(wt)(�wt, �wt), ψ� + C5t2(|�wt|2 + 2) 
and 
E(w˜t) ≤ I(ut) + t∂m+1wt(φ) + C5t2(E(wt) + 1). 
Of course we have u˜t(x) = Φtφ(x)(u(x)). If we deﬁne wˆt(x) = Ψtψ(x)(w˜t(x)), 
then Twˆt = u. Note that 
�wˆt(x) = DyΨtψ(x)(w˜t(x))�w˜t(x) + tDηΨtψ(x)(w˜t(x))�ψ(x). 
Using the estimates for the derivatives of Ψη , we obtain a constant C6 such that 
|�wˆt −� w˜t| ≤ C6t2(|�w˜t| + 1). 
That is, 
E(wˆt) ≤ E(w˜t) + C7t2(E(w˜t) + 1). 
Combining these inequalities, we ﬁnd a constant C8 with 
I(u) ≤ I(ut) + t∂m+1wt(φ) + C8t2(I(u) + 1). (5) 
Choose a sequence tk → 0. As {wtk }k∈N is bounded in H˙1(Rm+1; Rn), there + 
exists a subsequence tk� such that wtk� � w weakly in H˙
1(Rm+1; Rn) for some + 
H˙1(Rm+1 w ∈ + ; N) with Tw = u. Since v is a minimal harmonic map, we have 
E(w) ≥ E(v) ≥ lim sup E(wtk� ) 
�→∞ 
7 
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(the second inequality due to (4)), hence the convergence is even strong in
H˙1(Rm+1; Rn). Furthermore, w is a minimal harmonic map as well. It follows + 
that ∂m+1w is well-deﬁned and 
∂m+1w(φ) = lim ∂m+1wtk� (φ). (6) �→∞ 
Since u ∈ D, we have ∂m+1w(φ) = −Λu(φ). That is, the limit in (6) does not 
depend on the subsequence tk� , and therefore we have in fact 
Λu(φ) = − lim ∂m+1wt(φ). 
t 0→
Inequality (5) now implies 
I(ut) ≥ I(u) + tΛu(φ) + o(|t|) 
as t 0. Together with Proposition 1.1, this yield the desired identity. The→
proof of Theorem 1.1 is now complete. 
3 A constrained version 
Suppose now that Γ ⊂ N is a smooth, closed submanifold. Consider the set 
1/2
H˙N (Ω; Γ) = u ∈ H˙1/2(Ω; N) : u(x�) ∈ Γ for almost every x� ∈ Ω 
˙ 1/2and the restriction of I to HN (Ω; Γ). We think of Γ as a constraint and we 
want to examine critical points of I under this constraint. 
First we have to deﬁne what we mean by a critical point of this variational 
problem. It is no longer appropriate to consider the quantity πN ◦ (u + tφ) for 
φ ∈ C0∞(Ω; Rn), as this does not preserve the constraint in general. Instead 
we use a weak version of the formal Euler-Lagrange equation, which can be 
represented in the form 
Λu ⊥ TuN in Ω. (7) 
Consider the space G = H1(Rm+1; Rn) ∩ L∞(Rm+1; Rn) with the topology 
generated by all sets of the form U ∩V , where U is open in H1(Rm+1; Rn) and V 
is weakly* open in L∞(Rm+1; Rn) (regarded as the dual space of L1(Rm+1; Rn)). 
Let F = T (G) be its image under the trace operator T , equipped with the 
quotient topology. We are interested in the closure of C∞(Ω; Rn) in F , which 0 
we denote by F0. 
One of the reasons for choosing this (somewhat unwieldy) topology is that 
it makes C∞(Rm+1; Rn) dense in G, in fact even in the sequential sense. Hence 0 
C0
∞(Rm; Rn) is dense in F and we have the following localization property: if 
φ ∈ F and χ ∈ C0∞(Ω), then χφ ∈ F0. 
For a harmonic map v ∈ H˙1(Rm+1; N), the functional + 
ψ �→ 
ˆ
Rm+1 
(�A(v)(�v, �v), ψ� − ��v, �ψ�) dx 
+ 
is continuous on G. It is constant on the ﬁbres of T , hence it induces a unique 
continuous extension of ∂m+1v to F0. We conclude that for u ∈ D, there exists 
a unique continuous extension of Λu to F0, which we also denote by Λu. 
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Deﬁnition 3.1. We say that u ∈ D ∩ H˙1/2(Ω; Γ) is a critical point of I underN 
the constraint Γ if for every φ ∈ F0 the following holds: if φ(x�) ∈ Tu(x�)Γ for 
almost every x� ∈ Ω, then Λu(φ) = 0. If condition (2) holds as well, then we 
say that u is stationary. 
Again regularity can be obtained from known results about harmonic maps. 
Theorem 3.1. If m = 1 and u ∈ D ∩ H˙1/2(Ω; Γ) is a critical point of I underN 
the constraint Γ, then u ∈ C∞(Ω; Γ). 
Proof. Let v ∈ H˙1(R2 ; N) be a minimal harmonic map with Tv = u. Then+
v essentially satisﬁes the conditions used by Scheven [12] to derive regularity. 
There is a potential conﬂict with Scheven’s assumptions near the boundary ∂Ω 
(which are not given explicitly), but the arguments in this paper are local and 
we can always use a cut-oﬀ function to avoid problems. The desired regularity 
follows directly. 
Theorem 3.2. Let m ≥ 2 and suppose that u ∈ D ∩ H˙1/2(Ω; Γ) is a stationary N 
critical point of I under the constraint Γ. Then there exists a closed set Σ ⊂ Ω of 
vanishing (m − 1)-dimensional Hausdorﬀ measure, such that u ∈ C∞(Ω\Σ; Γ). 
If Ω = Rm, then u is constant. 
Proof. The regularity follows from the results of the same paper [12] again. The 
proof of the second statement is the same as in the case of Theorem 1.3. 
We do not have a Liouville theorem for m = 1. In fact there is the following 
simple counterexample. By the conformal invariance, we can replace the domain 
by the unit circle S1 and R2 by the unit disk D. We wish to consider the + 
submanifold Γ = S1 of the target R2, but since compactness of N is required, 
we regard S1 as a submanifold of a torus N = R2/rZ2 instead for some r > 2. 
Every harmonic map v ∈ H1(D; N) can be lifted to R2, giving rise to a solution 
of the Laplace equation. Hence v is determined uniquely by its boundary data, 
and we conclude that D = H1/2(S1; N). For the identity map S1 → S1, we can 
now verify the Euler-Lagrange equation (7), and it follows that this is a critical 
point of I under the constraint S1 . 
In the case N = Rn/rZn, the constrained variational problem for I is es­
sentially the same as the extrinsic problem for the functional L studied by Da 
Lio and Rivie`re [2], with Γ taking the role of N . In particular, Theorem 3.1 
corresponds to the main result of their paper. Hence Theorems 3.1 and 3.2 can 
be regarded as generalizations of the theory. Furthermore, the arguments are 
less involved (owing in part to the fact that most of the work has been done 
elsewhere). The proof of Da Lio and Rivie`re may, however, give more insight 
into the problem, as it uses the special structure of the Euler-Lagrange equation 
explicitly. 
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