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The (111) surface of Cu, Ag and Au is characterized by a band of surface Shockley states, with
constant density of states beginning slightly below the Fermi energy. These states as well as bulk
states hybridize with magnetic impurities which can be placed above the surface. We calculate the
characteristic low-temperature energy scale, the Kondo temperature TK of the impurity Anderson
model, as the bottom of the conduction band Ds crosses the Fermi energy ǫF . We find simple power
laws TK ≃ |Ds − ǫF |
η, where η depends on the sign of Ds − ǫF , the ratio between surface and bulk
hybridizations with the impurity ∆s/∆b and the ratio between on-site and Coulomb energy Ed/U
in the model.
PACS numbers: 72.15.Qm, 73.22.-f, 68.37.Ef
I. INTRODUCTION
The Kondo effect is one of the paradigmatic phenom-
ena in strongly correlated condensed matter systems1. It
takes place when a localized magnetic impurity interacts
via an exchange interaction with extended states. Be-
low a characteristic temperature TK , the impurity spin
is screened by the conduction electrons, and the ground
state is a many-body singlet formed by the impurity
spin and the spin of the conduction electrons. Orig-
inally observed in dilute magnetic alloys, the Kondo
effect has reappeared more recently in the context of
semiconducting2–6 and molecular7–13 quantum-dot sys-
tems, and in systems of magnetic adatoms (e.g., Co or
Mn) deposited on clean metallic surfaces, where the ef-
fect has been clearly observed experimentally as a nar-
row Fano-Kondo antiresonance in the differential conduc-
tance (G(V ) = dI/dV , where I is the current and V the
applied voltage) observed by a scanning tunneling micro-
scope (STM)14–20.
A STM permits the manipulation of single atoms
or molecules on top of a surface21 and the construc-
tion of structures of arbitrary shape such as quantum
corrals.16,22,23 The differential conductance measured by
the STM is in general proportional to the local density
of metal states, and it has contributions from bulk and
surface states.24,25 These contributions are weighted dif-
ferently by the STM tip due to the different decay rate
of the wave functions out of the surface.26 The effect of
the different distance dependence of tunneling processes
involving 3d and s/p states has been observed recently
for Fe2N on Cu(001).
28
The (111) surfaces of Cu, Ag and Au were used
as the substrate for many observations of the Kondo
effect14–20,29–32 and have the property that a parabolic
band of two-dimensional Shockley surface states, con-
fined to the last few atomic planes exists.33–35 This band
is uncoupled to bulk states for small wave vectors paral-
lel to the surface, due to the presence of a bulk-projected
band gap at the center of the surface Brillouin zone.33
These surface states represent an almost ideal example of
a two-dimensional electron gas on a metal surface. The
effective mass is between 0.31 and 0.38 of the electron
mass,18,22,36 and the constant surface density of states
begins at a step which lies below the Fermi energy by an
energy ≈ 450 meV for Cu,17 ≈ 475 meV for Au,34 and
≈ 67 meV for Ag.18 The corresponding steps have been
observed in STM experiments.18,34 Interestingly, it has
been shown recently that the Shockley surface states can
be thought as topologically derived surface states from
a topological energy gap lying about ∼ 3 eV above the
Fermi energy.37
The surface states are expected to be more sensitive
to adatoms at the surface, and this fact has been used to
confine electrons in corrals or resonators built from dif-
ferent adatoms.23 Recently, it has been shown that the
effect on the surface density of states of resonators of Co
and Ag adatoms built on the Ag(111) observed by an
STM can be modeled by the effect of an attractive po-
tential at the position of the adatoms on free electrons
in two dimensions.38 In a famous experiment, a Co atom
acting as a magnetic impurity was placed at one focus
of an elliptical quantum corral built on the Cu(111) sur-
face. A Fano-Kondo antiresonance was observed in the
differential conductance not only at that position, but
also with reduced intensity at the other focus.16 This
“mirage” can be understood as the result of quantum in-
terference in the way in which the Kondo effect is trans-
mitted from one focus to the other by the different eigen-
states of surface conduction electrons inside a hard-wall
ellipse.25,39–44 This experiment reveals that conducting
surface states have an important hybridization with the
impurity, although other experiments suggests that the
hybridization of bulk electrons plays the dominant role
in this effect.17–19 Interestingly, a Kondo resonance with
TK ∼ 180 K was obtained for a system of a molecule con-
2taining a magnetic Co atom on a Si substrate prepared
in such a way to have a surface metallic state on top
of insulating Si.45 In this case clearly bulk states do not
contribute to the observed Kondo resonance. Some cal-
culations suggest that surface states give an important
contribution to the Fano-Kondo antiresonance,46 while
others obtain a contribution of 1/36 or less depending on
the orbital.47 A recent study for Co on Cu(111) suggests
that the line shape of the Kondo resonance is affected
by the presence of surface states.48 From the mirage in-
tensity it has been estimated that the coupling to the
surface states is at least 1/10 that of the bulk.25 Recent
experiments for a Co impurity on Ag(111)49 in which the
surface density of states at the Fermi level ρs(0) has been
modified by means of resonators38,49 obtain an increase
of a factor larger than 2 in TK as a consequence of a
moderate increase in ρs(0), indicating a very important
contribution of the surface states to the Kondo effect.
As we show in the next section, for hybridization inde-
pendent of the energy (as usually assumed to be a reason-
able approximation), the presence of a step in the conduc-
tion spectral density near the Fermi energy has dramatic
effects on the Kondo temperature TK (the characteristic
energy scale of the Kondo effect). It has been shown that
the bottom of the surface band Ds can be changed by
alloying the different noble metals at the surface.34,35 In
fact this displacement has been measured by STM,34 and
it should be possible to use the STM to measure also the
Fano-Kondo antiresonance and determine TK . One may
suspect that disorder affects the sharp onset of the sur-
face states at Ds but the states at this onset have very
long wave length averaging the disorder. Furthermore,
experiments on epitaxial Ag(111) films on Si(111)-(7×7)
have shown that it is possible to change Ds and make it
cross the Fermi energy by strain.50 We note that recent
developments in scientific instruments using a piezoelec-
tric vice,51 have been used to obtain both uniaxial com-
pression and uniaxial tension on different samples. As an
example, both effects increase the superconducting criti-
cal temperature of Sr2RuO4.
52
In this work we calculate the Kondo temperature
as a function of the bottom of the surface band, us-
ing different techniques: poor man’s scaling (PMS)1,53
on the effective Kondo model, non-crossing approxima-
tion (NCA),1,54, slave bosons in the mean-field approx-
imation (SBMFA),1,55,56 and numerical-renormalization
group (NRG).1,57–61 These approaches are known to re-
produce correctly the relevant energy scale TK and its
dependence of parameters in cases in which the conduc-
tion density of states is smooth. As we shall see, the
presence of the surface states introduces some complica-
tions, due to the divergence of the one-body part of the
self energy [Eq. (6) below] at energies near the step, but
this can be handled by the NCA, which exactly incorpo-
rates arbitrary conduction densities and hybridizations
in its integral equations.62
The PMS is a perturbative approach that integrates
out progressively a small portion of the conduction states
lying at the bottom and at the top of the conduction
bands, renormalizing the Kondo coupling J . It ceases
to be valid when |Ds − ǫF | ∼ J , where ǫF is the Fermi
energy.1,53
The NCA is equivalent to a sum of an infinite series
of diagrams in perturbations in the hybridization.1,54 In
contrast to NRG in which finite-energy features are arti-
ficially broadened due to the logarithmic discretization of
the conducting band63,64, NCA correctly describes these
features. For instance, the intensity and the width of
the charge-transfer peak of the spectral density (the one
near the dot level Ed) was found
65 in agreement with
other theoretical methods66,67 and experiment68. Fur-
thermore, it has a natural extension to non-equilibrium
conditions69 and it is specially suitable for describing
satellite peaks of the Kondo resonance, as those observed
in Ce systems,70,71 or away from zero bias voltage in non-
equilibrium transport.72–74 An alternative to NCA for
non-equilibrium problems is renormalized perturbation
theory, but it is limited to small bias voltage.75,76
The SBMFA, as the NCA uses a pseudoparticle repre-
sentation, but in contrast to the latter, neglects the dy-
namics of the pseudoboson and takes it in average.1,55,56
In spite of this and the fact that the charge-transfer peak
is lost, the spectral density near the Fermi level and
low-energy properties are well described. For this rea-
son it has been successful in describing several Kondo
systems,77–79 including adatoms or molecules on the
(111) surface of Cu or noble metals.25,77,79,80
The NRG is a very accurate technique that has
been used for many problems.48,57–61 However, as stated
above, in some cases it misses some finite energy fea-
tures. This fact seems to introduce some difficulties in
our problem, as we shall show.
In Sec. II, we describe the impurity Anderson model,
the particularities of our case, and its Kondo limit used
in PMS. The results are presented in Sec. III and Sec.
IV contains a summary and discussion.
II. MODEL AND FORMALISM
A. Hamiltonian
The Hamiltonian can be written as
H =
∑
kσ
εsks
†
kσskσ +
∑
kσ
εbkb
†
kσbkσ + Ed
∑
σ
d†σdσ +
+U
∑
d†↑d↑d
†
↓d↓ +
∑
kσ
V sk [d
†
σskσ +H.c.] +
+
∑
kσ
V bk [d
†
σbkσ +H.c.]. (1)
where d†σ creates an electron with spin σ at the rel-
evant orbital of the magnetic impurity (assumed non-
degenerate) and s†kσ (b
†
kσ) are creation operators for an
electron in the kth surface (bulk) conduction eigenstate.
3The spectral density of electrons at the magnetic im-
purity is
ρdσ(ω) =
1
2πi
[Gdσ(ω − iǫ)−Gdσ(ω + iǫ)], (2)
where ǫ is a positive infinitesimal. Calling z = ω + iǫ
(z = ω − iǫ), the retarded (advanced) Green’s function
at the interacting QD can be written in the form81,82
Gdσ(z) =
1
z − Ed − Σ0σ(z)− Σdσ(z)
, (3)
where Σdσ(z) is the self-energy due to the interaction
U and Σ0(z), the non-interacting part of the self-energy
(present also for U = 0) is
Σ0σ(z) = Σ
b
0σ(z) + Σ
s
0σ(z),
Σc0σ(z) =
∑
k
|V ck |
2
z − εck
, (4)
where c = b or c = s. As usual in this type of problems, in
which the bulk contribution has no special features near
the Fermi level, we assume a constant density of bulk
states ρb extending in a wide range from −D to D, and a
constant hybridization V bk . Defining ∆b = πρb|V
b
k |
2, for
energies near the Fermi level ǫF (D ≫ |ω − ǫF |), we can
neglect the real part of the bulk contribution to Σ0σ(z)
25
and it becomes simply
Σb0σ(ω + iǫ) = −i∆b. (5)
The surface contribution do the density of states ρs is
constant and begins near the Fermi energy at Ds. For
simplicity we assume that it ends also at D as the bulk
one. Then
Σs0σ(ω+ iǫ) = −
∆s
π
ln
(
D − ω
|Ds − ω|
)
− i∆sθ(ω−Ds), (6)
where ∆s = πρs|V
s
k |
2 and θ(ω) is the step function.
Thus, the non-interacting (U = 0) Green’s function can
be written in the form
G0dσ(z) =
1
z − E˜d(ω) + i[∆b +∆sθ(ω −Ds)]
, (7)
where
E˜d(ω) = Ed −
∆s
π
ln
(
D − ω
|Ds − ω|
)
(8)
is an effective energy of the localized level.
B. The Kondo limit
The Kondo effect takes place for dot occupations near
one. This condition in terms of the parameters means
∆b + ∆sθ(ǫF − Ds) ≪ ǫF − E˜d(ǫF ), E˜d(ǫF ) + U − ǫF .
The Kondo Hamiltonian is obtained from the Anderson
one by means of a canonical transformation to second
order in the hybridization V bk and V
s
k .
1,83 To simplify
the problem, using the fact that all physical quantities
depend on conduction spectral densities and hybridiza-
tion only through the products ∆b and ∆s, we consider
an equivalent problem in which both hybridizations are
equal to the bulk one and the new surface density of
states ρ˜s is modified accordingly in such a way that
∆s = πρ˜s|V
b
k |
2. (9)
Then, the effective Kondo interaction can be written in
the form
HK = J
∑
kq
[S+c†k↓cq↑ + S
−c†k↑cq↓ + Sz(c
†
k↑cq↑ − c
†
k↓cq↓)],
(10)
where c†iσ (i = k, q) includes both, bulk and surface con-
duction electrons, and the spin operators act on the local-
ized spin (|σ〉 = d†σ|0〉). The interaction is calculated for
conduction states near the Fermi energy ǫF and becomes
for V bk = V near ǫF
J =
|V |2
ǫF − E˜d(ǫF )
+
|V |2
E˜d(ǫF ) + U − ǫF
. (11)
III. RESULTS
In this section we present the results of the different
techniques used. For simplicity, from now on we choose
the origin of energies at ǫF = 0.
A. Poor man’s scaling
Here used the PMS1,53 for the Kondo Hamiltonian,
which allows us to obtain analytical results in the Kondo
regime and for |Ds| & J . The idea is very simple. Inte-
grating out successively the states on the top and bottom
of the conduction band renormalizing J , one has the same
problem but with a smaller total band width (from −D′
to D′ and larger Kondo interaction J(D′). Proceeding
in this way until D′ = |Ds|, the step in the density of
states disappears and one recovers the ordinary Kondo
problem. In its simplest form (to second order in J),
the equation for the change in J in the range where the
running cutoff D′ is larger than |Ds| is
4dJ
d lnD′
= −(2ρb + ρ˜s)J
2. (12)
The different factors in front of the densities is due to
the fact that the surface part only acts at the top of the
band.
Integrating Eq. (12) one has an equation for J(|Ds|)
D exp
[
−
1
(2ρb + ρ˜s)J
]
= |Ds| exp
[
−
1
(2ρb + ρ˜s)J(|Ds|)
]
,
(13)
and now one can use the expression for the Kondo tem-
perature for a band with |Ds|, Kondo interaction J(|Ds|)
and density ρ = ρb + ρ˜s (ρ = ρb) for Ds < 0 (Ds > 0):
TK ≃ |Ds| exp
[
−
1
2ρJ(|Ds|)
]
. (14)
Using Eqs. (9), (13) and (14) one obtains for Ds < 0
TK ≃ |Ds|
νD1−ν exp
[
−
1
2J(ρb + ρ˜s)
]
,
ν =
∆s
2(∆b +∆s)
, (15)
and for Ds > 0
TK ≃ D
−µ
s D
1+µ exp
[
−
1
2Jρb
]
,
µ =
∆s
2∆b
. (16)
From Eqs. (8) and (11) one has
1
Jρb
=
π
∆bU
[−Ed(Ed + U)− (2Ed + U)x− x
2],
x =
∆s
π
ln
|Ds|
D
. (17)
If |Ds| is not too small, one can neglect the term in x
2 in
comparison with the first term in square brackets in Eq.
(17). In any case for small |Ds|, the PMS ceases to be
valid. Using this approximation and replacing Eq. (17)
in Eqs. (15) and (16) we obtain
TK ≃ A|Ds|
ηD1−η exp
[
πEd(Ed + U)
2U(∆b +∆s)
]
,
η =
∆s
(∆b +∆s)
(1 +
Ed
U
), if Ds < 0.
TK ≃ BD
ζ
sD
1−ζ exp
[
πEd(Ed + U)
2U∆b
]
,
ζ =
∆sEd
∆bU
, if Ds > 0, (18)
where to second order in J , A = B = 1. This is the
main result of this section. As expected, the expressions
are correct in the obvious limits, ∆s = 0, Ds = −D,
and Ds = D, although the prefactor is somewhat larger
that a more accurate one that can be obtained includ-
ing terms up to third order in J in PMS.1,84 Including
these terms in the present case is more involved than in
the usual case in which an electron-hole symmetric con-
duction band is assumed. Terms of order J3/(D′+ |Ds|)
appear when calculating dJ/dD′ and an analytical solu-
tion of the differential equation is not possible. When
|Ds| = D, the band recovers the electron-hole symmetry
and we can borrow previous results, that we display for
later use:
A =
√
2ρbJ(1 + ∆s/∆b),
B =
√
2ρbJ, (19)
where ρbJ is given by Eq. (17).
For comparison with the results of other techniques,
we note the limiting values of the exponents for infinite
U depending if either Ed or Ed + U remains finite
η =
∆s
(∆b +∆s)
, ζ = 0
if U → +∞, Ed finite, (20)
η = 0, ζ = −
∆s
∆b
if U → +∞, Ed + U finite. (21)
B. Non-crossing and slave-boson mean-field
approximations
The non-crossing approximation (NCA) is a diagram-
matic technique that reproduces correctly the Kondo
temperature of the spin-1/2 impurity Anderson model in
the limit U → +∞.1,54 Unfortunately, this is not the case
for finite U85–87. Therefore, we restrict the NCA calcula-
tions to U → +∞. To determine the value of the Kondo
temperature TK , we calculate the conductance through
the magnetic impurity as a function of temperature G(T )
and look for the temperature such that G(TK) = G0/2,
where G0 is the ideal conductance of the system (reached
for T = 0 and occupancy 1 of the dot level). Alterna-
tive definitions of TK differ in factor of the order of 1,
88
which is not relevant to us, since we are interested in the
dependence of TK with Ds.
In the following we take ∆b + ∆s of the order of the
unit of energy and set D = 10. We begin taking Ed = −4
so that the system is in the Kondo regime. In Fig. 1 we
show the resulting TK as a function of Ds for a ratio
∆s/∆b = 1/10, the lower limit estimated on the basis of
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FIG. 1: (Color online) Kondo temperature as a function of
the bottom of the conduction band. Squares and circles:
NCA. Triangles: SBMFA. Dashed (dot) line: fit to the NCA
(SBMFA) results. The inset shows the NCA results in log-log
scale. Parameters are Ed = −4, ∆b = 1, ∆s = 0.1.
the mirage experiment for a Co impurity inside an ellip-
tical corral on the Cu(111) surface.25 A fit of the NCA
results with the function TK = C|Ds|
η in the interval
−10 ≤ Ds ≤ −0.5 gives C = 0.01204 and η = 0.09039.
The exponent is in very good agreement with the PMS
result η = 1/11 = 0.09091 from Eq. (20). For smaller
|Ds|, in particular when |Ds| ∼ TK , the PMS ceases to be
valid. The NCA gives a continuous function for TK with
a finite value for Ds = 0. For positive Ds, PMS predicts
a constant TK [Eqs. (18) and (20)]. As a first approxi-
mation, the NCA results are consistent with this. How-
ever, for small Ds, TK decreases by about 17%. There
is also a non-monotonic behavior with a minimum near
Ds = 0. Concerning the magnitude of TK , the NCA value
for Ds = −D is 0.0148, while Eq. (18) with A = 0.42
given by Eq. (19) gives TK = 0.0139 in good agreement
with the NCA result. For Ds = D, the corresponding
values are 0.0080 and 0.0075 respectively. The NCA val-
ues are near 7% higher.
In Fig. 1 we also show the result of TK using the
SBMFA for the same parameters. In this case, we de-
fine TK as the half width at half maximum of the Kondo
resonance in the spectral density of states. The results
shown in the figure were multiplied by 0.447 so that they
coincide with those of the NCA for Ds = −D. Curi-
ously, this factor is similar to A = 0.42 discussed above.
Although the SBMFA gives the correct order of magni-
tude of TK for not too small Ds, the dependence with
Ds is not reproduced, although the function can still
be fit with power laws. For negative (positive) Ds the
fit gives an exponent 0.0442 (-0.045). Curiously, these
values are close to the values ν = 1/22 = 0.0454 and
−µ = −1/20 = −0.05 given in Eqs. (15) and (16). This
fact suggest that the SBMFA misses the renormalization
of Ed due to the step in the density of states [Eq. (8)].
This is a shortcoming of the approximation for small |Ds|,
and might be a problem for Ag, for which −Ds is only 67
meV. However, for Co on Ag(111), for example, the ratio
TK/|Ds| is still slightly below 0.1.
20 For TK/|Ds| = 0.1
the ratio in Fig. 1 between the SBMFA and NCA is
1.11. As we shall see this ratio increases with ∆s/∆b but
remains below an order of magnitude.
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FIG. 2: (Color online) Same as Fig. 1 for ∆b = 0.5 and
∆s = 0.2.
In Fig. 2 we show TK vs Ds for a larger ratio
∆s/∆b = 2/5. The first obvious change with respect
of the previous case is that now TK for negative and
large in magnitude Ds is about 50 times larger than for
positive and large Ds, while in the previous case this
factor was near 2. This is due to the fact that for neg-
ative Ds both surface and bulk states contribute to the
Kondo effect while for positive Ds only the bulk states
remain at the Fermi energy. Fitting as before the NCA
results for Ds < −0.125 by a power law we obtain an
exponent η = 0.2772, again very near the PMS value
η = 2/7 = 0.2857. For positive Ds, TK increases slightly.
In this case for Ds = −D, Eqs. (18) and Eq. (19) give
A = 0.33 and TK = 4.16× 10
−3 while the NCA value is
4.44 × 10−3. For Ds = D the corresponding values are
9.8 × 10−6 and 1.06 × 10−5. Again the NCA values are
near or 8% larger than the PMS results.
The fitting of the SBMFA results for |Ds| > 0.125
gives an exponent 0.142 for Ds < 0 again near to
ν = 1/7 = 0.143 and -0.199 for Ds > 0 very near to
−µ = −1/5. For the comparison in Fig. 2, the SBMFA
results were multiplied by 0.35, near to A = 0.33, sug-
gesting as before that SBMFA gives a value near to the
PMS result to second order in J , while the NCA seems
to capture higher order corrections. An additional fac-
tor 3.16 exists between SBMFA and NCA results for the
point where for the NCA TK/|Ds| = 0.1.
The case ∆s = ∆b is displayed in Fig. 3. The general
features are similar to those of the previous two figures,
with a more dramatic difference in TK between negative
and positive Ds reaching three orders of magnitude. The
NCA exponent of the fit for Ds < −0.01 gives η = 2/7 =
0.482 near to the expected PMS value 1/2. As above,
TK increases slowly for Ds > 0. Here for Ds = −D, the
PMS results give A = 0.40 and TK = 7.48 × 10
−3 while
the NCA value is 7.74 × 10−3 (3% larger). For Ds = D
the PMS value is the same as in the previous case and
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FIG. 3: (Color online) Same as Fig. 1 for ∆b = 0.5 and
∆s = 0.5.
the NCA value is 1.05× 10−5 (7% larger).
Fitting of the SBMFA results for |Ds| > 0.01 gives
exponents 0.239 and -0.496, near to the expected values
1/4 and -1/2 according to the analysis of the previous
figures. The SBMFA results in the figure were were mul-
tiplied by 0.412. To see the difference between NCA and
SBMFA results for small Ds, we have calculated the ratio
between both of them when for the NCA TK/|Ds| = 0.1.
Here the SBMFA gives a value 5.54 larger in the figure,
or 13.4 times larger taken into account both factors.
The previous results were taken for infinite U and fi-
nite Ed for which the occupancy of the magnetic impurity
fluctuates between 0 and 1, although it is near 1 in the
Kondo limit. Another possible way to take this limit is to
send Ed → −∞ together with U → +∞ keeping Ed + U
constant. This case correspond to fluctuations between
a singly and double occupied impurity. The expected
exponents are given by Eqs. (21). The behavior is qual-
itatively different from that studied so far in that TK is
expected to be constant for Ds < 0 and divergent for
Ds > 0 and not too small Ds. To solve one of these cases
with the NCA we have performed a special electron-hole
transformation that reflects the conduction bands around
the Fermi energy and Ed is changed to −Ed − U .
64.
The results in the original electron representation for
Ed + U = 4 and an intermediate ratio ∆s/∆b = 2/5 are
shown in Fig. 4. In contrast to the previous cases, for
negative Ds, TK increases with increasing Ds reaching
near 50% for Ds = 0. According to Eqs. (21) one would
expect a constant behavior for Ds < 0. The difference
might be due to terms of higher order in J not included
in our PMS treatment. Instead, the SBMFA predicts a
decreasing TK with increasing Ds, which is not expected.
For positive Ds a fit of the NCA data gives an exponent
ζ = −0.395 in very nice agreement with ζ = −0.4 given
by Eqs. (21). Fitting of the SBMFA results gives expo-
nents 0.142 for negative Ds and -0.200 for positive Ds,
again near to the values ν = 1/7 and −µ = 1/5 and in
disagreement with NCA and PMS.
The PMS results for TK at |Ds| = D are the same as
for the case of Fig. (2) because of electron-hole symmetry
in the absence of the step, namely TK = 4.16× 10
−3 and
9.8×10−6, while the NCA values are very similar to those
of that case 4.38× 10−3 and 1.04× 10−5. The difference
might be due to an error of the order of 1% in determining
TK
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FIG. 4: (Color online) Same as Fig. 1 for Ed + U = 4,
∆b = 0.5 and ∆s = 0.2.
1. Spectral density within the NCA
The spectral density at the magnetic impurity for each
spin ρdσ(ω) is given by Eq. (2). Due to the structure of
the non-interacting part of the self-energy Σ0σ (see Sec-
tion II) one expects that some anomaly might be present
in ρdσ(ω) for ω ∼ Ds, particularly for large ∆s. In Fig. 5
we show ρdσ(ω) calculated with NCA for two small val-
ues of Ds and other parameters as in Fig. 3. The main
difference with usual NCA results for the spectral den-
sity is that the step in the conduction density of states is
transfered through the hybridization to the impurity den-
sity of states and small steps are observed for ω = Ds.
The peak of larger spectral weight near ω = Ed is the
charge-transfer peak. Since for ω ∼ Ed, there is no sur-
face density of states, the total width at half maximum
expected for this peak is ∼ 4∆b = 2,
65 in agreement with
what we obtain. This peak is almost unchanged as Ds
crosses the Fermi energy [E˜d(Ed) increases a little bit,
see Eq. (8)].
Instead, the width of the Kondo peak near the Fermi
energy changes dramatically. This width is of the order
of the Kondo temperature TK and the absence of sur-
face states for Ds > 0 renders TK nearly three order of
magnitude smaller. Mathematically this is caused by the
absence of ∆s in the exponent of Eq. (18). In spite of
this, the shape of the Kondo peak does not change too
much. Another difference apparent in the figure, is a fac-
tor near 2 between the intensity of the peak for Ds > 0
compared to that for Ds < 0. We remind the reader that
due to the Friedel sun rule, the spectral density at the
Fermi energy can be written in the form64,81
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FIG. 5: (Color online) Spectral density of states within NCA
for Ed = −4, ∆b = ∆s = 0.5 and two values of Ds, full line:
Ds = −0.5, dashed line: Ds = 0.5. The insets show details of
the peaks near ω = 0.
ρdσ(ǫF ) =
sin2 ϕσ
π∆σ(ǫF )
, (22)
where
ϕσ = π〈d
†
σdσ〉+ Im
∫ ǫF
−∞
dωGdσ(ω + iǫ)
∂Σ0σ(ω + iǫ)
∂ω
.
(23)
In the usual case of a flat wide symmetric conduction
band, ∂Σ0σ/∂ω = 0 and the integral in Eq. (23) can be
neglected. This is not our case. However we expect that
the influence of this term is rather small except when
ǫF ∼ Ds. Taking into account that the NCA has some
deviations of the order of 10% in Friedel sum rule,89 we do
not calculate the integral here. Since for both Ds we ob-
tain an occupancy 0.47 < 〈d†σdσ〉 < 0.5, one expects ϕ ∼
π/2 and ρdσ(ǫF ) slightly below 1/[π(∆b + ∆s)] ≈ 0.318
for Ds < 0 and 1/(π∆b) ≈ 0.637 for Ds > 0. The cor-
responding NCA values are 0.315 and 0.614 respectively.
In any case NCA tends to overestimate ρdσ(ǫF ).
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In 6 we show the spectral density for the case in which
the on site energies of the impurity Ed and Ed+U are re-
flected through the Fermi energy, keeping U →∞. This
was calculated with NCA using an electron-hole transfor-
mation as explained in the previous section. The charge
transfer peak is now located for energies above ǫF and
has a width near 4(∆s + ∆b), wider than in the previ-
ous case, because the surface states also contribute to its
width. The Kondo temperatures are larger than in the
previous case, because now the shift given by the second
member of Eq. (8) pushes the effective d level towards
the Fermi energy and then also J increases [see Eq. (11)].
The structures for ω ∼ Ds are more pronounced in this
case, in particular for Ds = 0.5, where one can see a
pronounced peak mounted on the left side of the charge-
transfer peak and probably taken some spectral weight
from it. We have verified that in contrast to the Kondo
peak, which as it is well known rapidly loses intensity
with increasing temperature, the peak at ω = Ds for
Ds = 0.5 is practically independent of temperature for
T < TK .
Concerning the magnitude of the spectral density at
the Fermi energy, we obtain with the NCA ρdσ(ǫF ) =
0.315 for Ds < 0 and 0.597 for Ds > 0, near to the
maximum possible values according to the Friedel sum
rule. They are likely overestimated by a few %.
C. Numerical renormalization group
Here we present our NRG results for the same case
and parameters shown in Fig. 3. We have determined
TK in the same way as with the NCA, namely the tem-
perature at which the conductance through the systems
falls to half the ideal value. To calculate the conductance
we have calculated the Green function in each iteration
which correspond to a temperature scale ∼ λ−0.5(N−1/2)
where λ is the renormalization parameter and N is the
number of iteration, and we have used the z-trick90 to
reduce the errors due to discretization.
The result is shown in Fig. 7 for several values of Λ.
We see that for the largest value Λ = 2.5 one observes
some oscillations, suggesting that the algorithm has some
difficulties in representing a step at finite energies due to
the logarithmic discretization. As Λ decreases, the curve
for negative Ds approaches the dependence with Ds ex-
pected from PMS and NCA. Unfortunately, decreasing Λ
further would require a precision that is beyond our ca-
pabilities. Concerning the magnitude of the Kondo tem-
perature, the NRG value for Ds = −D is T
0
K = 0.0048,
38 % smaller than the corresponding NCA value 0.0077.
For Ds > 0 the behavior of TK is also similar to the NCA
result.
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FIG. 7: (Color online) Kondo temperature as a function of
the bottom of the conduction band calculated with NRG for
several values of Λ. The inset shows the results in log-log
scale. Parameters as in Fig. 3. T 0K is the Kondo temperature
for Ds = −D.
IV. SUMMARY AND DISCUSSION
We have calculated the dependence of the characteris-
tic energy scale of the Kondo effect TK for the impurity
Anderson model in the presence of a step in the con-
duction density of states. This is the physical situation
that takes place at the (111) surface of Cu, Ag and Au,
where a two-dimensional band of surface Shockley states
start at an energy Ds slightly below the Fermi level ǫF .
Depending on the element, ǫF − Ds ranges from 67 to
475 meV. This difference can be changed by alloying the
different noble metals at the surface,34,35 or by applying
strain, changing the sign of it,50,51 as explained in Section
I.
We obtain that in the general case, as Ds is varied, TK
can be well described by a power law TK ≃ |Ds−ǫF |
η for
Ds−ǫF < 0 and a different power law TK ≃ (Ds−ǫF )
ζ for
Ds − ǫF > 0. This dependence is no more valid for very
small |Ds| ∼ TK . The Kondo temperature is much larger
for negative Ds − ǫF because of the presence of surface
states at the Fermi energy. The exponent is in general
non-trivial, except for U → ∞ and Ds − ǫF > 0 (< 0) if
Ed (Ed+U) is finite, in which case ζ = 0 (η = 0) and TK
slightly increases with Ds. The exponents are given by
Eq. (18) and depend on the ratio between surface and
bulk hybridizations with the impurity ∆s/∆b and the
ratio between on-site and Coulomb energy Ed/U . Thus,
changing Ds− ǫF by alloying or by other method, might
provide a way to extract these ratios which are difficult
to estimate by alternative methods.
For |Ds−ǫF | < ∆s+∆b and ∆s & ∆b, the spectral den-
sity of states of the magnetic impurity also shows steps
or peaks at ω ∼ Ds.
We expect that our work stimulates further experimen-
tal work on the subject.
We now discuss several effects that might be present
in real systems absent in our model. We have assumed
a constant hybridization between the magnetic impurity
added at the surface and both bulk and surface states.
Actually, the important fact is that the hybridization is
rather featureless in an energy range larger than 2|Ds|
around the Fermi energy. In general, one expects that
this should be true for sufficiently small |Ds|, if symmetry
allows it. Some calculations suggest rather constant hy-
bridization in a range of 1 eV around the Fermi energy.46
We have also assumed a non-degenerate magnetic or-
bital hybridizing with bulk and surface states of the same
symmetry (like a d3z2−r2 localized state hybridizing with
bulk and suface s and pz states), leading to the sim-
plest Anderson model to describe the system. In some
cases degenerate orbitals are expected. For example, for
iron(II) phtalocyanine (FePc) molecules on Au(111), the
important orbitals are the degenerate Fe 3d Fe orbitals
with symmetry xz and yz and the effective low-energy
impurity model has SU(4) symmetry.31,79,80 Our results
can be easily extended for this model and similar power-
law dependences would result. However, in this case we
expect that the hybridization vanishes at the bottom of
the surface band for symmetry reasons. In the hypothet-
ical case of two electrons occupying both orbitals, one
has the two-channel spin-1 Kondo model, which is also a
Fermi liquid91 and we expect a similar physics.
One might wonder if Rashba spin-orbit coupling, which
splits the Fermi wave vector of the surface states of
Au(111) in two values (0.160 A˚−1 and 0.186 A˚−192)
affects our conclusions. However, NRG calculations
show that the effect on the Kondo temperature is very
small.93,94 Therefore, except perhaps for very small Ds−
ǫF , we do not expect a significant effect.
Finally, to estimate the effect of a non sharp edge in
the surface spectral density of states, we have calculated
using PMS the Kondo temperature for a linear increase
of ρs between Ds − δ and Ds with δ > 0 for Ds < 0. To
linear order in δ/|Ds| the result is
TK(δ) = TK(0)
[
1 +
∆s
4(∆s +∆b)
δ
|Ds|
]
Therefore, the correction is small except when Ds is very
near the Fermi level.
Concerning the different techniques used, we obtain a
very good agreement between poor man’s scaling (PMS)
on the effective Kondo model and the non-crossing ap-
proximation (NCA). Taking into account the success of
both approaches in similar problems, this is a further in-
dication that these approximations give accurate results
for the Kondo temperature, apart from a factor of the
order of one in the smallest non-trivial order order in
PMS.
The numerical-renormalization group which is usually
a very accurate technique for low-energy features has
trouble in capturing the step in the conduction band,
due to the logarithmic discretization of the latter.
The slave bosons in the mean-field approximation
(SBMFA) gives wrong exponents for the dependence of
9TK on Ds − ǫF . It seems to miss the renormalization of
the effective exchange constant. In spite of this for not
too small |Ds − ǫF | it gives the correct order of magni-
tude of TK . Usually |Ds− ǫF | ≫ TK . In one of the worst
cases, Co on Ag(111), the ratio TK/(ǫF −Ds) is slightly
below 0.1.20 For this ratio and some cases we have stud-
ied, the SBMFA overestimates TK by a factor near 4 in
comparison with NCA [in addition to the prefactor A in
Eq. (18)], while it works better for small ∆s or Ed + U
near the Fermi energy.
These results are useful for researchers studying similar
problems.
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