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Abstract
In this paper we consider a set of origin-destination pairs in a mixed model in which a
network embedded in the plane represents an alternative high-speed transportation system,
and study a trip covering problem which consists on locating two points in the network
which maximize the number of covered pairs, that is, the number of pairs which use the
network by acceding and exiting through such points. To deal with the absence of convexity
of this mixed distance function we propose a decomposition method based on formulating
a collection of subproblems and solving each of them via discretization of the solution set.
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1 Introduction
In a previous paper [5], a location problem on a mixed planar-network space was tackled. In
the problem dealt with in that paper, there are existing facilities in the Euclidean plane whereas
new facilities are to be located in a straight-line segment or in a tree network. Instead of covering
facilities the objective aims at covering trips between each pair of existing facilities. These trips
can be done either by using the plane with the Euclidean distance or by a combination plane-
network in which the section on the network is supposed to be traversed faster than those
on the plane. Therefore, there is a competition between the mode that only uses the planar
distance and the combined one. Each pair of existing facilities has an associated demand and
the objective is to maximize the number of trips for which the combined mode is preferable
to the planar one. In this paper we extend the approach applied in [5] to the case of general
networks by taking into account the loss of convexity of the distance function between pairs of
points through the network.
The problem of locating stations in a railway network was indirectly tackled in [13], in which
they considered the problem of optimal interstation spacing in a commuter line. The objective
of this problem was to minimize the total time of passengers going to a city center along a
railway line. A commuter line competing with a freeway was considered in [14] in order to
maximize the number of passengers on the basis if the shortest travel time. The aim was also
to determine the optimal interstation space between pairs of adjacent stations. Apart from
the papers [6, 7] in which the feasible solution space for locating stations was discrete, and
the objective was to maximize the passengers and trip coverage, respectively, several objective
functions have been considered in those in which stations can be located along the edges of the
railway network ([2, 10, 11, 8]).
In order to avoid duplications the reader is referred to the Introduction of the paper [5] for
an overview of other related papers.
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The case of locating only one facility regarding transfer facilities already located in the
network is a particular case of that dealt with in this paper and can be categorized as a
conditional location problem. Thus, adding the extra demand captured by both pairs consisting
of a new facility and an already located one, and those consisting of two new facilities, the global
contribution of the two new transfer points is computed.
The paper is organized as follows. After this introduction the problem is formulated in
Section 2. The necessary definitions and results on the distance on networks are summarized in
Section 3. Section 4 is devoted to solve the two cases arisen from the properties of the distance.
The paper ends with some conclusions and further research.
2 The problem
Hereinafter we will use the notation introduced by [5]. Let A = {Ai = (ai, bi), i =
1, . . . , n} ⊂ IR2 be a set of existing facilities on the plane. We assume that travel time dis-
tances between two points in the plane can be estimated by the Euclidean metric.
Let T = (tij) ∈ IRn×n be an origin-destination (O/D) matrix in which trip patterns are
codified, i.e., tij is the weight of the ordered pair (Ai, Aj) (or (i, j), if there is no confusion).
This matrix is known a priori: for example, in a transportation context each tij can be viewed
as the number of trips from an origin Ai to a destination Aj , and in a telecommunication setting
it could represent the amount of data transfered from server i to server j.
In order to formulate the problem with a mixed mode of transportation, we consider an
embedded network N (V,E) representing a high-speed system, with |V | vertices and |E| edges.
Each vertex v ∈ V represents a junction or a node, and we assume that each undirected edge
e ∈ E has a length le and it can be modeled as a straight-line segment. The embedding of N
in the Euclidean plane as well as the coordinates of the nodes in N will allow us to compute
the travel distances between each pair of points. Let N be the continuum set of points on
the edges. The edge lengths induce a distance function d on N , such that for any two points
x, y ∈ N , d(x, y) is the length of any shortest path connecting x and y. Moreover, if x and y
are on the same edge, d(x, y) = ||x− y||.
For any two points x, y ∈ N , let us define the high-speed distance dN (x, y) = αd(x, y), with
α ∈ (0, 1). Parameter α is a speed factor. It is straightforward to see that (N , dN ) is a metric
space.
Given an O/D pair (i, j), the transportation time by using the network is obtained by
selecting two points X1 ∈ N and X2 ∈ N (or a 2-facility point (X1, X2) ∈ N 2) such that the
transportation path from i to j enters the network at one of such points and exits the network
at the other one. If X1 is the access point from Ai and X2 the exit point towards Aj , the length
of the travel-path (Ai, X1, X2, Aj) is given by:
hij(X1, X2) = ||Ai −X1||2 + dN (X1, X2) + ||X2 −Aj ||2
Moreover, if X2 is the access point from Ai and X1 the exit point towards Aj , the length of the
travel-path (Ai, X2, X1, Aj) is
hij(X2, X1) = ||Ai −X2||2 + dN (X2, X1) + ||X1 −Aj ||2
Although algebraically hij(X1, X2) = hji(X2, X1) and hij(X2, X1) = hji(X1, X2), in this con-
text the subindex ij indicates the origin/destination pair (i, j), which is different from the O/D
pair (j, i). For this reason, with each O/D pair (i, j) we only associate the subindex ij.
The distance between the O/D pair (Ai, Aj) by using the transit points X1, X2 ∈ N is:
fij(X1, X2) = min{hij(X1, X2), hij(X2, X1)} = fij(X2, X1)
Let D = (dij) ∈ IRn×n be a symmetric matrix, with 0 ≤ dij < ||Ai − Aj ||2. The values of D
represent the acceptance levels for using the network, meaning that the O/D pair (i, j) chooses
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the high-speed network if and only if the traveling time by using it is less than or equal to dij .
In other words, the O/D pairs always choose the faster option.
Definition 1 The O/D pair (i, j) is covered by (X1, X2) ∈ N 2 if and only if fij(X1, X2) ≤ dij .
Let C(X1, X2) be the set of O/D pairs covered by (X1, X2), that is:
C(X1, X2) = {(Ai, Aj) ∈ A×A : fij(X1, X2) ≤ dij}
Symmetry of the acceptance level matrix and both the Euclidean and the network distances
implies that (i, j) ∈ C(X1, X2) if and only if (j, i) ∈ C(X1, X2).
The objective function measures the amount of trip patterns captured by each 2-facility-
point (X1, X2) ∈ N 2, and it is given by the trip-sum function:
F (X1, X2) =
∑
(i,j)∈C(X1,X2)
tij
Finally, the O/D-pair 2-location problem is to find a point (X1, X2) ∈ N 2 such that the sum
of trip patterns of all O/D pairs covered by such a point is maximized:
max F (X1, X2) :=
∑
(i,j)∈C(X1,X2)
tij
s.t. (X1, X2) ∈ N 2
(1)
The problem (1) has been first solved for the particular case where N is a segment of a
straight line, and later the method was extended to the case where N is a tree network T (see
[5]). However, the approach applied for the tree network case cannot be directly extended to a
general network N due to the absence of convexity of distance functions on a cyclic network.
Ir order to solve the problem, we next summarize some concepts on the behavior of distance
on networks.
3 Previous results on distances on networks
Let e = [u,w] ∈ E be an edge of the network N of length le = l(u,w), and let P be a
point on e. Let x = l(u, P ) be the length of the subedge from the left vertex u to P , and
l(w,P ) = le − x be the length of subedge [P,w]. It is well known that for any node vi ∈ V , the
distance d(vi, P ) = di(x) = min{d(vi, u) + x, d(vi, w) + le − x} is concave and piecewise linear
on x ∈ [0, le], with at most two pieces with slopes 1 and −1. If l(u,w) ≤ |d(vi, u) − d(vi, w)|,
then the distance function d(vi, P ) on [u,w] is linear. The following concepts and definitions
can be found in [3] and references therein.
Definition 2 Given a point Q ∈ N and an edge [u,w], the point P ∈ [u,w] at which d(Q,P )
is maximized is called antipodal to Q in [u,w].
Note that if P is antipodal to Q does not imply that Q is antipodal to P ; if it is P and Q
are antipodal to each other.
Definition 3 A point v¯i ∈ [u,w], other than a node, is called an arc bottleneck point if there is
a vertex vi for which v¯i is antipodal to vi. In this case, d(vi, u) + l(u, v¯i) = d(vi, w) + l(w, v¯i).
Clearly, [u,w] contains at most |V | arc bottleneck points (since each vertex vi defines at
most one arc bottleneck point v¯i on the edge). Such a point v¯i can be identified by the length
of the subarc [u, v¯i] given by: l(u, v¯i) =
d(vi, w)− d(vi, u) + l(u,w)
2
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Definition 4 Let Be be the set of arc bottleneck points of edge e = [u,w], and let v¯i, v¯j be two
adjacent points of Be ∪{u,w}. Then Li = [v¯i, v¯j ], the closed subedge limited by such points, is
called a linear arc segment (or a treelike segment [3]).
On each linear arc segment the distance d(vi, P ) is linear. If Be = ∅ the entire edge [u,w]
(including nodes) is a linear arc segment. The set of all linear arc segments of an edge e is
denoted by L(e).
Let [up, wp] and [uq, wq] be two edges of the networkN , and let [w¯p, u¯p] ⊆ [uq, wq], [w¯q , u¯q] ⊆
[up, wp] be the subedges for which the extreme points are antipodal points as follows: u¯p, w¯p
are the antipodal points to up, wp respectively, and u¯q, w¯q are the antipodal points to uq, wq,
respectively (see Figure 1(a)). From previous definitions we have l(w¯q, u¯q) = l(w¯p, u¯p) and
d(w¯q , w¯p) = d(u¯q, u¯p) (see [3] for a more detailed explanation).
uq
up wp
wq
uqwq
upwp
u ww u
d(u,w) < l(u,w)
(a) (b)
Figure 1. Antipodal points on: (a) different edges, (b) the same edge
Definition 5 Let Lp, Lq be two linear arc segments of different edges [up, wp] and [uq, wq],
respectively, and let [w¯q, u¯q] ⊆ [up, wp] and [w¯p, u¯p] ⊆ [uq, wq] be the subedges for which u¯p, w¯p
are the antipodal points to up, wp respectively, and u¯q, w¯q are the antipodal points to uq, wq,
respectively. If Lp ⊆ [w¯q , u¯q] and Lq ⊆ [w¯p, u¯p], then Lp, Lq are called antipodal segments to
each other.
(This definition includes the case [w¯q, u¯q] = [up, wp] and [w¯p, u¯p] = [uq, wq]). The following
result summarizes the behavior of distance d(P,Q) on linear arc segments of different edges
(see Hooker, Garfinkel and Chen [3]).
Lemma 6 Let P be restricted to linear arc segment Lp of edge [up, wp] and Q to linear arc
segment Lq of edge [uq, wq], with [up, wp] 6= [uq, wq].
1. If Lp, Lq are antipodal segments to each other, d(P,Q) is concave.
2. Otherwise, d(P,Q) is linear.
In case 1, the distance between a point P on the segment [w¯q, u¯q] and a point Q on the
segment [w¯p, u¯p] behaves like the distance on the parallelogram in Figure 1(a), and it is concave.
Distance on any other pair of segments behaves like distance on a line segment and is therefore
linear.
By denoting x = l(up, P ), with x ∈ [0, l(up, wp)] and y = l(uq, Q), with y ∈ [0, l(uq, wq)], we
can compute the distance d(P,Q) for the cases considered in this lemma.
d(P,Q) =


min{x+ d(up, uq) + y, l(up, wp)− x+ d(wp, wq) + l(uq, wq)− y}, Lp, Lq antipodal
x+ d(up, uq) + y, Lp ⊆ [up, w¯q], Lq ⊆ [uq, w¯p] or Lq ⊆ [w¯p, u¯p]
x+ d(up, wq) + l(uq, wq)− y, Lp ⊆ [up, w¯q], Lq ⊆ [u¯p, wq]
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Note that in the case Lp, Lq antipodal segments, with up 6= w¯q, u¯q 6= wp and similarly uq 6=
w¯p, u¯p 6= wq, the distance d(P,Q) can also be computed by min{x + d(up, wq) + l(uq, wq) −
y, l(up, wp)−x+d(wp, uq)+y}. Finally, the remaining cases obtained by combining Lp, Lq can
be reduced to one of these by symmetry (for example, for the case Lp ⊆ [up, w¯q], Lq ⊆ [u¯p, wq]
the distance can also be equivalently obtained as l(up, wp)− x+ d(wp, uq) + y).
We now study the case in which P,Q lie on the same edge [u,w], with d(u,w) ≤ l(u,w). Let
u¯, w¯ be the antipodal points to u,w respectively. The sequence {u, w¯, u¯, w} induces a partition
of [u,w] in (at most) three consecutive subedges: [u, w¯], [w¯, u¯] and [u¯, w] (Figure 1(b)).
Lemma 7 Let Lp, Lq be two linear arc segments of [u,w] such that P is restricted to Lp and
Q is restricted to Lq.
1. If Lp = Lq the distance d(P,Q) is convex.
2. If Lp 6= Lq, and Lp, Lq lie respectively in non-adjacent subedges of the partition, d(P,Q)
is concave.
3. Otherwise, d(P,Q) is linear.
Clearly, if Lp = Lq the distance d(P,Q) is convex because the arc segment between P and Q
is the shortest path between them, and it is concave if Lp ⊆ [u, w¯], Lq ⊆ [u¯, w] (or vice-versa),
with w¯ 6= u¯ (which arises when d(u,w) < l(u,w), that is, when the edge [u,w] is not the shortest
path between u,w, as in Figure 1(b)). As above, by denoting x = l(u, P ) and y = l(u,Q), we
have:
d(P,Q) =


|x− y|, Lp = Lq
min{y − x, x+ d(u,w) + l(u,w)− y}, Lp ⊆ [u, w¯], Lq ⊆ [u¯, w], w¯ 6= u¯
|y − x|, otherwise
Note that in the third case, the distance |y − x| becomes linear, according with the order in
which Lp and Lq are placed. If d(u,w) = l(u,w), then u = w¯ and u¯ = w, therefore the distance
d(P,Q) is convex (if Lp = Lq), or linear (if Lp 6= Lq).
4 Solving the problem on a network
The solution method is based on decomposing the problem (1) in a collection of subproblems
independent to each other, and solving each of them via discretization of the solution set. To this
end and with purposes of readability, we will describe the process in three phases: the first one
is devoted to both decomposing the problem (1) and identifying the two type of subproblems,
the second one deals with the subproblems of type 1, and finally in the last step we will study
the subproblems of type 2. Next it will be described both type of subproblems.
4.1 Decomposing the problem
To decompose the problem we first need the matrix ∆ = (d(vi, vj))i,j of shortest distances
between all pairs of nodes of the network N . This matrix can be calculated in O(|V ||E|)
running time. Then, for each edge e ∈ E we compute, and sort, the arc bottleneck points of
the set Be (in O(|V | log |V |) time). At the end of this process we have, for each edge e of the
network, the ordered sequence L(e) of all linear arc segments of the edge. Besides, given a pair
of different edges ep = [up, wp] and eq = [uq, wq] we know if two linear arc segments Lp ∈ L(ep)
and Lq ∈ L(eq) are, or not, antipodal to each other. If ep and eq are the same edge e = [u,w]
(which is the case of Lemma 7), we also know the location of the linear arc segments on the
subedges of the partition induced by {u, w¯, u¯, w}.
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Let L =
⋃
e∈E
L(e) be the set of all linear arc segments of the overall network. Thus problem
(1) is decomposed into a set of subproblems, where each of them is obtained by restricting the
feasible space N × N to Lp × Lq, with Lp, Lq ∈ L. By imposing that X1 ∈ Lp, X2 ∈ Lq we
obtain the restricted problem:
max F (X1, X2) :=
∑
(i,j)∈C(X1,X2)
tij
s.t. (X1, X2) ∈ Lp × Lq, Lp, Lq ∈ L
(2)
A solution to problem (1) is found by solving the collection of all |L|2 restricted problems (2),
and then selecting the best solution.
The classification of the restricted problem (2) is done according to the concavity of the
distance d(X1, X2). If d(X1, X2) is either linear or convex, we classify the restricted problem
as type 2. Otherwise, as type 1. More specifically, consider the restricted problem formulated
in (2). Then the pair {Lp, Lq} is called of type 1 if one of the following two conditions holds:
(Lemma 6-1): Lp ∈ L(ep), Lq ∈ L(eq), with ep 6= eq, and Lp, Lq are antipodal to each other.
(Lemma 7-2): Lp, Lq ∈ L(e), with e = [u,w] such that d(u,w) < l(e), and Lp, Lq lie in not
adjacent subedges of partition {u, w¯, u¯, w}.
For the remaining cases, the pair {Lp, Lq} is said of type 2.
4.2 The concave case: The restricted problem of type 1
The problem can be formulated as follows
max F (X1, X2) :=
∑
(i,j)∈C(X1,X2)
tij
s.t. (X1, X2) ∈ Lp × Lq
Lp, Lq ∈ L, {Lp, Lq} of type 1
(3)
Each linear arc segment is a rectifiable subedge in which all distance functions d(vi, P ) are
linear, and each vertex vi ∈ V links with all points of such subedge via one of their extreme
points. On the other hand, we have:
1. For each Ai ∈ A, the Euclidean distance ||Ai−X ||2 is convex when X varies in any linear
arc segment. In effect, from convexity theory (see [1, 9]), if f is a convex function in an
open set U then the restriction of f to any interval (i.e., straight line segment) inside U
is convex. Since every norm on IRn is convex, the result follows straightforwardly.
2. When (X1, X2) ∈ Lp × Lq, with {Lp, Lq} of type 1, the distance d(X1, X2) is concave
(Lemmas 6 and 7), and also is concave dN (X1, X2) = αd(X1, X2) (where α ∈ (0, 1) is the
speed factor).
Therefore the function hij(X1, X2) = ||Ai − X1||2 + dN (X1, X2) + ||X2 − Aj ||2 is neither
convex nor quasiconvex on Lp × Lq (and similarly for hij(X2, X1)).
To illustrate some concepts and properties associated to this case, we will use the small
network with trapezoidal shape shown in Figure 2. Length of basis of trapezoid are 7 and 5,
respectively, and the four vertices up, wp, uq and wq of network are the points (0, 2
√
6), (5, 2
√
6),
(−1, 0) and (6, 0), respectively. The only arc bottleneck points are w¯p = (0, 0) and u¯p = (5, 0)
opposite to wp and up, respectively. By selecting Lp = [up, wp] and Lq = [w¯p, u¯p], then Lp,
Lq are antipodal to each other (note that in this example, Lp is the whole edge). Subsequent
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examples on this network deal with the O/D pair (i, j), corresponding to points Ai(2.5, 6) and
Aj(1,−4).
(−1, 0)
uq
(6, 0)
wq
(0, 2
√
6)
up
(5, 2
√
6)
5 5
wp
(0, 0) (5, 0)
Lp
Lqwp up
Ai(2.5, 6)
Aj(1,−4)
Figure 2. Antipodal linear arc segments Lp = [w¯q, u¯q] = [up, wp] and Lq = [w¯p, u¯p]
The strategy for solving this problem is based on identifying a Finite Dominating Set (FDS)
such that an optimal solution can be found by selecting the best solution from the FDS. To
this end we first introduce some definitions and a collection of sublevel sets which will be used
in the construction of such a set.
When (X1, X2) ∈ Lp × Lq, and {Lp, Lq} are two linear arc segments of type 1, the dis-
tance d(X1, X2) is a concave function obtained from the lower envelope of two linear functions:
da(X1, X2) and db(X1, X2). That is, d(X1, X2) = min{da(X1, X2), db(X1, X2)}, where this
expression is obtained from Lemmas 6 and 7 (according to whether or not Lp and Lq lie in
different edges), by replacing P and Q by X1 and X2, respectively. More specifically,
1. From Lemma 6,
da(X1, X2) = x+d(up, uq)+ y, and db(X1, X2) = l(up, wp)−x+d(wp, wq)+ l(uq, wq)− y
2. From Lemma 7,
da(X1, X2) = y − x, and db(X1, X2) = x+ d(u, v) + l(u,w)− y
For simplicity of notation, henceforth we will use (x, y) and (X1, X2) indistinctly. In the
example of Figure 2, denoting by x and y the lengths of subedges [up, X1] and [w¯p, X2], respec-
tively, the distance d(X1, X2) is given by
d(X1, X2) = min{6 + x+ y, 16− x− y}, with (x, y) ∈ [0, 5]× [0, 5]
Therefore, the length hij(X1, X2) of travel path (Ai, X1, X2, Aj) can be expressed as:
hij(X1, X2) = ||Ai −X1||2 + α min{da(X1, X2), db(X1, X2)}+ ||X2 −Aj ||2
and consequently
hij(X1, X2) = min{gaij(X1, X2), gbij(X1, X2)}
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where
gaij(X1, X2) = ||Ai −X1||2 + αda(X1, X2) + ||X2 −Aj ||2
gbij(X1, X2) = ||Ai −X1||2 + αdb(X1, X2) + ||X2 −Aj ||2
Since d(X2, X1) = d(X1, X2), in a similar manner we can define the length hij(X2, X1) of travel
path (Ai, X2, X1, Aj):
hij(X2, X1) = min{gaij(X2, X1), gbij(X2, X1)}
with gtij(X2, X1) = ||Ai −X2||2 + αdt(X1, X2) + ||X1 − Aj ||2, where the superindex t ∈ {a, b}
refers to the case determined by the formula for d(X1, X2).
For example, when X1 ∈ Lp, X2 ∈ Lq, Figure 3 (left) shows the function hij(X1, X2) of
network of Figure 2 for α = 0.3. Note the pagoda roof-shape of the surface.
For each O/D pair (i, j), the functions hij(X1, X2) and hij(X2, X1) indicate the length
of travel paths (Ai, X1, X2, Aj) and (Ai, X2, X1, Aj), respectively. Therefore, the following
notation uses the superindex “12” for the first path and “21” for the second path (this notation
was also used in [5]).
Definition 8 [Sublevel Sets] Let {Lp, Lq} be two linear arc segments of type 1 such that
(X1, X2) ∈ Lp × Lq. For η ≥ 0, let us consider:
1. The (η)-sublevel set S12ij (η) of function hij(X1, X2), given by:
S12ij (η) = {(X1, X2) ∈ Lp × Lq : hij(X1, X2) ≤ η}
Analogously, S21ij (η) = {(X1, X2) ∈ Lp × Lq : hij(X2, X1) ≤ η}.
2. For t ∈ {a, b}, the (η)-sublevel sets G12(t)ij (η) and G21(t)ij (η), of functions gtij(X1, X2) and
gtij(X2, X1), respectively, given by:
G
12(t)
ij (η) = {(X1, X2) ∈ Lp × Lq : gtij(X1, X2) ≤ η}
G
21(t)
ij (η) = {(X1, X2) ∈ Lp × Lq : gtij(X2, X1) ≤ η}
For several η-values, Figure 3 (right) displays the corresponding level sets S12ij (η) of the
surface on the left of the figure.
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Figure 3. Surface hij(X1, X2) for α = 0.3 (left), and sets S
12
ij (η) of such a surface (right)
For t ∈ {a, b}, the functions gtij(X1, X2) are the sum of the convex term ||Ai−X1||2+ ||Aj−
X2||2 and the linear function αdt(X1, X2). Similarly, gtij(X2, X1) is also the sum of a convex
and a linear term. Therefore, the convexity of the sets G
12(t)
ij (η) and G
21(t)
ij (η), for t ∈ {a, b}, is
a straightforward consequence (see [1]).
From these definitions, we have
Lemma 9 Sτij(η) = G
τ(a)
ij (η) ∪Gτ(b)ij (η), for τ ∈ {12, 21}.
Proof: We prove the lemma by double inclusion. Without loss of generality, we assume τ = 12.
Let (X1, X2) ∈ S12ij (η) = {(X1, X2) ∈ Lp × Lq : hij(X1, X2) ≤ η} be such that hij(X1, X2) =
min{gaij(X1, X2), gbij(X1, X2)} = gtij(X1, X2), for some t ∈ {a, b}. Since gtij(X1, X2) ≤ η, then
(X1, X2) ∈ G12(t)ij , which implies S12ij (η) ⊆ G12(a)ij (η) ∪G12(b)ij (η).
Conversely, if (X1, X2) ∈ G12(a)ij (η)∪G12(b)ij (η), then (X1, X2) belongs to (at least) one of such
sets, suppose (X1, X2) ∈ G12(a)ij (η). If (X1, X2) /∈ G12(b)ij (η), then gbij(X1, X2) > η, therefore
hij(X1, X2) = g
a
ij(X1, X2) ≤ η which implies (X1, X2) ∈ S12ij (η). If (X1, X2) ∈ G12(b)ij (η), then
hij(X1, X2) ≤ max{gaij(X1, X2), gbij(X1, X2)} ≤ η, consequently (X1, X2) ∈ S12ij (η). In this case
we have obtained the converse inclusion G
12(a)
ij (η) ∪ G12(b)ij (η) ⊆ S12ij (η), which concludes the
proof. ⊗
From this result, both S12ij (η) = G
12(a)
ij (η)∪G12(b)ij (η) and S21ij (η) = G21(a)ij (η)∪G21(b)ij (η) are
the union of two convex (but possibility not disjoint) sets. The following example shows that
G
12(a)
ij (η) ∩G12(b)ij (η) 6= ∅, for some η-values, with η < ||Ai −Aj ||2.
In Figure 2, we have ||Ai − Aj ||2 =
√
409
2
≃ 10.11. Figure 4 (a) displays, for α = 0.4 and
η = 10, the boundaries of the sublevel sets G
12(a)
ij (η) and G
12(b)
ij (η). It can be observed that the
intersection of both sets is not empty.
Proposition 10 For any 0 ≤ η < ||Ai −Aj ||2, S12ij (η) ∩ S21ij (η) = ∅.
Proof: Let η be any value such that 0 ≤ η < ||Ai −Aj ||2. To establish the result it is sufficient
to prove that, for t ∈ {a, b}, G12(t)ij (η) ∩ S21ij (η) = ∅. Without loss of generality, we will prove
G
12(a)
ij (η) ∩ S21ij (η) = ∅.
Assume (X1, X2) ∈ G12(a)ij (η). Then
gaij(X1, X2) = ||Ai −X1||2 + α da(X1, X2) + ||X2 −Aj ||2 ≤ η < ||Ai −Aj ||2
This implies ||Ai −X1||2 + ||X2 −Aj ||2 < ||Ai − Aj ||2. By combining this inequality with the
triangular property, we can write
||Ai −Aj ||2 ≤ ||Ai −X1||2 + ||X1 −Aj ||2 < ||Ai −Aj ||2 − ||X2 −Aj ||2 + ||X1 −Aj ||2
By applying again the triangular property ||Ai−Aj ||2 ≤ ||Ai−X2||2+ ||X2−Aj||2 to the right
hand side, we finally obtain ||Ai −Aj ||2 < ||Ai −X2||2 + ||X1 −Aj ||2. Consequently
η < ||Ai −Aj ||2 < ||Ai −X2||2 + ||X1 −Aj ||2 + αmin{da(X1, X2), db(X1, X2)} = hij(X2, X1)
Since η < hij(X2, X1) = min{gaij(X2, X1), gbij(X2, X1)}, then (X1, X2) /∈ G21(a)ij (η)∪G21(b)ij (η) =
S21ij (η), which concludes the proof. ⊗
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Let {Lp, Lq} be two linear arc segment of type 1. For a given point (X1, X2) ∈ Lp×Lq, the
objective value F (X1, X2) =
∑
(i,j)∈C(X1,X2)
tij quantifies the amount of trip patterns captured
by such a point. Taking into account definition 1, let Sij be the set of points which cover the
O/D pair (i, j), given by
Sij = {(X1, X2) ∈ Lp × Lq : fij(X1, X2) ≤ dij}
The following result follows directly from the definition:
Corollary 11 (X1, X2) ∈ Sij if and only if (i, j) ∈ C(X1, X2)
In order to obtain Sij from the above defined sublevel sets, we replace the η-values by the
specific acceptance level dij associated with each O/D pair (i, j).
Remark 12 (Notation) Given an acceptance level 0 ≤ dij < ||Ai−Aj ||2, for t ∈ {a, b} let us
denote G
12(t)
ij (dij) and G
21(t)
ij (dij) by G
12(t)
ij and G
21(t)
ij , respectively. This abbreviated notation
is also applied to the sets S12ij (dij) and S
21
ij (dij), that is: S
12
ij = S
12
ij (dij), and S
21
ij = S
21
ij (dij).
Corollary 13 For each O/D pair (i, j), Sij = S
12
ij ∪ S21ij .
Proof: Since fij(X1, X2) = min{hij(X1, X2), hij(X2, X1)}, the result follows straightforwardly.
⊗
Note 14 We now briefly comment on the role of Sij in the construction of the FDS. Let
us suppose that C(X1, X2) = {(i, j), . . . , (k, r)} is the set of O/D pairs covered by (X1, X2).
Corollary 11 implies that (X1, X2) ∈ Sij ∩ . . . ∩ Skr . For this reason, we next analyze the
intersections of these sets, since such intersections will provide the points to be incorporated in
the FDS. In fact, due to the absence of convexity of both S12ij and S
21
ij , we will focus the effort
on selecting points from the boundaries of all these sets (as well as from their intersections), in
order to guarantee that the selected points belong to all sets involved in the intersection.
Henceforth we will use the notation G (or S), to identify the boundary curve of a set G (or
S). That is, for t ∈ {a, b}, we have
G
12(t)
ij = {(X1, X2) ∈ Lp × Lq : gtij(X1, X2) = dij}
S
12
ij = {(X1, X2) ∈ Lp, Lq : hij(X1, X2) = dij}
and similarly for G
21(t)
ij and S
21
ij . Clearly, for τ ∈ {12, 21}, S
τ
ij ⊆ G
τ(a)
ij ∪ G
τ(b)
ij , and S
τ
ij =
G
τ(a)
ij ∪G
τ(b)
ij if and only if the set G
τ(a)
ij ∩G τ(b)ij contains at most one point. Likewise
Sij = {(X1, X2) ∈ Lp × Lq : fij(X1, X2) = dij}
Since from Proposition 10, S12ij ∩ S21ij = ∅, then Sij = S
12
ij ∪ S
21
ij .
As we have already seen, in order to construct the FDS of problem (3), we will successively
selecting several feasible points from both these boundary curves and their intersections.
Lemma 15 Given two different O/D pairs (i, j), (k, r), let P(ij; kr) ⊂ Lp × Lq be the set of
intersection points defined as follows:
P(ij; kr) =
⋃{
(G
τ(t)
ij ∩G
τ ′(t′)
kr ), τ, τ
′ ∈ {12, 21}, t, t′ ∈ {a, b}
}
Then, Sij ∩ Skr ⊆ P(ij; kr).
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Proof: Sij = S
12
ij ∪ S
21
ij ⊆
(
G
12(a)
ij ∪G
12(b)
ij
)
∪
(
G
21(a)
ij ∪G
21(b)
ij
)
, and a similar inclusion can
be obtained for Skr . Therefore we can write
Sij ∩ Skr ⊆
(
G
12(a)
ij ∪G
12(b)
ij ∪G
21(a)
ij ∪G
21(b)
ij
)⋂(
G
12(a)
kr ∪G
12(b)
kr ∪G
21(a)
kr ∪G
21(b)
kr
)
Clearly, P(ij; kr) is right side of this expression since P(ij; kr) is obtained by intersecting each
set of the first group with each set of the second group. This concludes the proof. ⊗
Figure 4 shows the sets P(ij; kr) obtained in several cases. For the same points Ai(2.5, 6) and
Aj(1,−4) of Figure 2, and the value α = 0.4, Figure 4 (a) shows the curves G 12(a)ij and G
12(b)
ij
obtained for the acceptance level dij = 10 (the set S
21
ij is empty). Likewise, we have considered
two new points: Ak(−2,−4.5) and Ar(3, 5.5), with ||Ak − Ar|| ≃ 11.18. Figure 4 (b) and
(c) display the set of intersection points P(ij; kr) obtained by considering different acceptance
levels for the pair (k, r). Thus, for dkr = 10.5, the set P(ij; kr) (Figure 4 (b)) is non-empty,
and contains three intersection points, and for dkr = 9.8 (Figure 4 (c)), such a set is empty.
Moreover, in this last figure only a branch of curve G
21(a)
kr is inside the feasible domain. Note
that, in all cases, the points of P(ij; kr) are intersections of all pairs of curves {G(·)ij , G
(·)
kr}.
(a) (b) (c)
Figure 4. (a): Curves G
12(a)
ij and G
12(b)
ij , for dij = 10. (b): Set P(ij; kr), for dkr = 10.5. (c)
For dkr = 9.8, there are no intersection points and P(ij; kr) = ∅.
Definition 16 For each O/D pair (i, j), let Q(i, j) = Q12(i, j) ∪ Q21(i, j) be a set of feasible
points of Sij = S
12
ij ∪ S
21
ij , where for each τ ∈ {12, 21}:
Qτ (i, j) =


G
τ(a)
ij ∩G
τ(b)
ij , if this intersection contains at least one feasible point
{Ya, Yb}, where Ya and Yb are feasible points arbitrarily selected
from G
τ(a)
ij and G
τ(b)
ij , respectively
Clearly Qτ (i, j) ⊂ S τij , for τ ∈ {12, 21}.
Theorem 17 For the restricted problem (3), let P ⊂ Lp × Lq be the set defined as follows
P =
⋃
(i,j) 6=(k,r)
P(ij; kr)
Then, at least one of the following three cases occurs:
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1. Any point of Lp × Lq is an optimal solution for problem (3).
2. There exists an O/D pair (i, j) such that Q(i, j) contains (at least) one optimal solution
for problem (3).
3. The set P contains (at least) one optimal solution for problem (3).
Proof: Let (X̂1, X̂2) ∈ Lp × Lq and F (X̂1, X̂2) be an optimal solution for problem (3) and
the corresponding optimal value of the objective function, respectively. That is, F (X̂1, X̂2) ≥
F (X1, X2), ∀(X1, X2) ∈ Lp × Lq. Let C(X̂1, X̂2) be the set of O/D pairs covered by (X̂1, X̂2)
1. The trivial case C(X̂1, X̂2) = ∅ implies that F (X̂1, X̂2) = 0, therefore all points of Lp×Lq
are optimal.
2. If C(X̂1, X̂2) 6= ∅, then (X̂1, X̂2) covers at least one O/D pair. Since from Corollary 11,
∀(i, j) ∈ C(X̂1, X̂2), (X̂1, X̂2) ∈ Sij , we can write
(X̂1, X̂2) ∈ I(X̂1, X̂2) :=
⋂
(i,j)∈C(X̂1,X̂2)
Sij
From the construction, I(X̂1, X̂2) is the set of points which cover the O/D pairs of
C(X̂1, X̂2). To prove the statements 2 and 3 of Theorem (17), we analyze separately
the cases |C(X̂1, X̂2)| = 1 and |C(X̂1, X̂2)| > 1.
(a) If C(X̂1, X̂2) = {(i, j)}, then I(X̂1, X̂2) ⊆ Sij , and I(X̂1, X̂2) ∩ Skr = ∅, ∀(k, r) 6=
(i, j). Therefore at least one of the sets S12ij , S
21
ij is contained into I(X̂1, X̂2).
If both sets are contained in I(X̂1, X̂2), then (X̂1, X̂2) ∈ I(X̂1, X̂2) = Sij = S12ij ∪S21ij .
Since they are disjoint sets, (X̂1, X̂2) is contained in one of them, suppose this set is
S12ij . Moreover, all points of S
12
ij cover the same pairs as (X̂1, X̂2) (otherwise (X̂1, X̂2)
would not be optimal), i.e. F (X̂1, X̂2) = F (X1, X2), ∀(X1, X2) ∈ S12ij . Consequently
all points of this set (including those on its boundary) are optimal. Both in case
G
12(a)
ij and G
12(b)
ij are disjoint or not, we have S
12
ij ∩ Q12(i, j) 6= ∅, therefore at least
one point of Q(i, j) is also an optimal solution of (3).
If only one of the sets is entirely contained in I(X̂1, X̂2), suppose this set is S
12
ij ,
then I(X̂1, X̂2) ∩ S21ij = ∅, and the previous reasoning can be also repeated for this
situation. This proves the second assertion.
Note that, in this case it is not possible to have (X̂1, X̂2) ∈ I(X̂1, X̂2) ∩ S21ij ⊂ S21ij ,
since this would imply that I(X̂1, X̂2) ∩ S21ij is obtained from the intersection of S21ij
with (at least) one other set Skr , with (k, r) ∈ C(X̂1, X̂2), which is a contradiction.
(b) Suppose |C(X̂1, X̂2)| > 1. Since each set Sij involved in the intersection I(X̂1, X̂2)
is the union of two disjoint and non-convex sets, I(X̂1, X̂2) could consist of several
disjoint subsets, and the boundary of I(X̂1, X̂2) is obtained from pieces of boundaries
of the collection {Sτij , (i, j) ∈ C(X̂1, X̂2), τ ∈ {12, 21}}.
The optimum (X̂1, X̂2) belongs to one of the subsets composing I(X̂1, X̂2), let Ŝ ⊆
I(X̂1, X̂2) denote the maximal connected subset containing (X̂1, X̂2). That is, if
for instance (i, j), (k, r) ∈ C(X̂1, X̂2), then I(X̂1, X̂2) ⊆ (S12ij ∩ S12kr) ∪ (S12ij ∩ S21kr) ∪
(S21ij ∩ S12kr) ∪ (S21ij ∩ S21kr), consequently Ŝ would be contained in one of these four
sets. All points of Ŝ are also optimal, and the boundary of Ŝ is composed by pieces
of boundaries of the collection above described. Then the boundary of Ŝ contains
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at least one intersection point of two curves S
τ
ij , S
τ ′
kr composing the boundary of
I(X̂1, X̂2) (with τ, τ
′ ∈ {12, 21}). From Lemma 15, the set P(ij; kr) contains all
intersection points of S
τ
ij ∩ S
τ ′
kr . Therefore, Ŝ ∩ P 6= ∅, which is the third statement
of the theorem. This concludes the proof.
⊗
Corollary 18 Let Q ⊂ Lp × Lq be the set defined as Q =
⋃
(i,j)
Q(i, j), and let Xpq be an
arbitrary point selected from Lp ×Lq such that Xpq /∈ Q∪P. Then the set Q∪P ∪ {Xpq} is a
FDS for the restricted problem (3).
Saving some technical questions dealing with the bi-dimensional representation of Problem
(3) by means of a parametrization of linear arc segments, the algorithm for solving (3) is based
on progressively constructing the FDS, and then evaluating the objective function F on the
points of the FDS for finally selecting the best solution. At the end of the preprocessing phase
aforementioned in which the ordered sequence L(e) of all linear arc segments of each edge e
is computed, we can know if two linear arc segments Lp ∈ L(ep) and Lq ∈ L(eq) are, or not,
antipodal to each other. In case of having a pair {Lp, Lq} of type 1, the distance d(X1, X2),
for (X1, X2) ∈ Lp × Lq can be established from Lemmas 6 and 7 in constant time, without
increasing the complexity of the previous phase. Finally we point out that, in the description
of the algorithm, all points of the FDS are incorporated to the set Ω.
Algorithm for problem (3)
1. Set Ω := ∅.
2. For each O/D pair (i, j), do
(a) Obtain the level curves G
12(a)
ij , G
12(b)
ij , G
21(a)
ij , and G
21(b)
ij .
(b) For τ ∈ {12, 21}, compute the intersection set Qτ (i, j) = G τ(a)ij ∩G
τ(b)
ij .
i. If Qτ (i, j) 6= ∅, then Ω := Ω ∪ Qτ (i, j).
ii. Otherwise, set Ω := Ω ∪ {Ya, Yb}, where Ya and Yb are arbitrary points selected
from G
τ(a)
ij and G
τ(b)
ij , respectively.
3. For each different O/D pairs (i, j) and (k, r), do
(a) Obtain P(ij; kr), the set of intersection points of all pairs of level curves {G τ(t)ij , G
τ ′(t′)
kr },
for τ, τ ′ ∈ {12, 21} and t, t′ ∈ {a, b}.
(b) Set Ω := Ω ∪ P(ij; kr).
4. Choose any point Xpq ∈ Lp × Lq such that Xpq /∈ Ω. Set Ω := Ω ∪ {Xpq}.
5. Evaluate the objective function at each point of Ω, and select as solution a point (X∗1 , X∗2 )
for which F (X∗1 , X
∗
2 ) = max
(X1,X2)∈Ω
F (X1, X2) (there can be several solutions)
To discuss the resulting complexity of this algorithm we first analyze the cardinality of
the sets composing the FDS. We previously point out that, as it is usual in origin-destination
problems, henceforth we will use N = O(n2) to denote the number of O/D pairs in order to
reflect the complexity as a function of N (instead of as a function of the number n of isolated
facilities).
In this process, the main computational effort is spent in computing the O(N2) sets of
intersection points P(ij; kr). Each G τ(t)ij is the boundary curve of the convex set G τ(t)ij , which
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is the sublevel set of the convex function gtij(·). The algebraic structure of these functions
allows to establish (by means of Bezout’s theorem), that for τ, τ ′ ∈ {12, 21} and t, t′ ∈ {a, b},
the number of intersection points of two different boundary curves G
τ(t)
ij , G
τ ′(t′)
kr is (upper)
bounded by 12 (see [4, 5]). Since each P(ij; kr) is obtained from the intersection of (at most)
16 pairs of curves, the complexity of P (the number of all intersection points computed in Step
3) is O(N2). From the same argument, the cardinality of Q (computed in step 2) is also O(N2),
consequently |Ω| ∈ O(N2). Moreover, evaluating the objective function F in each point of Ω
requires O(N) time, which gives a final complexity of O(N3) for solving the restricted problem
(3).
4.3 The convex case: The restricted problem of type 2
We now study the restricted problem (4), given by
max F (X1, X2) :=
∑
(i,j)∈C(X1,X2)
tij
s.t. (X1, X2) ∈ Lp × Lq
Lp, Lq ∈ L, {Lp, Lq} of type 2
(4)
When (X1, X2) ∈ Lp × Lq, and {Lp, Lq} are two linear arc segments of type 2, from lemmas 6
and 7 and by replacing P and Q by X1 and X2, respectively, the distance d(X1, X2) is either
linear or convex (according with Lp, Lq lye in different edges or in the same edge). More
specifically, and following with the notation used for problem (3), in this case we have
da((X1, X2) = db(X1, X2) = d(X1, X2)
Consequently, all results of previous section are valid for problem (4) tacking into account that
we now have:
S12ij = G
12(a)
ij = G
12(b)
ij , and S
21
ij = G
21(a)
ij = G
21(b)
ij
Therefore, from Proposition 10 and Corollary 13, both S12ij and S
21
ij are convex and disjoint sets
such that Sij = S
12
ij ∪ S21ij . Likewise, for this problem the set Q(i, j) of Definition 16 becomes
on the set Q(i, j) = {Y, Y ′}, where Y and Y ′ are points arbitrarily selected from S12ij and S
21
ij ,
respectively. And for each two different O/D pairs (i, j), (k, r), the set P(ij; kr) of Lemma 15
is now given by
P(ij; kr) =
⋃
(i,j) 6=(k,r)
(Sij ∩ Skr) = {S12ij ∩ S
12
kr} ∪ {S
12
ij ∩ S
21
kr} ∪ {S
21
ij ∩ S
12
kr} ∪ {S
21
ij ∩ S
21
kr}
With these sets Theorem 17 and Corollary 18 are also valid for problem (4) and establishes that
Q∪P∪{Xpq} is the FDS for this problem. Besides, by introducing some slight modifications, the
previous Algorithm for problem (3) can be applied for solving problem (4). These modifications
consist on replacing steps 2 and 3 for the following ones:
2. For each O/D pair (i, j), do
(a) Obtain the level curves S
12
ij and S
21
ij
3. For each different O/D pairs (i, j) and (k, r), do
(a) For each τ, τ ′ ∈ {12, 21}, compute Sτij ∩ S
τ ′
kr.
i. If S
τ
ij ∩ S
τ ′
kr 6= ∅, then set Ω := Ω ∪ S
τ
ij ∩ S
τ ′
kr
14
ii. Otherwise, set Ω := Ω∪ {Yij , Ykr}, where Yij , Ykr are points arbitrarily selected
from S
τ
ij and S
τ ′
kr, respectively.
These modifications does not reduce the complexity O(N3) obtained for problem (3), since
the cardinal of set P (ij; kr) has, in this case, the same complexity O(N2) discussed in the
previous section. In effect, since for problem (4) we also have O(N2) sets P (ij; kr), with
|P (ij; kr)| ≤ 48 (each intersection Sτij ∩ S
τ ′
kr has at most 12 points).
Remark 19 Procedure for solving the restricted problem of type 2 can also be viewed as an
adaptation of algorithm described in [5] for solving the restricted problem on a tree network,
which supposes that Lp, Lq assume the roles of a pair of edges of the tree. If {Lp, Lq} is a pair of
linear arc segments of type 2, it is possible to obtain from the network N an associated subtree
T ′pq by deleting all edges and subedges not involved in the shortest distance between points of
Lp and Lq. If in such a subtree we consider the extreme points of Lp and Lq as nodes, then
the linear arc segments becomes edges of the tree, and the restricted problem (4) is an O/D
2-location problem on an edge-pair of a tree.
4.4 Complexity of the problem
All these reasonings implies that restricted problem (2) can be solved in O(N3) time (in-
dependently of the type of problem). Tacking into account that there are at most |V ||E|
linear arc segments in the network, the number of pairs of linear arc segments is O(|V |2|E|2)
(which is the number of restricted problems (2) to be solved). This finally gives a complex-
ity of O(|V |2|E|2N3) time for solving the initial problem (1) on the overall network (where
N = O(n2) is the number of O/D pairs).
5 Conclusions and further research
Given a set of origin-destination pairs in the Euclidean plane, the problem of locating two
transfer points on a embedded in the plane high-speed network so that the number of covered
pairs would be maximized, has been analyzed and solved in this paper. Given the lack of
convexity of the mixed plane-network distances the applied approach has consisted into the
decomposition of the set of feasible solutions into smaller regions in which the mixed distances
are either concave or convex. This decomposition gives rise to two different restricted problems
which has been analyzed and a finite dominating set for each case derived. In such a way the
problem can be solved by a polynomial time algorithm which has been designed.
Further research, still on progress, consists in applying this approach to the problem of
maximizing the additional coverage regarding a set of already located transfer points on the
network, i.e. the conditional location counterpart problem. An improvement in the way of
approaching the model to the problem of locating new stations on a transportation network is
to introduce acceleration and deceleration between transfer points. This problem also deserves
further research. We note that since the computational complexity of the corresponding problem
of locating more than two transfer points is high other methodologies as the Big Cube Small
Cube algorithm [12] could be useful for this extension.
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