I. Introduction
As wireless computer networks grow more popular, we are faced with the problem of providing scalable, high-bandwidth service to a growing number of users. In the wireless domain, "data push" promises to provide superior performance for many applications [1] . The broadcast domain that is typical of wireless communication is very effective in distributing information to large audiences.
Work has been done to schedule data broadcast from a server to many clients using the broadcast disk model [3] . However, little of it has looked at methods for more than one channel. We examine a simple two-channel broadcast model and present some interesting scheduling results for this model.
II. Model and Problem
Our model consists of two servers broadcasting two data items to many clients. We assume that each item is broken into a large number of packets, which can be received independently, so that a client can start receiving data in the middle of a transmission of a data item. Each server has a broadcast channel of fixed constant bandwidth B, and we assume B = 1. We assume each data item has the same length l = 1.
We write a broadcast schedule as a sequence of 1's and 2's, with exponents denoting the length of broadcast of that item. Since schedules are periodic, we simply write one period. For example, the schedule 12 means to alternately send each item, where the default exponent here is 1. The schedule 1 means to alternately send half of item 1 and half of item 2.
Expected delivery time (EDT ) represents the average length of time clients wait for items, and a schedule that gives the shortest average wait, or lowest value of EDT , is considered an optimal schedule.
Error correcting codes are typically used to combat errors. However, they also allow us to combine information from two sources. We apply an (n, k) MDS code on a data item, where n is a multiple of k, e.g., n = 2k, and we schedule k packets on one channel and the other k on the other channel. The MDS property ensures that any k symbols of the encoded data item can be used to recover the original data item. A nice feature of such coding is that there is no price to pay in performance.
From previous work [2] , we find that the optimal schedule for p1 = p2 = 1 2 is simply the schedule 12. This schedule also has the nice property of being optimal, in a restricted sense, for values of p1 between , and has constant EDT for all values of p1. For these reasons, we fix the schedule for channel 1 as 12 and attempt to find optimal schedules for channel 2, given this schedule for channel 1.
For two channels, the EDT is computed the same way as for a single channel, except now it is possible to get more than one packet of each item concurrently. As a result, the EDT values for two channels are lower than those for either of the individual channels alone. We can think of two channels as simply being one channel with twice the bandwidth. However, in this work we think of the two channels as being distinct, since some clients may only be able to access the first channel.
III. Results

Theorem 1 Given two channels of bandwidth 1, two items of length 1, and broadcast schedule 12 for channel 1. Any periodic schedule for channel 2 with period 2 and equal amounts of items 1 and 2 gives a two-channel EDT of 1.
Intuitively, this theorem states that if you fix the first channel with schedule 12 and send equal amounts of the two items on the second channel, the EDT will be the same, no matter how the items are scheduled. This runs contrary to singlechannel scheduling, where the arrangement of items within a schedule can significantly affect the EDT .
It is interesting to note that this result holds even if we split channel 2 into sub-channels. For example, if we divide channel 2 into two equal-bandwidth channels and broadcast one item on each channel, the result still holds. This result applies to any channel 2 schedule as long as items 1 and 2 are sent in equal amounts, measured as bandwidth integrated over time, per period.
One would expect that the optimal schedule for two items of equal length and equal demand would be symmetric with respect to the items. All previously known optimal schedules have this property. However, we show that for two-channel scheduling this is not the case. We do not know the optimal schedule, but we know from the preceding theorem that any symmetric schedule will have EDT = 1.
From an examination of different schedules, we find that the schedule 1 Even though this particular schedule may not be optimal, the fact that its EDT is less than any symmetric schedule shows that for a scheduling scenario that is completely symmetric in the items, the optimal schedule is asymmetric with respect to these items.
A more thorough description of these results is available at http://www.paradise.caltech.edu/ETR.html.
