An important assumption underlying standard threshold regression models and their variants in the extant literature is that the threshold variable is perfectly measured. Such an assumption is crucial for consistent estimation of model parameters. This paper provides the first theoretical framework for the estimation and inference of threshold regression models with measurement errors. A new estimation method that reduces the bias of the coefficient estimates and a Hausman-type test to detect the presence of measurement errors are proposed. Monte Carlo evidence is provided and an empirical application is given.
Introduction
Measurement error is a common problem in economic data. In particular, macroeconomic data on consumption, unemployment, inflation, and variables that are intrinsically unobservable are often subject to measurement errors because of data aggregation or for other reasons. Madansky (1959) shows that the presence of measurement errors results in inconsistent estimation of parameters in a linear model. Amemiya (1985 Amemiya ( , 1990 and Schennach (2004) investigate the measurement error problem in nonlinear models. A recent study by Xia and Tong (2011) proposes a method based on feature matching to estimate time series models with measurement errors. The aforementioned methods focus on measurement errors in the explanatory variables, however. Thus far, no study in the literature has attempted to explore the problem of measurement error in the context of threshold regression models. In the presence of measurement errors in the threshold variable, the observations cannot be correctly ranked according to their true values, which can render the estimator inconsistent in such models. This paper provides the first theoretical framework for the inference and estimation of a threshold regression model with measurement errors. Empirically, there is an important distinction between measurement errors in explanatory variables and measurement errors in the threshold variable. In the former case, where the measurement error is often assumed i.i.d. additive to the regressors, all observations of the regressors are confounded by the measurement error. As a result, the true model parameters cannot be retrieved from any subsets of the observations. In the latter case, however, the existence of measurement errors may not lead to misclassification of observations. 1 Therefore, one can improve the parameter estimates of a threshold regression model by estimating a subsample where misclassification is unlikely to occur.
The contribution of our paper is twofold. First, we propose a new method that reduces the bias of the parameter estimates in the presence of measurement errors. Second, we develop a Hausman-type test (Hausman 1978; Jeong & Maddala, 1991) for measurement errors in the threshold variables. We apply our test to reestimate the growth convergence model of Hansen (2000) , using the per capita output and adult literacy rate as threshold variables. Since the data are taken from earlier years, these two variables might suffer from measurement error. Our test results suggest the existence of measurement errors in both threshold variables. We re-estimate the model and find that the convergence hypothesis only holds for countries with lower initial per capita output or those with higher adult literacy rate, which differs from Hansen 's (2000) results.
The rest of the paper is organized as follows. Section 2 presents the theoretical model and the underlying assumptions. Section 3 proposes a new method to reduce the bias of the parameter estimates. A new test for measurement errors is developed in Section 4. Section 5 provides Monte Carlo evidence for our theory. An empirical application is presented in Section 6 and Section 7 concludes the paper. All proofs are relegated to the appendix.
The model
Threshold regression models have developed rapidly since the seminal work of Tong and Lim (1980) and Tong (1983) : for example, the smooth transition threshold model (STAR) of Chan and Tong (1986) ; the functionalcoefficient autoregressive (FAR) model of Chen and Tsay (1993) ; the threshold autoregressive heteroscedastic model of Li and Lam (1995) and Li and Li (1996) ; and the nested threshold autoregressive (NeTAR) model of Astatkie, Watts, and Watt (1997) , among others. The model was further extended to allow for multiple threshold values in Tsay (1998) and Gonzalo and Pitarakis (2002) . More recently, Chen, Chong, and Bai (2012) investigated the statistical properties of threshold estimators in regression models with multiple threshold variables. 2 Hansen 2011 and Tong 2011 review the development of the threshold model in time series analysis since the 1980s.
The aforementioned studies, however, assume that the threshold variable is not error-ridden. If the threshold variable is measured with errors, some observations could be misclassified, and the parameter estimates will be inconsistent. Consider the following threshold regression model: 3
where y i and x i denote the dependent variable and the regressors respectively. β 1 and β 2 are the pre-shift and post-shift regression slope parameters respectively. Ψ 0 ( 0 ) is an indicator function, which equals one when the true threshold variable 0 exceeds the threshold γ 0 . That is,
In the presence of measurement errors, the true value of the threshold variable cannot be observed. 4 Instead, we observe
where z i represents the observed threshold variable which is contaminated with measurement errors u i . Let Ψ i (γ) be the observed indicator function defined based on the observed threshold variable
Using the observed data { , , } =1 , the above threshold model can be estimated by the following profile least squares (LS) estimation method. 5 The threshold value γ 0 is estimated by minimizing the sum of squared residuals:̂= arg min
where
Given the threshold estimatê, the estimators for β 1 and β 2 are respectivelŷ
Before proceeding further, we impose the following assumptions on the threshold model and the measurement error u i . 1 ∶ is strictly stationary, ergodic and ρ -mixing with ρ -mixing coefficients satisfying A1 to A4 are standard assumptions in the literature on threshold models. Assumption A5 assumes the measurement errors to be independent of the regressors and the threshold variable. This assumption is imposed to simplify the proof. One might relax this assumption slightly to allow for the mis-measured threshold variable to be one of the regressors. Section 5 of this paper also reports the results for the self-exciting threshold autoregressive model (SETAR), where both z i and x i are the lags of y i . Assumption A6 assumes the presence of the threshold effect and that the true threshold value γ 0 falls into a proper subset of the threshold variable space.
Lemma 1
Under Assumptions A1-A6, we havê
Lemma 1 shows that the two conventional LS based estimatorŝ1 (̂) and̂2 (̂) are inconsistent in the presence of measurement errors even at̂= 0 . Note that
is always non-negative. Thus, when δ > 0,̂1 (̂) will be biased upward and̂2 (̂) will be biased downward, and vice versa.
The new estimator
In this section, we propose a method that reduces the bias of the estimates of β 1 and β 2 . For a fixed λ ∈ (0, 1/2), definẽ1( ) and̃2( ) as the pre-and post-shift OLS estimators using the lowest [λ n] ordered observations and the highest [λ n] ordered observations in a sample with n observations. Denote and as the empirical lower and upper λ-quantiles of the threshold variable z i . We havẽ
Note that̃1( ) and̃2( ) can be considered as weighted OLS estimators of β 1 and β 2 respectively with zero weight given to the middle range.
Lemma 2
Under Assumptions A1-A6, we havẽ
Lemma 2 shows that the estimators̃1( ) and̃2( ) are inconsistent in the presence of measurement error. The bias term is related to the distribution of the measurement error u i and the cutting values and . 7 The following theorem shows that the new estimators have smaller bias than conventional LS estimators given the existence of measurement errors.
Theorem 1
Under Assumptions A1 to A6, for anŷ∈
Note that Theorem 1 is established under the condition that̂∈ ( , ). This assumption is automatically satisfied if we define Γ = ( , ) in Equation (4). In the literature, λ is commonly set at 15% to ensure enough observations in the extreme regimes.
Note also that in the absence of measurement error, i.e., 2 = 0, the bias terms in Equations (8), (9), (12) and (13) are all zeros, implying that both the full-sample estimatorŝ1 (̂) and̂2 (̂) and the new estimators 1 ( ) and̃2( ) are consistent. Since, however,̃1( ) and̃2( ) only use the data from a subsample, they will be less efficient than̂1 (̂) and̂2 (̂). On the other hand, if there is any measurement error,̃1( ) and̃2( ) will be less biased. Theoretically, given̂∈ ( , ), it can be shown that̂1 (̂) and̂2 (̂) are the limits of 1 ( ) and̃2( ) as λ → 0.5. A larger λ improves the efficiency of the estimate, but it will also increase the bias caused by the measurement error. As the problem of low efficiency may be as serious compared to a high bias, the new estimators should perform better than the traditional estimators in terms of mean square errors (MSE). In Section 5, we show that under different model settings,̃1( ) and̃2( ) have a smaller MSE than̂1 (̂) and 2 (̂) in most cases.
Test statistic
In this section we develop a test for measurement errors. Consider the following null hypothesis of no measurement error:
Recall that 2 refers to the variance of the measurement error term u i . Let̂= −̂1 (̂) − (̂2 (̂) − 1 (̂))Ψ (̂) and define the following sample moments:
and
Using the above sample moments, we construct a Hausman-type test for measurement error in the threshold variable, defined as
whereΠ
The following theorem establishes the null asymptotic distribution for the test statistic.
Theorem 2
Under Assumptions A1 to A6, for 0 ∈ ( , ), we have ( ) ⇒ 2 2 under 0 ∶ 2 = 0.
This result can easily be extended to models with k regressors, where the corresponding degree of freedom is 2k. The asymptotic null distribution is not affected by the choice of λ under the null hypothesis if the condition 0 ∈ ( , ) is satisfied. The value of λ, however, might affect the precision of the parameter estimates and the power of the test in finite samples. In the following simulations, we consider different λ′s to examine their impact on estimation and testing. Note that, under the alternative hypothesis,̂1 (̂)−̃1( ) and̂2 (̂)−̃2( )are O p (1), and T(λ) diverges to infinity. Therefore, the test is consistent.
Monte Carlo simulations Experiment 1: Estimation performance of the new estimators
To demonstrate that the use of the restricted sample (the sample excluding the middle 100(1 − 2λ)% of the ordered observations) can reduce the estimation bias, we examine the finite sample performance of the new estimator. 8 We consider the following four data generating processes: DGP 1: Mean-shift model
DGP 2: Univariate threshold regression model with conditional heteroskedasticity
DGP 3: Threshold autoregressive model (TAR)
DGP 4: Threshold regression model where the threshold variable is one of the regressors
The observed threshold variable is specified as = 0 + , where 0 ∼ i.i.d. N(10, 1) and the measurement error
and ε i are independent of each other. Let γ 0 = 10, β 1 = 1, β 2 = 2, β 11 = 0.5, β 12 = 0.1, β 21 = −0.5 and β 22 = −0.1. Note that for DGP 4, in the estimated model, the second regressor is z i , which is affected by the measurement error. Thus, it violates Assumption A5.
For all cases, we replicate the simulations with n = 1000, 400 or 200 (sample size) and R = 1000 (number of replications). Table 1 reports the mean squared errors (MSE) of the estimators. For each sample size, we study the cases for λ = 0.1, 0.2, 0.3, 0.4 and 0.45. The MSE of̃1( ) and̃2( ) are reported in the first four rows of each panel, and the last row reports the MSE of the conventional LS estimatorŝ1(̂) and̂2(̂) from the full sample. 9 The simulation shows that, for most cases, as the sample size increases,̃1( ) and̃2( ) have smaller MSE than the conventional LS estimatorŝ1(̂) and̂2(̂) in the presence of measurement errors, which is consistent with Theorem 1. 10 Table 3 reports the power of the test in the presence of measurement errors ( 2 = 0.25). Note that the power performance is closely related to the estimation accuracy. The rejection rate approaches one as the sample size increases. Meanwhile, the power performance depends nonlinearly on the value of λ, which is consistent to our findings in Experiment 1. For DGP4, where the threshold variable is one of the regressors, the size remains unaffected, but the power is much improved. In this case, measurement errors exist in both the threshold variable and the regressor under the alternative hypothesis. This causes further bias of the estimates and may enlarge the value of the test statistic. Hansen (2000) examines the convergence hypothesis by analyzing the relationship between economic growth and the initial endowment of different countries. The baseline model is as follows: (2000), where the first estimate is 877 and the second is 45%. The minor difference could be owed to the difference in the grid size. In the model, the initial endowment is proxied by the per capita output, or the adult literacy rate measured in the 1960s. The use of proxies is likely to give rise to measurement errors, especially when the data are taken from early years. We apply the test developed in Section 4 with λ = 0.15 to test for measurement error in per capita output and adult literacy rate. When the per capita output is used as a threshold variable, the test statistic value is 47.02 and the p-value is smaller than 0.01. When the adult literacy rate is used as the threshold variable, the test statistic is 45.69 and the p-value is smaller than 0.01. Therefore, we reject the null hypothesis of no measurement error in the threshold variable in both cases at the 5% significance level. 11 Table 4 and Table 5 report the estimation results with per capita output and adult literacy rate as the threshold variables respectively. The first two columns report the results from the standard threshold model, and the last two columns report the results from the extreme regimes after the middle observations have been dropped. The heteroskedasticity-consistent standard errors are reported in parentheses. In Table 4 , the estimated coefficients for ln (Y/L) i,1960 are significantly negative in the model using the full sample, which supports the convergence hypothesis. After the middle observations have been dropped, however, only the regime with lower per capita output supports the convergence hypothesis. The result is different from that of Hansen (2000) . In Table 5 , our result shows that the convergence hypothesis holds only for countries with higher adult literacy rates, which corroborates Hansen 's finding (2000).
Empirical application
,85−60 = ⎧ { { { ⎨ { { { ⎩ 1 + 1 ln( / ) ,1960 + 1 ln( / ) + 1 ln( + + ) + 1 ln( ℎ ) + , if ≤ 2 + 2 ln( / ) ,1960 + 2 ln( / ) + 2 ln( + + ) + 2 ln( ℎ ) + , if > . For country i, (Y/L) i,
Conclusion
It is well documented in the literature that the presence of measurement errors causes inconsistent estimation of model parameters. This paper examines the case of a threshold regression model with measurement errors. It is shown that measurement errors in the threshold variable may not lead to misclassification of observations, as the indicator variable for classifying observations may absorb some of the errors. If observations in the two extremes of the threshold spectrum have a lower probability of being misclassified, the estimates obtained from the full-sample will differ from those from a less contaminated subsample in the presence of measurement errors.
This paper develops a new test for the presence of measurement error in the threshold variable. Our test is based on the estimation difference between two estimators; the first assigns equal weight to each observation, and the second assigns zero weight to highly contaminated observations. Under the null hypothesis of no measurement error, both estimators are consistent, but the second estimator is less efficient. Under the alternative hypothesis, both estimators are inconsistent, but the second estimator is less biased. Our test statistic is shown to have an asymptotic Chi-square distribution. Monte Carlo evidence shows that the new test has good performance in terms of size and power. This paper also contributes to the literature by developing a new estimation method for reducing the bias of parameter estimates in the presence of measurement errors. Significant improvement in the parameter estimates is found by estimating a subsample with observations that are less likely to suffer from measurement errors.
For future work along this line, one can extend our model to allow for nonstationary regressors, endogenous threshold variable, and non-i.i.d. measurement errors. However, the estimation and inference theories will be rather complicated. One could also extend our analysis to models with multiple regimes (Bai et al. 2008 ) and multiple threshold variables (Chen, Chong & Bai, 2012) , as the number of regimes and the number of threshold variables are usually unknown in practice.
Similarly, we can show that
Proof of Lemma 2
The proof is similar to that of Lemma 1. By plugging the true model
into Equation (10), under Assumptions A1-A6, we havẽ
Note that both Ψ ( 0 + ) − Ψ (max { 0 + ,̂}) and Ψ ( 0 + ) − Ψ (max { 0 + , }) are non-negative. Thus, it suffices to show that
Using the definition of the indicator function Ψ i (⋅), the left side of the inequality (19) can be written as
Thus,
Using the definition of the indicator function Ψ i (⋅), the right side of the inequality (19) can be written as
Thus, we have
which completes the proof.
Proof of Theorem 2
Consider a general threshold regression with multiple regressors
where x i is a k × 1 vector of covariates. When k = 1, we have the univariate model given by the equation (1). The model can be rewritten in matrix form as follows:
is an indicator function defined in the equation (2); Y = (y 1 , y 2 , …, y n )′, X = (x 1 , x 2 , …, x n ) and ε = (ε 1 , ε 2 , …, ε n )′. We observe
Given any ∈ ( , ), the conventional LS estimators for β are given bŷ Given any λ ∈ (0, 1/2), the new estimators̃1( ) and̃2( ) arẽ 
Under the null, we have u = 0 and thus ( 0 ) = 0 ( 0 ). Given the assumption that 0 ∈ ( , ), the equation ( 
