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ABSTRACT
Ship design is a large-scale, multi-level, complex problem that requires decision-
making at every stage of the design process. As such, it requires a great deal of time and
resources. The evolution of the process of ship design has been relatively slow and is still
based to a large extent on traditional methods that have been used for many decades.
Evans' design spiral, which dates back to 1959, is the most characteristic example. These
methods are reflected on the structure of various modem ship design software.
However, these methods include inherent inefficiencies that need to be addressed.
Some of them are the increased number of iterations, as well as the speed of execution of
every iteration. The methods proposed in this dissertation try to alleviate such
inefficiencies by introducing novel and easy-to-use approaches, including the formulation
of new algorithms. Furthermore, concrete models are introduced in cases where there is
no systematic approach to a problem. These approaches include both optimization and
heuristic techniques.
Neural networks belong to the first category, and although they have been used
for small-scale marine problems, they haven't been extensively tested in a more general
framework. Heuristics include methods such as the Mapping Model and the QuickEst
algorithm, which are not found in marine applications. Heuristic methods are divided into
quantitative and qualitative techniques.
This research focuses on Air Cushion Vehicles since they are the newest type of
advanced marine vehicles and their study is considered both tedious and challenging.
However, the research also expands to other types of marine vehicles. Both design and
operational aspects are examined as case studies. The results from these methods are
cross-validated with other well-established and widely-used methods such as Multiple
Linear Regression, proving the usefulness and validity of the considered methods.
Thesis Supervisor: Henry S. Marcus, Professor of Marine Systems
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Innovative Decision-making Methods for the Preliminary Design and
Operations of Air-Cushion and Other Marine Vehicles
1 Introduction
1.1 Objectives and Research Justification
The science of design, and more specifically ship design, is a process that requires
continuous decision-making at every stage. Decision-making can be challenging,
especially when it involves large-scale, multi-complex systems that entail a large number
of variable parameters. Such an instance is that of Air Cushion Vehicle (ACV) design.
The design methods and the software used to realize these designs possess certain
inherent characteristics that need to be improved in many ways.
The main objective of this work is to try to alleviate the inefficiencies of
traditional ship design methods by introducing novel and creative approaches, including
the formulation of new algorithms. The intent is not to create new ship design software,
but rather a handy tool for the naval architect that will provide him with quick answers
about the feasibility and the main preliminary characteristics of the required vessel. This
tool will be easy-to-use, not require expertise, be dynamic in that it will be possible to
improve over time, and finally be easily adaptable to different ship types or problems.
The results and the design produced by this new tool will be easy to communicate and
transfer, as it will be created in a widely-used computer language.
The idea is to reshape and reevaluate the standard ship design process by creating
a holistic design approach that is flexible and adaptable. By this, we can increase overall
efficiency and effectiveness mainly in two ways: by reducing the number of iterations
and by increasing the speed of each iteration.
Furthermore, the utility of these techniques used in the operations facet of a ship's
life cycle will be tested. The lifelong effective management and operation of a marine
vessel is part of the design process. In modem times, designing with lifelong operations
in mind is supposed to be a standard procedure. Under this scope, an attempt will be
made to approach certain aspects of operations using the same methods, test their
feasibility, and prove the flexibility of the proposed techniques.
1.2 Brief Background on Decision-making
Decision-making is the cognitive process of selecting a course of action, and
arises when there is more than one feasible solution to a problem. A designer is faced
with multiple decision-making during every stage of the ship design process as there can
be numerous possible solutions to the requirements of the problem.
The foundations of decision-making date back to the 17th century when statistics
and probability were introduced, but it was not until the second half of the 2 0th century
that the science of decision-making experienced a rapid development. In 1944 von
Neumann and Morgenstern introduced the Game Theory and set the foundations of
Utility Theory. In 1950 Wald proposed the maximin or pessimism criterion under
uncertainty, and in 1954 Savage formulated the least regret criterion. Hurwicz is known
for formulating the maximax or optimism criterion and Laplace the rationality or mean
criterion.
In 1957 Bellman developed Dynamic Programming, and in the 1960's the
decision tree was introduced as a decision method. In 1976, Keeney and Raiffa expanded
von Neumann's utility theory by developing the Multi Attribute Utility (MAU) theory.
Following Keeny and Raiffa, Saaty introduced the Analytic Hierarchy Process in 1980.
The most recent methods in decision-making science include the use of Genetic
Algorithm and Neural Networks.
1.3 Brief Background on Ship Design
According to Lamb (2004) "Design is the arrangement of elements that go into
human production". Ship design is an iterative and recursive process that produces a
balanced marine system. The broader sense of the term "design" encompasses other
procedures, like maintenance and operation, in a total system design framework.
Thus far, the basis of the ship design approach has been the well-known Design
Spiral, a procedure which is static, sequential, and highly iterative. The traditional ship
design methods are represented by the Point Based Design and the Parent Ship method.
Both of these methods provide a starting point, which is subsequently altered and
improved in order to satisfy the requirements. If the starting point is poor, then the design
will never be optimum' (if a design can ever be optimum). Newer approaches include
Concurrent Engineering, Set-Based Design, or Systems Engineering. Although these
1 Optimum is probably a risky term in the context of ship design. It is difficult to claim that an excellent
ship can been produced.
methods are available in the general engineering context, it is doubtful that the ship
design process, as well as the programs used in this process, actually follows the exact
steps of these methods. Rather, strong evidence indicates that traditional methods are still
favored by the naval architect. Additionally, the software available embodies the
philosophy of the Design Spiral as will be explained in the main body of the thesis.
All the aforementioned methods, however, rely mainly on the experience of the
designer. They produce feasible and balanced designs, but it is not guaranteed that they
are the optimum ones. The available design programs tend to optimize one dimension,
and therefore a certain parameter (cost, weight, etc.), which does not ensure that this is
the best solution possible.
1.4 Brief Background on Air Cushion Vehicles
Air Cushion Vehicles are a special category of marine vessels that are supported
by air pressures developed under their hull. They possess certain unique characteristics
compared to conventional marine vehicles. The design and operation of these vehicles
constitute a challenging, multi-stage decision problem. Moreover, the techniques that will
later be analyzed will assist in improving the design, and more importantly the
understanding, of these distinctive marine vehicles. The distinguishing attributes of these
vessels, which will be analyzed in the following paragraph, were the main reason for
selecting them as the primary subject of study.
They represent the newest type of marine vehicles (since 1959) and thus, the
database of knowledge and experience with them are limited. However, it is interesting
and challenging to study them, since they will be the future of transportation if design
problems are solved and if demand for speeds, higher than 50kt, increases. Furthermore,
they are environmentally friendly (no wake, low draft) and may compete successfully
with the road and rail transportation in the context of short sea shipping, since no
infrastructure like ports or piers is necessary. Finally, they use a unique support system
and operate in a unique environment (adverse operational conditions water, salt & sand).
For these reasons, the study of the ACVs constitutes a computer-calculation
intensive and difficult test for the algorithms developed, also considering their low
homogeneity. However, due to the limited number of crafts in service, and the general
lack of information on their particulars, other ship types were also considered in the
analysis. The ship types selected to be tested were cargo ships like containerships, bulk
carriers, tankers and LNGs.
1.5 Research Approach
The projected plan of research will be based on the linking of design, decision-
making, and ACVs, as well as the exploration of their interconnectedness. This
relationship is depicted in Figure 1. As previously mentioned, the main ship type to be
examined is the ACV; however, other ship types will also be assessed to further prove the
feasibility of the methods used and the algorithms developed. The algorithms will be
constructed with the aid of the mathematical software Matlab. Publicly available
information will be used for the collection of data concerning the ship characteristics that
will be used for the training and the testing of the algorithms.
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Figure 1: Interconnection of the key terms
The proposed methods fall into two main categories, namely Neural Networks and
Heuristic methods (or optimization methods and heuristics). Furthermore, the Heuristic
methods are divided into several other methods, which will be examined separately.
Before proceeding with the analysis we will justify why we chose to study these methods
and how they will facilitate achieving the objective.
Neural Networks (NN) are an excellent prediction tool in cases where there is
little information about the relationship among the input and output variables. In the
general ship design problem there is no direct dependency or physical relation between
the variables of the problem. This is exactly the case of the estimation of the main
characteristics during the preliminary design stage. On the contrary, in lower-tier
subproblems there can exist a small number of variables, which are very likely to be
interdependently related, and their relation can be expressed by a mathematical formula.
In the literature there are lower-tier problems tackled with the use of NN such as the
design of a propeller, but there is not a holistic approach to the design problem.
Neural Networks can produce very precise modeling, especially in non-linear
problems (which is the case with real-life problems), and handle multiple inputs and
outputs at the same time; thus, they have no range limits as most programs do (i.e. they
accept variables in a certain range for the algorithms to work). They are extremely
flexible as they can approximate practically every function, no matter how complex it is.
Finally, they are versatile and adaptable. Once the optimum architecture is determined,
the network can be fed with additional data, retrain, and use new data sets for alternative
problems.
The term heuristic is not new and encompasses several methods. In general,
heuristics can be considered as simple tools that help solve a problem in a fast and
informal way. The family of heuristics that will be examined is called Fast and Frugal
Heuristics (FFH) and they are both new and formally structured. There are very few
references in the use of FFH in the engineering design domain, and none in naval
architecture, leaving a gap to be filled. They mostly apply to the way humans think, and
are used in sciences such as sociology, statistics, etc. Thus, it is challenging to test them
against engineering problems, especially in a multi-level, complex, and computer-
calculation intensive environment such as ship design.
Compared to Neural Networks, they share the same advantage of handling
multiple inputs and outputs at the same time, but moreover, they possess a number of
other advantages that make them worth studying.
They constitute a more straightforward approach which is more transparent, easily
understood and communicated. For this reason, even a non-expert can produce a
successful design and give quick answers without requiring experience on the field. They
can be used to address both higher and lower-tier problems.
They are fast since they eliminate iterations resulting in a dramatic reduction of
calculations. They do not require the variables of the problem to have the same units, so
there is no need for scaling or standardization.
They are frugal in terms of resources since they do not require a lot of
information. They actually perform well in environments with scarce information. For
this reason, they consume less memory on a computer. We have to bear in my mind that
in real-life large-scale complex problems the current computer calculation limits can
quickly be reached. Additionally, it is very costly to conduct and repeat experiments in
order to decide probabilities or run all the parametric variations.
The FFH that are examined in the research can be divided into qualitative and
quantitative techniques. It is common sense that engineers prefer to use quantitative
methods and always try to give a numerical answer to a problem. Undoubtedly, exact
numbers are more appealing than vague concepts. For this reason, they seem to be
reluctant to use new/qualitative methods (or are not aware of them, as the literature
indicates).
However, a naval architecture - marine engineering problem involves both types
of problems (quantitative and qualitative). There are problems which are difficult to give
a definitive answer with mathematical equations. Physics should be used where possible
and qualitative methods for alternative approaches. Judgment and critical thought can be
coupled with numerical calculations. In our research we examine the possibility of using
qualitative techniques in tackling certain aspects of the ship design problem using
techniques like the Pugh method.
For the quantitative part of the analysis we test numerical techniques, such as the
Mapping Model or the QuickEst algorithm, and compare the results against other well-
known and established techniques. Finally, an examination of the awareness, and the
willingness of the designers to use such methods are examined, proving that FFH are a
new and promising approach, even in the engineering domain.
2 Decision-making Framework
2.1 Introduction
Every day, people find themselves in situations that force them to make decisions
of varying difficulty, based on the extent of the problem itself. Decision-making arises
when there is more than one feasible solution to a problem. The science of decision-
making is a tool used to facilitate the creation of a rational course of action. For a
decision to be made there must be some inputs. A decision-maker has objective and
subjective inputs. Subjective inputs are his judgment and experience, while objective
inputs are the facts and the quantitative comparison of the problem. The quantitative
comparison of a problem usually involves mathematical techniques and is known as
optimization. Optimization is the method used to select the most effective candidate
solution.
A critical aspect of decision-making is the exact formulation of the decision
problem. A decision problem can be broken down into the following parts: the objective
to be achieved, the alternative policies or courses of action, the variables of the problem,
and finally the establishment of a common measure to compare the alternatives. An
objective is a statement that indicates what a system should achieve. Objectives are
related to attributes. An attribute is a quantity used to measure the level of objective
achievement and is a variable of the problem.
As previously mentioned, a decision-maker has multiple inputs. These multiple
inputs lead to multi-criteria decision-making. Multi-criteria decision-making can be
divided in two main categories, namely multi-objective decision-making and multi-
attribute decision-making.
Usually decision problems have many objectives. Generally, the objectives
conflict, meaning that a maximization of one objective may entail the minimization of
another objective. A typical example is the maximization of performance with a
simultaneous minimization of cost. Hence, the decision-maker is required to perform a
tradeoff analysis. The problem is mathematically expressed as a vector optimization
(minimization or maximization) problem. In general, there is no solution vector that
optimizes all the objectives simultaneously. For this reason, the Pareto optimum solution
is introduced. According to Rao (1996), a feasible vector X is called Pareto optimal if
there is no other feasible solution Y that would reduce some objective function without
causing a simultaneous increase in at least one other objective function.
In the multi-attribute decision-making problem, there are a finite number of
explicitly defined alternatives. The different alternative options are characterized by a
number of attributes. In this method we use the attributes to rank the alternatives and
select the best one according to certain criteria. Multi-attribute decision-making is
generally easier to apply than multi-objective decision-making (Keeney & Raiffa, 1976),
(Yu, 1985).
Decision-making problems can be divided into three main categories, which can
be described by the following pairs:
e Individual agent against nature (engineering problems)
" Agent against another agent (games of conduct, chess, etc.)
* Group of individuals against another group of individuals (economic and
evolutionary games)
In the agent vs. nature problem, a system (human or non-human) has to make a
particular qualitative or quantitative choice in an environment, determined by nature,
which is categorized as a system of physical laws. This particular choice has no impact
on the environment. The evolutions of laws that describe nature are independent of the
action. This requires both the assessment of a model for the environment and a policy.
The choice of the dimension of the model and complexity of the decision-making process
depends on the problem at hand. In this type of problem there are no contradictory
interests or conflicting objectives. We will later deal with the design of Air Cushion
Vehicles (ACV), which belongs in the agent vs. nature category of problems.
The agent vs. agent problem is more complicated since the actions taken by one
side are affected by the actions of the other side. The two sides have opposing interests in
the same objective. The decisions made can be simultaneous, concurrent, or sequential.
Each participant can influence the situation, but neither has complete control of the game.
An example of this is a chess game or the tactics of two commanders at war.
The third type of problem involving a group of individuals against another group,
resembles the agent vs. agent problem in that the actions of one group effect the actions
of another. However, it is more complicated and interactive because individual interests
and goals may be in opposition within the group. It is impossible for all individual
preferences to coincide. The goal is to find how the group can integrate individual
preferences or objectives, while also satisfying the group objectives.
The three main decision-making problems can be further subdivided according to
the amount of information available to the decision-maker:
* Decisions under certainty
e Decisions under risk
* Decisions under uncertainty
When decisions are made under certainty, the state of the system as well as its
future state is known. When decisions are made under risk, the state of the system and the
future probable state (probability distribution) is known. Finally, under uncertainty, the
state of the system is known, but the future state of the system is unknown. For a more
detailed analysis on decision-making, the reader can go to (Kaufmrann, 1968), and
(Lifson, 1972). In the paragraphs that follow, a brief analysis of the most popular
decision methods used will be presented.
2.2 Elementary Decision-making Techniques
This paragraph will illustrate some elementary decision-making methods with the
following example: Suppose there is an amphibious force with a mission to land on the
enemy shore and deploy troops. There are four different attack plans that the force can
follow and three sea states that the landing ships may encounter, as indicated in Table 1.
For all combinations of sea states and plans of attack, a decision effectiveness or payoff is
expressed quantitatively in the following table. In this case it is assumed that the result
(payoff) of each attack plan depends only upon the sea state (nature) and not on the
course of action the opponent will follow; thus, dealing with the case agent against nature
problem type.
Course of action Sea state 0-1 Sea state 2-4 Sea state 4-6
Plan 1 0.9 0.4 0.1
Plan 2 0.8 0.6 0.3
Plan 3 0.5 0.5 0.5
Plan 4 0.7 0.3 0.2
Table 1: Decision matrix
In making a decision under certainty, it is known precisely which sea state will
occur (assume sea state 2-4) and thus, we can form a table with the highest payoffs. It is
clear from the following table that the best policy is plan 2 because it yields the highest
payoff. Therefore, the criterion for decision-making under certainty is called the highest
payoff
Course of action Sea state 2-4
Plan 1 0.4
Plan 2 0.6
Plan 3 0.5
Plan 4 0.3
Table 2: Decision-making under certainty
In making a decision-making under risk we do not know exactly which sea state
will occur, but we can estimate which will probably occur. By assigning probabilities to
the sea states, we can calculate the expected payoff as follows:
Assume that sea state 0-1 can occur with probability 0.3, sea state 2-4 with
probability 0.5 and sea state 4-6 with probability 0.2. Then the expected payoff for the
first plan is: 0.3x0.9 +0.5x0.4+0.2x0. 1 Similarly, we can calculate the expected payoffs
for each plan and construct Table 3. Clearly, the best strategy is to follow plan 2. The
criterion for decision-making under risk is called highest expectedpayoff
Course of action Expected payoff
Plan 1 0.49
Plan 2 0.6
Plan 3 0.5
Plan 4 0.4
Table 3: Decision-making under risk
Decision-making under uncertainty is more complicated and there are several
criteria that can be used for the assessment of the situation. The most conservative one is
the maximin criterion. It is also known as the pessimism or Wald criterion named after A.
Wald, who suggested it. In this case, the decision-maker constructs an additional column
with the guaranteed payoffs. The guaranteed payoff is the minimum value of each plan.
From the selected values he chooses the one that will give him the best (maximum) value,
namely the maximum value out of the minimum ones. This policy dictates that plan 3
should be followed, as indicated in Table 4.
Course of Sea state 0-1 Sea state 2- Sea state 4- Guaranteed
action 4 6 payoff
Plan 1 0.9 0.4 0.1 0.1
Plan 2 0.8 0.6 0.3 0.3
Plan 3 0.5 0.5 0.5 0.5
Plan 4 0.7 0.3 0.2 0.2
Table 4: Maximin criterion (decision under uncertainty)
The second criterion is called the maximax or optimism criterion. The decision-
maker constructs a similar column as in the maximin criterion, but he fills in the column
with the highest values of each plan. His perception of the situation is optimistic and the
course of action he follows is "greedy" as he chooses the plan that yields the highest
(max) payoff. According to this criterion, the best plan is plan 1 as presented in the
following table.
Course of Sea state 0-1 Sea state 2- Sea state 4- Maximum
action 4 6 payoff
Plan 1 0.9 0.4 0.1 0.9
Plan 2 0.8 0.6 0.3 0.8
Plan 3 0.5 0.5 0.5 0.5
Plan 4 0.7 0.3 0.2 0.7
Table 5: Maximax criterion (decision under uncertainty)
The third criterion is least regret. In this case, the decision-maker forms a regret
matrix by taking the highest value for every sea state, and subtracting all the values at the
certain sea state from the maximum value. As a result, we get the following table.
Specifically, if the decision-maker chooses plan 1 and sea state 1 occurs, then he has
done the best choice and his regret is zero. The lower this value, the better the decision-
maker has acted. From the regret matrix the decision-maker lists in a column the
maximum regret values for every plan and he finally chooses the one that minimizes his
regret.
Course of Sea state 0-1 Sea state 2- Sea state 4- Maximum
action 4 6 regret
Plan 1 0 0.2 0.4 0.4
Plan 2 0.1 0 0.2 0.2
Plan 3 0.4 0.1 0 0.4
Plan 4 0.2 0.3 0.3 0.3
Table 6: Regret matrix (decision under uncertainty)
The last criterion is attributed to Laplace and is called the Laplace criterion. It is
also known as the rationality or mean criterion. According to Laplace, if there is
complete uncertainty about the state that nature can take, then every state is equiprobable.
The calculations involving this method are the same as the decision-making under risk.
The only difference is that every state has equal probability of occurrence with the other
state. In our example this value is 1/3. Subsequently, an expected payoff matrix is created
and the plan with the highest payoff (plan 1) will be adopted.
Course of action Expefed payoff
Plan 1 0.74
Plan 2 0.56
Plan 3 0.5
Plan 4 0.4
Table 7: Rationality criterion (decision under uncertainty)
Examining the results, one observes that different criteria lead to different courses
of action. The decision methods mentioned so far are simple mathematical models, used
to give an initial estimate of the situation. If they are not used in conjunction with other
techniques, their results are not of significant practical use. The more elaborate methods
that are available to the decision-maker will be analyzed in the following paragraphs.
2.3 Game Theory
Situations in which states are controlled by nature have thus far been analyzed. In
the second decision-making pair there is a decision agent against another agent. The basic
assumption of this situation is that the opponent is rational and intelligent. The states are
not controlled by nature, but the opponent influences, with his course of action, the
various states of the problem. Moreover, the two agents may have conflicting objectives
as they try to frustrate each other. They may have the same goal and their strategy is to
nullify the opponent in order to be the first to arrive at his objective. This is a more
complicated situation and is called the game of strategy. Game Theory was first
established in 1944 by von Neumann and Morgenstern (1944).
For simplicity reasons the method will be demonstrated with a two-person
example. It will be assumed that there are two fleet commanders that have distributed
their ships in sectors according to their operational plan. Fleet commander A has placed
some of his ships in sector Al and some others in sectors A2 and A3, while fleet
commander B has positioned his forces in sectors BI and B2. Commander A chooses to
attack either at sector B1 or B2. The numbers in the table represent the returns of
commander A. Positive numbers indicate that he destroys the opponent's ships, while
negative numbers mean that he loses his own ships. The signs are opposite for
commander B.
By inspecting the table it is noticed that if commander A is rational, he will
choose to attack to sector B2 since it is there that he has the highest minimal winnings.
He is assured that he will destroy at least 2 enemy ships. In the same way, commander B
will choose to attack to sector Al because it is there that he will have the lowest losses. In
other words, there is a balance in the game, in which commander A chooses a maximin
criterion and commander B a minimax criterion. When the maximin of a player equals
the minimax of the other player, then the game has a "saddle point." In this example, the
saddle point is 2. This point is also called the value of the game. The value of a game is
the expected payoff when every player uses his best strategy. Finally, the game is a zero
sum game, since the total winnings equal the total losses of the players.
The behavior of the two players is explained by von Neumann with the following
theorem: there is always a strategy for player A, where the expectation of his winnings
will always be greater or equal to a quantity v, which is unique and is called the value of
the game, no matter what the strategy of player B is. Equivalently, player B has a strategy
where the expectation of his losses is less than or equal to the quantity v, no matter what
the strategy of player A is.
B attacks on Al B attacks on A2 B attacks on A3
A attacks on B1 -4 5 -7
A attacks on B2 2 3 8
Table 8: A saddle point game of strategy
2.4 Multi-Attribute Utility Theory
Von Neumann and Morgenstern set the foundations of utility theory at the same
time they developed the game theory. It wasn't until 1976 when Keeney and Raiffa
(1976) thoroughly analyzed the utility theory and were able to develop the Multi Attribute
Utility (MAU) theory. In their decision framework, the decision-maker must first
formulate the problem, and assign probabilities and utility values to the consequences or
outcomes of the alternative actions. The utility of a consequence can be defined as the
quantification of a person's relative preference for that consequence. In order to solve for
the optimum return, the decision-maker has to find the policy that maximizes the
expected utility.
Multi Attribute Utility theory is based on the concept of preference independence
and utility independence. For every attribute, the decision-maker has a certain preference
which is expressed in the form of a utility function. These single-attribute utility
functions are combined in a multi-attribute utility function. In order to do this, the single-
attribute utility functions must be preferential and mutual-utility independent. There are
various ways of deciding a utility function. There are standard functions used to satisfy
specific preference profiles. A preference profile may be risk averse or risk acceptant
depending on the level of attribute. For a preference profile to have one of the above
mentioned characteristics, the utility function must be non-linear. Linear utility functions
are risk neutral.
An advantage of this method is that it combines the multiple attributes into a
single assessment result. The results can be more precise than other methods. However,
when many attributes are considered, the problem becomes time intensive and
cumbersome. In general, MAU functions can become intractable as the problem gets
larger. Furthermore, the probabilities and utilities are hard to be determined for a real life
problem. Nevertheless, it is the only method that incorporates risk and uncertainty in
decision-making, but ultimately complicates the problem.
2.5 Analytic Hierarchy Process
Following Keeny and Raiffa, Saaty introduced the Analytic Hierarchy Process in
1980. According to Saaty (1980), "Analytic Hierarchy Process is especially suitable for
complex decisions which involve the comparison of decision elements which are difficult
to quantify. It is based on the assumption that when faced with a complex decision the
natural human reaction is to cluster the decision elements according to their common
characteristics.
It involves building a hierarchy (ranking) of decision elements and then making
comparisons between each possible pair in each cluster (as a matrix). This gives a
weighting for each element within a cluster (or level of the hierarchy) and also a
consistency ratio (useful for checking the consistency of the data)."
More specifically, the method works as follows: initially the objectives at all
levels are assigned weight values. Then, a matrix is constructed containing in rows and
columns the fractions of objective weights. For example the element 12 is the fraction of
objective weight 1 to objective weight 2. This pairwise comparison matrix contains 1 in
the main diagonal. The matrix has the following form:
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This matrix has the property of giving the largest eigenvalue equal to n and the
associated eigenvector equal to the relative weights of the objectives. Hence, starting with
the top-level objective, we calculate the weights and we proceed with the lower-level
objectives until we reach the level of attributes.
The advantage of this method is that it allows the designer to estimate the weights
of objectives and attributes before any alternatives are generated. A drawback is that the
problem gets complicated when the number of elements in each node increases. Then the
designer has to make n pairwise comparisons, increasing the computations involved.
Generally, the method is a simple, robust, and precise way of decision-making.
2.6 Dynamic Programming
Dynamic Programming (DP) is a class of solution methods for solving sequential
decision problems with a compositional cost structure (Bellman, 1957). Dynamic
Programming takes a multistage problem containing many interdependent variables and
converts it into a series of single stage problems, each containing only a few variables
(Nemhauser, 1966). Each of these variables is assigned a cost value and for each one of
the single stages this has to be optimized.
This process of sequential optimization was first developed by Bellman in the
early 1950's. The main idea is the decomposition of a multistage decision problem in a
sequence of single-stage decision problems. Thus an N-variable problem is represented as
a sequence of N single-variable problems that are solved successively.
The goal of Dynamic Programming is to minimize a certain cost, or more
generally, an undesirable outcome. Conversely, the goal can be the maximization of a
desirable function. This function is called the value function. The most common value
functions are performance and yield, which we seek to maximize, as well as time and
cost, which we seek to minimize. In a hierarchical decomposition structure, second tier
value functions may arise, such as weight, space, and volume. The value function, or
cost-to-go function, which is the most common factor in decision-making, can be
obtained by solving Bellman's equation. One form of Bellman's equation is presented in
the following equation:
J * (x) = minaeA g, (x) + a -1 Pa (x, y)' J * (Y)
YES
where
" x, y are the system states
" S is the state space
* a is the action or policy
e A is the action space
e J* is the cost-to-go function
e g is the cost function associated with each state-action pair
e P are the transition probabilities
e a is a discount factor
2.7 Genetic Algorithms
The most recent method used in decision-making analysis is the Genetic
Algorithms. Genetic Algorithms (GAs) are the optimization algorithms inspired from
natural selection and genetics. The manual of the Matlab based software GOSET
(Genetic Optimization System Engineering Toolbox) gives a brief and comprehensive
description of GAs.
"GAs operate on a population of candidate solutions and apply the principle of
survival of the fittest to evolve the candidate solutions towards the desired optimal
solutions. In GAs, candidate solutions are referred to as individuals. The defining
properties of these individuals (parameters) are encoded to chromosomes that consist of a
string of genes. According to the representation rule, a gene can be a symbol from an
alphabet (in a canonical GA), a binary number, integer, real-value, etc. A population
refers to the group of individuals.
The fitness of an individual is a metric that tells us how good each individual is as
the solution to the given problem. Using a fitness function, individuals are assigned
corresponding fitness values. The individuals with better fitness values are more like to
survive and reproduce.
With the representation rule and the fitness function determined for the given
optimization problem, an initial population is randomly generated and fitness values are
evaluated. Then a pair of parent chromosomes is selected from the current population.
The probability of selection increases with increasing fitness. Genetic operators such as
crossover and mutation are applied to these parent chromosomes to generate children.
The children are used to create a new population, for which fitness values are evaluated
and assigned. This process of selection, crossover, mutation, and fitness evaluation is
repeated until a stopping criterion is satisfied. Each iteration of this procedure is called a
generation."
There are problems in which GAs have proven to be unsatisfactory in local
search. In order to alleviate this inability, hybrid algorithms are used. Hybrid algorithms
are optimization algorithms that combine a genetic algorithm with a non-genetic
algorithm. A non-genetic algorithm is an optimization technique such as gradient search,
simplex method, or simulated annealing and is very efficient in local search.
2.8 Decision-making Methods in Ship Design
Chapter 3 will examine how some of the decision methods mentioned earlier can
be implemented in the ship design process. The simplest and most commonly used
method to be examined is the Weighted Sum (WS). The structure of the method is
elementary and all the objectives lie on the same level. Each objective receives a weight
and is multiplied with a single attribute. The summation of the products of objective
weights and attributes yields a figure of merit, upon which we compare different designs.
Overall the method is simple to use, but inconsistent and it should be used for basic
decision-making problems.
Figure 2: A ship objective hierarchy
Many decision-making methods use the decomposition of the problem and the
construction of a hierarchy in order to ease the computations. A simple hierarchy
structure of three levels is presented in Figure 2. The weighted sum method presented in
the previous paragraph can be modified in order to incorporate a hierarchical structure.
The derived method is called Hierarchical Weighted Sum (HWS). In this method the
objectives are decomposed into sub-objectives, formulating subsequent levels. The
lowest level of the hierarchy consists of the attributes. Each attribute is assigned a score
which is normalized, and a weight value. The normalized product of attribute score times
weight value yields a score for the next level objective. In the same way, the objective is
assigned a weight value which is multiplied by the calculated score and normalized in
order to give the score for the next level. We proceed in the same manner until we reach
the top of the hierarchy pyramid and calculate the final figure of merit. Hierarchical
weighted sum is also a simple method as the weighted sum, but it has the advantage of
the objective hierarchy.
Another method that is used in ship design and follows a hierarchy process is the
Analytical Hierarchy Process (AHP). A fourth method, which does not necessarily
require a hierarchy, is the multi-attribute utility (MAU) theory. The latter two methods
were presented and analyzed in the previous paragraphs. The reader can find
implementations of these methods in ship design in Whitcomb (1998).
3 Ship Design
3.1 Ship Design Methods
3.1.1 Traditional Ship Design Methods
In early times, ship design was a process based on empirical practices and
experiences of the naval architect. It was a trial and error procedure since computers were
not available and simulation methods, apart from actual model testing, did not exist. The
evolution of naval architecture has transformed ship design into a well defined process
with required steps. Two methods of ship design that were widely accepted and used in
the past were the "design spiral" and the "basis-ship approach." These techniques,
characterized as traditional ship design procedures, are still in use with enhancements that
have been introduced during the years.
In 1959 Evans introduced the "design spiral," which represents the most well-
known design method. Each spoke of the design spiral represents the major areas of the
design that need to be addressed. The "design spiral" has been improved over time.
Buxton in 1972 introduced cost and Andrews in 1981 added time as a 3 rd dimension. The
concept remains the same although the visualization changed from Evans' spiral to
Andrews' "corkscrew." The various design spiral visualizations, from Mistree et al,
(1990) are presented in the following figures.
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Figure 3: The Design Spiral
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Figure 4: Andrews' "corkscrew"
The "basis-ship approach" is a method in which the starting point is an existing
ship with a similar mission to the one we want to design. Characteristics of the basis ship
are varied until the new ship fulfills the requirements and constraints posed. This
approach has limitations and cannot guarantee a global optimal design, even if the parent
ship was a global optimum.
Basic characteristics of those methods are their sequential decision-making and
iterative nature. Iterations take time and in some cases are expensive. This complication
decreases the efficiency of the above-mentioned methods. In order to increase efficiency
and effectiveness, the number of iterations must be reduced with a simultaneous increase
in the speed of each iteration. Total elimination or drastic reduction of the number of
iterations is still an unresolved issue. On the other hand, the increase in speed is feasible
with the introduction of design automation and the use of computers in the design
procedure.
Moreover, life cycle considerations are not included in the design process. The
design is not optimized for life cycle cost, but rather for delivery cost. Traditional design
methods disregard the design stages that refer to the meta-delivery period, mainly the
operation, maintenance, and finally the scrapping of the ship.
3.1.2 Concurrent Engineering
In order to mitigate these inefficiencies, methods such as Concurrent Engineering
have been introduced. Concurrent Engineering (CE) is a design approach which is based
on collocation, and focuses on the customer while also emphasizing the complete life
cycle of the system from concept to disposal. The primary goal is to minimize the life
cycle cost with a concurrent increase in productivity, quality, and performance. The
decision-making is a holistic process that involves all relevant specialties (Clausing,
1997).
The ship designers work in teams and the decisions made are not individual, but
collective. There is a constant cooperation and real-time feedback between the designer
and the customer. The communication with the customer is an essential premise of CE.
Shipbuilders, ship owners, and ship operators are the ship designer's major customers.
However, the objectives and goals of each party may be conflicting since they all view
the same product from a different perspective. For this reason, the earlier they get
involved in the ship design process, the more efficient the end product will be. The
integration of all interested parties is the key to success in CE. Terms like Integrated
Product Teams (IPT) and Integrated Product and Process Development (IPPD) express
the CE's general tendency towards cooperation. Figure 5, from Mistree et al, (1990)
schematically presents the process flow for concurrent and sequential engineering.
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Figure 5: Concurrent Engineering versus Sequential Engineering
3.1.3 Set-based Design
Within the Concurrent Engineering context, various methods have been
developed. Some have been created in the general design framework and as such, have
been applied to ship design. Yet others have been created with ships as the main
objective.
Such a method is the "set-based design" method developed by Toyota. Usual
design practices result in a single solution which is then modified and improved until it
meets the objectives. If the starting point of this process is not selected cautiously, then
the solution may not converge, or it may be suboptimal. In the "set-based design"
method, the outcome consists of a set of candidate solutions. This set of alternative
solutions is gradually narrowed by eliminating the weaker solutions, until convergence to
a final single solution is achieved.
Although design agents may work independently, sets of solutions are developed
in parallel, allowing for agents to communicate continuously. Additional information
from development and testing is shared with other design agents, resulting in a
progressive reduction of sets of solutions. The implementation of Toyota's method has
proven that although it takes more time to define the solutions at the early design stage,
the design ultimately converges faster to a solution which is more likely to be a global
optimum.
"Set-based design" has been applied to conceptual ship design by Parsons et al
(1999), and the results agree that the method is effective, flexible, and robust to
intermediate design errors. The following figure, from Parsons et al (1999), depicts the
concept of "set-based design."
Exanple of Set-Based Concurrent EAgineenug
"We've come up with several
designs that would meet our
functional requirements. They
look roughly like this."
"Great. We will work within these
limits and keep you posted on
developments."'
"We've narrowed the possibilities
to this set and also fleshed out
some more of the detail."
"This is very close to our
final design. Please do your
final manufacturability review."
"Our manufacturing capabilities
are best suited for designs with
these characteristics."
"OK. We can handle any solution
in that set. This is enough
information to order tool steel
and start process planning."
"Looks good. Your set is still with-
in our capabilities. We have some
minor design changes to request,
then we'll order castings."
"This design looks good. Thanks
for including us early on. We'll
start fabing the tools and get into
pilot as soon as possible!"
Figure 6: Set-based design framework
3.1.4 Axiomatic Design
Another design method is the Axiomatic Approach to Design, developed by Suh
(1998). In axiomatic theory, the term design is defined by two major questions: What we
want to achieve and how we will actualize it. According to Suh the design space consists
of four domains: the customer domain, the functional domain, the physical domain, and
the process domain. The domain structure is illustrated schematically in the following
figure from Suh (1998).
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Figure 7: The Axiomatic domain structure
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Following the direction of the arrows in the figure, from the left to the right, the
designer moves from the "what" to the "how" region. "The customer domain is
characterized by customer needs or the attributes the customer is looking for in a product
or process or systems or materials. In the functional domain, the customer needs are
specified in terms of Functional Requirements (FRs) and constraints (Cs). To satisfy the
specified FRs, we conceive design parameters, (DPs), in the physical domain. Finally, to
produce the product specified in terms of DPs, in the process domain we develop a
process that is characterized by process variables, (PVs)." The method is based on two
fundamental axioms:
" Axiom 1: The Independence Axiom: Maintain the independence of the Functional
Requirements (FRs).
" Axiom 2: The Information Axiom: Minimize the information content of the
design.
These axioms are satisfied by the following equations:
{FRs} = [A] {DPs}
{DPs} = [B] {PVs}
where [A] is a matrix defined as the design matrix that characterizes the product
design and [B] is the design matrix that defines the characteristics of the design process.
The method described above has been applied to concept ship design by
Whitcomb & Szatkowski (2000) and Jang et al (2002). It allows for a transition from
physical ship design to functional ship design. Contrary to traditional naval architecture,
in which the hull is the first part of the ship to be designed, axiomatic design first creates
the systems and then the hull in order to enclose all the necessary equipment. This
method exhibits reduced iterations and allows exact ordering of design parameter
specifications, automated accounting of mission payload parameters, and complete
single-pass convergence of space, volume, weight, and power.
3.1.5 Decision-based Design
Mistree et al (1990) have developed a Decision-based Design method that follows
the principles of Concurrent Engineering. For Mistree, the naval architect is mainly a
decision-maker. These decisions, sequential or concurrent, are the "markers to identify
the progression of a design from initiation to implementation to termination." Decisions
are multidimensional and the information involved comes from different sources and
disciplines. Sometimes all the required information necessary to make a decision may not
be available, thus decisions have to be made under uncertainty.
Two structures are recognized in the decision-based framework: heterarchy and
hierarchy. According to Mistree, heterarchy embodies decisions that characterize a
designer's judgment of the decisions involved in effecting a design, while hierarchy
characterizes the process or sequence involved in effecting these decisions. The goal is to
convert heterarchy to hierarchy. This can be done only if a correct starting point has been
defined.
The method consists of two phases, the meta-design and the computer-based
design phase. The meta-design is the decomposition of the problem to subproblems.
Mistree distinguishes decomposition from partitioning and uses the latter term to describe
the meta-design. Meta-design involves partitioning the functions and structures that
comprise the design process into a set of decisions, and organizing the decisions into a
decision plan.
The method offers a holistic systems approach that is flexible and adaptable.
According to Whitcomb, the challenge of this method is to define the hierarchical
decomposition of the design process subproblems. Brown considers the design process as
a combination of heterarchical and hierarchical subproblems interacting in ways that are
difficult to define and implement in practice. A generalized method of decomposition, as
well as the reverse process of synthesis from alternative solutions, presents major
challenges in ship design.
3.1.6 Systems Engineering
An alternative approach to ship design methods discussed thus far is Systems
Engineering. Systems Engineering (SE) is not an engineering discipline in which the
designer has to complete certain steps resulting in a physical product. Rather, SE is a
process that involves the organization and management of the ship design. Ship design is
a large and complex process that consists of various interrelated disciplines. The fact that
engineers have become quite specialized necessitates the use of a person or a team, who
have the responsibility of the total system. In the past, the naval architect was the only
person who had the responsibility of whole product's completion. This is still the case in
many countries.
The goal of SE is to decompose the process into stages and manage it throughout
the entire life of the system. This results in a sequence of interconnected engineering
processes, the interaction of which is not always clearly defined. Defining and integrating
the interrelations of the subprocesses is the primary aim of SE. Balance and coordination
of the different disciplines involved in the design process is the key to the total
effectiveness of the end product. Lamb (2003) describes the collection of processes that
comprise the SE process in the following figure.
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Figure 8: The Systems Engineering process
Lamb describes those processes as follows: Initial Requirements are the mission
objectives, constraints, and relevant measures of effectiveness. Functional analysis
defines the essential functions that the system must perform based on the system mission
requirements. It consists of the identification of system functions and the allocation of
system requirements. Design Synthesis is the creation of a design concept that best meets
the stated system requirements. System Analysis is the analysis of mission effectiveness,
cost and risk, and can be either qualitative or quantitative. Evaluation and Decision is the
phase that takes the results of the analysis, performs trade-off studies, and evaluates
alternative design solutions. Finally, System Documentation consists of the specifications,
drawings, technical reports, and tables of data.
3.1.7 Total System Design
Hockberger proposes a Total System Approach as an example of Systems
Engineering. The Total Systems Approach follows a hierarchical structure, where the
ship is part of a larger system. The system of interest is a higher level system that consists
of the ship and many other elements. This higher level system is called the Supersystem.
The purpose of the subsystems is to support the Supersystem in accomplishing its
mission. Hence, in a ship's case, the goal is to optimize the supersystem in which the ship
belongs, and not the ship herself. An example of the hierarchy of supersystems according
to Hockberger is as follows:
" Nation
* Government
* Defense department / Navy
* Joint force
" Battle / Task group
e Ship
e Machinery system
" Propulsion system
" Engine
* Fuel pump
It is clear that the ship affects and is affected by higher and lower elements of the
hierarchy. According to Hockberger there are two types of effects that influence the
design of a ship: the first is the mission requirements that make the ship have certain
levels of particular types of performance; the second is the effects on the ship's
configuration and subsystems in order to be compatible with other existing systems it
operates with (other ships, port facilities etc.).
3.1.8 Conclusions
Although naval architecture is an old science that has been systematically studied,
there are still many aspects of the design that rely on expertise, experience, or statistical
regression techniques. Moreover, empirical approximate formulas are still used in order
to calculate several ship parameters.
While the traditional design methods have been used over a significant amount of
time and for all different ship categories, the methods described earlier have not been
tested for a variety of ship types. The general framework of Systems Engineering and
Concurrent Engineering may be applied in general, but some of the methods described
above have only been applied in specific concept designs. For instance, Whitcomb et al.
(2000) have applied Axiomatic Design in naval combatants, while Mistree examines the
development of a frigate (1990).
3.2 Ship Design Tools
The methods discussed thus far represent a procedure that dictates how design
should evolve in order to attain the desired end result. However, the implementation of
the design requires the use of certain tools, namely computer software in this day and
age. Current software allows the visualization, as well as the analysis, of several aspects
of the concept. Simulations can be carried out and the design can be prepared for
production.
For the purpose of this study, three ship design softwares, each based on its own
philosophy, will be examined. These softwares are used in the Naval Construction and
Engineering Program at MIT and form a satisfactory representative group to be
compared. The author will try to describe their functioning based on each software's
documentation, as well as apply his personal experience using these softwares. There is
no intention in promoting one software over another, however. All three are compared
under the scope of general design tools.
3.2.1 ASSET
The Advanced Surface Ship Evaluation Tool (ASSET) is a program developed by
NSWC Carderock Division, primarily for the design of naval combatants and auxiliaries.
However, the program can be easily adapted to produce commercial design applications
such as dry bulk carriers, tankers, and roll-on/roll-off ships (RO/ROs). The software
accepts numerous input data for various mission requirements. Detailed features, such as
manning requirements or combat systems characteristics, can also be inputted by the user.
The outputs largely consist of printed reports as well as graphic two-dimensional reports.
The philosophy behind the program is to make extensive use of existing ship
models and reference ships. The designer can select portions of any existing ship model
while developing a new design, yet the user doesn't have direct control on the geometry
and shape of the vessel as in other software (i.e. there is no snap tool). ASSET is a highly
iterative program that needs a great deal of practice and training since it has quite a
detailed structure, which requires the user's understanding of all detailed aspects of ship
design and its unique attributes. The exact structure of the software will be analyzed
when the SES version of it is discussed.
3.2.2 Maxsurf
Maxsurf is a three-dimensional hull, appendage, and superstructure modeling
software developed by Formsys. It is mostly used to generate a hull based on NURB
(Non Uniform Rational B-spline) surfaces. The program is quite flexible, allowing the
user to have total control of the surface created and alter it accordingly. As soon as the
hull is created, the file is saved and subsequently imported into other programs belonging
to the same software package in order to proceed with further analysis. In this package, a
separate program is included for analyzing each of the following: intact and damaged
stability using Hydromax; resistance using Hullspeed; seakeeping using Seakeeper; and
structures using Workshop.
The software is sequential and iterative: the hull must first be created and then
imported to the other programs, which represent the spokes of the traditional design
spiral. If, for example, the design fails the seakeeping requirements, the user should
return to Maxsurf, alter the hull, and run the entire analysis once again from the
beginning, for all subsequent programs. It comprises a trial-and-error tool that allows for
systematic experimentation with shapes and the exploration of design variables, as
suggested by the user manual. The outputs that it provides are more easily understood by
the user, as compared to ASSET. However, it does not provide information for detailed
design, as does ASSET.
3.2.3 Paramarine
Paramarine is a program developed by QinetiQ GRC using the technology and
standards of the UK MoD (Ministry of Defense). Paramarine combines characteristics of
both the aforementioned programs. It possesses the detailed design aspect that ASSET
offers by allowing the user to incorporate several design requirements simultaneously,
with a more intuitive three-dimensional representation of the vessel. The hierarchy is
flexible, yet this is also the reason for it being more complicated in some instances.
The program allows for parametric design and trade-off studies and includes both
design and analysis in the same suite, without having to transfer from one software to
another. It is capable of producing preliminary calculations on main dimensions using the
Preliminary sizing tool, as long as the intended vessel lies within conventional geometry
and shape standards. If the input parameters are inconsistent, the hull generated will not
be fair; thus implying that the user must have a profound naval architectural background.
Moreover, the generation of the hull surfaces is achieved by multiple iterations that can
be set by the user and is based on historical data.
The structure of the program follows the traditional design spiral, as can be seen
in Figure 9. The only difference is that it incorporates some extra spokes that refer to
naval ships, such as the Radar Cross Section or the Blast & Fragmentation modules.
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Figure 9: The Paramarine design spiral
3.3 Ship Design Considerations
The softwares described so far do nothing but to test the ship created by the user.
They behave as simulation platforms that carry out iterations and check if the design lies
within the acceptable preset limits. Apparently, these limits are based on the rules and
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regulations established by accredited international organizations such as the IMO, the
U.S. Navy, or classification societies.
In these software programs, as well as in most others, the user has to provide
certain input values. These inputs are then used to calculate the output characteristics of
the design. The outputs are calculated with the aid of mathematical formulas in the source
code of the software.
The questions that arise are the following: Are these outputs optimized? Is the
design the best possible, or just a feasible one? There are a few parametric software
programs that perform optimization analysis, but in almost every case it is a one-
dimension optimization. This means that the software optimizes only one parameter such
as minimum weight, cost, etc. Of course, the outcome is not a global optimum. Another
important issue arises when a non-feasible design is produced. In other words, some of
the output parameters do not conform to the acceptable range of values. In such a case, a
solution must be given by the designer. The software does not indicate or determine
which parameters have to be altered in order to produce a balanced design. The corrective
actions and the order with which they must be taken is a task the designer is responsible
for. Additionally, the required actions are not dictated by any mathematical model, but
rather rely on the designer's judgment.
Moreover, there are other equally important issues within the various programs
used in naval architecture. Kelly, (2010) in an interview with two of the leading ship
design software managers, describes these issues quite accurately. Modern ship design
softwares possess a great number of capabilities, but are highly complex and difficult to
learn. It takes a lot of time and practice for the user to become proficient with them, and it
is required that the designer has previous experience with these kinds of programs. It is
difficult to maintain your skills or be retrained, unless you are continuously using the
programs. They are not intuitive; hence, the prospective user must read a manual or take
a class on how to use them. Essentially, they cannot be described as user-friendly.
Unlike the auto and aircraft industry, where a general purpose or mechanical
CAD software is used, the shipbuilding sector has a large number of design tools
available in comparison to the size of the specific market. However, the cooperation of
these various applications developed by different companies is difficult to achieve.
Unfortunately, in many cases the user is not able to export the results of the analysis or
the design and transfer them successfully to another platform in order to reuse them in
another project. There are times that a custom-made algorithm must be written in order to
convert files from one format to another. The lack of a common interface or a widely
accepted format, as is used in the auto industry, is many times the cause of frustration for
ship designers. Thus, the interoperability between platforms and the ability to transfer the
design intent between different applications is of great importance.
From the above, it is evident that there are design gaps to be filled. These gaps
occur in cases where it is difficult to reach a solution described by mathematical
equations, or in situations where it is costly to repeat experiments in order to get
probabilities and run the different parametric variations. The necessity for an easy-to-use
program based on a common format and interface with the interoperability between
different platforms is quite clear.
4 Air Cushion Vehicles
4.1 Description of Air Cushion Vehicles
4.1.1 Introduction
Before proceeding with defining and describing the workings of ACVs, it will
once again be explicated why ACVs were chosen as the main ship type to be studied.
Apart from being the newest type of marine vehicles and having such unique
characteristics, ACVs were considered to be the most challenging case for the algorithms
since they do not demonstrate any homogeneity. Furthermore, their characteristics can
vary within a wide range of values, depending on the role of the craft and the design
school (i.e. British, American, Russian, or Chinese) they come from. This variation of
roles depends on the payload carried onboard. The main role of an ACV is to transport
either vehicles or passengers, or a combination of both. In the case of it being used as a
naval vessel, its purpose expands to the carrying of military equipment, tanks, cargo,
missiles, etc.
In order to demonstrate this lack of homogeneity we will compare the correlation
indices of certain vessel characteristics for the following ship types: ACVs, LNG
(Liquefied Natural Gas) carriers, and containerships. Two variables are highly correlated
when the correlation index approaches unity, while they are uncorrelated if it is zero.
Negative values are also possible, meaning that one variable may increase, while the
other decreases. The variables that were selected to be examined were the length overall,
the speed, and the required horsepower. The pairs formed were length versus speed, and
speed versus horsepower. The results are summarized in the following table. It is clear
that the ACVs demonstrate a much lower correlation in both cases compared to the other
two ship types, verifying that their particulars are not harmonized.
Correlation indices Length - Speed Speed - Horsepower
ACVS 0.351 0.536
LNGs 0.805 0.729
Containerships 0.910 0.859
Table 9: Correlation indices for various ship types
4.1.2 Definitions
We will use J.P. Mantle's seminal work (1980) in order to define an ACV: "The
designation "air cushion craft" encompasses any craft that relies on a cushion of air for a
significant part of its support and operates in close proximity to the surface."
The main types of ACVs are Hovercrafts, Surface Effect Ships (SES), and Wings
In Ground effect (WIGs). A hovercraft is a fully amphibious vessel, while an SES is a
catamaran with low displacement hulls and flexible structures forward and aft in order to
retain the pressurized air. WIGs are beyond the scope of this analysis since they have
inherent many of the aircraft characteristics and behavior. Thus, only hovercrafts and
SESs will be described in the following paragraphs. For consistency reasons with the
design spiral, the description of ACVs will follow the spokes of the design spiral as it
was presented in previous chapters. First, however, the history and application of these
vehicles will be explored. For more information on the operation and characteristics of
ACVs, refer to (Yun & Bliault, 2000), (Mantle, 1980), (Trillo, 1971), (Elsley &
Devereux, 1968)
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Figure 10: The air cushion principle
4.1.3 Brief History
Although the main idea of the Air Cushion concept is not new, it was not until the
early 50's that this idea started to interest again the naval engineers. Christopher
Cockerell was the pioneer among them and that is why he is considered as the father of
the hovercraft. He filed his first patent in 1955. The result of his research was the SR.Nl,
the first hovercraft to be constructed in 1959. One year later, Allen Ford invented the
SES, then called a Captured Air Bubble (CAB), as a solution to the problem of excessive
lift power required to maintain the air gap of a hovercraft when traveling over water.
Since then, the development was rapid. The 3K SES program of the US Navy and
the ambitious 100kt navy program highlight the research efforts and the development
during the 70's. The result was the SES-100B, which established a sustained speed record
of 91.9 knots, never broken since then. US Navy LCAC (Landing Craft Air Cushion) in
the 80's and 90's, was another milestone in the ACV industry since it was the hovercraft
with the largest number of crafts in production; approximately 100 units. In the 90's the
British SR.N4 MkIII was the largest commercial hovercraft with a speed of 60 knots.
These crafts which operated in the line Calais - Dover retired in 2000 after a successful
service of 30 years.
Today, there are about forty companies building hovercrafts in seventeen
countries (Lamb, 2003). There are many air-cushion-supported ferries around the world,
and even more small patrol and recreational craft that can attain remarkable speeds in the
range of 50-60 knots.
4.1.4 Applications
Although there is a small number of Air Cushion Vehicles in service, their unique
characteristics allow them to be used in a broad variety of applications, both commercial
and military. Some of the most important applications of ACVs are listed below:
* Passenger Transport and tourism related excursions
* Commercial freight transportation
e Exploration
" Search & Rescue
" Patrol & Security
" Amphibious Assault
* Fast Attack
* Mine Counter Measures
" Policing & Customs
" Logistics
e Medical Evacuation
* Crash Rescue
* Hydrographic Survey
* Commando Missions
* Range Patrol
4.1.5 Geometry
ACVs have a box-like geometry which is unlike the conventional displacement
ships. Hovercrafts' midship section looks like a barge, while an SES midship section
resembles a catamaran. However, the sidehull's shape is a bit different than a
catamaran's. The lower part has a fine cross section in order to minimize drag when the
craft is on cushion mode, while the upper part is wider in order to accommodate
machinery equipment and provide the required buoyancy when the craft operates on
hullborne mode. The sidehulls have a hard chine section with deadrise angles in the range
of 30 to 45 degrees. The forward and rear part of the craft uses flexible seals in order to
confine the cushion air in the hollow beneath the wet deck. In the case of hovercrafts, the
air is confined in the cushion chamber by the skirt, a flexible structure running around the
periphery of the craft.
Main geometric characteristics are length, beam, and draft (for SESs).
Additionally to those main dimensions, cushion length, beam, and height are the terms
related with the geometric characteristics of the cushion chamber. Cushion length is
slightly less than the overall length, while the cushion beam is almost the same as the
overall beam in reference to hovercrafts, and the total beam minus the beam of the
sidehulls when we refer to SESs. Cushion height is the distance from the water surface to
the bottom of the buoyant box or wet deck.
In the same manner we define some dimensional ratios that play an important role
in the ACV design process. An important dimensional parameter that affects the stability
and the power requirements of the craft is the cushion-length-to-beam ratio (Le/Bc). In
general, ACVs are crafts with low L/B ratios. For hovercrafts the average value is about
2.5, while for SESs the limits are from 2 to 8 with a most common range between 3 and
5. Skirt height ratio is the skirt or cushion height divided by the cushion beam. Typical
values are in the range of 0.11 and 0.18 and have immediate effects on the stability of the
craft. The sidewall depth ratio, when we refer to SESs, is the depth of the sidehull divided
by the cushion beam of the craft. Sidewall depth ratio affects the stability, sea-worthiness,
and hull weight of an SES. Another ratio referring to SES is the relative thickness of the
sidewall, which can be found by dividing the sidewall thickness by the cushion beam.
Typical values are between 0.08 and 0.13 and influence the stability, sea-worthiness,
speed, and general arrangements of an SES.
4.1.6 Stability
The metacentric heights of a vessel are the main criteria for determining if the
stability is adequate or not. In the preliminary design stage of an ACV, the metacentric
heights, both transverse and longitudinal, are not determined. For this reason, a different
criterion must be used in order to find a useful relationship. For the purpose of this
research, a transverse stability analysis will be studied.
The geometry of a hovercraft is quite simple. Its hull is box-shaped with very low
Le/Bc ratios, and as such, intact stability in the hullborne mode is sufficient enough to
cover all stability criteria. In the cushionborne mode, however, the analysis is more
complicated.
As in the off-cushion mode, Lc/Be is important in the on-cushion mode in order to
ensure a craft with safe stability. ACVs are designed to have relatively low cushion
generated restoring forces in order to maintain a descent level of comfort for the people
onboard. In the automobile industry, this would be akin to choosing a soft suspension
system in order to improve the car ride and comfort of the passengers, which inevitably
sacrifices some performance.
Therefore, ACVs need to have a wide beam in order to meet stability
requirements. Practice shows that ACVs with cushion length/beam ratios (Le/Be) in the
range of 2 - 2.5 meet the stability criteria. This range can be extended to higher values in
the case of SESs, since the sidehulls of an SES provide extra buoyancy and stability, both
in the off- and on-cushion mode of operation. It is obvious that the lower the Lc/Be ratio,
the higher the transverse stability will be.
Once again, cushion density is a decisive factor since it defines the platform area.
High-density crafts have a smaller cushion area compared to low-density counterparts
carrying the same payload. Generally, the larger the craft, the better the stability. Cushion
pressure is also important in terms of bag-to-cushion pressure ratio. A high value of bag-
to-cushion pressure ratio is vital in maintaining the craft stability requirements. As a
result, the bag type skirt exhibits superior stability behavior compared to the peripheral
loop derivative.
However, the most significant factor in assessing stability requirements is the skirt
height- (or sidewall height for SES) to-cushion beam ratio. For simplicity reasons we can
accept that the skirt and sidewall height is the same as the cushion height. The skirt
height-to-cushion beam ratio can be calculated as follows based on Mantle (1980):
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Where h is the daylight air gap beneath the skirt, and KO is the roll stiffness. The
roll stiffness takes values in the range of 0.2-2.0, while the range for skirt height-to-
cushion beam HkI/Be should be from 0.1-0.2 in order to reach adequate stability. In the
case of an SES, these values range from 0.25-0.33 for the sidewall height-to-cushion
beam ratio. The smaller this ratio, the more stable the craft is. A low cushion height
always ensures a stable craft. In general, the tactic is to start with the lower boundary of
the cushion height, check stability, and if it is adequate enough, proceed to the next stage
and increase the cushion height. In the same context, the finger height-to-cushion height
ratio H/He is also a factor that affects stability and usually lies into the range of 0.5 to
0.65.
4.1.7 Structures
Structures, primarily for SES and secondary for hovercrafts, are less complex
compared to catamarans and other multihull vessels. This is because these vehicles
evenly distribute the air cushion along the length of the vessel, which in turn supports the
entire structure. For catamarans there is a size limitation, while SESs can be built in
larger sizes. Furthermore, structural scantlings depend greatly on the local loads of cargo
and not on seakeeping loads.
The same methods used in classic naval architecture also apply to the structural
calculations of an ACV. In classic naval architecture the ship is considered to be a beam
with a length equal to that of the ship's length. The length-to-beam ratio along with the
length itself are the most important geometric characteristics when calculating the
strength of a marine vessel. An increase in length or Lc/Bc requires an automatic increase
of all the scantlings of the ship in order to meet the new requirements.
Cushion density also determines the scantlings of an ACV. The smaller the craft
the higher the pressure that applies on the hull. At the same time the payload carried is
also distributed in a smaller deck area causing the local loads to be higher, which dictates
a structurally stronger design. Consequently, when the craft has a highly dense cushion,
robust structural elements have to be used in order to take the load forces.
The skirt height-to-beam ratio for a hovercraft does not have a direct effect on the
strength of the ship. However, this is not the case for SES. The sidehulls of an SES are a
structural element of the vessel, contrary to the flexible skirt of a hovercraft. For this
reason, if we consider the sidewall height to be equivalent to the depth of a hull, then an
increase in sidewall height would result in a stronger craft for the same length.
4.1.8 Powering
Powering can be divided in two main categories: propulsion powering and lift
powering. Lift power could be a separate "spoke" in the design spiral, since its evaluation
is independent of the propulsion requirements. For the calculation of propulsive power
one needs to calculate the resistance of the craft, while for the lift one has to decide the
pressure and the weight that the craft has to support. Nevertheless, they will be examined
here at the same time in order to keep the various design aspects at a minimum.
The first step to estimate the propulsion requirements is to estimate the resistance
of the craft. For a hovercraft, the resistance consists of four main components: air cushion
wave making drag, which is a drag force generated by pressure distribution (positive
pressure in the fore body and suction pressure around the stem); aerodynamic profile
drag, which is caused by the frontal projecting area of the craft and constitutes a
significant portion of the total drag due to the high speed and low water drag; momentum
drag, which is caused by the rate of change of momentum of accelerating the cushion air
to craft velocity and the leakage under the bow and stem seals; skirt drag, which is the
most complicated drag component and consists of the skirt friction drag, the skirt
pressure drag, the skirt spray drag and the skirt inertia drag.
SESs have the same drag components as hovercrafts plus some additional
components due to the contact with the water. These are: the sidewall wavemaking drag,
which has the same nature as the wavemaking drag of a conventional displacement ship.
When on cushion and because of the high L/B of the sidehulls, this part of the resistance
is negligible and can be incorporated to the air cushion wavemaking drag; sidewall
friction drag, which is caused by the wetted surface of the sidehulls and reaches high
values in high speeds; underwater appendage drag, which are the drag forces due to the
presence of rudders, shafts, propellers etc. Finally, the skirt drag in the case of hovercrafts
is replaced by the bow/stem seals drag, which are the forces created by the flexible
structures at the forward and rear structure of the craft.
The calculation of the lift power is easy providing we know the required pressure
rise of the fan and the flow per fan. The lift power of an ACV is given by the following
formula:
Njif = pCInQ
fan
As we can see the lift power is a function of cushion pressure (pc), fan flow rate
(Q), and fan efficiency (nfan). For the estimation of the fan flow rate, Lamb (2004)
assumes that it equals the volume of cushion air swept per second and is a function of
cushion beam (Bc), cushion height (He) and the craft speed (Vs) as it can be seen in the
following formula:
Q=BC .He -V,
After the calculation of the powering requirements, the designer has to select the
power plant. The power plant can be integrated if the same engines are used for the
generation of thrust and lift, or separated if different engines are used for each purpose.
Since ACVs are weight sensitive, high density power units are considered necessary.
That means that a compact and lightweight power unit has to be used in many cases. Gas
turbines are the engines that dominate the military market of ACVs, while in the
commercial part both gas turbines and diesel engines are used. Diesel engines are mostly
used by crafts with small power requirements. They are high or medium speed engines
and are often air cooled, since ACVs have a limited contact with seawater.
4.1.9 Seakeeping
The seakeeping qualities of a ship consist of the motions induced in a high sea
state, namely heave, pitch, and roll. Pitch and roll are more intense than heave motions
and can result in serious accidents such as capsizing or plow-in. The roll (M4) and pitch
(Ma) moments are presented in following equations, respectively:
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By manipulating the equations we are able to formulate the case-specific values in
question and consequently form our reasoning. In the case of the roll motion, as discussed
in the stability analysis, an increase of the Lc/Bc ratio has negative effects with respect to
the seakeeping behavior. The pitch motion on the other hand decreases when the length,
and consequently the size of the ship, is increased. Pitch can also decrease when the
Lc/Be ratio is augmented. The analysis follows the general seakeeping rules used for
conventional ships and proves that an increase in size is always favorable.
As mentioned before, the size of an ACV is directly related to the cushion density
of the platform. The higher the cushion density, the smaller the size of the ACV; thus, the
seakeeping capabilities, particularly pitch, are degraded. By observing the equations
above, we can also reach the same conclusion.
The skirt, as well as the sidewall height, are key factors for the seakeeping
capability of an ACV. Their height is related to the slamming forces acting on the
wetdeck. As the cushion height increases, the waves' impact reduces. As a rule of thumb,
an ACV can operate at a sea state equal to 80% of the cushion height. For this reason, an
increase of the cushion height is always favorable with regard to the seakeeping
characteristics of an ACV.
4.1.10 Maneuvering
The maneuverability analysis refers to the other three degrees of freedom, namely
yaw, surge, and sway. From these three motions, yaw is of the highest significance
particularly in the case of a hovercraft.
Due to the minimum contact a hovercraft has with the sea surface, we observe
high yaw and sideslip angles during maneuvering operations. Furthermore, the same
phenomenon is observed when there are strong winds since hovercrafts are susceptible to
wind direction. The craft travels having a small yaw angle relative to the course, thus
reducing the effective length. The optimum from this aspect would be a circular craft
whose length/beam ratio would be constant at any yaw. The yaw moment is given by the
following formula:
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For reasons explained earlier and as can be seen in the equation above, an
increase of the Le/Be along with an increase in length result in the deterioration of
maneuverability. The cushion density also affects the maneuverability of a craft. By
increasing the cushion density the ACV size decreases for the same payload, making the
craft more maneuverable. The skirt height-to-cushion beam ratio, and sidewall height-to-
cushion beam ratio do not seem to significantly affect the maneuvering characteristics of
an ACV.
4.1.11 Cost
The cost of an ACV can be broken down to the same components as for other ship
types. The total cost consists of the craft capital cost and the operating costs. The craft
capital costs are the acquisition and the spare parts cost. Operating costs can be further
divided into fixed and variable costs. Variable costs are the fuel, maintenance, and crew
costs and they are higher than other crafts. The operating environmental conditions
adversely increase the maintenance costs. The engine intakes require high filtration
systems to avoid salt, sand, and sea water from entering the engine. The flexible parts
need periodical inspection and the lower parts need replacement after certain hours of
operation. In terms of maintenance costs, they can be considered to be more similar to
aircrafts than to marine vessels.
4.2 Air-Cushion Vehicles Design Programs
Two ACV design models are presented here, one for SES and one for hovercrafts.
The programs are ASSET/SES from Naval Sea Systems Command and ADSM from
Band Lavis & Associates. The Air Cushion Vehicle Design Synthesis Model (ADSM)
program also has a sister version for the design of SES crafts. Both models belong to the
traditional design spiral method also presented in an earlier section. In the following
paragraphs, the structure and philosophy of these programs will be examined. The
program analysis that will be presented is mainly based on the information found in the
ASSET and ADSM user manuals as well as a paper by Band and Lavis (1985).
4.2.1 ASSET
ASSET/SES is a computer program utilized in the exploratory and feasibility
design phases of an SES. Organization of the model is accomplished by means of a tree-
type hierarchy. The highest tier represents the entire ship system. The next tier represents
the primary groups, the following one the secondary groups, and so forth. Parameters
represent the lowest tier in the hierarchy structure. The model hierarchy is illustrated in
Figure 11 (Naval Sea Systems Command).
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Figure 11: ASSET/SES model parameter list hierarchy
The initial stage in creating a design is to enter the input data into the program.
This is done with the aid of an input module. The input parameters mainly comprise the
payload and mission requirements of the ship. The payload has to be defined in terms of
weight, space, and electric load requirements. Other inputs include various geometric
characteristics or data on subsystem components. Subsequently, the input data enters the
computational module. The program consists of one computational module that performs
all the calculations. This module is called the initialization module. The initialization
module uses simple parametric methods to calculate the output data.
The initialization module has two main functions: the primary function is to
provide the designer with an initial starting point; the secondary function is to execute
parametric trade studies. The program can produce a series of designs with identical
inputs except for the cushion length, beam, and Lc/Be ratio. These three variables can be
assigned a series of values, providing different outputs for each one of the values. The
outputs are plotted in graphs, where the x axis is the variable geometric characteristic and
the y axis is the desired output.
The ASSET program is a combination of a parent model with a point-based
design, but also has the features of a set-based design method when operated in the series
mode. In the point-based design framework, the user can start with a balanced parent ship
stored in the databank and then modify this ship according to his requirements. If the
parent ship differs significantly from the projected design, then he can use parts from
other ships stored in the databank. Hence, the user initiates the design procedure with a
parent design, and then improves or modifies the initial design until a successful
generation of the prospective ship is produced after a sequence of iterations.
The set-based design mode in ASSET differs from what has been traditionally
defined as a set-based design method in that the former produces designs that are
essentially part of the same family. This is because the designs created under this mode
share most of the same characteristics, while only differing in a few. In the set-based
design method, the outcome consists of a set of candidate solutions which can represent
totally different designs. This set of alternative solutions is gradually narrowed by
eliminating the weaker solutions, until convergence in a final single solution is achieved.
The ASSET set-based design mode is mainly a way to show how alterations to main
characteristics affect the overall design.
The initialization module follows the structure of a ship design spiral. Within the
initialization module, a mini-synthesis process that consists of ten sub-modules is
incorporated. As can be seen in Table 10, each one of these sub-modules corresponds to a
spoke of the design spiral. The synthesis process represents an iterative sequence, which
converges and thereafter terminates when one of the following two criteria has been met:
* A balanced design is produced.
This means that after two consecutive passes through the iterative loop, the
same design is produced. In other words, when the ship parameters fall within
0.1% in successive iterations, then convergence has been achieved.
e The iteration limit is reached.
This limit is set to ten iterations; however, reaching this threshold does not
indicate that a feasible design has been generated.
Convergence problems can arise in cases where a feasible design is not achieved.
The most common reasons for failing to converge are:
* The iterations oscillate about the desired value.
* The mission requirements are difficult to achieve.
* A poor starting point was chosen.
Another unfavorable situation that can occur is the production of an anomalous
output. In this case, the program converges but some of the results may be out of
proportion. An even more critical situation is a catastrophic failure, which results in the
termination of the program and the loss of the current model. A catastrophic failure
occurs when the input given to the initialization module is not carefully chosen. Incorrect
input data can cause frustrating situations since time may have been wasted because work
may be lost.
Submodule Function
1 Hull Geometry Establish hull form geometry
2 Hull Subdivision Determine available deck area, machinery box volume and
available tankage volume
3 Deckhouse Geometry Establish deckhouse geometry and available deck area
4 Hull Structure Perform sizing of primary hull structure
5 Appendage Compute displacement of hull appendages
6 Resistance Compute ship resistance for six powering conditions at
maximum, sustained, and endurance speeds
7 Propulsor Perform propulsor sizing and estimate propulsor
characteristics at six powering conditions
8 Machinery Perform machinery plant sizing, and determine endurance
or fuel weight
9 Weight Compute ship weight
10 Space Compute required space
Table 10 : ASSET submodules functions
The submodules that comprise the initialization module run in the order they are
presented in Figure 12. In Table 10 a brief description of the function of each module is
given. To better understand the operations executed in the submodule level of the
program, the hull geometry submodule will be further analyzed.
Figure 12: ASSET/SES submodules
As mentioned earlier, the main function of this module is the determination of the
geometry of the hull. This process is a rather simple method that consists of four steps.
The first step involves the initialization of the main cushion dimensions. Four dimensions
are considered to be the most important: the cushion length, the cushion beam, the
cushionborne draft, and the hull displacement. Together with these two principal
dimensions, the height to the wetdeck and the gross vessel weight are used for the
calculation of the main particulars.
The relations among the aforementioned parameters are based on parametric
equations. The designer has the option to choose which of these parameters will be
inputted by him and which will be calculated by the program. For instance, if he chooses
to give certain values to the cushion length and beam, all the other parameters are
calculated as a function of those two variables. On the other hand, he can set a value to
the gross vessel weight and let the program calculate all the other variables.
In the second stage, the cushion dimensions are adjusted iteratively until the
cushionborne displacement falls within a 10% range of the actual displacement. The
adjustment of the parameters depends on the choice of the user. The user may choose to
hold constant some of the parameters and vary some others in different combinations.
The different variations include the cushion length, beam, draft, and the length to beam
ratio.
In the third step and after having calculated the cushionborne draft, it is time to
calculate the hullborne draft. This calculation also involves an iterative procedure that is
terminated when the hullborne displacement does not vary more than 10% from the
actual displacement. In the final step, other geometrical parameters such as the wetted
area, the length overall, and the beam overall are calculated.
4.2.2 ADSM
ADSM is a program that provides a brief description of a feasible ACV design
concept. It is intended to provide the designer with a starting point and help him explore
the design of several vehicles parametrically. Moreover, it provides the potential for
trade-off studies and allows for rapid comparisons of various subsystems such as power
plants. However, previous experience on ACVs is a prerequisite to using this program.
According to the creators, the program is based on established fundamental ACV
design practices. Many of the algorithms that are used are based, to some extent, on data
from existing crafts. Landing Craft Air Cushion (LCAC) is the reference vehicle for
many calculations. The largest vehicle incorporated in the databank is the SR.N4, and for
this reason, the model has limitations concerning the size of the ACV. Consequently,
results out of this range should be examined with concern. Even in the large-size range,
the available number of hovercrafts is limited to a few vessels. Thus, the existing
database is not big enough to yield secure results and conclusions.
The model uses two optimization criteria to achieve design convergence. Based
on point designs with varying geometric characteristics (mainly the cushion length and
beam), it can select an optimum design based on the criteria of least installed power or
smallest total weight. The architecture of the model uses a sequential-feedback process
similar to ASSET/SES. The flow chart of the program is presented in Figure 13 (Band,
Lavis &Associates, Inc.).
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Figure 13: ADSM flow chart
The user has to provide the mission requirements and consequently select a
combination of cushion length and beam along with an initial estimate of the All-Up
Weight (AUW). In other words, the designer has to complete an input file which will then
be fed to the main program. The input file includes the following items:
* Mission requirements such as range, endurance, speed, and sea state.
" Payload requirements
e Basic geometric characteristics. The program allows the user to define a range of
values for the cushion length and beam. The program will calculate all the
combinations and save the best design of each iteration until the ultimate optimal
design is produced. For this final design, an output file is also produced.
" Weight groups
* Margins
The ADSM emulates the general design spiral of a ship, including the following
design areas which function as subroutines to the main program.
" Preliminary weight estimate
* Airflow requirements
* Lift system design
* Drag calculation
* Propulsion system design
* Choice of engine
* Transmission system
e Space requirements
e Structural design and weight
" Cost estimation
All the output values are included in a single output file that contains information
about the geometry of the craft, the cushion characteristics, the lift and propulsion system
details, as well as weight and cost breakdown.
4.2.3 Other Design Programs
Paramarine, which was examined in the previous chapter, allows for some limited
analysis in the case of ACV design. A cushion pressure 'object' can be incorporated
under the stability module. Subsequently, the final stability, including the buoyancy
provided by the cushion pressure, can be assessed. This feature is used for the design of
Surface Effect Ships.
Apart from the computer programs described thus far, there exist some other
programs that address some specific aspect of the design spiral. Such programs are
presented by (Ottosson & Rutgersson, 1991). Two programs are analyzed: SES-PRED,
which is a computer program for calculating the power demands of an SES, and
SEASES, which calculates the seakeeping characteristics of an SES. These two
programs, in contradiction to the aforementioned ones, are based on the creation of a
databank from model tests in the SSPA towing tank and not on existing vessels.
Some routines of the program use theoretical equations to conduct their analysis.
However, in cases where this is not possible, the evaluation is based on the regression
analysis of the results of experimental tests. The validity of the program predictions are
then checked against model tests in order to justify the results.
4.2.4 Conclusions
The design programs described thus far represent the typical design process. The
user has to input the requirements of mission and performance, and then, based on
historical data, execute the design and analysis. Iterations follow until the final design
meets all the requirements. It is clear that these programs adhere to the traditional ship
design methods (design spiral, parent ship etc.).
The general flow chart of the subroutines executed is sequential and they entail a
high number of iterations. Moreover, design experience on the ACV sector is necessary
for the successful use of these programs. The user must have previous knowledge in
order to carefully select the range of input values and prevent the programs from
unexpected failures. The goal is to create a model in which the user does not need any
previous knowledge in order to complete a preliminary study on an ACV design.
Another risk arising from the very nature of these models is the high chance of
getting "stuck" to a local optimum, meaning that it is difficult to produce a design that is
optimized over the entire range of parameters.
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5 Neural Networks
5.1 Introduction
Initially inspired by nature, neural networks are considered to be a powerful tool
with extensions to every scientific sector. The main advantage of neural networks is their
parallel structure, which allows them to tackle complex problems, as in the human brain.
In biology, a neuron consists of the following four parts: the Dendrites, the Cell body or
Soma, the Axon and the Synapse.
" The dendrites are responsible for the transferring of the electrical signals to the
cell body.
" The cell body is the part that processes the incoming signals.
" The axon carries the signal from the cell body to the neighbor neurons.
" The axon of one neuron connects with the dendrites of another neuron through the
synapse.
Dendrites
Synapse
Figure 15: Biology neurons
In the field of artificial intelligence, the concept remains the same. A neural
network consists of several neurons, each having inputs similar to the synapses. They
process the signals that arrive to the dendrites in the cell body and output the signal to
neighboring neurons through the axon. A representative artificial neuron consists of the
following components: the input, the transfer function, the summer, the output, the
weight, and the bias.
The input of the network is multiplied by the weight and then passed to the
summation component of the neuron. The bias is a different kind of input that also goes
to the summer in order to form the input to the transfer or activation function component.
The bias may be omitted in some neurons but in general, it is required (i.e. in cases where
the input is zero and there is no bias, the final output will also be zero, a value which is
not desirable in some problems). The final output of the neuron is a function of the input,
the weight and the bias.
Inputs General Neuron
b
1)
a =f(ip-b)
Figure 16: A single neuron
This is the simplest form of a neural network. Depending on the nature of the
problem there can be more than one input to the same neuron. However, a single neuron
is insufficient to do the work and for this reason a group of neurons working in parallel is
used, forming a "layer" of neurons. For problems that are more complex, more than one
layer of neurons are used, resulting in a multilayer neural network with multiple inputs
and outputs.
Inputs First Layer
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Figure 17: A multilayer neural network
The aforementioned components of a network comprise the basic variables of the
problem. The number of inputs and outputs are dictated by the nature of the problem. The
inputs are in accordance to the variables of the problem, and the number of neurons of the
output layer must be the same as the number of the desirable outputs. The weight and the
bias are adjustable parameters and their values are determined by an optimization
process, which is called training and will be analyzed later.
5.2 Theory
Neural networks have a broad field of application. They are used for pattern
recognition, classification, function approximation, or prediction problems. No matter the
application, training the neural network is the most important operation. The term
training, or learning, refers to the optimization of the performance of a neural network.
The learning methods discussed will be of the supervised type. In supervised learning, the
learning rule is provided with a set of examples (the training set) of proper network
behavior. The optimization of a network consists of two basic functions.
Define a performance index
Reduce this performance index
Third LayerSecond Layer
If the performance index is small, the network performs well. If it is large, the
network performs poorly. The performance index is an analytic function F(x), and in the
proceeding analysis it will be the Mean Square Error (MSE), which we want to minimize.
Other performance indexes that can be used are the Normalized Mean Square Error
(NMSE), the %error, the correlation coefficient, and the Akaike's criterion. In practice,
however, the performance index is simply a cost function that has to be minimized.
Before proceeding with the analysis, it is expedient to describe the theory that
governs the function of the networks that we will use. The representation of an analytic
function on a graph defines the so called performance surface. In the case where the
analytic function is the error function, the performance surface is also called error
surface. The gradient of this function VF(x) is the slope of the surface, while the
Hessian of the function V2F(x) represents the curvature of the surface. In other words,
they are the first and second derivatives of the function. Directional derivative is the
derivative of a function at a certain vector i.e. p[2, 1].
The performance is considered to be optimized when the global minimum on the
performance surface is found. In order to satisfy this condition we must have VF(x) = 0,
the slope must be zero, and V2F(x) > 0, or in other words, we want the Hessian matrix to
be a positive semi definite (all eigenvalues being nonnegative).
Starting from an initial point on the performance surface we can move towards
any direction. However, the desirable direction is the one that has a maximum slope.
Maximum slope means that we will arrive at the global minimum in a short time. In order
to have the maximum slope, the direction vector must be equal to the gradient.
Pk = VF(x) qxk
As mentioned earlier, the goal of the optimization of the performance index relies
on finding the minimum points on the performance surface, and thus, calculates the
optimum weights and biases. In order to locate these minimum points several algorithms
have been developed. We will examine the following:
* Steepest descent
* Newton's method
* Conjugate gradient
The steepest descent method is based on a first order Taylor series expansion of
the performance index. The name of the method is based on the fact, that we want the
performance function to descend, or decrease in other words at each iteration.
F(xk+)<F(x,) . From all the possible directions that the function decreases, we want the
one that decreases most rapidly (steepest slope). The reason is that the algorithm
converges faster when we move at this direction. Recalling from the above paragraph, in
order to have the maximum downhill slope, the direction vector has to be equal to the
negative gradient: Pk = -VF(x) q=XkThe steepest descent method is not the fastest way to
lead to a minimum point, but it is guaranteed to converge if the learning rate is not too
large.
Before proceeding with developing the other two methods, it would be useful to
define what the learning rate is. Another important parameter, apart from the direction we
move on the performance surface, is how great this move is. In order to measure the steps
at each iteration, a new variable is defined, the learning rate a, which takes values from
zero to one 0< a<1. Large learning rates indicate that the function will converge fast but
that the algorithm will be unstable, having large oscillations, or even worse, overshooting
the minimum point and diverging. Small learning rates provide a stable algorithm, but it
takes a great deal of time to converge. It is obvious that the desirable value of the learning
rate is the maximum value that yields a stable result. There are two methods to determine
the optimum learning rate:
" Minimize the performance index with respect to a at each iteration
e Select a fixed value of a and make trials
2
For a quadratic function, the maximum allowable learning rate is: a < ,
where kNax is the largest eigenvalue of the Hessian matrix, the square matrix that contains
the second order partial derivatives of a function.
A quadratic function is a function that has the form:
1
F(x)=--x . A.x+d x+c
2
Where A is a symmetric matrix, x = [x x2]
While the steepest descent algorithm is based on 1 st order Taylor series expansion,
the Newton's algorithm is based on 2"d order Taylor series expansion. The fundamental
principle of this method is to locate the stationary point of the performance function F(x).
Stationary point can be a local or global minimum, or a saddle point. The algorithm starts
with an initial arbitrary guess and trials are carried out until it converges. The
convergence of the algorithm is fast, but it may converge to a stationary point different
than the global minimum, or even diverge. Finally, Newton's method has a property
called quadratic termination which means that a quadratic function is minimized in a
finite number of iterations for nonlinear systems, and in one step for linear systems.
The conjugate gradient method is used to give solution to problems where the
number of parameters is large. In such a complex problem it is difficult in practice to
calculate the second derivatives. Thus, the Newton's method is difficult to use in tackling
the problem. The conjugate gradient method is similar to the steepest descent method in
the first direction search, while for the second direction search, it will cross the minimum
of the function instead of using an orthogonal search direction.
5.2.1 Backpropagation
The simplest form of neural networks is the single layer linear neural network,
which is called ADALINE. The learning procedure is called Widrow - Hoff learning, and
is the precursor of the backpropagation for the multilayer networks. Widrow - Hoff
learning is an approximate steepest descent algorithm, where the performance index is
the Mean Square Error (MSE). The learning rule is called Least Mean Square or LMS.
However, backpropagation is the most widely used neural network. It is a
powerful tool that can be used in a variety of problems such as pattern classification,
function approximation, prediction, and clustering. The backpropagation algorithm is
essentially a generalization of the LMS learning rule mentioned above. It is also a
steepest descent method where the performance index is the Mean Square Error. The
network output is compared to the target output and the mean square error is calculated
F(x) = MSE. In fact, we are interested in the approximate performance index which we
call F(x) = AMSE. The main difference between LMS and backpropagation is the way
the derivatives are calculated. The basic stages for the creation of the algorithm are as
follows:
e Gathering of the training set, that is the pairs of target inputs - outputs
o Propagate the input forward
e Calculate the sensitivities (derivatives) according to the formula: s = , where
an
n is a variable such as the network weights or biases and propagate them
backwards (that's why backpropagation)
e The weights and biases are updated using the steepest descent rule
The initial weights and biases of the network must be chosen in such a way that
they accelerate convergence. Hence, large or zero initial values of the parameters are
avoided in order to prevent the algorithm being trapped at a flat surface or a saddle point
respectively. The optimum method is to set the initial parameters to small random values.
Concerning the convergence of the algorithm, it is a more complicated issue than
the ADALINE. In this case, the MSE is a quadratic function that has only one minimum
point, which is the global minimum. In the backpropagation case, the MSE is a complex
function containing combinations of sigmoid functions. As a result, there are several
minimum points, so it is not an easy task to identify the optimum.
Another concept that is important when building a network is how well the
network generalizes; or in other words, how accurately the network responds to new
signals. The rule of thumb is to create a network with less parameters (weights and
biases) than the data available in the training set. For this reason, it is best to use the
simplest network architecture that yields satisfactory results, in order to avoid overfitting.
The basic backpropagation algorithm that was described earlier is, in practice, too
slow to converge. The steepest descent method has the advantage of being a simple
method but is concurrently one of the slowest minimization methods. For this reason, the
use of more sophisticated methods, in order to accelerate convergence, is imperative.
Those methods fall within two basic categories. These are:
" Heuristic techniques
" Standard numerical optimization techniques
Those techniques comprise a number of tools, of which the most widely used are:
* Heuristic techniques
o Vary the learning rate
o Vary the momentum
* Standard numerical optimization techniques
o Conjugate gradient algorithm
o Levenberg-Marqardt
5.2.2 Variable Learning Rate
In our previous discussion about the learning rate we concluded that the learning
rate has to be large enough so that the convergence is fast, but it must not exceed a
certain value that will make the algorithm unstable. In the case of single layer networks,
the error surface is a quadratic function and hence, the Hessian is constant. For this
reason the optimum value of the learning rate is predetermined; however, this is not the
case for multilayer networks. The performance function of such a network is not
quadratic and the learning rate cannot take a certain value. The optimum solution to the
problem would be to vary the learning rate during training. In order to do this, it has to be
decided when the right time to change the learning rate is, and what should be the new
value. The answer to the first question would be to increase the learning rate on flat
surfaces and decrease it when the slope increases. A simple method to illustrate the above
would be the following:
" Calculate the squared error.
" If it increases more than a certain threshold, then the weight update is rejected and
the learning rate is decreased. %>%,+.
* If the error increases less than the threshold value, then the weight updates are
accepted and the learning rate remains the same. %c=a+
e Finally, if the error decreases, then the weight update is accepted and the learning
rate is increased. S<x.+
5.2.3 Variable Momentum
The method of varying the momentum has the effect of a filter, which improves
convergence by smoothing the oscillations in the trajectories. The name momentum is
given to the algorithm because it provides the trajectory with some inertia to move
towards the average downhill direction, taking into account past values. This feature
allows the algorithm to ignore local minimums that may exist on the error surface.
Momentum is expressed with the momentum coefficient y, a variable with values from
zero to one. 0<y<1.
By increasing the momentum, the amplitude of the oscillations is decreased while
the average value remains the same. The only disadvantage is that by increasing the
momentum, it takes more time to reach this average value. In general, the method makes
the algorithm more stable especially when used in conjunction with varying the learning
rate.
In this chapter, only the basic heuristic methods were described. There are other
methods in addition to the ones discussed thus far, such as the Delta-Bar-Delta or the
Quickprop. The Delta-Bar-Delta is a variable learning algorithm where each parameter
has its own learning rate and the Quickprop is a modification of the Steepest Descent
method where the error surface is assumed to be parabolic and concave upward around
the minimum point.
The heuristic methods developed earlier have the advantage of fast convergence,
but they also have two main disadvantages. The first is that they require too many
parameters such as the learning rate and the momentum coefficient, which make the
algorithm sensitive to changes. The other drawback has to do with the complexity of the
algorithm. As mentioned earlier, there are cases where complex algorithms fail to
converge, while a simpler method such as the steepest descent would give satisfactory
results. An alternative to the heuristic methods analyzed earlier, is the use of a numerical
optimization technique such as the conjugate gradient and the Levenberg-Marquardt.
5.2.4 Conjugate Gradient
Conjugate gradient is a compromise between the simple but slow, Steepest
Descent algorithm and the fast but complex, Newton's method. Contrary to the Newton's
method, which requires the calculation of second derivatives, Conjugate Gradient does
not require this. Rather, it maintains the quadratic termination property, by finding the
minimum point in finite number of steps if the performance surface is quadratic. As such,
the Conjugate Gradient is the best tradeoff between speed and performance.
The conjugate gradient method is able to reach the minimum point of an N-
dimensional quadratic function in exactly N steps. The weights are updated in every step
in a direction that is conjugate to all previous directions in the gradient. In this way, the
zig-zagging of the 1st order gradient descent methods is eliminated. At each step, a new
conjugate direction has to be determined and follow it to the minimum error. As a result,
the algorithm moves toward orthogonal directions. "If the performance surface is
quadratic, information from the Hessian can determine the exact position of the minimum
along each direction, but for nonquadratic surfaces, a line search is typically used. In
theory, there are only N-conjugate directions in a space of N dimensions, so the algorithm
is reset each N iterations. The advantage of the conjugate gradient method is that it does
not require to store, compute, or invert the Hessian matrix (which requires many
calculations and a lot of storage for large numbers of weights)."
"The basic backpropagation algorithm adjusts the weights in the steepest descent
direction (negative of the gradient). This is the direction in which the performance
function decreases most rapidly. It turns out that although the function decreases most
rapidly along the negative of the gradient, it does not necessarily produce the fastest
convergence. In the conjugate gradient algorithms, a search is performed along conjugate
directions, which produces generally faster convergence than steepest descent
directions." (Matlab User's manual, 1994-2011)
5.2.5 Levenberg-Marquardt
The Levenberg-Marquardt algorithm is a variation of Newton's method. It is used
when the performance function has the form of sum of squares and it is called a "pseudo
second order" method. Regular second order methods require the calculation of the
Hessian matrix which entails a lot of calculations and storage. Pseudo second order
methods approximate the Hessian matrix with the aid of the Jacobian matrix which
contains only first derivatives of the errors. In this way, the Levenberg-Marquardt
algorithm approaches the speed of second order methods without being as complex.
However, even if second derivatives don't need to be calculated, the algorithm is
calculation intensive, and ends up being impractical when the number of parameters is
too large.
In order to be able to visualize the theory analyzed earlier, the different paths of
every method are presented. They all converge at the same point, following different
trajectories, steps and time to convergence.
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Figure 18: Typical backpropagation algorithms
5.3 Neural Networks in Marine Applications
The subsequent sections will review how artificial neural networks have been
applied to identifying several components of the traditional ship design spiral, with
feedforward backpropagation neural networks being the most frequently used.
5.3.1 Principal Dimensions
The first stage of the design analysis is the determination of the principal
dimensions of a ship. Clausen et al (2001) present an interesting comparison among
neural networks, regression analysis, and Bayesian networks for the determination of the
dimensions of a containership. The comparison performed involves single input as well
as multiple input models. The results reveal that neural networks perform slightly better
than other methods, mainly because of their flexibility and adaptability.
The neural network model uses the container capacity of the ship in Twenty-foot
Equivalent Unit (TEU), as the only input. The outputs are the main dimensions of the
ship: length, breadth, draft, depth, displacement, and speed. A single hidden layer with
three neurons as well as a sigmoid transfer function is used. Alterations of the same
model are examined having either two (TEU capacity and breadth) or three (TEU
capacity, breadth and speed) inputs, instead of a single one. Finally, the model is
extended to other types of vessels in which the payload capacity is the main input and the
ship's main particulars are the outputs of the network.
5.3.2 General Arrangements
The general arrangements of a ship mainly depend on the role of the ship and the
transported cargo. An example of determining indirectly the general arrangements of a
containership is presented by Ray, Gokarn and Sha (1996), where the number of
containers carried by a ship is predicted. In their study, a feedforward neural network
with supervised learning is created. A single hidden layer with a sigmoid transfer
function is used for the prediction of container capacity. The number of neurons in the
hidden layer is varied from three to five in order to determine the optimum configuration.
The learning algorithm is the modified Marquardt Levenberg and 36 input-output data
pairs are used for training the network. The inputs of the model are the dimensions
(length, breadth, and depth), the deadweight, and the speed of the containership. The
output of the model is the container capacity expressed in TEUs. This is a contrary
procedure from the one followed by Clausen et al (2001) in the previous section.
5.3.3 Structures
The study of a ship's structure involves the generation of a midship section
model, the analysis of which determines the structural dimensions (scantlings) of the
hull's elements. Such structural elements are considered the stiffeners, girders, frames
and plates. Yeun et al (1997) have created an alternative method for calculating the
dimensions of structural elements of a bulk cargo ship. Their method is different from the
other methods presented in this paper.
Their analysis relies on a federated neural network architecture. The main
difference is that the input space is partitioned into subspaces. For each partition, a
separate subnetwork is used, which is trained with data coming from the same subspace.
The problem of the boundaries among these partitioned regions is solved by using "tile"
neural networks. These networks overlap the regions of interest and are trained with data
belonging to the "tile" region. The subnetworks created are independent and their results
are not combined. The model is completed with the use of the "facilitator." The facilitator
receives the input data and defines which subnetwork, or tile network will be used for the
production of the output. The subnetworks are trained using the conjugate-gradient
algorithm. Finally, the results of the method are compared against a single neural network
approach. The federated neural network architecture proves to be more efficient in
producing lower test errors.
5.3.4 Stability
The stability of a ship is of major importance and for this reason it was one of the
first design areas in which computer tools were applied in order to facilitate the work of a
naval architect. An illustrative example of stability calculations with the aid of neural
networks is presented by Alkan, Gulez and Yilmaz (2004). They describe two models for
the estimation of initial stability. The first one calculates the vertical center of gravity
(KG), while the second provides estimations for the height of the metacenter (KM) and
the vertical center of buoyancy (KB). Both networks developed use two different datasets
from existing fishing vessels. The KG in the first network is the only output and is based
upon the geometric characteristics of the vessel (block coefficient, beam, depth, and
length to displacement ratio), which are the inputs of the problem. The second network
uses eight inputs: length, beam, draft, depth, block coefficient, prismatic coefficient,
waterline area coefficient, and displacement, while the output variables are the KM and
KB of the ship. The network architecture consists of two hidden layers, one with seven
and the other with six neurons, while the training rule is momentum with a variable
learning rate.
5.3.5 Propulsion
Propulsion is the most well-studied design sector in terms of hydrodynamics
(calculation of resistance) and machinery. There are several examples in this category in
which the major components of a propulsion train are examined. Propellers have been
extensively studied by Neocleous and Schizas (1999, 2003) and by Schizas (2002), while
engines, both diesel and gas turbine, have been included in an artificial neural network
analysis. Most of the work done thus far in terms of the engine, has dealt with control and
fault diagnosis applications. On the other hand, in terms of propellers, efforts have
focused on the selection of an appropriate propeller.
The selection of a marine propeller is a procedure that requires experiments in
order to establish the exact hydrodynamic behavior. In cases where this is not feasible, a
numeric analysis alongside the implementation of a computer simulation can provide
guidance for the selection of the appropriate propeller. Such an example is presented by
Neocleous and Schizas (1999, 2003) and by Schizas (2002). They use a feedforward,
multislab network, which is trained using the backpropagation algorithm. The learning
rate as well as the momentum are assigned a value of 0.1. Each of the three hidden slabs
uses a different transfer function. The dataset used for training and validation consists of
301 examples. The goal is to obtain geometric characteristics as well as values for the
operating conditions and performance of a marine propeller.
In the first case, the network has three inputs, which consist of the advance
coefficient, the thrust coefficient, and the number of blades. The outputs of the network
have five parameters: the pitch to diameter ratio, the blade area ratio, the torque
coefficient, the efficiency of the propeller, and the cavitation number. A quite similar
approach is used by Schizas (2002), where the input layer consists of five inputs: the
number of blades, the expanded area ratio, the pitch to diameter ratio, the advance
coefficient, and the cavitation number. The output variables are the thrust and torque
coefficient as well as the propeller efficiency. Continuing on the subject of propellers,
Schizas (2003) follows a different approach. In this study, a comparison of two different
series of propellers is studied using a Kohonen self-organizing map. The results reveal
that there exist different types of propellers sharing similar performance, which gives the
naval architect the flexibility to choose from a variety of alternatives.
A more general case is the calculation of the resistance of a ship. Couser et al
(2004, 2005) analyze the calculation method for determining the resistance of
catamarans. Two different cases, including one and two hidden layers, are examined in
these papers. The selected network architecture consists of one hidden layer with 15
neurons. There are four inputs: slenderness ratio (L/Vm), demihull beam to draft ratio
(B/), demihull separation to length ratio (S/L) and Froude number (F,). The output of the
network is the residuary resistance coefficient (CR). Training has been completed using
the Quasi-Newton algorithm. The comparison of the data gathered from experiments with
the predictions coming from neural networks reveals that the values are in congruence.
Finally, there are several examples of using neural networks in marine engine
applications. Pantelelis, Kanarachos and Gotzias (2000) use a neural network model for
the fault diagnosis of turbochargers in marine diesel engines. The backpropagation
algorithm with optimal learning rate is used in an architecture with a single hidden layer
and 20 neurons. The transfer function used in the hidden layer is the logistic sigmoid
function. The input vector consists of the harmonic peaks of the power spectral density
components of the vertical velocity of the turbo bearings, while the output vector consists
of the unbalanced masses of the turbo discs. A fault diagnosis example for diesel engines
is also presented by Dimoulas and Nightingale (1996). Other marine engine applications
include the prediction of Nox emissions (Song and Guo 2002), the development of an
algorithm for the stall of gas turbines (Caguiat et al 2006), and control applications in
engine-Controllable Pitch Propeller (CPP) systems (Morita and Fukuba 1994).
5.3.6 Hydrodynamics - Seakeeping - Maneuvering
The hydrodynamic analysis of a design consists of the assessment of the
seakeeping, as well as the maneuverability qualities of a ship. The seakeeping analysis of
the behavior of a floating structure is the most difficult component of the design spiral
since it involves complex hydrodynamic forces as well as non-defined random processes.
Cepowski and Szelangiewicz (2001) evaluate the seakeeping behavior of a ship in
terms of the frequency transfer functions. The transfer functions of roll, pitch, and heave
are computed using neural network systems. The transfer function of roll is assumed to
be the function of a coefficient equivalent to the Froude-Krylov reduction coefficient (a)
as well as to the dimensionless dumping coefficient (b), the wave direction angle relative
to the ship, the regular wave frequency, and the natural rolling frequency. The natural
rolling frequency depends on the added mass coefficient (k,,). The values of a, b, k, are
decided with the aid of three independent neural networks. The neural networks created
use basic ship characteristics as input variables. Some of them are the breadth of the ship,
the draft, the metacentric height, the length to beam ratio, the immersed volume, etc. In
the calculation of a, seven inputs are used, while for b and k,, the number is five and
three respectively. The number of hidden layers for the three networks is: one for a, and
three for both b and k.
In a similar manner, the pitching transfer function is expressed as a function of r,
s, and t, which represent coefficients dependent on design parameters. A single neural
network is employed, which has eight inputs primarily consisting of major ship
particulars, as well as the direction angle of waves relative to the ship. The outputs are the
three aforementioned coefficients, while the neural network architecture consists of three
hidden layers.
Finally, the heave transfer function is directly computed with the use of a single
neural network of one hidden layer with eight inputs and eleven outputs. The inputs are
once again the ship geometrical characteristics and the speed of the ship. The output is
the heave transfer function in eleven different and discrete wave frequency values.
Cepowski and Szelangiewicz (2001) have used a rather complex modeling since the
neural network architectures include a large number of layers and neurons compared to
the other examples presented in this paper.
Khan, Bil, and Marion (2005) study the roll angle of a ship as a determinant factor
for the launching and operation of naval systems. The goal of this study is to predict the
future values of roll angle as a function of time. A simple neural network configuration
consisting of one hidden layer, four to six inputs, and one output is developed. The
training data consists of nine sets coming from frigates operating in sea states 5-6.
The maneuvering of a vessel refers to another three ship motions: surge, sway,
and yaw. Rajesh et al's (2010) work is related to the calculation of nonlinear functions gi,
g2, and g3 of the maneuvering equations. They developed three different models in which
gi, g2, and g3 are functions of a different number of known parameters for each model
(12, 5, and 3 respectively). They used simple network architecture consisting of an input
layer with five inputs: surge speed, sway speed, yaw rate, rudder angle, and a unity bias.
Secondly, it incorporated a hidden layer, and finally, an output layer with the three
unknown functions. They varied the number of neurons in the hidden layer, testing 11,
16, 26, and 51 neurons. As a result, they found that the architecture with 16 neurons
provided the best outcome in all cases. The Levenberg-Marquardt backpropagation
algorithm has been used for the calculation of network coefficients. The training data
comes from three simulated cases: two zigzag maneuvers and a spiral one. The results
indicated that the model with five known parameters performed the best.
5.3.7 General Design
A more holistic approach to ship design is presented by Sha, Ray, and Gokarn
(1994). It is a successful effort to overcome the sequential character of the design spiral.
The structure of the model connects subnetworks that work in parallel. However, the
sequential character is not completely eliminated and in some cases the outputs of one
network are used as inputs to another network. A simplified arrangement of the model is
presented in Figure 19 from the same paper.
Figure 19: The multi-network structure of the design model
The model created is another example of the application of neural networks to
containerships. The model consists of five subnetworks, evaluating the major
characteristics of a containership such as the main dimensions, power and fuel
requirements, and weight estimates. The subnetworks have one hidden layer and use the
modified Marquardt Levenberg algorithm for learning. The structure of the subnetworks
is simple and consists of a small amount of neurons, the number of which varies from
two to four. Two different cases are examined depending on the number of neurons in the
hidden layer. The results of both cases are satisfactory and predict with accuracy the
desired characteristics.
5.3.8 Other Marine Applications
Apart from the applications being described above, neural networks have been
used in other sectors of marine engineering, not pertaining to ship design. Such examples
are presented by Fujii (1995) in which the control of an underwater vehicle, the fault
diagnosis of Autonomous Underwater Vehicles (AUVs), and the processing of acoustic
signals are examined. Another example of an underwater marine application is the
control of an oscillating fin propulsion system (Yamamoto 1995). Neural networks are
used in order to predict the motions of sway and yaw as a function of thrust and speed
requirements.
Finally, neural networks can be used in shipbuilding in order to facilitate the
manufacturing process. Moon et al (2006) study the use of neural networks in classifying
the stem and stem hull plates of a ship. In this paper neural networks are used as a pattern
classification tool.
5.3.9 Conclusions
The general summation of the application of artificial neural networks in naval
architecture is that the results obtained exhibit low deviations from actual values,
resulting in accurate predictions. Clausen et al (2001) compare the results against
Bayesian networks and regression methods, proving the superiority of neural networks,
largely because of their flexibility. In contrast, regression methods can only offer the
relation between two variables at a time.
The neural networks described thus far can be considered well established
architectures that have been used successfully in many scientific applications.
Feedforward backpropagation networks, with a sigmoid hidden layer and a linear output
layer, are the most frequently used. Simple structured networks, with a small number of
hidden layers and neurons are adequate in predicting a desirable outcome. No unique
optimum architecture exists; however, it appears that the amount of neurons used in the
hidden layer is not a vital factor providing that the number is not too large, since this may
lead to overfitting.
There seems to be a general preference concerning the type of ships that have
been studied. The most popular category is comprised of containerships. This is most
likely due to the fact that they exhibit a higher degree of homogeneity. The payload
transported is uniform and consists of containers with standardized dimensions. The
propulsion system is quite simple, consisting of a single low-speed diesel engine and a
single shaft-propeller system. The hull lines also follow certain principles. All of these
parameters allow the analysis and the collection of data to be straightforward.
In most of the cases presented here there is a central assumption: the principal
dimensions and the geometric characteristics of a ship are known. In other words, there is
a general presupposition that the first spoke of the design spiral is given. Only Clausen et
al (2001) consider the payload and speed requirements as starting points and deduce the
geometric characteristics.
5.4 Neural Networks in the ACV Design Problem
In many naval architecture applications, regression analysis is the main tool for
prediction and data derivation via interpolation. The advancements in computer
capabilities have allowed for the development of more elaborate and effective tools for
dealing with problems of prediction and function approximation. Neural networks have
several advantages compared to other traditional methods used in the past, which make
them particularly attractive in the field of naval architecture.
Neural networks can be excellent prediction tools in cases where there is little
information about the relationship among the input and output variables. They can
produce very precise modeling, especially in cases where there is no linearity. Almost all
real-life problems are essentially non-linear and hard to tackle with traditional techniques.
Neural networks are extremely flexible as they demonstrate a large number of degrees of
freedom. They can approximate practically every function, no matter how complex, and
thus are ideal for large scale complex problems like the design of ACVs.
Another important property is their adaptability. Once the designer has decided
the optimum architecture of the network, he can feed the network with additional data,
use new data sets for alternative problems, and retrain the network. It is obvious that
neural networks are an easy-to-use tool once they are created. The only drawback one can
claim is that the results are in a form that is not physically meaningful; there is no
equation which can be physically interpreted.
To illustrate the power of the aforementioned tool, a basic neuro-dynamic model
was created and applied to the design of ACVs. The model was created in Matlab and the
results were tested with two other programs. The specifics of this model are as follows:
In the preliminary design stage the initial requirements are set. From those
requirements three are the most significant, which need to be defined by the prospective
shipowner and operator: 1) What the designated vessel can carry with respect to weight
2) How quickly the vessel must reach the destination 3) The distance to the destination.
In other words, there are three basic inputs to all ship design problems: the vessel's
speed, range, and transported payload. An experienced naval architect is able to make a
rough estimation of the basic outputs in order to satisfy the requirements. Those outputs
are the dimensions of the vessel and its power. In our case, the dimensions are expressed
in terms of the displacement and the length of the vessel. In other words, the three
outputs we are focusing on are the length of the vessel, its displacement, and its power.
The problem described is quite general and the variables entering the analysis are
hardly interconnected. For this reason, the model cannot be considered a simple, but
rather complex representation of those three important ship characteristics, or outputs.
Specifically, the length of the ship provides information for the berthing capabilities and
limitations, as well as strength estimates. The displacement is a measure of the whole size
of the ship, and the power is directly related to fuel consumption and cost. Thus far,
neural networks have mainly been used for problems in which the variables are directly
or indirectly correlated through mathematical relations. Such problems are the calculation
of the resistance of a ship or the design of marine propellers as presented in (Couser et al,
2004) and (Neocleous & Schizas, 1999). This research proposes the utilization of neural
networks in a different manner; to connect variables that would be otherwise independent
to each other in the design process of ACVs.
The preparation of the ACV model followed the subsequent stages:
* Data preparation
* Choice of network architecture
* Development of the code
* Testing of the model
e Evaluation of the results
e Iterations, varying the network characteristics until satisfactory results are
obtained
In order to create the model, data for the training of the network had to be
collected. The required data was gathered from the total amount of the ACVs used
worldwide. Outdated ACVs belonging to the first generation of crafts were excluded
from the database because the characteristics of ACVs have been improved over the
years. A small part of the data was simulated in the experiment since some of the
required information was not disclosed by the manufacturers. In these cases values from
vessels with similar characteristics replaced the missing components of the dataset.
ACVs were divided into two categories, namely hovercrafts and SESs.
Concurrently, two different but structurally similar neural models were created. The
results of this first iteration were not encouraging and the networks did not perform well
as a consequence of the inadequate amount of available data. For this reason, the two
models were incorporated into a new one containing both types of ACVs. This step was
justified since both types of vehicles share the same principles. The new model was
tested again proving the validity of our assumption. Even though the new results were
more realistic than in the first experiment, there was still margin for improvement. In
order to improve the model, a larger training dataset was used. The larger the dataset, the
more accurate the predictions were.
However, the number of ACVs used today is comparably smaller to other types of
ships, thus the dataset available was finite and limited. For this reason, the input data was
completed with additional data coming from another source. The additional data is the
result of the ASDM program created by CDI Marine and presented in chapter 4.2.2.
These results were used in the context of the 13.414 class during the design of an ACV
for the US Navy.
From the previous discussion it is obvious that the quantity and quality of the data
imported to the network is quite important since it determines the efficiency of the
designed network. The dataset has to be large enough in order to be partitioned into the
following subsets: training set, validation set, and testing set.
* Training data is the information used to train the network. It is responsible for the
calculation of the weights and biases and for the minimization of error. It is the
largest subset of the total data.
" Validation data is the portion of the total data which is set aside during the
training process. It is used for tuning the network without changing its weights. It
tests the network performance by calculating the validation error between the
original and the produced results. Validation error is used to determine when to
stop the network training and avoid overspecializing. It ensures the adequate
generalization of the network.
* Testing data is the only part of data which is actually set aside, since validation
data affects the training process by stopping it. The test dataset is used to assess
the accuracy of the predicted outputs when new data is presented to the network.
The user is free to choose the proportions of data used in each of the subsets. A
representative proportion would be 70% for the training data, 20% for the validation data,
and 10% for the testing data.
Choosing the appropriate architecture is usually the most difficult part of the
problem since it requires a lot of experimenting with different configurations. In some
software this is alleviated by the use of Genetic Algorithms, which search for the optimal
structure. In our analysis, networks having one or two hidden layers were examined. In
general, complex models with a large number of hidden layers and neurons should be
avoided because the model will be inaccurate, slow to train, and may overfit. A rule of
thumb for the number of neurons in the hidden layer is 2n+l, where n is the inputs to the
network.
After processing the data collected and deciding upon possibly efficient network
architecture, a Matlab model was developed and tested. The testing of the produced
network was done using a diversified "production" dataset. This testing set consisted of
four different parts of data: values within the range of training but with intermediate
values to the ones trained, extreme or out of the training range data, data of existing
vessels, and data produced by the ASDM program. In cases where negative values were
produced, iterations on the initial characteristics of the network were carried out until the
results fell within a reasonable range. Finally, the results were evaluated and compared to
the Easy NN-plus and the Neurosolutions programs in order to validate them.
Ultimately in our analysis, a batching learning mode was used. Batch learning
indicates that the weights are updated after the use of all the target input-output pairs. The
alternative is the On-line learning, which updates the weights after the use of every target
pair.
5.4.1 Matlab
A code was created using commands and functions from the neural toolbox in
Matlab. The model is a feedforward network that uses backpropagation training.
Backpropagation neural networks were preferred because they are the most common and
most powerful types of neural nets. The algorithm produced is presented in Appendix 1.
The code generated has no limitation concerning the choice of parameters. The user can
at any time alter the parameters of the network in the event that the inputs change.
Initially, the training data was prepared and converted to a compatible with
Matlab format. Subsequently, network architectures containing one, two, and three
different layers were created in order to decide the best configuration. Networks having
more than one hidden layer are generally able to perform better, and for this reason, the
effort was focused on architectures having two and three hidden layers. More complex
architectures were avoided since they do not yield better results. As the number of layers
increases, so does the number of weights and biases to be calculated.
The size of the network is limited by the number of training examples. In order to
achieve sufficient generalization of the network, the sum of the weights and the biases
together has to be less than the number of training examples. Another theory supports
that the number of the training pairs has to be double the number of weights and biases.
In our analysis, two layer networks yielded better results. When creating the
hidden layers, the user must choose the transfer or activation function for each layer. For
the first hidden layer, a logsigmoid function is preferred since this function scales all the
inputs to a range between 0 and 1. The function preferred for the second layer is a linear
transfer function for simplicity.
Before starting the training of the network, a stopping criterion has to be set. This
can be the goal performance, which is a desired minimum mean square error value. In
cases where the goal is not achieved, the training stops automatically at the maximum
number of epochs (iterations) which was set to 1000. It is obvious that the smaller the
mean square error, the better the performance of the network. Initially, a performance
goal of 0.1 was used, which yielded reasonable results. The results were further improved
after reducing this value to 0.05. This was the goal performance used in most of the
experiments. However, when the goal value was set to 0.001, overfitting occurred and
negative values were produced. Negative values mostly concerned those designs that
were out of the training range and may not be feasible. Finally, goal values of 0.03
produced acceptable results.
During the modeling process different types of training methods were tested.
These included the following:
" Gradient descent
e Gradient descent with momentum
* Scaled conjugate gradient
" Levenberg-Marquardt
From these four methods, the first is the simplest one, but the least efficient, thus
only the remaining three were used for the majority of experiments. After performing the
analysis, the Levenberg-Marquardt algorithm proved to be the fastest to converge.
In most of the cases described above, a learning rate of 0.05 proved to be fast
enough to converge, while at the same time small enough so that it did not miss the
minimum point on the performance surface.
After running the algorithm, the following graphs were produced in order to
evaluate the results:
* A Hinton diagram, which is a graphical representation of the weights and biases
of the network.
* The training history or performance of the network
* Diagrams comparing the target, output and test values of the three outputs (length,
displacement and power) against speed
* A linear regression between the network's output values and the corresponding
target values
In comparing the above graphs, it was evident that the architecture which
produced the best results was the one with 2 hidden layers; the first one having 5 neurons
and the second having 3 neurons. This confirms our previous statement that simpler
networks produce more efficient results.
Each network created was finally fed with a test dataset, in order to get an
illustration of the results. A final diagram, containing the best Matlab network
architectures in comparison with the real vessel values was produced, as can be seen in
the following figure.
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Figure 20: Matlab best network architectures against real values
5.4.2 EasyNN
Although the results obtained in Matlab were satisfactory, it was useful to test
them against other existing software. A demo version of the software EasyNNplus of
Neural Planner Software was used to verify the results produced by the code written in
Matlab. The software implements a multilayer perceptron network trained using
momentum. The user can set the values of momentum and the learning rate. It is also
possible to let the program optimize these two values. Since it was a demo version, the
degree of freedom was limited compared to Matlab, i.e. there was no option of varying
the training methods.
Since the most efficient network configuration produced with Matlab was the one
with two hidden layers, the efforts in EasyNN were focused on networks having two
hidden layers. One configuration with three and another with one hidden layer were
enough to verify what was proven in Matlab. As previously mentioned, if the number of
training examples is given, there is a notion of the network's size. In our study, the input
dataset consists of 187 exemplars, 15 of which were used for validation purposes. Thus,
the maximum number of weights available is 172, which corresponds to a network with 2
hidden layers having 12 neurons in the first layer and 9 in the second. However, the
network that performed better was the one with 8 neurons in the first layer and 5 in the
second.
In the analysis performed three different training termination methods were used.
The first one was to set a mean square error goal, similar to what was done in Matlab.
The second one was to stop training when the average validating error increases. Finally,
the last termination method occurred when a percentage of the total validating examples
were within 10% of the values of the desired outputs. No maximum number of iterations
was chosen, and the networks were allowed to run until one of the aforementioned
stopping criteria was met. The method that produced the best results was the one in which
a predefined amount of the validating data had to fall within the desired output range.
The 2 hidden (8 neurons, 5 neurons) network used 50% of the validating data to
fall within 10% of the desired data. The termination criterion was met after a very large
number of epochs, equal to 74201. The percentage of validating data that achieved values
within the 10% range of the desired outputs was 53.3%.
The program produces performance graphs of the networks that were created, and
graphs of predicted values against true values for the training and the validating set.
These give the user the capability of evaluating the results and comparing different
network architectures. Results of the various graphs are presented in Appendix 2, while a
graph with the most efficient networks and a comparison of their performance is
presented below.
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Figure 21: EasyNN best network architectures against real values
5.4.3 Neurosolutions
Neurosolutions is a neural network modeling software by NeuroDimension
Incorporated. An evaluation version was used, as in the case of EasyNN. This program,
contrary to the other two, has the option of using genetic optimization in order to
determine the optimum value of the learning rate, step size, and number of neurons in
each layer. In the other two codes, we had to vary these parameters manually and
experiment with them in order to find the optimal network architecture. Hence, as a first
step, the "neural expert" module automatically determined the optimum values of
neurons and learning rates. The neural expert creates, by default, a network consisting of
two layers; the first using a hyperbolic tangent transfer function, and the second using a
bias. The default training method is the momentum backpropagation.
However, in the experiments that followed, the hyperbolic tangent transfer
function was replaced by the logsigmoid. The reason being that the tanh function scales
within the range -1 to 1, while the logsigmoid scales in a range from 0 to 1. The latter is
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preferable since the variables of the problem are physical parameters that do not accept
negative values.
In the analysis, from a total of 187 training examples, 20% were used as cross
validation data, while 5% were used for testing. The termination rule used was running
for 100 epochs with no improvement in the validation error. Once more, most of the trials
were limited to 2 layer networks and a maximum number of 17 and 9 neurons,
respectively, were used in each layer, although the number of weights was relatively
high. The results revealed that the simpler networks with smaller numbers of neurons
performed better.
The same training rules, as in the previous methods, were used (momentum,
conjugate gradient, and Levenberg-Marquardt). However, the decision was made to
experiment with two other algorithms, since the program offered this option. These were
the Delta-Bar-Delta rule and the Quickprop. These two algorithms did not perform as
well as the popular algorithms used in the two other methods. They produced a high
mean square error in comparison to the other algorithms, and for this reason they were
neglected.
The results obtained from running this program were contradictory. The network
with 17 neurons in the logsignoid layer performed exactly the same as the simpler
network having 12 neurons in the logsigmoid layer. Specifically, they performed
equivalently in terms of the mean square error (0.0032). But since the cross validation
error of the simpler network was smaller, it was chosen over the more complex one. The
network with 8 neurons in the sigmoid layer also performed the same, but since the cross
validation error was high, it was rejected. Furthermore, the simplest network having only
5 neurons in the sigmoid layer, and 3 neurons in the linear layer, produced a slightly
higher mean square error (0.0035) than the 12 neuron network. It did, however, produce
a lower validation error.
All the networks described used the Levenberg-Marquardt learning rule, which
proves that this algorithm produces better results while maintaining the fastest
convergence time. Nevertheless, the network architecture that produced the results closest
to the real ACVs values, was the one selected by the neural expert module with a
hyperbolic tan hidden layer having 7 neurons. A comparison of the performance of the
different architectures is presented in the figure below.
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Figure 22: Neurosolutions best network architectures against real values
5.4.4 Conclusions
The problem which was focused on in this study is a general design problem and
is complex for two main reasons. The first is that the data used to perform the analysis is
limited and belongs to two different types of vehicles. Hovercrafts and SESs may work
using the same principle, but some of their characteristics are different. Hence, it was
predetermined that the results would not be ideal. It would be easier to analyze a lower-
tier problem of the design process, such as the structure of the vessels, where more
information would be available. The second main concern is that the input and output
variables chosen have little correlation with each other. Each one of them depends on a
variety of other variables, making it impossible to deduce a direct relation among them as
it would be the case of a subproblem.
Naval applications that have used neural networks for decision-making purposes
mainly refer to simpler and lower-tier problems, where the variables entering the problem
have some degree of correlation; the change in the value of one affects directly the rest of
the variables. Such cases were already analyzed under the context of the design spiral in
the previous paragraphs.
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The model, as described in the previous chapters, may apply to all kinds of ships,
but ACVs have several peculiarities that do not allow the naval architect to come up with
a rough estimation of the outputs as would be the case with other types of marine vessels.
For this reason the development of this model is extremely useful as it provides the naval
architect with a handy tool for quick calculations.
For the purpose of the development of the model, an extensive amount of
different networks was tested with the aid of the codes analyzed earlier. In order to avoid
the inclusion of a vast amount of tedious information, only the most representative
examples are presented here.
The model that was created in Matlab proved to be an efficient tool for predicting
three of the initial characteristics of an ACV. The fact that the model performs well is
crosschecked with data coming from real ACVs, as well as with the results coming from
two other programs. The results exhibit a good response in the range of the training set,
but if the inputs are out of this range, then the outcomes have to be considered with
concern. The algorithm presented can be improved as soon as new data becomes
available. The algorithm can be easily retrained and adapted to new data to produce
improved predictions.
The results of the comparison of the three methods are illustrated in the following
figure, where one can notice that the EasyNN code performed slightly better than the
algorithm written in Matlab. However, both methods proved to yield better predictions
than the results obtained in Neurosolutions. All three methods verified that the
Levenberg-Marquardt algorithm is the fastest and most reliable, while the momentum is
the slowest to converge.
Conclusively, the formulation of the problem, as well as the choice of the
parameters were deliberately chosen to be general in order to show the power of the
neural networks in tackling complex, large-scale decision problems.
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Figure 23: Comparison of the three methods
5.5 Neural Networks and Ship Operations
In times of economic crisis, such as the one the world is currently experiencing,
operations management is quite important. Furthermore, stricter measures and
requirements are imposed by organizations like the IMO (International Maritime
Organization) in terms of safety, pollution control, etc. Adhering to these stricter
regulations represents a greater challenge for the ship designer.
Terms like "slow-steaming" or "dynamic trimming" are beginning to be used
more frequently every day. The result of the successful implementation of these
procedures is dual: less fuel consumption is achieved, which translates to both reduced
operating costs and emissions. Thus, the ship operator saves money, as well as helps
protect the environment.
Slow-steaming is the process of reducing the service speed of a ship in order to
achieve the aforementioned goals. Sometimes this is combined with the replacement of
the propeller with a new one, which is more efficient in the new speed range. Similar
results can be obtained by adjusting the trim of a vessel to an optimum level. In this case,
the speed does not necessarily have to be reduced. Systems like the DTA (Dynamic
Trimming Assistance) of Eniram (NA, 2010) have been developed in an effort to
optimize this process.
While the reduction in speed has obvious results in the fuel savings of a ship, the
effect of trim to the resistance is more complicated. Trim is the difference between the
fore and the aft draft of a ship, and it is measured in length units. The trim of a vessel
depends mainly on the loading conditions. In order to analyze the effect of speed on trim,
a zero trim at zero speed will be considered as the starting point. At low speeds, a slight
trim by the bow is generally observed, which progressively reverses to a trim by the stem
as the speed increases.
Evidently, the impact of trim on resistance differs for small planning crafts than
for large displacement vessels. However, even in large commercial vessels, the effective
adjustment of trim has resulted in annual fuel savings of 4% according to Eniram (The
Naval Architect, 2010).
For the average merchant ship hull shape, a trim by the stem results in increased
resistance in low speeds and decreased resistance in high speeds. This occurs because the
increased aft draft causes the waterplane area to become fuller at the stem, increasing the
form and separation resistance. Yet at high speeds, this is offset by the reduced wave-
making resistance due to the finer bow section (Lewis, 1988).
Eniram has developed a system that takes into account certain variables and then
suggests what the trim of the vessel should be, in order to minimize fuel consumption. In
Table 1Table 11, the required input parameters, as well as some additional input
parameters, are presented. The system requires the installation of certain sensors in order
to measure some of its critical features. However, the exact way the output parameter
(trim) is calculated is proprietary.
Required variables Optional variables
Speed over ground Depth
Speed through water Propeller RPM
Wind speed and direction Sea water temperature
Propulsion power Air temperature
Tank volumes Rate of turn
Draft Heading
Fin stabilizer position/angle Location
Shaft generator power
Table 11: Variables used by the Eniram system DTA
5.5.1 Description of the Proposed Model
While some of the variables listed in the table above require certain sensors to be
installed onboard a ship, the method we are proposing does not require any additional
components, except for the ones already used onboard. The other two advantages are a
smaller number of parameters required and the simultaneous optimization of more than
one parameter.
In this analysis, a typical merchant vessel (tanker, bulk carrier, etc.) is assumed.
This kind of vessel usually utilizes large, slow-speed, two-stroke propulsion engines. The
range of values assigned to each variable is based on average values that can be found in
databases, such as the Clarksons Ship Register (2011). Since the tool used to implement
the proposed model is a neural network architecture, a training set is necessary for the
realization of the network. Unfortunately, there is no real dataset that could be used to
train the network. For this reason, simulated values were used instead.
For the purpose of the analysis, both environmental and ship attributes were used
as input variables. The first parameter considered was the sea state. The sea state directly
affects the ship speed, and in rough seas, added resistance due to waves is experienced by
the ship. The increase in resistance leads to an increase in engine loading and fuel
consumption in order to maintain the initial speed. The environmental conditions depend
on the area where the ship operates, and in this case, a sea state range from 1 to 6 was
selected.
The second parameter that is directly coupled to the sea state is the heading of the
ship. Heading is the angle formed by the longitudinal axis of the ship and the direction of
the waves. Depending on the direction of the waves that the ship encounters, the effect on
the resistance and the speed reduction is different in each case. The worst case scenario is
when a ship travels in head seas, or in other words, against the current of the waves. In
this analysis, basic courses were considered, as can be seen in Table 12.
Direction Degrees
Head seas 0
Quartering head seas 45
Beam seas 90
Quartering following seas 135
Following seas 180
Table 12: Principal ship headings
The third parameter that completes the basic seakeeping behavior of a ship is the
speed. The speed of a ship is the most crucial parameter when it comes to cost reductions.
In a high sea state, a ship experiences both involuntary and voluntary speed reduction.
The waves unavoidably increase the drag, and phenomena like deck wetness or bow
slamming oblige the captain to reduce the speed and possibly change the course of the
vessel.
The next parameter used was the trim of the ship, which was analyzed in the
previous chapter. The value range tested is from 0.5 m trim by the bow, to 1.5m trim by
the stem. The final input variable is the revolutions of the engine. Knowing the
revolutions of the engine, we can derive other engine characteristics by using
performance curves, such as the ones presented in Figure 24. These are charts developed
by the manufacturer of the engine and are used as a reference point in order to assess the
condition of the engine. As can be seen in the same figure, important variables such as
brake horsepower, engine rpm, specific fuel consumption, exhaust gas temperature,
among others, are associated with each other. Since this study assumes the use of large,
slow-speed, two-stroke diesel engines, a range of 90 rpm to 110 rpm was considered in
the calculations.
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Two variables that drive the cost of the operations were selected as the outputs of
the problem. The first variable was named efficiency. The term is quite broad and in
order to explain the concept, it is imperative to first discuss the different power types that
can be defined in a propulsion train.
There are various power terms in a propulsion system as we move from the
engine to the propeller. The power that comes out of the propulsion engine is called the
brake horsepower. Brake horsepower is a function of the torque and revolutions of the
engine, and it is measured at the crankshaft coupling.
Frake =2r Q-n
Shaft power is the power that is transmitted to the propeller by the shaft of the
ship. Since there are some losses in the stem tube, the deliveredpower is the actual power
that enters the propeller. Subsequently, the propeller advances into the water, producing
thrust power, and the final actual power is what is called effective power. Effective power
is a function of the resistance and the speed of the ship (Lewis, 1988).
Peg = R -V
The efficiency of such a system is defined as the ratio of the useful power to the
energy spent to produce the useful power. In a ship's case there are several efficiencies,
but the most common one is the quasi-propulsive coefficient. This coefficient is defined
as the ratio of the effective power to the delivered power. Although the delivered power
could be determined since there are systems onboard measuring the propeller rpm
(revolutions per minute), we found it more meaningful to define an overall efficiency
calculation that takes into account the power that is produced by the engine along with
the final effective power.
The torque of an engine can be recorded with appropriate instrumentation;
however, this is not a standard instrument that is installed in every ship. On the contrary,
the resistance of a ship is something that is derived by model testing or computer
simulations during the design stage. Moreover, the resistance depends on various other
parameters such as waves, trim, etc.
For this reason, and since the values of various parameters of the problem are
based on simulated derivations, the approach that is followed does not rely entirely on
physics or on mathematical equations. Rather, it relies on the flexible nature of neural
networks. Therefore, an efficiency variable based on the engine speed and the actual ship
speed was assumed. From a mathematical point of view, such a definition would not be
allowed given that efficiencies are non-dimensional variables. The approach may be
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simplistic; however, the results obtained are intuitive and satisfactory. In order to achieve
this, the engine revolutions are divided by the quantity 27r before deriving the ratio. In
this way, the values obtained are within the range 0 - 1, which is the normal range for an
efficiency variable. The actual efficiency value would be from around 60% to 70% for a
ship in the category we are considering.
The second output variable that drives the cost is the fuel, or Specific Fuel
Consumption (SFC). SFC is a quantity measured in grams of fuel per kilowatt times hour.
In Figure 24, SFC is given as a function of the horsepower. Based on the same diagram,
SFC can also be related to the engine speed. One would expect that SFC would increase
as the horsepower or the engine speed increases. However, this is not the case. On the
other hand, if we consider the net fuel consumption, it clearly increases as the engine
speed rises. The model can work with both variables. In the case where the net fuel
consumption is considered, the fuel level on the service tanks must be recorded in order
to derive the fuel consumption. If SFC is used instead, then by knowing the engine speed
the SFC for this particular value can be calculated. In this analysis, SFC was considered
as an output and it was assigned in the range of 180 g/KWh - 190 g/KWh. The total of
the variables of the problem are presented in Table 13.
Input variables Output variables
Sea state Efficiency
Heading Specific Fuel Consumption
Service speed
Engine revolutions
Trim
Table 13: Variables of the problem
The model developed, and consequently, the neural network consisted of an input
of five variables and an output of two variables. The neural network is made of two
layers, the first one having eight neurons, while the second one having two neurons. The
transfer functions for these two layers are the log-sigmoid and the linear respectively. The
network uses a feed-forward backpropagation architecture and is developed using Matlab
as a platform.
101
5.5.2 Implementation and Results
In order to obtain realistic results, the values of the variables are carefully selected
so that they lie within the reasonable limits of a regular ship's operation. However, this
strategy alone is not enough. What further needs to be done is to determine the way these
parameters move in relation to each other. For example, what happens to variable 1 when
variable 2 increases? An exact answer to this problem is difficult to formulate; however,
we can roughly predict some of these relationships.
More specifically, for the needs of the problem, the assumption that there was
increasing sea state was used as a starting point. When the sea state increases, the ship's
speed obviously will move in an opposite direction. The speed reduces in order to avoid
heavy environmental loads on the vessel, and if this occurs, then the speed of the engine
will also decline. The heading of the ship is also affected by the sea state. After a certain
state is reached, depending on the size of the ship, she may experience deck wetness or
slamming of the fore part of the hull. For this reason, a change in course may be adopted
as a corrective action. In most cases, following the seas is an effective option, as they
actually provide additional thrust. Consequently, since the sea state increases, the heading
angle will also increase. Nevertheless, the trim of the vessel is not directly affected by the
sea state.
In the case of the output variables, an increase in the sea state will result in a
reduction of the efficiency of the vessel. This is because the engine is more loaded in
rough seas than in calm seas, and part of the power is lost in the additional drag of the
waves. On the other hand, it is not clear which direction specific fuel consumption will
follow.
These assumptions were implemented in Matlab by first assigning the variables
random values within the limits set previously. Then, they were sorted in an ascending or
descending order, depending on their interaction. For the training of the network, 10.000
simulated cases were created.
The next stage was to test the network and check the validity of the results. Since
there is no actual dataset to be used for this purpose, random test sets had to be fed to the
network. For this reason the performance of the model can be assessed by using
qualitative criteria. The first test set created assumes a variable value for the sea state and
fixed values for the rest of the inputs. In this way, we can observe how the output
parameters are affected by a change in the sea state. Another similar set was created
consisting of a variable value for the heading, while the rest of the parameters had a fixed
value.
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Since the parameters of the model are constructed using the random function in
Matlab, the results vary in each run of the code. A couple of such cases are presented in
Figures 35-28. The graphs show that when the sea state increases, the efficiency
decreases, while the specific fuel consumption increases, or it can have a concave form.
When the heading varies from head seas to following seas, the efficiency decreases
approximately up to the point where the weather is amidships. Then, it begins to increase
once again as the weather moves to the stem of the ship. On the other hand, SFC exhibits
a steady decrease as the heading of the vessel moves to following seas.
Similarly, the user can create different combinations and vary the values of the
parameters accordingly, examining every time what the new responses are. In this way,
the ship operator can experiment with various headings, speeds, trims, etc. in an effort to
minimize cost. The results obtained can be considered reasonable, given that they lie
within realistic boundaries and values. The initial assumptions may be gross;
nevertheless, they yield satisfactory results, leading to valuable conclusions.
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Figure 27: Sea state - efficiency, sea state - SFC diagrams case 1
104
0.6G
0.65
0.645
0.64
U.G35
184.8
184.6
184.4
- - - - . - - -- - - - - - - -.-- - - -.-- .- -- .-. - . - - -
- ......... - - --- --------- -------- 
---- ---- 
-
0.68
0.66
0.64
0.62
185.05
185
184.95
184.9
- - - - - - - - - - -. - - - - - - - - - - - - - - - -. - - - - - - - - - - - - - . . . . . . . . . . ..
.
-- - - - - - - . - . - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - --.. . . . . . . . . . . .
-- ----- - .-- - - .-- - - .-.- - - - - - - -. .. ..-.-- - -.-- - - -.-- - - -
-
0.7
0 .6 6 -- -- - ---.- -- --. .--.- -- - - - -- ----.. ...... . .. - . ...... ----. . -- -- -- ---. --.. ..
0.64
1 1.5 2 25 3 3.5 4 4.5 5 5.5 6
sea state
185.3
185.2
0 18 5 .1 .. .... ..... ..... ......... ....
185
184.9
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6
sea state
Figure 28: Sea state - efficiency, sea state - SFC diagrams case 2
5.5.3 Closing Remarks on the Use of Neural Networks in Ship Operations
The analysis thus far was performed on a theoretical level; yet, the practical
application of it would be easy to describe and comprehend. In a real situation, a system
like this would be installed on the bridge of a ship and would be connected with all the
necessary equipment and sensors to automatically receive the input information. As
mentioned earlier, the inputs are standard parameters provided on every ship. By
acquiring the input values, the system gives suggested values on what the efficiency and
the fuel consumption are. Subsequently, the captain can decide to modify the ship's
course, speed, or trim, according to the readings.
For the system to operate properly, a large enough training dataset has to be built.
This is easy for a merchant ship that travels most days of the year. The various
parameters are recorded and stored while the ship is underway. Nevertheless, the
collecting of the data is better done after the delivery of the ship or after a dry docking
period and an engine overhaul. This is suggested because in these two cases, the hull of
the ship is clean and the engines are new, or at least reconditioned. During this period, the
ship can reach her maximum performance in terms of efficiency and fuel consumption.
The results can be further enhanced if there is a fleet of sister ships, allowing for better
comparisons. The data collected will be used as reference for future trips, suggesting
what the outputs should be under any condition. Except for the outputs, other useful
information, such as when the hull is fouled and needs to be cleaned, can be derived by
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the model. A decreased ship performance is an indication that the ship needs to be dry
docked.
The model incorporates all the basic operational environmental parameters,
although more could be used. Additional ship attributes could also be incorporated in the
model at no expense. For example, the average exhaust gas temperature or the fuel rack
position could have been used in order to indicate the engine loading. Moreover, the shaft
or the propeller rpm could have been added. The model described is one out of several
other similar models that could be developed to tackle the same problem in another way,
or even other problems in the operations' field.
Summarizing, the advantages of the suggested model are a minimum number of
parameters, which do not require the installation of any extra sensors. At the same time
they offer the capability of simultaneously optimizing several parameters.
Although the values used are hypothetical, the assumptions hold and produce
realistic outcomes. The validity of the theory can be proven if real data on operations
from a fleet of ships owned by the same shipping company can be provided.
Finally, the exact same model could be used in the case of ACVs by just replacing
the trim with the cushion pressure, as the two attributes have similar effects on the vessel
resistance.
5.6 General Conclusions on the Use of Neural Networks in Marine Applications
In chapter 5 we examined the use of artificial neural networks both in the design
and operational domain. The results are encouraging in both cases and improvements can
be made if more data from real applications becomes available. It is therefore concluded
that artificial neural networks constitute a robust and reliable tool, which can be applied
to various aspects of naval architecture and marine engineering with potentially
promising results. With the advancements of computer science, the prospect of expanding
and exploring the capabilities of artificial neural networks will surely stem from current
efforts.
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6 Description of Auxiliary Methods
In this short chapter we will briefly present the methods that will be used for
comparing and assessing the results obtained using heuristic methods. Neural networks
will also be compared against these results, where appropriate. The two other methods
selected include a linear and a non-linear method so as to cover a solid variety of
methods, therefore making our conclusions more robust. The linear method is the
Multiple Linear Regression (MLR), and the non-linear the Classification and Regression
Trees (CART). Both these methods will be implemented in Matlab. Matlab incorporates a
CART toolbox that has built-in commands and allows for a graphical representation of
the results.
Multiple Linear Regression is a method that models the relationship between a set
of input variables and a response variable. This relationship is a linear equation that fits a
set of input-output data. This equation in its simple form is as follows:
y = # + i +#2 x 2 +...
Where y is the response and xi are the input variables; Oi are the coefficients that must be
calculated. The resulting line is the fitting line. The actual data can be now described as
the summation of the fit and the residual:
Data = Fit + Residual
Residual is the deviation of the actual values from the predicted values. The coefficients
are calculated using the least-squares method, which is the minimization of the sum of
the squares of the residuals
(yi - f(x)) 2
Classification and Regression Trees are predictive trees, which are used to
classify objects or predict numerical values for the attribute of an object. In simpler
words, we can estimate the value of a variable or output, given a set of inputs. In our
analysis we will use regression trees. CART resembles to some extent the heuristic
methods that we will analyze in the next chapter. They use binary cues at each node of
the tree in order to make a decision. Thus, starting at the top of a tree, a criterion is
examined, which may have the form of possessing a value or not, or otherwise exceeding
a certain threshold value. Depending on the outcome,, we move to the next branch, either
left or right, and make a new decision. This goes on until we reach a terminal node, or
simply, a leaf. The value calculated in this terminal node represents the response. These
trees can be large in size and for this reason pruning is introduced. Pruning is applied in
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order to alleviate the curse of dimensionality when adding more parameters to a problem,
thus yielding faster results. For more details on the mechanics of the method, the reader
can refer to the seminal work of Breiman, Friedman, Stone, & Olshen (1984).
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7 Heuristic Methods
7.1 Introduction
Heuristics are straightforward tools that help solve a problem, not only efficiently
but quite often informally. There are several methods encompassed under the umbrella of
this term, some of which comply with well-defined and established methodology, while
others are more abstract. The word is derived from the Greek "heuriskein," which means
"to discover." In discovery and problem solving we use heuristics in the form of rules of
thumb, knowledge derived from experience, or merely inferences. In any case, they lead
to a solution readily, which although may not be the best one, most of the time comes
close to it.
Most of heuristic techniques deal with the way humans think and make decisions.
The results of these methods have a significant impact on the sciences of sociology,
statistics, etc. However, there is great intrigue in testing these techniques against
computers and engineering problems to see if they succeed in facilitating the process of
problem-solving.
Of interest is the family of heuristics called Fast and Frugal Heuristics (FFH).
Gigerenzer and the ABC Group (1999) have worked extensively with several of these
algorithms, both for qualitative and quantitative applications. They are called "frugal"
because not all the available information is required, and "fast," because they can be
executed quickly by a computer without becoming intractable.
These qualities are extremely important in the case of ship design, which is a
computer-calculation intensive process. Ship design is undoubtedly a complex, large-
scale, and multi-level decision-making problem. As such, it requires various decision
making methods in order to address several design aspects. These methods can be
characterized as both quantitative and qualitative. Quantitative methods are those that
provide numerical results in various design problems. On the other hand, qualitative
techniques are used in cases in which a numerical estimation cannot be reached, and a
decision must be made on other criteria beyond a mere comparison of numbers.
Heuristics include a large number of different tools, most of which belong to the
qualitative assessment class. Yet, there are quantitative heuristic techniques that will be
used and tested against other established numerical methods. In the following chapters
both quantitative and qualitative methods will be analyzed.
Thus far in this research, a quantitative approach was followed through all stages
of the design process. Neural networks were used as a quantitative tool, producing
numerical results. In this section, we will focus our interest on heuristics, which is an
entirely different technique. Heuristics have some significant advantages over neural
networks. Firstly, they are a more transparent method and not merely a "black box" in
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which we may not know the specific internal structure. Secondly, heuristics are more
easily understood and communicated. Finally, and perhaps most importantly, they are fast
and frugal.
Before proceeding with the analysis of the various models and their application, it
would be prudent to define some key terms that will be used through this chapter.
" Object: is the candidate system under examination
" Cue: is the characteristic of an object to be studied, or in the case of many
objects, their common characteristic
e Criterion: is the quantity to be estimated
" Validity: is the frequency a criterion is predicted, or the ability that a cue has to
discriminate between criteria.
" Probe: is a new object
In order to better understand these terms, consider the following example which is
illustrated in Figure 29. Suppose we have two ACVs and we want to determine the
weight of them. In this case, the ACVs represent the objects to be studied and the
quantity to be calculated (the weight) is the criterion. The two ACVs are examined based
on three common characteristics they share (cues): the hull material, the skirt material,
and the propulsion configuration. This is the information that will be used in order to
estimate the weight. On each of these cues, a validity is assigned. A (+) validity means
that this certain cue correctly predicts the criterion more frequently than the others.
Likewise, the (+-) has lower validity, while the cue with (-) has the lowest validity. Now
if we know all these values and want to test what happens in the case of a new vessel, we
introduce the probe, which is also examined using the same cues.
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Criterion
Hull material Validity + -
ACV Nol
Skirt material Validity - Weight
ACV No2
Propulsion
configuration Validity +
Now ACV Probe
Figure 29: An example of the basic heuristic terminology
7.2 The Structure of the Environment
The structure of the environment is an important factor in determining a
successful solution to the design problem. Hogarth (2007) examines the use of heuristics
in comparison to linear models. A great deal of concern is given to the effect of the
environment on the performance of different decision methods. Environmental factors,
such as how the environment weighs cues, cue redundancy, predictability of the
environment, etc., are examined. Other factors, such as the distribution of the variables,
play an important role, as we will see in the following chapters. For instance, there are
certain heuristics that are intended to work for a specific distribution curve. An example
of different kinds of trendlines for various ship types is presented in Figure 30. These
trendlines are either J-shaped (positively or negatively skewed) or bell-shaped (concave
upward or downward).
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Figure 30: Distribution curves for different ship types
Finally, the amount of the available information is also critical. Thus, we can have
an environment with scarce or abundant information. There are several ways to define
scarcity and we will use one of them described in (Katsikopoulos, 2010). Scarce
information is associated with the number of objects (ships) available and the number of
attributes/cues (characteristics of the ships). In this research, the following datasets are
considered:
" Hovercrafts
" Surface Effect Ships
" LNGs
" Containerships
ACVs
These ship types comprise datasets of different sizes. A dataset is considered to
contain scarce information if there are few objects, attributes, or attributes per object.
More specifically, a dataset is scarce when the amount of attributes is smaller than the
base-2-logarithm of the number of objects. The criteria for scarcity, as well as the results
for every dataset, are summarized in Table 14.
112
2984
1703 1033
Handysize Handymax Panamax Capesize
J,_ +
Ship type No of No of objects No of attributes No of attributes
objects < 128 (27) required log (*o *f used
objects)
Hovercrafts 95 Scarce info 6.6 4
SES 66 Scarce info 6 4
LNGs 300 Abundant 8.2 4
Containerships 4840 Abundant 12.2 4
Table 14: Scarce information analysis
Looking at the number of objects in each dataset, it is obvious that the total
number for ACVs is scarce, and this is actually the reason for including other ship types
in the research. However, the required number of attributes for these cases also
contributes to the scarcity of the available information. We must note that although the
number of attributes/ship characteristics could fulfill the required numbers of the table
above, this would reduce the number of available objects. To make this more clear, in the
case of hovercrafts there are 23 ship characteristics that have been incorporated in the
original database. The problem is that the original database has a great deal of
information missing. The more attributes that are included, the more blank cells the table
ends up having. This is why the amount of attributes is limited to the four with the
highest availability. For example, from the 300 LNGs we were left with 211, after
considering four attributes. If we had to consider the required eight, we would probably
suffer from an inadequate number of objects in the dataset. Thus, it generally appears that
the information available is scarce, something that tends to favor heuristics as we will
prove in our analysis.
Katsikopoulos (2011) suggests the use of heuristic or optimization techniques
based on the various environmental elements, such as the scarcity of information,
linearity of the model, etc. The various combinations are presented in a tree-like diagram.
In our analysis, it seems that the decision tree leads us to the branch in which we are
required to consider both heuristics and optimization models, since the information is
scarce and the environments are not linear. Thus, the selection of tools for this research
falls within the right path. Both categories are covered, heuristics, and neural networks,
the latter being an optimization method. Figure 31 illustrates these concepts.
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Is the decision
envionment sn*r?
yes /
Can the decision mers
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amssess?
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Does te decison makers
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exceed the criticel value?
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Discuss both
psychological heuristics
and optimization models
Suggest any one of the
lexicographic heuristics,
linear models or talying
no
Suggest lexicographic
heuristics
Figure 31: A decision tree for the selection of heuristic or optimization methods
7.3 Quantitative Methods
Quantitative methods are tools that lead us into a decision based on an established
theoretical background, described by mathematical equations for the determination of
certain parameters. Unfortunately, there are few quantitative FFHs available to conduct
such an analysis. The primary ones are the Mapping Model and the QuickEst algorithm.
7.3.1 Mapping Model
The Mapping Model is a Fast & Frugal approach developed by Bettina von
Helversen and Jorg Rieskamp, and is a rule-based method for quantitative estimations.
The method is described analytically by von Helversen and Rieskamp (2008), (2009).
Essentially, the model makes use of the mapping and metric properties of objects. These
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properties are determined in two distinct steps. The first step is to use the cues (object
characteristics) in order to establish the mapping properties of the object, while the sum
of these cues is used to categorize the objects. The second step is to represent the metric
properties of the criterion. A value for this criterion is calculated from the criterion values
of the other objects belonging to the same category.
The Mapping Model makes use of information in a binary way in that it takes the
form of positive and negative values, or a 1 and 0 respectively. Subsequently, the number
of positive cue values is summed up for every object. This is done in order to categorize
the objects with the same cue values. The categorization only takes into account the final
summation of the cue values even though the individual cues may have different signs for
objects in the same category.
n
S, = cji
j=1
where s is the sum of the cues for object i
and c is the value of cuej for object i
In other words, a table with the characteristics of the object is created. The objects
are positioned on the y-axis of the table, while the cues are placed on the x-axis. Each
coordinating object and cue criterion is then given a value of either 1 or 0. Finally, at the
end of each row the summation of each object's positive values is calculated. Objects that
have the same final summation value belong to the same category. Moreover, the newly
formed categories are the basis for categorizing any new object.
For each one of these categories, the median value of the criterion of the objects is
calculated. To make a prediction of a future value of the criterion of a new object, the cue
sum of this new object is calculated. Then, this new object is assigned to a category and
the median value of the criterion that was previously calculated, is used as the value of
the criterion for the new object.
The theoretical analysis just presented will be better understood after going
through the case study based on this paper. Beforehand, however, it is necessary to
briefly describe what ACVs are and how binary cues are constructed.
7.3.1.1 Binary Cues Case
Most of the relevant publications in the area of FFH refer to binary cues. In
engineering problems, most cues are continuous, as it is difficult to identify binary ones.
In the case that there are no explicit binary cues, the tactic of dichotomizing the data
range of a continuous cue can be adopted. In the hovercraft design space we have
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identified such binary cues. These binary cues are used in order to predict the total weight
of the craft. In the following paragraphs, we will explain how these cues were chosen and
why the weight was selected as the criterion variable.
7.3.1.1.1 Definition of the Problem
The most difficult task of the naval architect during the early stages of the design
process is the exact determination of the total weight/displacement of the ship. What
makes it even more difficult is its interdependence with other significant ship parameters,
such as stability or powering. At the early design stages, there is high uncertainty about
the exact value of the weight and for this reason there is always a weight margin taken
into account. This margin is a significant amount of the final weight. Lamb (2003) says
that the usual acquisition margin for commercial ships is in the order of 3% of a lightship
weight.
As such, there are several methods for the initial estimation of weight, most of
them based on parametric models and iterative processes. Many of these methods are
complicated, require exhaustive calculations, and are tedious. According to Lamb (2003),
"Initial estimates compiled during concept design are derived from a combination of
empirical data associated with earlier ships, parametrically generated data again using
earlier similar ships as the model, the use of generic estimating formulae and, as often as
not, educated guesswork by experienced mass properties personnel." Some of these
methods are discussed in SAWE (2007) and include the Principal Characteristics
Method, the New Ship to Parent Ship Ratio Method, and the Sum of the Parts Method.
Initially six ACV characteristics that affect the total weight of the craft were
identified as binary parameters:
The role of the craft: This cue is very decisive when it comes to the weight of the
craft. Its role was divided either into (a.) solely passenger ferries or (b.) car/cargo ferries
and military vehicles. Since the former category is by nature lighter than the latter, a
value of 0 was assigned to the passenger ferries and a value of 1 to the military and car
ferries.
The propulsion configuration: The propulsion configuration of an ACV can be
either integrated or separate. Integrated means that the same engine moves the air
propeller and the lift fan, while when it is separate there is one engine for the air propeller
and another solely dedicated to moving the lift fan. A value of 0 was assigned to an
integrated system since fewer engines are used on the vessel, thus making it lighter.
Finally, a value of 1 was used in the case of separate propulsion configuration.
The propulsion engines: The two choices here are either diesel engines or gas
turbines. Gas turbines are lighter than diesel engines and as such, they should receive a
value of 0, while the diesel engines should receive a value of 1. However, gas turbines
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are found in larger hovercrafts since diesel engines of the same power are too large and
heavy for these crafts. For this reason, the value of 1 was given to gas turbines while 0
was given to diesel engines.
Construction material: As mentioned earlier, these crafts are required to go fast
and for this reason, the minimization of their weight is crucial. Light materials are used
for their construction, the most common being aluminum and composite materials (GRP,
FRP, etc.). Usually, larger crafts are constructed of aluminum since structural strength is
an issue, while smaller ones are constructed of composite materials. There are also
combinations in which aluminum is used for the construction of the hull and composites
for the construction of the superstructure. Since we are working with binary cues and in
order to avoid a third category, we only considered the hull construction material. A
value of 0 was given for a hull built of composite material and a value of 1 for an
aluminum hull.
The propeller type: The propellers can also be described as a binary parameter
because they are either free or ducted. A ducted propeller, although smaller in diameter,
is heavier due to the use of the duct. In this way, a free propeller was assigned the value
of 0 and a ducted propeller was assigned a value of 1.
The fan type: The lift fans can be either axial or centrifugal, with very few
exceptions of the mixed type, which is why the latter were not taken into account. An
axial fan is generally simpler and lighter in construction, and thus was assigned a value of
0 while the centrifugal fan was assigned a value of 1.
However, the last two parameters of propeller and fan type were not used for a
couple of reasons. First, the free propeller is a characteristic mostly of older designs since
the vast majority of new designs incorporate ducted propellers. As for the fans, these are
not usually chosen with their weight in mind, but rather which can satisfy the air pressure
and flow rate requirements. Their choice also seems to coincide with certain design
schools. For example, the Russians and the French tend to use axial fans, which is in
contradiction to the general practices of British and American schools of design.
7.3.1.1.2 Application of the Method
In accordance with the description of the Mapping Model, the "objects" represent
the hovercrafts, the "cues" are the hovercrafts' characteristics mentioned previously (role
of the craft, propulsion configuration, propulsion engines, construction material), and the
"criterion" is the total weight of the craft.
A database of sixty eight (68) hovercrafts from all around the world was
assembled, mainly based on Phillips (2001), listing the weight-affecting characteristics
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that were analyzed earlier. The crafts were sorted in the table by ascending weight
starting from 1.32 to 550 tonnes.
According to this analysis, we gave a value of 0 or 1 for each of the
characteristics of every hovercraft. The resulting cue values for each hovercraft are
presented in Appendix 4. After deciding the cue values, we calculated the sum of them
for each hovercraft. As a result, we have five different categories: crafts with a cue sum
0 to crafts with a cue sum equal to 4. The next step was to calculate the statistical values
of the mean and the median for every category. Although the model described earlier
considers the median value that dichotomizes the sample space, the value of the mean
was also considered for the purpose of comparing.
In order to assess the quality of the results reached by this method, it is necessary
to compare them against the auxiliary methods discussed in Chapter 6. Multiple Linear
Regression was used in two different modes. The first mode was a gradual one, meaning
that a separate regression line was applied to each category following the categorization
of the Mapping Model. In the second mode, a continuous MLR was used, which applied
a regression line to the entire dataset. For the CART analysis, both unpruned and pruned
versions of the tree were considered. The algorithm selects an optimum level of pruning,
which is not exactly the same for every run.
Since the dataset is limited to only 68 hovercrafts, the training set was also used
as a testing set. Thus, a Mean Average Error (MAE), along with a Root Mean Square
Error (RMSE) for the Mapping Model, the MLR, and the CART was calculated for each
hovercraft in the database. However, a second run was attempted considering 60
hovercrafts as a training set, while the remaining eight were used for validation.
7.3.1.1.3 Analysis of the Results
The performance of the three methods was compared in terms of the Mean
Average Error (MAE) and the Root Mean Square Error (RMSE). The results obtained
with these two functions were, however, contradictory.
In the case of using the RMSE as a performance criterion, the Multiple Linear
Regression scores were better in two out of five categories, as well as in the total value of
RMSE. In the remaining three cases, it yielded the same results as the Mapping Model,
utilizing the mean value as an estimator. Using the mean instead of the median proved to
supply more accurate results for all cases when using the Mapping Model as an
estimation method.
On the other hand, when the MAE was used as the performance criterion, the MM
outperformed MLR in three out of five cases, as well in the total value of MAE. It is
remarkable though that the version of MM with the median this time around, was the one
that provided the best outcomes. In one case, MLR outperformed the MM, while in the
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last instance, all methods scored exactly the same. The results obtained are presented
analytically in Table 15.
RMSE
cue sum = 0 3.63 3.0 3.63 5.86 6.25 5.86
cue sum = 1 6.18 6.18 6.18 7.5 7.71 7.5
cue sum = 2 15.88 15.72 14.34 18.81 18.84 17.49
cue sum= 3 78.95 64.92 72.41 97.13 105.27 94.49
cue sum= 4 152.56 132.17 152.56 167.55 178.37 167.55
MAE 51.44 44.41 49.82 59.37 63.29 58.58
Table 15: Results per category for MM and MLR
The discrepancies between the results can be explained as follows: the RMSE
squares the errors, and therefore, in the case of outliers, it exaggerates the error making it
larger in comparison to predictions with small errors. In other words, it weighs large
errors more heavily than small ones.. Due to this undesirable characteristic, we will
consider the results obtained by the MAE as more realistic.
When comparing the total results for MAE, the conclusions vary. MLR proves to
perform better when it is applied to the entire set of information and not to every category
separately. However, it is not the best method. The unpruned version of CART clearly
outperforms all other methods, while MLR takes second place. The Mapping Model
performs somewhere in between the two pruned versions of CART. It performs better
when pruning reaches six levels, but falls behind when pruning is reduced to five levels.
Once again, the results obtained for the RMSE do not conform with those obtained from
MAE. When comparing RMSEs, the Mapping Model outperforms both pruned versions
of CART, while its value is close to that of MLR and the unpruned version of CART.
Detailed results are presented in Table 16.
MM 14LR pruned5 prned* 6 unpruned4
MAE 44.41 32.27 34.11 49.84 26.94
RMSE 63.29 59.38 65.69 88.63 58.661
Table 16: Total results for all three methods
The results obtained in the second run, in which the test set consists of the eight
crafts excluded from the training set, are quite contradictory. Surprisingly, both versions
of the Mapping Model clearly outperform every other method in terms of MAE. The
unpruned version of CART comes second, and even the pruned version of it performs
better than MLR. Similarly to the previous analysis, the results for the RMSE do not
coincide with those obtained for MAE. Taking RMSE into account proves that the most
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accurate method is the unpruned version of CART. MM follows, while MLR performs
slightly better than the pruned version of CART.
MM ~~ M CAT CAR
MAE, 8.435 8.442 11.216 21.023 22.776
669.10 764.71 330.4 1127.1 1123.5
Table 17: Total results for all three methods in the 60-8 case
The analysis thus far only took into consideration the fitting and not the
prediction, which actually may in fact prove to work better than Multiple Linear
Regression. In many cases, Fast & Frugal Heuristics have proven to outperform classic
methods like Multiple Linear Regression because they avoid overfitting. Moreover, the
sample space was limited, which resulted in a lack of substantial examples to use for
prediction. For this reason, in the next chapter we will experiment with larger datasets
that belong to different types of ships.
In this study, there were four cues that resulted in five different categories. Using
more cues increases the number of categories; thus, the same span is divided into smaller
increments, making predictions more accurate. It was mentioned earlier that although
there were two more binary cues, these were not used since their validity was not
considered to be high enough.
Given this fact, as well as the fact that there was scarce available information for
analysis, the results can be considered to be satisfactory. The Mapping Model did not
yield the highest scores in the first scenario, but it did in the second. Its usefulness for
constructing a handy and easy-to-use tool for making a rough estimation of the initial
weight of the ship can prove to be invaluable for the naval architect, as it can save him
time and allow him to make initial calculations more efficiently.
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7.3.1.2 Continuous Cues Case
7.3.1.2.1 Liquefied Natural Gas Carriers
7.3.1.2.1.1 Setup of the LNG Problem
Up to this point, we have examined the estimation of numerical values using
binary cues. It is of greater interest, though, to see what happens in the case where the
cues do not have a discrete 0 or 1 value. This is the most prevalent case in engineering
problems, in which the implicated variables lie within a range of numerical values. One
tactic is to dichotomize the space and use the median value as a threshold. Values above
the threshold give a positive response and values below this threshold yield a negative
one. Such a tactic though, does not provide reasonable results if the data range has a large
span. For this reason the space can be subdivide into more than two categories. It can be
trichotomized, quadratomized, etc. In this case, the threshold values are determined by
the percentiles. For instance, if we have a data space divided into four categories, then the
quartiles are used as thresholds.
ACVs were analyzed in the binary cues example, and as such, they could also be
used for a continuous cues analysis. Their small number along with the fact that there is
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missing information on specific parameters, lead us to examine a more complete
database. For the purpose of this analysis, Liquefied Natural Gas (LNG) carriers were
considered. Information on their characteristics comes from Clarksons Ship Register
(2011). In the database there are 300 LNGs.
Nine ship parameters were initially included in the analysis: year built, overall
length , beam, draft, speed, power, payload (cubic capacity), deadweigth, and gross
tonnage. Year built was later rejected due to its small validity. The eight remaining
variables were divided into outputs and inputs. For the formulation of the problem, four
inputs and four outputs were studied. The payload capacity and the speed were used as
inputs, since these are the main requirements from the ship owner's side. Additionally,
beam and draft were also used as inputs. Beam is a dimension that usually characterizes a
ship, as it refers to channel restrictions (Panamax, Suezmax, etc). Draft is also another
important dimension since it is related to the port depth restrictions. The remaining four
variables - length overall, gross tonnage, deadweight, and power required - were included
in the output dataset.
During the construction of the data table, there was missing information. Thus,
only the entries that have all the necessary information available were further considered
in the analysis. Hence, from an initial 300 vessels, we are left with 211. This number, in
the hundreds range, is larger than the equivalent number for ACVs, which is in the tens
range. With the 211 LNGs available, an algorithm was written in Matlab. The steps of the
algorithm will be discussed briefly since it differs slightly from the generic mapping
model method that we described in paragraph 7.3.1
The table assembled is imported in the program, and the values of the inputs of
the problem are standardized using the z-score function. Then, the standardized values of
the inputs are summed up and converted into a positive range. From all the available pairs
of input-output values, we select a percentage that is used for training and another one
for testing. The next step is to select the number of categories that the training sample
space will be divided into and then calculate the percentiles. The percentiles are these
values that divide the data into equally spaced categories. For example, the 50th
percentile is the median. After defining the categories, we need to figure out which
entries belong to each category. For every category, the mean and median value of every
output ship characteristic is calculated.
After completing this step, the test set must then be used to validate the results. In
order to utilize the test set, or should the values for new objects be unknown, the
standardization procedure must be implemented once again. Standardization is done by
using the mean and deviation from the training set so that the new values fall within the
same category limits as the training set. Following the categorization of the new objects,
the median or mean values are assigned to the outputs of the test set, respectively.
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Subsequently, Mean Square Error, and Mean Average Error are estimated in order to
assess the performance of the algorithm.
Finally, the option to perform prediction using extrapolation is included.
Extrapolation can be applied when the values in question are outside the limits of the
training set. This means that extrapolation can be "high" when the values are above the
maximum value of the training set, and likewise can also be "low" if the values are below
the minimum value of the training set. The original version of Mapping Model does not
include a prediction capability. All new objects should be within the known range, in
order to be assigned a value.
A simple prediction method for extrapolating values is used based on the last
three or first three categories, respectively. Again the median and mean values for these
categories are used to compute a polynomial that crosses these points. Various
polynomial orders were tested in order to decide the one with the best outcomes. A 2 "d
order polynomial performed the best in the "high" extrapolation case, while in the "low"
extrapolation case, the best performance was achieved by a 1st order polynomial. For this
database, no prediction set is considered. Although the number of LNGs is larger than
that of ACVs, however, it is not large enough to subdivide the entire dataset into three
subsets. A prediction set with the same algorithm will be used in the case of a numerous
containerships dataset.
In order to avoid confusion, it needs to be clarified that from this point on, the
following three different types of datasets will be referred to. First, the training set, which
is the amount of information used to train the algorithm. The objects' attributes in this
dataset will be used to derive the characteristics of the new objects. Second, the testing
set, which is the information used to validate the algorithm created. And finally, the
prediction set, which is the data that is beyond the range of the training set, and for which
extrapolation will be used to estimate the objects' attributes.
Except for the testing set, the user is given the capability to experiment with his
own values. The algorithm can accept user entries outside the defined boundaries. In such
a situation, the previously described method is used to provide the answer. Guidance is
also included, if the given values exceed certain limits. Apart from the absolute, limiting
values of the inputs, other ratios such as beam/draft are calculated. For instance, the user
is asked to provide a value for the beam of the ship. Depending on his choice for this
value, guidance will be given to him concerning the suggested draft values.
For the procedure described above, three combinations of training-test set sizes
are considered: (90%-10%); (50%-50%); and (10%-90%), respectively. In the same
context, the number of categories is also varied. Initially, three scenarios were examined
with five, seven, and nine categories. Alwin & Krosnick (1991) suggest a category
number between five and nine since this number of options usually captures participants'
responses. Nevertheless, an extra scenario with 13 categories was examined, and an
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extreme scenario of 21 categories was considered only for the case in which there was a
training-test ratio of 90%-10%. Thus, the final number of different cases examined totals
13, and each are run for every ship characteristic. The results are discussed analytically in
the following paragraph.
7.3.1.2.1.2 Analysis of the Results
In the analysis, both a median and mean value for every category was considered.
Thus, the total number of runs is 26. The results obtained are contradictory. In the case of
binary cues, the median value proved to work better than the mean. Moreover, the
original version of the Mapping Model considers the median instead of the mean value.
However, the mean can also be used without violating the method. In the LNG case, the
opposite occurs. For the 12 scenarios (three pairs of sets x four ship attributes) the best
results are obtained when using the mean value in seven cases, while the median yields
better results in the remaining five cases. If we compare the results for each variable and
each specific category, then once again the mean appears to be a superior reference of
measure. For instance, in using the length parameter, which had 13 category scenarios,
the mean triumphed in nine cases, while the median in three, leaving three cases in which
they score the same.
Another interesting point is that there is no absolute agreement on the optimum
number of categories. For instance, in the 50%-50% case of training-test set ratio, the
optimum number of categories for the variable of length is seven when the mean is used
and nine when the median is considered. Furthermore, if we examine the outcomes of the
mean or the median individually, we find that for a certain training-test set scenario, the
optimum number of categories differs for every ship variable. For example, in the 10%-
90% scenario for the median, the optimum number of categories for the length is five,
while the optimum number of categories for the gross tonnage is 13.
Although there are discrepancies, as can be seen in the Table 18, Table 19, and
Table 20, the general conclusion that can be drawn is that for small training sets, a small
number of categories proves to produce better results. As the percentage of the training to
the test set increases, so must the number of categories in order for it to perform well.
The algorithm seems to produce better results in a proportion equivalent to 50%-50%.
The algorithm also performs well when the information is not abundant (10%) for two of
the variables, specifically length and horsepower.
To some degree, a differentiation of the results between the length and other
variables was expected since their range of values is significantly different. Length is
measured in hundreds of units, while the other three variables are measured in thousands
or hundreds of thousands. What was not expected was the great differentiation amongst
these three variables. At least the gross tonnage and the deadweight are expected to
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perform similarly since they are highly correlated, along with the length reference to the
size of the ship. On the contrary, the performance of the horsepower seems to coincide
with the length in terms of the mean.
Extrapolation was not tested at this stage, although the user can experiment with
values below or above the range specified by the database. Extrapolation will be executed
for the larger database of containerships. The results of the Mapping Model for both the
mean and the median are summarized in the tables that follow. The values of the category
that scored better than the others are marked in yellow.
MAE MAE
categ LOA GT Dwt HP time LOA GT Dwt HP time
5 16.862 19518 7559.4 5779.5 1.41 17.178 17713 9254.8 6344.1 1.41
7 17.689 20020 8797.6 5490.9 1.41 20.772 16803 10267 6370.3 1.41
9 18.448 20714 9880.7 6627.7 1.42 18.407 19175 9687 6681.5 1.42
13 17.272 18266 8884 5775.6 1.41 17.272 18266 8884 5775.6 1.41
Table 18: Results of the Mapping Model for the case train 10% - test 90%
train 50% -,test 50% (med) tan5%-tet5%(en
MAE MAE
categ 'jLOA GT Dwt HP time LOA GT Dwt HP time
5 14.955 14517 6049.7 6015.1 1.4 12.513 13040 6049.7 5987 1.4
7 11.969 13114 5924.6 6061.6 1.43 11.324 12482 5591.8 5418.8 1.43
9 11.711 12337 5415.9 6060.9 1.4 11.595 12707 5351.1 5424.7 1.4
13 12.647 12791 5621 5942.5 1.44 12.794 12406 5739.4 5541.8 1.44
Table 19: Results of the Mapping Model for the case train 50% - test 50%
NMAE MAE
categ LOA GT Dwt HP time LOA GT Dwt HP time
5 37.357 18687 11962 7317.2 1.4 35.149 19542 11121 6814.1 1.4
7 30.294 18467 10620 7627.7 1.43 28.539 17197 9306 5939.4 1.43
9 32.571 16787 9097.1 6263.4 1.49 28.945 15562 8254.8 6239.9 1.49
13 26.199 11936 7979 8827.7 1.44 23.254 13938 6745.9 6138.6 1.44
21 19.822 8664.4 6128.8 8351 1.45 19.622 10858 5713.6 5843.3 1.45
Table 20: Results of the Mapping Model for the case train 90% - test 10%
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7.3.1.2.1.3 Comparison with the Other Methods
The results discussed in the previous paragraph are compared against the ones
produced with the other three methods. The comparison was conducted on the grounds of
accuracy and speed. Accuracy is expressed by the Mean Average Error (MAE) and speed
by the time, measured in seconds, needed to produce the results.
Two versions of the CART method were used: the unpruned tree and the tree
with the best pruning level. The best pruning level is determined by the algorithm, in
terms of speed and accuracy. The neural network consists of two layers having eight and
four neurons, respectively. The corresponding transfer functions for these two layers are
the log-sigmoid and the linear. The network uses a feed-forward backpropagation
architecture.
The results are not consistent and vary in terms of the variable examined and the
proportion between the training and testing set. If we sum up the times each method
produced the best result, the CART method performed better five times when the
unpruned version was used and only once when the pruned version was applied. MLR
and neural networks were each winners in three cases.
All methods, with the exception of the unpruned version of CART, perform better
in the 50%-50% scenario, with all results being close to each other, at least in the case of
length. The results for the length are also comparable to all methods in the instance of
little available information (10%), with the only exception being neural networks. Neural
networks outperform every method by far, both for the length and the gross tonnage.
Again, there is no consistency among the results for different ship characteristics. For
example, one method may more accurately predict the gross tonnage of the ship, while
another method may be better in predicting the deadweight, for the same amount of
information available.
The Mapping Model, although not the most accurate method in any of the
scenarios, yields satisfactory results in cases of little or moderate information. When the
information is abundant, its performance is significantly lower compared to the winning
method. However, this is not a flaw of the algorithm, but rather the fact that the other
methods are information intensive, and in an environment with abundant information,
they increase their performance significantly.
In terms of speed, the Mapping Model is the fastest method. The speed of the
Mapping Model remains almost the same although the training data increases
progressively. The slowest method is the neural network, which slows down as the
available information increases. MLR also seems to be steadily, and considerably, slower
than the Mapping Model. Finally, CART is the quickest method following the Mapping
Model. Although they give us a picture of the performance, the results obtained for time,
cannot be considered as enlightening. This is due to the size of the dataset, which is a few
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hundred of objects. Even a slow method produces results rather quickly due to the small
processing time. The magnitude of this effect will be better demonstrated in the case of
containerships, in which the database is significantly larger than the one used for LNGs.
The tables that follow exhibit the results for each method and every scenario of
train-test set. The yellow boxes indicate the method with the best performance for a
specific ship parameter. Finally, a graphic representation of the results in the case of
length is presented in Figure 34. It can be observed that the error value decreases when
moderate information is available, and then increases again back to higher levels for
scarce information.
MAE
method LOA GT Dwt HP time
MM best 17.178 17713 9254.8 6344.1 1.41
MLR 14.459 8011 3979.7 5740.6 4.54
CART unpruned 17.534 8543.1 6550.2 9166.7 2.74
CART best prune 20.877 8652.5 7062.4 6501.8 2.74
NN 10.245 5444.8 6631.7 11442 2.42
Table 21: Comparison of the methods in the case of train 10% - test 90%
t train 50% test 50%
MAE
etho LOA GT Dwt HP time
MM best 11.324 12482 5591.8 5418.8 1.43
MLR 9.0045 3917.1 2923.6 4901.7 4.42
CART unpruned 7.5013 3429.4 3592.3 4527.6 2.33
CART best prune 8.5487 5705.1 3991.9 5153.6 2.33
NN 8.1966 3770.7 2919.8 5227.4 6.81
Table 22: Comparison of the methods in the case of train 50% - test 50%
trai 9.% -test 10
MAE
method LOA GT Dwt HP time
MM best 19.622 10858 5713.6 5843.3 1.45
MLR 14.418 5969.7 2196.9 4436.6 4.5
CART unpruned 6.2805 3306.4 2391.5 2838.7 2.6
CART best prune 12.038 3526 4156 2609.1 2.6
NN 8.301 3728.3 3072.9 5171.5 17.39
Table 23: Comparison of the methods in the case of train 90% - test 10%
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Figure 34: Graphic comparison of the length estimation for all methods
7.3.1.2.2 Containerships
7.3.1.2.2.1 Setup of the Containerships Problem
The same algorithm described in the case of LNGs is also used for containerships,
with the exception of some minor modifications. One of the differences is that a
prediction set is included in the new analysis. Concerning the structure of the
environment, the containerships follow a bell shaped distribution as can be seen in Figure
30, and not a J-shaped line.
For the purpose of this analysis, a dataset consisting of 4,840 entries was
assembled. In contrast to the LNGs, the new dataset is in the thousands and not in the
hundreds range. From a total of 4,840 entries, 40 of them (almost 1%) were used for
prediction assessment of the algorithm by performing extrapolation. These 40 vessels
were selected so as to include the outliers for low and high values. The remaining 4,800
vessels were once again divided into a training and testing set of varying sizes. The same
combinations, as in the case of LNGs, were used (10%-90%, 50%-50%, 90%-10%).
However, since there is a large amount of information, a percentage of 10% cannot really
be considered as scarce information simulation. For this reason, an extra pair of training-
testing set was created with a proportion of 1%-99%.
Initially, eight ship attributes were considered: build year, length overall, beam,
draft, deadweight, speed, payload capacity in TEU (Twenty-foot Equivalent Unit), and
payload capacity in reefer TEU. Out of these eight parameters, the build year was not
used for the same reason it was not used in the case of LNGs. Likewise, the reefer
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capacity was redundant, as it was almost a standard percentage of the total TEU capacity.
Additionally, there were many missing entries for this field.
The inputs of the algorithm consist of the beam, draft, speed, and payload
capacity in TEU, once again for the same reasons they were selected in the LNGs' case.
The output variable is the overall length of the ship. Deadweight is omitted as the length
was found to be more meaningful for comparison. Both ship types (LNGs and
containerships) have a length that varies in relatively the same range, 70+ to 300+ meters.
For this reason, it is a reliable measure to check how the environment and the amount of
information affect the results, while all other variables of the problem are constant.
7.3.1.2.2.2 Analysis of the Results
In the simulations run, the mean value was used instead of the median since the
former proved to work better than the latter. The results obtained can be characterized as
predictable and consistent. For the same cases, as in the analysis of LNGs (10%-90%,
50%-50%, 90%-10%), the results generated are in parallel: the highest number of
categories yields the best results. Moreover, the best errors have about the same value in
all three cases. This is probably due to the fact that the amount of information is great,
even in the case of a training set of 10%. In the extra set with a training percentage of
1%, the results differentiate. For this set, a number of categories equal to 13 outperform
all other alternatives. Thus, it is once again verified that the number of categories is
positively correlated to and moves in the same direction as the amount of information.
traa 1% -test 90%
categ MAE MAE pred time
5 16.41 15.626 2.32
7 13.936 25.929 2.31
9 12.619 30.896 2.36
13 11.005 33.249 2.3
21 1 _10.32 21.838 2.33
Table 24: Results for length of the Mapping Model for the case train 10% - test 90%
MAE MAE pred time
5 16.387 17.691 2.38
7 14.535 20.571 2.44
9 12.937 25.458 2.41
13 11.632 24.452 2.48
21 1 _9.9662 17.086 2.4
Table 25: Results for length of the Mapping Model for the case train 50% - test 50%
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train 90%/ - test 10%
categ MAE MAE pred time
5 16.196 16.642 2.44
7 13.716 20.026 2.44
9 12.373 25.775 2.39
13 11.941 23.986 2.38
21 9.9974 15.164 2.39
Table 26: Results for length of the Mapping Model for the case train 90% - test 10%
ftrain 1 % - test 99%
categ MAE MAE pred time
5 27.414 17.45 2.57
7 23.122 9.1796 2.56
9 20.677 14.389 2.66
13 1 19.0591 19.005 2.51
21 1 20.4081 14.319 2.72
Table 27: Results for length of the Mapping Model for the case train 1% - test 99%
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Figure 35: Error as a function of categories for the test set
Subsequently, the need arose to attempt to discover the point at which the data
would begin to reveal a negative correlation; namely, when the number of categories
would move in the opposite direction of the performance. In order to come to a
conclusion on this inquiry, extremely high values of categories were analyzed. The
results are presented in Table 28. The pivoting point for the case of training 10% - test
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90% is 80 categories, while for the other two sets of 50%-50% and 90% -10%, the
minimum error is observed to be at a value of 200 categories. These two sets perform
quite similarly, as can be seen in Figure 36. It seems that the amount of information can
be considered to be abundant for both cases, and this could be attributed as the reason for
the exhibition of such a tendency. Another remarkable trend that is revealed by Figure 36
for all three sets is that there is an area of medium values of categories in which the error
changes quite slowly, following an almost flat line. The horizontal axis of Figure 36 is
drawn in a logarithmic scale to enhance visualization.
In an effort to explain the concave shape of the lines, we will consider Figure 37.
When a small number of categories is selected, then the span of each category is quite
great. For this reason, there is a large number of objects falling within each category. The
number of objects is so large that it is almost evenly distributed along the span of the
category. In this case, the mean value of the cue in question for a specific category equals
the mean value of the cues of all objects belonging to this category. The distance between
the mean and the limit value of the category is quite significant since the span is so great,
and this is why a small number of categories produces large errors.
By increasing the number of categories, the span of each category decreases as
well as the number of objects allocated in every category. However, there is still a good
amount of objects to evenly distribute within each category. Hence, in this case, the
distance between the mean and the extreme value in the category is smaller, and so is the
error. However, there is a point after which a further increase in the number of categories
would not be beneficial. This occurs because the number of categories is so great that few
objects are allocated to each category. The distribution of these limited objects may not
be uniform, resulting in a mean value that is close to one of the limits of the category,
say, the lower limit. In this case, when a new object is presented, which may be closer to
the opposite limit of the category, say, the upper limit, the value assigned to it will be far
from the real one.
If the number of categories increases to an extreme number, then there may be
categories that do not contain any objects. In this case, when a new object is presented to
this void category, it will be assigned a value of zero for the cue in question; thus,
rocketing the error to extreme values. This is the reason why the error in Figure 36
increases sharply for all combination of sets after a certain number of categories.
However, it is difficult to arrive at a general conclusion about the optimum
number of categories. For example, in the training 10% - test 90% scenario, the optimum
number of categories corresponds to 17% of the total dataset, while the same number for
the 50%-50% and 90%-10% scenarios is 8% and 5%, respectively. Moreover, the
criterion range of values is also an important parameter that affects the optimum number
of categories. For example, the range of values for the length of the containerships is
336m, while the same value in the case of hovercrafts is only 50m. Hence, even if the
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original dataset had the same size, the optimum number of categories would not be the
same.
The structure of the environment also plays a role. As it has been seen in Figure
30, the distribution of the containerships is a bell-shape like curve, and there are enough
vessels throughout the entire range of the input space. On the contrary, in a J-shape
environment, like that of hovercrafts, there are very few crafts towards one end of the
distribution line. This means, that a large number of categories would create more void
categories, and thus, higher error values in such an environment than in another where the
data is more evenly distributed.
tram 1% test 99% train 10% - test 90% train 50% - test 50% train 90% - test 10%
cateoneMA categories MAE sMAE categories MAE
5 27.414 5 16.41 5 16.387 5 16.196
7 23.122 7 13.936 7 14.535 7 13.716
9 20.677 9 12.619 9 12.937 9 12.373
13 19.059 13 11.005 13 11.632 13 11.941
21 20.408 21 10.32 21 9.966 21 9.997
40 24.234 80 10.059 100 9.510 100 9.330
100 10.197 200 9.480 200 9.297
120 11.106 250 9.604 250 9.604
130 11.148 300 9.761 300 9.654
160 13.738 400 10.747 400 9.718
170 14.961 500 11.628 500 10.926
200 16.751 800 13.486 800 14.119
300 27.023 1000 15.240 1000 17.822
1500 28.473 2000 25.385
1_ _ 2500 27.959
Table 28: Error results for all scenarios of different number of categories
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Figure 36: Error as a function of categories for extreme values
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Figure 37: Relationship between size of categories and number of objects
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On the other hand, the results obtained for the prediction set are not in
correspondence with the results obtained within the interpolation range. In the first case
(10%-90%), the least number of categories provides the best prediction value. In the
other two cases, the maximum number of categories proves to yield a smaller error. By
observing Figure 38, it is clear that the curves in the first three cases have very similar
shapes, yielding low values of error for the lowest and highest number of categories,
while high values of error occur when using a medium number of categories. Especially
for the 50%-50% and 90%-10% cases, the error is similar for a number of categories
equal to 5 and 21.
This behavior is difficult to explain. Although we experimented with various
degrees of polynomials, the results were analogous. If we disregard this anomaly and
emphasize on the performance, it can be said that the prediction results are quite
satisfactory, being higher than the test results by about five to seven meters.
Concurrently, the prediction error for the 1%-99% case takes the lowest value for a
number of categories equal to seven, while neighboring values are significantly larger. It
is quite intriguing that the scarce information case yields a higher error when the test set
is used, but it is more effective in terms of prediction, outperforming all other
combinations.
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Figure 38: Error as a function of categories for the prediction set
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7.3.1.2.2.3 Comparison with the Other Methods
The case of the containerships is interesting because the dataset is large enough so
that it amplifies the results, and we can arrive at more sound conclusions. The impact is
greater in the case of speed of execution. Another variable which is also affected by the
amount of information, and has a more obvious impact, is the level of pruning for the
CART algorithm. Starting from an initial tree level equal to 87, the best pruned tree
estimated fell to 33 levels for the case of 10%-90%. These numbers increase to 612 and
184, respectively, for the case of 90%-10%. A pruned version of a CART tree is
presented in Figure 39.
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Figure 39: Pruned version of a CART tree
The best performers of the Mapping Model are compared against the other
methods in terms of least average error and least time of execution. A similar to the case
of LNGs neural network architecture is used consisting of two layers with eight neurons
and one neuron, respectively. The results produced are of great interest. For the first three
cases in which the information available is a solid amount, the unpruned version of
CART outperforms all other methods, followed by the pruned version and neural
networks. The unexpected result is for the case of 1%-99%, in which Multiple Linear
Regression produces the best outcome.
The results for the prediction set are also consistent, and in all cases the Mapping
Model performs better than any other method. Neural networks are the worst performers,
probably due to overfitting. The performance of the Mapping Model is almost the same
for the first three scenarios and improves dramatically in the case of scarce information.
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In this scenario, the Mapping Model yields considerably better results compared to all
other methods, verifying its predicting capabilities.
In terms of speed, the Mapping Model once again comes out on top. When a
small training set is used, all methods perform fast enough. As soon as the amount of
information begins to increase, methods such as the CART and the neural networks start
to slow down. Multiple Linear Regression proves to be the second fastest method, not
being significantly affected by the size of the training set. The same is valid for the
Mapping Model, which performs approximately 14 times faster than CART and 12 times
faster than neural networks in the case of 90%-10%.
Taking these numbers into account and considering that we are using information
in the range of a few thousands with only one output variable, one can guess what would
occur in a more complicated scenario. These differences will be more apparent in a large-
scale, complex, real-life problem that includes millions of statistical data and a much
larger number of variables. A problem like that can easily become intractable for a
regular computer.
rain 10% -tes 90% train 50% -test 50%
method MAE MAE pred aver time MAE MAE pred aver time
MM best 10.32 15.626 2.3 9.97 17.09 2.4
MLR 11.24 18.59 2.67 11.25 18.88 2.71
CART unpruned 7.99 21.69 3.50 5.72 21.89 11.25
CART best prune 8.19 23.11 3.50 6.49 21.29 11.25
NN 8.72 23.92 4.73 8.14 28.11 17.17
Table 29: Comparison of the methods in the case of train 10% - test 90% & train 50% - test 50%
train 90%/ - test 10% train 1% - test 99%
method MAE MAE pred time MAE MAE pred aver time
MM best 10 15.16 2.4 19.06 9.18 2.6
MLR 11.03 18.16 2.75 12.55 22.84 2.61
CART unpruned 3.60 29.17 32.48 15.29 27.58 2.91
CART best prune 4.44 30.62 32.48 18.65 27.58 2.91
NN 8.16 30.08 28.14 14.56 42.50 3.66
Table 30: Comparison of the methods in the case of train 90% - test 10% & train 1% - test 99%
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Figure 40: Comparison of the length estimation for all methods - validation case
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Figure 41: Comparison of the length estimation for all methods - prediction case
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Figure 42: Comparison of execution speed for all methods
It would be interesting at this point, after having completed the analysis for the
case of LNGs and containerships, to test the Mapping Model against Paramarine, which
was described in paragraph 3.2.3. Paramarine has a function called the presizing tool.
This tool is simple in that the user must input the intended payload (in TEUs for
containerships, and cubic meters for LNGs, etc.) The provided outputs are basic ship
characteristics. We tested Paramarine for various random values of payload and
subsequently compared the results for length against the database compiled. Some
indicative values are presented in Table 31.
TEU for L Paramarine L database Cubic meters L Paramarine L database
containerships (m) ()for LNGs (M)(m
120 77.22 79.2 18,800 155.03 130
1048 156.47 157.69 75,;060 220.63 259.74
3802 273.61 276.5 135,000 285.8 290
6673 293.02 304
Table 31: Paramarine predicted values
Paramarine has limitations in the upper values for payload. For LNGs, the
maximum value of payload in cubic meters is 137,500, while for containerships the
equivalent value is 6673 TEUs. The results reveal that Paramarine predicts the length of
the containerships with an average error of 6.3 meters, while the average error in the case
of LNGs is 22.7 meters. The mapping model has achieved errors of 10 and 11 meters
respectively, once again proving the value of this method.
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7.3.1.3 Conclusions on the Mapping Model
The testing of the Mapping Model in the engineering domain, and the results
derived, are promising. Although a novel approach, it is a transparent method, which is
easily understood and adaptive as it can work both with binary and continuous cues. The
method is not only fast and frugal, but it also produces results that are surprisingly better
when it comes to prediction rather than those obtained by established numerical methods,
such as the Multiple Linear Regression. The results achieved are both valuable and
worthwhile, taking into account that in a preliminary design stage high accuracy is not
the most decisive factor. This is especially true if we consider the weight margins
mentioned earlier in the analysis, as well as the difficulties encountered in accurately
estimating weight during the initial stages of the design problem.
Another valuable conclusion is that the structure of the environment plays an
important role in the formulation of the problem, as well as the results themselves. For
instance, the results obtained during the analysis of the containerships, which follow a
smooth bell-shaped distribution, show that the estimations are more consistent and
predictable. As Gigerenzer (2008) concludes, "both heuristic and optimization models
can lead to positive or negative outcomes, depending on the structure of the environment"
they are used in.
7.3.2 QuickEst Algorithm
7.3.2.1 Introduction
QuickEst simply stands for Quick Estimation. As the name implies, it is a
heuristic method used to make quick inferences on values of a certain object. Initially, the
method was based on Wang's findings (Gigerenzer et al, 1999) that people make
estimations by grouping objects according to their size. Hence, according to this theory, if
an object is presented to a person, then he will categorize it in a group, and then he will
make inferences on the object's attributes according to the values that are assigned to the
entire group.
Observation has showed that highly populated groups usually exhibit lower-sized
values, whereas groups with a small number of objects possess high value characteristics.
This phenomenon can be expressed as a J-shaped distribution. The actual J-shape is
rotated 90 degrees clockwise in order to accurately define this empirical law, which is the
higher the fewer. Surprisingly, there are a large number of real-life problems that follow
this distribution. Hence, the method makes use of the structure of the environment in
order to make estimations on certain attributes of an object.
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7.3.2.2 Description of the Algorithm
Quickest is a non-compensatory heuristic. Non-compensatory means that "a cue
supporting one alternative cannot be outweighed by any combination of less important
cues, even if they all support a different alternative" (Gigerenzer et al., 1999). The
highest cue has greater validity than that of the sum of the smaller cues. This means that
the cue values are not combined. Thus, the most valid and discriminatory cue is
considered without having to examine the rest of the cues. On the other hand,
compensatory integrates information; although this does not mean that we have to use all
the information, but rather are able to use just a subset.
The algorithm is used in conjunction with the spontaneous numbers rule in order
to make numerical estimations. Spontaneous numbers are the figures which are multiples
of powers of 10, that is a1O', where a is a number that belongs to the set {1, 1.5, 2, 3, 5,
7}, and i is a natural number (0, 1, 2, ... ). For example, for i = 1, the spontaneous
numbers are: 10, 15, 20, 30, 50, and 70. Albers (1997) explains that in cultures in which
people use the decimal numbering system, the above set of numbers is the most
frequently used when it comes to responses or estimations.
The algorithm makes use of binary cues (0 or 1), in order to make inferences. The
zero-one, or positive-negative value depends on whether the object in question possesses
a certain attribute or not. The Quickest algorithm considers the negative values of the
cues. The search is sequential and starts using the cue with the highest validity, moving
from the group of objects with the smallest reference value to the ones with higher
values. The stopping rule is quite simple. The cue asks for a property of the object. If the
object does not have this property, then the search is terminated and the value which
corresponds to the nearest spontaneous number is assigned to this object. If the cue has a
positive value, the search continues with the second most valid cue, and so forth until a
negative value is reached.
The search method uses a negative bias, meaning that a negative value terminates
the search and not a positive one, as is usually the case. The advantage with this method
is that the algorithm is fast. Since most of the objects have a negative value on the cue
with the highest validity, the search stage is terminated quickly and most of the objects
are categorized in the first run.
To better understand the structure of the algorithm, an intuitive example will be
presented. The example, which is borrowed from Gigerenzer et. al. (1999), examines the
population of German cities. The assumption is that the population of cities follows a J-
shape distribution, meaning that there are many small cities in a country and a few big
ones. The cities represent the objects to be studied. The population of each city is the
criterion. Some of the cues that can be used are the following: if the city has an
exposition site, if it is a state capital, and if it has a university. The exposition site cue has
the highest validity and a value of 200,000 is assigned to it. The next cue in validity is the
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state capital and is assigned a value of 500,000. For the last cue, a value of 1,000,000 is
used.
Suppose that we want to find the population of Leverkusen. The first question is if
the city has an exposition site. The answer is negative, and the search is terminated. The
city is assigned a population of 200,000, which is close to its actual population of
160,000. In the case of Nuremberg, the same cue yields a positive value. Thus, the second
cue, whether the city is a state capital or not is examined. The answer is negative and the
city is assigned a value of 500,000 which is very close to the actual population.
7.3.2.3 Application of the Algorithm in Ship Design
The QuickEst algorithm was originally designed to help understand human
decision-making. The philosophy behind the algorithm is to make use of the
environmental structure to make quick estimates for common objects, such as the case
presented in the previous paragraph. Such an environment, though, can be found in many
engineering disciplines. The question is whether the algorithm can produce meaningful
outcomes in the case of ship design, for example. Will the method facilitate the designer
to make correct decisions?
Although we are interested in exact calculations when it comes to engineering
applications, in the preliminary design stage it is useful to have an initial estimation and a
range of values within which we will have to search for an "optimal" solution. In this
context, we will apply the spontaneous numbers rule in order to make rough estimations
on the main particulars of ACVs.
Following the theory of a skewed world, ACVs adhere to a J-shaped pattern,
where the larger the craft the fewer the number. This is valid for most of the
characteristics of an ACV. In a brief analysis we examined the displacement and the
length parameter for ACVs and how they follow this trend. Figure 43 and Figure 44
verify this trend and show the existence of a tendency towards the values of spontaneous
numbers for both parameters.
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Figure 43: J-shaped distribution of the length of hovercrafts
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Figure 44: J-shaped distribution of the weight of hovercrafts
The issue that arises in an engineering problem like ship design is that it is not
easy to identify binary cues, in the form of the system possessing a virtue or not. For
example, a large passenger ship will have the same major components as a small
passenger ship since their construction is dictated by specific regulations. In order to use
the method, binary cues are created by dividing the sample space. One option is to
dichotomize the sample space using the median value. Values higher than the median are
assigned a positive sign, while those lower than the median are considered to be negative.
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Nevertheless, the quartiles should be preferred to the median in certain circumstances
since the distribution is skewed and the quartile values serve better in categorizing the
objects.
For the purpose of this research, the ACVs chosen to be studied are hovercrafts,
and the criterion under examination is their length. A table of 80 hovercrafts was
assembled, which can be found in Appendix 7.
Four binary cues were finally considered: the number of propellers, the total
power, the number of passengers, and the propulsion configuration. Other cues were also
assessed, such as the hull material and the type of fans, but they didn't discriminate the
objects as accurately as the four aforementioned cues. However, even these four cues
were not suitable enough to be used with a negative bias. Consequently, a twist in the
algorithm had to be adopted. Therefore, the search is terminated when a positive value is
reached. The sequence of the search is also conversed, moving from high value groups to
small value groups. This variation could be characterized as an Anti-QuickEst algorithm.
This is actually a violation of the fundamental advantage of the QuickEst, that of
the rapid categorization of the objects. However, the results are also evaluated for their
accuracy and not just for their speed of acquisition. Moreover, the dataset used in the
analysis is too small to make any difference in computing time.
Continuing the analysis, the cue with the highest validity is the number of the
propellers. The threshold value is 2, and hovercrafts with more than two propellers are
assigned a value for length equal to 50 meters. In the event that a hovercraft has two or
less propellers, then the algorithm proceeds to the following cue, which is the total
power. The value of 2,000 kW is used as a threshold. It was previously mentioned that
instead of using the median value, the quartile values are preferred. In this case the 3rd
quartile is used, rounded to the nearest value. The actual value of the quartile is 2,052
kW. Hovercrafts with more power than 2,000 kW are assigned to the next spontaneous
number, which is 30.
The next cue to be examined is the passenger carrying capacity. The threshold
value for this case is 35 passengers. This value is equal to the median. Unfortunately, the
hovercrafts that comprise the database are not exclusively used as passenger ferries.
There are some military vessels, as well as a few utility crafts. If these crafts were to
carry passengers, then they would be able to carry more than the threshold value, and as
such, the missing information was not considered as a problem. However, we are able to
estimate their passenger carrying capacity since their payload capacity is known. An
approach to this would be to divide the payload in tonnes by 100 kg in order to figure out
how many passengers, in terms of weight, the hovercraft could carry. Vessels with a
carrying capacity higher than 35 passengers were assigned a length of 20 meters.
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The final cue to be examined is the propulsion configuration. This cue is not
numerical, therefore facilitating the discrimination. The two options here are an
integrated or separated propulsion scheme. Hovercrafts with a separated propulsion
system are assigned a length of 15 meters, and the remainders (the catchall category) are
assigned a value of 10. The analysis is presented graphically in Figure 45.
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Figure 45: Structure of QuickEst model for ACVs
The results obtained by using this strategy are quite satisfactory, considering the
coarseness of the method. The Mean Average Error (MAE) is 2.5 meters, which
corresponds to a percentage equal to 14%.
In order to validate the results, and since the algorithm was not used exactly as it
was supposed to, another analysis was carried out using an alternative ship category,
specifically LNGs. LNGs are a ship type with its main particulars following a J-shape
distribution. As in the previous case, the exact application of the algorithm was not
feasible for a variety of reasons this time. The original model of the QuickEst assumes a
positive skewedness of the environment. In the example of LNGs the J-shape is inverted
and the result is a negative skewedness, as can be seen in Figure 46. In simple words, this
translates into the lower the fewer.
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Figure 46: Reverse J-shaped distribution of the length of LNGs
In this model, the criterion to be calculated is once again the length of the ship. In
order for the results to be of value, an additional number, not belonging to the
spontaneous set, was introduced. Hence, the values assigned for the length are in meters:
300, 250, 200, 150, and 100, instead of being 300, 200, 150, and 100. Four cues were also
selected for this analysis and the total number of vessels studied is 211, an amount
considerably larger than that of the hovercrafts. The bias used is negative and the
sequence of search discriminates most of the vessels in the initial rounds.
The cue with the highest validity is the payload, measured as the cubic capacity in
gas. The threshold value is 100,000 m3, which is the value of the 1st percentile rounded to
the nearest hundred. The cue asks whether the vessel has smaller capacity than 100,000
m3 or not. If the answer is negative, meaning that the ship's capacity is more than
100,000 m3, then the search is terminated and a value of 300 meters is assigned to this
particular vessel. The process continues in the same pattern, considering the following
cues in order of validity: beam, draft, and speed of the ship. The structure of the model is
visualized in Figure 47.
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Figure 47: Structure of QuickEst model for LNGs
The results obtained from this run are better compared to the ones derived for
ACVs. More specifically, an average error (MAE) of 13.26 meters was calculated,
corresponding to a percentage of 9%, which is five units lower than the equivalent error
for hovercrafts. Thus, the results are reasonable indicating that they can be further
improved depending on the structure of the problem and the available data.
7.3.2.4 Concluding Remarks
After completing the application of QuickEst in the ACVs and LNGs case, an
analysis using the two auxiliary methods was run. For the CART analysis both pruned
and unpruned versions of the same tree were examined. The final results for each
algorithm are presented in Table 32.
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MAE (m) %error
ACVs QuickEst 2.51 14%
ACVs MLR 2.24 13%
ACVs CART unpruned 2.24 13%
ACVs CART pruned 2.53 15%
LNGs QuickEst 13.26 9%
LNGs MLR 9.37 4%
LNGs CART unpruned 2.39 2%
LNGs CART pruned 5.60 3%
Table 32: Comparison of the results between QuickEst, MLR and CART
The results are quite interesting; starting with the ACVs, all methods yielded
similar results, with MLR and the unpruned version of CART performing slightly better
than QuickEst. The pruned version of CART performed a bit poorer than QuickEst. In the
case of LNGs, the results are satisfactory for all techniques. Specifically, both versions of
CART performed better than MLR and considerably better than QuickEst.
If the two different scenarios are compared, it is clear that all methods performed
better in the LNG analysis, producing significantly smaller errors. As mentioned in
chapter 4.1, the correlation values among the characteristics of ACVs are low comparing
to LNGs. Additionally, in the case of LNGs there was more data to execute the testing of
the algorithms. These assumptions verify the empirical deduction that heuristics perform
well in environments with scarce information.
The conclusion for the QuickEst algorithm is that the results may deviate from the
actual values; however, at the preliminary design stage that we are examining, they are
considered to be acceptable. For instance, the vessel's owner is not bound to provide
exact values of the initial requirements since only a general idea of what he needs is
enough to start the preliminary design. Hence, the naval architect can successfully use
such a tool in order to quickly provide back-of-the-envelope estimations and narrow
down his choices for faster decision making. On the other hand Hausmann, Lage, Pohl, &
Broder (2007) argue that there is no evidence that people use a QuickEst approach when
making decisions, yet this assumption is not valid in our case.
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7.4 Qualitative Methods
7.4.1 Introduction
Qualitative techniques are used in cases where a numerical estimation cannot be
reached and a decision has to be made based on other criteria beyond a mere comparison
of numbers. Such techniques include the Pugh method, Quality Function Deployment
(QFD), multi-attribute decision making, a series of different heuristics, among others.
As we have already seen, the family of heuristics includes a great number of
different tools, most of which belong to the qualitative assessment class. These methods
are based on subjective judgment and non-quantifiable information, and they are usually
characterized by a binary form of cues.
Qualitative heuristic methods do not seem to be favored by engineers (in the
broadest meaning) as there are almost no references in literature to their use in "hardcore"
engineering problems, especially those in ship design. Engineers indicate a constant
preference to numerical calculations and for this reason, they seem to be reluctant in
employing qualitative methods or intuition. This inclination dates back to the early years
of the development of systematic naval architecture. The first paper published by The
Royal Institute of Naval Architects (RINA) in 1860 was entitled, "On the Present State of
the Mathematical Theory of Naval Architecture" and encourages a systematic
mathematical analysis based on mechanical principles and the laws of nature. The same
approach still holds, as was reflected in a recent article published yet again by RINA
entitled, "On the Present State of the Mathematical Theory of Naval Architecture - 150
Years On."
Clearly, there is no claim being made that this is the wrong direction for the
development and evolution of naval architecture as a science. The desired goal is to
achieve both external correspondence and internal coherence, as described in Figure 48
(Clausing & Katsikopoulos, 2008). By these terms, Clausing & Katsikopoulos indicate
that in many cases a quantitative approach in accompaniment with qualitative techniques
is the most efficient way to tackle a problem and make a decision.
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Figure 48: Quantitative and qualitative synergy
Ship design is a process that can be best described by such an approach. One can
identify design problems in which it is difficult to reach a solution described by
mathematical equations. Moreover, it may be difficult and costly to repeat experiments in
order to attain probabilities and run different parametric variations. In such a case, the
necessity for a fast and frugal qualitative heuristic is evident. These methods can be
coupled with a numerical routine, where appropriate. In the paragraph that follows, the
framework of ship design aspects which do not rely on pure mathematical analysis will
be examined.
7.4.2 Ship Design Problems and the Qualitative Analysis
Generally speaking, several design aspects requiring a decision process for which
there is no concrete and systematic methodology can be identified. Some examples are
the following:
- Selection of hullform
- Selection of propulsor
- Selection of propulsion/power generation engines
- Improvement of stability
- Improvement of seakeeping qualities
- Improvement of resistance
m Improvement of maneuverability
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Although the above mentioned design problems seem to be the same, they should
be considered as two distinct categories. One category could be characterized as
subjective and the other one as objective. Subjective could characterize the problems that
require the customers' input in order for the designer to proceed with the analysis. These
are cases in which interaction between the customer and designer is required. For
instance, the selection of a hullform for a certain mission may vary a great deal from one
customer to another since their criteria or priorities may be completely different.
Moreover, the naval architect would follow a different (subjective) approach since his
selection criteria would differ.
On the other hand, there are problems, such as the improvement of stability,
which rely mainly upon the naval architect. The customer does not interfere in this design
stage and such a problem would be approached similarly by experts (ship designers). As
such, this category of problems should be characterized as objective. The subjective and
objective categorizations identified could also be described as initial and intermediate,
respectively, since cases that require the customer's input occur in the first stage of the
design process, while the others occur after iterating in the design spiral. A few examples
of the design problems listed above and some of their driving factors are presented
below.
The stability of a ship is of crucial importance as it is related to the safety of the
people and the cargo onboard. For this reason, there are specific criteria defined by
various classifications societies and other organizations in order to ensure adequate
stability of the vessel examined. During the design of the ship, if she is found to have
inadequate intact stability, there are certain measures to be taken and remedies to be
applied in order to correct this inefficiency. Some of the tactics followed by the naval
architect are the following:
" Increase the beam of the ship
* Increase the freeboard, depth, draft
* Lower the center of gravity (KG)
o Add weight lower
o Remove weight higher
o Move weight within the ship
However, there is no systematic methodology prescribing which method or
combination of methods should be applied, nor in which order etc. Thus, it is up to the
naval architect to make a decision about the best way to tackle the problem. Things are
more complicated than they appear to be since more often than not, one improvement is
at the expense of another parameter.
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Another important decision that needs to be made at a later stage of the design
process is the selection of a propulsion engine. Assuming that during the resistance
analysis we have calculated that a 10,000 bhp engine will provide the required speed.
How is an engine chosen? The decision has to be made in two steps. The first step is to
select the type of the engine (diesel engine, gas turbine, steam turbine, nuclear plant,
etc.). Such a selection is based on attributes such as those that follow:
- Weight
- Volume
- Dimensions
- Fuel consumption
- Efficiency
- Reliability
- Maintainability
- Cost
Secondly, after the type of engine is selected, the specific engine model must be
determined based on a similar decision-making method in order to find the most
appropriate one. For instance, if diesel engines are chosen in the first step, the second step
would be to perform a further analysis in order to conclude which specific diesel model
would better fulfill the requirements. A more detailed example of the way we deal with
such a problem, as well as the implications, are described in a later chapter.
The selection of a hullform will now be examined. Although it is a problem that
occurs before the other two decisions just mentioned are made, it may be more helpful for
the reader if it is discussed here since it is the basic problem we will try to tackle using a
heuristic method.
The selection of a hullform is the initial major issue that the naval architect has to
resolve, unless a certain hullform type is demanded by the customer. The typical
selection process involves testing a series of different hullform types. A parametric
analysis must be performed during which the designer varies the ship characteristics and
attributes and then calculates a Measure of Effectiveness (MOE) or Measure of
Performance (MOP). When the analysis is complete, the designer checks which ship
candidates fulfill the requirements. Among the feasible designs, he must make a final
decision according to the criteria he or the customer has set.
At MIT, relevant classes use the Maritime Applied Physics Corporation (MAPC)
tool in order to decide upon a hullform. The user must provide the desired values for
speed, range, payload, sea state, and max displacement. He also has to rank the first three
requirements by level of priority. Subsequently, the Excel spreadsheets calculate output
values for the different hullforms, such as displacement, power, length, beam, draft, cost,
etc. However, the final selection of the hullform must be done by the user by comparing
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different values and considering which ones are more crucial for his decision. The model
doesn't establish any ranking of the various hullforms.
An alternative approach would be to construct a decision matrix containing the
most significant parameters/cues. These parameters should be ranked according to the
priority of the customer. Then, the cue values must be determined in a binary plus/minus
form after setting suitable threshold values (dichotomizing the value range).
Subsequently, a heuristic can be used in order to reach the final selection. Such a matrix
is constructed for decisions made by applying the Pugh Controlled Convergence method,
which will now be discussed.
7.4.3 Pugh Controlled Convergence Method
7.4.3.1 Description of the Method
The Pugh Controlled Convergence method (Pugh, 1990) is a qualitative decision-
making method which does not require any numerical weighting factors. However, there
are modified versions that use weighted analysis, perceptual rating (Takai & Ishii, 2004),
etc. Furthermore, Frey, Herder, Wijnia, Subrahmanian, Katsikopoulos, & Clausing,
(2007) propose a quantitative version of the same method, which is implemented as a
computer algorithm. The concept of the method is quite simple enough to comprehend
and apply. The method requires the construction of a decision matrix. This matrix
consists of rows and columns. The columns of the matrix represent the candidate designs,
while the rows represent the criteria used to evaluate the various design concepts. One of
the candidate designs is selected to be the datum, against which every other design will
be compared. Since the datum is the reference design, it must be chosen such that it is a
robust one, which is also well understood.
The next step in the decision process is to compare all candidate designs against
the datum. The comparison is separate for every criterion, and what is examined is
whether the design in question is better, equal, or worse than the datum. In the case in
which the design is better than the datum for the examined attribute, a (+) symbol is
entered into the specific cell of the matrix. If it is worse a (-) is assigned, while if they are
of equal capabilities an (s), signifying the same, is assigned. The (s) does not necessarily
mean that the designs in question are the same; we may assign such a value when it is not
clear which one is better. There are also other symbols that may be used, such as (-1), (0),
or (1). Or if there is ambiguity, as stated previously, a (?) can replace the (s) symbol.
What must be examined is the way all these values are assigned. These values are
not the result of any numerical analysis, but rather a conclusion arrived at after consulting
those who are considered to be experts in their field. In the event of a disagreement, an
(s) or (?) will be assigned. Not reaching a consensus on a number of attributes should be
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considered as a possible outcome. Such a likelihood does not necessarily affect the final
result.
The performance of each candidate design is calculated by adding up the number
of (+) and (-) for the total amount of attributes. One might expect that the design with the
highest score be named the winner and that the selection process is completed. However,
this is only the first run in the decision process. The first run serves the purpose of
discarding weak designs from further analysis. The same procedure will be repeated until
a winning candidate is chosen. The design that was selected as a datum in the first run
may not be considered as a datum again in the following runs. The new reference design
is one of those that achieved high scores in the first run. According to Frey, Herder,
Wijnia, Subrahmanian, Katsikopoulos, & Clausing (2007), the completion of a run can
result in the following four possible actions: "1) eliminate certain weak concepts from
consideration, 2) invest in further development of some concepts, 3) invest in information
gathering, and 4) develop additional concepts based on what has been revealed through
the matrix and the discussions it catalyzed."
PughCC's philosophy resembles the "Set-based Design" that was described in
paragraph 3.1.3. In both methods, a set of candidate designs is evaluated, narrowing
down this set after each iteration. However, PughCC is a more concrete technique with
discrete stages and methodology.
7.4.3.2 Application of the PughCC method in Ship Design
In order to demonstrate the way the method works, the selection of a ship
hullform will be considered. Although the method involves the participation of experts, in
the analysis that will be presented in this chapter, the experts were replaced by statistics
and the author's analysis and judgment. In order to be as objective as possible when
deciding the (+) and (-) values, a database was compiled, consisting of the most
characteristic representatives of every ship category. Average values of ship
characteristics were deduced using widely used vessels for each category. Furthermore,
state-of-the-art vessels were also compared in order to infer the limits of these
characteristics.
The selection of the hullform was based on an actual case, that of the Littoral
Combat Ship (LCS) of the U.S. Navy. LCS was used as an example because there is
information about the mission requirements, as well as the candidate designs and the
winning platforms. Originally, five different hullforms were proposed ranging from
conventional displacement to a hybrid combination. The candidate hullforms along with
the actual ships that the analysis was based on can be found in Table 33.
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Company Hullform Based on
Textron Marine & Land
Systems Hybrid catamaran air-cushion ship HCAC
Northrop Grumman Displacement monohull Swedish Visby-class
Raytheon SES Norwegian Skjold
General Dynamics Trimaran Austal Benchijigua Express
Lockheed Martin Semi-planing monohull Italian Destriero
Table 33: LCS initial candidates
In this analysis, all possible hullforms (Displacement monohull, Semi-planning,
Planning, Hydrofoil, Catamaran, Trimaran, Hovercraft, SES, SWATH) are considered, and not
just the five previously presented. For the datum, the conventional displacement
monohull was selected since it represents the oldest, most reliable, and most well-known
hullform. The various hullforms are compared on the basis of nine attributes. These
attributes are the mission requirements of the vessel. Threshold, as well as goal values,
are indicated for these requirements, as can be seen in Appendix 9.
The eight candidate hullforms were evaluated in pairwise comparisons with the
displacement monohull. For each one of them, a final score was obtained. None of the
hullforms scored better than the displacement monohull. The trimaran and the semi-
planning hull scored the same as the baseline hull. The hydrofoil, hovercraft, and SES
achieved the lowest scores (-6, -4, -5, respectively) and for this reason, they were
eliminated from the second run. Thus, six candidates were left out of the initial nine.
However, in the second round, the displacement monohull was also excluded not due to
its score, but rather because it cannot reach the maximum speed required.
For the second run, the catamaran was considered as the baseline ship as it is a
well-known type of advanced hullform. The remaining four hullforms were once again
compared against it for every ship attribute. The final scores show that the trimaran and
semi-planning hullform perform better than the catamaran, while the planing and
SWATH hull fall short. Hence, we end up with two winning platforms that will be further
investigated using analytic techniques.
The result of the analysis coincides with the actual winning candidates for the
LCS program. A semi-planing and a trimaran version of the vessel have been constructed
and are still under evaluation. As the reader can see, the selection of a concept may go as
far as the actual construction of the candidate products and their testing in real
environment before deciding the final winner. However, a fair enough decision can easily
be made in the initial design stage as the PughCC method shows. Moreover, the choices
made by the US Navy, do not mean that they are necessarily the correct ones. In fact,
there is no way to prove that the selections made coincide with a globally correct answer
or an optimum design.
154
Before proceeding with another case, the results will be validated with MAPC
software, which is used for the selection of the appropriate hullform. MAPC is a
spreadsheet-based software that uses statistical information from similar ships. Speed,
range, payload, seakeeping capabilities and maximum displacement comprise the inputs.
The user also has to rank the first three input variables as is presented in Figure 49. The
threshold values that correspond to the requirements of the LCS vessel are inputted into
the spreadsheet. The results show that the only hullforms that achieve the required draft
are the SES, the catamaran, and the trimaran. However, due to excessive power
requirements, SES is rejected. The two winning platforms are the catamaran and the
trimaran, a result partially realistic when comparing it to the actual winning hullforms of
the LCS program.
Figure 49: The MAPC model for the selection of a hullform
A second example is examined for the selection of the most appropriate hullform
for the T-Craft (Transformable Craft) of the U.S. Navy. This case is more complicated in
that it requires that the craft operates in three different modes: a fuel-efficient or
seakeeping mode, a high-speed or swallow-water mode, and an amphibious mode. It is
clear from the requirements that it is almost impossible to find a unique hullform
fulfilling all these requirements. The selected hullform must combine the virtues of more
than one platform. The amphibious requirement can only be fulfilled by the hovercraft,
thus excluding all other candidates. However, it is interesting to examine all the
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requirements one by one for all candidate designs. The requirements are presented in
Appendix 9.
In a similar manner with the previous case, the displacement monohull is selected
as the datum. The results of the first run show that the trimaran outperforms the
conventional monohull, while the semi-planing, the catamaran, the SES, and the SWATH
score identically. The planing hull and the hydrofoil perform poorly, while the hovercraft
scores slightly below the monohull. In the second run, the three hullforms with a negative
score are discarded, leaving six concepts for evaluation. In the second run, the datum is
once again changed to the catamaran. The new pairwise comparisons show that the
winning concept is the trimaran.
In comparing these results with a genuine case, like the LCS example, it is clear
that the selected hullform is a hybrid platform that cannot be categorized in any of the
ship types considered in the evaluation process. As indicated by the results, the trimaran
must be considered in conjunction with a number of hovercraft capabilities. Although
such a combination has no logic in a naval architectural context, it reveals that the
PughCC method can be used to explore possible concepts outside the traditional
envelope. The point is to stimulate the creation of new concepts, even if they are not
considered a part of the initial decision matrix.
Another application of the PughCC method in naval architecture is the selection
of a propulsion engine. This is a crucial decision since the operation of the engine
constitutes one of the major operating costs of the ship throughout her life. Unfortunately,
for the engine selection scenario, there is no specific case study with exact requirements,
upon which decisions would be based. For this reason, a weighted version of the model is
used.
Initially, it was necessary to compile a database of engines for the selection
process. The engines are selected on the basis of their brake horsepower. All engines
must fall within the same power rating region. An average power rating of 3500 kW is
assumed, including engines from 3200-3900 kW. The engines included in the database
come from ASSET's integrated database and belong to four different categories: foreign
diesel engines, domestic diesel engines, gas turbines, and fuel cells.
These four different types of engines are compared based on six different
attributes: power, specific fuel consumption, dimensions/volume, weight, availability,
and risk. Information on the first four attributes comes from ASSET's database. For
availability, Mean Time Between Failure (MTBF) is considered, while the risk is
assessed according to the time each of these engine types appeared. Risk is associated
with innovation. Selecting a new product versus a tested and well-proven one entails the
risk of failure. It should be noted here that we are not interested in exact numerical values
of availability or risk. Rather, there is more interest in their comparative values, or to
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pose it as a question: which decision entails more risk, the selection of fuel cells or diesel
engines?
Three different scenarios are considered: selecting a propulsion engine for a
tanker, a fast patrol boat, and a passenger ferry. These particular crafts are selected so as
to be as distinct from each other as possible and cover a wide range of various ship
operations. It is obvious that the engine attributes discussed earlier are considered to have
different level of importance depending on the type of vessel they are installed into. For
example, for a fast patrol boat, speed, and consequently power, is more important than
fuel consumption. On the other hand, the converse occurs in the case of a tanker. In order
to reflect these variations on significance, weighting factors were used for each attribute.
Two weighting techniques are used in order to cross-validate the results. The first
technique is the Rank Order Centroid (ROC). This method is simple to use and
psychologically plausible (Katsikopoulos & Fasolo, 2006). It merely requires the ranking
of attributes. The weights for each attribute are calculated using the following formula:
Where w is the ROC weight and n is the number of different attributes.
The second method used to derive weights is the Quality Function Deployment
(QFD). The method does not exactly use weights but rather relationship indicators
between the engineering characteristics and the customer attributes (Hauser & Clausing,
1988). If there is a strong correlation, the value of 0.9 is assigned, while a medium or
weak one is assigned a 0.3 and 0.1, respectively. In this way, ship attributes that are
closely related to the role of the vessel, get a higher ranking and are assigned a value of
0.9. It is possible to have more than one attribute with the same value. For example,
speed corresponds greatly to the function of a fast patrol boat, and for this reason, the
attribute of power is given a value of 0.9.
For the concept evaluation, the domestic diesel engine was selected as a reference.
Pairwise comparisons were conducted, and total scores for each engine were derived. The
results show that the foreign diesel engine is superior to the other alternatives, followed
by the gas turbine. When weights are applied, the results vary. For the ROC weighting,
foreign diesel is clearly the most appropriate choice for the tanker and the passenger
ferry. Similarly, for the fast patrol boat it is also the winner, followed closely by the gas
turbine. The latter being an anticipated result since power is of ultimate importance. In
the case of QFD, however, the results differ. Fuel cells prove to be the best option for the
tanker and the passenger ferry, an unconventional choice for this kind of vessel. In terms
of the patrol boat, the results are in congruence with those in the previous case.
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FPB (Fast Patrol Passenger
Tanker Boat) ferry FC GT FDE DDE
Power 0.03 0.41 0.03 -1 1 1 0
SFC 0.24 0.03 0.16 1 -1 0 0
Dimensions/volume 0.06 0.16 0.06 -1 1 1 0
-Weight 0.10 0.24 0.10 -1 1 1 0
Availability 0.16 0.1 0.24 1 -1 -1 0
Risk 0.41 0.06 0.41 -1 -1 0 0
ttlscore -2 0 20
weighted tanker -0.20 -0.62 0
1 -0.74 1- ik 0
_weighted passenger 1-0.20 1-0.62 0
Table 34: PughCC method for the selection of engine using ROC weights
FPB (Fast Patrol Passenger
Tanker Boat) ferry FC GT F D DE
Power 0.1 0.9 0.1 -1 1 1 0
SFC 0.9 0.1 0.9 1 -1 0 _ _0
Dimensions/volume 0.3 0.3 0.3 -1 1 1 0
Weight 0.3 0.9 0.1 -1 1 1 0
Availability 0.9 0.3 0.9 1 -1 -1 0
Risk 1 09 01 090 -1 -1 0 0
toalscr -2 0 20
-2.00 20 0
weighted FPB __0___ _________ -1.80 0
weighted passenger 
-2.20 -0.40 0
Table 35: PughCC method for the selection of engine using QFD weights
The selection of the propulsion engine is actually the second step in designing a
propulsion plant. The first thing that has to be decided is the propulsion scheme, that is,
the combination of engines. Although this is not the case for the vessels just examined, it
is a common procedure when designing a naval vessel. A tanker usually has a single
engine, while a passenger ferry usually has more than one engine of the same type
working in parallel for maximum speed. In the case of large naval combatants, several
configurations can be found.
For the purpose of this study, the following propulsion plant schemes are
considered: CODOG (Combined Diesel Or Gas), CODAG (Combined Diesel And Gas),
and CODLAG (Combined Diesel Electric And Gas). For each one of these
configurations, five attributes are considered: the mechanical complexity, referring
mainly to the gearbox system; the overall propulsion complexity; the general
arrangements flexibility; the volume requirement; and the operational requirements,
referring mainly to noise and vibration. These attributes are assigned weights according
to the QFD method. Similarly to the previous example, two different ships are
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considered, the first one being a large ASW (Anti Submarine Warfare) frigate, and the
second a corvette. The baseline system is chosen to be the CODOG since it is found in
several vessels of this type. The PughCC method is once again applied in a similar
manner to the previous example.
ASW
frigate Corvette ^^
Mechanical complexity 0.3 0.1 0 -1
Overall propulsion complexity 0.3 0.1 0 0 -1
GA flexibility 0.1 0.3 0 0 1
Volumerequirements 0.1 0.9 0 1 -1
Operationalrequirements 0.9 0.3 0 -1 1
0 -1 1
0.00 -1.1
wegtdovte0.00 -0.30
Table 36: PughCC method for the selection of propulsion scheme using QFD weights
The results indicate that the CODAG system is the best choice for the corvette,
while the CODLAG system is more fitting for the ASW frigate. The results are
completely reasonable, and there are many examples verifying their validity. For
example, the FREMM frigate is a large ASW vessel that uses a CODLAG propulsion
configuration. On the other hand, the smaller LCS uses a CODAG propulsion scheme for
achieving maximum speed.
7.4.3.3 Conclusions on PughCC Method
The various cases presented in the previous paragraph show that the PughCC
method is a fast and frugal heuristic technique that can be applied to most cases in which
a concept evaluation is required. The method can be used in its simple or its weighted
form depending on the nature of the problem. Since ship design entails a series of system
evaluations in all stages, it is clear that such a method should be adopted as a standard
procedure. However, various surveys show that although the method is known amongst
engineers, it is not actually used.
Frey, Herder, Wijnia, Subrahmanian, Katsikopoulos, & Clausing (2009) found
that 15% of the 106 engineers who were surveyed, largely in the United States, "had used
Pugh Concept Selection in their work." Another survey conducted in the Finnish industry
showed that Pugh's method is used by roughly 2% of firms (Salonen & Perttula, 2005).
However, various informal approaches, labeled as "concept review meetings," "intuitive
selection," or "expert assessment," are widely used. It has been inferred that "These data,
although not conclusive, suggest that formal design methods are generally under-utilized"
(Frey D. , Herder, Wijnia, Subrahmanian, Katsikopoulos, & Clausing, 2007).
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7.4.4 Categorization By Elimination
Categorization is a process that helps break down a problem in order to analyze it
more easily. Categorization By Elimination (CBE) is a fast and frugal method used to
categorize objects based on ordered cues (Gigerenzer, Todd, & the ABC Research Group,
1999). As such, the results obtained with this method fall into the qualitative approach of
a problem. Some of the techniques examined in the preceding chapters can also be used
for categorization. Neural networks and CART trees are tools which can both be used for
regression and categorization analysis. However, these methods involve extensive
calculations and process all available information.
On the other hand, CBE only utilizes the necessary cues from those available in
order to conduct a categorization. Cues have to be ranked according to their validity,
which is their ability to correctly categorize the object in question. The ordering of the
cues is essential because it dictates the way the process of elimination will commence.
These cues can be discrete or continuous. If they are continuous, their range of values
(cue dimension) needs to be divided into "bins." Bins are the intervals each cue is divided
into. Every bin corresponds to one or more categories. Depending on the cue interval
allocation, the object in question is categorized.
To illustrate the method, the aforementioned case study, that of the LCS hullform
selection is revisited. In this way, it will be possible to cross-validate the results found
using the PughCC method. The structure of the problem is slightly different from the one
studied with the PughCC method. Five cues are considered and these are the draft, speed,
range, payload, and the seakeeping capabilities of each hullform. These cues are dictated
by the requirements of the program. Subsequently, each cue dimension is divided into
bins. For the range cue, three bins are considered, while for the rest of the cues five bins
are used. The boundaries of these bins are determined by the upper and lower bounds of
the distribution of the ship characteristics. These boundaries are not rigid. Rather, they
can be described as being flexible, in that they are derived from using values that are
valid for the majority of a ship category. For example, the upper speed bound for the
displacement monohull is set to 35 kts, while that of a catamaran to 45 kts. This doesn't
implicate that these types of ships cannot go faster, but that the vast majority of these ship
types operate in this speed range.
Cue ranking was completed by considering elimination effectiveness.
Elimination effectiveness takes into account the requirements of the LCS. However, not
all of the available requirements were used. Availability, for example, is difficult to
divide into bins since there is no actual accessible information. High elimination
effectiveness is interpreted as the ability of this particular cue to more effectively narrow
down the candidate designs. According to this rule, the cues were ordered as follows:
seakeeping capabilities, range, payload, speed, and draft. After examining all the cues,
three winning platforms are left: semi-planing, catamaran, and trimaran. This result is
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comparable to what is achieved by applying the PughCC method to the same problem.
The difference is that CBE doesn't narrow things down as well as PughCC since three,
rather than two, winning candidates remain. This does not devalue the method since the
other two results coincide. Detailed matrices with the cue bins are presented in Appendix
8.
7.4.5 Fast and Frugal Trees
Decision trees are a common technique for making decisions. As a method, it is
intuitive without requiring any scientific knowledge or other relevant skills. The concept
is simple; a starting point is considered from which a number of options are available.
From each of these options, there are another number of second-tier alternatives that
branch out. Moving from one tree node to another involves the assignment of
probabilities to each path. The tree can quickly become intractable considering the
number of different combinations in a case with a large amount of alternatives.
To overcome this inefficiency, a new type of decision tree is introduced. The
method, which is called Fast and Frugal Trees, bears the same philosophy as the rest of
the heuristic methods described thus far. The method is transparent, easy to understand,
and produces quick results. A fast and frugal tree is different from a conventional
decision tree in that every node of the tree has an exit. At each node of the tree, a
question on the cue value at this specific node is asked. From this point, there are two
options, depending on the value of the cue. In one case, the tree continues to the next
level, while in the other, a decision is made and the process is terminated.
Although such a method is difficult to use in the design of a ship, there are
applications, mainly referring to the operations of a vessel. Its use in marine applications
is inspired by the utilization of fast and frugal trees in the medical emergency decision
making problem, as presented in Katsikopoulos & Fasolo (2006) and Martignon,
Katsikopoulos, & Woike (2008). Although ship design is not considered to be an
emergency decision-making process, there are several marine applications in which the
use of fast and frugal trees could prove to be quite useful. Such an emergency situation
would be a marine accident.
For the purpose of our analysis, two different scenarios are examined. The first
involves the prevention of an oil spillage in the case of tank penetration. The second
entails a marine accident that results in the structural damage of a ship due to a collision
or grounding, but not a fire onboard. This case is based on the analysis mentioned by
Cripps, Dulieu-Barton, Jeong, Phillips, & Shenoi (2006). Both of these cases are of
particular interest because the crew onboard, as well as the salvors, don't have the luxury
of time to speculate and make numerical estimations because they must act promptly.
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They are in need of a fast and frugal method considering that in such a case panic, the
priority is the safety of human life, and lastly the ship and the cargo carried onboard.
The first scenario involves the course of action that needs to be taken in order to
prevent an oil spillage after damage to an oil tank, say on a tanker. These actions include
adjusting the pressure of the tank, transferring the cargo, etc. The questions that are asked
at each decision level relate to the characteristics of the tank and the location of the
damage (whether it's near the waterline, at the side, at the bottom, etc.). In the traditional
decision tree (Figure 50), all alternatives are examined before arriving at a final
conclusion. In the case of the fast and frugal tree, the size of it is significantly reduced
and decisions are facilitated by reducing the amount of options (Figure 51).
Tank
Deep 
Shallow
At the side
Figure 50: Traditional decision tree for preventing an oil spillage
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Figure 51: Fast and frugal decision tree for preventing an oil spillage
The scenario of structural damage via collision or grounding is a more general
case of the damage a tank compartment can experience. The philosophy is in parallel
with the aforementioned oil spillage scenario. In a similar way, questions on the location
of the damage and its extent are raised, as well as whether the ship can maintain vital
capabilities like stability and movement. At each level of the tree, there is an exit
indicating whether an emergency action is required or not. Figure 52 presents the fast and
frugal tree structure.
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Figure 52: Fast and frugal decision tree for a ship structural damage
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7.5 Other Heuristic Methods
There are many other heuristic techniques, not all of which are suitable in the ship
design domain. Some other techniques belonging to the fast and frugal category are the
Take-the-Best, Take-the-Last, and the Recognition heuristic. A detailed description and
application of all the methods available is beyond the scope of this research.
To summarize briefly, Take-the-Best can be characterized as a lexicographic
method, generating an order of cues according to their validity. The algorithm begins
with the cue having the highest validity. Gigerenzer, Todd, & the ABC Research Group
(1999) proved that the method produces better results in cases where the ratio of objects
to cues is minimal. Take-the-Last is a similar technique that considers the last cue that
terminated the problem.
Recognition heuristic is an ignorance-based decision-making strategy. The
recognition criterion used in this method requires the participation of people. Obviously,
it is impossible to question people on a specialized topic like ACVs, quite simply because
there are very few people who know anything about them. However, participants could
be substituted with web search engines or scientific databases (i.e. Compendex, NTIS,
etc.), checking, for example, how many hits are generated for an inquiry on ACVs or any
other relevant cues. Such an example would constitute the comparison of the various
resistance components' (wavemaking resistance, friction resistance, air resistance) degree
of impact on the total resistance of the craft.
7.6 Survey on the Use of Heuristics
As just discussed, some of the heuristic techniques require the participation of
people. The most characteristic example is the PughCC method, which relies on experts'
opinions. The results thus far have been validated by using other techniques to fulfill the
same purpose. In this chapter, a survey is conducted in order to capture public opinion on
these problems and once again check the results that have been derived in the previous
analysis. Another goal of this survey is to draw useful conclusions on the utilization of
heuristics. The survey was conducted in a form of a questionnaire, and a completed
version is presented in Appendix 11.
7.6.1 Set up of the Survey
The questionnaire was conducted among students and professionals, all of which
come from the MIT OE department 2N, or the old 13A program of NAME (Naval
Architecture and Marine Engineering). Specifically, 33 participants took part in the
survey. Of them, eight (24%) were 1st year students, twelve (36%) 2nd year students, and
eight (24%) 3rd year students. There was one (3%) PhD candidate, as well as four (12%)
165
professionals, all alumni from the same department. The questionnaire was conducted in
December 2009 and consisted of 14 questions.
*1st year
" 2nd year
3d year
*PhD
* alumni
Figure 53: Distribution of the participants
Since there was no monetary motivation or alternative prize, not all of those who
received the questionnaire returned it completed. Moreover, some of the participants did
not answer all the questions. This was mostly prevalent amongst lt year students'
questionnaires, which may lead to the conclusion that they were unaware of the answer.
However, special consideration has been taken during the construction of the survey so
that the questions were easy to answer and do not require a significant amount of
background knowledge, nor good deal of time to complete.
7.6.2 Objective of the Survey
The goal was to measure naval architects' knowledge on alternative ship design
and decision making methods such as the heuristics. Furthermore, we wanted to test their
willingness to use such a method and whether they would feel confident with the results
obtained by such a method. Finally, some case studies were tested in order to cross-
reference the consensus of the opinions.
7.6.3 Analysis of the Results
In the following lines, the questionnaire will be examined question by question.
The first question had the purpose of checking which class the participants belonged to.
The second question checked their knowledge base by asking them if they knew what the
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terms Heuristics, Heuristics and Biases, and Fast & Frugal Heuristics refer to. The vast
majority, 24 (73%) participants, answered that they are not familiar with the above terms.
For the remaining 27% who answered positively to the second question, the third
question applied to them, inquiring whether they have seen these tools applied to naval
architecture. Of the nine participants who could answer this question, only three (33%)
have seen these terms applied in naval architecture applications, a mere 9% in total.
The fourth question was to check which methods found in decision-making
applications the participants knew from a list. From the methods in the list the most
popular one was Multiple Linear Regression, with Neural Networks and Pugh Controlled
Convergence taking second place. Quality Function Development was the third-most
recognized method while the rest of the methods ranked quite low.
As indicated by the results, many students are aware of the Pugh method, which
came as a surprise. This affirmative answer came mainly from younger students. An
explanation of this could be that the curriculum has changed over the last few years to
include classes from the ESD (Engineering Systems Division) and SDM (System Design
and Management) programs at MIT, as a consequence of the merging of the Ocean
Engineering Department with the Mechanical Engineering Department. However, this
was not the case in the past, and this is reflected in the alumni's answers, who seem to be
unaware of the use of the PughCC method. At the same time, a few participants replied
that they were aware of the Mapping Model method. An email was sent to make sure that
they meant the Mapping Model as described in Von Helversen & Rieskamp (2008). All
of them replied that they had something else in mind.
The fifth question asked if they have ever used any of these methods. 26
participants answered that they have used one of these methods at some point. In the sixth
question, the participants were asked to list the methods they have used. Pugh Controlled
Convergence was the most popular method, Quality Function Development the second-
most frequently used, and Multiple Linear Regression in third place. The rest of the
methods are either not used or very rarely used.
The following question, number seven, asked the participants how many
parametric models they would run before concluding that they have obtained a winning
hullform during the preliminary design process. At this stage of the design, the naval
architect needs to decide upon the most appropriate hullform for a certain mission. This
question serves the purpose of checking how many iterations the naval architect would
run in order to feel confident that he has attained a successful design, and checking if
simpler methods, such as the heuristics, can reduce the amount of these iterations. The
answers were of particular interest. They follow a similar trend; the higher the year of a
student, the more parametric models they would run in order to conclude on an optimum
hullform. The answers of the second and third year students are in the order of tens, while
for the PhD and alumni, who have more experience, are in the order of the hundreds. On
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the other hand, many of the first year students did not answer this question most probably
due to lack of experience. The number of parametric models they consider is less than
ten. Moreover, there were answers that were not specific, explaining that the number
depends on various factors, such as the design tool, the problem itself, etc. To make a
generalization, the answers seem to reflect the experience and the progress of the NAME
program. For example, the second and third year students who were required to go
through the iterative design spiral in their ship design classes consider performing tests
before finalizing their decision.
Question eight examined whether a naval architect would trust the results of a
method that doesn't involve any numerical calculations (i.e. calculation of weights,
probabilities, or other design parameters). Once again, the majority of participants (73%)
answered negatively to this question, revealing an unwillingness to trust such a method.
The following question, number nine, examined the reasons why they wouldn't trust such
a method. Various opinions were expressed, but the general consensus was that these
methods are highly biased and subjective because they depend on the preferences of the
designer. Some of the participants characterized these methods as precarious and
unrealistic since they do not provide enough proof or guarantee concerning the results.
They also said that they lack consistency, and that it is difficult to discern which the best
answer is. Another opinion was that these methods prevent innovative and revolutionary
design.
The tenth question had two parts, the first discussing the advantages of the
computational and informational-intensive methods (i.e. regression analysis) and the
second discussing the simpler heuristic methods.
In the first case, the vast majority of the participants supported the opinion that
these methods are bias-free and don't rely on the subjective conceptions of individuals.
They all credit these methods with accuracy, greater fidelity, safer results, objectivity,
and consistency. They claim that they are more reliable and provide scientific and
rationally- based results. Furthermore, they provide a numerical means for backing up a
decision making process, justifying it. Finally, they suggested that these methods allow
for many different types of product to be analyzed and are easy to compare among many
variants.
In the second case, the general opinion on the advantages of heuristic methods is
that they are cost-effective, both in terms of time and computational power. They are fast,
easy to implement and easy to understand; common sense is factored in, which is not
always the case in purely numerical models. They are more likely to achieve a balanced
design quicker, leveraging data and metrics from previous ships. Another participant
referred to the benefit of being able to quickly explore a great number of variables.
Question eleven constitutes a case study in which the PughCC method is applied.
As described earlier, PughCC is a decision-making method that requires the opinions of
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experts. PughCC calls for brainstorming, participation, and discussion amongst experts
about the model attributes. In this case, the "experts" were NAME students and
professionals. It should be mentioned that NAME students are also professionals having a
great deal of experience since the vast majority of them are naval officers or have
backgrounds in a relevant field. However, the process of brainstorming and
exchanging opinions was difficult to achieve since it was impossible to bring the
participants together. This process is out of the scope of the questionnaire's function
since participants filled it in private. Although there was no interaction between the
participants, a consensus was achieved in several cases.
The case study referred to the selection of the most appropriate hullform given
certain requirements. The requirements were the ones used for the selection of the U.S.
Navy LCS ship described in paragraph 7.4.3.2. However, the participants were informed
of this, so that they make unbiased decisions. This was used as a test case since the
results were known in advance.
The reference hullform was set to the conventional displacement monohull. The
experts agreed that the best hullform for the mission requirements given was the trimaran
with 17 votes, followed by the catamaran with 16. The trimaran is actually one of the two
choices of the US Navy for its LCS ship. The result emphasizes the usefulness and the
validity of a method like PughCC, which works even if the experts are not able to
cooperate. The U.S. Navy's second choice for its LCS ship is a semi-planing hullform,
which in our case study scored third with 6 votes. This is also close to the actual decision
made and can be justified as follow: a catamaran hullform has very similar virtues with a
trimaran, as they both belong to the multihull ship category. As such, the two different
hullforms scored extremely close. On the other hand, the U.S. Navy probably wanted to
test hullforms of different philosophies. Moreover, no pure catamaran hullform was
proposed as a candidate during the selection process. This is why they Navy ended up
with the aforementioned hullforms for which there existed consent among the experts.
The following question, number twelve, was a continuation of the previous and
inquired which platform the participants would consider as a reference hullform. The
participants agreed that the reference platform should be the displacement monohull,
which received 13 votes and constitutes a very reasonable choice. Second with 7 votes,
was the catamaran, which could be a perfect choice for the second round. PughCC is a
method which provides better results if it is iterated a couple of times. Usually the first
round is run and weak designs are eliminated from the process. In the next round, the
reference model can be changed to alternative one and then run again until a winning
candidate is found. For the purpose of the questionnaire, running more than one round
would have no significant impact on the results. To the contrary, it would be more
difficult for the participants to explain and implement, running the risk of getting
169
undesirable results. The goal was to gather whether uniform thinking was possible in a
decision process like this.
In order to follow a typical ship design spiral, the selection of a hullform must
first be examined. At a later stage, the naval architect is required to decide upon the
propulsion engines to be installed, another vital decision. This decision making process
was tested in the last two questions. Many decision methods require the calculation of
weights, probabilities, or priority ranking. For this reason, in question thirteen the
participants' judgment was tested by asking them to assign priority values to certain
aspects of a design.
The case study referred to the aforementioned selection of a propulsion engine for
a tanker, passenger ferry, and a fast patrol boat. The participants were not specifically
asked to select an engine, but rather rank the engine characteristics that they think are
more important for each ship type. The ranking of the cues is also an important procedure
in several heuristic methods that are based on the validity of the cues. The results
revealed that the naval architects consider different criteria to be important depending on
the case in question.
In the instance of a tanker ship, Speciflc Fuel Consumption (SFC) was considered
to be most important with 14 votes, while availability came second with 8. This is a
decision that makes sense since it is a commercial ship, making economy the most crucial
factor for the ship owner. In the case of the fast patrol boat, power was considered to be
the most important attribute and received 24 votes, by far outperforming every other
parameter. In the last case of the passenger ferry, availability outperformed the other
engine characteristics, receiving 15 votes. Again, this is a rational choice since for a
passenger ferry any delay, or even worse damage, results in non-availability, leading to
complaints, ticket refunds, negative media coverage, etc.
The final question, number fourteen, was the actual selection of the engine using
the same engine aspects as in question thirteen. However, the participants were not given
a specific ship type in which they would install the engine. The example is generic and
considered the ASSET engine database for the selection of an engine. The participants
were asked to select an engine with a specific power rating among the options available
in ASSET: domestic diesel engines, foreign diesel engines, gas turbines, and fuel cells.
The PughCC model is also used here for the evaluation of the performance, and the
domestic diesel engines were selected as the reference engine type. The vast majority of
the participants favored gas turbines as the winning engine with a total score of 24, a
decision that may be debatable. Many participants have made the mistake of giving a
higher score to the gas turbines for the power parameter, although power was indicated to
be the same for the selection process. This may have altered the actual result. Yet, the
results prove once again that there is a commonality in the process of thinking and
decision making that lead to the same results.
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7.6.4 Conclusions
Although not all the students returned the questionnaires that were submitted, the
sample is adequate enough to generalize the results. The questionnaire is considered to
have achieved its goals: to test if naval engineers are aware of alternative decision
making methods, to check if they use them in ship design, and finally to understand the
manner in which they think and make decisions. As one of the students, who used
PughCC in the SDM (System Design and Management) classes but hasn't used them in
ship design, cleverly pointed out: PughCC is used in an informal way without even
realizing it. A useful observation is that experience plays a role and is reflected in the
answers as we move from the 1st year students to the alumni, as mentioned in question
seven.
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8 Conclusions and Recommendation for Future Work
This dissertation focused on the possibility of alleviating the inefficiencies of
conventional ship design methods. Initially, traditional decision-making methods were
examined since ship design is a continuous decision-making process. Subsequently,
traditional ship design methods were analyzed along with representative ship design
software. Both optimization and heuristic techniques were applied to various marine
applications for Air Cushion and other types of marine vehicles. Ship design, as well as
operational aspects, were examined, forming individual case studies which were
validated by using several other methods. More specifically, the methods used and the
algorithms developed were tested against a series of other software programs used for
similar purposes, as well as other numerical methods that were also translated into a
Matlab code for comparison.
The optimization technique used was namely neural networks. Several models
have been developed and tested in order to conclude which architecture is most efficient
in estimating the main particulars of ACVs. Subsequently, the most efficient Matlab
method developed was compared against two commercial software programs in order to
check the validity of the results. A similar approach was followed in terms of analyzing
the operations of a ship. In this case, it was not possible to exactly assess the validity of
the results since only simulated information was used. However, a qualitative assessment
of the outcomes proved that they are in fact reasonable.
Overall, the results proved to be quite satisfactory. In the analysis executed,
neural networks proved their suitability in tackling more abstract and general problems
within which variables are loosely correlated or even lack correlation. They were able to
produce detailed modeling even in the non-linear environments that have been examined.
However, their performance was at its best in cases where a moderate amount of
available information was used for training, scoring the highest, or at least very close to
it, compared to all other methods in several scenarios. In cases with abundant available
information, the network's performance deteriorates due to overfitting. Another
significant advantage, which would have immediate application in the operations
analysis, is that once the optimum architecture is decided and the network is complete,
the new information that becomes available can be incorporated and processed with
minimal effort.
The analysis of optimization techniques was followed by an exploration of the
capabilities of heuristic methods. The heuristic techniques that were examined were
divided into two categories: ones used for numerical estimations, and others used for
qualitative analysis. Their results were compared against Multiple Liner Regression,
Classification And Regression Trees, and the neural networks previously discussed. All
of these methods were implemented into Matlab.
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The most extensive analysis was carried out with the Mapping model, which is a
heuristic method for numerical estimations. Several scenarios and databases were
examined, both with binary and continuous cues. The results obtained by all these runs
proved that the method can be used in order to produce quick, satisfactory calculations.
The results were not the best when compared with the other methods; however, the
deviations were not great. On the other hand, when the analysis includes values that are
outside the range that is presented in the training phase for all methods, the Mapping
model greatly outperformed all other competitors, proving itself to be a valuable tool for
extrapolation. Generally, the Mapping model performs well in cases where there is
limited information, an important feature considering the frequent predicament of
insufficient resources.
The amount of information has also affected the optimum number of categories
used in each case. Hence, when the amount of information was limited, a small number
of categories produced better results. These two variables were analogously related.
Finally, the most important quality is the reduced time of execution. The more complex
the problem was, the higher the difference in time to come to a solution was between the
Mapping model and the other methods. Since time is usually related to cost, this means
that the Mapping model is a cost-effective method in addition to being accurate. Finally,
a comparison with the results produced using Paramarine was conducted, showing that
the Mapping model works better in some cases.
Similar conclusions were drawn from the analysis of another quantitative heuristic
method, the QuickEst algorithm. QuickEst coupled with the spontaneous number rule is a
method that applies in a J-shape environment. In such an environment, it produces
accurate results when compared to other methods such as MLR and CART. Once again,
the results may not have been the most optimal in comparison to the other methods, but
the speed of execution makes this algorithm quite attractive. In general, QuickEst proved
to be an excellent tool when a back of the envelope analysis is needed.
The most extensively analyzed qualitative heuristic representative was the Pugh
Controlled Convergence method. Although a well-known method, the results of the
analysis along with those of the survey questionnaire revealed that it is a method
underutilized, especially in the domain of ship design. The analysis indicated that there
are many applications in ship design, specifically in areas where there is no solid
methodology to tackle a problem. In this scenario, the method proved useful in
facilitating decision-making and arriving at a safe choice. Since it is not a numerical
method that can be accurately measured and compared in terms of performance with
other techniques, we cannot exactly quantify the precision and accuracy of the method.
However, when compared with other similar methods and MAPC software as well as a
legitimate case study (LCS), the results were more than satisfactory. Overall, the method
is fast and frugal since it does not require the calculation of any weights or probabilities.
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It effectively narrows down the candidate options and facilitates the emergence of new
concepts due to the brainstorming involved.
Another similar method examined was Categorization By Elimination. The
results, as well as its qualities, are comparable to those of PughCC. It is a method that
does not require any weighting, can be easily formulated, and yields quick, approximate
results. The method was compared against PughCC on the same scenario and performed
likewise. The last qualitative method analyzed was Fast and Frugal Trees. Fast and
Frugal Trees are a simplified version of traditional decision trees. When compared
against them, the method proved to be significantly quicker, especially in cases where the
problem involves a large number of variables. In such a complex problem, traditional
decision trees can quickly become intractable. A further advantage is that the method
does not require any probabilities when moving from one branch of the tree to another.
All these qualities make the method a valuable tool in cases where a quick decision has to
be made, as in, for example, an emergency situation.
Generalizing the findings of the aforementioned methods, the result is a number
of practical tools that have been developed and will facilitate the task of a naval architect.
These tools, which are easy to comprehend, implement, and communicate, will give him
the opportunity to make quick estimations in several problems, ranging from calculating
design parameters to planning operations. The application of the algorithms presented can
help the ship operator reduce costs and even allow for an appropriate and timely decision
in an emergency situation.
The algorithms can be easily adjusted to a case-specific scenario or adapted to
meet the needs of the user. Furthermore, in most cases they do not require any expertise
and can be used even by someone who is not a naval architect in order to perform quick
estimations on a variety of parameters (PughCC is an exception). They are written in a
prevalent format, averting frustrating situations of trying to transfer a design file from one
program platform to another.
Particularly, the algorithms based on heuristic methods proved to perform well in
environments with minimal information, as was the case with Air Cushion Vehicles. This
outcome verifies the frugality of these methods. Such a result is extremely important
since limited resources are commonplace to many decision-making situations. Moreover,
their prediction capabilities for values outside the range of training variables are
impressive.
On the other hand, the major issue concerning the high number of iterations was
not entirely resolved. A complete solution to this problem is unfortunately unattainable.
However, even a small reduction of the amount of iterations would be beneficial. Since
there is no exact number of iterations needed to produce a final design, comparisons with
what is achieved are difficult. Nevertheless, it is safe to claim that an effective tool has
been formulated, especially in cases for which there is no specific methodology, as was
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the case in the selection of a ship hullform. Heuristic methods like the PughCC proved to
yield quite reasonable results. In a traditional process, decision-making would involve a
number of iterations of numerical analysis before reaching a final decision.
Furthermore, iterations can be reduced due to the flexibility of the proposed
models. Neural networks and heuristics can perform estimations of parameters that are
not related to each other, combining several "spokes" of the design spiral. In this
analysis, for example, geometric characteristics were calculated simultaneously with
propulsion variables. In a conventional process, these parameters would have been
calculated based on mathematical formulas or empirical rules that correlate selected
variables. Therefore, they are valuable prediction tools in cases where there is insufficient
information about the relationship among the input and output variables
Simultaneously, a reduction in the speed of each iteration was achieved when
using heuristic methods. Due to their simplicity and transparency, heuristic methods
outperform every other traditional method in calculating time. The more parameters
entering the problem, the higher the speed difference is between heuristics and other
methods, as was shown in the analysis.
An additional contribution to ship design is that a solid framework was presented
for making decisions about certain design aspects for which there are no universally
accepted procedures referenced. The selection of a propulsion engine, or a propulsion
configuration, as well as the selection of a hullform, were some indicative examples.
The overall conclusion is that the optimization techniques analyzed should be
used in parallel with heuristics in order to achieve maximum results. However, precisely
when a heuristic method should be used over an optimization method is not strictly
defined, although an attempt to explicitly describe this process has been done by
Katsikopoulos (2011), as is expressed in Figure 31. As was presented in the analysis,
there are methods which are affected by the structure of the environment, and for this
reason, their results should be verified by alternative method.
One of the major results revealed by the survey is that naval architects largely
prefer numerical methods over heuristics or other qualitative techniques. However, in
cases where there is time pressure or a constraint on the decision-making process, they
may choose a heuristic method like PughCC if it is presented as an alternative. Our
prompt is that qualitative and quantitative techniques should be used in unison for a more
thorough analysis or used separately according to the nature of the problem. The final
goal is to optimize Quality, Cost, Delivery (QCD), as expressed in Clausing &
Katsikopoulos (2008).
From this point forward, the next step is to apply the methods proposed to a
variety of different marine problems. The results should be further confirmed by
analyzing additional scenarios and exploring different aspects of the design process.
175
Larger datasets, probably in the range of tens or even hundreds of thousands of entries,
should be used in order to accentuate the discrepancies among various methods and in
order to clarify which one is in fact the most appropriate for each case. Additional
methods than the ones already presented can also be examined and used for comparison.
Furthermore, alternative software can also be used for the evaluation of the results.
More specifically, neural networks have been used in the past, although not
extensively. This analysis has proven that they are valuable tools; hence, they should be
applied more extensively to marine problems, even to those that are defined as large-scale
and meet a more general level. On the other hand, there is lack of experience in the use of
heuristics in engineering problems. The results are promising, and they seem to work
well, although not in every case and environment. Their behavior in environments not
examined in this research can also be studied. New heuristic techniques more suitable to
the design of marine vessels can be developed. This opens the path for new heuristic
methods to be developed, following the principles of speed and frugality.
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Appendix 1: Matlab Results for the ACV Design Problem Using Neural Networks
In the first three graphs, the three outputs of the problem are presented as a
function of each one of the inputs. This data comprises the pairs of inputs-outputs of the
training set. The outputs versus speed graph shows that the data is well spread within the
range used. In contrast, the outputs as a function of range and payload do not exhibit the
same behavior. The quality of the data is low as there are few examples in the upper
range of the set.
Subsequently, the training performance and the Hinton diagram of one-layer,
three-neuron architecture is presented for simplicity. A Hinton diagram is a graphic
representation of the values of the biases and weights of the network. For the same
architecture, pairs of diagrams comparing the target, output and test values of the three
outputs (length, displacement and power) against speed are presented.
Finally, diagrams comparing the target, output and test values of the three outputs
(length, displacement and power) against speed, for the best architecture, are presented
together with the training performance of the network. The code developed in Matlab is
ultimately demonstrated.
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clear;
cic;
load io; %load the input-output file
speed=inputstranspose(1,:);
range=inputs transpose(2,:);
payload=inputs transpose(3,:);
length=targetstranspose(1,:);
power=targets transpose(2,:);
displacement=targets-transpose(3,:);
graphs; %loads file for the input graphs
[pn,mininputs transpose,maxinputs-transpose,tn ,m intargets transpose,maxtargetsjtranspose] =
premnmx(inputs transpose,targetsjtranspose); %normalize inputs and targets so that they
belong to [-1 1]
net=newff(minmax(pn),[8,3],{'logsig','purelin'},'trainscg','learngdm','mse'); %create the net
%training parameters
net.trainParam.show = 20; % show intermediate results every 20 iterations
net.trainParam.Ir = 0.05; % learning rate
net.trainParam.epochs = 1000; % number of iterations
net.trainParam.goal = 0.005; % performance goal
[net] = train(net,pn,tn); %train the net
disp('weights and biases');
wl=net.iw{1,1}; % weights of the 1st layer
w2=net.lw{2,1}; % weights of the 2nd layer
bl=net.b{1}; % biases of the 1st layer
b2=net.b{2}; % biases of the 2nd layer
%plot weights and biases of each layer
figure(4);
subplot(3,1,1);
hintonwb(wl,bl)
title('Layer 1 - weights and biases');
subplot(3,1,2);
hintonwb(w2,b2)
title('Layer 2 - weights and biases');
subplot(3,1,3);
hintonwb(w3,b3)
title('Layer 3 - weights and biases');
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save weights_biases w* b*; %save the weights and the biases of each layer to the file wb.
It can be retrieved by load
an = sim(net,pn); % simulate the network, an is the normalized output of the network
[a] = postmnmx(an,mintargets transpose,maxtargets transpose); % unnormalize the output of
the network
e = tn-an; %e is the error between the target and the output of the network
perf = mse(e) %calculates the performance with the aid of mean square error
%linear regression between network outputs and targets to check the quality of the network
training
i=[1 2 3];
for i=1:3
figure(i+4);
[m(i),b(i),r(i)] = postreg(a(i,:),targets-transpose(i,:)); %m = Slope of the linear regression,b = Y
intercept of the linear regression,r = Regression R-value. R=1 means perfect correlation
end
load productiondata %test the network with the "production" dataset
pnew=testing_data; %give a new input and see what the network
predicts
pnewn = tramnmx(pnew,mininputs transpose,maxinputs transpose); %new inputs must be
normalized according to p,t
anewn = sim(net,pnewn);
anew = postmnmx(anewn ,mintargets transpose,maxtargets transpose);
production=anew';
%evaluation of the results. We plot the target, output and test results for the inputs given
figure(8);
plot(speed,length,'o',speed,a(1,:),'x',testingdata(1,:),anew(1,:),'d'); grid on
title('speed vs target, output and test values for length','FontSize',12);
xlabel('speed (kt)','FontSize', 12); ylabel('Iength (m)','FontSize', 12);
legend('target length','output length','test length',2);
figure(9);
plot(speed,power,'o',speed,a(2,:),'x',testingdata(1,:),anew(2,:),'d'); grid on
title('speed vs target, output and test values for power','FontSize',12);
xlabel('speed (kt)','FontSize', 12); ylabel('power (kW)','FontSize', 12);
legend('target power','output power','test power',2);
figure(1 0);
plot(speed,displacement,'o',speed,a(3,:),'x',testing_data(1, :),anew(3,:),'d'); grid on
title('speed vs target, output and test values for displacement','FontSize',12);
xlabel('speed (kt)','FontSize', 12); ylabel('displacement (tn)','FontSize', 12);
legend('target displacement','output displacement','test displacement',2);
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%simulate the network in simulink
gensim(net);
clear;
clc;
load io;
speed=inputs transpose(1,:);
range=inputstranspose(2,:);
payload=inputs transpose(3,:);
length=targetstranspose(1,:);
power=targets transpose(2,:);
displacement=targets-transpose(3,:);
figure(1);
subplot(3,1,1);
plot(speed,length,'x','MarkerSize',8);grid on
xlabel('speed (kt)','FontSize', 12); ylabel('length (m)','FontSize', 12);
subplot(3,1,2);
plot(speed, power,'x','MarkerSize',8);grid on
xlabel('speed (kt)','FontSize', 12); ylabel('power (kW)','FontSize', 12);
subplot(3,1,3);
plot(speed,displacement,'x','MarkerSize',8);grid on
xlabel('speed (kt)','FontSize',12); ylabel('displacement (tn)','FontSize',12);
figure(2);
subplot(3,1,1);
plot(range,length,'x','MarkerSize',8);grid on
xlabel('range (nm)','FontSize',12); ylabel('length (m)','FontSize',12);
subplot(3,1,2);
plot(range,power,'x','MarkerSize',8);grid on
xlabel('range (nm)','FontSize',12); ylabel('power (kW)','FontSize',12);
subplot(3,1,3);
plot(range,displacement,'x','MarkerSize',8);grid on
xlabel('range (nm)','FontSize',12); ylabel('displacement (tn)','FontSize',12);
figure(3);
subplot(3,1,1);
plot(payload,length,'x','MarkerSize',8);grid on
xlabel('payload (tn)','FontSize',12); ylabel('length (m)','FontSize',12);
subplot(3,1,2);
plot(payload,power,'x','MarkerSize',8);grid on
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xlabel('payload (tn)','FontSize', 12); ylabel('power (kW)','FontSize', 12);
subplot(3,1,3);
plot(payload,displacement,'x','MarkerSize',8);grid on
xlabel('payload (tn)','FontSize', 12); ylabel('displacement (tn)','FontSize', 12);
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Appendix 2: EasyNN plus Results for the ACV Design Problem
The first three figures are three different architectures, consisting of one, two and
three hidden layers respectively. It is noticeable the increase in complexity as the number
of layers and neurons increases.
The last two figures belong to the network with the best efficiency. The training
performance, as well as a comparison of the true and predicted values, both for the
training and the validating set, are presented.
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Appendix 3: Neurosolutions Results for the ACV Design Problem
In the first graphs, the network that was selected by the program is presented. The
network architecture and the performance are illustrated together with the best fitness
diagram. The best fitness diagram refers to the genetic optimization stage of the analysis
and displays the lowest error achieved during the genetic run.
The last three diagrams refer to the best network developed by the user. It is a
network with 5 neurons in the first layer and 3 neurons in the second layer. The training
rule is the Levenberg-Marquardt. The network architecture, the performance of the
network and a graph comparing the real outputs with the desired outputs is presented.
-Best Fitness
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0.06-
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0*
1 3 5 7 9 1113 16 18 21 24
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Appendix 4: Hovercraft's Table for the Use of Mapping Model in the Binary Cues
Case
In the following table, the type and the country of manufacture of each one of the
68 hovercrafts is presented. The hovercrafts are sorted by ascending AUW order. The
grey columns include the binary value of each cue (0 or 1), as analyzed earlier. The last
two columns are the propeller and the fan type cues, and were excluded from the analysis
for aforementioned reasons. Some entries referring to the fan type are missing due to lack
of information. The following abbreviations are used in table.
AUW = All up Weight, equal to the displacement for conventional ships
GT = Gas Turbine engine
P = Passenger ferry use
MC = Military or Car/Cargo use
I = Integrated propulsion configuration
S = Separate propulsion configuration
C = Composite material used for the construction of the hull
Al = Aluminum used for the construction of the hull
D = Ducted propellers
F = Free propellers
C = Centrifugal fans
A = Axial flow fans
M = Mixed flow fans
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AUW propulsion No of No of Hull
Type Country (tn) use cue config cue Diesels GT cue material cue cue sum
ICanair 506 Canada 1.32 P I 1 C 0
2 Commuter Series 700 Singapore 1.45 P I 1 C 0
3 Transporter LX Canada 1.542 P I 1 C 0
4 River Rover Mk4 UK 1.6 P I 1 C 0
5 Hovertour 1000 USA 1.678 P I 1 C 0
6 Discovery New Zealand 1.9 P I 1 C 0
7Gepard Russia 1.9 P I 1 Al 1 1
8 overtour 2000 USA 1.9 P I 1 C 0
9 Canair 509 Canada 2 P I 2 C 0
10 Argo Russia 2.1 P I 2 Al 1 1
11 Leopard Russia 2.4 P I 2 Al 1 1
121Canair 512 Canada 2.42 P I 2 C 0
13 Explorer New Zealand 2.7 P I 1 C 0
14 Polar Bear Netherlands 3.1 P I 1 C 0
151HS 1500 USA 3.4 P I 1 C 0
161500 TD UK 3.8 P I 1 C 0
172000 TD UK 4.6 P I 1 Al 1 1
187210 China 4.7 P S 1 1 Al 1 2
19 Puma Russia 5 P I 2 Al 1 1
20 Odyssey New Zealand 5.4 P I 1 C 0
21 Colibrie Netherlands 5.5 P I 1 C 0
22SAH 2200 UK 5.5 P I 1 C 0
23 HT-904 China 6 P I 1 Al 1 1
24 AT-140 Canada 6.192 P I 1 Al 1 1
25 Rys Russia 7.8 P S 1 2 Al 1 2
26HS 2500 USA 8.3 P I 2 C 0
Propellers
type
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
D
Fan
type
C
C
C
C
C
C
C
C
C
A
C
C
C
C
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271TURT IV South Korea
28 Irbis Russia 10.7 P I 2 Al 1 1
29 Lynx Russia 11.2 P S 1 2 Al 1 2
30 3000 TD UK 11.2 P I 2 Al 1 1
313000 TD Mk2 UK 11.2 P I 2 Al 1 1
32 HS 4500 USA 12 P I 3 C 0
33 TURT IV Mkl South Korea 13 P S 1 2 Al 1 2
34 Viking Canada 14.74 P I 1 1 Al 1 2
35 4000 TD UK 15.9 P I 2 Al 1 1
36 TURT IV Mk2 South Korea 16.3 P S 1 2 Al 1 2
377226 China 16.5 P I 2 Al 1 1
38 MV-PP5 Japan 19.2 P I 11 Al 1 2
3971611 China 19.4 P S 1 2 Al 1 2
40 HT-901 China 21 P S 1 2 Al 1 2
41 20m Hovercraft Russia 22.2 P I 2 Al 1 1
42KA M10-X Sweden 27 MCP I 2 C 0
438000 TD UK 27 P I 2 Al 1 1
44C-7 USA 29.5 P S 1 2 Al 1 2
457218 China 30 P S 1 2 Al 1 2
46N300 France 30 P I 21 Al 1 2
47 VCA-36 Spain 36 MCP I 21 Al 1 2
48 HT-903B China 40 P S 1 2 Al 1 2
49 MV-PP10 Japan 40 P S 1 2 Al 1 2
50 AP1-88/100 UK 40.8 P S 1 2 Al 1 2
51 Voyageur Canada 40.82 MC 1 I 2 1 Al 1 3
521AP-88/200 UK 47.1 P S 1 2 Al 1 2
53 HT-903A China 55 P S 1 3 Al 1 2
54 Sibir Russia 55 MC 1 I 2 1 Al 1 3
D
D
D
D
D
D
D
F
D
D
D
F
D
D
D
D
D
D
D
F
F
D
D
D
F
D
D
D
C
C
C
C
C
C
C
C
C
C
C
C
A
C
C
M
C
C
C
C
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551LACV-30
56 MV-PP15 Japan 61.7 P I 2 1 Al 1 2
57BH 7 UK 61.7 MC 1 I 1 Al 1 2
58 DASH 400 UK 70 MC 1 S 1 2 Al 1 3
59BHT 130 UK 70 P S 1 2 Al 1 2
60 T2000 Finland 84 MC 1 I 2 1 Al 1 3
61 Lebed Russia 87 MC 1 I 2 1 Al 1 3
62 TURT V South Korea 95 P S 1 2 1 Al 1 3
63 Murena Russia 150 MC 1 I 2 1 Al 1 3
64LCAC USA 153.5 MC 1 S 1 2 1 Al 1 4
65 N500 France 260 MC 1 S 1 3 1 Al 1 4
66 Aist Russia 298 MC 1 I 2 1 Al 1 3
67 SR.N4 Mk3 UK 325 MC 1 I 4 1 Al 1 3
68 ubr Russia 550 MC 1 S 1 3 1 Al 1 4
USA 561 MC I I
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F
D
F
D
D
D
D
D
D
D
F
F
F
D
C
C
C
C
C
A
C
A
C
A
A
C
A
Appendix 5: Sample table of the Containerships' Data for the Use of Mapping Model in the
Continuous Cues Case
A sample table with the information available for a total of 4,840 containerships is
presented below. All units follow the metric system.
LOA = Length Over All
Dwt = Deadweight (the payload of a vessel)
TEUCap = Containers' capacity in Twenty foot Equivalent Units (TEU)
Name BuildYear LOA Beam Draught Dwt Speed TEUCap ReeferTEU
2GO 1 1990 157.69 21.75 8.97 15165 17 1048 200
A La Marine 2009 170.15 25.32 9.5 20073 19.5 1440 632
A. P. Moller 2000 346.72 42 14.5 104696 25 7226 1406
ACX Cherry 1994 163.66 26 8.92 18103 20.5 1164 394
ACX Cosmos 1995 163.66 26 8.92 18106 20.5 1164 394
ACX Crystal 2008 226.6 30.1 12 34200 22 2900 708
ACX Diamond 2008 222.6 30.1 12 34200 23 2900 708
ACX Hibiscus 1997 193.03 28 9.15 24581 20 1675 200
ACX Jasmine 1996 188.03 30 11.5 30743 21.5 2078 800
ACX Lily 1990 184.51 27.6 9.53 22735 18 1408 200
ACX Magnolia 1998 193 28 9.53 24529 20 1675 200
ACX Marguerite 1997 193 28 9.63 24386 20 1613 412
ACX Pearl 2008 266.6 30.1 12 34200 23 2900 708
ACX Plumeria 1997 177.18 27.5 10.47 26262 20 1900 620
ACX Rafflesia 1997 193.03 28 9.15 24581 20 1675 200
ACX Satsuma 1997 123.57 18.5 8 8911 16 560 200
ACX Swan 1978 128.5 21.06 7.72 9531 13.5 500 160
ANL Bass Trader 1996 125.3 20 7.4 9965 15.9 642 120
ANL Binburra 2002 202 29.8 11.55 33900 21.8 2452 880
ANL Kokoda 1995 115.02 18.2 8 8713 16.2 500 200
ANL Wangaratta 2008 263 32.26 12.5 52000 24.5 4250 800
ANL Warringa 2007 260 32.2 12.6 50629 24.5 4250 800
ANL Windarra 2007 263 32.26 12.5 52000 24.5 4250 800
ANL Wyong 2008 263 32.26 12.5 52000 24.5 4250 800
ANL Yarrunga 2005 148 23.25 8.5 13760 19.6 1118 440
Abdul H. 1970 107.3 17.4 4.1 4945 13 225 40
Aboudi V 1985 133.38 21.7 7.57 9327 15 752 160
Abtin 1 2008 148 23.25 8.5 13760 19.5 1118 440
Abu Dhabi 1998 276.5 32.2 12.5 49993 24.1 3802 720
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Appendix 6: Sample table of the LNGs' Data for the Use of Mapping Model in the
Continuous Cues Case
A sample table with the information available for a total of 211 Liquefied Natural Gas
(LNG) carriers is presented below. All units follow the metric system.
LOA = Length Over All
GT = Gross Tonnage (the total internal volume of a vessel)
Dwt = Deadweight (the payload of a vessel)
Build Cubic
Name Year LOA Beam Draught GT Dwt Capacity HP Speed
Abadi 2002 290 46.28 11 117461 72758 135000 28985 19.5
Al Areesh 2007 288.2 43.4 13.21 99106 79000 151700 36787 19.5
Al Bidda 1999 297.5 45.8 11.25 111124 72462 135279 36500 19.5
Al Deebel 2005 283 43.4 11.4 95824 78542 145130 19854 19.5
Al Gattara 2007 315 50 12.5 136410 106898 215000 50009 19.5
Al Hamra 1997 289.14 48.18 11.3 116703 79250 137000 40241 19.5
Al Jasra 2000 297.5 45.8 11.25 111168 72218 137100 32790 19.5
Al Khaznah 1994 293 45.75 11.25 110895 71543 135496 39020 19.5
Al Khor 1996 297.5 45.75 11.25 111038 72176 137354 36500 19.5
Al Marrouna 2006 288 43.4 12 99106 78520 151700 36787 19.5
Al Rayyan 1997 297.5 45.75 11.25 111128 72430 135358 36500 19.5
Al Thakhira 2005 283 43.4 11.4 95824 78542 145130 19854 19.5
Al Wajbah 1997 297.5 45.75 11.25 111611 72348 137354 36500 19.5
Al Wakrah 1998 297.5 45.75 11.25 111124 72430 135358 36500 19.5
Al Zubarah 1996 297.5 45.75 11.25 111079 72557 137573 36500 19.5
Aman
Bintulu 1993 130 25.7 7.1 16336 9220 18928 7500 15
Aman
Hakata 1998 130 25.7 7.1 16400 9090 18800 7500 15.5
Aman
Sendai 1997 130 25.7 7.1 16336 9220 18928 7500 15
Annabella 1975 198.5 26.5 10.45 26951 26800 35500 23000 18
Arctic
Discoverer 2006 289.5 48.4 11.3 118571 75485 142612 36180 20
Arctic Spirit 1993 239 40 11 66174 48817 89880 20400 17.5
BW Suez
Boston 2003 277 43.4 12.12 93844 77410 138059 36690 19.5
Bachir
Chihani 1979 281.7 41.6 10.85 80654 70328 129767 36000 18
Banshu
Maru 1983 283 44.6 11.53 102390 67055 125542 40000 19.3
Bebatik 1972 259.74 34.75 9.45 48662 51579 75060 20800 18.2
206
Appendix 7: Table of Hovercrafts Used with the QuickEst Algorithm
LOA propulsion Total power No of propellers
Type (M) passengers > 35 config sep > 2000 kW >2
1 Explorer 7.3 0 0 0 0
2 450 TD 7.6 0 0 0 0
3 Polar Bear 8 0 0 0 0
4 Argo 8.1 0 0 0 0
5 HS 1500 8.125 0 0 0 0
6 Alligator 8.5 0 0 0 0
7 Tiger 12 8.53 0 0 0 0
8 1000 TD 8.8 0 0 0 0
9 7210 9.9 0 1 0 0
10 1500 TD 10.2 0 0 0 0
11 HT-904 10.5 0 0 0 0
12 Odyssey 10.5 0 0 0 0
13 2000 TD 10.6 0 0 0 0
14 2000 TDX 10.6 0 0 0 0
15 SAH 2200 10.6 0 0 0 0
16 11m ACVAS 10.9 0 1 0 0
17 AT-140 11.2 0 0 0 0
18 1060 Fire Tender 11.3 0 0 0 0
19 Colibrie 11.5 0 0 0 0
20 SF2000 Eagle 11.6 0 0 0 0
21 2000 TDX Mk2 11.9 0 0 0 0
22 Puma 12.2 0 0 0 0
23 7224 12.4 0 0 0 0
24 HS 2500 12.5 0 0 0 0
25 TURT IV 12.7 0 1 0 0
26 TURT IV Mk1 13.3 0 1 0 0
27 Lynx 13.5 0 1 0 0
28 Viking 13.6 1 0 0 0
29 Rys 14.1 0 1 0 0
30 HS 4500 14.5 1 0 0 0
31 SF3000 Falcon 15 0 0 0 0
32 3000 TD 15 1 0 0 0
33 TURT IV Mk2 15.3 0 1 0 0
34 3000 TD Mk2 15.35 1 0 0 0
35 3000 TDX Mk2 15.35 1 0 0 0
36 C-7 16 1 1 0 0
37 Tiger 40 16.5 1 1 0 0
38 Irbis 17.5 0 0 0 0
39 7226 17.9 1 0 0 0
40 HT-901 17.9 1 1 0 0
41 4000 TD 17.9 1 0 0 0
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43 7161 18.4 0 1 0 0
44 Bizon 18.7 1 0 0 0
45 KA M1O-X 18.9 1 0 0 0
46 20m Hovercraft 19.4 1 0 0 0
47 8000 TD 19.85 1 0 0 0
48 20m ACVAS 19.9 1 1 0 0
49 4000 TDX Mk2 19.9 1 0 0 0
50 Voyageur 20 1 0 0 0
51 M-10 20.6 1 0 0 0
52 7218 21.3 1 1 0 0
53 MV-PP1O 23.1 1 1 0 0
54 N300 passenger 23.3 1 0 0 0
55 N300 cargo 23.3 1 0 0 0
56 LACV-30 23.3 1 0 1 0
57 HT-903B 24.4 1 1 0 0
58 Lebed 24.4 1 0 1 0
59 AP1-88/100 24.4 1 1 0 0
60 AP1-88/200 24.5 1 1 0 0
61 Sibir 25.2 1 0 1 0
62 VCA-36 25.5 1 0 1 0
63 MV-PP15 26.4 1 0 1 0
64 TURT V 26.5 1 1 1 0
65 LCAC 26.8 1 0 1 0
66 T2000 27.4 1 1 1 0
67 HT-903A 28 1 1 0 0
68 HS 15000 28 1 1 1 0
69 DASH 400 28.5 1 1 1 0
70 BHT 130 29.3 1 1 1 0
71 Bobyor 30.2 1 1 1 0
72 BH 7 Mk2O 30.54 1 0 1 0
73 BHT 150 31 1 1 1 0
74 Murena 32 1 0 1 0
75 BHT 160 32.38 1 1 1 0
76 BHT 180 33.83 1 1 1 0
77 Aist 47.3 1 0 1 1
78 N500 50 1 1 1 1
79 SR.N4 Mk3 56.4 1 0 1 1
80 Zubr 57.6 1 1 1 1
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Appendix 8: Categorization By Elimination
In this appendix the CBE evaluation matrices are presented. The first table presents the
requirements for the LCS program. The remaining five tables illustrate the five
cues/requirements used for the elimination process. The bins are also included. The shaded cells
represent the capabilities' range of each hullform for this specific cue. Hullforms highlighted in
red are eliminated for the specific cue examined.
Threshold values Goal values
Draft (ft/m) 20/6.1 10/3.05
Max speed @ss3 (kt) 40 50
Range @max speed 1000 1500
Range @econ speed 3500 4300
Aviation 1 heavy helo 1 heavy helo 1 heavy helo
Seakeeping air launch ss4 water launch ss3 air launch ss5 water launch ss4
Mission module payload (MT) 180 210
Core crew size 50 15
Operational availability 0.85 0.95
Speed
0-25kt 25-35kt 35-45kt 45-55kt 55-65kt
Semi-planing
Planing
Hydrofoil
Catamaran
Trimaran
Hovercraft
SES
Mission module payload
-sOtni | s-10inn I 100-1,5in 1O-200tn | 200-250tn
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SES
SWATH
Draft
I <3m | 3-4m | 4-5m 5-6m >6m
Displacement monohull
Semi-planing
Planing
Hydrofoil (hullborne)
Catamaran
Trimaran
Hovercraft
SES (hullborne)
Seakeeping
ss3-4 I ss4-5 | ss5-6 I ss6-7 I ss7-8
Displacement monohull
Range @ max speed
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Appendix 9: PughCC Matrices Used for the Selection of a Hullform
In this appendix, PughCC matrices are presented for the selection of the hullform for the case of LCS and the T-Craft. The
requirements for these two programs are included in the last two columns of each matrix. The data in these columns represents both
threshold and goal values. The column in yellow refers to the reference hullform. Two runs are included in each case, and the winners
of the second run are highlighted in green.
draft (ft) 0 1 1 -1 0 0 1 -1 -1 20 10
max speed
@ss3 (kt) 0 1 1 1 1 1 1 1 -1 40 50
Range @max
speed 0 -1 -1 -1 -1 -1 -1 -1 -1 1000 1500
Range @econ
speed 0 -1 -1 -1 -1 -1 -1 -1 -1 3500 4300
aviation 1 heavy
helo 0 0 -1 -1 1 1 -1 -1 1 1 heavy helo 1 heavy helo
seakeeping air launch air launch
ss4 water ss5 water
0 0 -1 -1 0 1 -1 -1 1 launch ss3 launch ss4
mission module
payload (MT) 0 0 -1 -1 0 0 -1 0 0 180 210
core crew size 0 0 0 0 0 0 0 0 0 50 15
operational
availability 0 0 0 -1 -1 -1 -1 -1 -1 0.85 0.95
total score 1st
run 0 0 -3 -6 -1 0 -4 -5 -3
Table 37: Pugh decision matrix for the selection of the LCS hullform (1st run)
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draft (ft) - 1 1 - 0 0 - - -1 20 10
max speed
@ss3 (kt) - 0 1 - 0 0 - - -1 40 50
Range @max
speed - 0 -1 - 0 0 - - -1 1000 1500
Range @econ
speed - 0 -1 - 0 0 - - -1 3500 4300
aviation 1 heavy
helo - 0 -1 - 0 0 - - 1 1 heavy helo 1 heavy helo
seakeeping air launch air launch
ss4 water ss5 water
- 0 -1 - 0 1 - - 1 launch ss3 launch ss4
mission module
payload(MT) 0 -1 - 0 0 - 0 180 210
core crew size - 0 0 - 0 0 - - 0 50 15
operational
availability -
total score 2nd
round - -3_ - 0
Table 38: Pugh decision matrix for the selection of the LCS hullform (2 "d run)
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0.85 0.95
.M-- - -- - - - - - - - - - - - I I.V., I ...... . .......................... ....  ............ ...... ........ .. .. I I I - I - - - - --- --- - - K..
0.85 0.95
payload area (sqft) 0 0 -1 -1 1 1 1 1 1 2200 5500
Max range @ mode 1
(no cargo) 0 -1 -1 -1 -1 -1 -1 -1 -1 2500 2500
Max range @ mode 2
(full load) 0 0 -1 0 0 0 0 0 0 500 600
Max speed @ mode 2
(full load) 0 1 1 1 1 1 1 1 -1 40 40
seakeeping mode 1 0 0 -1 -1 -1 1 -1 -1 1 ss6
seakeeping mode 2 0 0 -1 -1 0 0 -1 0 0 ss4
crew size 0 0 0 0 0 0 0 0 0 3 2
amphibious 0 0 0 0 0 0 1 0 0 yes yes
total score 1st round 0 0 -5 -4 0 2 -1 0 0
Table 39: Pugh decision matrix for the selection of the T-Craft hullform (1s run)
213
.......... ....
payload weight (Qt) 300 750
payload weight It) 0 0 - - 0 0 - 0 0 300 750
payload area (sqft) -1 -1 - - 0 0 - 0 0 2200 5500
Max range @ mode 1
(no cargo) 1 0 - - 0 0 - 0 0 2500 2500
Max range @ mode 2
(full load) 0 0 - - 0 0 - 0 0 500 600
Max speed @ mode 2
(full load) -l 0 - - 0 0 - 0 -1 40 40
seakeeping mode 1 1 1 - - 0 1 - -1 1 ss6
seakeeping mode 2 0 0 - - 0 0 - 0 0 ss4
crew size 0 0 - - 0 0 - 0 0 3 2
amphibious 0 0 - - 0 0 - 0 0 yes yes
total score 2nd round 0 0 - - 0 
- -1 0
Table 40: Pugh decision matrix for the selection of the T-Craft hullform (2"I run)
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Appendix 10: Engine Data from ASSET Used for the PughCC Method
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model Power kW) SFC Length Width Height Volume Weight Power/Weight
MC 3.5MW 3510 0.1539 8.99 5.96 3.66 196.10 108.61 32.3
MC REV 3.5MW 3510 0.1484 10.24 5.9 4.88 294.83 153.61 22.9
Fuel Cells PEM 3.5MW 3510 0.222 7.62 3.68 3.66 102.63 53.28 65.9
PEM 3500 3500 0.2477 5.07 2.53 1.83 23.47 12.73 274.9
PSO 3500 3500 0.1755 7.31 3.66 1.83 48.96 20.25 172.8
DDA 501-K34 3430 0.2875 2.29 0.85 0.79 1.54 0.58 5913.8
DDA 501-K34G 3362 0.2934 3.05 1.04 1.79 5.68 3.22 1044.1
GE LM500 3356 0.2927 2.19 0.85 0.85 1.58 0.58 5786.2
Gas Turbine GE LM50OG 3940 0.2827 2.45 1.1 2.13 5.74 2.29 1720.5
RRA T406G 3654 0.2696 3.02 1.47 2.53 11.23 2.24 1631.3
SOLAR MERC
50G 3846 0.2172 5.54 1.68 2.65 24.66 7.35 523.3
MTU 16V1163 3394 0.2099 4.15 1.66 2.6 17.91 14.45 234.9
Foreign Diesel MTU 20V956 3204 0.2099 4.84 1.6 2.65 20.52 16.22 197.5
SEMT 14PA6V 3758 0.2007 4.14 1.78 2.48 18.28 21.5 174.8
Domestic
Diesel CAT 3612V 3800 0.1971 4.85 1.75 3.56 30.22 25.98 146.3
- nnnn_._ __ - _ _ - - - __ ____ -, -- 11,  ... ...... . ........ .......... ....................
Appendix 11: Questionnaire
1. You are a ... in the Naval Architecture & Marine Engineering program at the Center for
Ocean Engineering.
a. Alumni 7
b. 1 st year graduate student 0
c. 2"d year graduate student 0
d. 3 year graduate student O
2. Do you know what the terms Heuristics, Heuristics and Biases and Fast & Frugal Heuristics
refer to?
Yes Oi
No O
3. If your previous answer is yes, have you seen them applied to naval architecture?
Yes O
No O
4. Put a check next to the following methods foui
aware of:
a. Pugh Controlled Convergence L
b. Multiple Linear Regression Li
c. QuickEst
d. Mapping model
e. Exemplar model
f. Take-The-Best
g. Quality Function Development
h. Neural Networks
i. Fast & Frugal Decision Trees L
j. Classification And Regression Trees (CART) L
nd in decision-making applications that you are
5. Have you ever used any of these methods?
Yes L
No Li
6. If your previous answer is yes, list the ones you have used
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7. In the preliminary design process you are asked to decide upon the most appropriate hullform
for a certain mission. In general, how many parametric models would you run before concluding
that you have obtained a winning hullform? ........ . . . . . . . . . . . . . . . . ....
8. Would you trust the results of a method that doesn't involve any numerical calculations (i.e.
calculation of weights, probabilities, or other design parameters)?
Yes D
No 1
9. If your previous answer is no, why wouldn't you trust such a method?
10. What do you think are the advantages of:
a. computational and informational-intensive methods (i.e. regression analysis)
b. simpler heuristic methods
11. Based on the requirements below and according to your judgment as a naval architect, fill in
the PughCC matrix. The Displacement monohull is chosen as the reference hullform because it
is a strong and well understood design. Compare every hullform separately to the reference one,
and put a (+) if you believe the hullform is better than the reference one for the selected criterion,
a (-) if you believe it is inferior, or an (S) if you are uncertain or if you believe they have the
same capabilities. An example is provided.
draft max speed Range @max seakeeping mission module operational
(ft) @ss3 (kt) speed payload (MT) availability
Threshold 20 40 1000 air launch 180 0.85
requirements ss4
Goal 10 50 1500 air launch 210 0.95
requirements ss5
Displacement REFERENCE
monohull
Semi-planing
Planing
Hydrofoil
Catamaran
Trimaran
Hovercraft
SES
SWATH
Example S S + S - +
217
12. Which of the above platforms would you consider as a reference hullform?
13. Rank the following parameters taken into consideration for the
engine with descending importance for the 3 different ship types
selection of a propulsion
Tanker FPB (Fast Patrol Boat) Passenger Ferry Example
Power 1 (most important)
SFC (Specific Fuel 5
Consumption)
Dimensions/Volumes 2
Weight 3
Availability 6 (least important)
Risk 4
14. In the above example, assume that we need an engine in the range of 3500 kW. ASSET
software provides us with the following options in this power range: fuel cells, gas turbines,
domestic diesel and foreign diesel engines. Fill in the following Pugh CC matrix in the same way
as in question 11.
Power SFC (Specific Fuel Dimensions Weight Availability Risk
Consumption) /Volume
Domestic REFERENCE
Diesel
Foreign
Diesel
Gas turbine
Fuel cells
Example S + + S - S
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Appendix 12: Matalb Code for Ship Operations
In this appendix, the Matlab algorithm is presented for the calculation of variables used in
the ship operations' case.
clear;
clc;
format short g;
% service speed varying every 1 knot
speed min = 12;
speed max = 15;
speed r = round(speed_min + (speedmax-speedmin).*rand(10000,1));
speed = sort(speed_r,'descend');
% heading varying every 45 degrees
heading_min = 0;
headingmax = 180;
heading-r = 45*round(((heading_min + (heading_max-heading_min).*rand(10000,1)))/45);
heading = sort(headingr,'ascend');
% sea state condition
sea statemin = 1;
seastatemax =6;
seastater = round(sea statemin + (seastatemax-seastate min).*rand(1 0000,1));
seastate = sort(seastate_r,'ascend');
% engine revolutions varying every 5 rpm
enginerpmmin = 90;
enginerpmmax = 110;
enginerpmr = 5*round(((enginerpm_min + (enginerpmmax-enginerpmmin).*rand(10000,1)))/5);
enginerpm = sort(engine rpmr,'descend');
% trim in meters. (-) means by the stern
trim min = -1.5;
trim max = 0.5;
trim = 0.1*round(((trim_min + (trim max-trim-min).*rand(10000,1)))/0.1);
% efficiency expressed as the quotient of brake power and effective power
efficiency_min = 0.6;
efficiencymax = 0.7;
efficiency = efficiency_min + (efficiencymax-efficiency_m in).*rand(10000,1);
efficiency = sort(efficiency,'descend');
% Specific Fuel Consumption in g/kWh
SFC_min = 180;
SFC_max= 190;
SFC = round(SFC min + (SFC_max-SFC-min).*rand(10000,1));
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% -----------------------------------------------------
p = [transpose(speed); transpose(heading); transpose(sea_state); transpose(engine_rpm);
transpose(trim)]; %input values
t = [transpose(efficiency); transpose(SFC)]; %target values
[pn,minp,maxp,tn,mint,maxt] = premnmx(p,t); %normalize a given data set so that the inputs and targets
will fall in the range [-1,1]
net=newff(minmax(pn),[8,2],{'logsig','purelin'},'trainscg','learngdm','mse'); %create the net
%training parameters
net.trainParam.show = 20; % show intermediate results every 20 iterations
net.trainParam.Ir = 0.05; % learning rate
net.trainParam.epochs = 100; % number of iterations
net.trainParam.goal = 0.005; % performance goal
[net] = train(net,pn,tn); %train the net
an = sim(net,pn); % simulate the network, an is the normalized output of the network
[a] = postmnmx(an,mint,maxt); % unnormalize the output of the network
%---------------------------------
% if you want to insert manually the test values, use the following
% input speed = input('give a value for speed in the range 12 and 15 :')
% input heading = input('give a value for heading: head seas-0, quarter head-45, beam-90, quarter
following-1 35, following-1 80 : ')
% input sea-state = input('give a value for sea state in the range 1 and 6:')
% inputengine rpm = input('give a value for engine rpm in the range 90 and 110:')
% input-trim = input('give a value for trim in the range -1.5 and 0.5:')
vary = [heading, sea_state];
for vary = heading
input speed = 15*ones(1,5);
inputheading = [0 45 90 135 180];
inputseastate = 5*ones(1,5);
input enginerpm = 100*ones(1,5);
inputtrim = 0*ones(1,5);
p_t = [input-speed; input-heading; input sea state; input enginerpm; input-trim];
p-tn = tramnmx(pt,minp,maxp); %new inputs must be normalized according to p,t (transform data
using a precalculated minimum and maximum value)
a_tn = sim(net,ptn);
efficiency_SFC = postmnmx(a-tn,mint,maxt);
efficiency = efficiencySFC(1,:)
SFC = efficiencySFC(2,:)
figure(1);
subplot(2,1,1);
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plot(input-heading,efficiency);grid on
xlabel('heading (degrees)','FontSize',12); ylabel('efficiency','FontSize',12);
subplot(2,1,2);
plot(input-heading,SFC);grid on
xlabel('heading (degrees)','FontSize',12); ylabel('SFC (g/Kwh)','FontSize',12);
end
for vary = seastate
input speed = 15*ones(1,6);
inputheading = O*ones(1,6);
inputseastate = 1:6;
input enginerpm = 100*ones(1,6);
inputtrim = O*ones(1,6);
pt = [input-speed; input-heading; input sea state; input enginerpm; input-trim];
p_tn = tramnmx(pt,minp,maxp); %new inputs must be normalized according to p,t (transform data
using a precalculated minimum and maximum value)
a_tn = sim(net,p_tn);
efficiency_SFC = postmnmx(a-tn,mint,maxt);
efficiency = efficiencySFC(1,:)
SFC = efficiencySFC(2,:)
figure(2);
subplot(2,1,1);
plot(input sea state,efficiency);grid on
xlabel('sea state','FontSize',12); ylabel('efficiency','FontSize',12);
subplot(2,1,2);
plot(input sea state,SFC);grid on
xlabel('sea state','FontSize', 12); ylabel('SFC (g/Kwh)','FontSize', 12);
end
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Appendix 13: Matalb Code for LNGs Using the Mapping Model
In this appendix, the Matlab algorithm is presented for the calculation of the LNGs'
characteristics using the Mapping Model. A code of the same structure is also used in the case of
containerships.
clear;
clc;
format short g;
%the LNG_100 spreadsheet contains the following:
%col 1: BuildYear
%col 2: LOA
%col 3: Beam
%col 4: Draught
%col 5: GT
%col 6: Dwt
%col 7: CubicCap
%col 8: HP
%col 9: Speed
%For the mapping model we assume as known values the capacity/payload
%(CubicCap), speed, beam (channel restriction like Panama), and Draught
%(port depth restriction) and calculate all other characteristics (LOA,GT,Dwt,HP)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%statistics
LNG_100 = xlsread('c:\users\G\My Documents\LNG_100','LNG100');
minimum = min(LNG_100); %dinei th min timh kathe mias apo tis 9 sthles tou pinaka LNG
maximum = max(LNG_100);
mesos = mean(LNG_100);
diamesos = median(LNG_100);
stats = [minimum; maximum; mesos; diamesos];
R = corrcoef(LNG_100); %find the correlation among the columns of the matrix LNG_100, read upper half
of R
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
trainingset = input('give the percentage of the training set (do not include the % symbol). Options: 10%
50% 90% :')
categ = input('give the number of categories :')
tic
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%training - testing set combinations
switch training-set
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case 10
LNG_10 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG 10');
BuildYear=LNG_ 0(:,1);
LOA=LNG_10(:,2);
Beam=LNG_1 0(:,3);
Draught=LNG_1 0(:,4);
GT=LNG_10(:,5);
Dwt=LNG_10(:,6);
CubicCap=LNG_10(:,7);
HP=LNG_10(:,8);
Speed=LNG_1 0(:,9);
testingset = 100 - training_set;
LNG_90 = xlsread('c:\users\G\My Documents\LNG_100','LNG90');
Beamt = LNG_90(:,3);
Draught-t = LNG_90(:,4);
CubicCapt = LNG_90(:,7);
Speed-t = LNG_90(:,9);
LOAt = LNG_90(:,2);
GTt = LNG_90(:,5);
Dwtt = LNG_90(:,6);
HPt = LNG_90(:,8);
case 50
LNG_50_1 = xlsread('c:\users\G\My Documents\LNG_100','LNG50_1');
BuildYear=LNG50_1 (:,1);
LOA=LNG_50_1(:,2);
Beam=LNG_50_1(:,3);
Draught=LNG_50_1(:,4);
GT=LNG_50_1(:,5);
Dwt=LNG_50_1 (:,6);
CubicCap=LNG_50_1 (:,7);
HP=LNG_50_1(:,8);
Speed=LNG_50_1(:,9);
testingset = 100 - trainingset;
LNG_50_2 = xlsread('c:\users\G\My Documents\LNG_100','LNG50_2');
Beamt = LNG_50_2(:,3);
Draught-t = LNG_50_2(:,4);
CubicCapt = LNG_50_2(:,7);
Speed-t = LNG_50_2(:,9);
LOAt = LNG_50_2(:,2);
GT t = LNG_50_2(:,5);
Dwtt = LNG_50_2(:,6);
HPt = LNG_50_2(:,8);
case 90
LNG_90 = xlsread('c:\users\G\My Documents\LNG_100','LNG90');
BuildYear=LNG_90(:,1);
LOA=LNG_90(:,2);
Beam=LNG_90(:,3);
Draught=LNG_90(:,4);
GT=LNG_90(:,5);
Dwt=LNG_90(:,6);
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CubicCap=LNG_90(:,7);
HP=LNG_90(:,8);
Speed=LNG_90(:,9);
testingset = 100 - training_set;
LNG_10 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG 10');
Beamt = LNG_10(:,3);
Draughtt = LNG_10(:,4);
CubicCapt = LNG_10(:,7);
Speed t = LNG_10(:,9);
LOAt = LNG_10(:,2);
GTt = LNG_10(:,5);
Dwtt = LNG_10(:,6);
HP-t =LNG_10(:,8);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
z1 = zscore(Beam); %standardization using z transformation
z2 = zscore(Draught);
z3 = zscore(CubicCap);
z4 = zscore(Speed);
zsum = z1 +z2+z3+z4;
z = zsum-min(zsum); %so that we have only positive numbers
for i=1:(categ+1);
range(i)=(i-1)*(1 00/categ);
end
range;
percentiles = prctile(z,range)
% matrix f contains indices of the vector z that are in each percentile bin
% matrix Zf contains the corresponding values
% maximal number of elements per bin is dim matr
dimmatr = ceil(length(z)/categ);
f = zeros(dimmatr,categ);
Z-f = zeros(dim_matrcateg);
[jj,kk]=max(z);
for ii = 1 : categ
g = find(percentiles(ii) <= z & z < percentiles(ii+1));
if ii == categ
g = [g ; kk];
end
f(1:length(g),ii) = g;
Z_f(1 : length(g),ii) = z(g);
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end
for i = 1:dim matr
for j = 1:categ
if f(ij) > 0
LOAcateg(i,j) = LOA(f(i,j));
LOAmean(1,j) = mean(LOA-categ(:,j));
GT categ(i,j) = GT(f(i,j));
GTmean(1,j) = mean(GT categ(:,j));
Dwt categ(i,j) = Dwt(f(i,j));
Dwtmean(1,j) = mean(Dwt categ(:,j));
HP categ(i,j) = HP(f(i,j));
HPmean(1,j) = mean(HP-categ(:,j));
end
end
end
meantot = [LOAmean;GTmean;Dwtmean;HPmean]
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%use a test set
zt = (Beamt-mean(Beam))/std(Beam)+(Draught-t-mean(Draught))/std(Draught)+(CubicCap_t-
mean(CubicCap))/std(CubicCap)+(Speedt-mean(Speed))/std(Speed); %standardize using the training
set values to be consistent
z_test = z_t - min(z_t);
for m = 1 :length(Beam-t)
for n = 1:categ-1;
if (ztest(m) >= percentiles(n) & z test(m) < percentiles(n+1))
LOA p(m) = LOAmean(1,n);
GTp(m) = GTmean(1,n);
Dwt p(m) = Dwtmean(1,n);
HPp(m) = HPmean(1,n);
elseif z test(m) >= percentiles(categ)
LOA p(m)=LOAmean(1,categ);
GTp(m) = GTmean(1,categ);
Dwt p(m) = Dwtmean(1,categ);
HPp(m) = HPmean(1,categ);
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Perfrormance estimation
e_LOA = (LOA p)' - LOAt; %predicted values-real values
MeanSquareErrorLOA = mse(eLOA) %Mean Square Error
MeanAverageErrorLOA = mae(eLOA) %Mean Average Error
e_GT = (GT p)' - GT_t;
MeanSquareErrorGT = mse(e_GT)
MeanAverageErrorGT = mae(eGT)
e_Dwt = (Dwtp)' - Dwtt;
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MeanSquareErrorDwt = mse(eDwt)
MeanAverageErrorDwt = mae(eDwt)
e_HP = (HPp)'- HPt;
MeanSquareErrorHP = mse(eHP)
MeanAverageErrorHP = mae(eHP)
toc
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%extrapolation for values above the maximum (include the last 3 categories)
cue_sumhigh = categ-3:categ-1;
LOAhigh = [LOAmean(1,categ-2) LOAmean(1,categ-1) LOAmean(1,categ)];
GThigh = [GTmean(1,categ-2) GTmean(1,categ-1) GTmean(1,categ)];
Dwthigh = [Dwtmean(1,categ-2) Dwtmean(1,categ-1) Dwtmean(1,categ)];
HPhigh = [HPmean(1,categ-2) HPmean(1,categ-1) HPmean(1,categ)];
p1 high = polyfit(cue-sumhigh,LOA-high,2); %gives the coefficients of approximating polynomial
p2 high = polyfit(cuesumhigh,GT-high,2);
p3 high = polyfit(cuesumhigh,Dwt-high,2);
p4 high = polyfit(cuesumhigh,HPhigh,2);
f1_high = polyval(plhigh,cuesum_high); %gives the polynomial
f2_high = polyval(p2_high,cuesum_high);
f3 high = polyval(p3_high,cuesum_high);
f4_high = polyval(p4_high,cuesum_high);
figure(1);
subplot(2,2,1); plot(cuesum_high,LOA high,'bo-',cue-sum-high,flhigh,'rx-'); xlabel('cue
sum','Fontsize',12); ylabel('LOA high','Fontsize',12);
subplot(2,2,2); plot(cuesumhigh,GT high,'bo-',cue-sum-high,f2_high,'rx-'); xlabel('cue
sum','Fontsize',12); ylabel('GT high ','Fontsize',12);
subplot(2,2,3); plot(cuesumhigh,Dwt high,'bo-',cue sumhigh,f3_high,'rx-'); xlabel('cue
sum','Fontsize',12); ylabel('Dwt high','Fontsize',12);
subplot(2,2,4); plot(cuesumhigh,HPhigh,'bo-',cue sumhigh,f4_high,'rx-'); xlabel('cue
sum','Fontsize',12); ylabel('HP high','Fontsize',12);
extraphigh = [polyval(plhigh,categ) polyval(p2_high,categ) polyval(p3_high,categ)
polyval(p4_high,categ)]; %calculates the values of LOA, GT, Dwt, HP for 1 category higher than the
high limit
%extrapolation for values below the minimum (include the first 3 categories)
cuesumlow = 0:2;
LOA_low = [LOAmean(1,1) LOAmean(1,2) LOAmean(1,3)];
GTlow = [GTmean(1,1) GTmean(1,2) GTmean(1,3)];
Dwtlow = [Dwtmean(1,1) Dwtmean(1,2) Dwtmean(1,3)];
HPlow = [HPmean(1,1) HPmean(1,2) HPmean(1,3)];
p1_low = polyfit(cue sumlowLOAlow,1); %gives the coefficients of approximating polynomial
p2_low = polyfit(cue sum-low,GT_low,1);
p3_low = polyfit(cue sumlowDwtlow,1);
p4_low = polyfit(cue sumlowHP_low,1);
f1_low = polyval(pllow,cue_sum_low); %gives the polynomial
f2_low = polyval(p2_low,cue_sum_low);
f3_low = polyval(p3_low,cue_sum_low);
f4_low = polyval(p4_low,cue_sum_low);
figure(2);
subplot(2,2,1); plot(cue sumlowLOAlow,'bo-',cuesumlow,f1_low,'rx-'); xlabel('cue
sum','Fontsize',12); ylabel('LOA low','Fontsize',12);
226
subplot(2,2,2); plot(cuesum_lowGT_low,'bo-',cue_sum_low,f2_low,'rx-'); xlabel('cue sum','Fontsize',12);
ylabel('GT low ','Fontsize',12);
subplot(2,2,3); plot(cuesum_lowDwtlow,'bo-',cuesumlowf3_low,'rx-'); xlabel('cue sum','Fontsize',12);
ylabel('Dwt low','Fontsize',12);
subplot(2,2,4); plot(cuesum_lowHP_low,'bo-',cue_sum_lowf4_low,'rx-'); xlabel('cue sum','Fontsize',12);
ylabel('HP low','Fontsize',12);
extraplow = [polyval(pllow,-1) polyval(p2_low,-1) polyval(p3_low,-1) polyval(p4_low,-1)];
%calculates the values of LOA, GT, Dwt, HP for 1 category lower than the low limit
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% let the user give the inputs
userentryl = input(give a value for Beam :')
if user entryl < min(Beam)
LOAGTDwtHP = extraplow
end
if userentryl > max(Beam)
LOAGTDwtHP = extraphigh
end
B_overT = LNG_100(:,3)./LNGO00(:,4);
payloadperunitdraught = LNG_100(:,7)./LNG_100(:,4);
if userentryl >= min(Beam) & userentryl <= max(Beam)
if user entryl/max(BoverT) > min(LNG_100(:,4)) %give the user guidance on the limits of Draught
based on min and max B/T
min _T = userentry1/max(BoverT)
else min_T = min(LNG_100(:,4))
end
if user entryl /min(BoverT) > max(LNG_1 00(:,4))
maxT = max(LNG_100(:,4))
else maxT = user-entryl/min(BoverT)
end
userentry2 = input('give a value for Draught in the range minT and maxT:')
if min(payloadperunitdraught)*user entry2 > min(LNG_100(:,7)) %give the user guidance on the limits
of Draught based on min and max B/T
min _CubicCap = min(payload_perunitdraught)*user-entry2
else minCubicCap = min(LNG_100(:,7))
end
if max(payloadperunitdraught)*user entry2 > max(LNG_100(:,7))
maxCubicCap = max(LNG_100(:,7))
else maxCubicCap = max(payloadperunitdraught)*user-entry2
end
userentry3 = input('give a value for CubicCap in the range minCubicCap and maxCubicCap :')
userentry4 = input('give a value for Speed in the range 12.7 and 21 : ')
z_tt = (user entryl -mean(Beam))/std(Beam)+(user-entry2-mean(Draught))/std(Draught)+(user-entry3-
mean(CubicCap))/std(CubicCap)+(user-entry4-mean(Speed))/std(Speed);
z_user = z_tt - min(zsum);
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for n = 1:categ-1;
if (z_user >= percentiles(n) & z user < percentiles(n+1))
LOAuser = LOAmean(1,n);
GTuser = GTmean(1,n);
Dwtuser = Dwtmean(1,n);
HPuser = HPmean(1,n);
LOAGTDwtHPuser = [LOAuser GTuser Dwtuser HP_user]
elseif zuser >= percentiles(categ)
LOAuser=LOAmean(1,categ);
GTuser = GTmean(1,categ);
Dwtuser = Dwtmean(1,categ);
HPuser = HPmean(1,categ);
LOAGTDwtHP user = [LOAuser GTuser Dwtuser HPuser]
end
end
end
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Appendix 14: Matalb Code for LNGs Using Multiple Linear Regression
In this appendix, the Matlab algorithm is presented for the calculation of the LNGs'
characteristics using Multiple Linear Regression (MLR). A code of the same structure is also
used in the case of containerships.
clear;
clc;
format short g;
tic
load LNG data
%the LNG_100 spreadsheet contains the following:
%col 1: BuildYear
%col 2: LOA
%col 3: Beam
%col 4: Draught
%col 5: GT
%col 6: Dwt
%col 7: CubicCap
%col 8: HP
%col 9: Speed
%For the mir we assume as known values the capacity/payload (CubicCap), speed,
%beam (channel restriction like Panama), and Draught (port depth restriction)
%and calculate all other characteristics (LOA,GT,Dwt,HP)
trainingset = input('give the percentage of the training set (do not include the % symbol). Options: 10%
50% 90% :')
switch training-set
case 10
LNG_10 = xlsread('c:\users\G\My Documents\LNG_100','LNG10');
BuildYear=LNG_10(:,1);
LOA=LNG_10(:,2);
Beam=LNG_10(:,3);
Draught=LNG_1 0(:,4);
GT=LNG_10(:,5);
Dwt=LNG_10(:,6);
CubicCap=LNG_10(:,7);
HP=LNG_10(:,8);
Speed=LNGl 0(:,9);
testingset = 100 - training_set;
LNG_90 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG90');
Beamt = LNG_90(:,3);
Draught-t = LNG_90(:,4);
CubicCapt = LNG_90(:,7);
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Speed t = LNG_90(:,9);
LOAt = LNG_90(:,2);
GTt = LNG_90(:,5);
Dwtt = LNG_90(:,6);
HPt = LNG_90(:,8);
case 50
LNG_50_1 = xisread('c:\users\G\My Documents\LNG_100','LNG50_1');
BuildYear=LNG_50_1(:,1);
LOA=LNG_50_1 (:,2);
Beam=LNG50_1 (:,3);
Draught=LNG_50_1(:,4);
GT=LNG_50_1(:,5);
Dwt=LNG_50_1 (:,6);
CubicCap=LNG_50_1(:,7);
HP=LNG_50_1(:,8);
Speed=LNG_50_1 (:,9);
testingset = 100 - training_set;
LNG_50_2 = xlsread('c:\users\G\My Documents\LNG_100','LNG50_2');
Beamt = LNG_50_2(:,3);
Draughtt = LNG_50_2(:,4);
CubicCapt = LNG_50_2(:,7);
Speed t = LNG_50_2(:,9);
LOAt = LNG_50_2(:,2);
GTt = LNG_50_2(:,5);
Dwtt = LNG_50_2(:,6);
HPt =LNG_50_2(:,8);
case 90
LNG_90 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG90');
BuildYear=LNG_90(:,1);
LOA=LNG_90(:,2);
Beam=LNG_90(:,3);
Draught=LNG_90(:,4);
GT=LNG_90(:,5);
Dwt=LNG_90(:,6);
CubicCap=LNG_90(:,7);
HP=LNG_90(:,8);
Speed=LNG_90(:,9);
testingset = 100 - training_set;
LNG_10 = xlsread('c:\users\G\My Documents\LNG_100','LNG10');
Beamt = LNG_10(:,3);
Draughtt = LNG_10(:,4);
CubicCapt = LNG_10(:,7);
Speed t = LNG_10(:,9);
LOAt = LNG_10(:,2);
GTt = LNG_10(:,5);
Dwtt = LNG_10(:,6);
HP t LNG_10(:,8);
end
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X = [ones(size(CubicCap)) CubicCap Speed Beam Draught];
b = regress(LOA,X); %gives the coefficients for regression
% alternatively we could use y = LOA; and a = X\y
c = regress(GT,X);
d = regress(Dwt,X);
f = regress(HP,X);
LOA p = b(1) + b(2)*CubicCap t + b(3)*Speed t + b(4)*Beam t + b(5)*Draught-t;
GTp = c(1) + c(2)*CubicCapt + c(3)*Speedt + c(4)*Beam t + c(5)*Draughtt;
Dwt p = d(1) + d(2)*CubicCapt + d(3)*Speed t + d(4)*Beam t + d(5)*Draughtt;
HPp = f(1) + f(2)*CubicCapt + f(3)*Speed t + f(4)*Beam t + f(5)*Draughtt;
% Perfrormance estimation
e_LOA = LOA-p - LOA_t; %predicted values-real values
MeanSquareErrorLOA = mse(eLOA) %Mean Square Error
MeanAverageErrorLOA = mae(eLOA) %Mean Average Error
e_GT = GTp - GT_t;
MeanAverageErrorGT = mae(eGT)
e_Dwt = Dwt p - Dwt_t;
MeanAverageErrorDwt = mae(eDwt)
e_HP = HP_p - HP_t;
MeanAverageErrorHP = mae(eHP)
toc
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Appendix 15: Matalb Code for LNGs Using CART
In this appendix, the Matlab algorithm is presented for the calculation of the LNGs'
characteristics using Classification And Regression Trees. A code of the same structure is also
used in the case of containerships.
clear;
cc;
format short g;
tic
%the LNG_100 spreadsheet contains the following:
%col 1: BuildYear
%col 2: LOA
%col 3: Beam
%col 4: Draught
%col 5: GT
%col 6: Dwt
%col 7: CubicCap
%col 8: HP
%col 9: Speed
%For the CART model we assume as known values the capacity/payload
%(CubicCap), speed, beam (channel restriction like Panama), and Draught
%(port depth restriction) and calculate all other characteristics (LOA,GT,Dwt,HP)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
trainingset = input('give the percentage of the training set (do not include the % symbol). Options: 10%
50% 90% :')
tic
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%training - testing set combinations
switch training-set
case 10
LNG_10 = xsread('c:\users\G\My Documents\LNG_100','LNG10');
BuildYear=LNG1 0(:,1);
LOA=LNG_ 0(:,2);
Beam=LNG_ 0(:,3);
Draught=LNG_ 0(:,4);
GT=LNG_10(:,5);
Dwt=LNG_10(:,6);
CubicCap=LNG_1 0(:,7);
HP=LNG_10(:,8);
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Speed=LNGl 0(:,9);
testingset = 100 - trainingset;
LNG_90 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG90');
Beamt = LNG_90(:,3);
Draught-t = LNG_90(:,4);
CubicCapt = LNG_90(:,7);
Speed t = LNG_90(:,9);
LOAt = LNG_90(:,2);
GTt = LNG_90(:,5);
Dwtt = LNG_90(:,6);
HPt = LNG_90(:,8);
case 50
LNG_50_1 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG50_1');
BuildYear=LNG50_1 (:,1);
LOA=LNG_50_1 (:,2);
Beam=LNG_50_1(:,3);
Draught=LNG_50_1(:,4);
GT=LNG_50_1(:,5);
Dwt=LNG_50_1 (:,6);
CubicCap=LNG_50_1 (:,7);
HP=LNG_50_1(:,8);
Speed=LNG_50_1 (:,9);
testingset = 100 - training_set;
LNG_50_2 = xisread('c:\users\G\My Documents\LNG_100','LNG50_2');
Beamt = LNG_50_2(:,3);
Draught-t = LNG_50_2(:,4);
CubicCapt = LNG_50_2(:,7);
Speed-t = LNG_50_2(:,9);
LOAt = LNG_50_2(:,2);
GT_t = LNG_50_2(:,5);
Dwtt = LNG_50_2(:,6);
HPt = LNG_50_2(:,8);
case 90
LNG_90 = xlsread('c:\users\G\My Documents\LNG_100','LNG90');
BuildYear=LNG_90(:,1);
LOA=LNG_90(:,2);
Beam=LNG_90(:,3);
Draught=LNG_90(:,4);
GT=LNG_90(:,5);
Dwt=LNG_90(:,6);
CubicCap=LNG_90(:,7);
HP=LNG_90(:,8);
Speed=LNG_90(:,9);
testingset = 100 - trainingset;
LNG_10 = xlsread('c:\users\G\My Documents\LNG_1 00','LNG 10');
Beamt = LNG_10(:,3);
Draught-t = LNG_10(:,4);
CubicCapt = LNG_10(:,7);
Speed-t = LNG_10(:,9);
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LOAt = LNG_10(:,2);
GTt = LNG_10(:,5);
Dwtt = LNG_10(:,6);
HP_t = LNG_10(:,8);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
CARTpredictors = [Beam Draught CubicCap Speed];
CARTresponses = [LOA GT Dwt HP];
%T = treefit(X,y) creates a decision tree T for predicting response y as a
%function of predictors X. X is an n-by-m matrix of predictor values
T1 = treefit(CARTpredictors,LOA);
treed isp(T1,'names',{'Beam' 'Draught' 'CubicCap''Speed' 'LOA'})
[c1,s1,n1,best1] = treetest(T1,'crossvalidate',CARTpredictors,LOA);
best1
T1 1 = treeprune(T1,'level',best1);
treedisp(T11 ,'names',{'Beam' 'Draught' 'CubicCap' 'Speed' 'LOA'})
T2 = treefit(CARTpredictors,GT);
treedisp(T2,'names',{'Beam' 'Draught' 'CubicCap ''Speed' 'GT'})
[c2,s2,n2,best2] = treetest(T2,'crossvalidate',CARTpredictors,GT);
best2
T22 = treeprune(T2,'level',best2);
treedisp(T22,'names',{'Beam' 'Draught' 'CubicCap''Speed' 'GT'})
T3 = treefit(CARTpredictors,Dwt);
treedisp(T3,'names',{'Beam' 'Draught' 'CubicCap''Speed' 'Dwt'})
[c3,s3,n3,best3] = treetest(T3,'crossvalidate',CARTpredictors,Dwt);
best3
T33 = treeprune(T3,'level',best3);
treedisp(T33,'names',{'Beam' 'Draught' 'CubicCap' 'Speed' 'Dwt'})
T4 = treefit(CARTpredictors, HP);
treedisp(T4,'names',{'Beam' 'Draught' 'CubicCap''Speed' 'HP'})
[c4,s4,n4,best4] = treetest(T4,'crossvalidate',CARTpredictors, HP);
best4
T44 = treeprune(T4,'ievel',best4);
treedisp(T44,'names',{'Beam' 'Draught' 'CubicCap''Speed' 'HP'})
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%use a test set
CART-t = [Beam t Draughtt CubicCapt Speed t];
%treeval YFIT = treeval(T,X) takes a classification or regression tree T as
%produced by the treefit function, and a matrix X of predictor values, and produces a vector YFIT of
predicted response values.
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LOA p1 = treeval(T1,CART-t); %unpruned
LOA_p 1 = treeval(T1 1,CARTt); %pruned
[LOA-t LOA-p1 LOA_p11];
GTp2 = treeval(T2,CARTt);
GT p22 = treeval(T22,CART-t);
[GTt GTp2 GT_p22];
Dwt p3 = treeval(T3,CARTt);
Dwtp33 = treeval(T33,CARTt);
[Dwt-t Dwt-p3 Dwtp33];
HPp4 = treeval(T4,CARTt);
HPp44 = treeval(T44,CART-t);
[HP-t HPp4 HP_p44];
% Perfrormance estimation for unpruned tree
e_u_LOA = LOAp1 - LOA-t; %predicted values-real values
MeanSquareError_u_LOA = mse(e_u_LOA) %Mean Square Error
MeanAverageError_u_LOA = mae(e_u_LOA) %Mean Average Error
e_u_GT = GT p2 - GTt;
MeanAverageError_u_GT = mae(e_u_GT)
e_u_Dwt = Dwt p3 - Dwt_t;
MeanAverageError_u_Dwt = mae(e_u_Dwt)
e_u_HP = HPp4 - HP_t;
MeanAverageError_u_HP = mae(e_u_HP)
% Perfrormance estimation for pruned tree
e_p_LOA = LOA-p11 - LOAt; %predicted values-real values
MeanSquareError p_LOA = mse(e_p_LOA) %Mean Square Error
MeanAverageError-p_LOA = mae(e_p_LOA) %Mean Average Error
e_p_GT = GTp22 - GT_t;
MeanAverageError-p_GT = mae(e_p_GT)
e_p_Dwt = Dwtp33 - Dwt t;
MeanAverageError_p_Dwt = mae(e_p_Dwt)
e_p_HP = HPp44 - HP_t;
MeanAverageError-p_HP = mae(e_p_HP)
toc
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Appendix 16: Matalb Code for Containerships Using Neural Networks
In this appendix, the Matlab algorithm is presented for the calculation of the
containerships' characteristics using neural networks. A code of the same structure is also used
in the case of LNGs.
clear;
clc;
format short g;
%the cont spreadsheet contains the following:
%col 1: BuildYear
%col 2: LOA
%col 3: Beam
%col 4: Draught
%col 5: Dwt
%col 6: Speed
%col 7: TEU capacity
%col 8: name of the vessel
%For the neural network architecture we assume as known values the TEU capacity/payload,
%speed, beam (channel restriction like Panama), and Draught
%(port depth restriction) and calculate LOA
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%statistics
cont = xlsread('c:\users\G\My Documents\cont','contl 00');
minimum = min(cont); %dinei th min timh kathe mias apo tis 9 sthles tou pinaka LNG
maximum = max(cont);
mesos = mean(cont);
diamesos = median(cont);
stats = [minimum; maximum; mesos; diamesos];
R = corrcoef(cont); %find the correlation among the columns of the matrix cont, read upper half of R
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
trainingset = input('give the percentage of the training set (do not include the % symbol). Options: 1 %
10% 50% 90% :')
tic
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%training - testing set combinations
switch training-set
case 1
cont_1 = xsread('c:\users\G\My Documents\cont','contl');
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LOA = cont_1(:,2);
Beam = cont_1(:,3);
Draught = cont_1(:,4);
Speed = cont_1(:,6);
TEU = contl(:,7);
testingset = 100 - trainingset;
cont_99 = xlsread('c:\users\G\My Documents\cont','cont99');
LOAt = cont_99(:,2);
Beamt = cont_99(:,3);
Draught-t = cont_99(:,4);
Speed-t = cont_99(:,6);
TEUt = cont_99(:,7);
case 10
cont_10 = xlsread('c:\users\G\My Documents\cont','contl 0');
LOA = cont_10(:,2);
Beam = cont_10(:,3);
Draught = cont_10(:,4);
Speed = cont_10(:,6);
TEU = cont_10(:,7);
testingset = 100 - training_set;
cont_90 = xlsread('c:\users\G\My Documents\cont','cont90');
LOAt = cont_90(:,2);
Beamt = cont_90(:,3);
Draughtt = cont_90(:,4);
Speed t = cont_90(:,6);
TEUt = cont_90(:,7);
case 50
cont_501 = xlsread('c:\users\G\My Documents\cont','cont50l');
LOA = cont_501 (:,2);
Beam = cont 501(:,3);
Draught = cont_501(:,4);
Speed = cont_501(:,6);
TEU = cont_501(:,7);
testingset = 100 - trainingset;
cont_502 = xlsread('c:\users\G\My Documents\cont','cont502');
LOAt = cont_502(:,2);
Beamt = cont_502(:,3);
Draught t = cont 502(:,4);
Speed-t = cont_502(:,6);
TEUt = cont_502(:,7);
case 90
cont_90 = xlsread('c:\users\G\My Documents\cont','cont9O');
LOA = cont_90(:,2);
Beam = cont_90(:,3);
Draught = cont_90(:,4);
Speed = cont_90(:,6);
TEU = cont_90(:,7);
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testingset = 100 - training_set;
cont_10 = xlsread('c:\users\G\My Documents\cont','contl 0');
LOAt = cont 10(:,2);
Beamt = cont_10(:,3);
Draughtt = cont_10(:,4);
Speed t = cont_10(:,6);
TEUt = cont_10(:,7);
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
p = [transpose(Beam); transpose(Draught); transpose(Speed); transpose(TEU)]; %input values
t = [transpose(LOA)]; %target values
[pn,minp,maxp,tn,mint,maxt] = premnmx(p,t); %normalize a given data set so that the inputs and targets
will fall in the range [-1,1]
net=newff(minmax(pn),[8,1],{'logsig','purelin'},'trainscg','learngdm','mse'); %create the net
%training parameters
net.trainParam.show = 20; % show intermediate results every 20 iterations
net.trainParam.Ir = 0.05; % learning rate
net.trainParam.epochs = 1000; % number of iterations
net.trainParam.goal = 0.005; % performance goal
[net] = train(net,pn,tn); %train the net
an = sim(net,pn); % simulate the network, an is the normalized output of the network
[a] = postmnmx(an,mint,maxt); % unnormalize the output of the network
en = tn-an; %e is the error between the target and the output of the network
e = t-a;
perf = mse(en); %calculates the performance with the aid of mean square error
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%use a test set
p_t = [transpose(Beamt); transpose(Draught t); transpose(Speed t); transpose(TEU-t)];
t_t = [transpose(LOAt)];
ptn = tramnmx(pt,minp,maxp); %new inputs must be normalized according to p,t (transform data
using a precalculated minimum and maximum value)
a_tn = sim(net,ptn);
a_t = postmnmx(a-tn,mint,maxt);
% Perfrormance estimation
e = (at(1,:))'-LOA_t; %predicted values-real values
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MeanSquareError = mse(e) %Mean Square Error
MeanAverageError = mae(e) %Mean Average Error
toc
%evaluation of the results. We plot the target, output and test results for the inputs given
figure(1);
plot(Beam,LOA,'o',Beam,a(1,:),'x',Beam t,a t(1,:),'d'); grid on
title('Beam vs target, output and test values for LOA','FontSize',12);
xlabel('Beam (m)','FontSize', 12); ylabel('LOA (m)','FontSize', 12);
legend('target LOA','output LOA','test LOA',2);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% test for the outliers
out = xlsread('c:\users\G\My Documents\cont','outliers');
LOAo = out(:,2);
Beam_o = out(:,3);
Draught-o = out(:,4);
Speedo = out(:,6);
TEU_o = out(:,7);
p.o = [transpose(Beam_o); transpose(Draught 0); transpose(Speed o); transpose(TEU_o)];
to = [transpose(LOA o)];
p_on = tramnmx(po,minp,maxp); %new inputs must be normalized according to p,t (transform data
using a precalculated minimum and maximum value)
a_on = sim(net,pon);
a-o = postmnmx(a_onmintmaxt);
% Perfrormance estimation
e-o = (a_o(1,:))'-LOA_o; %predicted values-real values
MeanSquareError-o = mse(e_o) %Mean Square Error
MeanAverageError-o = mae(e_o) %Mean Average Error
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