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ABSTRACT
Motivated by the observed differences in the nebular emission of nearby and high-redshift galaxies,
we carry out a set of direct numerical simulations of turbulent astrophysical media exposed to a
UV background. The simulations assume a metallicity of Z/Z=0.5 and explicitly track ionization,
recombination, charge transfer, and ion-by-ion radiative cooling for several astrophysically important
elements. Each model is run to a global steady state that depends on the ionization parameter U ,
and the one-dimensional turbulent velocity dispersion, σ1D, and the turbulent driving scale. We
carry out a suite of models with a T=42,000K blackbody spectrum, ne = 100 cm
−3 and σ1D ranging
between 0.7 to 42 km s−1, corresponding to turbulent Mach numbers varying between 0.05 and 2.6.
We report our results as several nebular diagnostic diagrams and compare them to observations of
star-forming galaxies at a redshift of z ≈2.5, whose higher surface densities may also lead to more
turbulent interstellar media. We find that subsonic, transsonic turbulence, and turbulence driven
on scales of 1 parsec or greater, have little or no effect on the line ratios. Supersonic, small-scale
turbulence, on the other hand, generally increases the computed line emission. In fact with a driving
scale ≈ 0.1 pc, a moderate amount of turbulence, σ1D=21-28 km s−1, can reproduce many of the
differences between high and low redshift observations without resorting to harder spectral shapes.
Keywords: astrochemistry-ISM:abundances-ISM:atoms-turbulence
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21. INTRODUCTION
Turbulence is common in the interstellar
medium, in which the Reynolds number, the
ratio of the inertial forces to the viscous forces,
is often many orders of magnitude greater than
found on Earth. Furthermore, efficient cool-
ing often creates environments where the lo-
cal sound speed is lower than the turbulent
motions, which develop into supersonic tur-
bulence. The resulting dynamics compress a
portion of the medium to very high densities
(e.g., Padoan et al. 1997; Mac Low & Klessen
2004; Federrath et al. 2008; Vazquez-Semadeni
2012; Clarke et al. 2017), producing a complex,
multiphase medium.
In these cases, the ionization state of the gas
is significantly impacted. For example, a myr-
iad of species have recombination times that
are long compared to the eddy turnover time
on which existing turbulent motions decay and
new motions are added (e.g., Kafatos 1973;
Shapiro & Moore 1976; de Avillez & Breitschw-
erdt 2012). As a result, the conditions expe-
rienced by a parcel of gas may change before
any sort of equilibrium can be reached (Gray
et al. 2015, hereafter Paper I), (Gray & Scanna-
pieco 2016, hereafter Paper II). The ionization
state of the parcel then depends not only on
the current temperature, density, and chemical
makeup but on the velocity distribution. Fur-
thermore, these effects can significantly impact
line emission and absorption diagnostics, a pos-
sibility not considered in most interpretations
of observed spectra.
Steidel et al. (2014) presented observations of
z ≈ 2.3 galaxies from the Keck Baryonic Struc-
ture Survey using the MOSFIRE spectrometer.
They found that in order to explain the differ-
ence in the z ≈ 2.3 and z ≈ 0 [OIII]5008/Hβ
vs. [NII]6568/Hα BPT nebular diagnostic di-
agrams (Baldwin et al. 1981), they required a
harder stellar ionization field at high redshift.
In a follow up work Steidel et al. (2016) used a
self-consistent FUV stellar+nebular continuum
as an excitation source in photoionization cal-
culations to match the emission from a sam-
ple of z = 2.4 star forming galaxies. This re-
quired higher nebular abundances Zneb/Z=0.5
and low stellar metallicity Z∗/Z=0.1, or equiv-
alently super-solar O/Fe. Similarly, Sanders
et al. (2016) required a hard UV background in
their photoionization models in order to match
their sample of z ≈ 2.3 star forming galaxies
from the MOSFIRE Deep Evolution Field sur-
vey.
On the other hand, the models used to in-
terpret this data assumed a static medium ex-
posed to an ultraviolet background (Ferland
et al. 2013), and they were not able to handle
possible changes in the ionization state of the
gas within HII regions due to nonequilibrium
effects caused by turbulence. At the same time,
such turbulence may be significantly greater at
higher redshifts (e.g., Zhou et al. 2017). Obser-
vational studies have shown that distant galax-
ies are more compact than those in the nearby
Universe (e.g., Ferguson et al. 2004; Daddi et al.
2005; Trujillo et al. 2007; Buitrago et al. 2008;
van Dokkum et al. 2010), leading to higher su-
pernova rates that may cause greater random
motions. In addition, higher surface density
disks are more prone to gravitational instabil-
ities that also cause widespread turbulent mo-
tions (e.g., Toomre 1964; Sur et al. 2016). In
fact, z ≈ 2 observations show galaxies with
large velocity dispersions σ1D ≈ 50 − 100 km
s−1 (Genzel et al. 2011; Swinbank et al. 2011),
and the disordered motions inside galaxies are
observed to systematically increase from z≈0.2
to z≈1.2 (Kassin et al. 2012).
It is with these issues in mind that we carry
out a set of numerical calculations of turbulent
astrophysical media exposed to a radiation field
with a blackbody spectral shape, making use of
the atomic chemistry network discussed in Gray
& Scannapieco (2016). Like in Gray & Scan-
3napieco (2016), we catalog the hydrodynamical
and chemical properties, but unlike this pre-
vious work, we also compute the average line
emission. This allows us to compare our results
to local and z ≈ 2 observations using a set of
emission line ratio diagrams, assessing the feasi-
bility of turbulence as the primary source of the
observed evolution in nebular diagnostics dia-
grams.
The paper is organized as follows. In §2 we
outline our numerical methods, discussing the
changes and improvements to our atomic chem-
istry network and associated cooling routines
relative to our previous work. In §3 we give
our model framework and initial conditions. §4
gives our initial results, concentrating on line ra-
tios and the resulting BPT diagram and other
nebular emission-line diagnostics. Concluding
remarks are given in §5.
2. METHODS
2.1. Models of Agitated and Illuminated
Hindering and Emitting Media
All of the numerical simulations were per-
formed with our modified version of the FLASH
(v4.3) hydrodynamics code (Fryxell et al. 2000).
The hydrodynamic equations were solved using
an unsplit solver with third-order reconstruc-
tion, based on the method of Lee (2013). Nu-
merical stability was ensured by employing a
hybrid Riemann solver which uses a more ac-
curate, although more fragile Harten-Lax-van
Leer-Contact (HLLC Toro et al. 1994; Toro
1999) solver in smoother flows and a more ro-
bust, but more diffusive, Harten Lax and van
Leer (HLL) solver in regions with strong shocks
or rarefactions (Einfeldt et al. 1991).
Entitled Models of Agitated and Illumi-
nated Hindering and Emitting Media (MAI-
HEM), an updated and modified version of
our atomic chemistry and cooling routines was
used to track and evolve several atomic species.
The network follows 240 reactions between 65
species of 12 elements: hydrogen (H I and H II),
helium (He I -He III), carbon (C I - C VI), nitro-
gen (N I - N VII), oxygen (O I - O VIII), neon
(Ne I - Ne X), sodium (Na I and Na III), magne-
sium (Mg I - Mg IV), silicon (Si I - Si VI), sulfur
(S I - S IV), calcium (Ca I - Ca V), iron (Fe I -
Fe V), and electrons (e−). For each species we
consider collisional ionizations by electrons, ra-
diative and dielectronic recombinations, charge
transfer reactions, and photoionizations due to
a UV background. This was originally pre-
sented in Paper II, but the network has been
updated in order to more closely operate like
the network implemented in the photoionzation
code Cloudy, last described in Ferland et al.
(2013).
In order to do this, we have added several new
charge transfer reactions between He II and ions
of carbon, nitrogen, oxygen, silicon, and sulfur.
Radiative and dielectronic recombination rates
for sulfur, calcium, and iron have also been up-
dated to the rates presented in Aldrovandi &
Pequignot (1973); Arnaud & Rothenflug (1985);
Shull & van Steenberg (1982). A subset of
charge transfer rates already present in the net-
work have been changed to their Cloudy val-
ues. Finally, rates for charge transfer between
hydrogen and N II, N III, O II, and O III, be-
tween H IIand N, O, Na, and all charge transfer
rates involving He have been added.
The photoheating and photoionization rates
were computed in the same fashion as Paper II,
with outer shell cross sections taken from Verner
et al. (1996) and inner shell cross section from
Verner & Yakovlev (1995). As discussed further
below, a 42,000 K Blackbody was chosen as the
spectral shape. We have parameterized both
the photoheating and photoionization rates by
the line intensity at the Lyman limit, Jν = 10−21
J21 erg s
−1 cm−2 Hz−1 sr−1. The ionization pa-
rameter, U , was defined as the ratio of the num-
ber of ionizing photons to the number density
4of hydrogen,
U ≡ ΦH
nHc
=
4pi
nHc
∫ Jν
hν
dν =
nγ
nH
, (1)
where ΦH is the flux of ionizing photons, nH is
the number density of hydrogen, and nγ is the
number density of ionizing photons and is equiv-
alent to ΦH/c. For a given background shape,
the values for the photoheating, photoioniza-
tion, J21, and nγ were precomputed and stored.
In computing these values, we followed the pro-
cedure outlined in Cloudy and assumed that
the background was defined between 13.6 eV<
hν <108 eV.
Following Paper II, we conducted a series
of tests of our updated network. These in-
cluded constant temperature models which en-
sured that the species reached the correct ion-
ization equilibrium. Two sets of models were
run, one with a zero ionization parameter and
one with an ionization parameter of U = 10−3.
We found results that were consistent with those
presented in Paper II. A set of cooling tests were
also run to ensure the changes to the photoheat-
ing rates and the inclusion of charge transfer
heating (Kingdon & Ferland 1999) were imple-
mented properly. Again, we found an excellent
match with the cooling curves generated from
Cloudy. For more information on these tests
and their results, see Appendix A.
The results from the MAIHEM models pre-
sented here and all future models will be col-
lected and available on-line1. In addition, inter-
ested users will be able to request models for
use in their own work.
2.2. Emission Lines
Unlike in our previous work, which focused
on ionization fractions, we are now interested
in the observed emission line properties of the
medium. Table 1 shows the important line ra-
tios considered here. In order to estimate these
1 http://maihem.asu.edu/
Table 1. Important Line Ratios
Quantity Value
O3 log([OIII]5008/Hβ)
O3tot log([OIII]4960+5008/Hβ)
O2 log([OII]3727+3729/Hβ)
O32 O3tot-O2
N2 log([NII]6586/Hα)
S2 log([SII]6718+6732/Hα)
O3N2 O3-N2
R23 log([OIII]4960+5008+O[II]3727+3729/Hβ)
Notes. Important line ratios. The name of the line ratio is
given in the first column while the definition is given in the
second.
Figure 1. Temperature dependent line intensities
for Lα (green lines), Hα (red lines), and Hβ (green
lines). The neutral component is shown as the solid
lines while the ionized component is shown as the
dashed lines.
line ratios, a series of Cloudy models were gen-
erated for gas temperatures between 102 and 108
K. The hydrogen density and ionization param-
eter were then varied between nH=1-10
3 cm−3
and U=0-103. The hydrogen density was var-
ied to compare the resulting temperature de-
pendent line emission. No difference is found
for any of the lines presented here.
The temperature dependence for each line is
computed as λi(T ) = Λ(ni, T )/neni, where,
Λ(ni, T ) is the line intensity as reported by
Cloudy, ne is the electron density, and ni is
5the ion density appropriate for the line. In the
case in which a line has contributions from both
a neutral ion and an ionized ion, e.g., Lα and
Hβ, the contributions are solved in two steps.
For the ionized contributions, an extremely high
ionization parameter is used to compute the ion-
ized ion contribution. This is valid since at all
temperatures the abundance of the neutral ion
is small. The neutral contribution is then cal-
culated as
λneu,i = [Λ(ni, T )− λion,ineni] /nenneu. (2)
Note that a single table is sufficient for all ion-
ization parameters, because the resulting line
emission is only dependent on the abundance of
the emitting ion. The UV background affects
this emission solely through determining the fi-
nal ion abundance. Figure 1 shows the result
of this procedure for Lα, Hα, and Hβ. See also
Appendix B for a similar plot for all lines con-
sidered here.
Finally, a global estimate of each line ratio was
computed for each simulation at each ionization
parameter. For each steady state found, a line
ratio was computed based on the local species
abundances and temperature, i.e., cell by cell.
The ratio of the total emission of in the two
lines summed over the entire simulation is then
eported as the global line ratio.
2.3. Line Ratio Tests
Steidel et al. (2014) presented results from
the Keck Baryonic Structure Survey using the
MOSFIRE spectrometer, using photoionization
models to study the difference between local
and z≈2.3 galaxies in the BPT plane. They
found that photoionization models with Teff ≈
45,000 - 55,000 K, ionization parameters be-
tween -2.9<log(U)<-1.8, and metallicities be-
tween Z/Z=0.2-1.0 closely matched their high
redshift data.
Similarly, they suggested that in order to re-
produce many of the important features of star
Figure 2. Comparison of Cloudy models. The
(red) circles show the standard multi zone model.
The (green) stars show the single zone models with
a smaller range of ionization parameters to re-
produce the line ratio spread from the multi-zone
model. The (cyan) pluses show the results from
σ1D=0.7 km s
−1 and the agreement between the
FLASH models and the Cloudy models. The
metallicity ranges between Z/Z=0.5-1. These are
overlaid on the line ratios from a sample of galaxies
at low redshift from SDSS.
forming galaxies at low redshifts, the blackbody
temperature of the ionizing source should be
Teff ≈ 42,000 K and the metallicity should range
between Z/Z=0.5-0.7. They also found that
a slightly larger range of ionization parameters
should be used, -3.0<log(U)<-1.5.
We use these suggestions to inform the pa-
rameters used in our simulations. Specifically,
we choose to use the low redshift ionization
source to evaluate the effect of turbulence on
line emission. To that end, in computing the
photoionization and photoheating rates, we as-
sume a blackbody spectral shape with an effec-
tive temperature of Teff ≈ 42,000 K. We also
set the metallicity to Z/Z=0.5 and the den-
6sity to ρ=2.0×10−22g cm−3 corresponding to an
electron density of ne = 106 cm
−3.
The range of ionization parameters requires
some discussion. The Cloudy models pre-
sented in Steidel et al. (2014) are plane parallel
(or slab) models in which an external radiation
source illuminates one face and solves the radia-
tive transfer and the chemical populations in a
number of cells until some stopping condition
is met. So although the ionization parameter
is defined in a global average sense, the actual
ionization parameter in a given cell varies from
this global average.
Alternatively, Cloudy can be run in a mode
that forces the plane to be modeled with a sin-
gle zone rather than multiple zones. The ion-
ization parameter is exactly defined for each
model. However, this changes effective range of
ionization parameters studied. In the simula-
tions presented here, and in Paper II for exam-
ple, the ionization parameter imposed in each
cell is based on the global density, not the local
density. The simulations presented here behave
much more like the single zone models than the
slab models, and using a suite of single zone
models ionization parameters in the range of -
3.3<log(U)<-1.9 matches the O3-N2 line ratios.
Figure 2 shows the comparison between a suite
of Cloudy models. The (red) circles show the
multizone Cloudy model, which matches those
run by Steidel et al. (2014), but with a black-
body spectrum of Teff=42,000 K. The (green)
stars show a similar set of models with a sin-
gle zone. We note that the range of ionization
parameters used in the single zone models (-
3.2<log(U)<-2.5) is much smaller than used in
the multi zone models(-3<log(U)<-1.6). The
(cyan) pluses show the results from our σ1D=0.7
km/s model. Due to the very low turbulence
found in this model, it does a very good job of
reproducing the Cloudy models. All of these
are overlaid on a low redshift (z≈0.0) sample
of galaxies from the Sloan Digital Sky Survey
(SDSS)2 (e.g., Tremonti et al. 2004).
2.4. Turbulent Models
Having completed these tests, a suite of mod-
els were run in order to estimate the effect of
turbulence on steady state line ratios for a range
of ionization parameters and turbulent veloci-
ties. As mentioned in Paper I and Paper II,
the equations solved here (see Paper II) are in-
variant under the transformation x → λx,t →
λt,ρ → ρ/λ. This means that the species frac-
tions and gas thermal state only depend on
the ionization parameter (U), velocity disper-
sion σ1D, and the product of the mean density
and the turbulence driving scale, nL.
A suite of models with varying turbulent con-
ditions were run in order to ascertain the ef-
fect of turbulence on the estimated line emis-
sion. As in Paper I and Paper II, the turbu-
lence was continuously driven using a special-
ized version of the Stir package ported from ver-
sion 4.2 of FLASH. Turbulence was modeled
as a stochastic Ornstein-Uhlenbeck (OU) pro-
cess Eswaran & Pope (1988); Benzi et al. (2008),
and we modified the stir package such that only
solenoidal modes were considered (i.e.,∇·F = 0
). Only modes between 1 ≤ kn ≤3 were driven,
where kn = 2pin/Lbox and the average driving
wavenumber is k−1f ' 2Lbox/2pi and Lbox is the
size of the turbulent box. Following Paper II,
the driving strength was continuously updated
during runtime to ensure a target turbulent ve-
locity σ was produced. For every model, the
auto correlation time was set to 0.5 Myr. How-
ever, to achieve a target σ, the overall amplitude
of all the modes is updated more frequently. At
each time step the global average σ is computed
and compared to the target σt and the specific
energy input value is updated as ≈ (σi/σt)−5 .
2 http://www.sdss.org/dr13/
7Each simulation was carried out in a 1283 pe-
riodic box, a resolution that is lower than most
contemporary turbulence simulations (e.g., Os-
triker et al. 2001; Haugen et al. 2004; Kritsuk
et al. 2007; Federrath et al. 2008, 2010; Pan
& Scannapieco 2010; Downes 2012; Federrath
2013; Gazol & Kim 2013; Folini et al. 2014; Sur
et al. 2014; Federrath & Banerjee 2015), but
it is sufficient to obtain the type of model pre-
sented here (Paper I; Paper II). Note that in
Gray et al. (2015), we performed a simple reso-
lution study where models with twice the nom-
inal resolution were performed. We found con-
vergent results, in terms of density and tem-
perature probability density functions and in
species fractions, regardless of resolution. How-
ever, the maximum density enhancement that a
model can achieve is certainly dependent on res-
olution, which could alter the final species abun-
dances. However these differences will be minor
for the global line ratios since the line ratios
only depend linearly on species fraction. Each
model started the same, with an uniform den-
sity of ρ=2.0×10−22g cm−3 which corresponds
to an electron density of ne = 106 cm
−3 and
simulations we carried out both with Lbox = 1pc
and Lbox = 0.1 pc.
The metallicity was set to Z/Z=0.5 and the
initial abundances for each species were set
to values consistent with collisional ionization
equilibrium assuming an initial temperature of
T=105K. The 3D(1D) turbulent velocity disper-
sion is varied between 1-60 (0.7-42) km/s for
a total of 16 simulations. Typically, the eddy
turnover timescale was much shorter than ei-
ther the hydrodynamic or chemical timescales,
and each simulation was run until both the hy-
drodynamic variables and chemical abundances
reached a steady state.
As in Paper II, an adaptive background was
used to study a range of ionization parameters
in a single simulation. That is, once the simu-
lation had reached a steady state, we increased
the ionization parameter and allowed the simu-
lation to once again reach a steady state. This
allowed for a single simulation to cover a range
of ionization parameters. In order to determine
when the chemical species reached steady state,
the spatial global average abundances were then
averaged in time, over a number of time steps
(≈10). This was done twice, once a large num-
ber of time steps have elapsed (≈ 100). The
difference was computed as
∆Xi
Xi
=
Xai −Xbi
Xai
, (3)
where Xi is the abundance of species i, Xai
and Xbi are the two temporally averaged abun-
dances. If there existed a value for ∆Xi/Xi
above a cutoff value, the ionization parameter
remained fixed and the same process was re-
peated for another long set of time steps. In
order to prevent species with very low abun-
dances from preventing the increase in the ion-
ization parameter, only species above a cutoff
were considered. A cutoff value of 0.03 was used
for both the change in species abundances and
for the absolute value of each species.
The effect of turbulence on the steady state
ionization fractions for several important astro-
nomical elements has been studied both with
(Gray & Scannapieco 2016) and without (Gray
et al. 2015) an ionizing UV background. In Gray
et al. (2015), we found that gas approximates a
lognormal distribution with a variance that is
well modeled, for supersonic turbulence, by
σ2s = ln(1 + b
2M2), (4)
where M is the Mach number and b is a con-
stant that depends on the turbulent driving.
For isothermal solenoidally-driven turbulence,
Federrath et al. (2008) suggest a value of b=1/3,
however, a best fit value of b=0.53 is found for
our models with the discrepancy likely due to
the non-isothermal nature of these simulations.
Federrath & Banerjee (2015) expanded on their
8isothermal models by using a polytropic equa-
tion of state with polytropic indices between 0.5
and 2. As shown in Gray et al. (2015), the vari-
ance in the logarithmic density is well brack-
eted by these polytropic indices. See Figure 5
for example. Therefore it is very likely that the
mismatch between our b value and the isother-
mal values is due to non-isothermal equation of
state used here.
The steady state ionization fractions of these
distributions were found to greatly differ from
simple collisional ionization equilibrium (CIE)
calculations. In particular for moderate Mach
numbers, C, C II, C III, and O IV show devia-
tions by a factor of 2 from simple calculations,
while large deviations are found for nearly all
species at high Mach numbers. These differ-
ences persisted in the case with an ionization
UV background, such that in the cases of high
Mach number turbulence, the estimates from
static media are only good to within a factor
of 10 for the most abundant ions. These differ-
ences have equally large impacts on the emission
line ratios, a topic we turn to next.
3. RESULTS
3.1. Line Ratios
Figure 3 shows the BPT diagram for our simu-
lations as compared to a variety of observations.
The circles represent the simulation results for
the Lbox = 0.1 pc runs, with colors correspond-
ing to different turbulent driving strength. The
symbol size corresponds to the ionization pa-
rameter, with larger symbols representing larger
ionization parameters. For low turbulent driv-
ing, σ ≤10 km/s, there is very little differ-
ence in the estimated line ratios, which are
very near the single-zoneCloudy results as dis-
cussed above. They are also near the multi-zone
Z/Z = 0.5 Cloudy line, but systematically
offset from the Z/Z = 1 Cloudy line, also
shown for reference. The steady state temper-
ature of the gas is found to remain near 104K,
Figure 3. BPT diagram for O3 and N2 line ratios.
The circles show the line ratios from our Lbox = 0.1
pc FLASH runs. The diamonds show the high tur-
bulence results from the Lbox = 1 pc FLASH runs.
The solid black line gives the low redshift fit from
Kewley et al. (2001) and Kauffmann et al. (2003),
the solid red shows the high redshift fit from Steidel
et al. (2014). The cyan crosses show results from
the MOSDEF survey (Sanders et al. 2016). The
magenta star shows the composite results for the
sample of KBSS galaxies presented in Steidel et al.
(2016). The background black histogram shows the
low redshift galaxy sample from SDSS.
independent of the ionization parameter or tur-
bulent velocity, which corresponds to a sound
speed of cs ≈ 10 km/s. Therefore, it is only
when the turbulent driving becomes larger than
the sound speed, and the turbulence becomes
supersonic, that the line ratios begin to differ.
Note that this is true for the solenoidal driving
employed here. Compressive turbulence, on the
other hand, can create larger density enhance-
ments and might alter the expected line ratios
(Federrath et al. 2011, 2017). Such compressive
turbulence is beyond the scope of this paper and
will be studied in a future work.
9Table 2. Select Steady State Species Abundances
σ1D U T [10
4 K] Mach H H+ N N+ N2+ O O+ O2+ O3+ S S+ S2+
0.7 -3.3 0.86 0.05 -1.97 -0.00 -2.32 -0.12 -0.62 -1.94 -0.06 -0.93 -4.74 -2.71 -0.72 -0.09
0.7 -3.0 0.88 0.04 -2.37 -0.00 -3.00 -0.39 -0.23 -2.52 -0.20 -0.44 -3.58 -3.07 -1.08 -0.05
0.7 -2.0 0.85 0.04 -3.25 -0.00 -4.86 -1.36 -0.03 -4.38 -0.94 -0.06 -1.97 -4.34 -2.08 -0.15
3.5 -3.3 0.86 0.30 -1.97 -0.00 -2.32 -0.12 -0.62 -1.94 -0.06 -0.93 -4.74 -2.71 -0.72 -0.09
3.5 -3.0 0.88 0.30 -2.37 -0.00 -3.00 -0.39 -0.23 -2.52 -0.20 -0.44 -3.58 -3.07 -1.08 -0.05
3.5 -2.0 0.85 0.32 -3.25 -0.00 -4.86 -1.36 -0.03 -4.38 -0.94 -0.06 -1.97 -4.34 -2.07 -0.15
7.0 -3.3 0.86 0.43 -1.96 -0.00 -2.32 -0.12 -0.62 -1.94 -0.06 -0.93 -4.73 -2.71 -0.72 -0.09
7.0 -3.0 0.88 0.46 -2.36 -0.00 -2.99 -0.39 -0.23 -2.51 -0.20 -0.44 -3.57 -3.06 -1.07 -0.05
7.0 -2.0 0.86 0.45 -3.25 -0.00 -4.85 -1.36 -0.03 -4.37 -0.94 -0.06 -1.97 -4.33 -2.07 -0.15
14 -3.3 0.86 0.95 -1.92 -0.01 -2.25 -0.12 -0.63 -1.88 -0.06 -0.93 -4.59 -2.68 -0.69 -0.10
14 -3.0 0.88 0.94 -2.32 -0.00 -2.88 -0.36 -0.25 -2.43 -0.19 -0.46 -3.51 -3.03 -1.04 -0.05
14 -2.0 0.87 0.97 -3.21 -0.00 -4.72 -1.31 -0.03 -4.22 -0.90 -0.06 -1.97 -4.24 -2.02 -0.15
21 -3.3 0.85 1.48 -1.81 -0.01 -2.11 -0.11 -0.66 -1.76 -0.06 -0.95 -4.43 -2.61 -0.62 -0.12
21 -3.0 0.88 1.50 -2.20 -0.00 -2.66 -0.31 -0.30 -2.25 -0.17 -0.51 -3.44 -2.92 -0.94 -0.06
21 -2.0 0.89 1.45 -3.13 -0.00 -4.47 -1.21 -0.03 -3.94 -0.83 -0.08 -1.97 -4.08 -1.91 -0.14
28 -3.3 0.85 1.71 -1.77 -0.01 -2.06 -0.11 -0.67 -1.71 -0.06 -0.96 -4.39 -2.59 -0.60 -0.13
28 -3.0 0.89 1.77 -2.12 -0.00 -2.52 -0.28 -0.33 -2.13 -0.15 -0.54 -3.40 -2.87 -0.88 -0.07
28 -2.0 0.91 1.68 -3.06 -0.00 -4.25 -1.13 -0.04 -3.72 -0.76 -0.09 -1.97 -3.96 -1.82 -0.13
35 -3.3 0.87 2.29 -1.63 -0.01 -1.90 -0.10 -0.71 -1.57 -0.06 -0.99 -4.27 -2.53 -0.53 -0.15
35 -3.0 0.93 2.29 -2.03 -0.00 -2.38 -0.25 -0.36 -2.01 -0.14 -0.58 -3.38 -2.81 -0.82 -0.08
35 -2.0 0.98 2.15 -2.96 -0.00 -3.91 -1.01 -0.05 -3.41 -0.68 -0.11 -1.99 -3.80 -1.69 -0.12
42 -3.3 0.90 2.64 -1.57 -0.01 -1.82 -0.10 -0.74 -1.50 -0.06 -1.02 -4.16 -2.49 -0.50 -0.17
42 -3.0 0.98 2.59 -1.95 -0.00 -2.27 -0.23 -0.39 -1.91 -0.13 -0.60 -3.34 -2.77 -0.76 -0.09
42 -2.0 1.07 2.59 -2.91 -0.00 -3.76 -0.95 -0.06 -3.28 -0.64 -0.12 -2.00 -3.74 -1.63 -0.11
42* -3.3 0.80 2.87 -1.42 -0.02 -1.63 -0.10 -0.72 -1.34 -0.07 -0.97 -3.95 -2.48 -0.45 -0.19
42* -2.9 0.85 2.81 -1.88 -0.01 -2.18 -0.24 -0.39 -1.84 -0.14 -0.57 -3.24 -2.75 -0.74 -0.10
42* -2.0 0.87 2.64 -2.83 -0.00 -3.62 -0.89 -0.07 -3.15 -0.61 -0.13 -1.96 -3.62 -1.57 -0.12
Notes. Select Steady State Species Abundances. The first column gives σ1D of each model, the second column gives the ionization parameter,
the third column gives the steady state density weighted temperature in terms of 104K, and the fourth column gives the density weighted steady
state Mach number. Columns 5-16 give the logarithmic steady state species abundances. Note that these are reported as the relative abundance
of each species, i.e., XH = nH/(nH+nH+). The last three rows present results from the Lbox=1 pc simulations and denoted with an asterisk.
As the turbulent driving increases, the line
ratios move up and to the right in Figure 3.
This is due to both the change in species abun-
dances and the temperature dependence of the
line emission. For a given ionization parame-
ter, the abundance of NII increases, but the
abundance of OIII decreases slightly. Table 2
shows the species abundances for each model
for a range of ionization parameters. For exam-
ple, for an ionization parameter of U=10−2, the
σ1D=0.7 km/s model gives a NII species fraction
of 0.04 while the σ1D=42 km/s model gives 0.1.
However, for OIII the models give 0.88 and 0.76
respectively. At the same time, the emission
line strength for both NII and OIII increases by
roughly ≈1.5, as a function of temperature over
the range found in the models. So, although the
OIII abundance decreases by ≈10%, the overall
emission increases. Therefore, as turbulence in-
creases, the estimated line ratios move slightly
upward and significantly to the right.
The diamond symbols in Figure 3 show the
results from the σ1D=42 km/s Lbox = 1 pc run.
These points greatly differ from the Lbox = 0.1
pc model at high turbulence. In fact, regard-
less of the strength of turbulent stirring, the
Lbox = 1 pc simulations predict nearly identi-
cal line ratios. In Figure 3, we show only the
high turbulence points for clarity. The species
abundances for the Lbox = 1 pc high turbulence
model is included in Table 2 as the last three
rows. The important distinction between the
Lbox = 1 pc and Lbox = 0.1 pc run is that in the
Lbox = 1 pc run, the steady state temperature
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is always cooler than the Lbox = 0.1 pc runs
while the species fractions remain comparable
between the two densities.
The contrast in line ratios is then due to the
difference in temperature and can be under-
stood as follows. As mentioned above, our re-
sults are invariant when the product of the num-
ber density and the driving scale, nL, is held
constant. The energy input rate due to turbu-
lence goes as Γ ∝ n/L while the cooling rate
goes as Λ ∝ n2. Therefore, in the Lbox = 0.1 pc
case the heating and cooling rates are roughly
equal, while in the Lbox = 1 pc case, the cool-
ing rate is much greater than the heating rate
which leads to the lower steady state tempera-
tures. Note that the key point here is not that
the size of the simulation is different, but rather
that the turbulence is being driven on different
physical scales.
The FLASH results are also compared to sev-
eral observational line ratios in Figure 3. It has
been shown by Kewley et al. (2001) and Kauff-
mann et al. (2003) that for local galaxies, the
locus of points along the star forming branch is
well fit by
log([OIII]/Hβ) =
0.61
log(N[II]/Hα) + 0.08
+ 1.10.
(5)
This is represented as the black line, which lies
near the Z/Z = 1 Cloudy models. Steidel
et al. (2014) showed that the higher-redshift
KBSS-MOSFIRE sample yields a similar fit,
log([OIII]/Hβ) =
0.67
log(N[II]/Hα)− 0.33 + 1.13,
(6)
which is shown as the red curve in Figure 3.
Additionally, Sanders et al. (2016) presented
BPT diagrams results from the MOSFIRE Deep
Evolution Survey (MOSDEF) for galaxies near
z ≈2.3. These results are shown as the (blue)
crosses. Finally, the (magenta) star shows the
results from the KBSS-LM1 composite sample
presented in Steidel et al. (2016). As shown in
Steidel et al. (2014) and Steidel et al. (2016)
these results are also consistent with a Z/Z =
0.5 medium exposed to a harder UV spectrum,
as would result from stars with metallicities
lower than the mean metallicity of the gas that
they may be enriching significantly.
Making use of our chemodynamical model,
we find that if driven on small scales, moder-
ately strong turbulence, with velocity disper-
sions between 21< σ1D <35 km/s, is also able to
match the high redshift MOSDEF sample from
Sanders et al. (2016), the composite KBSS-LM1
from Steidel et al. (2016), and the high redshift
fit from Steidel et al. (2014). This is due pri-
marily to the increase in NII in the supersonic
models, which shifts the curves to the right.
Thus the models occupy the same region in the
BPT diagram as those with harder stellar spec-
tra, providing an alternative interpretation of
the cause of the evolving spectra: namely that
in z ≈ 2.3 galaxies we are detecting turbulent
effects. The boxed symbol in Figure 3 highlights
the closest model to the KBSS-LM1 sample.
Specifically, Lbox = 0.1 pc, σ1D=28 km/s, and
an ionization parameter of log10(U)=-2. This
value is also highlighted in the following figures.
To further test the feasibility of this interpre-
tation, we construct several other emission line
diagrams, as measured for high-redshift galax-
ies in Steidel et al. (2014), Sanders et al. (2016),
and Steidel et al. (2016). Figure 4 shows the
line-ratio diagram for O3 vs S2. Replacing N2
with S2, the line ratio behavior largely matches
the trend seen in Fig. 3, with turbulence increas-
ing the O3 and S2 line ratios and moving the
diagram up and to the right. The spread in O3
is also nearly the same as found in the BPT di-
agram. However, to match the high redshift fit
and the KBSS-LM1 from Steidel et al. (2016),
turbulence on the order of σ1D≈35-42 km/s is
required, slightly higher than the σ1D≈20-35
km/s values suggested from the O3 vs N2.
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Figure 4. BPT diagram for O3 and S2 line ratios.
Symbols and lines are the same as in Fig. 3.
Figure 5. Emission line ratio diagram for
O32≡log{[[OIII]4960 + 5008)/([OII]3727 + 3729)}
and R23≡log [[OIII](4960 + 5008) + [OII](3727 +
3729)]/Hβ] line ratios. Symbols and lines are the
same as in Fig. 3.
Figure 6. Emission line ratio diagram for O32
and N2≡log(N[II]6585/Hα) line ratios. Symbols
and lines are the same as in Fig. 3.
In Figure 5, we plot O32, a measure of O III
emission vs O II emission vs R23 a measure of
the total O III + O II emission vs Hβ. For
a fixed turbulent velocity and for an increas-
ing ionization parameter, the dominant state of
oxygen moves from OII to OIII, see Table 2,
and this forces the range of O32 to stretch from
negative to positive as U increases. For a fixed
ionization parameter and increasing turbulent
velocity driven on small scales, on the other
hand, the abundance of OII increases slightly
and the abundance of OIII decreases slightly,
which forces the O32 line ratio downward. More
importantly, at the slightly higher temperatures
at higher turbulent velocities, O II is a more ef-
ficient emitter, and this leads to higher R23,
moving the models to the right. The result is
that the higher turbulence models move into the
high R23 regime inhabited by the higher red-
shift galaxies, meaning that again, there is good
agreement between the models with turbulent
velocities of σ1D≈21-28 km and the MOSDEF
galaxies and the KBSS-LM1 sample.
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Finally, Figure 6 shows the O32-N2 emission
line diagram. As mentioned above, the changes
in O32 are explained changes in O II and O III
abundances, with increasing U leading to mov-
ing O32 upward strongly, and turbulence mov-
ing O32 down weakly. For the N2 line ratio, tur-
bulence increases the abundance of N II which
increases the line ratio and moves the points to
the right. For example, for an ionization param-
eter of U=10−2 the steady state NII abundance
for σ1D=35 km/s is 0.098 while for σ1D=42 km/s
the abundance is 0.11. While these changes lead
to turbulent models that are consistent with the
data, it is important to note that the changes
due to turbulence for the O32-N2 diagnostic di-
agram are relatively weak. In fact, turbulence
has little or no effect on reproducing the KBSS-
LM1 sample.
In summary, if it is driven on small scales,
turbulence alters the underlying atomic species
abundances and changes the line strength. For
moderate σ1D values that are generally consis-
tent with expectations for high-redshift galax-
ies, we find that our line ratios span the range of
values for the MOSDEF sample of high redshift
galaxies (Sanders et al. 2016). In addition, the
composite sample of galaxies from Steidel et al.
(2016), labeled as KBSS-LM1, are matched very
well by moderate turbulence with σ1D≈21-28
km/s. While not a unique explanation, the ad-
dition of turbulence allows one to understand
these line ratios without requiring harder ioniz-
ing backgrounds arising from metallicity differ-
ence between the gas and stars.
4. CONCLUSIONS
Turbulence is an intrinsic property of the in-
terstellar medium. These motions are often su-
personic due to the high efficiency of radiative
cooling. While turbulence is able to prevent the
global collapse of self-gravitating gas, it also cre-
ates regions of high density (e.g. Elmegreen &
Scalo 2004; Mac Low & Klessen 2004; McKee &
Ostriker 2007; Federrath & Klessen 2012), re-
sulting in a multiphase distribution with unique
thermodynamic properties. This has an impor-
tant effect on the chemical makeup of the gas,
as ions with long recombination times can never
reach equilibrium before turbulence further acts
upon the gas.
In previous work, we have studied this effect
both without (Gray et al. 2015) and with an
ionizing UV background (Gray & Scannapieco
2016). For subsonic turbulence and low ion-
ization parameters, the ionization states were
found to be close to their equilibrium values.
However, for supersonic turbulence and for large
ionization parameters, these values can differ
significantly from what would be expected in
a quiescent medium.
For the simulations presented here, we have
updated our atomic chemistry package to use
photoionization and photoheating rates assum-
ing a T=42,000K blackbody spectral shape as
was studied in Steidel et al. (2014). Finally,
we compute observationally important line ra-
tios by using time dependent line emission func-
tions computed using Cloudy. The estimated
line emission is the global average value from
each model at each ionization state.
To study the effect on line emission, we have
computed several lines and constructed several
emission line diagrams. Table 1 gives the line
ratios studied here. We find that the estimated
line emission has a strong dependence on the
turbulent velocity. For sub-sonic and transonic
turbulence, the line ratios are essentially un-
changed. Only when the turbulence becomes
supersonic do the line ratios begin to change.
We note here that this is true for the solenoidal
only driving that we employ here. Future mod-
els may use compressive only or a combination
of driving modes which affects the density en-
chancements for transsonic and subsonic tur-
bulence (Federrath et al. 2011). In general,
turbulence has the effect of increasing the line
strength for a given line. For our diagrams, this
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means that as turbulence increases our points
move up and to the right.
These simulations have important implica-
tions on understanding line emission and ab-
sorption diagnostics. As shown above, depend-
ing on the strength of the turbulence and the
driving scale, the estimated line emission can
differ significantly from steady state estimates.
In order to match observations, Steidel et al.
(2014) and Steidel et al. (2016) required a
harder background spectrum at high redshift
than would be expected if the chemical compo-
sition of the stars and the gas were the same.
With a moderate amount of small-scale turbu-
lence, however, we are able to match observa-
tions with a softer spectrum. This highlights
the importance of including turbulence in un-
derstanding emission from a wide variety of
astrophysical objects.
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Department of Energy by Lawrence Livermore
National Laboratory under Contract DE-AC52-
07NA27344. E.S. was supported by NSF grants
AST11-03608 and AST14-07835 and NASA the-
ory grant NNX15AK82G. The figures and anal-
ysis presented here were created using the yt
analysis package (Turk et al. 2011). Supercom-
puting support was provided by NASA and the
Pleiades supercomputer.
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APPENDIX
A. ATOMIC CHEMISTRY TESTS
To test our updated network, two sets of tests were run. Figure 7 shows a collisional ionization
equilibrium test, where the density was held fixed and the equilibrium abundances were computed
at a given temperature. The left panel shows the results with no UV background, while the right
panel shows the comparison for a ionization parameter of 10−3. For the species that were explicitly
tracked in the FLASH module, the match between Cloudy and FLASH is very good.
To test our updated cooling routines, a set simulations in which the initial gas temperature was
initialized at T = 106 K, the species to their local ionization equilibrium values, and set the initial
density between 10−27 and 10−25 g cm−3. Three cases were considered, one with no UV background,
one with an U = 10−3 background, and one with an U=1 background. Fig. 8 shows the results of
these runs, as compared to similar models run with Cloudy. Again, we find that the temperature
curves obtained from FLASH and Cloudy match closely. Furthermore, since all the cooling rates
under consideration are two-body reactions, the cooling time should scale linearly with density, such
that increasing the gas number density by ten, for example, will lead to cooling that occurs ten times
faster. For all runs, the temperature evolution captures this behavior.
B. LINE RATIOS
Figure 9 shows the temperature dependence for the line emission presented in this paper. The
estimated line emission is computed by,
Λ(ni, T ) = λinine, (B1)
where λi is the temperature dependent line emission rate, ni is the number density of ion i, and
ne is the electron number density. For lines presented in the leftmost panel, the total emission is
a combination of both the neutral and ionized components. The global average is computed by
computing Λ(ni, T ) in each cell in the domain and taking the average.
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Figure 7. Comparison of the species abundances between Cloudy and FLASH. Left: Comparison with
a zero ionization parameter and Right: with an ionization parameter of U = 10−3. Each panel shows the
results for a different element, as labeled. The lines correspond to the Cloudy results while the points are
from FLASH. The equilibrium temperature is plotted along the x-axis and the fractional abundance of each
species, i.e., Fi = ni/ns where ns is the elemental abundance, for each species as the y-axis. A universal
legend is given at the top of the figure and the same ionization state is given by the same color and line style
in each panel.
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Figure 8. Cooling curve comparison between Cloudy and FLASH. Left Panel: U=0, Middle Panel:
U=10−3 Right Panel: U=1. The x-axis is the logarithm of time and the y-axis is the gas temperature. The
solid lines are the FLASH results while the star symbols are from Cloudy. The blue (solid) line shows
ρ=5×10−27 g cm−3, green (dashed) line shows ρ=1×10−26 g cm−3, magenta (dotted) line shows ρ=5×10−26g
cm−3, and cyan (dash-dotted) line shows ρ=1×10−25g cm−3.
Figure 9. Temperature dependent line emission. For each panel, the legend underneath gives the meaning
for each line.
