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a b s t r a c t
In this paper, a numerical method is introduced to solve a system of linear Volterra
integral equations (VIEs). By using the Bessel polynomials and the collocation points,
this method transforms the system of linear Volterra integral equations into the matrix
equation. The matrix equation corresponds to a system of linear equations with the
unknown Bessel coefficients. This method gives an analytic solution when the exact
solutions are polynomials. Numerical examples are included to demonstrate the validity
and applicability of the technique and comparisons are made with existing results. All of
the numerical computations have been performed on computer using a program written
in MATLAB v7.6.0 (R2008a).
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Systems of linear integral equations and their solutions play a major role in science and engineering. A physical event
can be modeled by the differential equation, an integral equation or an integro-differential equation or a system of these
equations. Since few of these equations cannot be solved explicitly, it is often necessary to resort to the numerical techniques
which are appropriate combinations of numerical integration and interpolation [1,2]. The solution of systems of integral
equations occurring in physics, biology and engineering are based on numerical methods such as the Euler–Chebyshev
and Runge–Kutta methods. In recent years, the systems of integral and integro-differential equations have been solved
using the homotopy perturbation method [3], an efficient algorithm [4], the Modified homotopy perturbation method [5],
the Haar functions method, [6,7], the differential transformation method [8], the Tau method [9], the Variational iteration
method [10], the Legendre matrix method [11], the Adomian method [12] and the Galerkin method [13]. The solutions of
systems of linear differential and integro-differential equations have been found using the Chebyshev polynomial method
and the Taylor collocation method by Sezer et al. [14,15]. In addition, the Taylor expansion method [16,17] has been used
to find the solutions of the integral equations and integro-differential equations.
The Taylor, Chebyshev and Legendre matrix methods have been used by Sezer et al. [18–22] to solve linear differential,
Fredholm–Volterra integro-differential equations and their systems. Also, the Bessel matrix method has been used to find
the approximate solutions of differential, integral and integro-differential equations [23].
In this study, by means of the Bessel collocation method [24] used for solving pantograph equations, we consider the
approximate solutions of a system of linear Volterra integral equations (VIEs) with variable coefficients in the form
k−
j=1
Pi,j(x)yj(x) = gi(x)+
∫ x
a
k−
j=1
Ki,j(x, t)yj(t)dt, i = 1, 2, . . . , k, 0 ≤ a ≤ x, t ≤ b (1)
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where yj(x) is an unknown function, Pi,j(x), gi(x), Ki,j(x, t) are continuous functions defined on the interval a ≤ x, t ≤ b and
the functions Ki,j(x, t) for i, j = 1, 2, . . . , k can be expanded Maclaurin series.
Our aim is to find an approximate solution of (1) expressed in the truncated Bessel series form
yi(x) =
N−
n=0
ai,nJn(x), i = 1, 2, . . . , k, 0 ≤ a ≤ x ≤ b (2)
so that ai,n, n = 0, 1, 2, . . . ,N are the unknown Bessel coefficients and Jn(x), n = 0, 1, 2, . . . ,N are the Bessel polynomials
of first kind defined by
Jn(x) =

N−n
2
−
k=0
(−1)k
k!(k+ n)!
 x
2
2k+n
, n ∈ N, 0 ≤ x <∞.
2. Fundamental matrix relations
First, we write Jn(x) in the matrix form as
JT (x) = DXT (x)⇔ J(x) = X(x)DT ; (3)
where
J(x) = J0(x) J1(x) · · · JN(x) and X(x) = 1 x1 x2 · · · xN
if N is odd,
D =

1
0!0!20 0
−1
1!1!22 · · ·
(−1) N−12N−1
2
! N−12 !2N−1 0
0
1
0!1!21 0 · · · 0
(−1) N−12N−1
2
! N+12 !2N
0 0
1
0!2!22 · · ·
(−1) N−32N−3
2
! N+12 !2N−1 0
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
if N is even,
D =

1
0!0!20 0
−1
1!1!22 · · · 0
(−1) N2N
2
! N2 !2N
0
1
0!1!21 0 · · ·
(−1) N−22N−2
2
! N2 !2N−1 0
0 0
1
0!2!22 · · · 0
(−1) N−22N−2
2
! N+22 !2N
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
.
We consider the desired solution yj(x) of Eq. (1) defined by the truncated Bessel series (3). Then the function defined in
relation (3) can be written in the matrix form
[yj(x)] = J(x)Aj, j = 1, 2, . . . , k
where Aj =

aj,0 aj,1 · · · aj,NT , or from Eq. (3)
[yj(x)] = X(x)DTAj, j = 1, 2, . . . , k. (4)
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Hence, the matrices y(x) can be expressed as follows:
y(x) = X¯(x)D¯A (5)
where
y(x) =

y1(x)
y2(x)
...
yk(x)
 , X¯(x) =

X(x) 0 · · · 0
0 X(x) · · · 0
...
...
. . .
...
0 0 · · · X(x)

k×k
, D¯ =

DT 0 · · · 0
0 DT · · · 0
...
...
. . .
...
0 0 · · · DT
 and
A =

A1
A2
...
Ak
 .
3. Method of solution
We now write system (1) in the matrix form as
P(x)y(x) = g(x)+ V(x) (6)
where
P(x) =

p1,1(x) p1,2(x) · · · p1,k(x)
p2,1(x) p2,2(x) · · · p2,k(x)
...
...
. . .
...
pk,1(x) pk,2(x) · · · pk,k(x)
 , y(x) =

y1(x)
y2(x)
...
yk(x)
 , g(x) =

g1(x)
g2(x)
...
gk(x)
 ,
V(x) =
∫ x
a
K(x, t)y(t)dt, K(x, t) =

K1,1(x, t) K1,2(x, t) · · · K1,k(x, t)
K2,1(x, t) K2,2(x, t) · · · K2,k(x, t)
...
...
. . .
...
Kk,1(x, t) Kk,2(x, t) · · · Kk,k(x, t)
 ,
V(x) =

V1(x)
V2(x)
...
Vk(x)
 and
Vi(x) =
∫ x
a
k−
j=1
Ki,j(x, t)yj(t)dt. (7)
Since we assume that the kernel functions Ki,j(x, t) for i, j = 1, 2, . . . , k can be expanded Maclaurin series, it can be
approximated by the truncated Taylor series [21] and the truncated Bessel series, respectively,
Ki,j(x, t) =
N−
m=0
N−
n=0
tkijmnx
mtn and Ki,j(x, t) =
N−
m=0
N−
n=0
bkijmnJm(x)Jn(t) (8)
where
tkijmn =
1
m!n!
∂m+nK(0, 0)
∂xm∂tn
; m, n = 0, 1, 2, . . . ,N, i = 1, 2, . . . k, i = 1, 2, . . . k.
Expression (8) can be put in the matrix form
Ki,j(x, t) = X(x)Kijt XT (t); Kijt =
tkijmn (9)
and
Ki,j(x, t) = J(x)KijbJT (t); Kijb =
bkijmn . (10)
From Eqs. (9) and (10), the following relation is gained:
X(x)Kijt X
T (t) = J(x)KijbJT (t)⇒ X(x)Kijt XT (t) = X(x)DTKijbDXT (t)
Kijt = DTKijbD or Kijb = (DT )−1KijtD−1.
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By substituting the matrix forms (4) and (10) into Eq. (7), we obtain the matrix relation
[Vi(x)] =
∫ x
a
k−
j=0
J(x)KijbJ
T (t)X(t)DTAjdt
=
k−
j=0
∫ x
a
J(x)KijbJ
T (t)X(t)DTAjdt
=
k−
j=0
J(x)KijbQ(x)Aj (11)
where
Q(x) =
∫ x
a
JT (t)X(t)DTdt
=
∫ x
a
DXT (t)X(t)DTdt = DH(x)DT
and
H(x) =
∫ x
a
XT (t)X(t)dt = [hrs(x)] ; hrs(x) = x
r+s+1 − ar+s+1
r + s+ 1 , r, s = 0, 1, 2, . . . ,N.
By substituting the matrix forms (3) into expression (11), we have the matrix relation
[Vi(x)] =
k−
j=0
X(x)DTKijbQ(x)Aj. (12)
By using in Eq. (6) the collocation points defined by
xs = a+ b− aN s, s = 0, 1, . . . ,N, (13)
we obtain the systems of the matrix equations as
P(xs)y(xs) = g(xs)+ V(xs)
or briefly the fundamental matrix equation
PY = G+ V (14)
where
P =

P(x0) 0 · · · 0
0 P(x1) · · · 0
...
...
. . .
...
0 0 · · · P(xN)
 , Y =

y(x0)
y(x1)
...
y(xN)
 , G =

g(x0)
g(x1)
...
g(xN)
 and V =

V(x0)
V(x1)
...
V(xN)
 .
Using relation (10) and the collocation points (13), we obtain
y(xs) = X¯(xs)D¯A, s = 0, 1, . . . ,N,
which can be expressed as
Y = XD¯A (15)
where
X =

X¯(x0)
X¯(x1)
...
X¯(xN)
 and X¯(xs) =

X(xs) 0 · · · 0
0 X(xs) · · · 0
...
...
. . .
...
0 0 · · · X(xs)

k×k
, s = 0, 1, . . . ,N.
Substituting the collocation points (13) into the matrix Vi(x) defined in relation (17), we have
[Vi(xs)] =
k−
j=0
X(xs)DTK
ij
bQij(xs)Aj, s = 0, 1, . . . ,N, i = 1, 2, . . . , k. (16)
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Similarly, substituting the collocation points (13) into the matrix V(x) defined in relation (6) and using relation (16), we
obtain
V(xs) =

V1(xs)
V2(xs)
...
Vk(xs)
 = X¯(xs)D¯KvQ¯(xs)A (17)
where
X¯(xs) =

X(xs) 0 · · · 0
0 X(xs) · · · 0
...
...
. . .
...
0 0 · · · X(xs)

k×k
, D¯ =

DT 0 · · · 0
0 DT · · · 0
...
...
. . .
...
0 0 · · · DT

k×k
,
Kv =

K11b K
12
b · · · K1kb
K21b K
22
b · · · K2kb
...
...
. . .
...
Kk1b K
k2
b · · · Kkkb
 , Q¯(xs) =

Q(xs) 0 · · · 0
0 Q(xs) · · · 0
...
...
. . .
...
0 0 · · · Q(xs)

k×k
and A =

A1
A2
...
Ak
 .
Thus, by relation (17), the matrix V in Eq. (14) can be expressed in matrix form in terms of the matrix of the Bessel
coefficients A as follows:
V =

V(x0)
V(x1)
...
V(xN)
 = ¯¯X ¯¯DK¯v ¯¯QA (18)
so that
¯¯X =

X¯(x0) 0 · · · 0
0 X¯(x1) · · · 0
...
...
. . .
...
0 0 · · · X¯(xN)
 , ¯¯D =

D¯ 0 · · · 0
0 D¯ · · · 0
...
...
. . .
...
0 0 · · · D¯

(N+1)×(N+1)
,
K¯v =

Kv 0 · · · 0
0 Kv · · · 0
...
...
. . .
...
0 0 · · · Kv

(N+1)×(N+1)
and ¯¯Q =

Q¯(x0)
Q¯(x1)
...
Q¯(xN)
 .
By replacing relations (15) and (18) into Eq. (14), we have fundamental matrix equation
PXD¯− ¯¯X ¯¯DK¯v ¯¯Q

A = G. (19)
When the matrices Pi,X, D¯, ¯¯X, ¯¯D, K¯v, ¯¯Q,A and G in Eq. (24) are written in full, it can be seen that their dimensions are,
respectively, k(N + 1)× k(N + 1), k(N + 1)× k(N + 1), k(N + 1)× k(N + 1), k(N + 1)× k(N + 1)2, k(N + 1)2 × k(N +
1)2, k(N + 1)2 × k(N + 1)2, k(N + 1)2 × k(N + 1), k(N + 1)× 1.
Hence, the fundamental matrix equation (19) corresponding to Eq. (1) can be written in the form
WA = G or [W;G] (20)
which corresponds to a linear system of k(N + 1) algebraic equations in k(N + 1) the unknown Bessel coefficients so that
W = PXD¯− ¯¯X ¯¯DK¯v ¯¯Q = [wp,q], p, q = 1, 2, . . . , k(N + 1).
If rankW = rank[W;G] = k(N + 1), then we can write
A = (W)−1G.
Therefore, the unknown Bessel coefficients matrix A

A = A1 A2 · · · Akis uniquely determined. Thus, system (1)
with conditions (2) has a unique solution. When Aj, (j = 1, 2, . . . , k) is substituted in Eq. (4), we obtain the approximate
solutions by the Bessel polynomials as follows
yi(x) =
N−
n=0
ai,nJn(x), i = 1, 2, . . . , k.
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On the other hand, when det(W) = 0, if rankW = rank[W;G] < k(N + 1), then we may find a particular solution.
Otherwise if rankW ≠ rank[W;G] < k(N+1), then it is not a solution. Now the question is how to check the accuracy of this
solution. Since the truncated Bessel series (3) is an approximate solution of (1), when the function yi,N(x), i = 1, 2, . . . , k,
and its derivatives, are substituted in Eq. (1), the resulting equation must be satisfied approximately; that is,
for x = xq ∈ [a, b] q = 0, 1, 2, . . .
Ei(xq) =
 m−
n=0
k−
j=1
Pi,j(xq)yj(xq)− gi(xq)−
∫ xq
a
k−
j=1
Ki,j(xq, t)yj(t)dt
 ∼= 0, i = 1, 2, . . . , k (21)
and Ei(xq) ≤ 10−kq (kq positive integer).
If max 10−kq = 10−k (k positive integer) is prescribed, then the truncation limit N is increased until the difference Ei(xq)
at each of the points becomes smaller than the prescribed 10−k; see [11,20,21,26].
4. Numerical examples
In this section, several numerical examples are given to illustrate the accuracy and effectiveness of the method and all
of them were performed on the computer using a program written in MATLAB 7.6.0 v2008a. In this regard, we report in
tables and figures, the values of the exact solution yi(x), i = 1, 2, . . . , k, the polynomial approximate solution yi,N(x), i =
1, 2, . . . , k, and the absolute error function ei,N(x) = |yi(x) − yi,N(x)|, i = 1, 2, . . . , k at the selected points of the given
interval. In addition, we calculated the maximum errors for Examples 2 and 4. We define the maximum absolute error for
yi,N(x), i = 1, 2, . . . , k as,
ei,N = ‖yi,N(x)− yi(x)‖∞ = max
|yi,N(x)− yi(x)|, a ≤ x ≤ b .
Example 1. Consider first the system of linear Volterra integral equations given by
y1(x)+ xy2(x) = sin(x)+ x cos(x)+
∫ x
0

x2 cos(t)y1(t)− x2 sin(t)y2(t)

dt
y2(x)− 2xy1(x) = cos(x)− 2x sin(x)+
∫ x
0
[sin(x) cos(t)y1(t)− sin(x) sin(t)y2(t)] dt
, 0 ≤ x ≤ 1 (22)
and the approximate solution yi(x) by the truncated Bessel series
yi(x) =
2−
n=0
ai,nJn(x), i = 1, 2
where N = 2, k = 2, g1(x) = sin(x) + x cos(x), g2(x) = cos(x) − 2x sin(x), p1,1(x) = 1, p1,2(x) = x, p2,1(x) =
−2x, p2,2(x) = 1,
K1,1(x, t) = x2 cos(t), K1,2(x, t) = −x2 sin(t), K2,1(x, t) = sin(t) cos(t), K2,2(x, t) = − sin(t) sin(t).
Hence, the set of collocation points (13) for N = 2 is computed as
x0 = 0, x1 = 12 , x2 = 1

and from Eq. (19), the fundamental matrix equation of the problem is
PXD¯− ¯¯X ¯¯DK¯v ¯¯Q

A = G
where
P(x) =
[
1 x
−2x 1
]
, P =
P(0) 0 0
0 P(1/2) 0
0 0 P(1)

, X =
 X¯(0)X¯(1/2)
X¯(1)
 , X¯(0) = [X(0) 00 X(0)
]
,
X¯(1/2) =
[
X(1/2) 0
0 X(1/2)
]
, X¯(1) =
[
X(1) 0
0 X(1)
]
, X(0) = 1 0 0 ,
X(1/2) = 1 1/2 1/4 , X(1) = 1 1 1 , ¯¯X =
X¯(0) 0 00 X¯(1/2) 0
0 0 X¯(1)
 ,
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DT =
 1 0 0
0 1/2 0
−1/4 0 1/8

, D¯ =
[
DT 0
0 DT
]
,
Kv =

0 0 0 0 0 0
0 0 0 0 0 0
8 0 −16 0 −16 0
0 0 0 0 0 0
−2 0 4 0 4 0
0 0 0 0 0 0
 , Q(x) =

x− 1
6
x3 + 1
80
x5
1
4
x2 − 1
32
x4
1
24
x3 − 1
160
x5
1
4
x2 − 1
32
x4
1
12
x3
1
64
x4
1
24
x3 − 1
160
x5
1
64
x4
1
320
x5
 ,
Q¯(xs) =
[
Q(xs) 0
0 Q(xs)
]
, ¯¯Q =
 Q¯(0)Q¯(1/2)
Q¯(1)
 , K¯v = Kv 0 00 Kv 0
0 0 Kv

, ¯¯D =
D¯ 0 00 D¯ 0
0 0 D¯

G =
 g(0)
g(1/2)
g(1)

, g(0) =
[
0
1
]
, g(1/2) =
[
2863/3118
432/1085
]
, g(1) =
[
561/406
−753/659
]
,
A =
[
A1
A2
]
, A1 =
a1,0
a1,1
a1,2

and A2 =
a2,0
a2,1
a2,2

.
The augmented matrix for this fundamental matrix equation
[W;G] =

1 0 0 0 0 0 ; 0
0 0 0 1 0 0 ; 1
1541/1879 241/1024 145/4826 511/1024 25/192 33/2048 ; 2863/3118
−591/841 −113/512 −443/15360 449/512 23/96 31/1024 ; 432/1085
−1/40 5/16 23/240 19/16 2/3 5/32 ; 561/406
−29/40 −13/16 −53/240 5/16 1/3 3/32 ; −753/659
 .
By solving this system, the unknown Bessel coefficients matrix is obtained as
A = 0 5909/2686 −771/343 1 −195/5038 −508/315T .
Substituting the elements of the columnmatrix into Eq. (4)we obtain the approximate solution by the Bessel polynomials
of the problem for N = 2 as
y1,2(x) = 1.09996277580x− 0.280976732383x2
and
y2,2(x) = 1− (0.193529200065e− 1)x− 0.451587244822x2.
Similarly, following the procedure given in Section 3, we obtain the approximate solutions by the Bessel polynomials of
the problem for N = 5 and N = 10, respectively,
y1,5(x) = 0.999997642215x+ (0.297609798352e− 4)x2 − 0.166808109183x3
+ (0.319794928355e− 3)x4 + (0.801544277479e− 2)x5,
y2,5(x) = 1− (0.184800992035e− 4)x− 0.499763047743x2 − (0.114657390656e− 2)x3
+ (0.443423532282e− 1)x4 − (0.305939800922e− 2)x5,
and
y1,10(x) = x− (0.921757315336e− 10)x2 − 0.166666665507x3
− (0.812838264920e− 8)x4 + (0.833336902465e− 2)x5 − (0.103698169354e− 6)x6
− (0.198208865170e− 3)x7 − (0.269896643927e− 6)x8 + (0.298752982861e− 5)x9
− (0.116415087416e− 6)x10,
y2,10(x) = 1− (0.752255497617e− 11)x− 0.499999999785x2 − (0.248570007402e− 8)x3
+ (0.416666822694e− 1)x4 − (0.592700293534e− 7)x5 − (0.138874624667e− 2)x6
− (0.241718521569e− 9)x7 + (0.250109112079e− 4)x8 − (0.114893666515e− 6)x9
− (0.219211238313e− 6)x10.
Tables 1 and 2 give the numerical results of the exact solutions and the approximate solutions obtained by the presented
method forN = 2, 5, 10 of Eq. (22). Fig. 1 displays the exact solutions and the approximate solutions obtained by the present
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Table 1
Comparison of the exact solutions and the approximate solutions for N = 2, 5, 10 of y1(x) of Eq. (22).
xi Exact solution Present method
y1(xi) = sin(xi) N = 2, y1,2(xi) N = 5, y1,5(xi) N = 10, y1,10(xi)
0 0 0 0 0
0.2 0.198669330795061 0.208753485864680 0.198669330622303 0.198669330794415
0.4 0.389418342308651 0.395028833138720 0.389418364539241 0.389418342307331
0.6 0.564642473395035 0.558826041822120 0.564643473951095 0.564642473391378
0.8 0.717356090899523 0.700145111914880 0.717368897188496 0.717356090836151
1 0.841470984807896 0.818986043417000 0.841554531714980 0.841470983950814
Table 2
Comparison of the exact solutions and the approximate solutions for N = 2, 5, 10 of y2(x) of Eq. (26).
xi Exact solution Present method
y2(xi) = cos(xi) N = 2, y2,2(xi) N = 5, y2,5(xi) N = 10, y2,10(xi)
0 1 1 1 1
0.2 0.980066577841242 0.978065926205820 0.980066578236989 0.980066577841233
0.4 0.921060994002885 0.920004872825880 0.921060975598446 0.921060994002855
0.6 0.825335614909678 0.825816839860180 0.825335424978359 0.825335614909908
0.8 0.696706709347165 0.695501827308720 0.696709943867568 0.696706709331713
1 0.540302305868140 0.529059835171500 0.540354853470217 0.540302305330972
Table 3
The maximum absolute error e1,N for various N of y1(x) of Eq. (26).
N 2 5 7 10 12
e1,N 2.2126×10−2 6.2855×10−3 1.2191×10−6 8.6444× 10−10 4.7× 10−12
Table 4
The maximum absolute error e2,N for various N of y2(x) of Eq. (26).
N 2 5 7 10 12
e2,N 1.1242×10−2 5.2548×10−5 7.67× 10−7 7.516×10−10 3.2868× 10−12
method for N = 2, 5, 10 of Eq. (22). As can be seen from Tables 1 and 2 and Fig. 1(a)–(b) the results of the approximate
solutions for N = 10 are almost the same as the results of the exact solutions. Now we define the maximum absolute error
for yi,N(x), i = 1, 2 as,
ei,N = ‖yi,N(x)− yi(x)‖∞ = max
|yi,N(x)− yi(x)|, 0 ≤ x ≤ 1 .
In Tables 3 and 4, we give the errors ei,N , i = 1, 2 for different values of N . From Tables 3 and 4, we see that the errors
decrease rapidly as N increases.
Example 2 ([25]). Let us consider a system of linear Volterra integral equations given by
y1(x) = cosh(x)+ x sin(x)−
∫ x
0

ex−ty1(t)+ cos(x− t)y2(t)

dt
y2(x) = 2 sin(x)+ x(sin2(x)+ ex)−
∫ x
0

ex+ty1(t)+ x cos(t)y2(t)

dt
, 0 ≤ x ≤ 1
2
(23)
with the exact solutions y1(x) = e−x, y2(x) = 2 sin(x). Here, k = 2, p1,1(x) = 1, p1,2(x) = 0,
p2,1(x) = 0, p2,2(x) = 1, g1(x) = cosh(x)+ x sin(x),
g2(x) = 2 sin(x)+ x(sin2(x)+ ex), K1,1(x, t) = −ex−t ,
K1,2(x, t) = − cos(x− t), K2,1(x, t) = −ex+t and K2,2(x, t) = −x cos(t).
From Eq. (19), the fundamental matrix equation of the problem is
{PXD¯− ¯¯X ¯¯DK¯v ¯¯Q}A = G.
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(a) Comparison of the exact solution y1(x) and the approximate
solutions y1,N (x).
(b) Comparison of the exact solution y2(x) and the approximate
solutions y2,N (x).
Fig. 1. For N = 2,N = 5 and N = 10 of Eq. (22);.
Table 5
Comparison of the absolute errors for N = 5, 8, 10 of y1(x) of Eq. (23).
xi He’s homotopy perturbation method (HHPM) [25] Present method
e1,5(xi) e1,5(xi) e1,8(xi) e1,10(xi)
0 1.0e−009 0 0 0
0.1 5.2e−008 1.5145e−009 2.8233e−013 3.3973e−014
0.2 1.9e−006 1.1438e−008 4.5319e−013 7.4385e−014
0.3 2.8e−005 1.5058e−007 1.0191e−011 1.1480e−013
0.4 2.1e−004 7.2795e−007 1.9078e−010 2.0206e−014
0.5 1.0e−003 1.7263e−006 1.7713e−009 1.8868e−012
Table 6
Comparison of the absolute errors for N = 5, 8, 10 of y2(x) of Eq. (23).
xi He’s homotopy perturbation method (HHPM) [25] Present method
e2,5(xi) e2,5(xi) e2,8(xi) e2,10(xi)
0 0.46789e−009 0 5.5309e−017 0
0.1 1.1e−007 1.1088e−010 2.6032e−013 5.3429e−014
0.2 1.7e−006 2.0208e−008 6.5342e−013 1.0847e−013
0.3 2.9e−005 3.4244e−007 1.8266e−011 1.8008e−013
0.4 2.4e−004 2.5396e−006 3.1286e−010 6.7935e−013
0.5 1.4e−003 1.2019e−005 2.8532e−009 6.8801e−012
As Example 1, we obtain the approximate solutions by the Bessel polynomials of the problem for N = 5,N = 8 and
N = 10. Tables 5–6 and Fig. 2 contain numerical comparison of absolute errors between our solutions using the present
method for N = 5,N = 8 and N = 10 and the solutions obtained by He’s homotopy perturbation method (HHPM) [25] for
N = 5 of Eq. (23). It is seen from Tables 5–6 and Fig. 2 that the results obtained by the present method is better than that
obtained by the HHPM [25].
Example 3 ([27]). Let us consider the linear Volterra integral equation system
y1(x) = cos(x) (2+ sin(x)− x cos(x))+ 14 (cos(x− 1)− cos(x+ 1))−
1
2
x sin(x− 1)− 1
+
∫ x
0
[sin((x− t)− 1)y1(t)+ (1− t cos(x))y2(t)] dt
y2(x) = sin(x)− x+
∫ x
0
[y1(t)+ (x− t)y2(t)] dt, 0 ≤ x ≤ 1
(24)
with the exact solutions y1(x) = cos(x), y2(x) = sin(x). Here, k = 2, p1,1(x) = 1, p1,2(x) = 0, p2,1(x) = 0,
p2,2(x) = 1, g1(x) = cos(x) (2+ sin(x)− x cos(x))+ 14 (cos(x− 1)− cos(x+ 1))−
1
2
x sin(x− 1)− 1,
g2(x) = sin(x)− x, K1,1(x, t) = sin((x− t)− 1), K1,2(x, t) = 1− t cos(x),
K2,1(x, t) = 1, K2,2(x, t) = x− t.
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(a) Comparison of the absolute error functions of y1(x). (b) Comparison of the absolute error functions of y2(x).
Fig. 2. For N = 5,N = 8 and N = 10 of Eq. (23), (a) comparison of the absolute error functions e1,N (x) for y1,N (x), and (b) comparison of the absolute
error functions e2,N (x) for y2,N (x).
Table 7
Comparison of the absolute errors for N = 5, 10 of y1(x) of Eq. (24).
xi Absolute errors with Taylor expansion method [27] Taylor method [11] Present method
e1,5(xi) e1,5(xi) e1,10(xi)
0 0 0 0 0
0.2 9.27188e−004 8.89e−008 2.0571e−007 1.7097e−014
0.4 5.45507e−003 5.6727e−006 2.3189e−006 1.6798e−013
0.6 1.38644e−002 6.43851e−005 3.8191e−005 1.2788e−011
0.8 2.56349e−002 3.59957e−004 2.8744e−004 2.9213e−010
1 4.19808e−002 1.364361e−003 1.3807e−003 3.2045e−009
Table 8
Comparison of the absolute errors for N = 5, 10 of y2(x) of Eq. (24).
xi Absolute errors with Taylor expansion method [27] Taylor method [11] Present method
e2,5(xi) e2,5(xi) e2,10(xi)
0 0 0 0 0
0.2 1.14715e−004 2.5e−009 7.2964e−007 8.7264e−013
0.4 8.57201e−003 3.244e−007 6.5961e−007 1.7413e−012
0.6 2.78243e−002 5.5266e−006 3.7140e−006 3.1888e−012
0.8 5.91212e−002 4.124248e−005 2.9572e−005 2.3141e−011
1 8.70896e−002 1.95682e−004 1.7560e−004 2.7802e−010
Table 9
The maximum absolute error e1,N for various N of y1(x) of Eq. (24).
N 5 7 8 10 12
e1,N 6.7068×10−2 2.5150×10−5 3.6695×10−7 3.2045×10−9 5.56× 10−11
Therefore,we gain the approximate solutions by the Bessel polynomials of the problem forN = 7 andN = 10. Tables 7–8,
and Fig. 3 show the comparison of the numerical results of the absolute error functions obtained by the present method, the
Taylor expansion method [27] and the Taylor method [11] for N = 5 and N = 10 of Eq. (24). The present method has better
results than the Taylor expansion method [27]. However, the absolute errors of the Taylor method [11] and the present
method are similar to each other. In Tables 9–10, we compute the maximum absolute errors for different values of N using
ei,N = ‖yi,N(x)− yi(x)‖∞ = max
|yi,N(x)− yi(x)|, 0 ≤ x ≤ 1 , i = 1, 2.
From Tables 9–10 we see that the errors decrease rapidly as N increases.
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Table 10
The maximum absolute error e2,N for various N of y2(x) of Eq. (24).
N 5 7 8 10 12
e2,N 7.7642×10−2 2.5183×10−6 3.7146×10−8 2.7873× 10−10 6.51× 10−11
(a) Comparison of the absolute error functions of y1(x). (b) Comparison of the absolute error functions of y2(x).
Fig. 3. For N = 5 and N = 10 of Eq. (24), (a) comparison of the absolute error functions e1,N (x) for y1,N (x), and (b) comparison of the absolute error
functions e2,N (x) for y2,N (x).
Table 11
Comparison of the absolute errors for N = 5, 7, 10 of y1(x) of Eq. (25).
xi Taylor method [11] Present method
e1,5(xi) e1,7(xi) e1,5(xi) e1,7(xi) e1,10(xi)
0 0 0 0 0 0
0.2 6.031e−6 1.7e−8 2.1190e−006 3.6977e−007 2.0139e−013
0.4 4.10261e−4 4.562e−6 2.4829e−006 1.0646e−007 1.4766e−012
0.6 4.98092e−3 1.22774e−4 1.0519e−005 1.3253e−007 5.0400e−012
0.8 2.99178e−2 1.28997e−3 1.5004e−005 3.1732e−007 1.4126e−011
1 1.22389e−1 8.10372e−3 9.3000e−005 4.9275e−007 1.8997e−011
Example 4 ([11]). Now, consider the following Volterra integral equation system
y1(x) = e2x

−1
2
x2 + 1
4
x+ 1

+ e−2x

x+ 1
4

− 3
4
x− 1
4
+
∫ x
0
[xty1(t)+ (x+ t)y2(t)] dt
y2(x) = e−2x

2x2 + x+ 5
4

− 1
4
e2x − 1
2
x2 +
∫ x
0

(x− t)y1(t)+ (x+ t)2y2(t)

dt, 0 ≤ x ≤ 1
, (25)
with the exact solutions y1(x) = e2x, y2(x) = e−2x. Here, k = 2, p1,1(x) = p2,2(x) = 1, p1,2(x) = p2,1(x) = 0,
g1(x) = e2x

−1
2
x2 + 1
4
x+ 1

+ e−2x

x+ 1
4

− 3
4
x− 1
4
and g2(x) = e−2x

2x2 + x+ 5
4

− 1
4
e2x − 1
2
x2.
Thereby, taking N = 5, 7 and 10, we obtain the approximate solution by the Bessel polynomials of this system.
Tables 11–12, and Fig. 4 display the numerical results of the absolute error functions obtained by the Taylor method [11]
and the present method for N = 5, 7, 10 of the system in Eq. (25). It is seen from Tables 11–12 and Fig. 4 that the results
obtained by the present method is better than that obtained by the Taylor method.
Example 5. Finally, we consider the system of Volterra integral equations
y1(x)− xy2(x) = e2x − x cos(2x)− x2 − 12x sin(2x)+
∫ x
0

xe−2ty1(t)+ xy2(t)

dt
xy1(x)+ y2(x) = xe2x + 54 cos(2x)−
1
4
− 3
4
ex − 3
2
xe3x + 3
4
e3x +
∫ x
0

3exty1(t)+ (x− t)y2(t)

dt
(26)
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Table 12
Comparison of the absolute errors for N = 5, 7, 10 of y2(x) of Eq. (25).
xi Taylor method [11] Present method
e2,5(xi) e2,7(xi) e2,5(xi) e2,7(xi) e2,10(xi)
0 0 0 0 0 0
0.2 5.3793e−6 1.55e−8 3.8983e−006 3.7623e−008 3.7779e−012
0.4 3.26297e−4 3.8187e−6 9.6593e−006 6.8382e−008 8.6704e−012
0.6 3.53021e−3 9.39605e−5 2.0735e−005 1.1996e−007 1.6507e−011
0.8 1.88779e−2 9.02263e−4 3.9343e−005 1.7505e−007 3.4660e−011
1 6.86686e−2 5.17655e−3 1.2025e−004 6.4723e−007 1.0121e−010
(a) Comparison of the absolute error functions of y1(x). (b) Comparison of the absolute error functions of y2(x).
Fig. 4. For N = 5,N = 7 and N = 10 of Eq. (25), (a) comparison of the absolute error functions e1,N (x) for y1,N (x), and (b) comparison of the absolute
error functions e2,N (x) for y2,N (x).
Table 13
Numerical solutions of the solutions and the absolute error functions of y1(x) for N = 10, 15, 20 and different intervals of Eq. (26).
xi Exact solution By applying the present method in the interval 0 ≤ x ≤ 1
y1(xi) = e2xi y1,10(xi) e1,10(xi) y1,15(xi) e1,15(xi)
0.0 1 1 0 1 0
0.2 1.491824697641 1.4918246975 6.3714e−011 1.4918246976 4.1189e−013
0.4 2.225540928492 2.2255409284 8.6491e−011 2.2255409284 1.0041e−012
0.6 3.320116922736 3.3201169344 1.1754e−008 3.3201169227 1.8678e−012
0.8 4.953032424395 4.9530330596 6.3529e−007 4.9530324243 1.2282e−011
1.0 7.389056098930 7.3890714390 1.5340e−005 7.3890560982 6.7537e−010
xi Exact solution By applying the present method in the interval 0 ≤ x ≤ 2
y1(xi) = e2xi y1,15(xi) e1,15(xi) y1,20(xi) e1,20(xi)
0.0 1 1 0 1 0
0.2 1.491824697641 1.491824674 2.3371e−08 1.491824697639 1.2947e−012
0.4 2.225540928492 2.225540949 2.0791e−08 2.225540928490 2.4696e−012
0.6 3.320116922736 3.320116961 3.8587e−08 3.320116922732 4.0297e−012
0.8 4.953032424395 4.953032499 7.5046e−08 4.953032424387 7.9377e−012
1.0 7.389056098930 7.389056285 1.8671e−07 7.389056098909 2.1013e−011
1.2 11.02317638064 11.02317699 6.1600e−07 11.02317638056 7.6639e−011
1.4 16.44464677109 16.44464935 2.5802e−06 16.44464677072 3.7208e−010
1.6 24.53253019710 24.53254253 1.2337e−05 24.53253019502 2.0832e−009
1.8 36.59823444367 36.59829693 6.2492e−05 36.59823443681 6.8632e−009
2.0 54.59815003314 54.59855731 4.0729e−04 54.59815030212 2.6898e−007
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Table 14
Numerical solutions of the solutions and the absolute error functions of y2(x) for N = 10, 15, 20 and different intervals of Eq. (26).
xi Exact solution By applying the present method in the interval 0 ≤ x ≤ 1
y2(xi) = cos(2xi) y2,10(xi) e2,10(xi) y2,15(xi) e2,15(xi)
0.0 1 1 0 1 0
0.2 0.921060994002 0.9210609940 1.4026e−011 0.9210609940 1.9540e−013
0.4 0.696706709347 0.6967067093 3.1546e−011 0.6967067093 7.9192e−013
0.6 0.362357754476 0.3623577544 5.8521e−009 0.3623577544 1.7909e−012
0.8 −0.02919952230 −0.029199522 3.4566e−007 −0.029199522 2.2482e−012
1.0 −0.41614683654 −0.416146836 7.9191e−006 −0.416146836 4.0947e−010
xi Exact solution By applying the present method in the interval 0 ≤ x ≤ 2
y2(xi) = cos(2xi) y2,15(xi) e2,15(xi) y2,20(xi) e2,20(xi)
0.0 1 1 0 1 0
0.2 0.921060994002 0.921060980 1.3536e−08 0.921060994002 6.2883e−013
0.4 0.696706709347 0.696706716 7.2239e−09 0.696706709346 1.0586e−012
0.6 0.362357754476 0.362357769 1.4674e−08 0.362357754474 2.4767e−012
0.8 −0.02919952230 −0.02919948 3.7816e−08 −0.02919952230 6.3321e−012
1.0 −0.41614683654 −0.41614672 1.1439e−07 −0.41614683656 1.7083e−011
1.2 −0.73739371554 −0.73739329 4.2111e−07 −0.73739371559 5.5363e−011
1.4 −0.94222234066 −0.94222016 2.1786e−06 −0.94222234093 2.6376e−010
1.6 −0.99829477579 −0.99827923 1.5542e−05 −0.99829477792 2.1265e−009
1.8 −0.89675841633 −0.89663418 1.2423e−04 −0.89675843893 2.2605e−008
2.0 −0.65364362086 −0.65265840 9.8522e−04 −0.65364377719 1.5633e−007
with the exact solutions y1(x) = e2x, y2(x) = cos(2x) so that k = 2, p1,1(x) = p2,2(x) = 1, p1,2(x) = −x,
p2,1(x) = x, g1(x) = e2x − x cos(2x)− x2 − 12x sin(2x) and
g2(x) = xe2x + 54 cos(2x)−
1
4
− 3
4
ex − 3
2
xe3x + 3
4
e3x.
Thus, by applying the present method for N = 10, 15 in the intervals 0 ≤ x ≤ 1 and for N = 15, 20 in the interval
0 ≤ x ≤ 2, we gain the approximate solutions by the Bessel polynomials of system (26). We give the numerical results
of the exact solutions, the approximate solutions and the absolute error functions obtained by the presented method for
N = 10, 15, 20 of system (26) in Tables 13–14. Fig. 5(a)–(b) show the absolute error functions obtained by the present
method for N = 10, 15 in the intervals 0 ≤ x ≤ 1 of system (26). Fig. 5(c)–(d) display the absolute error functions obtained
by the present method for N = 15, 20 in the intervals 0 ≤ x ≤ 2 of system (26). It is seen from Tables 13–14 and Fig. 5 that
when the interval [a, b] is expanded, the errors increase. In addition, from Tables 13–14, we see that the errors decrease
rapidly as N increases.
5. Conclusions
Systems of Volterra integral equations with variable coefficients have a very important place in physics, mathematics
and engineering. Since the systems of VIEs are usually difficult to solve analytically, it is required to obtain the approximate
solutions. For this reason, the present method has been proposed for approximate solutions of systems of VIEs using the
Bessel polynomials of the first kind. In addition, an interesting feature of this method is to find the analytical solutions if
the system has exact solutions that are polynomial functions. The proposed method used for solving systems of Volterra
integral equations shows the high capability of this method compared to other methods and the numerical results are given
in tables and figures. One of the considerable advantages of the method is that the approximate solutions are found very
easily by using the computer code written in MATLAB v7.6.0 (R2008a).
The method can be developed and applied to systems of linear Fredholm–Volterra integral and Fredholm–Volterra
integro-differential equations but some modifications are required.
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(a) Comparison of the absolute error functions e1,N (x) for N = 10, 15 in
the interval 0 ≤ x ≤ 1.
(b) Comparison of the absolute error functions e2,N (x) for N = 10, 15 in
the interval 0 ≤ x ≤ 1.
(c) Comparison of the absolute error functions e1,N (x) for N = 15, 20 in
the interval 0 ≤ x ≤ 2.
(d) Comparison of the absolute error functions e2,N (x) for N = 15, 20 in
the interval 0 ≤ x ≤ 2.
Fig. 5. For Eq. (26), (a) comparison of the absolute error functions e1,N (x) for y1,N (x) for N = 10, 15 in the interval 0 ≤ x ≤ 1, (b) comparison of the
absolute error functions e2,N (x) for y2,N (x) for N = 10, 15 in the interval 0 ≤ x ≤ 1, (c) comparison of the absolute error functions e1,N (x) for y1,N (x) for
N = 15, 20 in the interval 0 ≤ x ≤ 2, (d) comparison of the absolute error functions e2,N (x) for y2,N (x) for N = 15, 20 in the interval 0 ≤ x ≤ 2.
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