We propose an automated and unsupervised methodology for a novel summarization of group behavior based on content preference. We show that graph theoretical community evolution (based on similarity of user preference for content) is effective in indexing these dynamics. Combined with text analysis that targets automatically-identified representative content for each community, our method produces a novel multilayered representation of evolving group behavior. We demonstrate this methodology in the context of political discourse on a social news site with data that spans more than four years and find coexisting political leanings over extended periods and a disruptive external event that lead to a significant reorganization of existing patterns. Finally, where there exists no ground truth, we propose a new evaluation approach by using entropy measures as evidence of coherence along the evolution path of these groups. This methodology is valuable to designers and managers of online forums in need of granular analytics of user activity, as well as to researchers in social and political sciences who wish to extend their inquiries to large-scale data available on the web.
Introduction
Online forums and social news sites have created new spaces for user interaction that can influence millions of individuals as well as traditional media platforms. The importance of these spaces is evident in the surge of web-data analysis throughout the 2012 US presidential election (Metaxas and Mustafaraj 2012) 1 . These spaces of discussion and information sharing provide large datasets that can be investigated by scholars in various fields. While important questions have been formed and extensively studied by social scientists in smaller scales, any such attempt on the web is met with the computational challenges of processing and abstracting very large, complex, and often noisy data, rendering methods developed for smaller scales impractical.
While an array of techniques have been developed for generating a variety of summary statistics from large-scale data, they all fall short of offering a complete multi-layered summary that enables scholarly investigation in social sciences or allows the owner of a site to understand her user base in terms of how they interact with content and with each other, and how such interaction patterns evolve over time. Consider a website with many users who share articles online and express their opinions in various ways. Other than the unscalable approach of manually and laboriously following almost all the activities of the user population and becoming experts on the related topics, how would one begin to understand its dynamics? One can begin by reporting simple statistical measures (most popular articles, most active or most influential users, percentage of items containing some keyword, increase or decrease in activity), employ language processing to measure positive or negative sentiment, detect topics of discussion, or use regression to model or predict specific measures. Like the parable of Blind Men and the Elephant 2 , these techniques provide us with disjoint, specific pieces of information. We believe there is a need for development of automated tools that are not manually coded with domain-specific knowledge (hence, applicable to sites across several verticals), and yet provide a top-down summary of user dynamics. Such an automated multi-scale summary then can facilitate a more granular exploration. To the best of our knowledge, such a framework has not been offered by the scientific community.
We use explicit indicators of user preference for content as the basis for our methodology. Some examples of such indicators are the "Like" button in Facebook, an "up" vote in reddit, a "+1" in Google-plus, or a "digg" on Digg. We will call these indicators votes in the context of this paper and will use them as clear and simple signals that can be used to infer user orientation toward content. For example, intuition suggests that users who prefer and promote the same political articles will have similar political leanings, whereas explicit friendships do not necessarily suggest similar political orientations.
Based on votes cast by users in a bipartite network of users and articles, we detect communities of users with similar voting patterns and track these communities' temporal evolution. We then identify representative content for each community based on their votes, and perform more detailed analysis on text and source of these representative sets, teasing out persistent themes 3 . Once a summary of the evolving groups has been formed, several other interesting questions can be formed: Do users form polarized and insular groups? Does one group dominate or drive out other groups? Is there movement between groups? How can we design online communities to foster cross-group understanding? How do external events affect these dynamics? What are the evolving interest patterns and what is driving them?
We apply this methodology to a social news site, named Balatarin 4 (translated The Highest), which is a mainly Persian-language website. This platform is suitable for our purpose because it played a significant role during an important political event, the Iranian post-election uprising in 2009, dubbed the Green Movement. Balatarin became a hub for disseminating information and a space for people to exchange opinions, propose ideas and even organize to take action to protest in the real world. Some of the more wellknown US-based examples of similar social news sites are Reddit 5 , Slashdot 6 and Digg 7 . Our methodology: 1) produces a novel visualization of political dynamics throughout the 4-year duration of the data, 2) finds politics-based evolution paths in multi-issue contexts, and 3) extracts user preferences for text and source of content. We are able to observe the patterns at different granularities by producing summaries at multiple scales and at different times. We focus on four example paths and show that as much as 40% of users stayed in the same path after one year, indicating an implicit yet enduring community of users with consistently similar preference for content. We also find highly specific and persistent themes within some paths, relating to issues (such as international relations) or political orientations (such as pro Green Movement). The visualizations shows that an external event (post-election uprising) had a sudden effect on these dynamics, causing major reorganization of communities. Finally, we evaluate the coherence within each path by studying the entropy of publication sources from representative content and find that recurrence of domains within detected paths doubles, triples, or quadruples compared with articles drawn at random. We find that the paths are not insular and there are merges between them as well as content overlaps. No one group or path becomes so dominant as to drive out others, however, following the election crisis there is a shift in focus and paths reorganize around the Green Movement. The authors find it very appealing and instructive that such a detailed summary could be reconstructed by employing a completely unsupervised and automated set of tools that assumes no knowledge of the underlying events or the background of the users. Presented with such a summary, a decision maker or a re- 3 We call the groups of users communities because they are produced through community detection methods. These are groups of users with similar preferences and the use of the word community does not imply closer friendship ties between users. 4 balatarin.com 5 www.reddit.com 6 slashdot.org 7 digg.com searcher can then dig deeper and fill in the relationships and connections with the external events that the group was responding to and participating in. The detailed results and associated commentaries are discussed in section 3.2 and demonstrated in Figure 5 . In the next section we explain the steps of the methodology and include our proposed evaluation method. Section 3 describes the implementation of the methodology on our dataset and details its results. Section 5 presents an overview of related work and Section 6 discusses further ideas and concludes the paper.
Description of Methodology
In this section we will describe the steps of the methodology: defining the network and implementation of community detection and evolution in successive times. We then produce content summaries of evolving communities and propose a method to evaluate the results.
Community Evolution
To group users who vote similarly, we define a bipartite network of users and articles where each edge is a vote cast by a user to an article. Figure 1 illustrates this structure. We project this bipartite network onto a weighted unipartite (single-mode) graph consisting of users only, where the weight of an edge between two users reflects how similarly they vote. The edge weight between a pair of users (x, y) is computed using the Jaccard Index:
where X and Y are sets of articles voted for by user x and y respectively, and n stands for set cardinality. In the study of network topologies one of the most widely used measures of community formation is the modularity metric (Girvan and Newman 2002) , which compares the number of edges between vertices belonging to the same community to the expected number of edges among the same nodes in a null model-i.e. a random graph with the same degree sequence. We use the expression for modularity of a weighted graph defined in (Newman 2004) as:
where W ij is the weight of edges between vertices i and j, W is the sum of the weights of all edges and s i is the strength of vertex i defined as the sum of the weights of edges adjacent to the vertex. C i is the community that vertex i belongs to and δ is the Kronecker delta. The expression sisj 2W computes the expected number of edges between vertices i and j in the null model.
To find sequences of such vote-based communities, we first construct bipartite graphs and their single-mode projections for the data in consecutive time frames. Then, using a fast modularity maximization algorithm (Clauset, Newman, and Moore 2004), we find communities for each time frame- Figure 1 shows a visual example of communities found in a one month time frame of our dataset that will be described in detail later in the paper.
For every pair of successive time frames we compute transition probabilities between every community pair C i and C j in times t 1 and t 2 and construct a matrix of transition probabilities. More specifically, each element P ij is computed as:
In this matrix, the C j (t 2 ) with largest transition probability from C i (t 1 ) is the the community in t 2 where most of the users in C i in the previous window move to. Based on highest transition probabilities for every pair of communities in consecutive times, we create a visualization of paths of opinion-based communities.
Representative Content
The evolving communities detected in the previous section will define the skeleton of voting behavior among users. In order to characterize the nature of detected communities and add a layer of meaning, we first find the articles most preferred by each community.
Intuitively, articles preferred by a community will demonstrate a high level of (positive) deviation from the number of votes they are expected to receive from that community. Considering the network of communities and articles with each vote connecting a community to an article (Figure 2 ), one can construct a random graph such that the degree sequences (i.e. number of votes cast by users in communities and received by articles) are preserved. The random graph is created by connecting an edge coming out of a community to one going into an article uniformly at random. We compute the expected number of edges between communities and articles in this random graph and find the deviation from the true number of edges observed in the data. In the random graph, the expected number of votes given to article A from users in community C will equal:
where n(C) is the total number of votes cast by users in community C, n(A) is the total number of votes received by article A, and N is the total number of votes cast by all users to all articles.
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Figure 2: Graph of user communities (shaded ovals) and articles.
The deviation score can be computed using the following expression:
is the observed number of votes received by article A that come from users in community C. We compute this for the cases where O(A, C) > E(A, C) in order to obtain only those observations that are more popular than expected. This score is inspired by Pearson's χ 2 test statistic (Pearson 1900) .
Using this expression, we rank articles for every community belonging to a time frame and create a list of most representative articles for each community. We expect that the articles representing each community will have similarities in their content that signify a difference from other communities, and that this preference within each community will carry over through the whole evolution path.
We will now extract a more granular characterization of content reflected in each evolution path. For this purpose, we consider the ranked list of representative articles within each community. Given that each article that is posted to the site includes a title and a summary of its content 8 , we use a bag of words model to find the deviation between the words used in representative articles for a community and the rest of the articles posted in a time frame. To compute this deviation, we find term frequencies for all the words in each time frame. We then find term frequencies for the top representative articles per community and normalize term frequencies between 0 and 1. Computing the difference between the two mentioned values provides a deviation score for each term:
where tf T,C (t) is the term frequency for term T in community C at time t 9 . We rank the words that belong to each community based on their score. We can regard this ranked list of terms as automatically generated summary tags for each community. Similarly, aggregating top words for each community along its evolution path and finding the most frequent terms over each path will automatically generate summary tags for each evolution path. Finally, each article includes a URL link to its source of publication. Extracting the domains from URLs of representative articles in each community and aggregating over its complete evolution path provides us with a list of content sources representing each path.
At this point, we will have a summary visualization of the overall dynamics over time, a set of relevant words and domains (i.e. publication sources) most representative of each evolution path, as well as the capability to drill down to any specific time frame and get a list of representative words and publication sources for each community at that time. Finally, for each community at any time frame, a ranked list of specific representative articles and the url to the full article is available for an in-depth examination.
Evaluation
Community detection algorithms have been evaluated on various randomly generated benchmark graphs with community structure (refer to a review paper by Fortunato for a summary of these benchmark graphs (Fortunato 2010)). Nevertheless, as is the case with our data, typically there is no ground truth available or existent. So in this paper we devise two methods to evaluate communities and their evolution paths. First, we build a simulation model that follows mechanisms of a social news website with reasonable parameter values, and see how well the algorithm finds the "true" community structure based on (empirically unobserved) individual positions on an opinion space. In other words, we are producing a specific benchmark graph for our dataset which includes a ground truth. Next, we evaluate whether the community evolution paths are meaningful by measuring source entropy within each path. We will now describe these processes in more detail.
In the first method we begin by assigning each user a position on a 2-dimensional Cartesian space that will represent the underlying opinion space 10 . Users are randomly placed according to a normal distribution around one of four equidistant center points in the four quadrants. The position of users is considered the ground truth, with each user belonging to one of the four communities specified by the four quadrant centers. Given this structure, a k-means algorithm that uses the (otherwise unobserved) user positions can find the four user clusters with relative ease thus serves as an approximate lower bound for error in detecting communities. We then generate a set of articles by randomly selecting users who will each post articles and votes. Each generated article is positioned in the opinion space according to a Gaussian distribution near the user who posts it. Each user will vote for an article with some probability, if that article 10 While for clarity this simulation assumes a 2-dimensional opinion space, we make no such assumptions in the general methodology.
is positioned closer than a certain threshold to him/her in the political space, thus an article is likely to get a vote if it's close to a reader's opinion. The result of this process is a set of users, articles, and votes which we then use as a simulated graph for a social news platforms. Complete details of the simulation parameters and more detail on results are available on the website.
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We simulate this data with different variances for the aforementioned Gaussian distributions. We then run our network-based community detection algorithm on this graph and compute relative error as we change the variance of underlying data generation process (simulation model). Figure  3 compares the results of community detection (based on votes) with k-means clustering (based on true positions of users) as the standard deviation of the Gaussian distribution used to generate user positions changes. The algorithm is generally robust and successful in finding true underlying clusters while error increases with the standard deviation of user positions (i.e. as users are more scattered). When the value of standard deviation reaches the mid-point between the two centers, neither k-means nor the network based algorithm can detect clusters correctly. This simply means that users are distributed such that clear clusters do not exist anymore. In addition to the above simulation-based evaluation, we propose an indirect way of evaluating the full evolution path for each community. This method is based on finding whether throughout the length of a community's evolution path, there is a preference for a few sources of publication.
Since the votes are cast to completely different articles, there should be no expectation that their sources be the same unless users in each evolution path are favoring certain sources of information over others, an indication of common underlying preferences.
We aggregate the top n representative articles over all the time frames in a community evolution path. We then calculate the Shannon Entropy (Shannon et al. 1949 ) of the source of these articles (as indicated by their domains). This will signify the amount of source variation over top preferred articles for each evolution path:
where p i is the probability that an article from source i is in the top n most preferred articles of community C.
A lower entropy value indicates lower variation and higher uniformity in sources of articles. Entropies found for evolving communities are then compared to entropies from sets of articles drawn at random. We generate the random sets by randomly choosing votes, finding which articles the votes were cast for, and then extracting the domain of the article. We randomly choose votes rather than randomly choosing articles because we want the articles with higher votes to have a higher probability of being chosen. This is important because the list of most preferred articles in each community is also based on the preference of a community's users to vote for that article.
We then compute the effective number of sources in an evolution path as 2
Entropy and compare with that of the randomly selected sets 12 and compute the ratio as:
Relative Recurrence = 2
Entropy(random)
2 Entropy(path) A higher recurrence in sources of information compared with the randomly drawn dataset will strongly suggest that the evolution paths are highly preferential toward certain sources, corroborating that they are meaningful. In the next sections we will demonstrate this methodology on a real dataset, where the above explanations will become more clear with example.
Experimental Setup

Data Description
We apply our methodology to a social news website with article link submission, voting, and commenting systems. The website, named Balatarin (translated The Highest), is a mainly Persian-language social news site that played an important role during the Iranian post-election protests in 2009, dubbed the Green Movement. The website became a hub for disseminating information, as well as a space for people to exchange opinions, propose ideas and even organize to take action to protest in the real world. The massive uprising marked a turning point in Iranian politics and while a great deal of media attention 13 was paid to the role of Twitter in the protests, less consideration was given to Balatarin, 12 This measure is used in Ecology as the effective number of species (Hill 1973) in an ecosystem. Another metric for diversity is found by comparing the effective number of sources with the number of unique sources in each set. Using this metric we reached similar results. 13 As an example, read Washington Post article titled "Twitter Is a Player In Iran's Drama", published June 17, 2009 mainly due to the language barrier. Nevertheless, inside Iran and within the Persian-speaking population Balatarin was among the most prominent social web entities at the time. Balatarin is similar to Reddit in that it does not have an explicitly defined friendship network, yet similar to Digg in that it focuses on positive votes to rank articles. The data spans over 1500 days.
The dataset includes a total of over 1.2 million articles, 26,000 users and 31 million votes posted from August 2006 to November 2010. Less than 3% of users are responsible for more than 55% of the votes. The articles are tagged according to their category and we will focus our attention on the articles in the Politics category (a total of 352,000 articles) since finding trends within non-related content categories will not be a meaningful or desirable task. Figure 4 shows a timeline of number of articles posted to Balatarin as well as the number of articles in Politics. The sudden rise in the number of articles coincides with the 2009 protests 14 . To investigate the data over time, we choose a 30-day time frame and slide this frame over the duration of the data to form temporally consecutive datasets (users, articles, and votes in each time frame). Sliding the frame two weeks at a time produces 110 time-frames over the whole duration of the data. Figure 5 shows evolving communities over 110 overlapping time frames, starting at the launch of the website in 2006 on top of the figure and progressing downward. Each oval shape represents a community and communities placed on the same row belong to the same time window 15 . Size of the ovals reflects the number of users in the community (community sizes range from 10 users to over 3000 users) and communities in consecutive times are connected as described in the previous section.
Results
Distinct evolution paths of different durations can be observed and events such as birth, death, merge, split, growth and contraction of communities are evident along the paths. Furthermore, the effects of the Iranian post-election protests in June 2009 is readily evident as a sudden increase in community sizes occurs at the onset of the event. This is in agreement with the increase in number of articles ( Figure  4 ) which almost doubles during this time. In addition, there is a shuffling of paths and there are sizable merges and reformation of paths after the event. Thus, similar to its effects in the real world, this event has had a significant impact on the dynamics of the user population on the site. We choose four paths (labeled A,B,C, and D) to investigate further in the next sections. These were chosen such that we have a number of paths occurring at different times and not due to any superiority of quality; other paths are of similar quality to the selected paths. These paths are marked on the figure, two of them corresponding to a time prior to the June 2009 event, and two of them belonging to a time after the event. Following the steps in Section 2.2, we produce representative terms and domains for each path. Table 1 lists these results. At this stage, we can step into a finer granularity by focusing on specific points that may be of interest, such as a merge between two communities. Specific terms, domains, article summaries, and urls representative of each community are readily available for further investigation through simple queries. 
Evaluation
Manual inspection shows evidence of similarity of preference between users in each community both in text and in sources of content. In some extreme cases small communities demonstrate strong preference for certain websites to the point where the links most associated with that community all belonged to the same domain. An example is a community of 18 users in January 2009 whose top 10 preferred articles all came from the pro-government website (www.fararu.com) and had very high graph density (all users in the community voted exactly the same way). This occasional extreme uniformity in source of articles (as evident by the domain) hints to a possibly organized off-site effort by a group of users somehow affiliated with the website, paid by the same entity, or dedicated to advocating a cause.
User Retention Since our goal is to group users solely based on their vote similarity, we do not define and utilize core users to find evolving communities (a few papers have proposed finding communities based on core users (Seifi and Guillaume 2012) (Wang, Wu, and Pei 2008) ). Therefore, because evolution paths are inferred by computing transition probabilities between consecutive time frames, it is not clear whether the paths will remain meaningful and consistent after several time steps. If at each step a number of users leave and new users join the community, will any of the same users remain after several time frames? Will there still be content coherence within the whole path? Will it be reasonable to assume this is the same evolving community after so many time steps? To answer these questions we compute user retention by studying membership within a path across several time steps. For a path P , we compute user retention after ∆τ periods from time τ i as:
where P (τ i ) is the set of users in path P at time τ i . Figure 6 illustrates the average retention for different ∆τ values (retention is averaged for τ i 's spanning the whole path) for four different evolution paths. Note that two of the chosen paths are longer (spanning more than one year) and two are shorter. The results show that evolution paths have reasonably high user retention. Paths A and B have more than 50% user retention within 3 months, and between 20%-40% user retention after 1 year (24 evolutionary cycles in on our algorithm). In the worst case, 20% of the users are voting similarly after one year which is significant considering the fact that these communities are not based on any explicit connections and that within a year there is natural turn-around in a site's user population. Table 2 lists relative recurrence of sources within each of the four selected paths A,B,C, and D as explained in Section 2.3. We observe that all four evolution paths have an increase in recurrence of information sources. We see as much as 3.6 times more recurrence of sources compared to the set drawn randomly (proportionally to an article's votes), demonstrating strong preferences toward some sources of information.
Discussion of Results
We will now combine all the information that can be gleaned from the paths and their summaries as produced through our automated and unsupervised process. We focus on the selected paths A,B,C, and D as labeled on Figure 5 and summarized in Table 1 . Note that there are several other paths and we have only chosen to focus on these four as examples. We can see that the massive protests, dubbed the Green Movement, that took place after the Iranian presidential elections on June 12th 2009 create a significant disruption in the organization of paths on Balatarin. Paths A and B are prior to this disruptive event, whereas C and D occur after this event. Also, paths A and B overlap in time and path D overlaps with the end of path C, therefore we can compare and contrast them respectively.
• Path A: Table 1 . Although of similar political orientation, a difference between paths C and D is that path C is more focused on news and analysis from established news agencies whereas path D has a preference for blogs and youtube videos, and in terms of content it focuses on eyewitness accounts and protest organization. Some of these weblogs seem to have been created solely for reporting specific protests and may have few posts, some others have been shut down.
In addition to the above summaries, because domain and term rankings are created for each community at a time frame, the results provide a multi-scale capability where we can in fact focus further on summaries of a path at a certain time frame and compare dominant themes across different times as needed.
Related Work
Clustering and community detection methods are in essence network summarization tools (Girvan and Newman 2002) (Clauset, Newman, and Moore 2004) (Blondel, Guillaume, and Lefebvre 2008) (Guimerà, Sales-Pardo, and Amaral 2007) (Barber 2007) . A survey paper by (Fortunato 2010) provides a comprehensive summary of this field. Building on this literature, a growing body of work has been produced on community evolution, varying from works on evolutionary clustering (Palla, Barabasi, and Vicsek 2007) (Chakrabarti, Kumar, and Tomkins 2006) (Wu et al. 2009 ) and communtiy detection in dynamic social networks (Tantipathananandh, Berger-Wolf, and Kempe 2007) to processes that also optimize for smoothness in temporal evolution (Lin et al. 2008) or use community cores in evolving networks (Seifi and Guillaume 2012) . A categorization and review of community evolution methods is presented by (Giatsoglou and Vakali 2012) . These works focus solely on the network structure.
A number of recent papers focus on using content alone to create summaries of text, such as opinions (Ganesan, Zhai, and Viegas 2012) , product reviews (Liu, Hu, and Cheng 2005) , political leanings (Fang et al. 2012 )(Kaschesky, Sobkowicz, and Bouchard 2011) (Jiang and Argamon 2008) , and news streams -more specifically, (Shahaf, Guestrin, and Horvitz 2012) create structured summaries of content in the form of narrative maps and (Ahmed et al. 2011) produce story-lines of streaming news. The bulk of literature in this field uses text-based techniques such as language models used in sentiment and subjectivity analyses and topic modeling and are not concerned with user networks. On the other hand, incorporating both the network graph and content, (Jo, Hopcroft, and Lagoze 2011) use the citation network between documents to get a better summarization of document content over time (topic evolution), (Lin et al. 2010 ) track popular events in the social web, and (Lin, Sundaram, and Kelliher 2009 ) summarize activity over time. Yet none of the mentioned papers produce a comprehensive multi-scale map of group behavior among users.
There is considerable debate whether new online spaces promote diversity or through winner-take-all dynamics exacerbate polarization and conflict in society. While some have hailed the promise of democratic effects of the Internet, others have argued against this notion, asserting that such web-based platforms increase interaction among likeminded people and reduce contact among people of different opinions, leading to fragmentation in society (see for example, (Levine, Hayduk, and Mattson 2002) (Westen 1998) and (Hindman 2009) (Marvel et al. 2011) propose and simulate models of polarization dynamics in populations, Zhou et al (Zhou, Resnick, and Mei 2011) jointly classify Digg users and news articles in one of two classes (liberal or conservative) using label propagation starting from a small number of labeled users and articles. Finally, a seminal work in political science (Poole and Rosenthal 1985) models polarization in American politics through analyzing roll-call votes by members of congress (also see (Koford 1989) on dimensionality of these votes).
Concluding Remarks
Motivated by the challenge of understanding group behavior of user populations in large disorderly data, we devised a novel summarization methodology that produces a multiscale map of community evolution. The proposed method is fully automated and unsupervised and can be widely applied to other contexts. We used indicators of user preference for content (such as "likes" or "votes") and demonstrated that they are a meaningful measure for finding communities in multi-issue contexts. The methodology generates profiles of evolving communities based on their representative content, and evaluates them by measuring recurrence of sources of information preferred by their users.
Evolution paths found for the real-world dataset in this paper showed high user retention and in varying degrees favored different text and sources of content. We observed that recurrence of sources in articles representing an evolving community at times quadruples as compared with a randomly drawn set of articles, corroborating the reliability of the detected paths. Last but not least, the methodology provides a means to observe data at different granularities by producing summaries throughout the evolution path as well as within each community in one time frame, allowing expert investigators to formulate further inquiries.
