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The object of this paper IS to study the rapidity of convergence of the Taylor 
mean of the Fourier series of f(r) when f(-x) belongs to the class Lip(a,p). We 
show that it is of Jackson order provided that a suitable integrability condition is 
imposed upon the function cp,(t)=!{f(z+r)-2f(s)+f(u~-1)1. (’ 1985 Acadrmlc 
Prnr. Inc 
1. DEFINITIONS AND NOTATION 
Let ,f‘~ L[ -7c, TC] and be periodic with period 271. Let the Fourier series 
of,f’ be given by 
S(x) = i cm km’. (1.1) 
I 
Let the nth partial sum of the series (1.1) be s,(x) = x”,, C, exp(imx). 
Let (a,,,) be an infinite matrix defined by 
(1 -Y)“” 0” X 
(1 -r,y+’ =,c, arlk Ok (ire\ < l), (1.2) 
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The Taylor mean of { .v,,(.Y) 1 is given by 
whenever the series on the right of ( 1.3) is convergent for each /I = 0, I, 
The series ( 1.1 ) is said to be Taylor summable to .s if 
For p 3 1, 0 > 0. we let u( ,q; 6) and IV,,( ,y; 6) denote the modulus of con- 
tinuity and integral modulus of continuity, respectively, of an appropriate 
function g (see [ 12, pp. 42,451). 
All norms to be considered in this paper will be L,, (pa 1) norms. 
Throughout the paper. norms will be taken w,itll respect to r/v w~riuhie .L 
and the subscript p to L, norms will generally be omitted. The classes Lip 
c(, Lip(a, p), Lip* 2, Lip*(sc, p) (p >, 1) will be as usual (see 14. p. 6121, also 
see [ 12, pp. 42, 451). The class Lip(u, 11) with y = x reduces to Lip x. 
Throughout the paper we shall let A stand for a positive constant which 
need not have the same value at each occurrence. 
We shall write 
cp , ( t ) = 4 { f’( .Y + t ) ~ 2f’( .Y ) + f’( .\- - t ) ; . (1.4) 
1 ~ r exp( 2it) 1 p exp( ~ 2iO), (1.5) 
K(n.t)=((l-r),:p)“+’ sin[(n + 1 )((I + 1) ~ (1(f) + I ),;2)], (1.6) 
i 
1 /IfI 1 ’ 
(I,, = n tz + - + - 
2 1 -. ,’ t i 
(1.7) 
2. I~TRoIM-TI~N 
The Taylor summability transform has been discussed by many authors 
(see [l-lo]). Boehme and Powell [ 1 ] have considered generalizations of 
the Taylor summability transform and the uniform convergence of a linear 
operator associated with the generalized Taylor transform (see [I, p. 29, 
Theorem 4.11). Forbes [3], lshiguro [7], and Larch and Newman [!I] 
have considered the Lebesgue constants associated with the Taylor method. 
Miracle [lo] has studied the Gibbs phenomenon for Taylor means. Suf- 
ficient conditions for the Taylor summability of the Fourier series (1.1 ) has 
been obtained by Holland, Sahney, and Tzimbalario [6]. 
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Hardy and Littlewood [4] have stated without proof that the class of 
functions Lip(a,p) is identical with the class of functions approximable in 
the L,, norm with an error O(n -“), by trigonometrical polynomials of 
degree n. With a view to examining the range of values of r and p for which 
the statement of Hardy and Littlewood holds, Quade [ 111 has obtained 
the following, amongst other results: 
THEOREM A. [f‘ the ,jirnc.tion ,f’( x) MH be uppro.rimutw’j& each n 3 1, /I?, 
LI trigonometrical polynomial, t,,(s), of’ degree n at most, such that 
11 f’- t,, // = O(n- “), p 3 1, then 
(i) $O<a< l,f‘(.u)ELip(r,p); 
(ii) lfz=l, 12,p(ij;.f’)=0(610gfi ‘). 
Morrocer there exist ,fimctions ,fbr IjAich II& t,, I/ = O(n ‘) \z,hich do not 
belong to Lip( 1, p). 
THEOREM B. [f‘.f‘(x) E Lip( tx p), p 3 1, 0 < cr 6 1, then, ,fur any integer n, 
,f’(s) may he approximated in L, by II trigonometric polynomial, t,,(x), of 
order n such that 
1l.f - t,, II = O(n “1. 
With a view to obtaining the degree of approximation of the Taylor 
mean r:,(fi X) to .f‘E Lip z (0 <(x < 1 ), Chui and Holland [2] have proved: 
THEOREM C. Jf,f (x) E Lip 9, 0 < c( < I, and 
1 
(“n)‘i Icpy(t)-~Jr+a,,)I 
e ,111~ 21I II2 dt = O(n “) (2.1) 
" '1, t 
zm~jbrmly in x, inhere (I + a)/(3 + r) < fi < i and a,i is giaen /I!> (1.7) then 
max Ic,(,L X---,f’(.~)/ = O(n “). 
0% xc 2n (2.2) 
They have remarked that since the Lebesgue constants for the Taylor 
method diverge as n + x; in order to get the degree of convergence of order 
II ‘, ,f‘~ Lip c( is not adequate. 
The object of this paper is to obtain the degree of convergence of 
r;,(,f‘; x) to f‘(x) in the L, norm when ,f‘~ Lip(x, p) (Theorem 1). Since we 
find that the error is of order n T (0 < 7 < i), we have obtained a subclass 
of Lip(a, p) which satisfies an integrability condition analogous to (2.1), 
and for which /I c,(,f‘; x) P,f‘(x)lI = O(n “) (0 < c( < 1) (see Theorem 4). 
366 MOHAPATRA, HOLLAND, AND SAHNEL 
3 
We shall need the following lemmas: 
LEMMA I (see 131). For O<r< I, (rOl c 1, p given by (IS), we huuc 
((1 -r)/p)“<exp( -Ant”) (O<t<Tl), (3.1) 
and 
LEMMA 
(((l-r)/p)“-exp(-G/2(1-r)‘)i=O(nt”) (t >O). (3.2) 
2 (see [lo] ). Ler r, H he us in Lemma 1. Then 
;H-rt/(l -r)] <Ar” (O<f<7[,12). (3.3) 
LEMMA 3 [S, p. 148, 6.13.91. If’ h(.r, t) is (I fimction of’ two tlariahles 
dgfined,for 0 6 t 6 n, 0 < .Y 6 271, then 
LEMMA 4 14, Theorem 5(ii), p. 6271. Suppose that ,f~ Lip(%, p) Mlherc 
p >, 1, 0 < c( < 1, xp > 1. Then .f‘ is equal to a ,function g E Lip(u - l/p) almost 
ez;erjwhere. 
4 
Our first theorem gives an L, estimate for the error in approximating an 
fe Lip(a, P) by T:,(f). 
THEOREM 1. Jf,fe Lip(z,p), 0 < 2 < I. p > 1, then 
IIT:,(.f; 4 -f(-~111 = O(n ““1 (4.1) 
for O<fl<+. 
This theorem will be deduced from the following general theorem: 
THEOREM 2. 4f.f~ L, (p > 1 ), then, ,/br 0 < fl< 1, 
+ O(np exp( -An’ ‘l’)). (4.2) 
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Since j’~ Lip(cc, p), 0 < x 6 1, p > I, implies that rr,,,(ii;.f’) = O(Sz) (6 > 0), 
and since for 0 < /I < i 
n” exp( -An’ ,‘j) = O(n “), (4.3) 
to deduce Theorem 1 from Theorem 2, it is enough to show that 
(4.4) 
“(I,, I 
Equation (4.4) follows from the fact that 
PlU,)‘J 
I t’ ‘dr=O(n “‘J)+O(n-“). 
_ (JO 
Proqf’qf‘ Theorem 2. Since 
en {.flx+f)+f‘(s-f)] 
.s,(x)=~j sm((2k+ 1) t/2) dt, 
0 sin( t/2) 
and since 
we have 
= I, + 12 + I?, say. 
By the Minkowski inequality 
II T:,(f’; -y) -.f(Xll 6 I//, II + 1112 II + III, II. 
(4.5) 
(4.6) 
Now, since / I - rl 6 p, sin t/2 3 t/n when 0 < t d 71, we have, by Lemma 
3. that 
(4.7) 
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By Lemma 2 and the fact that sin nt < nt (0 < t < a,,), the integral on the 
right of (4.7) does not exceed 
since t’ < t (0 6 t do,,). Hence 
IIf, II = OOl.,(f~ ‘if )I 
Also, by Lemma I ( (3.1 )) 
K(n. t) = O(exp( -Ant’)), 
(4.8) 
(4.9) 
we have by Lemma 3 and (4.9) 
= O(n” exp( -An’ ?“)), (4.10) 
since )2.,( t;f‘) 6 \z’P(7c;,J’) = 0( 1 ). 
Finally, by Lemma 3 and the fact that lsin .YI < I for all s, we have 
(4.11) 
On collecting the estimates from (4.8) (4.10) and (4.11 ) we get (4.2). 
COROLLARY I. Jf’f’~ Lip SI, 0 < a < I. then 
T:,(./i x) -,f’(.Y) = O(n “,) (0 -=I B% < $1 (4.12) 
The corollary follows from Theorem 1 by taking p = CC in (4.1) and the 
fact that Lip(a, p) = Lip 3 when p = CC. 
Since ,fG Lip CI (0 < c( 6 1 ) implies .f‘E Lip(cc, p) (0 < ‘3 < 1, p > 1 ), it is 
interesting to estimate the expression on the left of (4.12) when 
f~ Lip(z, p). We have the following result in that direction: 
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THEOREM 3. [f’,f’ELip(r,p), 0~2~ 1, p> 1, ccp> 1, 
Tgj x) -,f’(x) = O(n ‘I ’ p)‘q (O<p<t) 
un@mly in x almost euerytr’here. 
Proof of’ Theorem 3. In the notations of Theorem 2, 
(4.13 ) 
T:,(.fi x)-f’(x) = I, + Z2 + I,, (4.14) 
as in (4.5). 
By Lemma 4, the hypothesis ,f‘e Lip(cc, p) implies that there exists a 
function g E Lip(cc - l/p) such that .f’= g almost everywhere. Hence. we can 
conclude that almost everywhere 
q?,(t) = O(P I/“). (4.15) 
Using arguments similar to those used in estimating I, (without using 
Lemma 3), 
almost everywhere, by (4.15) and (1.7). 
In a similar manner one can modify the estimates of I, and I, and obtain 
12=o(n-” I’PM)+o(n -+I’f) 
= (qn-12 I’Plli) (4.16) 
and 
1, = O(n” exp( -AnI l/j)) = o(~ (3 I:PI/I). (4.17) 
The theorem follows from (4.15), (4.16), and (4.17). 
Remark. Theorem 3 is a result of the type considered by Izumi IS]. 
5 
In this section we shall determine a subclass of the class of functions in 
Lip(cc, p) for which the error in approximating a function by the Taylor 
mean of its Fourier series is of Jackson order. 
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Precisely, we shall prove 
THEoREM 4. lf’.f’s Lip(%, II), 0 < r < I, p > 1, anal 
where (I +x)/(3 + 2) < a< 4 und u,, is us in (1.7), then 
ilT:,(./‘; .u) -,f’(.Y)ll = O(n “1. 
THEOREM 5. Let ,f’~ L,, (p > 1 ) und sutiT/j, the conditions 
w.,( t:J‘)/t” is u decreasing~fimction oft in (0 d t < 71) 
forO<ci< I, 
and 
7= O(\c,(n ‘;.f‘)), 
(5.2) 
(5.3) 
~vhere~isasin (5.1)und(l+6)/(3+d)<fi<~. Thrn 
11 q,(,f’; x) -.f’(x)li = U(r~,~(n ‘;J’)) + O(n” exp( -An’ *“)). (5.4) 
In order to avoid repetitions we first prove Theorem 5 and then deduce 
Theorem 4 from it by appropriate reasoning. 
Proof‘qf’ Theorem 5. As in Theorem 2 we have 
II r:,cJ‘; .x1 -,/Ix)ll G 111, II + III, II + 111, /I> (5.5) 
where I,, I?, I, are as in (4.5). 
In view of the estimates obtained in (4.8) and (4.10), for I, and 13, 
respectively, it is enough to show that 
Ill2 II = oO~,,(n ‘2)). (5.6) 
Let us write h,, = (u,,)~ and I, as 
I, = I*,, t I,., 
where 
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and 
By Minkowski’s inequality 
III,.,II 6 ll~2.2, II + 11~2.72ll~ 
where 
dt. 
By Lemma 1 ((3.2)), 
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(5.7) 
(5.8) 
(5.9) 
(5.10) 
Since w,,( t; f )/t” is non-increasing for 0 < 6 < 1, we have 
//12,2,11 =O{(n+ 1)L1,,6h~+~‘~~p(un;f)} 
= O(w,(lln; .f)) 
since (n + 1) ~ (fi(4+ri’p(‘+ii’j=O(1) for a>(l+6)/(4+6), a condition 
which is satisfied. 
Since 
2/t - cosec r/2 = O(t) 
and (1 - r)/p d 1, we have 
(5.11) 
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by using the facts that n.,,( 1; f’),/P is non-increasing for 0 < b < I and that 
p 3 d/(2 + (5). 
Finally, 
where 
I,., = I,.,, + I,.,, + 12 11. (5.12) 
x sin(a,, ‘nt) (it. 
By Lemma 3. 
11~2.1,ll = 0 
i 
/ 
-b IicpJt) - W\(f + u,,)ll r 
,Ir,2 2,’ .,I & 
” cc1 t 
= 0 (w,l ($fj), 
by hypothesis. 
By the mean value theorem 
cj Wl~Y!l I .)1 - P )!I(, + <iii J??( I II: 
= rzu,,r< exp( -nrj”/2( I - r)‘)/( I -r)‘, (5.13) 
for some < such that t < r < t + u,, < 2t. Hence the expression in the left of 
(5.13) is O(t). Substituting this in /(IT,,J after using Lemma 3 and the fact 
that “t,,( t; ,f‘)/f“ (0 < 6 < 1 ) dots not increase, we have 
(5.14) 
since [j > 6/( 1 + 6). 
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Further, for a,, 6 t < h,, 
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we get as before 
(5.15) 
by Lemma 2. 
Since ~‘,,(t : f‘)/t” (0 < 6 < 1) is non-increasing, the expression on the 
right of (5.15) is 
(5.16) 
since /?a(1 +S)/(3+6). 
Thus on collecting the estimates we get (5.6). 
This completes the proof. 
Procf of Theorem 4. Since 0 < c( < 1, choose 6 such that 0 < r < 6 < 1. 
Since q,(t) = O(t’) when j’s Lip(cc, p), we use t” in place of ~.,,(t; f) in the 
proof of Theorem 4. Now that, without choice of ii, t” ’ $- we can modify 
the proof of Theorem 5 to get Theorem 4 after noting f~ Lip(n, p) means 
“‘,,(v, f‘) = O(V) (r > 0) and 
d exp( -An ’ *f’) = O( n’ ), (p < $1. 
Our next result is an analogue of Theorem 3. 
THEOREM 6. !f‘,f~ Lip(x, p), 0 < 2 < 1, p > 1, xp > 1, and 
s (“nP lcp.(f)-vA~+u,,)I e 11r$ 2( I r)L<Jn t dl=O(n-“+I”), (5.17) 
un[fbrmLy in x where ( 1 + r)/(3 + rx) < jj < 4 and u, is as in (1.7), then 
T;,(J‘; x) -.f’(x) = O(n It I!“), (5.18) 
unifbrmly in .Y almost everywhere. 
Proof of Theorem 6 is similar to that of Theorem 3 and hence we omit it. 
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COROLLARY 2. lf’,f’~ Lip x (0 <a < 1 J und if’ the integrui on the kj? of 
(5.17) is of’ order n ’ un~forml~~ in .Y then 
q,(j’; x) -,f’(.u) = O(n “) 
un{fiwmlj~ in .Y ulmo.st eurryb~hew. 
The corollary follows from Theorem 6 by making p + x, 
6. REMARKS 
1. The results obtained in this paper hold when “0” is replaced by “0” 
and the classes Lip(r, p) and Lip r are replaced by Lip*(x, p) and Lip* 2, 
respectively. 
2. We have not been able to characterize the class of functions for 
which 
11 T:,(.f’; xl -.f’(.u)li = O(n ‘). 
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