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Abstract: 
Logistic regression has been increasingly used in chronic 
gastritis research. Using expression of logistic regression 
monitored simultaneously by Maximum likelihood estimation, 
contribution of gastritis symptom to the syndrome 
classifications are distinguished, and chronic gastritis samples 
are more accurately classified. While Logistic regression has 
been extensively evaluated for dichotomous classification, 
there are only limited reports on the important issue of 
multi-class chronic gastritis classification. It needs to explore 
the logistic regression of the multi-class chronic gastritis 
classification. 
In this research, we address multi-class chronic gastritis 
classification by applying Logistic regression based methods 
on data of nominal and ordinal scaled sample class outcomes, 
e.g., samples of different chronic gastritis subtypes. Logistic 
regression based classifiers are assessed by accurate 
classification rates on chronic gastritis data and comparing 
with HGC model discrimination based classifiers. The result 
shows that classify performance derive from Logistic 
regression model has the advantage over traditional model by 
26.94%. 
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1. Introduction 
The chronic gastritis is a common disease of the 
digestive system, with gastric inflammation being its 
notable features. This disease influences the working and 
living of people seriously. As social competition being 
fierce day by day, the rhythm of life is being accelerated 
constantly, the chronic gastritis patient is getting more and 
more. Compare to Western medicine, Chinese medicine 
have many advantages in the treatment of chronic 
gastritis[1, 2]. So, applied to the situation of the medical 
field successfully extensively in artificial intelligence, 
utilize the artificial intelligence technology to carry on 
research to the chronic gastritis in the field of Chinese 
medicine and have certain realistic meanings. 
But when a ubiquitous question of medical field is that 
the sample is obtained costly, dawdled, it is very difficult to 
get abundant samples. On the other hand, according to 
TCM, the general methods are "inspection", "listening and 
smelling", "inquiry", and "palpation"; these methods get 
many sparse symptoms, the relations of many of which are 
loose. When these characteristics have determined to reduce 
dimension of the chronic gastritis case in advance, must 
calculate the dependence of every symptom of multi-class 
diagnosis to chronic gastritis accurately first, and then the 
symptom to reduce dimension in optimization separately. 
Realize the dependence of every symptom of multi-class 
diagnosis to chronic gastritis, this study conducts 
dependence analysis then utilizes gini index to set up the 
method to classify to the symptom of multi-class diagnosis. 
We have employed MLE to estimate the parameters in the 
logistic models and made cross-validation. Offer a kind of 
very good thinking and reference for problem similar to 
others of follow-up study.  
 
2. Cases and symptom samples collection 
2.1. Cases collection 
In our experiment, we collect 415 cases from the 
digestion outpatient department of the Affiliated Shuguang 
Hospital of Shanghai University of Traditional Chinese 
Medicine) during Feb., 2006 and July, 2006. All cases are 
chronic gastritis inspected by both gastroscopy and 
pathology and histology. Exclude those with other serious 
illness organs, a total of 302 cases comply with the 
conditions. Until the end of Oct. 2006，407 cases added，
709 cases in total. The prescriptions were written by two 
physicians, and those non-typical cases were determined 
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after further discussion of the group. 
To cross-validation, we divide the primary data into 
two randomly, i.e., 354 training data, 355 validation data. 
The validation data is to be independent of the training data 
data. 
Chinese medicine cures the disease, key to be 
dialectical, only accurate to could suit the remedy to the 
case while being dialectical. In the Traditional Chinese 
Medicine system, it is a diagnosis of confirming the disease 
to be dialectical. The doctor of Traditional Chinese 
Medicine diagnoses the chronic gastritis have the problem 
that confirm the syndrome too. 
According to the "Diagnostic Criteria for the diagnosis 
of chronic gastritis combining traditional and western 
medicine" of the Integrated Traditional and Western 
Medicine Digest Special Committee, the chronic gastritis is 
divided into five syndromes, namely: "incoordination 
between liver and stomach", "dampness-heat of spleen and 
stomach", "deficiency of spleen and stomach", "blood stasis 
in stomach", and "yin deficiency of stomach". In our 709 
collections, 240 cases of which belong to "incoordination 
between liver and stomach", 151 of which belong to the 
"deficiency of spleen and stomach", 77 belong to the 
"dampness-heat of spleen and stomach", 84 belong to the 
"blood stasis in stomach", and 157 belong to the "yin 
deficiency of stomach". 
2.2. Sample of chronic gastritis 
In accordance with the general rules of the working of 
things, although chronic gastritis are divided into five 
syndromes, but every syndrome is all correlated with 74 
kinds of symptoms, namely the single symptom can't be 
under the jurisdiction of the specific syndrome. Methods of 
predict and classify used to correlate with datasets. The 
symptom is all dichotomous classified in the chronic 
gastritis case gathered: Such as "stomachache", there are 
the samples with 1 that shows "stomachache" symptom, 0 
shows no symptom respectively.  
Every case single syndrome all, research and propose 
multi-class diagnosis to chronic gastritis based on the 
nominal and ordinal scaled sample result by logistic 
regression. 
3. Classification by gini index 
The concept of diversity (or conversely purity) is at the 
very heart of the decision tree method, it includes entropy 
and Gini Index[3], named after an Italian economist. 
To calculate this index, which in the data mining world 
is usually called the Gini Index, imagine reaching out and 
touching a single member of the population and then letting 
it go before reaching out again. The diversity index is the 
probability that the second thing touched belongs to a 
different class than the first. 
A high index of diversity indicates that the set contains 
an even distribution of classes, whereas a low index means 
that members of a single class predominate. The best 
splitter is the one that decreases the diversity of the record 
sets by the greatest amount.  
The Gini index measures the impurity of D, a data 
partition or set of training tuples, as 








where is the probability that a tuple in D belongs to 




C Di . The sum is computed 
over m classes. 
When considering a binary split, we compute a 
weighted sum of the impurity of each resulting partition. 
For example, if a binary split on A partitions D into and 
















DDGiniA +=   (2) 
The reduction in impurity that would be incurred by a 
binary split on a discrete or continuous valued attribute A is 
)()()( DGiniDGiniDGini A−=∆       (3)   
The attribute that maximizes the reduction in impurity 
is selected as the splitting attribute. 
4. Logistic regression 
4.1. Simple logistic regression model 
The study use the method of maximum likelihood 
estimation to estimate the parameters of the logistic 
response function.[7] This method is well suited to deal 
with the problems associated with the responses  being 
binary. We first need to develop the joint probability 
function of the sample observations and to utilize the 
Bernoulli distribution for a binary random variable.  
iY
First, we require a formal statement of the simple 
logistic regression model. When the response variable is 
binary, taking on the values 1 and 0 with probabilities π and 
1-π, respectively, Y is a Bernoulli random variable with 
parameter E{Y} =π. The simple logistic regression model 
in the usual form is: 
3302 
Proceedings of  the Seventh International Conference on Machine Learning and Cybernetics, Kunming, 12-15 July 2008 
             iii YEY ε+= }{               (4) 
Since the distribution of the error term iε depends on 
the Bernoulli distribution of the response , it is 
preferable to state the simple logistic regression model in 
the following fashion: 
iY
iY  are independent Bernoulli random variables with 
















==         (5) 
The X observations are assumed to be known 
constants. Alternatively, if the X observations are random, 




4.2. Likelihood function 
Since each observation is an ordinary Bernoulli 
random variable, where: 
iY
        P( =1)=iY iπ     
P( =0)=l-iY iπ    





−−= 1)1()( ππ   =0,1; i=1,…,n    (6) iY
Note that (1)=if iπ and (0)=1-if iπ . Hence, 
simply represents the probability that =1 or 0. )( ii Yf iY
Since the observations are independent, their joint 
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Again, it will be easier to find the maximum likelihood 
estimates by working with the logarithm of the joint 
probability function:  
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Since iiYE π=}{ for a binary variable, it follows 
that: 




Furthermore, make the transformation, we obtain  
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(11) 
Where ),( 10 ββL replaces shows 
explicitly that this function is the likelihood function of the 
parameters to be estimated. 
),,( 1 nYYg
4.3. Maximum likelihood estimation 
The maximum likelihood estimates of 0β and 1β in 
the simple logistic regression model are those values of  
0β and 1β that maximize the log- likelihood function (11). 
Computer-intensive numerical search procedures are 
therefore required to find the maximum likelihood 
estimates of and . There are several widely used 
numerical search procedures; one of these employs 
iteratively reweighted least squares. We shall rely on 
standard statistical software programs specifically designed 
for logistic regression to obtain the maximum likelihood 
estimates and . 
0b 1b
0b 1b
Once the maximum likelihood estimates and are 
found, we substitute these values into the response function 
in (5) to obtain the fitted response function. We shall use 
0b 1b
iπ̂ to denote the fitted value for the ith case: 











=π           (12) 
The fitted logistic response function is as follows:  









=π            (13) 
If we utilize the logit transformation, we can express 
the fitted response function in (13) as follows: 
                           (14) Xbb 10
'ˆ +=π
Where: 












logˆ ' e            (15) 
We call (14) the fitted logit response function.  
Once the fitted logistic response function has been 
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obtained, we can make inferences and predictions. The 
concept may extend to multiple logistic regression model 
with a number of predictor variables. 
5. Results of the experiment and analyzing 
5.1. Symptom analyzing 
This text does not deal with data missing and situation 
with latent parameters. Except that the data missing while 
the case is gathered. In addition, this study thinks that there 
is no latent parameter that may influence the symptom. 
The study learned from the dichotomous classification 
using logistic regression. After making analyzing the 
symptom, multi-class chronic gastritis classification and 
dependence of the symptom produced, the dependence of 
every syndrome and main symptom is arranged as Table 1 
in descending form, for example the distending pain of 
stomach is the strongest symptom of dependence in the 
incoordination between liver and stomach, secondly it is 
pink tongue, stringy and slippery pulse, thin-white fur. 
 In order to achieve predict optimization, this study 
does optimization to attributes with dynamic programming, 
for preventing over-fitting from too many attributes. After 
dealing with, each syndrome has different number of 
attribute optimization as Table 2 respectively, for example 
the optimized number of attribute is 6 with the syndrome 
incoordination between liver and stomach, namely it should 
include 6 attribute parameters in the predict, i.e., distending 
pain of stomach, pink tongue, stringy and slippery pulse, 
thin-white fur, belching and gastric upset.  
 
Once the maximum likelihood estimates and 
are found, we substitute these values into the response 




iπ̂ to denote the fitted value for the ith case: 











=π           (16) 











=π            (17)    
If we utilize the logit transformation, we can express 
the fitted response function in (14.22) as follows: 
Xbb i+= 0
'π̂                (18)     
i.e. = + * distending pain of stomach + * pink 
tongue + * stringy and slippery pulse + * thin-white 
fur + * belching + * gastric upset    
'π̂ 0b 1b 2b
3b 4b
5b 6b
We shall rely on standard statistical software programs 
specifically designed for logistic regression to obtain the 
maximum likelihood estimates coefficient.  
Since maximum likelihood estimates =-3.712, 
=1.441, =1.704, =1.463, =0.930, =0.906 
and =1.21, the fitted logistic response function is as 
follows:  
0b













If we utilize the logit transformation, we can express 
the fitted response function in (19) as follows: 
654321
' 21.1906.0930.0463.1704.1414.1712.3ˆ XXXXXX ++++++−=π    
(20) 
The multiple logistic regression model for 
incoordination between liver and stomach is as follows: 
54321
' 014.0351.0617.0240.1395.2052.2ˆ XXXXX +++++−=π   
(21) 
'π̂ = -2.052+2.395*yellow and greasy fur+1.240* slippery 
pulse +0.617* burning pain of stomach +0.351* red tongue 
+0.014* thin-white fur 





' 295.1153.1870.0645.1831.19.1223.2931.1722.4ˆ XXXXXXXX ++++++++−=π    
'π̂ =-4.722+1.931*pale tongue+2.223* deep and weak 
pulse +1.9* dull pain of stomach +1.831* teeth-print tongue 
+1.645* cold limbs +0.870* white and greasy fur +1.153* 
likeness of being warmed and pressed +1.295* weakness 
The model for deficiency of spleen and stomach is as 
follows: 
4321
' 166.1937.1179.2309.2153.3ˆ XXXX ++++−=π   
(23) 
, i.e., 
'π̂ = -3.153+2.309*purplish tongue+2.179* stabbing 
pain of stomach +1.937* hemafecia +1.166* thready and 
unsmooth pulse 
The model for blood stasis in stomach is 
7654321
' 228.0119.1062.1888.0222.1817.1271.2354.3ˆ XXXXXXX −++++++−=π   
(24) = -3.354+2.271*little fur+1.817* hunger pain 
+1.222* stringy and thready pulse +0.888* red tongue 
+1.062* constipation +1.119* fissured tongue -0.228* 
white and greasy fur 
'π̂
It predicts accuracy, as Table 3, for example the 
syndrome incoordination between liver and stomach is 
84.17%, dampness-heat of spleen and stomach is 85.33%. 
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Table 1 main symptom of multi-class chronic gastritis 
syndrome Symptoms 
incoordination between 
liver and stomach 
distending pain of stomach, pink 
tongue, stringy and slippery pulse, 
thin-white fur, belching, gastric 
upset, acid regurgitation, purplish 
tongue, dull pain of stomach, little 
fur, yellow and greasy fur, deep 
and weak pulse 
dampness-heat of spleen 
and stomach 
yellow and greasy fur, slippery 
pulse, burning pain of stomach,  
red tongue, thin-white fur, pink 
tongue, yellowish urine, bitter 
taste in mouth, heartburn, little 
fur, deep and weak pulse, acid 
regurgitation 
deficiency of spleen and 
stomach 
pale tongue, deep and weak pulse, 
dull pain of stomach, teeth-print 
tongue, cold limbs, white and 
greasy fur, likeness of being 
warmed and pressed, weakness, 
red tongue, loose stool, vomiting 
of water, dry mouth 
blood stasis in stomach purplish tongue, stabbing pain of 
stomach, hemafecia, thready and 
unsmooth pulse , ecchymosis on 
tongue, dim complexion, pink 
tongue, distending pain of 
stomach, red tongue, acid 
regurgitation, loose stool, gastric 
distention 
yin deficiency of 
stomach 
little fur, hunger pain,  stringy 
and thready pulse, red tongue, 
constipation, fissured tongue, 
white and greasy fur, loose stool, 
pale tongue, teeth-print tongue, 
aggravated in the night, insomnia
 
Table 2 Symptoms of different chronic gastritis selected by 
optimized models. 





distending pain of 
stomach, pink 






of spleen and 
stomach 
24/39 5 
yellow and greasy 
fur, slippery pulse, 
burning pain of 







pale tongue, deep 
and weak pulse, 
dull pain of 
stomach, 
teeth-print tongue, 
cold limbs, white 
and greasy fur, 
likeness of being 
warmed and 
pressed, weakness 
blood stasis in 
stomach 34/42 4 
purplish tongue, 






of stomach 65/79 7 
little fur, hunger 
pain,  stringy and 




white and greasy 
fur 
 
5.2. Empirical result 
Friedman-Goldszmid[8], HGC[6], Cheng[4-5] chooses 
8 symptom features of the gastritis syndrome as the 
attribute parameter of the Bayesian classifier. These 8 
symptoms have reflected some symptoms of five chronic 
gastritis syndromes. See Table 3 in categorized accuracy. 
Three kinds of average accuracy of performing the 
algorithm are about 60%. In two kinds of syndromes of " 
blood stasis in stomach " and " yin deficiency of stomach ", 
three kinds perform only 35.71% of supreme rate of 
accuracy of algorithms. But in " incoordination between 
liver and stomach " and " deficiency of spleen and stomach 
" two kinds of syndromes, the categorized accuracy of HGC 
is above 80%, the reason is that there are more cases of 
these two kinds of syndromes and HGC have certain 
advantages on the little sample. This research shows that 
leads 81.12% to be superior to the former three and 
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67.29% 81.31% 61.68% 84.17%
dampness-heat 
of spleen and 
stomach 




69.33% 81.33% 88% 85.33%
blood stasis in 
stomach 21.43% 35.71% 35.71% 80.95%
yin deficiency 
of stomach 31.91% 27.66% 25.53% 82.28%
Average 
accuracy 54.30% 63.91% 57.62% 81.12%
 
6. Conclusions  
In clinical scientific research, the experiment data are 
difficult to collect, there are multi-class classifications and 
few sample, and analyze numerous indicators, it is the 
ubiquitous phenomenon, for this reason, this study propose 
dimension reduced concept using gini index and dynamic 
programming to optimize feature selection, for preventing 
over- fitting from the little sample. We have employed MLE 
to estimate the parameters in the logistic models and made 
cross-validation. Experimental result indicate multi-class 
classification sample should consider the dependence of 
clinical symptom of multi-class diagnosis, just accord with 
the general rules of the working of things, so can reflect the 
characteristic that the organic conception of Traditional 
Chinese Medicine and dialectical theory are managed well. 
In a word, the logistic regression on the basis of MLE sets 
up induction and applies to Traditional Chinese Medicine 
diagnostics, the progress helping the disease syndrome 
standardization to study, promote the scientific symptom 
diagnosing and the setting-up of evaluation criterion, there 
is a very great application prospect too while making a 
diagnosis in the expert system in developing Traditional 
Chinese Medicine. 
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