We prove a complexity dichotomy theorem for the most general form of Boolean #CSP where every constraint function takes values in the complex number field C. This generalizes a theorem by Dyer, Goldberg and Jerrum [11] where each constraint function takes non-negative values. We first give a non-trivial tractable class of Boolean #CSP which was inspired by holographic reductions. The tractability crucially depends on algebraic cancelations which are absent for non-negative numbers. We then completely characterize all the tractable Boolean #CSP with complex valued constraints and show that we have found all the tractable ones, and every remaining problem is #P-hard. We also improve our result by proving the same dichotomy theorem holds for Boolean #CSP with max degree 3 (every variable appears at most three times). The concept of Congruity and Semi-congruity provides a key insight and plays a decisive role in both the tractability and hardness proofs. We also introduce local holographic reductions as a technique in hardness proofs.
Introduction
The complexity of counting problems is a fascinating subject. Valiant defined the class #P to capture most of these counting problems [18] . Beyond the complexity of individual problems, there have been a great deal of interest in proving complexity dichotomy theorems which state that for a wide class of counting problems, every problem in the class is either computable in polynomial time (tractable) or #P-hard [10, 13, 12, 5, 14, 3, 11] .
In this paper we address the following type of counting problems, called Boolean #CSP [16, 9] . Let F be a set of functions, where each F ∈ F is a function F : {0, 1} k → C, mapping Boolean variables to C. The #CSP problem #CSP(F ) is defined as follows: The input is a finite set of constraints on Boolean variables x 1 , x 2 , . . . , x n of the form F (x i 1 , x i 2 , . . . , x i k ), where F ∈ F . The output is If each F takes values 0, 1, then this counts the number of assignments "satisfying" all the Boolean constraints. In general, functions F ∈ F can take arbitrary values. Complexity dichotomy theorems have been obtained for many cases [10, 5, 4, 2, 3] . The strongest result for Boolean #CSP before this work is due to Dyer, Goldberg and Jerrum [11] . They showed that if all functions in F take non-negative values, then the counting problem is solvable in precisely the following two cases, and is #P-hard in all other cases: (1) Every function in F is of a product type (a product of unary functions, binary equality functions and binary disequality functions); and (2) Every function in F is a pure affine function (a constant on an affine subspace and zero on other inputs).
In this paper we consider problems #CSP(F ) where functions F ∈ F take arbitrary complex values. The presence of both positive and negative values, and more generally, complex numbers, offers the opportunity for interesting cancelations, which could lead to efficient algorithms. It turns out that this is indeed the case. We discover a non-trivial class of tractable #CSP(F ) problems, where algebraic cancelation is crucial.
We came to this class of tractable #CSP(F ) from a novel direction, that of Holant problems and holographic reductions, first proposed by Valiant [19, 20, 7, 8] . As this is still not as well known, we give a brief description of it. A signature grid Ω = (G, F ) is a tuple, where G = (V, E) is a graph, and each v ∈ V (G) is assigned a function F v ∈ F . A Boolean assignment σ for every e ∈ E gives an evaluation v∈V F v (σ | E(v) ) , where E(v) denotes the incident edges of v. The counting problem on an input instance Ω is to compute
For example, consider the Perfect Matching problem on G. This problem corresponds to attaching the Exact-One function at every vertex of G, and the sum in Holant(Ω) over all 0-1 edge assignments counts the number of perfect matchings. If we used the At-Most-One function at every vertex, then we are counting all (not necessarily perfect) matchings.
There is a simple relation between #CSP and Holant problems. We can represent an instance of a #CSP problem by a bipartite graph G where LHS are labeled by variables and RHS are labeled by constraints. We define a signature grid Ω on G by assigning an Equality function to every variable node on LHS (and every constraint node on RHS has the given constraint function). Then Holant(Ω) is exactly the same as the #CSP counting problem. In effect, the Equality function on each variable node forces the incident edges take the same value; this effectively reduces edge assignments in Holant(Ω) to vertex assignments on LHS in the #CSP problem. Thus #CSP problems are precisely the special case of Holant problems on bipartite graphs where every vertex on LHS is assigned an Equality function.
On the other hand, Holant problems can be considered as #CSP problems where every variable appears twice. Note that being syntactically more restrictive in Holant problems makes it more challenging to prove dichotomy theorems, since many techniques, such as "gadget constructions", take us out of the class. By the same token, to prove #P-hardness for #CSP problems where each variable appears at most 3 times is more difficult.
In the study of Holant problems, we discovered that the following three families of functions are tractable. (We list the functions by their truth tables, and where i = √ −1.)
. . , and r = 0, 1, 2, 3};
. . , and r = 0, 1, 2, 3}.
We can show that Holant(Ω) for any Ω = (G, F 1 ∪ F 2 ∪ F 3 ) is computable in P. They are all related to each other by holographic reductions. We note that complex valued functions appear naturally. The special case where r = 1, k = 2 and λ = (1+i) −1 in F 3 is noteworthy. In this case we get a real valued function F (00) = F (01) = F (10) = 1 and F (11) = −1. If we take r = 0, λ = 1 in F 1 we get the Equality function on k bits. In this special case Holant(Ω) is computing exactly the partition function Z H (G) where H = 1 1
1 −1 is the Hadamard matrix. This problem essentially counts the number of induced subgraphs with an odd number of edges. The complexity of Z H (G) had been open for some time [5] and was independently proved to be tractable in a Magnum Opus by Goldberg et. al. [14] , where they proved a dichotomy theorem for all real valued partition functions. We note that even though some members of F 1 ∪ F 2 ∪ F 3 are real valued functions, holographic reductions connect them all together and inextricably lead to complex valued functions.
After the discovery of this tractable family F 1 ∪ F 2 ∪ F 3 , the question naturally arises as to whether there are other kinds of non-trivial cancelations which lead to efficient algorithms. Our initial guess was surely there are other tractable Boolean #CSP(F ) problems, given our surreptitious discovery of F 1 ∪ F 2 ∪ F 3 as a by-product of holographic reductions. The surprising result is that there are none. This is our main result. We prove a complexity dichotomy theorem for complex valued Boolean #CSP. The tractability proof for the symmetric function family F 1 ∪F 2 ∪F 3 also proves the tractability for its natural generalization to unsymmetric functions. The dichotomy theorem says that a Boolean #CSP is tractable iff either all its constraint functions F are of a simple product type, or all are from this generalized family. (See Theorem 2.1).
Because we have to rule out all other manners of fortuitous cancelations similar to Theorem 3.1 this part of the proof is delicate. Due to space limit, many details are in the appendix. We isolate a property we call Congruity and Semi-congruity, which provides a key insight and plays a decisive role in both the tractability and hardness proofs.
Our second main theorem gives a refinement of the first, by restricting the maximum occurrence of each variable to 3 times. This part of the proof is more demanding and proof techniques are also interesting. We introduce a new technique called local holographic reductions. We use this technique together with the method called polynomial interpolations [18, 17, 13 ] to prove our second main theorem. The use of holographic reductions implicitly or explicitly seems crucial to this part of the proof.
Regarding models of computation for C, strictly speaking we should restrict it to computable numbers [15, 1] , or algebraic numbers. However this issue seems not essential for our result, and we will state our theorems assuming that we can compute + and × etc for all complex numbers used. 
Notations and results

A symmetric function
The underlying relation of F is given by R F = {X ∈ {0, 1} k |F (X) = 0}. A relation R ⊆ {0, 1} k is affine means it is the affine linear subspace composed of solutions of a system of affine linear equations, equivalently, if a, b, c ∈ R, then a ⊕ b ⊕ c ∈ R [9] . If R F is affine, we say F has affine support. We also view relations as functions from {0, 1} k to {0, 1}.
Because a global constant factor does not affect the complexity of a counting problem, we regard a function F and c · F as the same function, where c is a nonzero constant in C.
We define two classes of functions, for which the #CSP problems are tractable.
Suppose A is a Boolean matrix. χ AX denotes the affine relation on inputs x 1 , x 2 , . . . , x k , whose value is 1 if AX is the zero vector, 0 if AX is not the zero vector.
A denotes all functions which have the form
The additions among L j X are just the usual addition in Z. It can be computed mod 4, but not mod 2.
(Since we ignore global constant, all functions that are constant multiples of these functions are also in this class.) P denotes the class of functions which can be expressed as a product of unary functions, binary equality functions ([1, 0, 1]) and binary disequality functions ([0, 1, 0]). Proof Outline: The polynomial time algorithm for #CSP(P) is easy. Section 3 gives a polynomial time algorithm for #CSP(A ). In dichotomy theorems for unweighted and non-negative weighted #CSP problems, the tractable part is relatively obvious. In our dichotomy theorem, we have a more interesting tractable part because of cancelations. In Lemma 4.2, we prove that #CSP({F }) is #P-hard unless F has affine support. This structure is essential in the proof of Lemma 4.3 and Lemma 4.4, the two key lemmas of the hardness reduction. The common strategy of Lemma 4.3 and Lemma 4.4 is to reduce the arity of a given function. In lemma 4.3, we prove that given a function F , which is not in A , we can simulate (in polynomial time) a unary function F ∈ A ; In Lemma 4.4, we prove that given a function G, which is not in P, we can simulate (in polynomial time) a binary or ternary function G ∈ P. Then we prove that #CSP({F , G }) is #P-hard. The starting point of the hardness result is Lemma 4.1, which says that if F contains only one binary symmetric function and is not in A ∪ P, then the #CSP problem is #P-hard. To complete the proof, we show that we can always combine functions F and G to realize a binary symmetric function which is not in P ∪ A .
We also prove a stronger dichotomy theorem that the hardness result holds even when restricted to those #CSP instances, in which each variable occurs at most three times. Due to space limitation, many proof details are in an appendix. 
Tractable cases
We first show that #CSP(P) is tractable. Each constraint function in an instance of #CSP(P) is a product of unary functions, binary equality functions and binary disequality functions. Replace each function by its factors as separate constraints. For the new instance of the #CSP, group variables into connected components depending on whether they are connected by binary functions. In each connected component there are at most two assignments with nonzero product values, and these can be easily computed. The value of the problem is the product of its values on each connected component. Hence, #CSP(P) is computable in polynomial time. Now we analyze #CSP(A ). Firstly, we show how to get rid of the factor χ AX . 
The following lemma gives a key property of the function i L 1 (X)+L 2 (X)+···+Ln(X) . This property plays an important role both in the tractability proof and the hardness proof.
. Exactly one of the following two statements hold:
2. (Semi-congruity) There exists a constant c ∈ {1, i} and an affine subspace
Proof. If for every 1 ≤ j ≤ n, the coefficient for x 1 is zero in the affine linear form for L j (X), then 
Here m is independet of the assignment on x 2 , x 3 , . . . , x k . Since the base is −1 now, the sum can be evaluated as a sum mod 2. Therefore there is an affine linear form
If all α = 0, for 2 ≤ ≤ k, then this ratio is a constant and we are in the case of Congruity. If α = 1, for some 2 ≤ ≤ k, then we have Semi-congruity. Proof. We first observe that A is closed under multiplication. Therefore given an instance of #CSP(A ), the value of the output can be expressed as the summation on a single function F = χ AX i L 1 (X)+L 2 (X)+···+Ln(X) ∈ A . We also note that if F ∈ A , so is F xs=c and F xs= * .
In each step of our algorithm, we reduce the number of variables by at least one and still get a summation of this form.
If the linear system AX = 0 over Z 2 is infeasible, the function is a totally zero function and we just output 0. If AX = 0 is feasible (including possibly vacuous) then by Lemma 3.1 we can remove the factor χ AX and possibly decrease the number of variables at the same time.
Now we assume it has the form F = i L 1 (X)+L 2 (X)+···+Ln(X) , we apply Lemma 3.2 to remove x 1 . There are three cases.
Case 1: We have Congruity in Lemma 3.2. Then F x 1 =1 /F x 1 =0 is a constant c, and
So we get a new summation x 2 ,x 3 ,...,x k F x 1 =0 and have removed a variable x 1 . Case 2: We have Semi-congruity in Lemma 3.2, and c = 1. Then on the affine subspace S, the ratio F x 1 =1 /F x 1 =0 = 1, and on the complementary subspace T − S the ratio
On S, the terms are equal. It follows that
Note that χ S F x 1 =0 is also a function in A , so we get a new summation of this form and have removed a variable x 1 . Case 3: We have Semi-congruity in Lemma 3.2, and c = i. Then for all (x 2 , x 3 , . . . , x k ) in the affine subspace S, we have
Now we make a crucial observation. The ratio of 1 + i and 1 − i is exactly i. As a result we can rewrite the two sums as follows:
where
, is a 0-1 indicator function which takes the value 1 on S and 0 on T − S. Thus we can combine the two sums and get
is also a function in A . So we get a new summation of this form and have removed a variable x 1 .
After at most k step we can eliminate all the variables and obtain the value of the initial summation. Both k and n are bounded by input size. In each iteration, we either resolve an affine linear system AX = 0 or compute an affine linear equation from Lemma 3.2 representing the affine linear subspace S, both of which can be done in polynomial time. And after one iteration, the formula inside the summation at most grows by a factor of i L(X ) or χ S . So the whole algorithm is in polynomial time.
Hardness
Hardness of problems is proved by reductions. In a reduction, we simulate the functions in the original problem by constructing gadgets, polynomial interpolation, or holographic reduction. In #CSP problems, if we let variable x j not occur in any other place, then we simulate F x j = * using F . We can simulate ∆ 0 and ∆ 1 by pinning lemma in [11] , so we can simulate F x j =c using F and ∆ c .
The starting point of our hardness proof is the following lemma.
This lemma says, if restricted to one single symmetric binary function, our Theorem 2.1 holds. We will give a proof in the appendix. This lemma can also be derived from the general complex weighted Graph Homomorphism problem, for which Cai, Chen and Lu [6] have proved a complete dichotomy theorem, a subsequent result to this.
The following lemma generalizes Lemma 11 in [11] to complex weights. However the original proof does not work for complex weights, due to possible cancelations. The proof is given in appendix.
Lemma 4.2. If R F is not affine, then #CSP({F }) is #P-hard.
Now we come to the two key lemmas for the hardness proof. Both proofs inductively reduce the arity of a function. Suppose F ⊆ A and F ⊆ P. Let F ∈ A and G ∈ P, where F, G ∈ F . (It is possible that G = F ). From F and G, we recursively simulate functions with smaller arities, keeping the property of being not in A and not in P respectively. After the two lemmas we handle the base case of the induction.
Lemma 4.3. If F ∈ A , then either #CSP({F }) is #P-hard, or we can simulate a unary function H ∈ A , that is, there is a reduction from #CSP({F, H}) to #CSP({F }).
Proof. We prove by induction on the arity of the function F . If F has arity 1, then we are done since F itself is the unary function we want.
Inductively we assume the lemma has been proved for functions with arity < k, for some k ≥ 2. Now let F have arity k. In the following proof, for each case, we always construct some functions that can be simulated in #CSP({F }), but have an arity < k, and then assume they are in A (otherwise, it is proved by induction). Finally we prove that the problem is #P-Hard, get a unary function H ∈ A or reach a contradiction.
Since the constant function 0 is in A , F has a non-empty support R F . Suppose R F is not the whole space Z k 2 , by Lemma 4.2, either #CSP({F }) is #P-hard, or R F is affine. Suppose R F = χ AX , and x 1 , x 2 , . . . , x s (0 ≤ s < k) are free variables of AX = 0. The function F x s+1 = * ,x s+2 = * ,...,x k = * can be simulated by F and has an arity < k. Thus by our assumption
So we may assume R F = Z k 2 . By our assumption both F x 2 =0 , F x 2 =1 ∈ A , we can apply Lemma 3.2 to these two functions. Accordingly we have the following 3 cases.
1. Both F x 2 =0 and F x 2 =1 have Congruity. We will denote the function F x 1 =a,x 2 =b by F ab . Let c 1 and c 2 ∈ Z 2 be the two constants for the Congruity of F x 2 =0 and F x 2 =1 . Thus F 10 /F 00 (x 3 , . . . , x k ) = c 1 and
We will use the notation [α(X)] to denote the 0-1 indicator function for an affine linear form α(X) over Z 2 . For any input X, it takes value 0 ∈ Z if α(X) = 0 in Z 2 , and it takes value
To verify this, first suppose
But then the claim implies that F ∈ A as well. Contradiction.
Assign an arbitrary assignment for x 3 , . . . , x k . Let P be the resulting function on x 1 , x 2 . In matrix form, where the rows are indexed by x 1 = 0, 1 and columns are indexed by x 2 = 0, 1,
Here we used the fact that the values of P are powers of i.
which has unequal nonzero norms 2 = |(1±i)c 2 | = √ 2 and hence not in A .
One of F x 2 =0
and F x 2 =1 has Congruity and the other has Semi-congruity. Let's say F x 2 =0 has Congruity and F x 2 =1 has Semi-congruity. The other case is similar.
By Congruity, there is a constant
We note that to have Semi-congruity, k must be ≥ 3, and one of the coefficients of x 3 , . . . , x k in α(x 3 , . . . , x k ) must be nonzero. W.l.o.g. let it be the coefficient of x 3 .
Fix an arbitrary assignment to x 4 , . . . , x k (if k = 3 this step is vacuous), this gives a function P (x 1 , x 2 , x 3 ). By changing the constant term in α and c 2 to −c 2 if necessary we may assume x 3 = 0 gives a point with α(x 3 , . . . , x k ) = 0. Now we will use a special notation to represent P (x 1 , x 2 , x 3 ).
This symbol is to suggest a cube and is to be read as follows: The left (right) 4 entries are function values with x 1 = 0 (x 1 = 1); the top (bottom) 4 entries are function values with x 2 = 0 (x 2 = 1); finally the inner (outer) 4 entries are values with x 3 = 0 (x 3 = 1). 3 . This corresponds to taking the 3rd power of each of left 4 nodes (x, y, z, w) and multipling to itself and the node to its right. We get Q = 1
, and . If the two entries ±c 1 z and ±c 1 x both take the same +c 1 or −c 1 multiplier, then we are in exactly the same situation in Case 2. By renaming c 1 as −c 1 , we may assume the two entries are in fact −c 1 z and +c 1 x respectively. Now we take Q(
Then we have
It can be verified that
Then this unary function ∈ A since it has unequal nonzero norms 2 = |1 ± i|.
If it is not affine, we have #P-hardness by Lemma 4.2. So let R F x 1 = * be defined by an affine linear form γ(x 2 , . . . , x k ) = 0. It can be directly verified that
only takes values ±i. We may assume c 1 = c 2 = i by changing α to α ⊕ 1 and/or β to β ⊕ 1 if necessary. Consider the subset
First suppose all coefficients of x 3 , . . . , x k in α and β are the same.
Denote this affine linear form by γ, then it can be verified that
Contradiction. Now suppose some coefficients of x 3 , . . . , x k in α and β differ. W.l.o.g suppose the coefficient of x 3 is 0 and 1, in α and β respectively. Fix any assignment to x 4 , . . . , x k , then the value of α is fixed, and yet by setting x 3 to 0 or 1, the value of β flips. Then we get a function
y δy for some , δ = ±i. From here the proof is completed as in Case 2. Proof. Suppose F has arity k. Since P contains all unary functions and F ∈ P, k ≥ 2. Define an |R F | × k {0, 1}-matrix whose rows list every element of R F , and columns correspond to x 1 , . . . , x k . We first remove any column which is all-0 or all-1. If we remove an all-0 column corresponding to x i , then X ∈ R F =⇒ x i = 0. The updated table corresponds to R F x i =0 . Similarly if we remove an all-1column corresponding to x i , then X ∈ R F =⇒ x i = 1. If two columns are identical or are complementary in every bit, we remove one of them. If the columns at x i and x j are identical, then X ∈ R F =⇒ x i ⊕ x j = 0. Then the updated table removing the column at x j corresponds to R F x j = * . Similarly for a pair of complementary columns at x i and x j we have X ∈ R F =⇒ x i ⊕ x j = 1, and the removal of the column at x j also corresponds to R F x j = * . We remove columns as long as possible. We claim that this removal process maintains the property of not belonging to P. Suppose we removed an all-0 column at
The case with removing an all-1 column is similar, where we use the unary function ∆ 1 (
If we removed the column at x j identical to the column at
Finally for the removal of a complementary column at x j we have G = F x j = * and F = χ x i =x j · G. In every step, we maintain G ∈ P.
Now we suppose there is some G ∈ P where no more columns can be removed by the above process. There must be some columns left in the table, otherwise the function just before the last column removal is a unary function, hence in P. In fact G being not in P, the arity of G is ≥ 2. For simplicity we still denote it by k. We have two cases:
Case 1: |R G | < 2 k . By Lemma 4.2, we may assume R G is affine, given by an affine linear system AX = 0. We have shown that |R G | = 0, as some columns remain. Since G is not unary, the table has more than one columns. If |R G | = 1, any two columns (of length one) must be identical or complementary and the removal process should have continued. Thus |R G | > 1. W.l.o.g. assume x 1 , . . . , x s are free variables in AX = 0 and x s+1 , . . . , x k are dependent variables. |R G | = 2 s is a power of 2. We have shown that s ≥ 1. By |R G | < 2 k , s < k. We claim s ≥ 2. If instead s = 1, then every x 2 , . . . , x k is dependent on x 1 on R G , so the column at x 2 must be an all-0 or all-1 column, or be identical or complementary to x 1 . The expression of x k in terms of x 1 , . . . , x s must involve at least two non-zero coefficients; otherwise the column at x k must be an all-0 or all-1 column, or be identical or complementary to another column. W.l.o.g., say the coefficients of x 1 , x 2 are non-zero.
Let
..,xs=0,x s+1 = * ,...,x k−1 = * (these two lists of variables could be empty). It can be verified that
The affine linear equation
, where S 3 is the symmetry group on three letters {1, 2, k}. This H is a symmetric function on (x 1 , x 2 , x k ) and has support R H = R P . Thus, after normalizing, H = [a, 0, 1, 0] or [0, 1, 0, a] where a = 0. We remark that this ternary function H ∈ P.
Case 2: (0, a 3 , . . . , a k (1, a 3 , . . . , a k ) . Set x 3 = a 3 , . . . , x k = a k , we get a
If H were in P, then partition the variable set according to connectivity by binary equality and disequality functions. If any connected component has at least 2 variables, we can set values to these 2 variables so that H = 0. But H is never zero. Then each component must be a single variable and H is defined by a product of unary functions. But such a function has rank 1. This contradiction completes our proof. Now we are ready to complete the proof for the main Theorem 2. Firstly, we prove #CSP(F, P ) is #P-hard. Clearly . By the conditions xyz = 0, z = xy, z = −xy, it is impossible to be the first three tractable cases in Lemma 4.1. If it is the last two tractable cases, then xy is a power of i. Now we can form the function
. This function has no zero entry and has rank 2, so it is not of the first three tractable cases in Lemma 4.1. If it were in the last two tractable cases, then λxy is a power of i, which implies that λ = (λxy)/(xy) itself is a power of i. However since [1, λ] ∈ A , we know λ is not a power of i.
For the case z = −xy, We construct some binary functions with an integer parameter s as follows:
As λ is not a power of i, at most one of the two values x 2 and λx 2 can be a power of i. Now we choose s = 0 or s = 1 above so that λ s x 2 ∈ {±1, ±i}. After normalizing, we may write the function [1+λ
, y 2 ], noticing that 1 + λ s x 2 = 0. We claim that this function is not one of the five tractable cases from Lemma 4.1. Since there are no zero entries, clearly it is not the first two cases. It has rank 2, therefore it is not the third case. If it were the fourth tractable case [1, ±i, 1], then y = ±1, and
, the fifth tractable case, then y = ±i, and again (1 − λ s x 2 )/(1 + λ s x 2 ) = ±i, also impossible.
The proof of Theorem 2.1 is complete.
We give a proof of Lemma 4.1. We first note that every one of the five listed exceptional cases are in A ∪ P, and it can be checked directly that all binary symmetric functions in A ∪ P take one of these five forms.
In several places of this proof, a reduction method called polynomial interpolation [18, 17, 13 ] is used. We first show a simple special case using polynomial interpolation method as applied here. The general method is similar, which involves setting up and then solve a system of linear equations to get the answer of the original problem. The solvability of these linear systems here in this proof is always by the fact that it is a Vandermonde system. (See Section 7, in particular the proof of Lemma 7.1 for more variations on this theme.) Consider #CSP(F ), where F = [1, a, 1] ∈ F. Suppose we want to simulate a function H = [1, b, 1], that is, reduce #CSP(F ∪ {H}) to #CSP(F ). Given an instance I of #CSP(F ∪ {H}), where there are n constraints given by H, we construct instances I j of #CSP({F}), by replacing each constraint
. We use #(I) to denote the value of the #CSP problem instance I. We can write the sum defining #(I) as a sum over all assignments stratified according to the number of (1, 0) or (0, 1) assigned at the n occurrences of H. Let w i denote the sum over all assignments with exactly i of n occurrences of H assigned (1, 0) or (0, 1) (the other n − i are assigned (0, 0) or (1, 1) .) The the value #(I) can be written as the summation #(I) = n i=0 w i b i . Meanwhile, we have #(I j ) = n i=0 w i a ij . We let j = 1, . . . , n + 1 to get a system of linear equations about w i , whose coefficient matrix is a Vandermonde matrix in a j , j = 1, . . . , n + 1. If a is not a root of unity, this is a non-singular matrix, and we can solve for all w i , which gives us #(I). This is essentially how every reduction by polynomial interpolation in this section will be done.
Our starting point here is the following fact. This Lemma is a special case of the dichotomy theorems in [5] . Proof. We use F to denote the binary function [1, b, c] , and U to denote a unary function [1, x] . Then we can realize a binary function G by 
Proof of Lemma 4.2
Proof of Lemma 4.2:
We prove by induction on the arity of the function F .
All functions of arity 1 have affine support. The conclusion holds trivially for these functions. We first consider a function F of arity 2. Suppose F does not have affine support. This implies that exactly one of its four values is 0. Let F also be denoted by the matrix
then in particular det(F ) = 0. By taking two copies of F sharing a free variable z in the appropriate order (x, z) and (z, y), we can realize the binary function H(x, y) = z F (x, z)F (z, y), whose matrix
This H is a symmetric binary function, which can also be denoted by [a 2 + b 2 , ac + bd, c 2 Inductively we assume the lemma has been proved for functions with arity < k, for some k ≥ 3, and now assume the function F has arity k. Since R F is not affine, there exist a, b, c ∈ R F such that d = a ⊕ b ⊕ c ∈ R F . We only need to prove that we can use F to simulate a function of smaller arity that does not have affine support.
Divide the index set [k] of input variables of F into 4 subsets according to the values of a, b, c as follows:
Since each a j , b j and c j = 0, 1, this forms a partition of [k] . We also remark that, if j, l ∈ I, then either (a l , b l , c l ) = (a j , b j , c j ) or (a j , b j , c j ) . A similar statement holds for J, K and L. Now we have the following four cases, and for each case, we prove our result.
• L is not empty. There exists j such that a j = b j = c j .
We fix the j th input of F to be a j , and get a function F x j =a j . F x j =a j does not have affine support.
Now we may assume L = ∅ and [k] = I ∪ J ∪ K.
• There are indices l = j, such that (a l , b l , c l ) = (a j , b j , c j ). • There are indices l = j, such that (a l , b l , c l ) = (a j , b j , c j ).
Clearly both l and j belong to the same set I or J or K. W.l.o.g, we assume l = 1 ∈ I and j = 2 ∈ I. T he proof for J and K are the same. Consider F x 1 =α , whose underlying relation
From what has just been proved, there are only two possibilities: either both (α, α, c ), (α, α, d ) ∈ R F , or both ∈ R F . Assume it is the first case, then (α, c ), (α, d ) ∈ R F x 2 =α , but this is impossible for an affine relation R F x 2 =α . So we must have both (α, α, c ),
Similarly, we can prove that both (α, α, a ) and (α, α, b ) ∈ R F . More precisely, first consider F x 2 =α . By a, b ∈ R F , both (α, a ) and (α, b ) ∈ R F x 2 =α . Having an affine support, it must be that either both (α, a ) and (α, b ) ∈ R F x 2 =α , or both do not belong to it. Thus either both (α, α, a ) and (α, α, b ) ∈ R F or both do not belong to it.
Next consider F x 1 =α . It also has an affine support. Since c ∈ R F and d ∈ R F , we have (α, c ) ∈ R F x 1 =α and (α, d ) ∈ R F x 1 =α . If both (α, α, a ) and (α, α, b ) ∈ R F , then both (α, a ) and (α, b ) ∈ R F x 1 =α . This is impossible for an affine relation R F x 1 =α . Thus it follows that both (α, α, a ) (α, α, b ) ∈ R F .
To summarize we have all (α, α, c ),
Finally we consider F x 1 = * , and calculate as follows:
This is a contradiction with the assumption that R F x 1 = * is affine.
• If there are more than one elements in sets I or in J or in K, it is included in the previous two cases. The remaining case is that the sizes of I, J, K are all no more than 1 and L is empty. Because k > 2, the sizes of I, J, K are exactly 1, and so k = 3. W.l.o.g., let I = {1}, J = {2} and K = {3}.
A moment reflection shows that we can write a = (p, q, r),
First we consider F x 1 =p , which has an affine support, by arity. Let u = (p, q, r), and suppose u ∈ R F . Then (q, r) ∈ R F x 1 =p . Because a, b ∈ R F , then (q, r) and (q, r) both belong to R F x 1 =p . Then being affine, (q, r)
We conclude that in fact u ∈ R F . By tracing the above steps, under the new condition u ∈ R F , we get v ∈ R F , and also w ∈ R F .
Finally we consider F x 3 =r . By b, c ∈ R F , we get (p, q), (p, q) ∈ R F x 3 =r . By u ∈ R F , we have (p, q) ∈ R F x 3 =r . By R F x 3 =r being affine, we get (p, q) ∈ R F x 3 =r . i.e., (p, q, r) ∈ R F .
We have accounted now for all 8 points of the form (p,q,r), where each bitβ = β or β. Exactly three of them a, b, c belong to R F and the other five points do not. It can be directly verified that R F x 1 = * has exactly three points (q, r), (q, r), (q, r), but not (q, r), which is a contradiction to R F x 1 = * being affine. This contradiction completes our proof.
Maximum degree 3
In this Section we prove Theorem 2.2. This theorem states that our dichotomy theorem holds even when restricted to #CSP problems where every variable appears at most three times. Of course the tractability still applies. The claim is that over these restricted #CSP problems, F ⊆ A and F ⊆ P still imply #P-hardness. We first give a definition.
Definition 7.1. For any positive integer k, we use #R k -CSP(F ) to denote all the Read-k-times #CSP(F ) problems, that is, every variable appears in at most k constraints.
Assume F ⊆ A and F ⊆ P, we want to prove the following sequence of reductions:
where H is a non-degenerate binary function. The first reduction is easy. In Lemma 7.1 we give the second reduction above. In Theorem 7.1 we give a preparation theorem in which we introduce a localized form of holographic reductions using orthogonal matrices. This theorem is used in the proof of the third step of the reduction above, in Lemma 7.5.
To prove the first reduction, consider a generic #CSP(F ) instance where a variable x appears in > 3 constraints (functions). Our reduction is as follows. We introduce a new variable x and a new constraint = 2 (x, x ). Then we replace two appearances of x by x . After the modification, x appears 3 times, and x appears − 1 times. Repeating this substitution, we can make x appear only 3 times. This modification does not change the value of the #CSP problem. We can do this for every variable by introducing more new variables, and the size of the problem stays polynomially bounded.
Our first key lemma is to show that if we have any non-degenerate binary function H ∈ F (this means that the matrix
is non-degenerate), we can interpolate = 2 . For readers who are familiar with holographic reductions, the use of holographic reductions is unmistakable but implicit here. We note that Dyer et. al. [11] proved a similar result for a symmetric binary function H. Lemma 7.1. Let H : {0, 1} 2 → C be a non-degenerate binary function. Then for any F containing H, we have w, y) , where z, w are new variables. This defines a new instance I . Since T I 2 T −1 = I 2 , where I 2 denotes the 2 × 2 identity matrix, the CSP value of the instance I and I are the same. We can stratify the CSP sum defining the value on I according to how many (0, 0), (0, 1), (1, 0) and (1, 1) assignments are given to the occurrences of the new Equality constraints of the form (= 2 )(z, w). Clearly any assignment assigning a value (0, 1) or (1, 0) to some (= 2 )(z, w) has a 0 contribution to the sum. Thus we only need to consider those assignments which assign i many times (0, 0), and m − i many times (1, 1) . Let the sum over all such assignments of the evaluation (including those of T (x, z) and T −1 (w, y)) on I to be ρ i . Then the CSP value on the instance I can be written as 
If λ For the second case, the construction is the same, so we only show the difference with the proof in the first case. Again we can stratify the CSP sum for I according to how many (0, 0), (0, 1), (1, 0) and (1, 1) assignments are given to the occurrences of the new Equality constraints of the form (= 2 )(z, w). Assignment with a non-zero number of (0, 1)'s or (1, 0)'s in I will produce a 0 contribution for I . However, this time we cluster all assignments according to exactly i many times (0, 0) or (1, 1) , and the rest m − i are (0, 1)'s. Note that any assignment with a non-zero number of (1, 0)'s will produce a 0 contribution in the CSP value for I k , after the substitution of each = 2 (x, y) in I by 
We can take k = 1, . . . , m + 1 and get a system of linear equations on λ i ρ i . Because the coefficient matrix is a Vandermonde matrix, we can solve λ i ρ i and (since λ = 0 as H is non-degenerate) we can get the value of ρ m , which is the value of I.
Definition 7.2. Given two sets of functions F and G , we define a counting problem #G | F :
Input: A signature grid Ω = (G, G , F , π) , where G = (V 1 , V 2 , E) is a bipartite graph, and π maps V 1 to G and maps V 2 to F ; Output: Holant(Ω).
It can be seen that #R 3 -CSP(F ) is just #{= 1 , = 2 , = 3 } | F , and the more general Holant(F ) corresponds to the computation of the value of #{= 2 } | F . Lemma 7.1 proves that for any F containing a non-degenerate binary function H, and G containing = 2 , we have #G | F ∪ {= 2 } ≤ T #G | F . Our next step is to realize a non-degenerate binary function H from F which is assumed to be neither a subset of A nor a subset of P.
A function of arity k can be expressed by its truth table of length 2 k . Define
to be the set of functions that can be expressed as a tensor product of k unary functions for some integer k, that is, a function in D is the product of k unary functions applied to its k variables respectively. (Here D stands for degenerate. A binary function is in D iff its corresponding matrix is singular. A binary function is not in D iff it is non-degenerate as defined earlier. D is a subset of P.) As F ⊆ P, certainly F ⊆ D, therefore there exists some F ∈ F and F ∈ D. We will prove that if F ∈ D, then we can use F to construct a non-degenerate binary function H. That is, #{= 1 ,
In fact, we prove a stronger statement
This result may be of independent interest in the study of Holant problems. (The unary Equality function (= 1 ) = [1, 1] is just the constant 1 function, and is avaiable in all CSP problems, because for any variable x, adding no matter how many = 1 (x) constraints, the answer is unchanged.) Another advantage of this restricted construction is that we can use the technique of a local holographic reductions without considering its effect on = 3 .
As a first step, we prove 
Proof. Suppose the arity of F is k. All functions of arity 1 are in D, so k = 1. If k = 2, we let H = F . Suppose k ≥ 3 and the conclusion holds for arity less than k. In the following, whenever we constructed (simulated) a function of arity less than k, we always assume the function is in D, for otherwise the lemma is proved by induction. We eventually will reach a contradiction.
We note that, since we can use the unary functions ∆ 0 and ∆ 1 , from the given F we can construct any F x i =c , where c = 0, 1, on k − 1 variables.
If
To prove (1), w.l.o.g., since Z =Ȳ , we suppose y 2 = z 2 = c.
Consider all Z ∈ {0, 1} k−1 such that Z = Y and Z =Ȳ . There are two cases:
1. There exists a Z 0 , satisfying Z 0 = Y and Z 0 =Ȳ such that
We can substitute Y by Z 0 and Z 0 byȲ in the above proof, and sinceȲ = Z 0 andȲ =Z 0 , (1) applies to the pair Z 0 andȲ . Thus either
Contradiction.
2.
F is zero at all points other than the following four inputs: (0Y ), (1Y ), (0Ȳ ), (1Ȳ ).
By induction F x 1 =0 ∈ D and therefore it has the form
It is zero everywhere except possibly at Y andȲ . If it is non-zero at both points, then
Similarly, because F x 1 =1 ∈ D, at most one of F (1Y ) and F (1Ȳ ) is non-zero. If F (1Ȳ ) = 0, then F is non-zero only possibly at (0Y ), (1Y ). Thus F x 2 =ȳ 2 is identically 0, and F = ∆(x 2 ) · F x 2 =y 2 , where ∆(x 2 ) is a unary function on x 2 , such that it takes value 1 if input x 2 = y 2 and 0 otherwise. Note that F x 2 =y 2 ∈ D by induction, and ∆(
Hence F (1Ȳ ) = 0. Therefore F (1Y ) = 0. We conclude that F is zero everywhere except at inputs (0Y ), (1Ȳ ), where it is non-zero. Now we construct [1, 0] is much easier to analyze than [1, 1] , so we use a holographic reduction (in fact, an orthogonal holographic reduction) to turn [1, 1] 
It is an algebraic fact that = 2 is unchanged under an orthogonal holographic transformation: = 2 can also be written as a row vector [1, 0] 
which is equal to [1, 0] The following is Valiant's Holant Theorem [19] .
We now introduce a technique of local holographic reductions. Instead of applying a holographic reduction on the whole signature grid instance, implicitly taken as the default in Theorem 7.1, we can apply it locally for gadgets, which realizes a non-degenerate binary function from a function not in D. The orthogonal holographic transformation will not change the value of the whole instance. For the local orthogonal holographic transformation, the function of gadgets will be changed according to M . In #G | F , if we constructed a gadget to realize function H whose inputs are from functions in F , then we call this gadget a RHS gadget, and get a reduction from #G | F ∪ {H} to #G | F . The proof is essentially the same proof as for Theorem 7.1. We go back to our problem. We have some F ∈ D. We want to prove there exists a binary function H ∈ D (i.e., H is non-degenerate) such that
here to do a local holographic reduction, which is an orthogonal matrix. This changes [1, 1] Applying a local holographic reduction and Lemma 7.4 to the pair F, F and the pair H, H, we conclude that to prove there is a gadget realizing a binary function H ∈ D in #{= 1 , = 2 } | {F }, it is equivalent to find a gadget realizing a binary function H ∈ D in #{∆ 0 , = 2 } | { F }. This is the following lemma. Proof. Suppose the arity of F is k. All functions of arity 1 belong to D. Hence k ≥ 2. If k = 2, we let H = F . Now suppose k ≥ 3 and the conclusion holds for arity less than k.
We have ∆ 0 = [1, 0] . This allows us to fix some inputs to the value 0. If we construct some function not in D with arity less than k, then the proof is completed by induction; so we always assume the function is in D.
Note that with [1, 0] we can construct F x 1 =0 . We may therefore assume
There are three cases:
1. F x 1 =0 is identically zero. This means that there exists some j ∈ {2, . . . , k}, such that a j = b j = 0.
We define the following function P (x 2 , . . . , x k , y 2 , . . . , y k ) = x 1 ,y 1   F (x 1 , . . . , x k )F (y 1 , . . . , y k )I 2 (x 1 , y 1 ) = F (1, x 2 , . . . , x k )F (1, y 2 . . . , y k ) . This function can be obtained by taking two copies of F and connecting the respective two first variables x 1 and y 1 by = 2 . In fact, since F x 1 =0 is identically zero, P = (F x 1 =1 ) ⊗2 , and we can use it as two individual functions F x 1 =1 , on two sets of disjoint variables (x 2 , . . . , x k ) and (y 2 . . . , y k ). Since F x 1 =1 ∈ D, by induction hypothesis, we have a construction for simulating a binary non-degenerate H using F x 1 =1 , ∆ 0 and = 2 . Take two copies of this construction, and replace each two F x 1 =1 functions by one P . This realizes H ⊗2 . Connecting two inputs of the four inputs of H ⊗2 by = 2 , as illustrated in Figure 2 , we get a non-degenerate function H 2 . , where m ≥ 1 and all c j = 0. This is a constant multiple of (∆ 1 ) ⊗m , which allows us to effectively apply ∆ 1 on m separate variables at once. Take m copies of the construction from Lemma 7.2, and then replace every m occurrence of ∆ 1 by the (∆ 1 ) ⊗m constructed above. We get some H ⊗m , for a non-degenerate binary H. Then by the same connection technique we can get H m , which is also a non-degenerate binary function.
3. All a j are nonzero. F (1, . . . , 1) . Note that δ = 0, for otherwise F ∈ D.
We construct a function P . Note that F x 2 =x 3 =... The above process can be applied to any x i .
There are two subcases:
(a) There exists a b s ∈ {i, −i}. W.l.o.g. assume s = 1. In this case b 2 s = −1 implies that P is always 0 except on input (1, . . . , 1), so we can use P as k − 1 copies of ∆ 1 , and by a similar argument to the second case, using Lemma 7.2, the conclusion holds. We can prove Theorem 2.2 now.
Proof. If F ⊆ A and F ⊆ P, #CSP(F ) is hard. Because D ⊆ P, by Lemma 7.5, we can simulate a non-degenerate binary function H. That is, we reduce #R 3 -CSP(F ∪ {H}) to #R 3 -CSP(F ).
By Lemma 7.1, we can reduce #R 3 -CSP(F ∪ {= 2 }) to #R 3 -CSP(F ∪ {H}). At last, reduce #CSP(F ) to #R 3 -CSP(F ∪ {= 2 }).
