Abstract-In this paper, the problem of load balancing in network intrusion detection system is considered. Load balancing method based on work of several components of network intrusion detection system and on the analysis of multifractal properties of incoming traffic is proposed. The proposed method takes into account a degree of multifractality for calculation of deep packet inspection time, on the basis of which the time necessary for comparing the packet with the signatures is calculated. Load balancing rules are generated using the estimated average deep packet inspection time and the multifractality parameters of incoming load. Comparative analysis of the proposed load balancing method with the standard one showed that the proposed method improves the quality of service parameters and the percentage of packets that are not analyzed.
INTRODUCTION
Intrusion detection (attack) is the process of monitoring events occurring in a computer system or network in order to search for signs of possible incidents. Intrusion detection system (IDS/IPS, Intrusion detection system/Intrusion prevention system) is a necessary element of protection against network attacks. The main purpose of such systems is to identify the facts of unauthorized access to corporate network and take appropriate countermeasures [1, 2] .
Currently, there are works aimed at solving the problem of load balancing in Network Intrusion Detection System (NIDS) [3] [4] [5] . In [6] the parallel architecture of NIDS is considered, which overcomes the restriction on intrusion detection, distributing network traffic load on an array of sensor nodes. The paper [7] proposes a general architecture for deploying NIDS in a network that uses three scaling options: path-bydivision for sharing responsibilities, replication of traffic to NIDS clusters, and aggregation of intermediate results to separate costly NIDS processing. In [3] authors offer various policies for activating/deactivating a dynamic load balancer by comparing single and double threshold circuits and load representations based on resource models and load aggregation models.
The aim of this work is a modification of the load balancing method taking into account the self-similar properties of the input load in NIDS.
II. DESCRIPTION OF NIDS
Since an architecture based on only one traffic sensor can not be sufficient to resist vulnerabilities in networks that are characterized by a large amount of traffic, therefore, a distributed architecture with multiple sensors is the most efficient solution for analyzing traffic and high-speed networks [8] [9] [10] . This distributed architecture is characterized by a set of nodes that direct portions of network traffic to different NIDS sensors through some traffic shaping policy [9, 11] . Each NIDS sensor analyzes the received traffic for intrusions.
The main problem is that the incoming traffic received by a distributed architecture of NIDS has a long-term dependency and bursts. Therefore, the work uses analysis of incoming traffic for the presence of fractal properties and dynamic redistribution of the load among a sensors [12, 13] . It is proposed to use a balancer that receives periodic information about sensors condition, and based on some policy, it can implement a load balancing mechanism to move part of network traffic from overloaded sensors to less loaded [12, 13] . Load conditions of each sensor are usually evaluated by analyzing incoming traffic. However, in conditions of intense traffic with unexpected bursts, it is extremely difficult to determine the optimal decision-making policy and the loadbalancing algorithm for the load balancing process. [8, 9] .
The NIDS system contains of
) nodes, each of them has its own queue, as well as one input queue.
To determine load state of NIDS node it is necessary to collect statistics of input queue for a period of time ] , [ 0 0
The average CPU load of i -th NIDS node is T is needed for analysis. In other words, the packet service time is proportional to the number of signatures that must be matched with a packet. The ratio of the packet service time in one node to the total packet service time for an operation on all nodes is called the packet transfer rate.
Average service time of IDS is time, required by IDS with configuration of a rules j R to successfully determine a permission/prohibition of responding to a specific type of intrusion. The average IDS service time is determined as [17] : A service time-aware load balancing method uses a deep packet inspection (DPI) time of the NIDS node in which a connection between traffic and signature is analyzed using the estimated packet service time. The DPI time for one packet is determined by the number of signatures corresponding to packet.
III. PROPOSED METHOD
In this paper we propose a load balancing method based on service time-aware load balancing, and signature analysis, and taking into account the properties of self-similar traffic. Selfsimilarity of traffic means maintaining the distribution law for different time scales [10, 14] . The degree of self-similarity is characterized by a number -Hurst exponent H (0<H<1), which also is a measure of long-term dependence. The greater the value of H, the stronger and longer correlation between traffic values; this property of traffic does not allow a system resources to be quickly released, because a large data values are followed by large ones [12, 13, 15] .
Burst property (heterogeneity of traffic) is characterized by the presence of large emissions in a traffic realization with a small intensity. For the mathematical description of burst property, it is necessary to consider the q-th moments (q>2) of a process. The characteristic of traffic multifractal properties is the generalized Hurst exponent h(q). It is nonlinear function, that is based on the q-th moments and characterizes a heterogeneity of self-similar traffic. The larger the range min max
, the greater the heterogeneity (bursts) of traffic, i.e. a stronger emissions are present in a traffic realization. The method proposed in this paper can provide uniform load balancing at discrete instants in order to fully utilize the multithreaded NIDS, which leads to more efficient use of the system in processing data for intrusion detection. This method consists of the following operations. T corresponding to a particular service is evaluated. The average time of DPI packets for signatures of a particular service can be calculated using a signatures number and the average processing time of all signatures of a particular service, taking into account the multifractality parameters. 7. Generating a first list of service, which has an average DPI time greater than or equal to a specified level, by sorting. And, accordingly, generate a second list of service, which has an average DPI time less than a specified level.
8. Changing the balancing rule is initiated to turn-on. Changing occurs, when a specified condition that affects a total DPI time of a distributed NIDS is met, or the specified time for updating a signature database expires. . It can change periodically depending on result of traffic analysis. According to a new load balancing rule, packets for each type of service included in the first list of service are assigned for processing to certain NIDS components, and packets for service types included in the second list of service are assigned for processing to other NIDS components.
11. After the signature analysis, a load balancing rule is updated. Load balancing is performed in accordance with a updated load balancing rule T Load .
12. Balancing of arrived packets are carrying out in next set time period 2T on several NIDS components using newly created balancing rule based on a result of analysis of packets arriving at a specified time period T.
13. Events of exceeding the specified level by the traffic of incoming packets or the end of specified load balancing time are monitored before the analysis of packets arriving in the 2T time period. Packets are processed and analyzed by components NIDS using the updated load balancing rule.
14. Follow balancing in accordance with operations 2-13.
Thus, the method of load balancing in network IDS, that takes into account the self-similar properties of incoming traffic is presented in this paper.
IV. SIMULATION RESULTS
Simulation was performed in a program written in Python to test the validity of proposed method. During simulation, we assigned an equal processing time for all rules (one time unit). The input of the system was fed with the generated multifractal traffic described in [4] . Data coming from an external network creates additive multifractal traffic that contains threat markers. These data are sent to a balancer, which regulates the data flow using selected balancing policy and are sent to the NIDS nodes.
To analyze the proposed balancing method, numerous studies of NIDS balancing system were performed for different values of multifractal traffic parameters: the range of values of the generalized Hurst exponent Studies have shown that multifractal traffic characteristics significantly affect the system imbalance, the number of not analyzed packages and lost data increases, as it is shown in Table 1 . As small values of H and small heterogeneity a balancing system comes in equilibrium state and the performance of NIDS is satisfying, and imbalance value tends to zero. As large values of the Hurst index and large heterogeneity, the balancing system is in an unstable state and the imbalance value changes several times, which leads to the maximum load of resources, and consequently to a significant increase in the number of not analyzed packets and lost data.
CONCLUSION
In this paper, we propose a new approach to solving the problem of self-similar load balancing in high-speed Intrusion Detection Systems. The paper proposes a modified load balancing method, based on accounting of service time, in which packets arriving in a specified time period are compared with one or more signatures. The proposed method takes into account the degree of traffic multifractality for the calculation of DPI time, on the basis of which the time required to compare a packet with signatures is computed, collects work time statistics, generates and updates the rules for balancing incoming packets. The proposed load balancing method provides a statically uniform load distribution on NIDS nodes, a low percentage of lost data and not analyzed packets and aims to provide high rate and accuracy of intrusion detection with a quality balancing of the incoming load.
In the future work we planned to carry out a comparative analysis of work results of rules for intrusion detection by signatures and abnormal behavior for various types of attacks (denial of service, suspicious activity, system attack), their influence on the multifractal characteristics of traffic and determining boundary values for behavior characteristics of the input data to reduce the probability of the error detection.
