Moving Beyond Content‐Specific Computation 

















to  overcome  the  limitations  inherent  in  dispositional‐style  computation.  Examining  these 
developments,  and earlier  theoretical  arguments,  reveals  a deep distinction between  two 
fundamentally  different  styles  of  computation,  defined  here  for  the  first  time:  content‐
specific computation and non‐content‐specific computation. Deep episodic RL networks, for 





























For  those of us who have  long championed artificial neural networks  (ANNs), 2012 
was  a  good  year.  Finally,  ANNs  were  starting  to  out‐perform  classical  computational 
architectures on some tasks. Their promise – to be a powerful supplement to the undoubted 
prowess of classical computation – was beginning to be fulfilled. Using fast, special‐purpose 
computer  chips,  a  variety  of  technical  tricks,  and  huge  databases  of  training  data,  neural 
networks with multiple hidden layers began to out‐compete all other computational systems 
















Nevertheless,  this  is  probably  a  good  model  of  tasks  that  humans  perform 
automatically, without deliberative reasoning. To approach the goal of human‐level AI, other 















the  way  representations  are  structured,  but  in  how  they  are  processed,  in  the  kinds  of 






us  to  see why  there are  substantial benefits  in a  system that has access  to both  forms of 










memories  in  this way  calls  for  a  new  computational  capacity,  the  ability  to  perform non‐









  ANNs  are  trained  to  have  a  certain  input‐output  profile.  For  example,  one  set  of 
images is mapped to the output “train”, another set to the output “cherry”, and so on. During 




endeavour,  like  depth,  and  training  some  layers  before  others.  These  also  encourage  the 




Memory  and  computation  are  combined,  unlike  in  a  classical  computer.  The 
computations performed by the trained system map specific regions of input space to specific 




do something different with  inputs  in the  I1  region from what  it does with  inputs  in the  I2 
region.  Rather  than  transforming  all  inputs  according  to  a  common  principle,  to  a  first 








turned  out  that,  even  when  there  are  hundreds  or  thousands  of  different  input‐output 
dispositions  to be achieved,  learning by backpropagation of error  can  find a  solution  that 







of  distributed  patterns  of  activation,  not  the  activity  of  individual  nodes.    In  a  DNN 
architecture, the functional level that connects with what the system has been trained to do 
– the tasks it has been designed to perform (Shea, 2018) – consists of the transformation of 




trained  to  implement  a  mapping  that  takes  different  regions  of  input  space  to  different 
outputs.  At  lower  levels we  find  common  principles  at work,  for  example  in  the way  the 
activation of individual units is convolved with a weight matrix, summed, and passed through 
an activation function. At a still lower level we find at work the common principles of solid 
state  physics.  DNN  models  are  implemented  in  classical  computers.  At  the  level  of 




















tree  search  through  a  causal model  of  the  domain.  A  deep  network  proceeds  via  several 




These  points  apply  equally  to  the  newer  AI  systems  that  combine  deep  neural 
networks with reinforcement learning: deep RL. In deep RL, computational outputs are not 
specified directly,  as  in  a DNN doing  supervised  learning  to produce  labels  in  response  to 
images, say. Instead the system relies on a reinforcement signal to learn a non‐linear mapping 
from inputs to state values or action values (Botvinick et al., 2020). These systems retain the 
computational  efficiency  of  earlier  DNNs,  and  share  the  same  drawbacks,  being  data 






(assumptions about  the  task domain).  They  learn very  slowly.  Increasing  the  learning  rate 
leads to catastrophic interference between different input‐output mappings. With meta‐RL, 






changing  probabilities  that  different  stimuli  will  deliver  rewards.  When  state  values  or 
probabilities change, the system can rapidly adjust to the new environment without having 
to  alter  the  weight  matrix.  The  disposition  to  do  rapid  reinforcement  learning  of  the 
appropriate kind is embedded within the input‐output profile of the trained dynamic system. 
 





each  state  is  a  representation of  the  array  of  pixels  on  the  screen  (embedded  in  a  lower 
dimensional state space). What counts as a reward is winning the game, so the discounted 
future  reward  in  a  state  is  effectively  an estimate of  the probability of winning  the game 
starting from that state (i.e. that arrangement of pixels). A model‐free RL system would simply 
record a  reward  value  for  each  state  in  a  fixed  list  of  states,  updating  these  values when 





recorded  for  similar  states, weighted by  the degree of  similarity  to  the  current  state.  For 
example, encountering a slightly different array of pixels for the first time, it will look at the 
rewards  received when starting  from closely‐related  frames  (states  that are nearby  in  the 
state space in which pixel space is embedded). At the same time, a DNN uses gradient descent 














Graves  et  al.  (2016).  Although  the  DNC  has  proven  difficult  to  scale  to  high  dimensional 
















Santoro et  al.,  2017; Madarasz & Behrens, 2019;  Locatello et al.,  2020).  Furthermore,  the 
model‐free learning of episodic deep RL can be combined with model‐based reasoning about 
the  task.  Unlike  a  model‐free  system,  a  model‐based  system  represents  aspects  of  the 
structure of its environment, for example the way actions cause particular outcomes, or the 





2017;  Botvinick  et  al.,  2020).  Separating  learning  about  how  states  are  structured  from 
learning  about  rewards  has  helped  overcome  this  problem  (Madarasz  &  Behrens,  2019). 




  In  summary,  although  the dispositional  approach has  considerable mileage,  e.g.  in 
meta‐RL systems, adding a store of explicit memory has opened up a whole swathe of new 
computational  possibilities,  developments  that  are  already  beginning  to  overcome  the 
limitations of the earlier DNN and deep RL systems. This advance comes at a computational 
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  Whichever way  that  issue  turns  out,  Gallistel  &  King  (2010)  have  a  second, more 







  ANNs  combine  computation  and memory  together.  They  “remember”  the  past  by 
changing the weight matrix, which is the basis for their computational dispositions. Training 
changes  the  way  distributed  representations  are  processed,  that  is,  it  changes  the 




























Gallistel  &  King  (2010,  pp.  43‐54)  argue  that  dealing  with  the  past  is  a matter  of 
implementing an input‐output function that takes many arguments as input (n arguments, if 





of  n  arguments  is  implemented  by  breaking  it  down  into  a  series  of  functions  of  two 
arguments and calculating each using the same processing machinery. (As we will see, this 
depends  on  availability  of  a  computational  process  that  is  independent  of  the  particular 




























success  of meta‐learning  in  the  Transformer  architecture  (Brown  et  al.,  2020).  But,  these 
solutions also run up against the infinitude of the possible and the escalating cost of a solution 

























In  short,  since  the  early  success  of  2012,  the  basic  DNN  architecture  has  been 




Elements  of  these  models  work  in  a  completely  different  way,  separating  memory  from 


















or  other  –  but  the  specificity  of  the  collection  of  dispositions  in  a  trained  DNN.  So  I  will 
introduce  the  more  precise  notion  of  a  ‘content‐specific’  computation,  to  contrast  with 
computations  that  operate  in  a  uniform  way  whatever  the  input  (e.g.  an  algorithm  that 
computes  the  distance  between  any  two  vectors  in  activation  space).  Typically  a 








  To  define  the  distinction  between  content‐specific  and  non‐content‐specific 
computation, I need to appeal to the way contents are involved in making a computational 
step  ‘faithful’  to  content  (Shea,  2018).  In many  cases,  being  ‘faithful’  is  a matter  of  truth 
preservation:  the outputs are guaranteed  to be  true  if  the  inputs are  true.  In many other 
cases, a computational step is faithful to content because the conclusions are likely to be true 
if  the premises are true. There  is no guarantee that  the outputs of an  image classification 
network  will  be  correct  but,  after  training,  they  are  likely  to  be.  A  content‐specific 





architecture).  They  perform  regular  logical  and  mathematical  functions.  These  are  non‐
content‐specific computations. 
 
  Our  episodic  deep  RL  systems  apply  non‐content‐specific  computations  to  stored 















memory?  No.  Online  inputs  can  also  be  treated  in  a  general,  non‐content‐specific  way. 
However, although there is no necessary connection in either direction, in the episodic deep 
RL models we  see  that  it  is particularly useful  to  combine  them:  to deal with  the past by 
storing  explicit  memories  and  then  to  compute  with  them  using  non‐content‐specific 
algorithms.  That  highlights  the  benefits  that  accrue  to  a  system  which  can  supplement 






























































Penn  et  al.  (2008)  set  out  a  computational model  in which  role‐filler‐independent 





trained  dispositions  of  a  connectionist  system with  role‐filler‐independent  reasoning  in  a 
classical  symbolic  system.  Standardly,  researches  have  focused  on  the  difference  in 
representational structure and compositionality between these two systems. What is striking 
for  our  purposes  is  that  their  model  combines  two  different  computational  primitives: 






















So  far,  I  have  argued  that  in  the  basic  DNN  architecture,  the  trained  network 
implements a collection of content‐specific computations. Recent developments have seen 
this  supplemented  with  non‐content‐specific  algorithms,  in  particular  involving  explicit 







categorise  the  objects  and  events  we  experience  and  generalise  our  experience  to  new 
instances.  But  they  are  more  than  just  a  device  of  generalisation.  Perception  involves 
representations that categorise stimuli and generalise to new samples, but they do not on 
their own amount to recombinable elements of thought (Eimas et al., 1971). Concepts are 
representations  that  figure  in  our  reasoning  and  deliberate  thought  (Stanovich &  Toplak, 






























perception‐like  system, which  is  then  linked  to  a more  symbolic‐like  representation  (role 
representation) on which the system can do logical inference. Thus, the symbolic system is 
grafted  on  to  a  distributed  connectionist  architecture  performing  content‐specific 















to  the more specific perceptual contents  from which  they were abstracted. Computations 
that  go on amongst  the pointers  are  relatively non‐content‐specific, whereas unpacking a 
pointer  into  the  less  abstract  representations  to  which  it  points  is  a  content‐specific 
operation. Quilty‐Dunn has also argued that pointing is a good way to understand the relation 
between  a  concept  and  the  information  which  it  encodes  (Quilty‐Dunn,  2021).  This 
philosophical model  is  quite  different  from  Eliasmith’s  semantic  pointer  architecture,  but 
shares with  it the  idea that concepts are a species of representation, pointers, over which 
computations can occur without calling on the  information to which they point. From our 




specific  transitions  of  a  different  sort,  ones  that  take  place  between  conceptual 
representations  directly.  Just  as  a  model‐free  system  can  learn  to  recognise  patterns  in 
inferences (Lake et al., 2017), a thinker may be disposed to move directly from thinking Fido 
is a dog to Fido barks. If made directly, the inference does not depend on representing a minor 




kinds  of  transitions  between  conceptual  representations  directly,  then  they  are  quite 
different from non‐content‐specific transitions like the logical inference based on universal 
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power  gives  rise  to  an  unbounded  number  of  ways  they  can  be  composed  into 
representations to enter into computations. Just highlighting the existence of non‐content‐















‘All meerkats are  skittish, Oleg  is a meerkat.’  It  should do  something of  the  same  form  in 
response  to  both,  producing  the  outputs  ‘Socrates  is  mortal’  and  ‘Oleg  is  skittish’, 
respectively.  Are  there  transitions  in  a  DNN  that  consist  of  content‐specific  expectations, 
wired  in  as  a  result  of  learning,  rather  than  non‐content‐specific  computations,  like 
normalization and regularisation? 
 
























might  find  that  certain  components  are  encouraged  to  discover  non‐content‐specific 
computations. For example, there is evidence that, in transformer models of natural language 
processing,  some  components  specialise  in  relatively  non‐content‐specific  operations,  like 





























naturally  understood  as  explicit  representations,  and  operating  on  them  classically.  And 
although  the  content‐specific  computations  in  a  DNN  are  often  encapsulated  from 




dispositional  computation.  Nor  does  non‐modular  imply  non‐dispositional.  Where 
encapsulation is broken, that can a matter or responding in a content‐specific way to inputs 
from elsewhere  in  the system (as with LSTM, Hochreiter & Schmidhuber, 1997), or  it may 
cross our Rubicon and introduce non‐content‐specific computations on explicit memories. 
 
  Second,  compositionality.  The  ability  to  use  representations  with  compositional 
structure is undoubtedly important. However, elements of compositionality can already be 
found in DNNs that compute according to content‐specific principles. For example, they can 
learn  to extract objects or  features  from  images  (Higgins  et  al.,  2016;  Eslami et  al.,  2016; 
Locatello  et  al.,  2020).  Conversely,  stored  explicit  representations  need  not  have 
compositional  structure,  although  often  they  do.  An  episodic  memory  of  a  previously 
encountered  state  can  simply  be  a  record  of  an  input  vector,  without  recombinable 
compositional structure. In the episodic deep RL discussed by Botvinick et al. (2019) (Blundell 
et al., 2016; Pritzel et al., 2017), the state representations are stored together with a record 




representation  can  be  content‐specific.  We  only  cross  our  Rubicon  when  a  structured 
representation is input into an algorithm that is independent of the particular values of task 











  Third,  consider  the  distinction  between  model‐free  and  model‐based  RL  (Butlin, 










  On  the other hand, model‐free RL  can also be – and outside DNNs  standardly  is – 
implemented  in a non‐content‐specific algorithm, one which calculates and updates state‐




with  a  non‐content‐specific  model‐based  system,  the  pros  and  cons  of  each  style  of 
computation are laid bare: the dispositional content‐specific system requires lots of samples 
and becomes  resource‐intractable unless operating  in a  restricted domain;  for  the model‐









Some of what a  system  learns about  its environment may be encoded  in  the  form of  the 











past  is entirely  implicit –  implicit  in  trained dispositions  to move between  inputs,  internal 
states and outputs. Storing  information  implicitly  in an  input‐output disposition calls  for a 
disposition which  is specific to the particular contents presented at  input.  It  is by having a 
specific disposition that the system records that the environment it experienced was one way 
rather  than  another.  Only when  facts  about  the  past  are  represented  explicitly  does  the 
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while  paradigmatically  occurring  together,  can  also  dissociate  (including  the  properties 
already  mentioned  in  this  section).  One  precisification,  which  drills  down  to  a  deep 
computational  difference,  is  precisely  the  one  advocated  here.  A  rule,  in  computation  or 
reasoning, is a procedure that takes representations as input and processes them in a way 
that is independent of their particular values. If the rule is that from ‘x and y’ one can infer ‘x’, 
then  how  that  inferential  step  is  performed  does  not  depend  on  which  propositional 
representations are  found at positions  x  and y. Coming at  the  same  issue  from  the other 
direction, a way of understanding what an association is – as a style of computation rather 
than a  form of  learning,  so  that  it  can be contrasted with a  rule –  is as a content‐specific 





computation  experience  is  typically  represented  explicitly,  e.g.  stored  in  random  access 
memory, representations have compositional structure, they can enter into models, and are 
processed using rules. Crucially for our purposes, symbolic architectures rely on non‐content‐
















Recent years have seen  impressive  improvements  in  the capabilities of AI  systems, 
with DDNs at  the epicentre of an explosion of new tools. The practical project of building 















Philosophical  work  on  ANNs  has  largely  focused  on  representational  structure  and  the 
question of whether distributed representations are or can be compositional. In this paper, 
recent  developments  in  neural  network modelling,  together  with  older  arguments  about 
computation, have shown us that it is equally important to examine computational processes. 
Only  when  we  turn  from  structure  to  computation  does  it  become  clear  that  there  is  a 
significant  difference  between  two  fundamentally  different  styles  of  computation,  the 
content‐specific and the non‐content‐specific. The recent success of AI systems in solving real 
world problem is due, in no small measure, to their ability to combine content‐specific with 
non‐content‐specific  computational  processes,  trading  on  the  complementary  costs  and 
benefits of each. This brings them closer to modelling the distinctive mix of capacities involved 
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