ABSTRACT This paper aims to investigate the negative effects of multiple-faults on spectrum-based fault localization (SBFL). Previously, researchers validated the fact that the occurrence of multiple-faults could have a significant negative impact on fault localization. However, a very little current research addresses the degree of these impacts through a systemic analysis. Furthermore, the fundamental causes underlying that negative impact have not been investigated and are not fully understood. We conducted experiments on fourteen real-life open source programs to explore and possibly solve these problems. Our results indicate that: 1) although multiple-faults generally do have a negative impact on fault localization, different fault localizations displayed various levels of robustness against that negative impact; 2) restoring pass/fail fault interactions only has a modest effect on that negative impact; 3) our investigation of twelve Fault Localization Interactions (FLI) shows that there is a dominant FLI-1 interaction in multiple-fault programs which should be responsible for that negative impact; 4) restoring FLI-1 can significantly improve the performance of both SBFL and parallel debugging techniques; and 5) furthermore, this paper practically validated the revised Kendall Tau distance as an efficient measure to help locate test cases, which have triggered FLI-1. Based on the revised Kendall Tau distance, a fast search algorithm has been suggested to locate FLI-1 test cases. It is expected that this paper can provide some insight into the fundamental causes of multiple-faults' negative impact on fault localization and drive the development of more efficient fault localization techniques to improve the identification and handling of multiple-faults.
I. INTRODUCTION
Fault localization methods have been widely used to help engineers find and fix bugs. Researchers have developed numerous approaches to fault localization, including slicebased [1] , spectrum-based [2] and model-based [3] techniques among others. However, the majority of studies on these techniques have demonstrated that their effectiveness is dependent upon the presence of a single bug in a given program, whereas most empirical studies in [4] , [5] strongly suggest that individual failures are always caused by the occurrence of multiple-faults. Considering the ubiquitousness of multiple-fault programs, the impact of multiple-faults on fault localization has become one of the major challenges for the fault localization research community. In response, a number of research projects have been implemented and have concluded that multiple-faults do seriously impact fault localization and may actually prevent it altogether.
To eliminate the negative side impact of multiple-faults on fault localization, Jones et al. [6] proposed the idea of parallel debugging, which was then further developed by Gao and Wong [7] . This approach proved more effective than traditional approaches to fault localization in multiple-fault program. Moreover, many other heuristic methods claim their efficiency with regards to locating multiple-faults, such as Integer Linear Programming [8] and evolution algorithm [9] . However, all the above-described methods require significant additional efforts to reprocess data and to decouple the effect of multiple-faults on fault localization. If the negative impact level is lower than expected and falls within an acceptable range in the debugging process, then a tradeoff could be made between the additional cost of heuristic methods and the acceptable negative impact of multiple-faults on traditional fault localization techniques. Further, these works have failed to investigate the fundamental causes of that negative impact. Considering the widespread occurrence of multiple-faults, understanding their origin and the mechanisms underpinning these impacts could greatly improve the development of efficient fault localization approaches for multiple-fault program.
This study aims to address these issues and contribute to their resolution. In order to do so, 14 open-source programs are explored comprehensively to investigate the degree of negative impact caused by multiple-faults. We first propose a theoretical model without any fault interactions. It will serve as a base line to simulate the performance of fault localization in single-fault scenarios. Then, to obtain a sufficient number of multiple-fault experimental samples, we use mutationbased fault injection [10] to generate 41,982 faulty versions from 14 object open source programs. Comparing separately the evaluation metric of these samples with their theoretical model can provide an insight on the influence of multiplefaults on fault localization. To verify whether the results are metric-related, experiments are carried out on ten representative spectrum-based fault localizations. Furthermore, two heuristic methods of parallel debugging are also employed as contrastive analysis in the discussion. To the best of our knowledge, few studies have investigated the impact of multiple-faults with such number of fault localization metrics prior to this paper. Our empirical results demonstrate that the side impact of multiple-faults is not as great as expected, and that it is not metric-related.
Moreover, we also explore the root causes of this negative impact. In previous fault-localization research, many studies focus on describing the efficiency of different fault localization techniques in multiple-fault programs, but few investigate the factors that influence the performance of these techniques. Recent research focuses on pass/fail interactions, under the assumption that these are the real, underlying cause of general side impact in multiple-fault programs [11] , [12] . However, no direct evidence supports this assumption. The experiments carried out in our study offer a comprehensive investigation of pass/fail interactions as the cause of this impact. In fact, results indicate that restoring pass/fail interactions only modestly affects the negative impact caused by multiple-faults on fault localization.
Furthermore, the results of an investigation on twelve Fault Localization Interactions (FLI) in multiple-fault program show that the distribution of all 12 FLI is extremely unbalanced. In addition, FLI-1 is found to be the most prominent interaction and has the greatest impact on fault localization in multiple-fault program among all 12 FLI. Surprisingly, fault independence is found to be the main cause of multiple-fault negative impact on fault localization techniques.
This paper aims to bring the following contributions:
• Empirically validating the fact that although the negative impact is general and not metric-related, different fault localizations show varying robustness to that negative impact in multiple-fault program.
• Experimental results are given for the demonstration that pass/fail interactions have little effect on that negative impact.
• Finding that the distribution of Fault Localization Interactions (FLI) in multiple-fault program is extremely unbalanced. Fault-independence (FLI-1) is the most prominent interaction and bears the greatest impact on both SBFL and parallel debugging techniques.
• Applying the Revised Kendall tau distance to indicate FLI-1 successfully and a fast algorithm based on that feature is proposed to help debuggers locate failed test cases that have triggered FLI-1. This paper is therefore organized as follows: Section 2 outlines the background and related works. Concepts are introduced in Section 3. Section 4 presents a comprehensive view of the model for single-fault scenario. Research questions and experimental design are listed in Section 5. Experimental results corresponding each research question are summarized in Section 6. Section 7 provides a discussion of four interesting topics related to our findings. Threats to validity are debated in Section 8 Finally, Section 9 includes the conclusion to this paper and suggestions for future work.
II. RELATED WORK A. FAULT LOCALIZATION TECHNIQUES
Fault localization aims to identify the location of faults, and programmers have used numerous methods to do so. A systemic review of fault localization techniques can be found in [13] . Spectrum-based fault localization is the most popular of these techniques for its generality and low cost [13] . Consequently, we decided to explore the scope of SpectrumBased Fault Localization (SBFL). Further studies are needed to generalize our research to other fault localization techniques.
Previous work suggested that program spectrum could be efficient in tracking program behavior [2] . Program spectrum is reviewed in [14] . In this paper, we mainly focus on executable statement hit spectrum [15] , which is the most widely used spectrum. Generally speaking, the execution spectrum of faulty statement is most similar to the spectrum of failed test cases. This similarity can be computed by similarity metrics as suspiciousness. Statements suspiciousness is sorted in descending order. According the SBFL, the higher a statement ranks, the more likely it is faulty.
The primary problem for SBFL is to measure the similarity between suspicious statements and failed test cases. The Operational Taxonomic Units [16] have been proposed and are widely used in order to standardize this procedure and to measure the execution information of each statement in SBFL [17] , [18] . They consist of four operators (described in Table 1 ) which represent the relationship between statements and failures in specific aspects.
Each SBFL includes a suspiciousness function that fully uses these quantities to compute a suspicious value for each statement in the object program. However, due to suspiciousness function diversity, investigating every existing SBFL is difficult. Further, Yoo et al. [19] indicated that there existed no optimum spectrum-based technique. Thus, this paper mainly considers 10 representative SBFLs [13] . They include three classic techniques: Tarantula [20] , Ochiai [21] , Ochiai2 [22] ; five optimal suspiciousness theoretical functions [23] from Xie, and two practical optimal techniques from Barinel [24] and Dstar [17] . The Operational Taxonomic Units [16] , [25] and the suspiciousness functions of these techniques are displayed in Table 2 .
Among these metrics, Tarantula is the most traditional and popular technique. However, it is suggested that Ochiai and Ochiai2 outperform Tarantula [26] , [27] . In addition to Tarantula and Ochiai coefficients, several suspiciousness functions evaluate similarity measures. In order to investigate their effectiveness, Le et al. [18] and Xie et al. [23] recently analyzed 30 suspiciousness metrics, and demonstrated that 5 of these metrics outperformed the rest. Furthermore, results from empirical evaluations suggest that DStar [17] is more efficient than its peers, including Crosstab [28] , H3b, H3c [29] , and RBF [30] . Moreover, Barinel [24] is a representative method with practical performance combining the best of model-based and spectrum-based techniques. Together, these 10 metrics comprehensively cover and represent almost all aspects of traditional SBFLs.
In addition to the traditional SBFLs, parallel debugging is also considered in this study. Locating multiple-faults is difficult for these SBFLs due to the negative impact caused by multiple-faults. To solve this problem, many heuristic methods have been suggested to locate multiple-faults. For instance, Steimann and Frenkel [8] suggested a partitioning strategy originating in integer linear programming to help improve traditional efficiency SBFLs against multiplefaults. Zheng et al. [9] proposed a multiple-fault localization technique based on evolution algorithm, which is more effective than traditional SBFL metrics in this context. Rui et al. [31] investigated an observation-based model to diagnose multiple-faults which yields a better diagnostic ranking than other well-known techniques.
Parallel debugging is the most widely used of these heuristic methods. This strategy was proposed by Jones et al. [6] . It entails grouping failed test cases into different clusters, with each cluster corresponding to one single fault, and then conducting SBFL to locate the fault within each cluster. The effectiveness of parallel debugging depends on clustering methods. The authors developed Behavior Model Clustering and Fault-Localization Clustering to group failed test cases based on their similarity [6] . Further, Gao and Wong [7] proposed Mseer, a more efficient algorithm to locate multiplefaults in parallel, which is based on an improved K-medoids clustering algorithm.
Parallel debugging has shown greater effectiveness than traditional SBFL in locating all faults in multiple-fault programs. We also conducted our experiments on parallel debugging in order to validate our findings featured in the discussion. Mseer and Fault-Localization Clustering was selected as representatives of parallel debugging techniques in order to generalize our results to different algorithms. Mseer efficiency in locating multiple-faults thus proved superior to other parallel debugging techniques. Fault-Localization Clustering and Behavior Model Clustering are both classic and widely used parallel debugging algorithms. However, as stated by in [32] , Behavior Model Clustering lacks detailed information about how user behavior models are clustered. Thus, only Fault-Localization Clustering and Mseer are used for cross-validation.
B. THE IMPACT OF MULTIPLE-FAULTS ON FAULT LOCALIZATION
Numerous research studies have been implemented and concluded that multiple-faults had a serious side impact on fault localization and may actually prevent it altogether [13] . For instance, Tarantula technique efficiency decreases with an increase in fault quantity [20] . Indeed, Srivastav et al. [33] stated that multiple-faults would always hinder debuggers from locating a fault efficiently. Furthermore, Denmant and Ridoux [34] reports that spectrum-based fault localization could only produce ''good results'' if faults were independent of one another. As stated in a recent work by R. Abreu [25] , developers face single faults 82.5% of the time, which means that the impact of multiple-faults is limited. If the negative impact is acceptable in the debugging process, considering the inexpensive cost of traditional SBFL under limited resources, tradeoffs can be made between inexpensive SBFL and heuristic methods with a higher cost.
Systematic empirical investigations of the degree of this negative impact are limited compared with the much-higher number of studies suggesting that multiple-faults had severe side effects on fault localization. Digiuseppe and Jones [35] investigated this impact on coverage-based fault localization, and found it to be negligible, while its influence was not as great as expected. Furthermore, a later study determined that side impact of multiple-faults to be very modest, about 2% from the perspective of EXAM value [36] . However, Perez et al. [25] recently collected the execution information from 279 open-source subjects and claimed that Single-fault SBFL did not fit multiple-fault scenario.
These inconsistent conclusions from [25] and [36] stem from the lack of a theoretical model describing single-fault scenarios. These studies used the mean evaluation metric of all single-fault programs as a base line for single-fault scenario. However, according to set theory, the average evaluation metric at different fault quantity is not invariable in single-fault scenario. Using the mean evaluation metric of all single-fault programs could result in overestimating or underestimating the impact of fault quantity on fault localization. Thus, we need to construct a theoretical model for single-fault scenarios in order to evaluate the comparison process. Moreover, previous studies only researched several traditional SBFLs. Evidence is therefore lacking on whether the impact of multiple-faults on fault localization is indeed metric-related.
C. CAUSES OF THE NEGATIVE IMPACT
It is widely assumed that faulty statements perform independently, as would multiple-faults. However, empirical research indicates that interferences among multiple bugs are serious [37] . Further, Debroy and Wong [11] examined possible interactions in multiple-fault programs, and found that interference between faults is frequent. Coincidentally, Digiuseppe and Jones [12] investigated fault interactions from the perspective of pass/fail information, and discovered that fault obfuscation was very prominent in multiple-fault programs. This data demonstrated that the assumption of independence is incorrect.
Since the execution results are vital for fault localization, the definition proposed by Wong and Jones about fault interactions from the perspective of pass/fail information has attracted the attention of researchers. Moreover, research shows that programs with multiple bugs suffer from these pass/fail interactions [11] , [12] . Are pass/fail fault interactions the cause of the negative impact evidenced in multiplefault program? Unfortunately, there is neither any direct evidence nor any theoretical analysis to draw this conclusion.
Beyond pass/fail fault interactions, the Operational Taxonomic Units [16] , [25] are fundamental for SBFL. If these Units are kept consistent with single-fault scenarios in multiple-fault program, SBFL efficiency should be equal in both cases. Thus, the interactions between these Units are the key to reveal the negative impact in multiple-fault program; however, the interactions between these Units have been overlooked in previous studies. Therefore, this fundamental cause will be explored in this work. As the distribution of these interactions for pass/fail interactions has been investigated in related works [11] , [12] , we only explore the impact of pass/fail interactions on SBFL. We first define 12 Fault Localization Interactions (FLI) to describe interactions between the Operational Taxonomic Units. Their distribution and their impact on SBFL are also studied.
III. CONCEPTS A. PASS/FAIL INTERACTIONS
Fault interactions are phenomena in which the faults have exchanges with one another when certain inputs or environmental conditions bring uncertainty to the system. Zheng [9] defined fault interactions from the perspective of pass/fail information. In this framework, the interactions can switch the execution result of test cases from pass to fail or from fail to pass. Based on Debroy's definition, Do and Rothermel [10] described the following 3 pass/fail interactions:
• Pass/fail independence: this interaction occurs when the interactions of multiple-faults do not change the pass/fail results of test cases.
• Fault synergy: this interaction occurs when the execution result of a specific test case is fail in multiple-fault program, while the result of that test case will be pass in any single-fault version.
• Fault obfuscation: this interaction occurs when at least one fault can cause test case fail alone, however, when bringing these faults together, the result of that test case will be pass in the multiple-fault version. The definitions of fault interactions are acting on a set of test suit, which is however, irrelevant for this work, as this paper aims to investigate the impact of different fault interactions on SBFL. Accordingly, every test case fault interaction must be tracked, and different types of test cases must be classifiable according to their corresponding fault interactions. Thus, pass/fail interactions are redefined at every single test case level.
Assuming program P has n faults, let us denote each fault by f 1 , f 2 · · · f n . Let p i denote program P which contains fault f i only and P m denote the program P with m faults. For every single-fault version p i (1 ≤ i ≤ n), let F i t j represent the execution result of test case t j corresponding to single-fault program p i . For multi-fault program P m , F t j represents the execution result of test case t j corresponding to P m . Then the following definitions can apply:
• Test case t j is Fault obfuscation, if: • Test case t j is Fault synergy, if:
• Otherwise, test case t j is Pass/fail independence
B. FAULT LOCALIZATION OPERATOR INTERACTIONS
Because the Operational Taxonomic Units can determine the SBFL results, the negative impact caused by multiplefaults can be manifested in the changes of the four counters in the Operational Taxonomic Units as shown in Table 1 . Fault Localization Interactions (FLI) are defined to describe such conversions between these 4 counters. In multiple-fault programs, 12 possible FLI are compared with single-fault scenarios, as described in Table 3 . In the Single-fault scenario column, the notation n ij (i, j ∈ {0, 1}) indicates the feature of specific faulty statement in its single-fault program. Correspondingly, in the Multiple-fault scenario column, that notation refers to the Operational Taxonomic Units in multiplefault programs. Of special note, Fault Localization Interactions (FLI) are constructed at the single test case level for specific statements, and not for the whole test suite. This means that FLI are only focused on the differences between specific statement's Operational Taxonomic Units in singlefault and multiple-fault scenarios for a specific test case.
For instance, Fig. 1 presents an example of FLI-9 interaction. In this case, there are two single-fault programs and one double-fault program with an oracle program (without any bugs). The black dot in the spectrum column indicates the execution spectrum of a specific statement. A statement is not executed in the test case without labelling that tag. In single-fault scenarios, statements S 2 , S 3 are executed with a passed test case, and their Operational Taxonomic Units are both n 10 = 1. However, in the double-fault program, the execution result has changed into failed, thus the Operational Taxonomic Units are both converted to n 11 = 1 for statements S 2 , S 3 . The process is represented as FLI-9. Other FLI can be presented in a similar way. These 12 FLI form all possible transitions between the 4 Operational Taxonomic Units in multiple-fault programs. Compared with pass/fail interactions, the FLI are more fundamental and concrete in their capacity to reveal the detailed processes which change Operational Taxonomic Units in single-fault program to corresponding Units in multiple-fault programs.
IV. FAULT SCENARIO MODEL
Studying the impact of multiple-faults on fault localization primarily aims to identify the difference in SBFL performance between multiple-fault and single-fault programs. To do so, the first problem is to construct a standard for comparison. Indeed, the fault interactions do reveal major differences between single-fault program and multiple-fault program. In order to eliminate the impact of fault interactions, the benchmark needs to be constructed to describe the case without fault interactions in multiple-fault program as the standard for comparison. Based on that consideration, we propose the concept of Single-fault scenarios. Singlefault scenarios represent the cases where fault interactions have been eliminated and the expense score for each faulty statement in multiple-fault program is the same as the expense score in single-fault program for corresponding faulty statements. It is worth remarking that the Single-fault scenario is not only the instance of a single fault in a program, but also that of multiple-faults in programs. It is a benchmark for comparison.
According to the definition of the Single-fault scenario, the most convenient way to construct Single-fault scenarios is to replace the expense score in multiple-fault program for specific faulty statement with the expense score in single-fault program for the corresponding faulty statement. However, the data thus generated is unstable and vulnerable to data imbalance. For instance, if the data sample at a specific fault quantity is concentrated on several faulty statements, coincidentally, the data sample at other fault quantities is concentrated on other faulty statements. The distribution of the expense scores of these two samples will then be different in single-fault scenarios because of the data imbalance. To avoid data sampling effects, previous works [35] , [36] used the average expense score of all single-fault programs as the standard for single-fault scenarios at different fault quantities. However, the fault quantity and the initial faults which are selected to be the seed faults to generate multiplefault program determine the expectation value of single-fault scenario for different fault quantities. And that expectation value at different fault quantity is variable. For example, given 3 faults f 1 , f 2 , f 3 constituting the initial fault set for 3 single-fault programs, the suspiciousness of the 3 faults is S 1 , S 2 , S 3 (S 1 > S 2 > S 3 ) respectively. Following the definition of single-fault scenario, the suspiciousness of faulty statements in multiple-faults program is the same as the suspiciousness value in single-fault programs for corresponding faulty statements. Thus, in all possible 2-fault programs
in which the suspiciousness of the most localizable fault is S 1 in single-fault scenarios. In this case, the expectation of suspiciousness value for the most localizable fault of these 3 2-fault programs is (S 1 +S 1 +S 2 )/3 as opposed to the average value (S 1 + S 2 + S 3 )/3 as suggested in previous works.
To address the lack of standards for different fault quantities in single-fault scenarios when studying SBFL impact of multiple-faults, a single-fault scenario model (S-model) is first constructed as a benchmark. It is assumed that there are no fault interactions, and that the evaluation score of specific fault in single-fault program remains unchanged in multiplefault program.
The assumption can be formulated as below: Supposing program P with n faults, let us denote each fault by f 1 , f 2 · · · f n . Let p i denote program P which contains fault f i only, and let P m denote program P with m (m < n) faults. If eval(f i ) represents the evaluation score of faulty statement f i in program p i , then we can describe the assumption of S-model as:
Assuming eval(f i ) are set in ascending order. Given sufficient number of m-fault sample programs, the evaluation score expectation E(eval) for the most localizable fault with m faults should be:
In the equations above, symbol ''C'' is for ''combination''. A combination is an un-ordered collection of distinct elements:
Now we can prove that the average theoretical evaluation score for the most localizable fault in single-fault scenarios at specific fault quantity should be equal to the evaluation score expectation of equation (4). Giving seed faults f 1 , f 2 · · · f n , all m-fault programs are generated by selecting m faults from the seed faults and injecting them into an Oracle program (which is fault-free). The number of all possible m-fault programs from the n seed faults should be C m n . In these programs, because eval(f i ) are set in ascending order, according to equation (3), for the most localizable fault, the evaluation score of any m-fault program with f n should be eval(f n ). More specifically, there are C m1 n1 such cases. Similarly, there are C m−1 i−1 m-fault programs whose evaluation score for the most localizable fault is eval(f i ) (i = n, n − 1, · · · , m). Thus, given a sufficient number of m-fault sample programs, the average theoretical evaluation score for the most localizable fault of single-fault scenario can be computed by equation (4) .
Algorithm 1 Generating S-Model at Specific Fault Quantity
Inputs: Correct program P, Initial faults set F, No. of injected faults N, Selected SBFL M Outputs:
expense i ← Computing the expense score for each P i with M 6 EXP ← expense i 7 Sorting EXP in descending order 8 E (eval) ← Updating equation (4) with: m=N, n=n,
This paper sets the expectation value at corresponding fault quantity as the theoretical value in S-model. The process of generating the theoretical value in S-model at specific fault quantity is shown in Algorithm 1. Given initial sets of faults and selected SBFL, the theoretical value of S-model at corresponding fault quantity is generated. With the help of the S-model, we can set a base line of contrast to identify accurately the quantitative effects of multiple-faults on SBFL.
V. EXPERIMENT A. RESEARCH QUESTIONS
To understand the degree of multiple-faults' negative impact on SBFL and the fundamental causes of this negative impact, we suggested the following three research questions: RQ1: How negative an impact would the existence of multiple-faults have on SBFL?
Several studies have examined the existence of negative impacts caused by multiple-faults on SBFL, however, few aim to verify the degree of that impact. Thus, it is interesting to explore this degree. In this paper, we first proposed the Smodel to indicate the single-fault scenario in multiple-fault programs. Then we compared the performances of 10 SBFLs in multiple-fault programs and corresponding S-models to evaluate the degree. RQ2: What is the impact of pass/fail fault interactions on SBFL?
Recent research suggests that pass/fail interactions are the real causes of the general negative SBFL impact in multiplefault programs [11, 12] . However, there is no direct evidence to support this conclusion. This research question aims to investigate the impact of pass/fail fault interactions on SBFL, and to ascertain whether pass/fail fault interactions are the main causes of the negative impact caused by multiple-faults.
RQ3: What is the distribution and impact of FLI in multiple-fault programs?
A core SBFL component, Fault Localization Operator determines SBFL efficiency. FLI can reveal how the negative impact occurs. Investigating their distribution can improve the comprehensiveness of the view on all 12 FLI and their relationships. Further, investigating the FLI impact on SBFL deepens the understanding of this adverse effect mechanism.
In short, RQ1 investigates the degree of negative impact caused by multiple-faults on SBFL. RQ2 and RQ3 investigate the fundamental causes which lead to this negative impact.
B. OBJECTS FOR ANALYSIS
To increase research comparability, the seven Siemens suite programs selected as objects are the most frequently used programs in the study of fault localization [13] . However, individually, none of these seven were of a sufficient size from the perspective of LOC. In order to diversify sample objects, seven large-scale programs were added (Gzip (Version 1.1.2), Flex (Version 2.5.4), Sed (Version 3.01), Grep (Version 2.2), Chart, Math and Time). All C-programs were downloaded from the ''Subject Infrastructure Repository'' (SIR) [38] , with all available faulty versions and corresponding test cases. All Java programs and their corresponding test cases were obtained from Defects4J (Version 1.2.0) [45] , which is a database of existing faults to Java programs. Individual descriptions of each set can be found in [13] , [38] , [45] .
Multiple-fault programs were generated by randomly merging seed faults to the faulty-free programs, with faults numbering from 2 to 10. The GNU Compiler Collection and its Gcov tool gathers every test case coverage information for all C programs. As for Java programs, their coverage information is gathered by using Gzoltar [46] , an efficient Eclipse plug-in tool to obtain running information on Java programs. The strategy for choosing seed faults is summarized as follows:
Gathering all single-fault versions of 14 object programs as seed faults for each experimental object from SIR and Defects4J, in the case that object program's faulty version number is less than 20, artificial faults were incorporated using a mutation-based fault injection to ensure that every object program had at least 20 single-fault versions as [36] . VOLUME 7, 2019 The mutation operators were based on Andrews' four mutation operators [39] :
• Replace an integer constant C with another constant value.
• Replace arithmetic, relational, logical, bitwise logical, increment/decrement, or arithmetic-assignment operator by another operator from the same class.
• Negate the decision in an if or while statement.
• Delete or add a statement. Furthermore, faulty versions were excluded for all programs that generate no failures, as well as faulty versions responsible for system crash, following previous studies (e.g., [11] , [12] , [17] , [35] ). Subsequently, for a number of faulty versions inferior to 20, the final number of faulty versions was made to reach at least 15 by generating additional artificial faulty versions. Given that a maximum injected fault number is only 10, a minimum of 15 single-fault versions for each program ensures that the total number of multiplefault versions would not drastically decrease with fewer than 15 seed faults and that the universality of our work would not be harmed. A comprehensive summary of experimental objects is displayed in Table 4 . 
C. EXPERIMENT DESIGN
In this section, 3 experiments are designed to investigate separately the 3 research questions: a) Experiment 1 compared SBFL efficiency in multiplefault programs and single-fault scenarios. Here, all multiplefault versions of 14 object programs were run. The execution information was gathered and the efficiency of locating the most localizable fault of each multiple-fault program was evaluated. Furthermore, this efficiency was compared with the S-model to determine the degree of negative impact. Finally, 10 representative SBFLs were selected for contrastive analysis to normalize results. b) Experiment 2 investigated the impact of pass/fail interactions on SBFL. The most intuitive approach entailed dividing test cases into three categories: fault independence; fault synergy and fault obfuscation. Results could then be computed by comparing average expense scores of corresponding categories. This comparison works with equal data numbers for all three categories, however, it is unfortunately invalid in most cases (as data numbers are mostly different in each category). As stated in [11] and [12] , the distribution of these three interactions is extremely imbalanced. Such imbalance will result in significant deviation in sample statistical analysis. To overcome this side impact, a classification model was applied to investigate the impact of pass/fail interactions on SBFL by restoring test case results according to their corresponding interactions. The detailed restoration process is shown as below.
Let T Ind , T Syn , T Obf indicate the set of test cases which correspond to the fault independence, fault synergy and fault obfuscation interactions correspondingly:
T Syn = {test case t |t ∈ fault synergy }
T Obf = {test case t |t ∈ fault obfuscation }
Further, T Syn_Res , T Obf _Res is defined as the test cases belonging to fault synergy and fault obfuscation separately after the restoration process. The detailed restoration process can be presented as:
T Syn_Res = restore test case t from fail to pass t ∈ T Syn (9) T Obf _Res = restore test case t from pass to fail t ∈ T Obf (10)
The restoration process doesn't add or exclude any test cases, and only restores the execution results of the test cases to the cases in which the impact of pass/fail fault interactions can be manually deleted. To investigate pass/fail interactions impact on SBFL, all test cases have been divided into four categories: Original case, Ind case, Ind_syn case and Ind_obfcase:
The Original version is the experimental data without any restoration. Ind case is constructed by restoring test cases belonged to fault synergy and fault obfuscation. Similarly, versions of Ind_syn and Ind_obf case are constructed by restoring corresponding test cases. Comparing corresponding version evaluation scores with Original case or Ind case provides an insight into the pass/fail interaction impacts on SBFL.
Given that the occurrence of pass/fail interactions is not metric-related, their impact on SBFL should be general and representative. To avoid burdening readers with too much data, we take Tarantula as representative metric to analyze the impact of pass/fail interactions on SBFL. c) Experiment 3 offered a comprehensive view of FLI distribution and its impact on SBFL. In order to calculate each FLI impact, a similar restoring strategy was conducted to overcome interference from other interactions. For instance, in order to investigate the impact of FLI-1, the Fault Localization Operator had to be changed from n 01 into n 00 by restoring the test result from fail to pass for each FLI-1 scenario.
All experiments are executed on PC with 2.80 GHz Intel Core i5-4200H CPU and 8 GB physical memory. The operating system is Ubuntu 14.04.4, and the compiler used in the experiments is gcc 5.4.0.
D. EVALUATION METRICS 1) THE MOST LOCALIZABLE FAULT
The most localizable fault is the first faulty statement to be located by fault localization. It reflects the most likely bug in the debugging process. As stated in [13] , [17] , the primary aim of fault localization is to help engineers to set a starting point to debug faulty programs, not to locate all faults within a program. Thus, attention is primarily focused on the most localizable fault in this work.
2) EXPENSE SCORE
Expense score captures the efficiency of fault localization to locate corresponding faulty statement in programs. Two major methods allow fault localization efficiency to be evaluated: one measures the statements to be checked before the discovery of the first bug [40] . The other measured the statements requiring checking before locating all bugs in the program [7] . Because the most localizable fault draws greater concerns, our evaluation metric focused on the former method used to describe the percentage of checked statements before the first faulty statement was located [41] , [42] . However, due to SBFL effectiveness, the EXAM score usually approached 0. To enhance analysis readability, the expense score was redefined based on the definition of EXAM score. For faulty statement S f , the expense score of S f is the proportion of statements requiring no examination before the faulty statement S f is found:
Number of statements examined to find s f Total number of statements in program (15) The greater a statement's suspiciousness, the higher its ranking and expense score. In the process of fault localization, different statements may be allocated to the same suspiciousness. In that case, the expense score of these statements will share the same value. Here, the best and the worst cases were proposed [11] , [23] . In the best-case scenario, when multiple statements share a suspiciousness score, the faulty statement would be the first statement for checking. On the contrary, in the worst-case scenario, the faulty statement would be the last statement for checking. Following [11] , [23] , the impacts from both cases were analyzed.
3) THE AVERAGE EXPENSE SOCRE
The average expense score gives the mean expense score in the multiple-fault version of a selected object program. Given n multiple-fault versions of a program, let expense i indicates the expense score of the i-th multiple-fault version to locate the most localizable fault. Then the average expense score for that program is n i=1 expense i /n.
VI. RESULTS AND ANALYSIS
A. THE DEGREE OF NEGATIVE IMPACT CAUSED BY MULTIPLE-FAULTS Table 5 and Table 6 display the differences between the average expense score and the average value of S-model for 10 SBFLs of a given multiple-fault program in the best and the worst-cases, respectively. For instance, in the bestcase scenario, for program Gzip, the difference value is -0.0014 with Tarantula metric. This means that the existence of multiple-faults will cause the expense score of the most localizable faults to decrease by 0.0014 compared with the S-model average in the best-case scenario for program Gzip. A few facts concerning the 280 scenarios listed in Table 5 and Table 6 can be observed, as follows:
• The existence of multiple-faults had general side impacts on any SBFL in both best-case and worstcase scenarios. In the best-case options, there were only 2 scenarios which indicated the opposite situation in all 140 scenarios. In the worst-case option, the proportion of opposites (positive value in Table 6 ) was only 5.71%. Given the evidence that most data in Table 5 and  Table 6 were negative, there was a general detrimental impact for any SBFL, which meant the negative impact was not metric-related. A Mann-Whitney U test was also conducted to test the statistical significance of the expense score of the S-model and original case. Results showed significant differences between these, as their corresponding P-values were less than 0.01 for each program, supporting the existence of general negative impact of multiple-faults on SBFL.
• The robustness of different SBFLs to that negative impact varied. The robustness to multiple-faults could be represented by the comparison values in Table 5 and Table 6 . The greater comparison value, the closer to the single-fault scenario. This pointed to better robustness to negative impacts. A standard Krustal-Wallis H test was conducted among the compared expense scores with S-models of all 10 SBFLs in a specific program to test whether they originated from the same distribution. As derived from Table 7 , the results of Krustal-Wallis H test showed that the compared expense scores of different SBFL issued from different distributions, with all P-values inferior to 0.01. The statistical results led to the rejection of the null hypothesis positing that the comparison values with different SBFLs were from the same distribution, and confirmed the significantly different robustness of different SBFLs to multiple-faults. As displayed in Table 5 , in the best-case scenarios, metric Tarantula held the highest robustness to negative impact. The existence of multiple-faults decreased the average expense score of Tarantula by only 0.0086 to locate the most localizable fault, compared to the S-model. As a contrast, three metrics (Naish2, Wong1, Russel & Rao) performed poorly for robustness (i.e. The existence of multiplefaults decreased the expense score of the three metrics by more than 0.025 on average, compared to the S-model). However, in the worst-case scenario, Russel & Rao held the best performance for robustness. Concerning robustness performances in both best-case and worstcase scenarios, the Barinel metric displayed the highest robustness to multiple-faults, with an average efficiency decline of only 1.7% in locating the most localizable fault compared to the S-model, which is the lowest among all 10 metrics.
• Some SBFLs were unavailable in multiple-fault programs. As shown in Table 6 , by examining more than 50% of all statements in the worst-case scenarios, the metrics Naish1 and Binary nearly lost their capacity to locate the most localizable fault. Consequently, the negative impact in multiple-fault programs may indeed impede or obstruct SBFL availability.
• The negative impact level was lower than expected. For all 140 scenarios in the best-case options, the average difference value of a given program with selected SBFL was only −0.016. In the worst-case, the average value was −0.14. However, as no optimum spectrum-based technique exists in any case [19] , debuggers should have a selection of different SBFLs to select a more efficient debugging process. It is therefore illogical to apply very poorly performing metrics (such as Naish1 and Binary in the worst cases). Consequently, discarding the results of Naish1 and Binary brought the average difference value of a given program with selected SBFL to only −0.033. For RQ1, multiple-faults had a significant negative effect on expense scores compared with the single-fault scenario. On average, they decreased the efficiency in locating the most localizable fault by 1.6% in the best case and 14% in the worst case. However, this decrease was only 0.033 in the worst case when discarding very poorly performing SBFLs in multiplefaults program. Our findings extended Jones' research which found that such side impact represented about 2% from the perspective of EXAM value with Tarantula metric [36] . These experimental results were consistent with these findings, which increased confidence in the conclusions. They also demonstrated that the side impact of multiple-faults was not metric-related. Furthermore, the robustness of different SBFLs to that negative impact was found variable. In this present empirical study, the Barinel metric demonstrated the highest robustness of all 10 SBFLs, from both best-case and worst-case scenarios. for examination for each program. In the illustration, the S-model was suggestive of the case from single-fault scenarios. The Original showed the case in our empirical study without any intervention. Ind represented the case in which the effect of fault synergy and fault obfuscation were restored. Correspondingly, Ind_syn indicated the case removing the impact of fault obfuscation, while Ind_obf indicated the case dispelling the impact of fault synergy. For instance, for the Printtoken program in Fig. 2 , the first bar indicates that in single-fault scenarios, 15.33 code lines must be examined to determine the most localizable fault on average in the best case scenarios.
B. THE IMPACT OF PASS/FAIL INTERACTIONS
As shown in Fig. 2 and Fig. 3 , for all programs excluding Gzip, the impact of pass/fail interactions was not significant. The number of statements for examination was not quite different among Original case, Ind case, Ind_syn case and Ind_obf case.
To calculate the extent of this diversity, S-model and Original cases were set as base lines to represent separately cases without fault interactions and practical results. Furthermore, the average number of statements for verification in order to locate the most localizable fault in Ind case, Ind_syn case, Ind_obf cases were computed separately and compared with the values of both S-model and Original cases. The results are displayed in Table 8 . Positive values indicated that the corresponding interaction had decreased the efficiency of SBFL compared with Original version/S-model, while negative values indicate the opposite.
Compared with Original case, restoring the execution information of both fault obfuscation and fault synergy (Ind case) could have a positive impact on SBFL in the best-case scenario, decreasing the number of statements for examination by1.022. However, in the worst-case scenarios, restoring fault obfuscation(Ind_syn case) interactions cost an additional 10.244 statements to locate the most localizable fault. On the contrary, restoring fault synergy(Ind_obf case) could increase the efficiency of SBFL by decreasing 0.268 statements for examination.
Unlike the Original case, their diversity was relatively extreme large when compared with single-fault scenarios. As exhibited in Table 8 , in the best-case scenario, the average number of statements for examination in Ind, Ind_syn and Ind_obf cases compared with S-model was 30 times greater than the indicator compared with the Original case. Moreover, in worst-case scenarios, 100 fewer statements required examination in single-fault scenarios than all 3 interaction cases. Compared with Original cases, this diversity was far greater in both best-case and worst-case scenarios. Thus, restoring pass/fail interactions could not significantly improve SBFL in multiple-fault programs.
For RQ2, the impacts of fault synergy and fault obfuscation were inconsistent in best-case and worst-case scenarios. Further, these impacts were also insignificant in our case. Their influence was very modest on SBFL efficiency compared with single-fault scenarios.
C. THE DISTRIBUTION OF FLI
This section investigates FLI distribution for the most localizable fault. To achieve this goal, our experiments were reran and interactions' frequency of occurrence of all 12 was gathered. The box plot was introduced to describe all 12 fault interactions' distribution in our 41,982 faulty versions from all 14-object programs for the most localizable fault. Results are shown in Fig. 4 . The horizontal axis indicated the type of fault interactions and vertical axis represents the proportion of occurrence of corresponding interactions in all 14-object programs. Each bar graph brings a comprehensive view of the max, 75%, 50%, mean, 25% and the min value of each category's occurrences.
As shown in Fig. 4 , the following observations can be made:
• FLI-1 interaction accounted on average for 81% of our data set, which was the highest proportion among all 12 interactions.
• Unlike FLI-1, the occurrences of other interactions were relatively small. For the rest of interactions, FLI-9 accounted for 10.51% and the other interactions' proportions tended to equal zero. The distribution of 12 FLI was extremely unbalanced. FLI-1 interaction was the most prominent interaction and occupied over 80% of the occurrences of all 12 interactions.
D. FLI IMPACT
Following the definition of SBFL, if all FLI are removed from multiple-fault programs, SBFL performance in single-fault program and multiple-fault program should be consistent. However, the evidence ofexpense score's general diversion from S-model in multiple-fault program demonstrated that these interactions were active in multiple-fault programs, and could reveal how that negative impact occurs. Therefore, this section investigated the impact of different FLI on SBFL.
The prominent proportion of FLI-1 led to seeking validation on whether this type of interaction was the main cause of the general side impact of multiple-faults on SBFL. Besides FLI-1, the impacts of FLI-3, FLI-8, FLI-9 and FLI-12 on SBFL were also investigated. The other 7 FLI were ignored due to the extremely low proportion of occurrences (nearly zero). Fig. 5 presents separately the results of average expense score for all 10 SBFLs in 7 scenarios (FLI-1, FLI-3, FLI-8, FLI-9, FLI-12, Original case, single-fault scenario). In each subfigure, the horizontal axis gives the types of 10 SBFLs, the vertical axis indicates the average expense score of specific object programs with corresponding SBFL in both best-case and worst-case scenarios. Of particular note, for 5 scenarios FLI-1, FLI-3, FLI-8, FLI-9, FLI-12, all multiplefault programs had removed corresponding FLI manually, inspired by the restoration process on pass/fail interactions. For instance, in the FLI-1 scenario, all multiple-fault programs which satisfied FLI-1 condition changed the execution results from fail to pass, restoring the Fault Localization Operator from n 01 to n 00 , as for other scenarios.
The following trends and facts could be observed from Fig. 5 : • The average expense score in S-model (diamond in green) was significantly greater than that in the Original case (triangle in black) in both best-case and worst-case scenarios for any SBFL. This was consistent with the conclusion that the negative impact of multiple-faults is general.
• There was great diversity between the curve of FLI-1 scenario (triangle in red) and the curve of Original case, which means that restoring FLI-1 impact would significantly alter SBFL efficiency.
• For FLI-3, FLI-8, FLI-9 and FLI-12 interactions, the impacts were not significant as the corresponding curve was consistent with the Original case, which means that restoring these interactions could not significantly change the efficiency of SBFL in multiple-fault program. In order to examine the significance of the diversity between the FLI-1 scenario and the Original case, the MannWhitney U test was conducted to test whether the average expense scores in FLI-1 scenario and Original case were from the same distribution. Results showed significant differences in both best and worst cases, as all corresponding P-values were inferior to 0.01. The statistical analysis validated the significantly difference between these two scenarios. To gain a more accurate and quantitative understanding of the impact of FLI-1, Table 9 and Table 10 displayed the results of the average expense scores after restoring FLI-1 to locate correspondingly the most localizable fault compared with Original cases. A positive value indicated that restoring FLI-1 had increased SBFL efficiency compared with Original cases, while negative value indicates the opposite. The tables show that:
• In the best case scenario, out of all 140 scenarios in Table 9 , 129 scenarios showed a positive value, with only 11 negative scenarios. This result pointed to the general positive impact of restoring FLI-1. On average, restoring FLI-1 brought a 0.0116 increase in expense score for any SBFL in the best-case scenario, as compared with the Original case.
• In the worst case, 38 scenarios yield negative values. This result points to the negative impact of restoring FLI-1. However, 60% of this negative impact is concentrated on the Dstar, Wong1 and Russel & Rao metrics. This concentration results from the construction of these metrics. As an example, for Dstar, the operator n 01 has changed into n 00 due to the restoring process of FLI-1, in that case, the number of operator n 01 will decrease sharply. Meanwhile, if the number of operator n 10 is zero for that faulty statement, then the denominator of Dstar will be zero, which makes that metric unavailable for generating suspiciousness value. Therefore, Dstar would perform poorly in the process of restoring FLI-1. Wong1 and Russel & Rao could be analyzed similarly.
Despite relatively large proportions of negative values in the worst-case scenarios, some 102 scenarios still yielded a positive value, and restoring FLI-1 could significantly improve the expense score by 0.0758, compared with the Original case. For RQ3, restoring FLI-1 had a significant positive impact on SBFL by increasing 0. 0116 expense score in the best case and 0. 0758 expense score in the worst case, compared with the Original case. Compared with the improvement of S-model as described in the RQ1 analysis (0.016 in the best case and 0.14 in the worst case), this diversity could be reduced by 50% with restoring the FLI-1 interaction. On the contrary, the other FLI had a very modest impact on SBFL due to their extreme low occurrences.
Of particular note here, the combinations of FLI may have had a more obvious impact on SBFL efficiency, as despite improvement in SBFL efficiency by restoring FLI-1 interaction, a large gap remained compared with the singlefault scenarios. However, there were 4084(2 12 12) combinations of all 12 interactions, excluding the 12 single interactions. Validating the impact of these combinations on SBFL through empirical experiments is a significant endeavor, consequently, the present study only researched the impact of single interactions on SBFL.
E. SUMMARY
Although numerous works have investigated the negative impact of multiple-faults, all previous conclusions were based on the assumption that the average performances of all single-fault programs could be adequate benchmarks to describe single-fault scenarios. However, according to our analysis in section IV, this assumption would result in overestimating or underestimating the impact of fault quantity on fault localization. We therefore proposed the model of singlefault scenario (S-Model) in Section IV to correct this benchmark deviation, and conducted comprehensive experiments to obtain accurate quantitative data and analyze the negative impact caused by fault quantity.
Our results ascertained that this negative impact was not metric-related, and that it was lower than expected. Moreover, an analysis among 10 representative SBFLs proved for the first time that the robustness of different SBFLs to multiplefaults was variable, and that the Barinel metric was the most robust.
Furthermore, we explored the root causes of this negative impact, and found that restoring pass/fail interactions could only modestly affect this negative impact. However, an investigation on 12 FLI in multiple-fault programs did show that FLI-1 was the most prominent interaction with the greatest impact on fault localization. Restoring FLI-1 could greatly improve SBFL performance in multiple-fault program to locate the top ranked fault, as first reported in this work.
VII. DISCUSSION A. THE IMPACT OF FLI-1 ON PARALLEL DEBUGGING
Parallel debugging has proved more effective than traditional SBFL in locating all faults in multiple-fault programs.
Since FLI-1 has the greatest impact on SBFL in general, restoring FLI-1 can significantly improve SBFL efficiency in multiple-fault scenarios. The impact of FLI-1 on parallel debugging is a very interesting and valuable research question. In this work, we generate and discuss quantitative data on the impact of restoring FLI-1 on the performance of parallel debugging in multiple-fault programs.
In this discussion, Mseer and Fault-Localization Clustering are selected as representative of parallel debugging for the universality of their application and their effective performance in locating multiple-faults. Because parallel debugging is a strategy of generating clusters according to failed test cases, cooperation with specific traditional SBFL is required to produce suspiciousness rankings in each cluster. In order to lighten reader data load and owing to its universal application in fault localization, Tarantula is used in Mseer and Fault-Localization Clustering. Moreover, because parallel debugging generates suspiciousness rankings in each cluster, the max, mean and the min expense scores of all clusters were defined as evaluation metrics for each multiplefault versions in this discussion in order to unify comparison standards. All test results were first duplicated into two copies to investigate FLI-1 impact on parallel debugging. One was recorded as the original test suite, and the other was recorded as the restored test suite. The results of specific test cases that triggered FLI-1 in multiple-fault programs were revised from fail to pass as the restored test suite. The performances of parallel debugging techniques on original test suit were then compared with the performances of parallel debugging techniques on restored test suite to calculate the quantitative results of restoring FLI-1 on parallel debugging. Table 11 and Table 12 give the results of the evaluation metrics after restoring FLI-1, compared with the original cases, respectively. A positive value indicates that restoring FLI-1 had increased the efficiency of parallel debugging, compared with the Original case. Conversely, a negative value points to the opposite. As inferred from the tables, restoring FLI-1 could also significantly improve the efficiency of parallel debugging techniques. In the best cases, all evaluation metric values were positive, with only 3 negative dataset in Table 11 . In the worst cases, there were 79 positive scenarios and only 5 negative scenarios in Table 12 , which indicates that restoring FLI-1 could improve the clustering efficiency in locating the most localizable fault at the average level for both Mseer and Fault-Localization Clustering. Thus, following SBFL results, restoring FLI-1 had a general positive impact on parallel debugging.
B. THE ROBUSTNESS OF SBFL TO MULTIPLE-FAULTS
As described in RQ1, SBFL robustness to multiple-faults was variable. The Barinel metric showed the best performance among all 10 SBFLs representative. The reasons are discussed below. = Positive indicates that the first-order partial derivative of n 00 to metric Tarantula is greater than zero and n 00 has a positive impact on Tarantula efficiency. ''-'' indicates that the corresponding variable does not appear in metric function.
As Table 13 , the impacts of n 00 and n 11 are universal positive on SBFL and the impacts of n 01 and n 10 are general negative on SBFL. Due to the prominent FLI-1 proportion, numerous operator n 00 have changed into n 01 , at one hand, the decreasement of n 00 will have negative impact on faulty statements for SBFL, at another hand, the increasement of n 01 will also have negative impaction on them. Thus, for most SBFLs, the negative impact is general and significant. However, Barinel, Wong1 and Russel & Rao metrics can hinder that negative impact because the conversion of operator n 00 and n 10 cannot affect the suspicious value computed by these 3 metrics as labeled in Table 13 .
Despite the impact of FLI-1 interaction, Wong1 and Russel & Rao metrics only take operator n 11 into consideration according to their definition. Such construction is weak as it lacks the ability to distinguish statements with the same n 11 value, which makes the performances of such metrics unstable. For instance, Wong1 and Russel & Rao have the worst robustness to multiple-faults in the best cases, while they have the best robustness in the worst cases. Correspondingly, Barinel metric not only takes the impact of operator n 11 into consideration, but it also considers the impact of n 10 . This gives it a superior performance in distinguishing faulty statements from correct ones with similar n 11 values. In short, Barinel metric has the best theoretical robustness to multiple-faults.
C. UNDERSTANDING FLI-1
Since FLI-1 has the greatest impact on SBFL in multiplefault programs, it is interesting and important to discuss the importance of FLI-1 in the context of fault localization and its research implications.
FLI-1 suggests that faulty statements are not executed in a passed test case. However, if this bug is set in multiplefault programs, the execution result changes into fail with the same test case. According to the definition, in most cases, the states of execution information (whether a statement is executed or not during executing test case) are consistent with single-fault scenarios. In other words, the bugs will not interfere with one another to hinder the manifestation of other bugs. This fact suggests that the independent relationship between faults is the main cause of SBFL efficiency decline in multiple-fault programs.
Complex fault interactions are deemed to be the cause of negative impacts in multiple-fault programs [37] . Researchers have investigated various heuristic methods to decouple fault interactions, including clustering. However, our work confirms that independence is the main cause of this negative impact. This means that it is correctable by restoring the execution results of corresponding test cases. Furthermore, the empirical experiments validated the efficiency of such restoration process. From a practical viewpoint, the study of FLI-1 brings a new and efficient framework to improve traditional SBFL performance in multiple-fault programs.
D. FEATURES TO DISCOVER FLI-1
The most important issue for restoring FLI-1 is to distinguish the test cases that triggered FLI-1 from whole test suites. Since restoring FLI-1 can significantly improve SBFL performance and parallel debugging techniques in multiple-fault programs, the rank list produced by fault localization techniques after restoring FLI-1 should be highly diverse compared with the original cases. Consequently, we examined the relationship of test cases that triggered interaction FLI-1 and the metric that represents the degree of dissimilarity between two rank lists, such as Kendall tau distance [47] . In practice, we found that the Revised Kendall tau distance proposed by Gao and Wong [7] is helpful in distinguishing FLI-1 test cases from all other test suites. The Revised Kendall tau distance is constructed on the basis of Kendall tau distance to measure differences between two same-size rankings. The difference between the two metrics is that statements at the top rankings have a higher weight in the Revised Kendall tau distance. And the Revised Kendall tau distance has been shown to be more practical than other distance metrics such as the Kendall tau distance, Jaccard distance metric and the Hamming distance in the field of identifying the degree of dissimilarity between two rank lists [7] .
Given two suspiciousness ranking α, β with m statements. The Revised Kendall tau distance D(α, β) can be defined as:
In the equation above, α(s i ), β(s i ) indicates the position of statement s i in the two suspiciousness rankings. The larger the Revised Kendall tau distance, the more diversity these two rankings have. In order to validate the Revised Kendall tau distance is helpful in filtering FLI-1 test cases. We designed an algorithm to improve SBFL performance in multiple-fault programs using the Revised Kendall tau distance. In this algorithm, we assumed that we don't know which failed test case has triggered FLI-1. But the number of these specific test cases was given as N FLI −1 as a precondition. We randomly generated several sets of failed test suites with a number of test cases equal to N FLI −1 . After that, the test suite in the set was separately restored from fail to pass. A corresponding suspiciousness ranking list was produced for each set of failed test cases and further used to compute the Revised Kendall tau distance with suspiciousness ranking list produced by original scenarios. The set of failed test cases with the greatest Revised Kendall tau distance is the target for failed test cases that triggered FLI-1. The pseudo code of the fast algorithm based on the Revised Kendall tau distance to locate failed test cases that triggered FLI-1 is given below. To validate the effectiveness of the algorithm, we implemented that fast algorithm on all 14 object programs and restored the test result from fail to pass for each failed test case in the output set of algorithm 2. We then compared the expense score of the restored test suite with the expense score of the original test suite. Because we assume that the number of FLI-1 test cases for each multiple-fault program is known, we only conducted this experiment on the multiplefault programs that have non-zero FLI-1 test cases. In the experiment, we chose Dstar as the fault localization technique because Dstar has proven a very effective SBFL, and is superior to the other 9 SBFLs discussed in this work, such as Tarantula and Ochiai [17] . Table 14 represents the results of the average expense score of Dstar in both best-case and worst-case of all 14 object programs. In this experiment, we set the No. of generated sets N r (as shown in algorithm 2) as 50. As can be derived from Table 14 , we can observe that:
• In the best-case, there are 10 out of 14 scenarios where using the fast algorithm to locate FLI-1 test cases can improve Dstar performance in the multiple-fault programs from the perspective of the average expense score.
• In the worst-case, only in 7 out of 14 scenarios can that the strategy of using the fast algorithm improve Dstar efficiency in multiple-fault programs. However, even with the FLI-1 test cases correctly located in program Gzip, Sed, and Grep, restoring FLI-1 test cases cannot improve Dstar efficiency in multiple-fault programs from the view of impirical results in Table 10 . The limit improvement of Dstar by adopting the fast algorithm to locate FLI-1 test cases in the worst case is then acceptable.
• For a few programs (such as Chart, Math and Time), the fast algorithm to locate FLI-1 test cases cannot improve the performance of Dstar in the multiple-fault program. A deep investigation into these three programs suggested that most of top-ranked statements in Chart, Math and Time contained the faulty statement, which means the expense score of the most localizable fault has achieved the maximum value in such cases. In the other hand, the FLI-1 test cases generated by the fast algorithm are not very precise, a slight deviation in searching FLI-1 test cases would bring decrease of the efficiency to locate the most localizable fault in these cases. These results indicate that the Revised Kendall tau distance metric is helpful in locating FLI-1 test cases, and that the fast algorithm based on Revised Kendall tau distance can direct debuggers to locate the failed test cases that have triggered FLI-1. However, the poor performance of the fast algorithm on Math, Chart and Time indicates that more accurate metric should be proposed to search FLI-1 test cases.
VIII. THREATS TO VALIDITY
One external threat to this work is the evaluation metric expense score. Although expense score is widely used in the field of fault localization, it may hinder researchers in the real process of debugging. For instance, as described in the definition of expense score, we assume that engineers would examine suspicious statements strictly one by one, and the effort expended for every check is also assumed to be equal. However, in the real debugging process, engineers may have already filtered the suspicious statements based on their prior experiences. Furthermore, checking efforts on suspicious statements can vary dramatically. Thus the fault localization process will differ from the situation presented by the expense score. However, given the fact that every study in this area would generally face similar concerns, we consider this evaluation metric as reasonable. On the other hand, this work only assessed the expense score for the most localizable fault. However, debuggers may care about the technical ability to locate all bugs in multiple-fault programs. This issue is not discussed in this work, and future works should consider this metric and conduct comprehensive investigation to validate the results presented here, including whether they remain unchanged when attempting to locate all faults in multiple-fault programs.
The other threat to validity is the data processing method in our experiments. In this work, all data on multiple-fault program versions with different numbers of faults are lumped together as one homogenous dataset. This may lead to a research bias on data trend. However, there is no significant difference in the results for the datasets at different fault quantity. Therefore, in order to avoid data overload, we present our results under the framework of processing all data on multiple-fault programs with different fault quantities as one homogenous dataset.
Another issue is our ability to generalize these results across different software systems. Our results are based on empirical comparison and analysis, which entails that our results may not be universal. However, all of our 14 object programs are real-world software programs, and the object programs vary dramatically, both in size and functionalities. Furthermore, we validated our findings in 10 representative SBFLs. The results also showed high consistency. On these bases, we conclude that this work can reveal the negative effects to SBFL in multiple-fault program compared with single-fault scenarios.
Our final concern concerns the faults we injected into our object programs to yield a sufficient number of multiplefault versions. Because these faults were not real bugs, their results cannot be generalized with great certainty. In this work, we added artificial faults, using the mutation-based fault injection defined by Renieris and Reiss [43] . Although mutants are not real faults in programs, mutation-based faults can provide reliable and trustworthy results [10] , [39] . Research by Ali et al. [44] shows that no available data proves the unavailability of mutants on SBFL. However, a recent work by Pearson et al. [40] indicates that artificial faults poorly predict the best fault localization on locating real faults. This raises one argument on the applicability of artificial faults. Considering that the target of this work is to determine the impact of multiple-faults on fault localization, as opposed to finding the most efficient metric, this concern falls outside the scope of this work. In addition, we did study some real bugs from SIR and Defects4J in our 14 object programs, and found no any obvious difference in our results. We thus believe that the mutants used in our work are applicable and relevant.
IX. CONCLUSION AND FUTURE WORK
This paper presents an empirical investigation on 41,982 multiple-fault versions from 14 open source programs in order to study the negative impact of multiple-faults on SBFL. Furthermore, we also explore the fundamental causes of this negative impact.
In order to eliminate the ''noise'' of fault interactions, an S-model was constructed in this study under the assumption that there were no fault interactions in multiple-fault programs, which are employed as a base line of comparison in this work. Our results provide evidence of three important conclusions: (1) From the results of 10 SBFLs, the negative impact is general and not metric-related. (2) The negative impact is lower than expected. (3) The robustness of different SBFLs to multiple-faults is quite variable; Barinel metric is the most robust both theoretically and practically.
The investigation on pass/fail interactions leads us to conclude that restoring pass/fail interactions can only have a modest impact on SBFL. Moreover, comprehensive investigations on FLI distribution and impact suggest that FLI-1 is the most prominent interaction among all 12 FLI and has the greatest impact on SBFL efficiency in multiple-fault programs. Restoring FLI-1 can significantly improve both SBFL and parallel debugging techniques. Contrary to the common view that complex fault interactions lead to negative impacts in multiple-fault program, the implication of FLI-1 indicates that independence is the main cause of SBFL efficiency decline in multiple-fault programs. Furthermore, we have found the Revised Kendall tau distance is a vital measure for locating the failed test cases which have triggered FLI-1 in practical applications. Finally, a fast algorithm based on the Revised Kendall tau distance (algorithm 2) is proposed to help debuggers find FLI-1 test cases.
In future studies, systems of greater complexity should be studied to validate the impact of multiple-faults on other fault localization techniques. Besides, comparing clustering failed test cases to overcome the negative impact in multiplefault program, this work offers a new strategy for restoring specific execution results to locate the most localizable faults. Although we have ascertained that the Revised Kendall tau distance is helpful in locating FLI-1, and have suggested a fast algorithm to help debuggers locate FLI-1 test cases, many problems remain and require solving through further future studies. Firstly, the fast algorithm proposed here assumes that the number of FLI-1 test cases is known for a specific multiple-fault program. Future works should focus on how to remove this precondition and increase algorithm effectiveness. Secondly, we use random searching in the fast algorithm, and can not ensure that the search results are a global optimal solution. Future works should also apply global optimal search algorithms such as ant colony algorithm to optimize this fast algorithm.
