Extracting procedures produce unbiased random bits from biased coin flips. Binarizations take inputs from an m-faced dice and produce bit sequences to be fed into a (binary) extracting procedure to obtain random bits, and this can be done in an entropy-preserving manner, without loss of information. Such a procedure has been proposed by Zhou and Bruck [1] . We discuss a family of such entropy-preserving processes that we call complete binarizations.
I. INTRODUCTION
An m-extracting procedure produces unbiased random bits using a sequence from an i.i.d. source over an alphabet {0, 1, . . . , m − 1}, for example, a loaded dice with m faces, regardless of the probability distribution p 0 , p 1 , . . . , p m−1 of the source. When m = 2, the source is a biased coin with an unknown bias. The famous von Neumann trick takes input sequence of length 2 and returns random bits by the following rule [2] :
where λ indicates "no output." Because Pr(01) = Pr(10) = p 0 p 1 , the resulting bit is unbiased, and the rate, the average number of output per input, is p 0 p 1 ≤ 1/4. Elias [3] and Peres [4] extend von Neumann's trick by taking inputs of length n ≥ 2 and returning more than one bit at a time; when n = 2, they coincide with the von Neumann's method. Both methods are asymptotically optimal; as the input size n increases, the output rate approaches the information-theoretic upper bound H(p 0 ), the Shannon entropy [5] , [6] . Elias's method generalizes naturally to m-extracting procedures for each m > 2, as discussed briefly in Elias's original paper [3] . However, a similar generalization of Peres's method had been unknown for quite a while and was found only recently [7] . In the meanwhile, Zhou and Bruck proposed a very interesting method that transforms any binary extracting procedure into an m-extracting procedure [1] . For example, Peres method is turned into an m-extracting procedure via a simple process called "binarization." If the above-mentioned generalizations of Elias and Peres are to be called direct generalizations, their method is rather a meta-generalization. Moreover, the method is claimed to return an asymptotically optimal algorithm if the original binary algorithm is asymptotically optimal.
Such entropy-preserving processes are called complete binarizations. We discuss examples and a systematic way to construct a family of complete binarizations.
II. EXTRACTING PROCEDURES AND BINARIZATION

A. Extracting Procedures
Our dice X has m faces with values 0, 1, . . . , m − 1 with probability distribution p 0 , . . . , p m−1 . A sequence x = x 1 . . . x n ∈ {0, 1, . . . , m − 1} n is considered to be taken from n repeated throws of the dice. Summarized below are some necessary facts on extracting procedures. Refer to [8] and [7] for details.
Sometimes, m is omitted, and a 2-extracting procedure is also called a binary extracting procedure.
Define Ψ 1 on {0, 1} 2 by the rule (1) and call it von Neumann function. Extend it by, for an empty string,
for a nonempty even-length input,
where * is concatenation, and for an odd-length input, drop the last bit and take the remaining even-length bits. Then the resulting function Ψ 1 is a 2-extracting procedure. Of course, there are more interesting extracting procedures. Asymptotically optimal 2-extracting procedures like Elias's [3] , [9] , [8] and Peres's [4] , [10] , [7] also extend von Neumann function but do not simply repeat it.
Denote by S (n0,n1,...,nm−1) the subset of {0, 1, . . . , m−1} n that consists of strings with n i i's. Then
S (n0,n1,...,nm−1) , and each S (n0,n1,...,nm−1) is an equiprobable subset of elements whose probability of occurrence is p n0 0 p n1 1 · · · p nm−1 m−1 . The size of an equiprobable set is given by a multinomial coefficient like n n 0 , n 1 , . . . , n m−1 = n! n 0 !n 1 ! · · · n m−1 ! .
When m = 2, an equiprobable set S (l,k) is also written as S n,k , where n = l + k, and its size can also be written as an equivalent binomial coefficient as well as the multinomial one: n k = n l, k .
Extracting functions can be characterized using the concept of multiset. This characterization makes the proof of our main theorem simple and clear, and it is arguably a better way to view extracting functions. But it can be skipped unless the reader is interested in the details of the proof.
A multiset is a set with repeated elements; formally, a multiset M on a set S is a pair (S, ν), where ν : S → N is a multiplicity function and ν(s) is called the multiplicity, or the number of occurrences of s ∈ S. The size |M | of M = (S, ν) is s∈S ν(s). For multisets A and B, A B is the multiset such that an element occurring a times in A and b times in B occurs a + b times in A B. So |A B| = |A| + |B|, and the operation is associative.
When we write x ∈ M = (S, ν), it simply means that x ∈ S. However, when we use the expression "x ∈ M " as an index, the multiplicity of the elements is taken into account. For example, for multisets A and B, the multiset A B can be redefined as {x | x ∈ A or x ∈ B}.
Definition 1 states that the image of an extracting function is multiple copies of {0, 1} N , the exact full set of binary strings of various lengths N 's. For example, von Neumann procedure defined above sends {0, 1} 6 to 12 copies of {0, 1}, 6 copies {0, 1} 2 , and one copy of {0, 1} 3 .
Definition 3 ([7]).
A multiset A of bit strings is extracting if, for each z that occurs in A, all the bit strings of length |z| occur in A the same time as z occurs in A. 
For multisets
The following lemma reinterprets the definition of extracting function in terms of equiprobable sets and their images.
..,nm−1) )) is extracting for each tuple (n 0 , n 1 , . . . , n m−1 ) with n 0 +n 1 +· · ·+n m−1 = n.
B. Simple Examples of Binarization
Let Ψ be a binary extracting procedure. Instead of a coin, suppose that we have a 4-face dice whose outcome X has the probability distribution p, q, r, s . For a sample x of X, take the standard binary expansion x , and let φ(x) be its first bit and ϕ(x) the second bit:
Then, φ(X) and ϕ(X) are Bernoulli random variables of distributions p + q, r + s and p + r, q + s , respectively, so that we can feed to Ψ to obtain random bits. However, we lose information in the process; separately, the entropies of φ(X) and ϕ(X) are strictly smaller than H(X).
We might try to recover the information by using both φ(X) and ϕ(X), for example, by concatenating the bits from Ψ(φ(X)) and Ψ(ϕ(X)). But the bits from Ψ(φ(X)) and Ψ(ϕ(X)) are not independent to each other, and thus cannot be concatenated.
Instead, consider
where φ 1 = φ, and,
where ϕ 1 = ϕ. We will show that any nonempty subset of {φ 1 , φ 2 , φ 3 } and {ϕ 1 , ϕ 2 , ϕ 3 } can be used to obtain binary Bernoulli processes and fed into an extracting procedure and then concatenated to get uniform random bits. Moreover, if the extracting procedure is asymptotically optimal, then the full sets {φ 1 , φ 2 , φ 3 } and {ϕ 1 , ϕ 2 , ϕ 3 } result in asymptotically optimal 4-extracting procedures.
C. Binarization
Given a function φ : {0, 1, . . . , m − 1} → {0, 1, λ}, φ(X) is a Bernoulli random variable with distribution p, q , where
Then, for an equiprobable set S = S (n0,...,nm−1) , its image under φ is also equiprobable, that is,
A binarization takes a sequence over {0, 1, . . . , m − 1} and outputs several binary sequences that are to be separately 2016 IEEE International Symposium on Information Theory fed into a binary extracting procedure and then concatenated together to obtain random bits.
Definition 5. A collection of mappings Φ = {Φ i : {0, 1, . . . , m − 1} → {0, 1, λ} | i = 1, . . . , M } is called a binarization if, when extended to {0, 1, . . . , m − 1} n , given a 2extracting procedure Ψ, the mapping x → Ψ (x) = Ψ(Φ 1 (x)) * · · · * Ψ(Φ M (x)) is an m-extracting function. Here, each Φ i is called a component of Φ, and we often regard Φ as a mapping on {0, 1, . . . , m − 1} * given by Φ(x) = (Φ 1 (x), . . . , Φ M (x)). For an asymptotically optimal 2-extracting procedure Ψ, if the resulting Ψ is asymptotically optimal, then Φ is called a complete binarization.
Now, for a function
and call them 0-support, 1-support, and support of φ, respectively. Call φ degenerate if its 0-support or 1-support is empty so that φ(X) is a degenerate Bernoulli process.
Consider a binary tree with m external nodes labeled uniquely with 0, 1, . . . , m − 1. For an internal node v define a function φ v : {0, 1, . . . , m − 1} → {0, 1, λ} as follows:
where leaf 0 (v) (leaf 1 (v), respectively) is the set of external nodes on the left (right, respectively) subtree of v. Since there are exactly m − 1 internal nodes, we uniquely name them with 1, . . . , m − 1, with 1 the root node, and the corresponding functions Φ 1 , . . . , Φ m−1 . Call such trees m-binarization trees.
For example, 
is a 6-binarization tree and defines the following functions:
Theorem 6. For an m-binarization tree, the set of associated functions Φ = {Φ 1 , . . . , Φ m−1 } is a complete binarization. Also, any nonempty subset of Φ is a binarization.
The proof is given in Section III, and we illustrate the idea with an example in Section II-D.
Note that the functions in (3) and (4) of the simple examples are associated with the following 4-binarization trees:
D. An Entropy-Preserving Binarization
For a symbol x ∈ {0, 1, . . . , m − 1} and 1 ≤ i ≤ m − 1, consider
When m = 6, we have their values as follow:
These functions are associated with the following 6binarization tree: 
n . So for a sequence x of length n, x (i) is a binary sequence of length at most n. We will show that, for a binary extracting procedure Ψ, a function Ψ : {0, 1, . . . , m − 1} n → {0, 1} * , defined by 1} n , we can see that S (i) is another equiprobable set in {0, 1} n . For example, for S = S (1, 2, 1) , observe that x
x (2) x (1) 0112 0001 011 0121 0010 011 0211 0100 011 1012 0001 101 1021 0010 101 1102 0001 110 1120 0010 110 1201 0100 101 1210 0100 110 2011 1000 011 2101 1000 101 2110 1000 110 and we can conclude that (3, 1) .
Note that
In fact, we have a stronger claim:
) gives a one-to-one correspondence between equiprobable subset S = S (n0,n1,...,nm−1) and S (1) × · · · × S (m−1) , where
Theorem 8. For a binary extracting procedure Ψ, a function Ψ : {0, 1, . . . , m − 1} n → {0, 1} * defined by Ψ (x) = Ψ(x (1) ) * · · · * Ψ(x (m−1) ), is m-extracting for each n.
Proof. For an equiprobable set S, each S (i) is equiprobable, and thus Ψ(S (i) ) is extracting, by Lemma 4. Now, by Lemma 7, Ψ (S) = Ψ(S (1) ) * · · · * Ψ(S (m−1) ). Since each Ψ(S (i) ) is extracting, their concatenation Ψ (S) is extracting, by the associativity of concatenation of multisets and the fact that concatenation of extracting multisets is extracting. Theorem follows by Lemma 4.
and the X (i) has an output with probability p 0 + · · · + p i . Therefore, if Ψ is asymptotically optimal, then the rate of Ψ(x (i) ) converges to (p 0 + · · · + p i )H(p (i) ) as the input size increases.
Lemma 9 (Entropy Lemma). The weighted sum of the entropies of X (i) equals the entropy of X. That is, (p 0 + p 1 )H(p (1) ) + (p 0 + p 1 + p 2 )H(p (2) )
Therefore, the rate of Ψ approaches to the entropy of X as the input size tends to infinity. So we have:
Theorem 10. If a binary extracting procedure Ψ is asymptotically optimal, then the m-extracting procedure x → Ψ (x) = Ψ(x (1) ) * · · · * Ψ(x (m−1) ) is asymptotically optimal.
Proofs of Lemmas 7 and 9 are given in a more general setting in Section III.
E. Zhou-Bruck Binarization
The following method was proposed by Zhou and Bruck [1] . For x ∈ {0, 1, . . . , m − 1}, let x be the lg m -bit binary expansion of x, and also for α ∈ {0, 1} * , let
That it, x α is the bit that immediately follows α in x . For example, when m = 6, we have
and, after the degenerate x 1 is removed, they are associated with the 6-binarization tree: 
As with the example (8), analogous lemmas and theorem hold, and x → Ψ (x) = Ψ(x λ ) * · · · * Ψ(x 1...1 ) is an asymptotically optimal m-extracting procedure if Ψ is asymptotically optimal.
III. PROOFS
The extractingness part of Theorem 6, including the case for a nonempty subset of Φ, follows line by line the proof of Theorem 8 if we have the Structure Lemma, and the completeness part holds by the same reasoning as Theorem 10 if we have the corresponding Entropy Lemma, which leave us to prove the two lemmas in the general setting.
Lemma 11 (Structure Lemma). Let Φ = {Φ 1 , . . . , Φ m−1 } be the set of functions defined by an m-binarization tree. Then the mapping Φ : x → Φ(x) = (Φ 1 (x), . . . , Φ m−1 (x)) gives a one-to-one correspondence between an equiprobable subset S = S (n0,n1,...,nm−1) and Φ 1 (S) × · · · × Φ m−1 (S).
Proof. Let S i = Φ i (S), for i = 1, . . . , m − 1. First, observe that the sizes of two sets match, that is:
using induction and the following cases as bases:
In case φ i j , we have φ(S) = S (ni,nj ) , and thus |φ(S)| = n i + n j n i , n j .
In case 
All the l's with |supp 0 (Φ i )| ≥ 2 and k's with |supp 1 (Φ i )| ≥ 2 cancel out so that we have (12). Since Φ(S) ⊂ S 1 ×· · ·×S m−1 and |S| = |S 1 ×· · ·×S m−1 |, now we only need to see that Φ is injective on S (in fact on {0, 1, . . . , m − 1} n ).
An m-binarization tree is also a code tree for a prefix code over the alphabet {0, 1, . . . , m − 1}. For example, a symbol '4' is encoded by codeword '1010' by the tree (5) . Let code(x) be the code for x = x 1 . . . x n ∈ {0, 1, . . . , m − 1} n determined by the given m-binarization tree. The following procedure constructs binary sequence code(x) = c 1 . . . c K for y = (y 1 , . . . , y m−1 ) = Φ(x) = (Φ 1 (x), . . . , Φ m−1 (x)):
k ← 1 for i ← 1 to n (for each x i , i = 1, . . . , n) j ← 1 while j = 0 c k ← first bit of y j , and remove it from y j if c k = 0, j ← a(j); else j ← b(j) k ← k + 1 Conversely, given code(x), the following procedure finds Φ(x) = (Φ 1 (x), . . . , Φ m−1 (x)):
k ← 1 while k ≤ K j ← 1 while j = 0 j k ← y j * c k if c k = 0, j ← a(j); else j ← b(j) k ← k + 1 This establishes a one-to-one correspondence code(x) → Φ(x). Since code(x) is unique, Φ is injective.
The process Φ i (X) has an output with probability π i = j∈supp(Φi) p j , and its distribution is P i , Q i , where
Note that P i and Q i are recursively given by π i 's: π 1 = 1 and P i = π a(i) /π i , Q i = π b(i) /π i .
Lemma 12 (Entropy Lemma). The entropies of Φ i (X) weighted by the probability π i sum up to the entropy of X:
Proof. Similar cancellations occur as in the proof of the Structure Lemma. See Lemma E in Section 6.2.2 of [11] for a more general statement and proof. Also, the lemma follows from the grouping rule of entropy (Problem 2.27 of [6] ).
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