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Fixed-Lag Smoothing Estimator for a Linear Distributed 
Parameter System 
SIGERU OMATU, SYUNICHIRO OHE, AND TAKASI SOEDA 
Department of Information Science and Systems Engineering, Faculty of Engineering, 
University of Tokushima, Tokushima, 770, Japan 
The fixed-lag smoothing estimator for a linear distributed parameter system 
with a noisy observation at discrete points on the spatial domain or its boundary 
is derived from the Wiener-Hopf theoretical viewpoint. The new feature of this 
paper is that the derivation of the optimal smoothing estimator isbased only on 
the Wiener-Hopf theory. Using the Wiener-Hopf equations both for the 
optimal smoothing problem and for the optimal filtering problem, the optimal 
fixed-lag smoothing estimator which corresponds to the results obtained by 
using Kalman's limiting procedure is derived. 
1. INTRODUCTION 
The smoothing problems for a distributed parameter system have been 
important in various engineering fields and several techniques have been 
discussed up to now. Although the several approaches have been proposed 
for the fixed-point and fixed-interval smoothing estimators (Tzafestas et aL, 
1968; Meditch, 1971; Tzafestas, 1972a,b; Curtain, 1975; Omatu et al., 1977a,b, 
1978a), the studies for the fixed-lag smoothing estimator for the distributed 
parameter system have not been discussed except for the results of Tzafestas 
(1972b) by using Kalman's formal limiting procedure whose validity has not 
been proved for a distributed parameter system. 
In this paper, we derive the optimal fixed-lag smoothing estimator for the 
linear distributed parameter system based only on the Wiener-Hopf theory. 
Hence, the Wiener-Hopf theorem for the smoothing problem is proved by 
using the similar method to Sakawa's technique (8akawa, 1972) for the filtering 
problem. Using the Wiener-Hopf equations both for the optimal smoothing 
problem and for the optimal filtering problem, we derive the fundamental 
equations of the fixed-lag smoothing estimator for the linear distributed 
parameter system. Based on this fundamental equations obtained here, we 
derive the optimal fixed-lag smoothing estimator and the error covariance 
function. 
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2. PROBLEM STATEMENT 
Let D be a bounded open domain of an r-dimensional Euclidean space 
and let S, the boundary of D, consist of a finite number of (r - -  1)-dimensional 
hypersurfaces of class C 3. The spatial coordinate vector will be denoted by 
x = (x~ ,..., xr)eD. Consider a linear distributed parameter system which 
is described by the partial differential equation 
~U(t, x) _ AxU(t, x)@ G(t, x) W(t, x) (1) 
~t 
where U(t, x) is a state of the system, W(t, x) is a white Gaussian process, 
Ax is a partial differential operator, and G(t, x) is a known function. The operator 
A~ is assumed to be of the form 
&[ . ]  = (4 ,  q(~))[.] (2) 
where q(x) is a non-negative and H61der-continuous function on the compact 
domain/ )  = D L) S and A denotes the Laplacian. 
The initial and boundary conditions are given by 
U(to, x) = U0(x) (3) 
F e U(t, ~) -= O, V~ e S (4) 
r,[.] = ~(~)[.1 + (1 - ~(~)) e[.]/en 
where Uo(x ) is a Gaussian random function, ~[.]/~n denotes the derivative with 
respect o the co-normal of the surface S relative to the operator A~, and a(~) is 
a function such that 0 ~ a(~:) ~ 1. 
The mean and covariance functions of Uo(x ) are given by 
E[Uo(x)] = O, E[Uo(x) Uo(y)] = Po(X, y) (5) 
where El-] denotes the expectation operator, 
Let us assume that the observation data are taken at fixed m points xl,..., 
x~6 ]9. Furthermore, let us define an m-dimensional column vector U~(t) by 
um(t) = Col[U(t, xl) ..... u(t, ~)] .  (6) 
Then the observation equation is given by 
Z(t) -~ H(t) Urn(t) -1- V(t) (7) 
where Z(t) is a p-dimensional observed vector at the points ~¢1 . . . ,  xm, H(t) is 
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a p × m matrix, and V(t) is a p-dimensional vector white Gaussian process. 
The white Gaussian process W(t, x) and V(t) are assumed to be statistically 
independent of each other and also independent of the initial state Uo(x ). 
Their means and covariance functions are given by 
E[W(t, x)] = O, E[V(t)] = 0 (8) 
E[W(t, x) W(s, y)] = Q(t, x, y) 3(t -- s )  (9) 
E[V(t) V'(s)] = R(t) 3(t -- s) (10) 
where 3(') is the Dirac delta function, prime denotes the transpose of the matrix, 
and R(t) is a symmetric positive-definite matrix. Bensoussan (1971) proved 
that there exists a unique solution U(t, x) for (1), (3), and (4) in the sense 
of the distribution. 
Now the fixed-lag smoothing problem is to find the best estimate of the state 
U(r, x), r = t -- V, based on the observed data Z(a), t o <~ a <~ t, for V > 0, 
which has the form 
(7(r, x i t )  = (. A(t , . ,x ,a)  Z(a)da, VxeD (11) 
~t o 
where A(t, % x, a) is a p-dimensional row vector kernel function whose elements 
are continuously differenfiable in t, ~, and x. The smoothing error will be 
denoted by 
~7(T, x It) = U(~, x) -- ~7(~, x It). (12) 
The estimate (7(% x I t) which minimizes the variance ] given by 
jr = E[ I U(z, x [ t)l z] (13) 
is said to be optimal. Note that sett ing,  = t implies that (11) reduces to the 
filtering problem which was discussed by Curtain (1975), Sakawa (1972) ,  
Tzafestas et al. (1968), and Bensoussan (1971). 
3. WIENER-HOPE EQUATION 
Let us prove the following Wiener-Hopf theorem for the smoothing problem 
Which plays an important role in the derivation of the optimal smoothing 
estimator. 
THEOREM 1. .4 necessary and sufficient condition for the estimate (11) to be 
optimal is that the Wiener-Hopf equation 
f* n(t, ~, x, ~) E[Z(a) Z'(a)] d~ ~- E[U(T, x) Z'(a)] (14) 
to 
4 OMATU, OHE, AND SOEDA 
holds for t o ~ ~ < t and Vx~ D. Equation (14) is equivalent to 
E[O(~-, x [ t) Z'(a)] = O, t o < a < t and Vx e D. (15) 
Proof. Let M(t, -r, x, or) be a p-dimensi0nal row vector kernel function and 
let e be a scalar parameter. The variance of the estimate 
(]~(~-, x I t) = {A(t, .r, x, ~) + aM(t, .r, x, a)} Z(a) dc~ 
o 
is given by 
L = Er(u(~, x) - (z,(~, x i t))~]. 
The necessary and sufficient condition for the estimate ~7(r, x It) given by 
(11) to be optimal is that f~ has an extremum at _d(t, ~-, x, a), that is, 
d~] 
Hence, we have i 
f '  E[~7(,, x It) Z'(a)] M'(t, % x, ~) d~ -~ O. (16) 
~t 0 
Letting M(t, ,, x, c~) ~- E[U(r, x ] t) Z'(~)] yields (15). The sufficiency is clear 
by substituting (15) into (16). Thus, the proof of the theorem is completed. 
' Q.E.D. 
Then it follows from (ll) and (15) that 
~[0(~, x I t) 0(~, x I t ) ]~  0 (17) 
which is the orthogonal projection lemma for the distributed parameter system. 
By using the same way as the filtering problem (Sakawa (1972)), we have the 
following theorem, 
THEOREM 2. The optimal kernel function for the smoothing problem is unique. 
Let (](t, x [ t) be the optimal filtering estimate based on the observed ata Z(a), 
to ~ ~ < t and given by 
£z(t, x I t) f~ "= L(t, x, ~)Z(a) da. (18) 
tO 
Then from the Wiener-Hopf equation for the filtering problem ( Sakawa (1972)), 
we have 
I'L(t, x, .) E[z(~) z'(~)] da = eW(t, x) Z'(~)l 
~0 
for t o~<t  and Vx~/). (19) 
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4. DERIVATION OF THE OPTIMAL SMOOTHING ESTIMATOR 
Let us now derive the optimal smoothing estimator based on the Wiener- 
Hopf theory discussed above. The following temma will be proved. 
LEMMA 3. The optimal kernel function A(t, r, x, ~) must satisfy the following 
equation: 
~A(t, r, x, a) -- .A(t, r, x, t) H(t)Lm(t, a) ~t 
L,~(t, a) = Col[L(t, x 1, a),...,L(t, x% a)] for t o ~ a < t. 
(20) 
Proof. Differentiating (14) with respect to t yields 
f* eA(t,., x, ~) E[Z(~) Z'(~)] do = 0. A(t, r, x, t) E[Z(t) Z'(a)] + ~t 
o 
It follows from (7) that 
E[Z(t) Z'(a)] = H(t)E[U~(t)Z'(a)] for t o ~ a < t. 
From (6) and the Wiener-Hopf equation (19) for the filtering problem we have 
t 
E[Um(t) Z'(cz)] ~--- ft Lm(t' a) E[Z(a) Z'(c~)] da. 
o 
Hence, we have 
ff [ OA(t, r, x, a) 
to ~t 
+ A(t, r, x, t) H(t)L~(t, a)] E[Z(cr) Z'(a)] da = O. 
Applying Theorem 2 to the above equation yields 
aA(t, r, x, a) 
~t -- A ( t , r ,x , t )  H(t)L~(t,a) =0 for t o ~a <t .  
Thus, the proof of the lemma is completed. Q.E.D. 
Then we have the following theorem concerning the optimal smoothing 
estimator. 
THEOREM 4. The optimal smoothing estimate ~r(r, x [ t) is given by 
~7(,, x I t) _ n ( t ,  ~, x, t) ~(t) 
at 
v(t) = Z( t ) -  H(t) O~n(t) 
(21) 
(22) 
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~r,~(t) = Col[(7(t, x 1 { t),..., (7(t, x "~ 1 t)] 
_/t(t, r, x, t) -~ B~(T, x I t) H'(t) R-l(t) 
Bm(r, x I t) = (B(-c, x, x 1 I t),..., B('r, x, x ~ I t)) 
where B(~', x, y [ t) denotes the optimal smoothing ain function given by 
B(~, x, y I t) = e[O(~, x I t) U(t, y)]. 
Proof. 
yields 
(23) 
(24) 
(25) 
(26) 
Differentiating (11) with respect o t and using (18), (20), and (23) 
et?(~, x [ t) 
at 
f f  OA(t, % x, o) Z(a) do = A(t,  ~, x, t) z ( t )  + at 
o 
= A(t, "r, x, t) v(t). 
From (10) and the observation equation (7), we have 
E[Z(o) Z%)] = E[Z(o) U;,(~)] H'(~) + R(~) ~(~ -- ~). 
It follows from (7) and the Wiener-Hopf equation (14) that 
E[U(~, x) Z'(~)] = E[U(~, x) U~(~)] H'(~) 
= I t A(t, ~', x, a) E[Z(a) Z'(a)] da. 
o 
Then using (11) yields 
E[U(r, x) V~(a)] H'(a) 
= f '  A(t, .c, x, o) e[Z(o) U,~(a)] H'(a) do + A(t, "r, x, c~)R(a) 
to 
= E[U(~', x I t) V~(a)] H'(a) + A(t, % x, a) R(a). 
From (12) and the above relation, we have 
E[O(~', x I t) V~(a)] H'(a) = A(t,-r, x, ~) R(a). 
Letting a --~ t yields 
B,~(~', x ] t)H'(t) = A(t, "r, x, t) R(t). 
Since R(t) is positive-definite, he proof of the theorem is completed. Q.E.D. 
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If the equation satisfied by B(r, x, y [ t) is derived, the optimal smoothing 
estimator can be determined. Using the orthogonality between /7(~-, x l t) and 
13(t, y I t) which follows from (15), B(.r, x, y Et ) is rewritten as follows: 
B(r, x, y lt) = E[Cf(r, x It) U(t, y lt)] = E[C-(~-, x [~') ~(t, y lt)] + r i 
where 
n = E[(~(~-,  ~ I t) - -  ~0- ,  ~ 17)) ~Y(t, y I t)] 
Cf(t, y It) = U(t, y) --  (?(t, y lt). 
Thus, r i is rewritten as 
r i = E[((;(r, x It) -- U(T, x It)) U(t, y lt)]. 
Hence, using the orthogonality between the optimal estimate and the optimal 
filtering error function, it follows that r i = 0 and B(r, x, y t) is given by 
B(r, x, y{t )  = E[/_7(r, x {r) (7(t, y{t) ] .  (27) 
On the other hand, Sakawa (1972) proved that the optimal filtering error function 
(7(t, y lt)  satisfies 
~(f(t, y lt) 
where 
~t 
-- AuYf(t, y ] t) -4- G(t, y) W(t, y) --  Pm(t, y) R(t) ~?~(t) 
-- Pm(t, y) H'(t) R-~(t) V(t) 
V~eS 
13(to , y { to) = Uo(y ) 
Fe/-7(t, ~:lt) = 0, 
P~(t, y) = (P(t, y, xi l t),..., P(t, y, x'~ I t)), 
P(a, x, y I t) = E[~(a, x [ t) /-](a, y ] t)], a ~ t, 
t~(t) = H'(t) R- l(t)  H(t). 
Let ~(t, y, a, z) be the fundamental solution of (28) (Ito, 1966), that is, 
~ql(t, y, ~r, z) __ 3~qA(t, y, a, z) --  P~(t, y) R(t) ~( t ,  z, a) 
Ot 
%(t,  z, ~) = (~(t, xl, ~, ~),..., ~(t, x% ~, ~)) 
~e(~, y,  ~, ~) = a(y - z) 
P~(t ,  ~, ~, z) = O, V~ ~ S, Vz e ~.  
Then the following theorem is obtained. 
(28) 
(29) 
(30) 
O~(t) = m. , ( t ) -  O~(t), 
(31) 
(32) 
(33) 
(34) 
(35) 
or 
where 
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THEOREM 5. B(r, x, y [ t) satisfies the following equations: 
OB(r, x, y ] t) = A~B(r, x, y I t) -- B.,(r, x ] t) ff~(t) P~(t, y) 
at (36) 
aB(r, X~ Y t) = A~B(r, x, y I t) + f ,  ~(t, y, r, a) 0(r, a, x) da & 
B(r, x, y l r) = P(r, x, y it) 
V~B(~, ~, y I t) = O, V~ e S, Vy ~ D 
(37) 
(38) 
(39) 
0(~, ~, .) = a( . ,  ec) 9(*, ec, x) a( . ,  x). (40) 
Proof. Using the orthogonality between (f(r, x 1 r) and l_~(t, y I t), B(r, x, y [ t) 
of (27) is given by 
B(r,x,  y lt) = E[U(r,x) ~(t, y lt)]. 
Differentiating the above equation with respect o r and using (28) and the 
independent assumption between V(t) and U(r, x) yields 
~B(r, x, y lt) = A~B(r, x, y lt  ) + G(r, x)r  2 (41) 
ar 
r= = E[W('~, x) ~(t, Y l t)]. 
The solution ~(t, y I t) of (28)-(30) is given by 
5(t, y I t) = ~e(t, y, to, ~,) Uo(~,) dec + ~,(t, y, ~, ec)[a(,~, ec) w(,~, ec), 
o 
- Pm(~, ec) H'(~) R-I(~) V(~)] d~ d~. 
From the assumption that W(r, x) is independent of U0(~ ) and V(a), r 2 is 
given by 
~t 
r~ = fD ~g(t, y, r, a) G(r, ec) E[W(r, x) W(cr, a)] dec da 
to 
= fD q/(t, y, r, ec) G(r, ec) Q(r, x, ec) dec. 
Hence, (37) is obtained from (41) and (42). 
Differentiating (27) with respect o t yields 
aB(r,x,y[t)at = E [?_7(r, x I r) a[7(t'Y ]a t  t) .] . 
(42) 
DISTRIBUTED FIXED-LAG SMOOTHER 9 
Substituting (28) into the above equation and using the same procedure as the 
derivation of (37) yields (36). Since it is clear that the initial condition (38) 
and the boundary condition (39) are satisfied, the proof of the theorem is 
completed. Q.E.D. 
Then the following lemma holds. 
LEMMA 6. B(% X, y [ t) is given by 
B(r, x, y i t) = f9 ~(t, y, r, ~) P(r, ~, x ] r) d~. (43) 
Proof. Since (36) is a linear partial differential equation, it is easily proved 
that there exists a unique solution of (36), (38), and (39) (Omatu et al., 1977b). 
By direct differentiation of (43) with respect o t, it is clear that (43) satisfies 
(36). It is easily seen from (30), (31), and (34) that B(r, x ,y [ t )  given by (43) 
satisfies the initial condition (38) and the boundary condition (39). Hence, the 
unique solution of (36), (38), and (39) is given by (43). Thus, the proof of the 
lemma is completed. Q.E.D. 
Then the following theorem will be obtained. 
THEOREM 7. 
where 
The optimal smoothing estimate (](r, x [ t) is given by 
Proof 
yields (44). Thus, the proof of the theorem is completed. 
Then the following theorem holds. 
(44) 
v~(cr) = H'(a) R-l(a) v(a). (45) 
Substituting (24) into (21) and integrating (21) with respect to t 
Q.E.D. 
THEOREM 8. The optimal smoothing estimation error 
P(r, x, y it) satisfies 
t3P(r, x, y[  t) 
c~t = --Bin(r, x i t) -~(t) Bm(r, y [ t) for r < t (46) 
VeP(r, ~, Y [ t) = O, V~ e S, Vy e D (47) 
with initial condition P(r, x, y [ r), that is, 
t 
P(r, x, y [ t) = P(r, x, y ] r) -- ( B~(r, x [ a) R(a) B'm(r, y I ~) da. (48) 
Jr 
covariance function 
lO OMATU, OHE, AND SOEDA 
Proof. Using the orthogonality between ~(~-, y[ t )  and O(-r, y lt) yields 
P(r, x, y f t) = E[f2(r, x I t) U(,, y)]. (49) 
Differentiating (49) with respect to t and using (28), it is easily seen that (46)-(48) 
hold. Thus, the proof of the theorem is completed. Q.E.D. 
Note that the smoothing estimator given by (50), (51), and (55) is an extension 
of the results for the finite dimensional linear system obtained by using the 
innovation theory (Kailath, 1968) to the results for the linear distributed 
parameter system. A new feature in this paper is that the present method 
by using the Wiener-Hopf theory does not necessitate the innovation theory 
or Kalman's formal limiting procedure to derive the optimal smoothing 
estimator and that the method clarifies the relation between the innovation 
theory and the Wiener-Hopf theory for the smoothing problems as shown 
in Theorem 4. Furthermore, the present method shows that the Wiener-Hopf 
theory provides apowerful technique for the derivation of the optimal smoothing 
estimator as well as the optimal filtering and prediction problems (Tzafestas 
et al., 1968; Sakawa, 1972). 
5. FIXED-LAG SMOOTHING ESTIMATOR 
Let us now derive the optimal fixed-lag smoothing estimator based on the 
preceding results. Setting z = t -- V in (44) and (48) yields 
t 
r2(t - v ,  x I t) = ~( t  - v ,  x [ t - v )  + f, em(t  - v ,  x I ~) ~,~(~) d~ (50) 
and 
P( t - -  V,x,  y l t )  = P ( t - -  V ,x ,y . ] t - -  V) 
f f  B~(t V, x ] a) ~(a) B~(t --  V, y I ") a,~. 
-V  
Then the following theorem holds. 
(51) 
THEOREM 9. 
error covariance function P(t --  V, x, y j t) are given by 
~(J(t - v ,  x I t) 
at 
= A~( f ( t  - -  V,  x I t) + B,~(t  - -  V,  x ] t) v.~(t) 
-- (I(t -- V, fi l t -- V)) da d fi 
The optimal fixed-lag smoothing estimate O(t --  V, x ] t) and the 
(52) 
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OB(t -- V, x, y ] t) 
8t 
= (A~ + A~) B(t --  V, x, y I t) --  B,~(t --  V, x [ t) k(t)  P~(t,y) 
(53) 
8P(t -- V, x, y I t) 
8t 
= (& + A~) P( t  - v ,  ~, y E t) - OAt - v ,  x, y) 
- -  Bm(t  - -  V, x I t) k ( t )  B'~(t - -  V,  y I t) 
+ f~fo(t- v, ~, ~)p( t -  v ,a ,  fi ] t -  v )P ( t -  v,/3,x t)dadfl  
@ fDfDQ(t - -  V ,y ,a )  P(t V,a,  f i l t - -V )  P ( t - -V ,  fi, x t) dccdfi 
(54) 
/~e['] = O, [.] = (7(t -- V, ~[t),  B(t -- V, ~, y l t) or P(t -- V, ~, y l t) for 
V~ ~ S and Vy ~ D where the initial conditions for (52), (53), and (54) are 
•(to, x [ t o + V), B(to, x, y [ t o + V), and P(to, x, y I to + V), respectively. 
Proof. Differentiating (50) with respect o t yields 
~8(t  - v ,  x I t) 
8t 
O5(t- -V,  x[ t - -  V) 
Ot 
- -  B~( t  - -  V, x [ t - -  V) vm(t - -  V) @ B~n(t - -  V,  x I t) v~(t)  
ftt eBm(t -- x l a)/~t vm(a ) 
-[- -v 
V, da. 
From (37) we have 
f* ~B~(t - v, x I ~)/et v~(~) do 
t--V 
f t  A~( t  V, x [ a) v~(a) &r 
t--V 
@ fD fD (~r(t --  V, c~ ]t) --  ~ / ( t -  V, ~ I t -  V)) 
× _P(t --  V, c~, fi [ t --  V) Q(t - V, fi, x) d~ dfi. 
Using (38), (50), the filtering results (Sakawa, 1972), and the above equation 
yields 
12 
80(t  -- V, x I t) 
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at = A~O(t - -  V, x ] t) + Bm(t - -  V, x ] t) v~(t) 
+ f~ fD (o( ,  - v, ~ It) - o(~ v, ~ I~ - V)) 
X P(t  - -  V, % fi [ t --  V) Q(t - V, a, x) da d ft. 
Since Q(t - V,/3, x) = Q(t - V, x,/3) and P(t  --  V, a,/3 ] t --  V) = P(t  --  V, 
/3, a ] t --  V), (52) is obtained. From (36) and (37) we have 
8B(t --  V, x, y [ t) 
8t = A~B(t - -  V, x, y ] t) --  B.~(t - -V ,  x I t) l~(t) Pro(t, y)  
+ A~B(t  - -  V, x, y [ t) 
+ f~ ~(t ,  y,  t - v,  ~) O(t - v ,  ~, . )  d~. (55) 
Multiplying (43) by if(r, x,/3 I r) and integrating each side with respect to x 
yields 
qg(t, y, r,/3) = fD B(r, x, y [ t) P(z, x,/3 [ z) dx. (56) 
Substituting (56) into (55) yields (53). Differentiating (51) with respect to t 
and using (37) and (51) yields 
8P(t - -  V, x, y I t) 
8t 
= A~P(t  - -  V, x, y I t) + AuP(t  --  V, x, y [ t) q- Q(t - V, x, y) 
de 
- Bm(t -- V, x I t) ~(t)  B ; ( t  --  V, y I t) 
f~ £B,~( t  V,~l~)~(~)~(~,=,t v)0( t  v,~,y)a~a~. 
t -V  
Then we have from (51) 
t 
X Q(t - V,/3, x) ff~(a) B'~(t --  V, y [ a) da d/3 da 
X [P ( t - -V ,a ,y [ t - -V ) - -P ( t - -V ,a ,  y l t ) ]amdf i  
= O(t - v ,  y,  x) 
-- f f Q(t -- V, /3, x) /~(t -- V, /3, a l t - -V )  P ( t - -V ,a ,y [ t )dad/3 .  
ZD zD 
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Thus, (54) is obtained. It is easily seen that the initial and boundary conditions 
of (52)-(54) are satisfied. Thus, the proof of the theorem is completed. Q.E.D. 
Let us define C(t - -  V, x, z) as the solution of the following equation: 
OC(t --  V, x, z) 
8t 
= A~C(t - -  V, x, z) 
+ fn f .  0(t -- V, x, c~) P(t -- V, o, fi I t -- V) C(t --  V, fi, z) da dfl 
- -  A~C(t --  V, x, z) - -  fD fD C(t, x, a) Q(t, % fi) P(t, fi, z I t) do dfi (57) 
C(t o --  V, x, z) = fD B(t l  --  V, x, ~ I tl) P ( t l ,  o, z [ tl) do, tl = V 
YeC(t - -  V, ~, z) = O, V~ ~ S, Vz e D. 
Then it is easily shown that 
B(t - -  V, x, y [ t) = fD C(t - -  V, x, a) P ( t ,  a, y ] t) da. 
Thus, the following corollary holds. 
(58) 
COROLLARY 10. The optimal fixed-lag smoothing estimator is given by 
8( t  - v,  x I t) 
8t 
=- A~f ( t  --  V, x I t) @ fr~ C(t --  V, x, a) P.~(t, ~) dye(t) 
-l- fD fD O(t --  V, x, a) P(t  - -  V, a, fi ] t --  V)(O(t -- V, fi I t) 
-- U(t-- V, f i [ t - -  V))dc~dfl. (59) 
Therefore, the optimal fixed-lag smoothing estimator for the linear distributed 
parameter system was derived based on the Wiener-Hopf theory. An advantage 
of the present approach over that of Tzafestas's work (Tzafestas, 1972) is that 
the derivation is more direct and intuitive because the present paper does not 
necessitate Kalman's limiting procedure whose validity has not been proved 
for the distributed parameter systems. Furthermore, the smoothing estimator 
derived here is an extension of the result for the finite dimensional linear system 
(Kailath et al., 1968; Meditch, 1969). A new feature of the present derivation 
is that the optimal fixed-lag smoothing estimator can be derived only from 
the Wiener-Hopf theoretical viewpoints although this fact was not clarified 
even for the finite dimensional system in the original works by Kalman (1960). 
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6. CONCLUSIONS 
We have derived the optimal fixed-lag smoothing estimator for the linear 
distributed parameter system. The fundamental pproach to solve the optimal 
smoothing problem is based on the Wiener-Hopf theory. Since the optimal 
prediction and filtering problems for the linear distributed parameter systems 
can be solved by the Wiener-Hopf theory (Sakawa, 1972; Tzafestas et al., 1968), 
the present paper clarifies that the optimal estimation problems, that is, the 
prediction, filtering, and smoothing problems, can be solved by the unified 
method based on the Wiener-Hopf theory. Important open problems are the 
stochastic observability for the pointwise observation system adopted here 
and the optimal sensor location problem. It seems that the optimal sensor 
location problem can be solved by extending the previous method for the 
filtering problem (Omatu et al., 1978b) to the smoothing problem. If these 
problems are solved, then the results in this paper will become more complete 
and useful from the mathematical nd technical viewpoints. 
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