In this paper, we study blow-up phenomena for the rotation-two-component CamassaHolm (R2CH) system, a model of equatorial water waves that includes the effect of the Coriolis force. We first derive the precise blow-up scenario for R2CH with σ > 0. Then, we present two new blow-up results for strong solutions to the system and then the precise blow-up rate for strong solutions to the system is given.
Introduction
In this paper, we consider the Cauchy problem of the following rotation-two-component Camassa-Holm (R2CH) system, which was recently derived by Fan, Gao and Liu [15] :
u t − u txx − Au x + 3uu x = σ(2u x u xx + uu xxx ) − µu xxx −(1 − 2ΩA)ρρ x + 2Ωρ(ρu) x , t > 0, x ∈ R, ρ t + (uρ) x = 0, t > 0, x ∈ R, u(0, x) = u 0 (x), x ∈ R,
where the function u(t, x) is the fluid velocity in the x-direction, ρ(t, x) is related to the free surface elevation from equilibrium, the parameter A characterizes a linear underlying shear flow, the real dimensionless constant σ is a parameter which provides the competition, or balance, in fluid convection between nonlinear steepening and amplification due to stretching, µ is a nondimensional parameter and Ω characterizes the constant rotational speed of the Earth. The boundary assumptions associated with (1.1) are u → 0, ρ → 1 as |x| → ∞. The system (1.1) models the equatorial water waves with the effect of the Coriolis force. It is known that the gravity and the Coriolis force induced by the Earths rotation are primary influence forces * e-mail: jingjing830306@163.com for the geophysical water waves. However, the effect of the Coriolis force is small since the smallness of the variation in latitude of the Equatorial Undercurrent in the equatorial ocean regions. So, the authors in [15] use the approximation by the f -plane governing equations.
In the absence of the Earth's rotation, i.e., Ω = 0, the system (1.1) becomes the generalized Dullin-Gottwald-Holm system [10, 20] u t − u txx − Au x + 3uu x = σ(2u x u xx + uu xxx ) − µu xxx − ρρ x , t > 0, x ∈ R, ρ t + (uρ) x = 0, t > 0, x ∈ R, (1. 2) which was derived in the shallow-water regime following Ivanov's modeling approach [21] . If we further take σ = 1 in (1.2), it then becomes the standard two-component Dullin-Gottwald-Holm system u t − u txx − Au x + 3uu x = 2u x u xx + uu xxx − µu xxx − ρρ x , t > 0, x ∈ R,
Recently, the generalized Dullin-Gottwald-Holm system (1.2) has been studied in [2, 10, 20] . These works established local well-posedness on the line [10, 20] and on the circle [2] respectively. In [10] , the authors showed that (1.2) can still exhibit the wave-breaking phenomenon, determined the exact blow-up rate of such solutions and established a sufficient condition for global solutions. In [20] , the authors classified all traveling wave solution of this system, studied the blow-up mechanism and given two sufficient conditions which can guarantee wave-breaking phenomena. For the periodic case [2] , the precise blow-up scenarios of strong solutions and several results of blow-up solutions with certain initial profiles are described in detail, the exact blow-up rates are also determined and a sufficient condition for global solutions is established. For µ = 0 in (1.3), it becomes the famous two-component Camassa-Holm
witch was proposed first by Chen et al in [11] and Falqui in [14] . Then, Constantin and Ivanov derived it in [8] in the context of shallow water regime. Notice that the Camassa-Holm equation [1] can be obtained via the obvious reduction ρ = 0 and A = 0. The Cauchy problem of (1.4) has been extensively studied [3, 4, 5, 7, 12, 13, 16, 17, 18, 19, 23, 24, 25] , here, we only list some of the results. It has been shown this system is locally well-posed with initial data (u 0 , ρ 0 ) ∈ H s × H s−1 , s ≥ 2 by Katos semigroup theory [13] . Then the authors in [17] improved this result with initial data in the Besov spaces (specifically
). More interestingly, it has global strong solutions [16, 18] and also finite time blow-up solutions [13, 16, 17] .
The system (1.1) has been studied on the line [9, 15, 26] and on the circle [22, 27] respectively. These works established the local well-posedness in H s × H s−1 , s > presented some blow-up results for strong solutions in the case σ = 1, µ = 0 and gave some global existence results to the system for σ = 1, µ = 0. Moreover, In [9] , the authors showed that there are solitary waves with singularities, like peakons and cuspons, depending on the values of the rotating parameter Ω and the balance index σ, they also proved that horizontally symmetric weak solutions of this model must be traveling waves. In [26] , the authors established the local well-posedness in the critical Besov space B 2,1 , presented a blow-up result with the initial data in critical Besov space, studied the Gevrey regularity and analyticity of solutions to the system in a range of Gevrey-Sobolev spaces in the sense of Hardamard and obtained a precise lower bound of the lifespan.
The aim of this paper is to derive precise wave-breaking scenario for system (1.1) in the case σ > 0 , to give two blow-up results and corresponding blow-up rate result. A notable difference in the blow-up analysis for (1.1) stems from the cubic term Ωρ(ρu) x , which fails to be controlled by the conservation laws. By following the method in [10] , we get a uniform upper bound of u x even if we dont know whether it is bounded from below.
Our paper is organized as follows. In Section 2, some preliminary estimates and results are recalled and presented. Section 3 is devoted to the proof of precise wave-breaking scenario. In Section 4, we provide a sufficient condition for blow-up solutions. Section 5 is about the blow-up rate of strong solutions.
Notation Given a Banach space Z, we denote its norm by · Z . Since all space of functions are over R, for simplicity, we drop R in our notations if there is no ambiguity.
Preliminaries
We now provide the framework in which we shall reformulate the system (1.1). Note that if
Here we denote by * the convolution. Using this two identities, we can rewrite the system (1.1) as follows:
(2.1)
, there exists a maximal T = T ( z 0 H s ×H s−1 ) > 0 and a unique solution z = (u, ρ − 1) to the system (2.1) such that
Moreover, the solution depends continuously on the initial data, i.e. the mapping
is continuous.
, and let T > 0 be the maximal existence time of the corresponding solution z = (u, ρ − 1) to system (2.1). Then we have
Proof Multiplying the first equation of (1.1)by u and integrating by parts, we have
Rewrite the second equation in (1.1), we have
Adding equations (2.2) and (2.4), we have
This completes the proof of the Lemma 2.2.
, and let T be the maximal time of existence. Then
, and T > 0 be the maximal time of existence of the solution (u, ρ) to system (2.1) with initial data (u 0 , ρ 0 − 1). Then the corresponding solution (u, ρ) blows up in finite time T < ∞ if and only if
Consider now the following initial value problem
where
is the first component of the solution z = (u, ρ) to (1.1). Applying classical results in the theory of ordinary differential equations, one can obtain two results on q which are crucial in studying blow-up phenomena.
. Then Eq.(2.5) has a unique solution q ∈ C 1 ([0, T ) × R; R). Moreover, the map q(t, ·) is an increasing diffeomorphism of R with
Consequently, the L ∞ -norm of any function v(t, ·) ∈ L ∞ (t ∈ [0, T )) is preserved under the family of the diffeomorphisms q(t, ·), i.e.
Similarly,
and the function m is almost everywhere differentiable on (0, t 0 ) with
Precise blow-up scenarios
In this section, we will derive the precise blow-up scenario for strong solutions to the system (1.1) with σ > 0, which improves the corresponding result for σ = 1 and µ = 0 in [15] . Moreover, in [9] , the authors proved that u x is uniformly bounded from above on the set [0, T ) × Λ, where Λ = {x ∈ R : ρ 0 (x) = 0}, even if one don't know whether it is bounded from below. Here, we improve the estimate to all of R, which is useful to the prove of the precise blow-up scenario.
Lemma 3.1 Suppose that 1 − 2ΩA > 0 and σ > 0. Let (u, ρ) be the solution of (2.1) with initial data (u 0 , ρ 0 − 1) ∈ H s × H s−1 , s > 3 2 , and T be the maximal time of existence. Then
where C is a positive constant depend on E(0) and ρ 0 L ∞ , it will be given in (3.13) below.
Proof The local well-posedness theorem and a density argument imply that it suffices to prove the desired estimates for s ≥ 3. Thus, we take s = 3 in the proof. Differentiating the first equation in (2.1) with respect to x and using the identity −∂ 2 x p * f = f − p * f, we have
By Lemma 2.6 and the fact
there exists a point ξ(t) ∈ R such that M (t) = sup x∈R u x (t, x) = u x (t, ξ(t)). Obviously, u xx (t, ξ(t)) = 0 and M ′ (t) = u tx (t, ξ(t)). Take the trajectory q(t, x) defined in (2.5). By Lemma 2.5 we have q(t, ·) is an increasing diffeomorphism of R for every t ∈ [0, T ). Therefore, there exists x 1 (t) ∈ R such that ξ(t) = q(t, x 1 (t)). Let
By (3.2), the second equation in (2.1) and (2.5), we can obtain
and
for t ∈ [0, T ), where ′ denotes the derivative with respect to t. Note that ∂ 2 x p * u = ∂ x p * ∂ x u, we can rewrite f (t, q(t, x 1 (t))) as follows
Since now s = 3, we have u ∈ C 1 0 , subscript 0 means the function decays to zero at infinity. It follows that inf
Then, M (t) ≥ 0. From equation (3.4), a direct computation implies
Next, we will estimate (3.5) item by item, here we will use (3.6), Y oung inequality, Hölder inequality and the fact
we have
Observe P (t) is a C 1 -differentiable function in [0, t) and satisfies
Next, we will prove that P (t) ≤ 0 for t ∈ [0, T ). If not, then there is a t 0 ∈ [0, T ) such that P (t 0 ) > 0. Let t 1 = max{t < t 0 ; P (t) = 0}.
It follows that P (t 1 ) = 0 and P ′ (t 1 ) ≥ 0, or equivalently,
and M ′ (t 1 ) ≥ 0. On the other hand, by (3.3), (3.6) and (3.13) we get
a contradiction. Therefore, P (t) ≤ 0 for t ∈ [0, T ). Since x is chosen arbitrarily, we obtain (3.1). This completes the proof of Lemma 3.1. Our next result describes the precise blow-up scenario for sufficiently regular solutions to system (2.1). Proof By Lemma 2.1 and a density argument imply that it suffices to prove the desired estimates for s ≥ 3. Thus, we take s = 3 in the proof. By Sobolev's imbedding theorem H s ֒→ L ∞ with s > Conversely, let T < +∞ and assume that for some constant K > 0 such that
Then, it follows from Lemma 3.1 that |u x (t, x)| ≤ K 1 , where
Therefore, Lemma 2.3 ensures that the maximal existence time T = +∞, which contradicts the assumption that T < +∞. This completes the proof of Theorem 3.1.
Blow-up
In this section, we discuss the blow-up phenomena of system (2.1) and prove that there exist strong solutions to system (2.1) which do not exist globally in time. Note that estimate (3.13) is also true for σ < 0, we will use (3.13) in this section and the following section.
and T > 0 be the maximal time of existence of the solution (u, ρ) to system (2.1) with initial data (u 0 , ρ 0 − 1). If there exists some
, where C > 0 is defined in (3.13). Then the corresponding solution to system (2.1) blows up in finite time in the following sense: there exists a T 1 with
Proof Similar to the proof of Lemma 3.1, we consider the functions
where ξ(t) = q(t, x 1 (t)). By (3.3) and (3.13), we have
Since there exists some
Then, we will prove that
and M ′ (t 1 ) < 0. On the other hand, by (4.2) we have
This contradiction implies (4.3). Using (4.2) and (4.3), we see that M (t) is strictly increasing
By (4.2), we know
Solving this inequality we obtain
, which proves (4.1). By Lemma 2.4, we have the corresponding solution (u, ρ) blows up in finite time.
By Sobolev's imbedding theorem H s ֒→ L ∞ with s > 1 2 , it is clear that if ρ(t, x) becomes unbounded in finite time, then the maximal time of existence of the solution (u, ρ) to system (2.1) T < +∞, it follows from Theorem 3.1 that u x (t, x) must be unbounded from below in finite time. In order to study the fine structure of finite time singularities we shall assume in the following that there is a M > 0 such that ρ(t, ·) L ∞ ≤ M for all t ∈ [0, T ). Without loss of generality, we let σ = 1, µ = 0 in the following result. 4) where
then the corresponding solution to system (2.1) blows up in finite time.
Proof As mentioned earlier, here we only need to show that the above theorem holds for s = 3. Let σ = 1 and µ = 0 in (3.2), we have
Then, it follws that 
Applying Lemma 2.4, the corresponding solution to system (2.1) blows up in finite time.
Blow-up rate
We now give more insight into the blow-up mechanism for the wave-breaking solution to system (2.1).
Theorem 5.1 Assume that 1 − 2ΩA > 0 and σ < 0. Let (u 0 , ρ 0 − 1) ∈ H s × H s−1 with s > 
