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We call a commutative semigroup Sgroup-complete when each Archimedean 
component of S contains an idempotent. Our main result is that any finitely 
generated commutative semigroup S can be explicitly embedded into a 
finitely generated commutative semigroup which is group-complete with the 
same semilattice as S, and also has some universal property. 
What makes this result interesting is that finitely generated group- 
complete commutative semigroups, which need not be finite, nonetheless 
behave very much as if they were. More precisely, we show in Section 1 
that the Ponizovskii decomposition extends to these semigroups, and that 
they have only finitely many .%?‘-classes. This in turn implies that they 
can be built from finitely generated abelian groups and finite combinatorial 
commutative semigroups; C. C. John’s construction of the latter, and his 
investigation of their cohomology, then provides a wealth of fine structure 
information [7]. Our completion ought to make it possible to reach a much 
better understanding of finitely generated commutative semigroups in 
general (other than through their presentations) than was hitherto available. 
The construction itself depends on certain cancellation properties, which 
hold in a commutative semigroup S when it is finitely generated (but not 
in general). Namely, each Archimedean component A of S has a power 
A”, which is a cancellative subsemigroup of S; in fact, the elements of Am 
remain cancellative in the ideal jA generated by all Bm with B < A, if m 
is large enough. The local index of S is the least m such that Am is cancellative 
for every component A of S. Because Am is cancellative, it is possible to 
embed A, by a simple construction, in an Archimedean semigroup con- 
taining an idempotent. Other basic properties will be found with this in 
Section 2. 
One may be tempted to think that S could be group-completed simply 
by adjoining an idempotent to each Archimedean component A; unfor- 
tunately, if m is large enough, every element of A” must have a group- 
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inverse in any group-completion of S, and these inverses must also be 
adjoined to S; so must their products with other elements of S. Neither 
does it suffice to paste together separate completions of the Archimedean 
components of S. Because these and other pitfalls must be avoided, our 
construction is not as simple (and the result as easy) as one might wish. 
The basic step in the construction is given in Section 3. Given a com- 
mutative semigroup S, a subsemigroup K of S and an ideal L of S containing 
K, one builds a semigroup SKsL as follows. First one takes the semigroup 
K-IL of fractions x/a with denominators in K, with x/a = y/b if and only 
if cbx = cay for some c E K; then S,*, is obtained by pasting S\L to K-IL 
in a natural way. Various properties of S,,, are necessary for the next section 
and are investigated in this Section 3. 
In Section 4 we can then start from any finitely generated commutative 
semigroup S and build its group-completion in the following manner. 
First one arranges the Archimedean components of S into a suitable sequence 
A A,, 1 ,**-, and chooses an integer m large enough. Then one builds semi- 
groups Si by induction, starting from S, = S, as follows. Knowing that 
Si has the same semilattice of Archimedean components as S, one takes 
the Archimedean component B of & which corresponds to Ai+l. If B 
contains an idempotent, S,+i = Si ; otherwise, S,+i = (Si)K,L , with 
K = Bm and L = JB . The group-completion is S, ; it depends on the 
integer m chosen at the beginning. It is a group-complete, finitely generated, 
commutative semigroup of local index m at most, with the same semilattice 
as S; and every homomorphism of S into a group-complete commutative 
semigroup of local index at most m extends uniquely to S, . Thus, S, 
becomes larger with m, but so does its universal property. Examples show 
that there may not be a completion with the universal property relative to 
all group-complete commutative semigroups. 
This is completed in Section 5 by additional results: the description 
of the maximal subgroups of S, , and of various subsets of S related to 
the completion. 
The last section gives an actual construction of a semigroup S, , which 
is used to disprove a number of conceivable additional properties. 
Support from the National Science Foundation has made the research 
for these results significantly easier to conduct. The paper itself has been 
significantly improved by a number of outstanding suggestions from the 
referee; the proofs of 3.4, 3.5 are his, and the presentation of group-closed 
ideals in Section 5 is likewise much shorter and more natural than in the 
original manuscript. This help is acknowledged with much gratefulness. 
Our notation and terminology are standard [l] but for the following 
exceptions. The maximal semilattice homomorphic image of S is called 
universal semilattice of S (for obvious reasons) and is denoted by Y(S). 
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The universal group of S (group of quotients, if S is cancellative) is denoted 
by G(S). Recall that G(S) . 1s not altered if S is replaced by one of its ideals. 
All semigroups under consideration are commutative, and this will be 
recalled only occasionally. We denote the multiplication in Y(S) by A ; 
this avoids all confusion between the product of A, B E Y(S) and their 
product AB [C A A B] as subsets of S. The following properties of an 
Archimedean component A of S which contains an idempotent e, will be 
used very often: eA is a group, in fact is the kernel of A, and eA = 
A n eS = He [15]. 
1. FINITELY GENERATED GROUP-COMPLETE SEMIGROUPS 
1. A finite [commutative] semigroup is of course finitely generated 
and group-complete. In this section we show that, conversely, finitely 
generated group-complete semigroups are very similar to finite ones. This 
is achieved by extending to these semigroups a few key properties of finite 
semigroups. 
When S is finitely generated and group-complete, then Y(S) is also 
finitely generated and so is finite. The hypothesis that each Archimedean 
component of S contains an idempotent (necessarily unique) then yields 
an isomorphism of Y(S) upon the semilattice E = E(S) of idempotents 
of S (in particular, E is finite). Each Archimedean component A of S has 
the same structure as in the finite case, namely is an ideal extension of a 
maximal subgroup H, of S by a nilsemigroup; in particular, each x E S 
has a power in some subgroup of S (i.e., S is pseudo-invertible in the sense 
of [2]), a property that we shall use much as torsion would be used in the 
finite case. 
We use these remarks in first producing an explicit subdirect decom- 
position of S. The results here are, essentially, due to Ponizovskii [14] 
(for the finite case; a brief account can also be found in [4]). First we arrange 
the idempotents of S into a sequence {e, ,..., em}, where e, is the least element 
of E and generally ei+r is a minimal element of E\{e, ,..., e,}. In particular, 
ei < ej implies i < j. For each such arrangement we construct the corre- 
sponding Ponizovskii series of S, which is the ideal series 
4 = P,cP,c~~~cP,cs, 
where P, = (JiGk eiS. The factors of this series (the Ponixovskiifuctors of S) 
are the semigroups PI, P,/P,, (k > I) and S/Pm . 
Just as in the finite case, the Ponizovskii factors of S do not depend on 
the sequence e, ,..., e *: this is clear for PI = e,S and S/P, = S/ES, and, 
as in [4], Pk/P,, = Te, for all k > 1, where T, = eS/&, fS (e, f E E). 
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The Ponizovskii factors have the following structure. First, when x E S, 
then xqn E Hf for some f E E, m > 0. It follows that S/P, is a nilsemigroup, 
in fact a finite nilsemigroup since it is finitely generated like S. Further 
assume that x E T, , x # 0 in T, . Then x E es, in particular f < e. If 
f=e, thenxmEH,; as x = ex, x E H, is invertible in T, . In particular, 
Te, = PI is a group. If f < e (hence, e # e,), then xm E H, _C fS and x 
is nilpotent in T, . A semigroup T is called elementary when T = G u N, 
where G is a group, N is a nilsemigroup and an ideal of T and the elements 
of G are cancellative in T (equivalently, the identity element of G is also 
the identity element of T). We see that T, is elementary when e # e, . 
Multiplication by e is a homomorphism S --+ eS and yields a homo- 
morphism of S onto T, . Together with the projection S -+ S/ES, these 
homomorphisms are seen (exactly as in the finite case [4]) to separate S. 
Thus we obtain an explicit subdirect decomposition of S (into its Ponizovskii 
factors). [Other properties proved in [4] also extend to this situation.] We 
state this as part of: 
PROPOSITION 1.1. A Jinitely generated group-complete semigroup is the 
subdirect product of its Ponizovshi~ factors, which are one abelian group, one 
jnite nilsemigroup and Jinitely many [ Jinitely generated] elementary semigroups. 
2. When x E ES (with S as above), the set of all e E E with ex = x 
has a least element (the product of all such e serves, as E is finite); we denote 
it by E(X). Of course C(X) is not defined if x E S\ES. We see that x E T,\O 
if and only if x E ES and C(X) = e [if e = e, , we understand Tel\0 to mean 
TeJ. 
The following lemma extends a property proved in [5] for the 
Schtitzenberger functor of a finite semigroup: 
LEMMA 1.2. Assume a&%a, where u E S. Then either a E S\ES and 
u=l~S1,ora~ESandua=u’aforsomeu’~H,(,). 
Proof. If u = 1 the result is trivial (as e(a) serves as u’ if a E ES). Hence 
assume u # 1 (in particular u E S). From aZua we know that a = vua 
for some ZJ E Si. Now vu E S and hence (vu)~ E Hj for some f E E, m > 0. 
Since a = (vu)a = (vu)“a = *.. = (vu)“a, we conclude fa = a; in par- 
ticular a E ES. Let E(a) = e; we have ea = a and e <f. If q(x) denotes 
the Archimedean component of x, then v(e) < q(f) = I < q(u); it 
follows that u’ = ue E T(e). Since also u’ E es, in fact EC’ E H, . Finally, 
u’a = uea = ua. 
We can now prove: 
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PROPOSITION 1.3. Let S be a Jinitely generated group-complete [com- 
mutative] semigroup. Then S/Y? is finite. 
Proof. The result is immediate if S is also elementary. Indeed S/Z+? 
is then a nilsemigroup with identity adjoined; but S/X is also finitely 
generated, like S, and hence must be finite. 
In the general case, it follows from the lemma that the &‘-class of any 
a E S\ES is trivial; since S/ES is finite, there are only finitely many such 
#-classes. Now consider H, when a E ES; let ~(a) = e, so that a E T, , 
a # 0 in T, . When b E H, , it is clear that c(b) = E(a), so that b E T, , 
and the lemma shows that b = ua, a = vb with u, v E H, and hence Mb 
still holds in I’, . Conversely, a2?b in T, implies a&‘b in S. Thus, H, is 
a nonzero Z-class of some T, . Since E is finite, it then follows from the 
beginning of the proof that S only has finitely many &-classes outside 
of S\ES, and therefore S/X is finite. 
Although this last result is not difficult, it has important consequences 
for S. As in [5], S can be rebuilt from the finite combinatorial [commutative] 
semigroup S/X in terms of finitely generated abelian groups (the groups 
H, and homomorphic images thereof; they are finitely generated since 
each T, is a homomorphic image of S and hence finitely generated). Thus 
all the results in [7] extend to a construction of all finitely generated group- 
complete semigroups (by induction on S/X); in particular, there is as 
much fine structure information on these semigroups as one has in the 
finite case. 
2. ARCHIMEDEAN COMPONENTS 
1. We begin with results which will not be used later. 
PROPOSITION 2.1. Let A be an Archimedean [commutative] semigroup. 
The following conditions are equivalent: 
(a) A can be embedded into a group-complete semigroup; 
(b) A contains a cancellative ideal; 
(c) A is an ideal extension of a cancellative semigroup by a nilsemigroup; 
(d) A is a subdirect product of a cancellative semigroup and a nilsemigroup. 
Proof. Assume that A is a subsemigroup of a group-complete semi- 
group S. Then A is also a subsemigroup of an Archimedean semigroup B 
which contains an idempotent e. Since B is Archimedean, eB is a group 
as well as an ideal of B. If a E A, then e must divide a power of a, i.e., 
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a* E eB for some n > 0; thus A n eB # 4, and is an ideal of A and a 
cancellative semigroup. Thus (a) implies (b). 
Next, we show that (b)-(d) are equivalent. If A contains a cancellative 
ideal K, then any K E K must divide a power of every a E A; therefore 
A/K is a nilsemigroup. Since K is weakly reductive, it follows from Proposi- 
tion 5.3 of [13] that A is a subdirect product of N and a subsemigroup C 
of the translational hull Q(K); furthermore C is cancellative (since K is; 
see [12]) [and commutative since it is a homomorphic image of A; actually, 
52(K) _C G(K)]. Finalli, assume that A C C x N, where C is cancellative 
and N is a nilsemigroup. If a E A, say a = (c, x), then an = (P, P) E C x (0) 
for some 71 > 0; hence (C x (0)) n A # +, which provides a cancellative 
ideal of A. 
In the same situation, A C G(C) x N, which is an Archimedean semigroup 
containing an idempotent, and hence (d) implies (a). 
Before we go any further, it is appropriate to show that there are 
Archimedean semigroups which do not satisfy the conditions in 2.1. 
EXAMPLE 1. Let N be the additive semigroup of all positive integers 
and w be the semigroup of all nonnegative integers under the max operation 
p v 4 = max( p, 4). Define: (n,p) = (m, 4) if and only if (n,p) = (m, 4) 
or n = m > p v 4. If (n, p) = (m, q), (n, p) # (m, Q), then for any 
(K,r)~N~wwealsohave(n+K,pvr)=(m+K,qvr):forr>pv~ 
implies p v Y = Y = 4 v Y, whereas Y < p v q implies n + k = m + k > 
p v q v Y. Therefore E is a congruence on N x w. We let A = (N x w)/-=; 
[x] denotes the --class of X. 
Let a = (1, 0), so that an = (n, 0) for all n > 0, in N x w. If x = 
(n,p)~N x w, then ok = (Kn, p) = (Kn, 0) = aRn if K is large enough; 
this immediately implies that any two elements of A have a common power, 
i.e., A is power-joined; hence A is Archimedean. 
Now let K be any ideal of A. From any x E K we see that K contains 
[a”] = [(n, 0)] for some n > 0. Then K also contains [(n + 1,0)] = [aR+l] 
and [(n + 1, 71 + I)] = [(n, O)(l, n + I)]. But we see that 
(n + l,O> f (n + 1,n + 1); 
therefore K is not a cancellative semigroup. Thus A contains no cancellative 
ideal. 
This example also shows that not all commutative semigroups can be 
group-completed. In particular our construction will have to use properties 
specific to finitely generated commutative semigroups. 
Returning to an Archimedean semigroup A which can be group-completed, 
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i.e., contains a cancellative ideal K, we see that the proof of 2.1 does provide 
a group-completion of A, but not a very “tight” one. A tighter completion 
can be given as follows; again this will not be used later (save negatively), 
but is a simpler version of the eventual construction. 
From the cancellative ideal K of A we form the group G(K) of fractions 
x/y with x, y E K (and x/y = x’/y’ if and only if xy’ = x’y). When a E A, 
then ax/x E G(K) does not depend on the choice of x E K; this defines a 
homomorphism at+ ax/x of A into G(K) and, by restriction, a partial 
homomorphism A\K -+ G(K). The ideal extension A of G(K) by the 
nilsemigroup A/K determined by this partial homomorphism is then an 
Archimedean semigroup containing an idempotent. The reader will easily 
verify that if we extend the canonical embedding K -+ G(K) by the identity 
on A\K, we obtain an embedding of A into a. 
One might expect that the universal property of G(K) yields a universal 
property of 4. Indeed it is easily seen that when a homomorphism f of A 
into an Archimedean semigroup B with an idempotent e sends K into H, , 
then f can be uniquely extended to d. However, owing to that restriction 
onf, A falls somewhat short of being a universal group-complete semigroup 
of A. In fact, we can use the very construction of a to show that such a 
semigroup need not exist. 
EXAMPLE 2. Let A = {a, as, a3 ,..., a” ,... } be free on one generator. 
For each m > 0, K, = (a”, am+l,...} is an ideal of A, and these are all 
the [cancellative] ideals of A. From each K, we obtain a completion 
Al,,, = (A\K,) u G(K,), h’ h w rc we see is [isomorphic to] {a, a2,..., am-l) u 
{P; k E Z}, with multiplication given by: aiai = ai+j or P+j according as 
i + j < m or i + j >, m, and aibk = bit”; in this description the map 
A + /&,, is the inclusion (as an = b” when n > m). 
Now assume that there is a universal group-complete semigroup S of A, 
i.e., with a homomorphism g: A + S such that every homomorphism of A 
into a group-complete semigroup factors uniquely through g. Then g sends 
A into an Archimedean component B of S which contains an idempotent e; 
since B is Archimedean, there exists c E B and n > 0 with g(a”) = ec. 
Now choose m > n and let f: A -+ Am be the inclusion. Let h: S --f A, 
be such that f = h 0 g. Since eB is a group, h(eB) is a subgroup of & and 
hence h(eB) C {bL; k E Z}; then an = f(~) = h(g(a”)) = bk for some 
k E Z, which contradicts m > n. Therefore f cannot factor through g. 
In fact this shows that there need not even exist a quasiuniversal group- 
complete semigroup of A (= one which could lack the uniqueness in the 
universal property). Since Example 2 is also finitely generated, this tells 
us we must place restrictions on the universal properties expected of the 
general group-completions. 
481/34/I-3 
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2. We call an Archimedean semigroup A finitary in case one of the 
ideals A” (m > 0) of A is a cancellative semigroup. Note that the smaller 
ideals A” with n > m are then cancellative too. The least m such that Am 
is cancellative is the index of A. The index of a nonfinitary Archimedean 
semigroup may be defined as co. For example, a nilsemigroup N has only 
one cancellative ideal, (O), and hence is finitary if and only if it is nilpotent; 
its index is then the nilpotency index (the least m with P = 0). 
The proof of the following result is quite similar to that of 2.1 and therefore 
left to the reader. 
PROPOSITION 2.2. Let A be an Archimedean semigroup. The following 
conditions are equivalent: 
(a) A is finitary [of index <ml; 
(b) A is an ideal extension of a cancellative semigroup by a nilpotent 
semigroup [of index <ml; 
(c) A is a subdirect product of a cancellative semigroup and a nilpotent 
semigroup [of index <ml. 
When A is finitary and contains an idempotent e, then all the cancellative 
ideals Am of A coincide: in fact, since A is an ideal extension of its kernel 
eA which is determined by a partial homomorphism, we see that eA is 
the only cancellative ideal of A; we shall use this later as: 
PROPOSITION 2.3. When A is a Jinitary Archimedean semigroup of index 
Gm containing an idempotent e, then A” = eA for all n > m. 
If on the other hand A is finitary but not group-complete, there may 
not be any canonical choice of cancellative ideal A”. For example, let A 
be Example 2 and B be the subsemigroup A U (b) of A^,: there is no least 
ideal of the form B*%; also, while B has index 2, B2 does not give the most 
economical completion B of B, as A (or (A\a) u (6)) yields a simpler com- 
pletion. [This is related to the lack of a fully universal completion discussed 
before.] 
If now S is any [commutative] semigroup, we can define the local index 
of S as the (possibly infinite) supremum of the indices of all the Archimedean 
components of S; if finite, it is the least integer m such that A” is cancellative 
for all A E Y(S). For instance, S is separative if and only if it has local 
index 1. Our first important result is that finitely generated semigroups 
have finite local index. 
This will follow from a subdirect decomposition theorem which was 
proved in [3]. Call a semigroup S subelementary if it is a disjoint union 
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S = C u N of a cancellative semigroup C and a nilsemigroup and [prime] 
ideal N, such that the elements of C are actually cancellative in all of S. 
If C is a group, then S is just an elementary semigroup; conversely, we 
showed in [3] that a subelementary semigroup S = C u N can always 
be completed to an elementary semigroup S, namely the semigroup of 
fractions x/a with x E S, a EC (and x/a = y/b if and only if bx = uy), 
whose group component is G(C). The subdirect decomposition theorem 
in [3] is that any finitely generated [commutative] semigroup is a subdirect 
product of a cancellative semigroup, a nilsemigroup, and finitely many 
subelementary semigroups. 
We call a subdirect decomposition into finitely many such factors a sub- 
elementary decomposition. We shall keep the following notation when con- 
sidering such decompositions: the factors will be denoted by Ei , where i 
ranges in a finite set I in which we distinguish two elements 0 and co; the 
cancellative factor is E, = C, , the nilsemigroup is E, = N, ; the remaining 
factors E, (i # 0, co) are subelementary and we put Ei = Ci u Ni , so 
that all Ci (i # co) are cancellative and all Ni (i # 0) are nilsemigroups. 
One drawback of subelementary decompositions is that [3] gave no explicit 
way to actually find one [on the other hand, we shall obtain this from our 
explicit completion, through 1.11. 
A first consequence of the existence of subelementary decompositions 
is the following. 
PROPOSITION 2.4. Every finitely generated [commutative] semigroup can 
be embedded in a Jinitely generated group-complete semigroup. 
Proof. Let S be finitely generated. We first consider the case when 
S = C u N is subelementary. Since N is an ideal of S, every element 
of C is a product of generators none of which lies in N; hence C is finitely 
generated. It follows that the elementary semigroup S, which we see is 
generated by S and by inverses of elements of C, is also finitely generated 
[and, trivially, group-complete]. 
In the general case, take a subelementary decomposition of S into semi- 
groups Ei (i E I). Every Ei is a homomorphis image of S and hence is finitely 
generated. Then S can be embedded in the product P of & = G(E,), 
i?, = (E,)l and the elementary semigroups J!& (i # 0, 00); by the first 
part of the proof, all l?i are finitely generated. Since every & has an identity 
element, it follows that the finite product P is also finitely generated. Finally, 
it follows from [ll] that the Archimedean components of the product P 
are precisely the products of Archimedean components of the factors & ; 
since all & are group-complete, so is P. [Alternately, it is clear that all & 
are pseudo-invertible and hence so is P.] 
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Although 2.4 shows that a completion is possible, it is much weaker 
than our main result. First, since at this point we still lack explicit sub- 
elementary decompositions, it does not yield an explicit completion. Nor 
does it yield a completion with any universal property (since the embedding 
is not the same as in our main result). Finally, the evidence available in 
the finite case [4] from the existing subelementary decompositions shows 
that S is spread rather thinly in the product of all Ei (let alone in P): for 
instance, when S has n idempotents and the Ponizovskii decomposition is 
used, then Y(S) also has 71 elements, whereas Y(P) has 2n elements (in 
particular, Y(P) * Y(S)). C onsequently, this embedding cannot give a 
very accurate picture of S. Nonetheless, it yields the following. 
THEOREM 2.5. Every Archimedean component A of a finitely generated 
commutative semigroup S is Jinitary; furthermore G(A) is finitely generated. 
Thus, S has finite local index. 
Proof. Again we first establish this in case S = C v N is subelementary; 
actually it will suffice to show that N is nilpotent and G(C) finitely generated. 
First, S is finitely generated since S is, and hence the group part G(C) 
of S is finitely generated (as a semigroup and hence as a group). Furthermore 
S/X is finite, by 1.3; hence the nilsemigroup part of S/X is in fact nilpotent. 
Since {0} is an X-class in s‘, the same is true of the nilsemigroup part fl 
of S, and then N _C fi is also nilpotent. 
Now let S be arbitrary finitely generated and A be an Archimedean 
component of S. Take a subelementary decomposition of S into semigroups 
(-0.1~ which are homomorphic images of S and hence finitely generated; 
we consider that SC nipI Ei and let pi be the projection to Ei . When 
i # 0, co, Ni is a prime ideal of E, and hence the Archimedean semigroup 
pi(A) is either contained in Ni or contained in Ci . This also holds (trivially) 
if i = 0, co; hence A C (njeJ Cj) x (nkox NJ, where J = (i E I; p,(A) 2 C,}, 
K = {K E I; p,(A) C Nk}. Now N, = E, is a finitely generated nilsemigroup, 
and therefore finite, hence nilpotent; by the first part of the proof, all other 
Ni’s are nilpotent. Therefore nTkeK N& is nilpotent (as K is finite), and it 
follows from 2.2 that A is finitary. More precisely, if we choose an integer 
m > 0 such that Nim = 0 for all i # 0, then A” C (n+, Ci) x (0) is 
cancellative. 
Finally, we know from the first part of the proof that each G(C,) is a 
finitely generated abelian group. Since K is finite, G = G(niEJ CJ z 
&, G(CJ is also finitely generated. Therefore G(Am), which is isomorphic 
to a subgroup of G, is finitely generated too. Now G(A) z G(A”) since 
A” is an ideal of A. 
The theorem suggests that A may in fact be finitely generated. But this 
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is, in general, false. For example, let S be the elementary semigroup with 
group part {a”; K E Z} z Z and nilsemigroup part (6, ; n E Z} u (01, a 
countable [infinite] null semigroup, with akb, = bK+n . We see that S is 
finitely generated (by a, a-‘, b,) but its nilpotent component is not finitely 
generated. [A counterexample can also be found in [lO].] 
3. The proof of 2.5 suggests that we define the global index of S 
as the least integer m for which there exists a subelementary decomposition 
of S in which all Ni have [nilpotency] index <m. The proof of 2.5 then 
shows that the local index of S is always less than or equal to its global 
index. Furthermore, we can make 2.4 more precise in the following fashion. 
Assume that S has a subelementary decomposition in which all Ni have 
index <m; then all Ei have local index <m, and it is clear on the construction 
of I& that all f$ also have local index <m. In the proof of 2.4 we embedded 
S in the product P of all & ; since an Archimedean component of P is a 
product of Archimedean components of the &‘s, P also has local index <m 
and we obtain the following. 
PROPOSITION 2.6. A jkiteb generated semigroup of global index <m 
can be embedded in a Jinitely generated group-complete semigroup of local 
index <m. 
The global index differs from the local index in that its definition, using 
subelementary decompositions, cannot be given in general for semigroups 
that are not finitely generated, and when applicable still does not yield 
an effective procedure for actual computation in explicit cases. 
A more significant difference is that the global index does not involve 
only the Archimedean components of S but also the way they are fitted 
together in S. When this fitting is sufficiently simple, one may perhaps 
expect the two indices to be equal. At least this is the case when S is ele- 
mentary (trivially), and also when S is Archimedean (this follows from 
2.2). Separative semigroups are another example. When S is separative, 
its local index is 1. Also, the characters of S separate S; hence S is separated 
by projections onto multiplicative subsemigroups of C, and therefore is a 
subdirect product of multiplicative subsemigroups of C. This provides a 
subdirect decomposition of S into subelementary (or cancellative) semigroups, 
so that a global index can be considered (even when S is not finitely generated) 
and then is found to be 1 also. 
However, in general the global index may be greater than the local index. 
In fact, the following example shows that this may happen even in the 
finite case. 
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EXAMPLE 3. Let S be the semigroup given by the table 
- 
a 
8 
f 
f, 
aebfc0 
e e c 0 0 0 
e e 0 0 0 0 
COffOO 
0 0 f f 0 0’ 
000000 
000000 
Associativity is obvious if we observe that A = {a, e}, B = {b, f) are sub- 
semigroups of S, and any product of three elements of S that are neither 
all in A nor all in B, must be 0. The Archimedean components of S are 
A, B, and C = {c, 01; they all have index 2, so S has local index 2. 
Now take any subelementary decomposition of S. Since c # 0, at least 
one of the projections pi: S -+ Ei satisfies p,(c) # pi(O). Since p,(c)p,(c) = 
P&) pi(O) = pi(O) pi(O), P&h and pi(O) are not cancellative in Ei ; hence 
i # 0, p,(c), p,(O) E Ni ; in fact pi(O) is idempotent, so pi(O) = 0. Similarly, 
it follows from p,(a) pi(c) = p,(a) pi(O), pi(b) p,(c) = p,(b) pi(O) that p,(a), 
p4b) E Ni . But p&>pdb) = pk) f 0, so Ni2 # 0. It follows that the 
global index of S is at least 3. [Actually, the Ponizovskii decomposition of S 
then shows that the global index is precisely 3.1 
4. We complete this section with some properties of the sets A” 
and some ideals they generate in S. Specifically, if S is finitely generated 
and A is an Archimedean component of S, let KA,m. = Am and JA,m be 
the ideal generated by all Bm with B E Y(S), B < A. When there is no 
ambiguity as to m, we denote these sets simply by KA , JA . If S is group- 
complete of local index <m, then A contains an idempotent e and it follows 
from 2.3 that KA = eA, JA = eS. In general these sets have the following 
“universal” property: 
PROPOSITION 2.7. Let f be a homomorphism of S into a group-complete 
semigroup T of local index <m; let C be the Archimedean component of T 
containing f (A), and g be the idempotent of C. Then. f (KA) -CgC, f ( JA) _C gT. 
Proof. First, f(KA) = f(A)” C Cm = gC, by 2.3. Next, let B E Y(S), 
B < A; then f (B) C D E Y(T) and we see that D < C in Y(T), so that the 
idempotent h of D satisfies h ,( g. It follows that f (K,sI) _C hT _CgT. 
This holds for all B < A and hence f ( JA) _C g T. 
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This property is quite important for what follows. A first application is: 
COROLLARY 2.8. If S has global index <m, then the elements of K,., are 
still cancellative in JA . 
Proof. First it follows from 2.3 that when S is group-complete the 
result holds under the weaker hypothesis that S has local index <m: if e 
is the idempotent of A then KA = eA = H, is the group of units of eS = JA 
and hence its elements are cancellative in IA , In general, the hypothesis 
implies the existence of an embedding f of S into a group-complete semigroup 
T of local index <m (by 2.6); by 2.7, the elements off (KA) C gC are cancel- 
lative in gT (with C, g as in 2.7) and hence in f (JA), and the result follows 
since f is injective. 
The weaker hypothesis that S has local index <m implies of course 
that KA is cancellative, but not in general that it is cancellative in JA . A 
counterexample will be found in the last section. 
The following elementary properties will also be used: 
LEMMA 2.9. JA C UeCa B and JA n A = KA . 
Proof. The first property is clear. If next C > A in Y(S), then AC L A, 
whence (multiplying by A m-1) A”C C A”, which proves a second property. 
Finally, it is clear that KA C JA n A. If conversely x E JA n A, then x E A 
and x = ks with K E KS , B < A, and s E S. Since K E B, ks E A implies 
B>,A, whence B=A and KEK,,. If s#l~Q, then SECEY(S); 
ks E A shows C > A, so by the above x = ks E KA . This also holds when 
s = 1. 
3. SEMIGROUPS OF FRACTIONS 
1. Given a [commutative] semigroup S and a subsemigroup K ( # 4) 
of S, we first construct a semigroup K-?S and homomorphism Al: S ---f K-V 
with the following properties: (i) K-?S is a monoid and 01 sends K into 
the group of units of K-?S; (ii) every homomorphism v of S into a [com- 
mutative] monoid T, which sends K into the group of units of T, factors 
uniquely through cy. We shall go lightly on the details since this is neither 
the newest nor the most general construction of semigroups of fractions 
(see e.g. [91, 181). 
On the semigroup S x K define a relation z thus: (x, a) = ( y, b) if 
and only if cay = cbx for some c E K. By commutativity, this is a congruence 
on S x K. We denote the equivalence class of (x, a) by x/a, and the quotient- 
semigroup by K-W. When x E S, xa/a = xb/b for all a, b E K and x w xaja 
is a homomorphism CL S --f K-?S. Furthermore a/a = b/b for all a, b E K; 
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this defines an element e of K-%.9 which we see is the identity element 
of K. For every a E K, (az/a)(a/a2) = d/a3 = e shows that a(a) is a unit 
of K-‘S; in fact, x/a = a(x) a(a)-’ for all x E S, a E K. 
Let T be a monoid and q: S --f T be a homomorphism such that v(a) 
is a unit in T for every a E K. If #: K-IS -+ T satisfies # 0 a = y, then 
q5 must send the group of units of K-?!? upon a subgroup of T which contains 
units, and therefore induces a homomorphism between the groups of units 
of K-9 and T; hence #(a(a)-I) = (#(a(a)))-’ for all a E K, and we must 
have $(x/a) = #(a(x) a(a)-‘) = v(x) q(a)-I. Conversely, it is easy to see 
that x/a = y/b implies cp(x) q(a)-l = T(Y) v(b)-“, so that the formula 
3(x/4 = d4 da)-’ uniquely determines $I; and in turn we can use this 
formula to define a mapping $ which is readily verified to be a homomorphism 
such that # 0 OL = q~. This establishes the universal property. 
Let T be a subsemigroup of S containing K. By the universal property, 
the restriction of ol: T + K-lS induces a homomorphism y: K-IT -+ K-%5’ 
unique such that y 0 /3 = 01 (where p: T + K-lT is canonical); our formula 
above shows that r(t/a) = a(t) m(a)-’ = t/a (as calculated in K-lS) for 
all t E T, a E K. It is clear that when t, u E T, t/a = u/b in K-9 implies 
t/a = u/b in K-IT; hence y is injective. It is therefore licit to identify K-lT 
and the subsemigroup y(K-IT) = {x/a E K-?S; x E T) of K-V, i.e., to 
denote the latter by K-IT. Generally, if T is any subsemigroup of S, then 
(x/a E K-IS; x E T} is a subsemigroup of K-?S which we denote by K-IT: 
by the above, the two definitions of K-lT agree when K _C T (no confusion 
can arise if K g T). 
For example, K-lK is a subsemigroup of K-?S. In fact it is clear that 
K-1K is a group, and its universal property then shows that K-lK z G(K). 
Thus, the group of units of K-V always contains a copy of G(K). If we 
assume that S\K is an ideal of S (then necessarily a prime ideal), then the 
two groups coincide: if x/a is a unit of KFS, say (~/a)( y/b) = c/c for some 
b, c E K, then dcxy = dcab for some d E K and this implies x E K (or else, 
abed = dcxy E S\K, a contradiction), so that x/a E K-lK. 
On the other hand, the map OL need not be injective. More precisely: 
PROPOSITION 3.1. When x, y E S, then a(x) = m(y) in K-lS if and only 
;f kx = ky for some k E K. 
Proof. When kx = ky, then k3x = k3y and a(x) = xk/k = yk/k = CX( y). 
If conversely U(X) = a(y), say xaja = ya/a with a E K, then ba2x = baZy 
for some b E K and we see that ba2 E K. 
In particular, a is injective if and only if the elements of K are cancellative 
in S. For instance, this is the case when S = C u N is subelementary 
and we take K = C; in this case, K-IS = 9 (cf. [3]). 
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2. We now let S, K be as before and let L be an ideal of S containing K. 
From these we construct a semigroup SK,L (also denoted by SK if there 
is no confusion as to L) and a homomorphism 8: S -+ SK with the following 
properties: (i) there is an idempotent e E SK such that /3(K) C H, , /3(L) C eSR ; 
(ii) if CD: S 4 T is a homomorphism, and there is an idempotent g E T with 
v(K) C H, , p(L) C gT, then v factors uniquely through /3. 
First we observe that K-IS = K-IL: indeed x/a = xa/u2 for all x E S, 
u E K, and xa EL. In particular, we have a canonical homomorphism 
CZ: S --f K-lL = K-V. This induces a partial homomorphism S\L ---f K-IL, 
and we define SKsL as the ideal extension of K-lL by S/L determined by 
this partial homomorphism. Thus, as a set, SK = (S\L) U K-lL; since 
~(s)(x/a) = (sa/a)(x/a) = sxa/& = sx/a, the multiplication . in SK is given 
foralls,tES\L,x,yEL,a,bEKby 
s . t = st if st $L, otherwise s . t = cu(st); 
s . (x/u) = (x/u) . s = m/u [= a(s)(x/u)]; 
cd4 . (Y/b) = W)(Y/b) [= xYl4- 
The canonical mapping /I: S -+ SK is defined by /3(s) = s if s E S\L, /3(s) = 
01(s) if s EL. It is routine to verify that p is indeed a homomorphism. Since 
K?L has an identity element e it is evident that j?(L) C eSK , and we remember 
that /l(K) = a(K) C H, in KFL and hence also in SK. 
We now verify the universal property: 
PROPOSITION 3.2. Let q~: S -+ T be a homomorphism; assume that there 
is an idempotat g E T such that y(K) C H, and v,(L) _CgT. Then g factors 
uniquely through fl: S + S, . 
Proof. The restriction q+, of IJJ to L sends L into a monoid gT in which 
v,,(a) is a unit for all a E K. By the universal property of K-lL there is a 
homomorphism 4,: K-lL ---f gT unique such that I,$ 0 OL = v,, ; it is well- 
defined by: &,(X/U) = F(X) (p(u)-l for all x EL, a E K, where QJ(~)-’ is the 
inverse of ~(a) in the group H, . If now #: SK---f T is a homomorphism 
such that # 0 /3 = q~, then first #J must send the group of units of K-lL onto 
a subgroup of T which contains elements of H, (namely, all z@(u)) = ~(a) 
with a E K), so that #(H,) C H, , in particular 4(e) = g; hence $ sends any 
element u = e . u of K-IL into gT. The uniqueness in the universal property 
of K-lL then implies that the restriction of $ to K-lL is the map I,& above. 
Furthermore it is clear that the restriction of # to S\L is that of ‘p. This 
proves the uniqueness. Conversely, it is routine to verify that the mapping 
z,k S, + T defined by: #(s) = v(s) for all s E S\L and #(u) = $+,(u) for all 
u E K-IL, is a homomorphism such that 4 0 /3 = v. 
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If T is any subsemigroup of S, then it is immediate that TK = 
(T\L) u K-l(T n L) is a subsemigroup of S, ; from previous remarks 
we know that the notation TK cannot create confusion when L C T. We 
shall actually need this notation only for subsemigroups T such that either 
TK C T or T r\ L = 4; in either case we see that /3(T) _C TK . 
3. We now prove additional properties of SK in some special cases, 
for use in the next section. 
PROPOSITION 3.3. If S and G(K) are Jinitely generated then so is SK . 
Proof. If G(K) is finitely generated as an abelian group, it is also finitely 
generated as a semigroup. Then it suffices to note that SK is generated 
by B(S) u K-IK. 
We now turn our attention to the Archimedean components of SK. 
PROPOSITION 3.4. Assume that K is contained in a single Archimedean 
component A of S and that L Z Vet,, B. Then /3 induces an isomorphism 
Y(P): Y(S) - Y(SK)- 
Proof. Let 7: S ---f Y(S), 5: SK -+ Y(S,) be the projections; /3 induces 
a homomorphism Y(p): Y(S) -+ Y(S,) unique such that Y(p) 0 77 = 5 0 p 
(namely, Y(p) sends B E Y(S) to the component of SK which contains p(B)). 
First we show that Y(/?) is surjective; equivalently, that 5 0 /I is surjective. 
We know that Y(Sk) = ((SK) is generated by [(p(S)) u c(K-lK); since 
K-lK is a group, <(K-lK) is a singleton and hence coincides with &3(K)) C 
5(B(S)); therefore Y(SK) = &%9>, i.e., 5 0 /3 is surjective. Now the condi- 
tions on K and L imply that there exists an idempotent A E Y(S) such that 
q(K) C HA = {A} and q(L) C A A Y(S) = {BE Y(S); B < A}. By 3.2 there 
exists a homomorphism 4: S, + Y(S) unique such that 1,4 0p = 7. This in 
turn yields a homomorphism x: Y(S,) --+ Y(S) unique such that x o 5 = #. 
Then ~0 Y(/3)0, =xo[op =n and Y(/3)0,0[0/3 = Y(j3)oq = <o/J; 
since 77 and 5 0 /3 are surjective, x and Y(p) are mutually inverse isomorphisms. 
PROPOSITION 3.5. Under the hypothesis of 3.4, Y@)(C) = CK for all 
c E Y(S). 
Proof. Keep the same notation as in the preceding proof, and let c 
be a fixed element of C. When u E S,, then u E Y@)(C) (i.e., u lies in the 
same component as /3(c)) is successively equivalent to: c(u) = &9(c)); 
X(<(U)) = x(@~(c))) (since x is an isomorphism); and #(u) = v(c). We 
remember that 4 is the unique homomorphism such that # 0 /3 = 7. If 
u E S\L, then 4(u) = q(u) and hence $(u) = T(C) if and only if u E C. If 
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II = X/U E K-lL, then 3(u) = T(X) q(a)-’ = T(X) ?(a) = T(X) by the hypoth- 
esis on K and L; hence g(u) = T(C) if and only if x E C. In either case, 
$(u) = T(C) if and only if u E CK . 
It is convenient to refer to CK as the Archimedean component of SK 
that lies over C (when the hypothesis of 3.5 is met). 
4. THE COMPLETION THEOREM 
1. In this section we prove our main theorem. First we start from 
a finitely generated [commutative] semigroup S which we assume is not 
group-complete, and choose m >, the local index of S; from this we construct 
a finitely generated semigroup S’ of local index <m with one more group- 
complete Archimedean component than S and a number of other properties. 
First, select an Archimedean component A of S which is minimal in 
the set of components of S that do not contain idempotents: this exists 
since S is not group-complete and Y(S) is finite. By minimality all com- 
ponents B < A of S do contain idempotents. Then we select K, L C S 
so that the following holds: 
(Cl) L is an ideal of S containing K; 
(C2) A”CKCA,LnA =K,andLCu,<,B; 
(C3) If f is a homomorphism of S into a group-complete semigroup T 
of local index <m, and g is the idempotent of the component C of T which 
contains f(A), then f(K) CgC = H, and f(L) 5 gT. 
Again this is possible, because it follows from 2.7,2.9 that the sets K = K,, , 
L = JA constructed in Section 2 have these properties. We then let S’ = 
S K,L > . this comes with a canonical homomorphism /3: S -+ S’. 
LEMMA 4.1. S’ is Jinitely generated and Y(S’) s Y(S). 
Proof. First, K = L n A is an ideal of A; hence G(K) s G(A). By 
2.5 this is a finitely generated abelian group, and hence the first part of the 
statement follows from 3.3. The second part follows from 3.4 and the condi- 
tions (C2) on K, L. 
LEMMA 4.2. Every homomorphism of S into a group-complete semigroup 
of local index <m factors uniquely through /3. 
Proof. This follows from (C3) and 3.2. 
Furthermore it follows from (C2) and 3.5 that the Archimedean com- 
ponent of S’ which lies over C E Y(S) is CK ; by 3.4, these are all the com- 
ponents of S’. If C contains an idempotent, then /3(C) C CK and CK also 
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contains an idempotent; furthermore A K = (A\L) u (K-lK) also contains 
an idempotent, the identity element of K-lK [in fact, if K = KA = A”, 
then AR = (A\K) U G(K) is the completion a of A discussed in Section 21. 
Thus S’ contains one more group-complete component than S. Finally: 
LEMMA 4.3. S’ has local index <m. Furthermore, if C E Y(S) contains 
an idempotent g of S [so that CK contains the idempotent g’ = /3(g) of S’] 
then g’C, = /I(gC); iffurthermore C < A, then also g’s’ = @(gS). 
Proof. We prove the second part of the statement first. If C < A, 
then by (C2) C n L = 4, so that C, = C and g’C, = gC = ,B(gC). If 
C < A, then in fact C < A and then g EL: first KC _C L n C since L is 
an ideal, so L n C # 4; if c EL n C, then c divides some power of g E C, 
and since L is an ideal we must then have g EL. 
Let z4ESK. If u E S\L, then g’u = (ga/a)u = gua/a = ,B(gu), for any 
a E K, so g’u ~/3(gS). Otherwise, u = x/a, with a E K, x E S. Then 
CK 2 CA _C C and hence ga = gga E~C; then ga has an inverse b in the 
group gC. Hence a2xb = a2xbg = (ax)(gab) = axg, so that xg/a = axb/a 
and g’u = (ga/a)(x/a) = xga/a2 = xg/a = @(xb), and xb ENS since b ENS. 
Thus g’s’ _C /?(gS); the converse inclusion is trivial. If in the above we take 
x E C, then xb E gS n C = gC and hence the same proof shows g’C, = /3(gC). 
We can now prove that S’ has local index <m. Let C’ E Y(S), so that 
C’ = CK, where CE Y(S). If C 4 A then as above C’ = C is finitary 
of index \cm, since S has local index <m. If C = A, then C’ = AK = 
(A\K) u (K-lK); since Al?” _C K, we have (AK)m C K-lK; K-lK is a group 
and hence AK is finitary of index <m. Finally assume C < A, so that C 
contains an idempotent g. Then C, = (C\L) u K-l(C n L) and we see on the 
definition of the multiplication in S’ = SK that (C# C (Cm\L) U 
K-l(Cm n L); by 2.3, Cm = gC CL, so in fact (C,# _C K-l(gC). Clearly 
K-l(gC) = (gC>, C g’CK , so by the first part of the proof (CK)m is contained 
in the group @(gC) and hence is cancellative. 
2. It is now easy to complete the proof of our main theorem. Let 
S be any finitely generated [commutative] semigroup; choose m so that 
S has local index <m. Since Y(S) is finite, we can arrange the Archimedean 
components of S into a sequence A, ,..., A, , so that A, is the least component 
and generally Ai+I is a minimal element of Y(S)\{A, ,..., Ai} [this is quite the 
same procedure as was used in Section 1 to construct Ponizovskii series 
in the group-complete case]. Then we build, by induction, a sequence 
so , Sl 9..-, S, of semigroups, starting with S, = S, and homomorphisms 
Pi: si --j $+l 9 which by composition yield 0~~: S ---f Si , with the following 
properties: (1) each Si is finitely generated with local index <m; (2) 
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Y@,): Y(S) -+ Y(S,+J is an isomorphism (and hence so is Y(arJ: Y(S) -+ 
W,)); (3) WiPi) ( w ic we refer to as the component of Si which lies h h 
over AJ contains an idempotent if i > 0; (4) every homomorphism of S 
into a group-complete semigroup of local index <m factors uniquely 
through 01~ . 
This sequence of semigroups and maps is constructed as follows. With 
cz,, the identity on S [empty composition], properties (l)-(4) hold trivially 
or vacuously for i = 0. When S, has been built, it follows from (3) by 
induction that the components of Si that lie over A, ,..., Ai all contain 
idempotents. Let A be the component lying over A,+r . If A contains an 
idempotent we let Si+r = Si and pi be the identity. If A does not contain 
an idempotent, then by the choice of Ai+I it is a minimal noncomplete 
component of Si and we let Sit-i = (S,)’ and /J be the canonical map, 
using a suitable choice of K and L as in the first part of this section. It is 
either trivial or an immediate consequence of 4.1, 4.2, 4.3 that S,+r , & , 
CQ+~ = pi o oli have all the required properties. 
The induction stops when n is reached, and at this point we obtain a 
semigroup S = S, and a homomorphism CC S --f S with the following 
properties: S is a finitely generated group-complete semigroup of local 
index <m; every homomorphism of S into a group-complete semigroup 
of local index <m factors uniquely through cu; Y(a): Y(S) -+ Y(S) is an 
isomorphism. The universal property shows that S does not depend on 
the choices we have made (the arrangement A, ,..., A, , the choices of sets 
K, L and the particular mode of construction of &+r from S,); we also see 
that Si g S. 
It remains to show that 01 in injective. Unfortunately, even when we 
always take K = KA , L = ]A , 3.1 h s ows that 2.8 is not sufficient to insure 
that the intermediate maps ,& are injective. However, it follows from 2.6 
and the universal property that, if we chose m at least equal to the global 
index of S (not just the local index) then the composite map cx is injective. 
Thus we have proved our main result: 
THEOREM 4.4. When S is a finitely generated commutative semigroup of 
local index <m, there exists a finitely generated group-complete commutative 
semigroup S of local index <m and a homomorphism 01: S ---f S inducing 
an isomorphism Y(S) s Y(S), such that every homomorphism of S into a 
group-complete commutative semigroup of local index <m factors uniquely 
through 0~. If furthermore S has global index <m, then c1 is injective. 
The main result calls for several additional remarks. First, the construction 
of S from S (and m) is an entirely explicit procedure, since at each stage 
we may select K = KA , L = JA , which can be carried through to produce 
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S explicitly when 5’ is explicitly given. (This will be done in the last section 
as a source of counterexamples.) The search for a completion (with 01 
injective) is not as satisfactory, since m must be chosen and at the start 
we have no explicit way of determining the global index of S. However, 
a completion can still be obtained in finitely many steps. We may build S 
first with m = the local index of S; if this does not work, try again with 
m + 1; if this does not work, with m --- 2, etc., and by the main theorem 
a completion must eventually be reached after finitely many tries. The 
procedure is finite and explicit, but, unlike the construction of just one $ 
not practical. 
The universal property is not as strong as one would expect from a com- 
pletion but we saw in Section 2 that (in the notation of 4.4) some restriction 
on T is necessary. 
It is possible that the result may be extended beyond the case when S 
is finitely generated, although we saw in Section 2 that some restriction 
on S is necessary. In at least three cases completions as good as in Theo- 
rem 4.4 can be obtained without the hypothesis that S be finitely generated: 
when S is subelementary [3]; when S is Archimedean with a cancellative 
ideal (Section 2); when S is separative (then S is the universal union of 
groups of S constructed, e.g., in [l]). Our method of proof extends to 
semigroups S that are subdirect products of finitely many cancellative, 
nil- and subelementary semigroups of finite local index, with the further 
property that Y(S) is finite; but this is a rather artificial set of conditions, 
and does not cover arbitrary separative semigroups. 
5. COMPLEMENTARY RESULTS 
1. In this section we take S finitely generated of global index <m, 
and use the fact that an explicit construction of S exists to obtain additional 
information about S and S. The notation is the same as in the proof of 4.4. 
First, we have the following consequence of 4.3: 
PROPOSITION 5.1. The maximal subgroups of s are the universal groups 
of the Archimedean components of S. 
Proof. When A is a component of S, hence contains an idempotent e, 
then the maximal subgroup H, = eA of S is an ideal of A and hence 
G(A) G G(eA) g H, . Thus it suffices to investigate the universal groups 
of the components of the intermediate semigroups Si . 
Let C be any Archimedean component of Si , say the component that 
lies over Aj . Construct S,+l and Pi as before. If C < A, then the component 
C, of S,+r which lies over C (and Aj) is just C, in particular G(C,) g G(C), 
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the isomorphism being induced by &. If C = A, then C’K = AK = 
(A\K) u (K-rK), and hence G(A,) = K-lK s G(K) = G(A), and again 
the isomorphism is induced by &. If C < A, then by the choice of A,+1 
we have j < i + 1, so that C is complete; then it follows from 4.3 that ,&Ii 
induces (by restriction) a homomorphism of G(C) onto G(C,). 
If we knew that all fli were injective, the proof would be over. As it is, 
we see from the above that the composite map 01 induces, for each C E Y(S), 
a homomorphism, say f, of G(C) upon G(C’), where C’ is the component 
of S that lies over C. The ideal C’” of C yields a generating subset of G(C); 
therefore OT sends P to a subset of C’ which yields a generating subset of 
G(C’). However, 01 is injective on C”, and since Cm is cancellative it follows 
that the induced map f: G(C) = G(P) --t G(C’) is injective. 
The result implies that the maximal subgroups of S are not, up to iso- 
morphism, affected by the choice of nz. It can be extended as follows. When 
A E Y(S), A” is easily seen to be Archimedean as well as cancellative. 
Also AB L A A B implies AmBm C (A A B)m for all A, B E Y(S), so that 
the union of all A” is a subsemigroup of S; it is separative and may be 
called the separative part of S (relative to m). Its image under 01 lies in the 
group part of S (the union of all subgroups of S). From the proof of 5.1 
the reader will easily show that the group part of S is a universal union 
of groups of the separative part of S. 
2. The rest of this section is devoted to the calculation of the sets 
ol-l(H,) and ideals a-l(&) of S (with e = e2 E 9). The groups H, and ideals 
eS of S play a considerable role in describing the structure of S, as indicated 
in Section 1, and their intersection with S should be of similar importance 
for S. However, this is another story and here we shall merely concentrate 
upon the relationship of these subsets to the construction of S. 
The key concept for this is the following. When S has local index <m, 
an ideal X of S is group-closed in case cs E X, c E K, , s E Jc [C E Y(S)] 
implies s E X. The property depends on m through the sets K, , Jc . When 
S is group-complete (of local index <m) then every ideal X of S is group- 
closed: in this case every C E Y(S) contains some idempotent e and K, = eC, 
Jc = eS, so that cs E S, c E Kc , s E Jc implies, first, that c has an inverse c’ 
in eC and then that s = es = c’cs E X. A similar argument (using 2.7) 
shows: 
PROPOSITION 5.2. Let v: S -+ T be a homomorphism, where T is group- 
complete of local index <m. For every ideal I of T, q+(I) is a group-closed 
ideal of S. 
It is clear that every intersection of group-closed ideals of S is again 
a group-closed ideal of S (or the empty set). Hence, for every ideal X of S, 
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there is a least group-closed ideal X of S that contains X (the group-closure 
of X). It can be constructed as follows. Put C(X) = {s E S; s E X, or s E Jc 
for some C E Y(S) and cs E X for some c E K,}; define C* by induction, 
by C”“(X) = C(C”(X)). Th en C”(X) is an ideal C”(X) C C”+‘(X) and 
x = un>o C”(X). The construction is not really infinite. By RCdei’s theorem 
[l] the congruences on a finitely generated free [commutative] semigroup, 
hence also the congruences on S, satisfy the ascending chain condition; 
so do, therefore, the ideals of S, and it follows that X = C”(X) for some p1 
(which may depend on X). 
We now begin to establish a converse for 5.2. The converse will have S 
in place of T and so requires more information about the behavior of the 
sets K o , Jc during the completion of S. For this we go back to the situation 
at the beginning of the last section and assume that S is not-group-complete, 
let A be a minimal noncomplete component of S and build S’ = SK, 
taking K = KA and L = JA . When BE Y(S), we denote by K,‘, Je’ the 
sets similar to Ke and Je but calculated in S’ from the component of S’ 
that lies over B. 
LEMMA 5.3. If C 4 A, then K,’ = K, ; KA’ = G(K,) = K-IK; if 
C < A, then K,’ = K-‘Kc = /3(Kc). In either case, K,’ = (KC)K ; further- 
mre Jc’ = (J&Y . 
Proof. When C # A, K,’ = (C$ was described in the proof of 4.3 
and the assertions on K, ’ in the statement are thus proved there. That 
K,.,’ = K-lK follows from 2.3 and thus K,’ = (KC)K holds in all cases. 
[It is also easy to establish directly.] 
Next we show that K,‘SK1 = (K&‘l), for all C E Y(S). Take p E K,S\L; 
thenp = liq for some KEK,, q ES, and k$L sincep#L; hence kEKcf 
and p E K,‘SK1. The same holds if p ~fi(K@ n L). Finally, let p = 
x/a E K-l(K,S n L), i.e., a E K and x E KcS1, say x = ky, k E K, , y E S. 
We also have p = kya/a”. If k E K,\L, then k E K,’ and p = k . (ya/a”) E 
K,‘S,l. If kE K, nL, then k/aE K-‘(Kc nL) C Kc’ and hence p = 
(k/a) . (ay/a) E Kc’SK1. This shows that (K&V), C K,‘SK1. Conversely, 
Kc/SK1 = (K,-)K SK1 C (KcS1), as can be seen on the definition of the 
multiplication in SK. 
Now it is clear that X M X, preserves unions and therefore J,’ = ( JC)K. 
LEMMA 5.4. When I is a group-closed ideal of S, then I’ = IK = /3(I)S,l 
is a group-closed ideal of S, , and I = p-‘(I’). 
Proof. First it is clear that IK is an ideal of SK and contains /3(I). Con- 
versely, an ideal of SK which contains all p(s) with s ~1 must also contain 
all s/a = (sa/a)(a/a2) with s ~1 and hence contain IK . Hence 1x = j3(I)SK1. 
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Next, we prove that I’ is group-closed in SK. Take p, q E SK such that 
p - q EI’, q E KC’, p E JC’ for some C E Y(S). 
If p,q,pqES\L, thenpq =p*qeI, qEK,, pE],; since I is group- 
closed, p E I and p E I’. If p, q E S\L but pq EL, then p * q = jl( pq) = pqu/a 
for any aEK; also p.q~I’, so p*q =x/b for some XEI~L, bEK. 
Then cbapq = tax for some c E K. We have pq EL = JA , cba E K = KA 
and cbapq = tax E I; therefore pq E I; since we still have p E je , q E KC , 
this implies p E I and hence p E I’. 
Now assume p E K-lL, q E S\L. We still have q E KC , but now p E Jc’ = 
(JAK yields P = / xa with XE JcnL, aEK. Also xq/a =p.qEI’ =IK, 
so xq/a = y/b with y E I n L, b E K; hence cbxq = cay for some c E K. 
Since L is an ideal, xq EL; since cbxq = cay E I, cb E K = KA , xq EL = JA 
and I is group-closed, we have xq E I; with x E Jc , q E KC , this in turn 
implies x E I, and p = x/a E I’. 
We shall spare the reader the last two cases, which are similar, and conclude 
that I’ is group-closed. 
Finally, let s E S be such that /3(s) E I’. If s E S\L, then s = p(s) E I. 
Otherwise /3(s) = sala, where a E K; su/a E I’ implies sa/a = y/b for some 
y E I n L, b E K, and in turn cbsa = cay for some y E K. As above, cbsa = 
cay E I, cba E K, s EL implies s E I, which shows /F(I’) C I. The converse 
inclusion is trivial. 
We now let S be finitely generated only and construct S as in Section 4, 
being careful to always take K = KA , L = JA ; we keep the same notation, 
If I is a group-closed ideal of S, then repeated applications of the last lemma 
yield for each i a group-closed ideal Ii of Si such that I = u;‘(&); in fact 
we may let Ii be the ideal generated by Ed. The fact that Ii is group-closed 
keeps the induction going. For i = n, this yields a [group-closed] ideal 
I, of S such that I = a-‘(Q. Together with 5.2 this yields the basic result 
on group-closed ideals: 
PROPOSITION 5.5. An ideal I of S is group-closed 11 and only if there 
exists an ideal I’ of s such that &(I’) = I; when I is given, the ideal generated 
by a(I) serves. 
Since xla&?xala always holds in SK,L , we see that every principal ideal 
Of SK.L 9 and hence every ideal of SK,L , is generated (as an ideal) by elements 
of B(S). By induction, it follows that every ideal of S is generated by elements 
of or(S), and hence is completely determined by its inverse image under LY. 
If we allow + as an ideal, then 5.5 provides an isomorphism (a-1) of the 
lattice of ideals of S upon that of group-closed ideals of S. 
COROLLARY 5.6. S only has finitely many group-closed ideals. 
481/34/I-4 
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Proof. It follows from 1.3 that S only has finitely many ideals. 
COROLLARY 5.7. Let A E Y(S) and let e be the idempotent of the Archimedean 
component of s that lies over A. Then &(e,!?) is the group-closure of JA . 
Proof. By 2.7, JA is contained in a-l(eS) and hence so is its group- 
closure ]A . Conversely, JA = a-l(X) for some ideal X of S, namely the 
ideal generated by OI(~~). Th en OL(K~) C X and so e E X (as H, intersects X); 
thus eS C X. On the other hand a(],,) _C eS and so XC es. Therefore 
JA = ccl(X) = a-l(eS). 
COROLLARY 5.8. With the notation as in 5.7, &(H,) = jA n A. 
Proof. First 01(s) E H, implies s E A (since Y(U) is injective) and s E JA 
(by 5.7). If conversely s E JA n A, then a(s) lies in the Archimedean com- 
ponent of e, and also in es, and therefore in H, . 
3. In view of the universal property of S, it follows from 5.7, 5.8 
that the sets KA = ]A n A and J,,, are the largest for which the universal 
property 2.7 holds. Then it is easily seen that these sets satisfy the conditions 
(Cl), (W, (C3) in Section 4 and hence can be used as K, L at each step 
of the construction of S. This creates some differences with the general 
case, as follows. 
On the practical side, the main drawback of using KA , L instead of, 
say, KA , JA is that these sets are more difficult to calculate. This is partly 
alleviated by the remark that it suffices to calculate these sets in S at the 
beginning for each C E Y(S): for then it is fairly clear from 5.4, 5.5, by 
induction on i, that the corresponding sets in Si are the ideal generated 
by ai and its intersection with the component lying over A. 
The other differences are all improvements. First, it is possible to see 
that, if m is large enough, the intermediate maps ,f$ will all be injective. 
The main improvement is the following result, which gives a practical 
criterion for the choice of m: 
PROPOSITION 5.9. The integer m yields an embedding S + 3 if and only 
$, for each C E Y(S), every element of & is cancellative in Jc . 
Proof. Since the elements of H, are cancellative in es, necessity is 
obvious from 5.7, 5.8. We now assume that the elements of & are cancellative 
in jc for all C E Y(S) and prove by induction that all 0~~: S ---f Si are injective. 
We remember that q, is injective. 
No powers will be used in the proof and we shall denote the component 
of Si that lies over Ai by Aii and the corresponding sets i;‘, J as calculated 
in Si by Kji, lji. We build S,,i from Si using K = E,, and L = /j+, . 
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We remember that S, together with the composite map yi: Si + S, 
is a universal group-complete semigroup of local index <m of Si . Therefore 
K{ = r;l(HJ, lji = r;l(eS) by 5.7, 5.8, where e is the idempotent in 
the component of s that lies over A, . It follows that EA, = &” = a;‘(&), 
JA j = Jjo = a;‘(Jji) for all i, j. 
Assume that 01~ is injective and let X, y E S be such that ~l~+~(x) = oli+i(y). 
Then /$(ai(x)) = Bi(ai(y)), so that either oli(x), c&y) E S,\L [= S,\Jt+J, 
in which case ai = a,(y), or ai( &y) EL, in which case c . ai = 
c . ai for some c E K = &i , by 3.1. In the first case, x = y by the 
induction hypothesis. In the second case, X, y E al;‘(L) = fA. ; also, 
c E A:,, and hence c E S, c 6 JAI when j < i (otherwise Ai+l ‘2 Aj for 
some j < i + l), so that c = ai and hence c E x,,,,, . Hence aI = 
c . ai = c . ai(y) = a,(cy), which implies cx = cy and, by the hypothesis, 
x = y. Thus aitl is injective. 
6. AN EXAMPLE 
In this section, we build an explicit example of a completion. Our aim 
is to disprove certain conjectures and facts which one could otherwise 
think are true from just what precedes. 
We start with the semigroup S generated by X, y subject to xzy = xys. 
The elements of S can be written uniquely under one of the forms xn, y”, xyn 
(n > 0), with multiplication given (in the nontrivial cases) by ~5% = 
*y~+~-l, xm(xy”) = XY”+~, xymxyn = x~~+~+l. The Archimedean com- 
ponents of S are A = {x”; n > 0}, B = {yn; n > 0}, and C = {xy”; n > 0}, 
with A A B = C; in particular, we see that S is separative. Also note that 
S comes with an integer-valued homomorphism ) 1, given by: 1 x” 1 = 
1 yn 1 = n, 1 xy” / = n + 1. Since Z (the additive group of all integers) 
is a group-complete semigroup, this valuation will extend to S and the 
intermediate semigroups; this helps calculate certain products. 
Since S is separative, we may choose m = 2. We arrange the components 
of S in the order A, = C, A, = A, A, = B, and shall build S by means 
of the sets K = KD , J = Jo (D = A:,,) and use ‘, “, nr instead of the 
superscripts 1, 2, 3. [Were we only trying to obtain S, we would use the 
better sets g, 1; in fact, we would be better advised to use m = 1 at the 
beginning. However, we seek pathology.] 
1. First we build S’ = S, . We have Kc = C2 = {xy”; n >, 3) = Jc . 
We see that G(K,) s Z and write G(K,) as the abelian group [w] generated 
by (w}. The valuation on S extends to S’, so that ~1~: S + S’ is valuation- 
preserving; the new valuation is injective on Kc and hence on [w]; since 
j xy” ( with n >, 3 is any integer 24, we have 1 w 1 = &l, and choose w 
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so that 1 w 1 = 1. Then / ~~i(xy”)l = ( xy” 1 = 1 wn+l ) when n 3 3, which 
implies q(xyn) = wn+l. Since 1 xw 1 = 1 yw 1 = 2, we also have xw = 
yw = wa. Consequently S’ = (S\&) u G(K,) = A u B u {xy, xy2) u [w] 
and it is immediate to draw the following multiplication table for S’: 
S’ x x2 xn Y Y2 Y” xy xy2 wq 
X x2 2 Xn+l 
x2 x3 x4 Xn+2 
Xm xm+1 x"+2 xmtn 
Y XY XY2 w"+l 
y2 xy2 w4 Wnt2 
Y” wmt1 wmt2 .&wn 
XY xy2 w4 wn+2 
xy= w4 w5 Wnt3 
Wz’ WPtl WPtz wP+n 
XY XY2 Wntl 
xy2 w4 z&w 
w”+l Wmt2 wmin 
y2 y3 yn+l 
Y3 Y4 Yn+2 
y m+1 ym+2 ymtn 
xy2 w4 Wn+2 
w4 W5 w"+3 
wP+1 wP-t2 WPW 
xy2 w4 .&z-+1 
w4 w5 w4+2 
wmi2 &n-k3 w"iP 
xy2 w4 wP+1 
w4 w5 w4+2 ) 
wm+2 wm+3 WmtP 
w4 w5 WPf2 
w5 we ww3 
wP+a wP+3 WPfQ 
where m, II 3 3, p, q E 2. The Archimedean components of S’ are A’ = A, 
B’ = B, C’ = {xy, xy2) U [w]; a1 takes xy” to wn+l if n > 3 and elsewhere 
acts as the identity. 
For the next step, we note that K,e = [w] is an ideal of S’; we have 
K/,, = KA = {x”; n > 2). The table shows that KAtS’l = KA# u (xy2> u [w]; 
this contains [w] and hence coincides with J,.p . We now find our first 
pathology: when n > 2, xn . xy2 = wn+s = xn . w3 shows that no element 
of KA’ is cancellative in JA’ . Since S has global index 1 and S’ local index 2, 
3.1 and 2.8 yield: 
Fact 6.1. Even when S has global index <m [so that (II is injective] 
the intermediate maps ,L$ need not be injective. 
Fact 6.2. If S only has local index <m, the elements of KA need not 
be cancellative in JA . 
Fact 6.3. S, may have greater global index than S. 
We also see that, while pl is not injective, j3i 0 CQ = 0~~ is injective, since 
01 = p2 0 012 is injective. Hence the nontrivial congruence ker& on S’ 
induces the equality on S. We express this in the language of [13] as follows: 
Fact 6.4. Even when S -+ SK,, is injective, S need not be dense in SK,= . 
On the other hand, it is easy to verify (either directly or from the Zigzag 
theorem in [6]) that /3: S -+ SK,= is always an epimorphism (in the category 
of commutative semigroups). 
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2. We now return to our construction. We see that G(K,,) z 2; 
as before the valuation on S’ extends to s” so that PI is valuation-preserving, 
and we may write G(K,,) = [u] with / u 1 = 1. Using the valuation, we 
calculate that xu = u2 and yu = uw = w2. We see that S, = S” = 
(x} u [u] u B u {xy} u [w], with multiplication table: 
s” x 24’1 Y Y2 Y” xy WQ 
X 212 $+l xy w3 Up+1 d w'l+l 
UP UPfl UPtP wP+l w9t2 f$tn wPt2 WPtQ 
Y XY wQ+l y2 y3 yn+l w3 wQ+1 
y2 w3 wQt2 y3 y4 ye+2 w4 w4t2 ) 
Y” wm+1 wmtq y m+l y"f2 ym+n Wmt2 .&wr9 
xy w3 w9t2 w3 w4 wn+2 W4 w9t2 
WP wPfl wP+q wPtl wP-t2 WPW wPt2 wP%4 
where m, n > 3, p, q E Z. The Archimedean components of S” are: A” = 
{xl u [u], I?” = B, C” = (xy} u [w]. We see that & is the identity on 
S\{xy2, x2, x”,...> and takes xy2 to w3 and xn to un when n 3 2. 
The last step is similar. We let the reader verify that 
with table: 
s, = fJ = {x, y, xy> u [ul u [VI u [WI, 
s x uq y VUQ xy W’I 
X u2 UP+1 XY wP+l W3 w4t1 
UP UP+1 UPiQ UP+-1 WPtQ W”f2 wP+Q 
Y 
VP 
XY 
WP 
XY WQd V2 vQtl w3 2 WQil 
WPd WPiQ @+l VPtP wPt2 wP+2 
W3 WQG W3 Wn+2 W4 wQ+2 
wptl WPh WP-tl wP'+Q wP+2 WPCQ 
where p, q E Z. The components of S are A”’ = {x} u [u], B”’ = (y} u [v], 
C”’ = {xy} u [w]. The map 01: S -+ S, obtained by composition, is the 
identity on {x, y, xy} and for n > 2 takes xs, yn, xyn to un, vn, w*+l, respec- 
tively. 
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There is an obvious homomorphism of S onto Example 3 in Section 2. 
In fact these two semigroups are sufficiently similar that one can prove, 
using very much the same arguments, that S has global index 23. [Taking 
a Ponizovskii decomposition of S as in Section 1 would in fact show that 
the global index is precisely 3.1 Hence: 
Fact 6.5. S may have global index >m (in particular, greater than 
the global index of S). 
We can use this to investigate the relationship between subdirect decom- 
positions of S and S. Since S is embedded in S, any subdirect decomposition 
(any subelementary decomposition) of S induces a subdirect (subelementary) 
decomposition of S. In fact, this is so far the only known way of obtaining 
explicit subelementary decompositions of S when S is known. Conversely, 
is every subelementary decomposition of S induced by one of S ? 
When we know a subelementary decomposition of S into semigroups Ei 
whose nilpotent parts have indices <m, we can, as in the proof of 2.4, 
embed S in the direct product P of all ,?$ ; since P is group-complete, of 
local index <m, this embedding factors through 01, yielding a map y: S ---f P. 
If y is injective, this yields a subelementary decomposition of S, which 
induces the given subelementary decomposition of S. Furthermore in 
this case we could probably recover S from P by a process much simpler 
than our construction (albeit not explicit). 
Alas, S is separative, and hence has an obviously subelementary decom- 
position into multiplicative subsemigroups of C (finitely many, since 
finitely many characters suffice to separate the finitely generated semigroup 
S). But S is not separative and so has no subelementary decomposition 
of this type. Since this implies that the map y above is injective on S but 
not on S we obtain: 
Fact 6.6. The subelementary decompositions of S are not all induced 
by those of S. 
Fact 6.7. S need not be dense in S. [This does not follow from 6.4.1 
However, it follows from the remark after 6.4 that K S --f S is an epi- 
morphism of commutative semigroups. 
Finally we show: 
Fact 6.8. One cannot always obtain S by pasting together separate 
completions of the Archimedean components of S. 
This too would give a much simpler construction of S. However, 
keeping our example and m = 2, we see that A g A”‘, fi g B”, but c‘ r 
{xy, zcy2} u [w], so that any semigroup obtained by pasting a, s, and e 
together must have four elements outside its group part and so cannot be 
isomorphic to S. Nor does it help to choose a different m for &‘. 
COMMUTATIVE SEMIGROUPS 53 
REFERENCES 
1. A. H. CLIFFORD AND G. B. PRESTON, “The Algebraic Theory of Semigroups,” 
Math. Surveys, no. 7, Amer. Math. Sot., Providence, RI, 1961 (vol. I), 1967 
(vol. II). 
2. M. P. DRAZIN, Pseudo-inverses in associative rings and semigroups, Amer. Math. 
Monthly 65 (1958), 5066514. 
3. P. A. GRILLET, On finitely generated commutative semigroups and their algebras, 
to appear. [See also research announcements: Primary semigroups, Semigroup 
Forum 4 (1972), 237-241; Subdirect decompositions of finitely generated com- 
mutative semigroups, Semigroup Forum 4 (1972), 242-247.1 
4. P. A. GRILLET, Subdirect decompositions of finite commutative semigroups, 
Semigroup Forum 4 (1972), 321-326. 
5. P. A. GRILLET, Left coset extensions, Semigroup Forum i’ (1974), 200-263. 
6. J. M. HOWIE AND J. R. ISBELL, Epimorphisms and dominions, II, j. Algebra 6 
(1967), 7-21. 
7. C. C. JOHN, JR., The construction of finite commutative semigroups, Doct. Diss., 
Kansas State Univ., 1973. 
8. P. LEFEBVRE, Sur les demi-groupes de quotients, C. R. Acad. Sci. Paris Ser. A 265 
(1967), 329-332. 
9. E. S. LYAPIN, Potential inversion of elements in semigroups (Russian), Mat. Sb. 
38 (1956), 373-388. 
10. D. B. MCALISTER AND L. O’CARROLL, Finitely generated commutative semigroups, 
Glasgow Math. J. 11 (1970), 134-151. 
11. M. PETRICH, IdCaux demi-premiers et premiers du produit cartesien d’un nombre 
fini de demi-groupes, C. R. Acad. Sci. Paris 256 (1963), 3940-3943. 
12. M. PETRICH, Topics in semigroups, Lecture Notes, Pennsylvania State Univ., 
1967-68. 
13. M. PETRICH AND P. A. GRILLET, Extensions of an arbitrary semigroup, J. Reine 
Angew. Math. 244 (1970), 97-107. 
14. I. S. PONIZOVSKI~, A remark on commutative semigroups, Dokl. Akad. Nuuk SSSR 
142 (1962), 1258-1260 [Russian]. 
15. T. TAMURA AND N. KIMURA, A decomposition of commutative semigroups, 
Kadai Math. Sem. Rep. (1954), 109-112. 
