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Abstract
We describe a 1-cocycle condition that guarantees the smoothness of a reducible
character in the SL(2,C)-character variety of a ﬁnitely generated group. This result
is then applied to study ﬁllings of one-cusped hyperbolic manifolds which yield Seifert
ﬁbred manifolds with Euclidean orbifolds.
1 Introduction
Throughout this paper Γ will denote a ﬁnitely generated group and M a compact,
connected, irreducible, orientable 3-manifold whose boundary is an incompressible torus.
We shall ﬁx a base point in ∂M and therefore identify π1(∂M) with a subgroup of π1(M).
The SL(2,C)-representation variety of Γ is a complex aﬃne algebraic variety R(Γ)
whose points correspond to representations of Γ with values in SL(2,C) [8]. Each ρ ∈ R(Γ)
determines a function
χρ : Γ → C χρ(γ) = trace(ρ(γ)),
called its character, and the set of such characters X(Γ) = { χρ | ρ ∈ R(Γ)} admits the
structure of a complex aﬃne algebraic variety in such a way that the function
t : R(Γ) → X(Γ), ρ → χρ
is regular [8]. It turns out that t can be canonically identiﬁed with the algebro-geometric
quotient of R(Γ) by the natural action of SL(2,C) [15, Theorem 3.3.5]. This means that
C[X(Γ)] is isomorphic to the ring of invariants C[R(Γ)]SL(2,C) and t corresponds to the
inclusion C[R(Γ)]SL(2,C) ⊂ C[R(Γ)]. The orbit of a representation ρ under this action will
be denoted by O(ρ).
The set Rirr(Γ) of irreducible representations in R(Γ) is Zariski open, as is its image
Xirr(Γ) = t(Rirr(Γ)) in X(Γ) [8]. Their Zariski closures in R(Γ) and X(Γ) will be denoted
by Rirr(Γ) and Xirr(Γ). Each representation ρ ∈ Rirr(Γ) is non-abelian, that is its image
in SL(2,C) is a non-abelian group, but the converse does not hold.
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One of our main interests in this paper is the local behaviour of X(Γ). Andre´ Weil
realized ([19]) that the tangential structures of R(Γ) and X(Γ) are closely related to the
cohomology of Γ. Thus for ρ ∈ R(Γ), he showed that TZarρ R(Γ), the Zariski tangent space
of R(Γ) at ρ, can be naturally identiﬁed with a subspace of Z1(Γ; sl2(C)Adρ), the space of 1-
cocycles determined by the composition Γ
ρ−→ SL(2,C) Ad−→ Aut(sl2(C)) (here Ad denotes
the adjoint representation). We shall simplify notation by writing Z1(Γ;Adρ) for this set
of 1-cocycles. If it turns out that TZarρ R(Γ) = Z
1(Γ;Adρ), we call ρ scheme reduced.
A point x of a complex aﬃne algebraic set V is called simple if dimC TZarx (V ) = dimx V .
It turns out that x is simple if and only if it is contained in a unique algebraic component
of V and is a smooth point of that component (see eg. §II.2 of [17]).
The proof of the following theorem when ρ is irreducible is contained, at least implicitly,
in that of the main result of [4]. The contribution we make here is in dealing with the more
subtle case when ρ is reducible.
Theorem A Suppose that ρ ∈ R(Γ) is a non-abelian representation lying in Rirr(Γ) for
which Z1(Γ;Adρ) ∼= C4. Then
(1) ρ is a simple point of R(Γ) and the algebraic component of R(Γ) which contains it is
4-dimensional.
(2) χρ is a simple point of Xirr(Γ) and the algebraic component of Xirr(Γ) which contains
it is a curve.
(3) there is an analytic 2-disk D, smoothly embedded in R(Γ) and containing ρ, such that
t|D is an analytic isomorphism onto a neighbourhood of χρ in Xirr(Γ).
(4) ρ is scheme reduced and there is a commutative diagram
TZarρ O(ρ)  TZarρ R(Γ)
dt TZarχρ X
irr(Γ)
B1(Γ;Adρ)
∼=

 Z1(Γ;Adρ)
∼=

 H1(Γ;Adρ).
∼=

The proof of this theorem depends on a detailed analysis (§2) of the set of reducible
representations in R(Γ) with a given character.
We are interested in applying Theorem A to the case Γ = π1(M) where M is a 3-
manifold of the type described in the opening paragraph of this paper. This presupposes
ﬁnding topologically interesting conditions on a representation ρ : π1(M) → SL(2,C) which
guarantee that Z1(π1(M);Adρ) ∼= C4. One such condition, found in [13], states that if
rankZH1(M) = 1 and ρ corresponds to a simple root of the Alexander polynomial of M ,
then we often have ρ ∈ Rirr(π1(M)) and χρ smooth on Xirr(M) (see also [18]). In order
to describe another situation in which the group of cocycles is 4-dimensional, we develop a
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few notions.
Given a topological space W , we shall write R(W ) for R(π1(W )) and X(W ) for X(π1(W )).
Research has shown that many topological properties of a 3-manifold M , as above, are en-
coded in the character variety X(M), so it is of interest to study their basic properties.
A class in α ∈ H1(∂M) determines an element γ(α) ∈ π1(M) through the Hurewicz
isomorphism H1(∂M) ∼= π1(∂M) ⊂ π1(M). In what follows, we shall abuse notation by
writing α for γ(α). For instance the function fγ(α) will be denoted by fα.
A slope r on ∂M is a ∂M -isotopy class of essential, simple closed curves on ∂M . Any
slope r on ∂M determines (and is determined by) a pair ±α(r) of primitive elements of
H1(∂M) - the images in H1(∂M) of the two generators of H1(C) ∼= Z where C ⊂ ∂M is a
representative curve for r.
As usual, M(r) will denote the 3-manifold obtained by Dehn ﬁlling M along r. Note that
if ρ(α(r)) = ±I for some slope r, then Adρ factors through a representation π1(M(r)) →
PSL(2,C). In particular, it makes sense to consider the cohomology group H1(M(r);Adρ).
Corollary B Suppose that ρ ∈ R(M) is a non-abelian representation for which ρ ∈
Rirr(M). If ρ(α(r)) ∈ {±I} but ρ(π1(∂M)) is not contained in {±I}, and H1(M(r);Adρ) =
0, then Z1(M ;Adρ) ∼= C4. Thus the conclusions of Theorem A hold for ρ.
We complete the paper with some applications of the results above, and the main results
of [1], to the case where r is a slope on ∂M such that M(r) is a Seifert ﬁbred space whose
base orbifold B is Euclidean. The closed Euclidean orbifolds are:
- the torus: T .
- the Klein bottle: K.
- the projective plane with two cone points, each of order 2: P 2(2, 2).
- the 2-sphere with four cone points each of order 2: S2(2, 2, 2, 2).
- the 2-sphere with 3 cone points whose orders form a Euclidean triple: S2(3, 3, 3), S2(2, 4, 4)
and S2(2, 3, 6).
Theorem C Let M be a compact, connected, orientable, hyperbolic 3-manifold whose bound-
ary is a torus. Suppose that r1, r2 are slopes on ∂M such that M(r1) is reducible while
M(r2) is a Seifert ﬁbred space whose base orbifold B is Euclidean. Suppose further that
M(r1) ∼= S1 × S2. Then B = T and
∆(r1, r2) ≤
{
2 if B = K,P 2(2, 2), S2(2, 2, 2, 2), or S2(2, 4, 4)
3 if B = S2(3, 3, 3) or S2(2, 3, 6).
Remark 1.1
1. According to [Oh] and [Wu], if M is hyperbolic and M(r2) contains an essential torus
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then ∆(r1, r2) ≤ 3. This is certainly the case when B = K,P 2(2, 2), or S2(2, 2, 2, 2), as in
these cases, M(r2) is the union of two twisted I-bundles over the Klein bottle. Note then
that Theorem C improves this bound.
2. It is interesting to compare the estimates in Theorem 1.1 to those obtained when we
replace the condition that M be hyperbolic with one where M is Seifert and atoroidal. In
this case it is a simple matter to see that
∆(r1, r2) ≤


1 if B = T or K
2 if B = P 2(2, 2) or S2(2, 2, 2, 2)
3 if B = S2(3, 3, 3)
4 if B = S2(2, 4, 4)
6 if B = S2(2, 3, 6).
Furthermore, these distances are sharp.
Next we consider surgery on hyperbolic knots K ⊂ S3.
Theorem D Suppose that K is a hyperbolic knot in S3 with exterior M . There is at
most one slope r on ∂M such that M(r) is is a Seifert ﬁbred space whose base orbifold is
Euclidean, and if there is one, it is integral, though not longitudinal.
In §2 we analyze the structure of the set of representations with a given reducible char-
acter. This leads to the proof of Theorem A in the case that ρ is a reducible representation
given in §3. A key ingredient of this proof is found in Proposition 2.9, a basic result concern-
ing the way the set of reducible representations sits in Rirr(M). The proofs of Theorems C
and D necessitate the development of PSL(2,C) versions of our results, and this is the sub-
ject of §4. Sections 5, 6 and 7 contain background results leading to the proof of Theorem
C in §8. Finally Theorem D is dealt with in the last section.
The author gratefully acknowledges the contributions Xingru Zhang made to this paper.
2 The set of reducible representations with a given
character
Fix a reducible character x ∈ X(Γ). Our goal in this section is to describe the structure
of Rx = t−1(x). Much of what is contained here is already known, dating back to work of
Burde [6], de Rham [9], and more recently Porti [16]. We do prove a new result, Proposition
2.9, which is of fundamental importance to our analysis of Theorem A in the case where
the representation is reducible. We adopt the following notational conventions.
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• Rred(Γ), respectively Xred(Γ), is the set of reducible representations, respectively
characters, in R(Γ), respectively X(Γ).
• U,UP , D ⊂ SL2(C) are respectively the upper-triangular matrices, the parabolic ele-
ments of U , and the diagonal matrices.
• OU (ρ) = {AρA−1 | A ∈ U} is the U -orbit of a representation ρ : Γ → U .
• The ﬁrst betti number of Γ, is the quantity b1(Γ) = rankZ(H1(Γ)).
Fix a character x ∈ Xred(Γ) and set
Dx = {ρ ∈ Rx | ρ(Γ) ⊂ D},
Ux = {ρ ∈ Rx | ρ(Γ) ⊂ U}.
Evidently Dx ⊂ Ux ⊂ Rx = t−1(x) and each representation in Rx is conjugate to an element
of Ux, though not necessarily to one in Dx. Nevertheless each ρ ∈ Ux gives rise to an element
of Dx by postcomposition with the projection U → D.
The set Dx is rather small. Indeed it is elementary to verify that the set of represen-
tations a : Γ → C∗ which satisfy a(γ) + a(γ)−1 = x(γ) is of the form {a, a−1}. Further,
a = a−1 if and only if x(Γ) ⊂ {±2}. Call x trivial if x(Γ) ⊂ {±2}, and non-trivial otherwise.
Fix a homomorphism a : Γ → C∗ as in the previous paragraph and set
ρa(γ) = diag(a(γ), a(γ)−1) ρa−1(γ) = diag(a(γ)−1, a(γ)).
Each ρ ∈ Ux is of the form
ρ =
(
a b
0 a−1
)
or ρ =
(
a−1 b
0 a
)
.
The following result is elementary.
Proposition 2.1 Suppose that x ∈ Xred(Γ).
(1) If x is trivial, then Dx = {ρa}. Furthermore, any representation in Rx conjugates into
UP , and so has abelian image.
(2) If x is nontrivial, then Dx = {ρa, ρa−1}. These two representations are conjugate over
SL(2,C), but not over U . Finally, any representation ρ in Rx, which is not in the orbit of
ρa or ρa−1, has inﬁnite, non-abelian image. ♦
Proposition 2.2 Suppose that x ∈ Xred is trivial. Then Ux may be identiﬁed with Hom(Γ,C),
a complex vector space of dimension b1(Γ).
5
Proof. From the triviality of x we see that there is a homomorphism a : Γ → {±1} such
that each ρ ∈ Ux is of the form ρ =
(
a b
0 a−1
)
. The correspondence Ux → Hom(Γ,C), ρ →
ab is bijective. ♦
Proposition 2.3 Suppose that x ∈ Xred(Γ) is nontrivial and that ρa and ρa−1 are the two
diagonal representations with character x. Then Ux has two topological components, Uax
which contains ρa, and Ua
−1
x which contains ρa−1. Furthermore, both U
a
x and U
a−1
x are
complex aﬃne spaces of ﬁnite dimension.
Proof. For z ∈ C∗, let diag(z, z−1) denote the matrix with diagonal entries z and z−1.
There is a continous map δ : Ux→{ρa, ρa−1} which sends ρ ∈ Ux to the diagonal rep-
resentation obtained by projecting to D. This is surjective so that Ux has at least two
components. Since δ(ρ) = limn→∞ diag( 1n , n) ρ diag(
1
n , n)
−1, we see that δ(ρ) ∈ OU (ρ),
which is connected. Thus Ux has exactly two topological components, Uax which contains
ρa, and Ua
−1
x which contains ρa−1 .
To see that Uax is aﬃne, note that any ρ ∈ Uax is of the form
(
a b
0 a−1
)
, and so is
determined by the function b : Γ → C. This sets up a bijection
Uax → {b : Γ→C | b(γ1γ2) = a(γ1)b(γ2) + a(γ2)−1b(γ1) for each γ1, γ2 ∈ Γ}.
Since Γ is ﬁnitely generated, the range of this bijection is a complex aﬃne space of ﬁnite
dimension.
A similar analysis holds for Ua
−1
x . ♦
The previous two lemmas can be made slightly stronger. If we ﬁx generators γ1, γ2, ..., γn
of Γ and consider R(Γ) ⊂ C4n via the embedding ρ → (ρ(γ1), ..., ρ(γn)), then Uax (and Ua
−1
x )
correspond to aﬃne subsets of C4n.
Clearly
Rx = Rax ∪Ra
−1
x
where
Rax = {AρA−1 | A ∈ SL(2,C), ρ ∈ Uax}, Ra
−1
x = {AρA−1 | A ∈ SL(2,C), ρ ∈ Ua
−1
x }.
Proposition 2.4 If x is a reducible character of Γ, then Rax and R
a−1
x are irreducible alge-
braic sets. Moreover,
(1) if x is trivial, then Rx is an irreducible algebraic set and
dim Rx =
{
0 if b1(Γ) = 0
1 + b1(Γ) otherwise.
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(2) if x is nontrivial, then
(a) Rax ∩Ra
−1
x = O(ρa).
(b) If Rx is irreducible then either Ra
−1
x = O(ρa) and Rx = Rax, or Rax = O(ρa) and
Rx = Ra
−1
x .
(c) If Rx is reducible, then Rax and R
a−1
x are its two algebraic components.
(d) We have
dim Rax =
{
2 if Uax is a point
1 + dim(Uax ) otherwise.
A similar dimension count holds for Ra
−1
x .
Proof. The aﬃne sets Uax and U
a−1
x are smooth and connected, so they are irreducible.
It follows that their SL(2,C)-orbits, Rax and R
a−1
x are irreducible as well. Since Rx =
Rax ∪Ra
−1
x , it is irreducible when x is trivial.
To complete the proof we need to make the following observation: for any ρ ∈ Ux\O(ρa)
and A ∈ SL(2,C) which satisfy AρA−1 ∈ Ux, we must have A ∈ U . When x is trivial the
statement is the result of direct computation. When it is non-trivial the same is true, though
we need to use the fact that in this case, any ρ ∈ Ux \ O(ρa) has a non-abelian image.
We show next that if x is non-trivial, then O(ρa) = Rax ∩ Ra
−1
x . Since ρa and ρa−1 are
conjugate over SL(2,C), Rax ∩Ra
−1
x ⊃ O(ρa). On the other hand if ρ ∈ Rax ∩Ra
−1
x \ O(ρa),
there is some ρ1 ∈ Uax \ O(ρa) which is conjugate to some ρ2 ∈ Ua
−1
x \ O(ρa). By the
observation in the second paragraph of this proof, ρ1 and ρ2 are conjugate by an element of
U . But this impossible as it implies that a = a−1, i.e. x is trivial. Thus Rax ∩Ra
−1
x = O(ρa)
as claimed. Parts (2)(ii), (iii) of the proposition are now easily seen to hold.
Finally we compute dimensions. In the case where x is a trivial character, ρa is a
central representation so O(ρa) = {ρa}. According to Proposition 2.2, Ux has dimension
b1(Γ). Hence if b1(Γ) = 0, Ux = {ρa}, and so Rx = {ρa}. On the other hand if b1(Γ) > 0,
then Ux\O(ρa) is non-empty. By the observation above we have {A ∈ SL(2,C) | AUxA−1 ⊂
Ux} = U . Since U has codimension 1 in SL(2,C) it follows that Ux has codimension 1 in
Rx, i.e. dim Rx = 1 + b1(Γ). This completes the proof of part (1) of the lemma.
Assume next that x is a non-trivial character. If Uax is a point, then R
a
x = O(ρa) and
so the dimension of Rax is 2 (remark that since x is non-trivial the centralizer of ρa is 1-
dimensional). Otherwise there is some ρ ∈ Uax \ O(ρa) which, by Proposition 2.1 (2), is
non-abelian. Hence it’s centralizer is {±I}. It follows that Uax has codimension 1 in Rax,
which was to be proved. ♦
The following useful concept was introduced by Porti in [16].
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Deﬁnition 2.5 Let x be a reducible character of Γ and ρ ∈ Rax(Γ) \ O(ρa). The defect of
ρ is the quantity
def(ρ) = dim Rax − 3.
Proposition 2.6 Suppose that ρ ∈ Rx \ O(ρa). Then
(1) O(ρ) = O(ρ) ∪ O(ρa).
(2) If def(ρ) = 0, then Rax = O(ρ) ∪ O(ρa).
Proof. (1) Without loss of generality we may suppose that ρ ∈ Ux, say
ρ =
(
a b
0 a−1
)
.
Now ρa = limn diag( 1n , n)ρdiag(
1
n , n)
−1 so O(ρ) ∪ O(ρa) ⊂ O(ρ). Assume then that
ρ0 ∈ O(ρ). There is a sequence {An} in SL(2,C) such that limn AnρA−1n converges to
a representation ρ0. It is clear that χρ0 = x so that ρ0 ∈ Rx.
If there is a convergent subsequence of {An}, say limj Anj = A0, then ρ0 = limj AnjρA−1nj =
A0ρA
−1
0 ∈ O(ρ). Without loss of generality we shall suppose that {An} does not lie in any
compact portion of SL(2,C). It follows that if we write
An =
(
rn sn
tn un
)
,
then one of the sequences {|rn|}, {|sn|}, {|tn|}, {|un|} has a subsequence which tends to ∞.
Case 1. x is trivial.
Then a(γ) ∈ {±1} for all γ ∈ Γ and b : Γ → C is not identically zero. Then
AnρA
−1
n =
(
a(1− rntnb) r2nb
−t2nb a(1 + rntnb)
)
.
Hence as b ≡ 0, both {|rn|} and {|tn|} converge. If they converge to zero then ρ0 = ρa ∈
O(ρa), and we are done. Otherwise one of them, |rn| say, converges to an element r0 ∈ C∗.
Since we can alter the sign of An without eﬀecting the hypotheses, we may assume that
limn rn = r0. Consideration of the (1, 1)-entry of AnρA−1n implies that the sequence {tn}
converges. Now for n  1 we have rn = 0. For such n deﬁne Bn =
(
rn 1
tn
1+tn
rn
)
∈
SL(2,C) and observe that {Bn} converges while AnρA−1n = BnρB−1n . Thus ρ0 ∈ O(ρ).
Case 2. x is non-trivial.
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Since ρ ∈ Ux is non-abelian, it may be conjugated by an element of U so that its image
contains a non-central diagonal element, say ρ(γ0) =
(
λ 0
0 λ−1
)
where λ = ±1. As
Anρ(γ0)A−1n =
(
λ + (λ− λ−1)sntn −(λ− λ−1)rnsn
(λ− λ−1)tnun λ−1 − (λ− λ−1)sntn
)
and λ = λ−1, each of the sequences {sntn}, {rnsn}, {tnun}, {rnun = 1 + sntn} converges.
If ρ(Γ) contains no parabolics then it is isomorphic to its projection into D. Hence
ρ is abelian, contrary to the fact that ρ ∈ Ux \ O(ρa). Thus ρ(Γ) contains parabolics.
Let γ ∈ ρ−1(UP ). The argument from Case 1 applied to Anρ(γ)A−1n shows that we may
suppose limn rn = r0 and limn |tn| = t0. If one of r0, t0 is non-zero, it also implies that
we may suppose limn tn = t0, and therefore since {sntn}, {rnsn}, {tnun} and {rnun} con-
verge, both {sn} and {un} are convergent, i.e. limn An exists, contrary to our assumptions.
Thus limn rn = limn tn = 0. Another appeal to the argument of Case 1 now shows that
ρ0(ρ−1(UP )) ⊂ {±I}. But then the surjective homomorphism
ρ(Γ) → ρ0(Γ) : ρ(γ) → ρ0(γ)
factors through the abelian group Γ/ρ−1(UP ), and therefore ρ0 is an abelian representation
whose character is x. Hence ρ0 ∈ O(ρa), which completes the proof of part (1) of the
proposition.
(2) It follows from the deﬁnition of defect that Rax has dimension 3. Since it is irreducible
and contains the 3-dimensional algebraic set O(ρ) = O(ρ)∪O(ρa), part(2) of the proposition
follows. ♦
We shall an curve in X(Γ) non-trivial if each of its algebraic components contatins the
character of an irreducible representation.
Lemma 2.7 Suppose that Γ is a ﬁnitely generated group and that X0 ⊂ X(Γ) is a non-
trivial curve. The decompostion of t−1(X0) into algebraic components is of the form
t−1(X0) = R0 ∪R1 ∪ ... ∪Rk
where
(a) each Rj is invariant under conjugation.
(b) dim (R0) = 4 and t(R0) = X0.
(c) for each j ∈ {1, 2, ..., k} there is a reducible character xj ∈ X0 such that t(Rj) = xj.
Proof. Parts (i) and (ii) are proven in much the same way as the PSL(2,C) case found in
[3, Lemma 4.1], as is the fact that for j ≥ 1, there is some xj ∈ X0 such that t(Rj) = {xj}.
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To complete the proof, suppose that some xj is irreducible. If ρ ∈ t−1(xj) ∩ R0, then
Rj = t−1(xj) = O(ρ), the latter equality being a consequence of the irreducibility of ρ. By
parts (i) and (ii), Rj = O(ρ) ⊂ R0, contrary to the fact that Rj is a component of t−1(X0).
♦
Proposition 2.8 Suppose that Γ is a ﬁnitely generated group and that X0 ⊂ X(Γ) is a non-
trivial curve. Let R0 be the 4-dimensional subvariety of R(M) with t(R0) = X0 described
in Lemma 2.7.
(1) If x ∈ X0 ∩Xred(Γ) is trivial, then b1(Γ) ≥ 2 and each representation in R0 ∩ Rx has
abelian image.
(2) If x is nontrivial, then
(a) there is a representation ρ ∈ R0 ∩Rx whose image is nonabelian.
(b) Rx ∩R0 = O(ρa) ∪ O(ρ1) ∪ . . . ∪ O(ρn) where ρ1, ρ2, . . . , ρn are non-abelian.
(c) If R0 is a component of R(Γ) and the only component to contain some ρ ∈ Rx ∩R0\
O(ρa), then def(ρ) = 0.
Proof. Since R0 is 4-dimensional and contains irreducible representations, Rx∩R0 has di-
mension 3. Hence if x is trivial, Proposition 2.4 (1) implies that b1(Γ) ≥ 2 while Proposition
2.1 implies that each representation in R0 ∩Rx has abelian image.
Suppose then that x is nontrivial. It is shown in [7, §1.5] that there is a representation ρ ∈
R0 ∩Rx whose image is nondiagonalisable and since x is non-trivial, ρ must be nonabelian.
By Proposition 2.6, O(ρa) ⊂ O(ρ) ⊂ R0. As O(ρ) is 3-dimensional, it follows that there is
a ﬁnite collection ρ1, . . . ρn ∈ Rx ∩ R0 of non-abelian representations such that Rx ∩ R0 =
O(ρa) ∪ O(ρ1) ∪ . . . ∪ O(ρn). Finally assume R0 is a component of R(Γ) and the only
component to contain some ρ ∈ Rx ∩ R0 \ O(ρa). Assume, without loss of generality,
that ρ ∈ Rax. If def(ρ) > 0, then dim(Rax) ≥ 4 and since Rax consists entirely of reducible
representations, Rax ⊂ R0. But this contradicts the fact that R0 is the unique component
of R(M) which contains ρ. Thus def (ρ) = 0. This completes the proof. ♦
If x is non-trivial, then it can be shown that U+x and U
−
x have the same dimension
when, for instance, a(Γ) ⊂ S1 or Γ is the group of a knot in the 3-sphere [6], [9]. In general,
though, there does not seem to be any reason for this to be the case. Interestingly enough,
the next result shows that if x lies in Xirr, one of U+x and U
−
x is positive dimensional if and
only if the other is.
Proposition 2.9 Suppose that {ρn}n≥1 is a sequence of irreducible representations in R(Γ)
which converge to a non-abelian reducible representation ρ ∈ Rax\O(ρa). If χρ is a nontrivial
character, then there is a subsequence {ρnk}k≥1 of {ρn}n≥1 and another sequence {ρ′nk}k≥1
such that
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(a) ρ′nk is conjugate to ρnk for each k ≥ 1.
(b) {ρ′nk}k≥1 converges to a representation ρ′ ∈ Ra
−1
x \ O(ρa).
Proof. Without loss of generality we may assume that ρ ∈ Uax \ O(ρa), say
ρ =
(
a b
0 a−1
)
.
Let {γ1, γ2, ..., γm} be a generating set for Γ. As χρ is nontrivial, we may assume that
χρ(γ1) = ±2. Our ﬁrst goal is to show that we may assume that ρn(γ1) is diagonal for each
n ≥ 1. This takes up much of the proof.
Our hypotheses imply that there is an a1 ∈ C \ {±1} such that ρ(γ1) =
(
a1 b1
0 a−11
)
.
Setting A =
(
1 b1
(a1−a−11 )
0 1
)
and replacing each ρn by AρnA−1 shows that we may assume
ρ(γ1) =
(
a1 0
0 a−11
)
.
Then if we write ρn(γ1) =
(
an1 bn1
cn1 dn1
)
we have
lim
n→∞ an1 = a1 = ±1 limn→∞ dn1 = a
−1
1 limn→∞ cn1 = limn→∞ bn1 = 0.
Since a1 = ±1, the ﬁrst limit shows that for n >> 0, an1 = ±1. Thus by passing to a
subsequence, we may assume
an1 = ±1 for each n ≥ 1.
Set
yn =


−cn1
(an1−a−1n1 )
if bn1 = 0
(an1−dn1)−
√
(an1−dn1)2+4bn1cn1
2bn1
if bn1 = 0
Lemma 2.10 limn yn = 0.
Proof. The limits calculated above show that limn −cn1(an1−a−1n1 )
= 0, so in what remains of the
proof we shall suppose that for all values of n, bn1 = 0. Then yn = (an1−dn1)−
√
(an1−dn1)2+4bn1cn1
2bn1
.
Set zn = (an1 − dn1), wn = 4bn1cn1 and note
lim
n
zn = a1 − a−11 = 0 limn wn = 0.
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Hence for n  0, |Re(√1 + (wn/z2n))| ≥ 1/2. Thus
|zn +
√
z2n + wi| = |zn||1 +
√
1 + (wn/z2n)| ≥ |zn||Re(1 +
√
1 + (wn/z2n))| ≥ |zn|/2.
Then |wn| = |zn +
√
z2n + wn||zn −
√
z2n + wn| ≥ |zn||zn −
√
z2n + wn|/2 and therefore
|yn| = (|zn −
√
z2n + wn|)/(2|bn1|) ≤ |wn|/(|zn||bn1|) = 4|cn1|/|zn|.
The lemma now follows from the facts that limn cn1 = 0 and limn zn = 0. ♦
Set Bn =
(
1 0
yn 1
)
. If replace ρn by BnρnB−1n , we obtain a conjugate sequence of
irreducible representations which also converges to ρ (since limn yn = 0) and for which
Bnρn(γ1)B−1n =
(
1 0
yn 1
) (
an1 bn1
cn1 dn1
) (
1 0
−yn 1
)
=
(
an1 − bn1yi bn1
0 dn1 + bn1yi
)
.
Thus without loss of generality we may suppose that cn1 = 0 for each n ≥ 1, and conse-
quently dn1 = a−1n1 . Set xn = bn1/(an1 − a−1n1 ) and note that the numbers xn tend to 0.
Hence if we set An =
(
1 xn
0 1
)
, then the sequence AnρnA−1n converges to ρ and satisﬁes
Anρn(γ1)A−1n =
(
an1 0
0 a−1n1
)
for each n ≥ 1. We shall therefore assume below that ρn(γ1) is diagonal for each value of n.
For j = 1, 2, ...,m write
ρn(γj) =
(
anj bnj
cnj dnj
)
.
By construction,
bn1 = cn1 = 0 for all n ≥ 1
while for each j = 1, 2, ...,m we have
lim
n→∞ anj = aj ∈ C
∗, lim
n→∞ dnj = a
−1
j , limn→∞ bnj = bj ∈ C, limn→∞ cnj = 0.
Choose j0 ∈ {2, 3, ...,m} such that there are inﬁnitely many values of n for which |cnj0 | ≥
|cnj | for all values of j. Now each ρn is irreducible, while by construction each ρn(γ1)
is diagonal. Hence cnj0 = 0 for the inﬁnitely many values of n such that |cnj0 | ≥ |cnj |,
j = 1, 2, . . . ,m. Then by passing to a subsequence we may assume that
cnj0 = 0 for each n
|cnj | ≤ |cnj0 | for all values of n, j.
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Now the second condition implies that for each n, 0 ≤ |cnj |/|cnj0 | ≤ 1. Hence by again
passing to a subsequence we may suppose that for each j, the sequence {cnj/cnj0}n≥1
converges to some cj ∈ C. Note that c1 = 0 and cj0 = 1.
Deﬁne
ρ′n =
(
0 i√cnj0
i
√
cnj0 0
)
ρn
(
0 i√cnj0
i
√
cnj0 0
)−1
.
and observe that
lim
n
ρ′n(γj) = limn
(
dnj cnj/cnj0
cnj0bnj anj
)
=
(
a−1j cj
0 aj
)
.
Thus the sequence {ρ′n}n≥1 is conjugate to the sequence {ρn}n≥1, and converges to a repre-
sentation in Ua
−1
x . Since a1 = ±1, c1 = 0 and cj0 = 1, in fact it converges to a representation
in Ua
−1
x \ O(ρa). This completes the proof. ♦
Corollary 2.11 Let X0 ⊂ X(Γ) be a non-trivial curve which contains the character of
an irreducible representation and R0 ⊂ R(Γ) the unique 4-dimensional subvariety such
that t(R0) = X0. Suppose that x ∈ X0 is reducible and non-trivial, and that ρa ∈ Dx.
Then dim (Rax ∩ R0) = dim (Ra
−1
x ∩ R0) = 3. In particular, Rax ∩ R0 \ O(ρa) = ∅ and
Ra
−1
x ∩R0 \ O(ρa) = ∅.
Proof. First note that since R0 contains irreducible representations, dim(Rx ∩ R0) =
dim(t|R0)−1(x) = 3, so that in particular there is a some ρ ∈ (Rx ∩ R0) \ O(ρa), which is
non-abelian by Proposition 2.1 (2). If ρ ∈ Rax then Proposition 2.9 implies that there is
some non-abelian ρ′ ∈ (Ra−1x ∩ R0) \ O(ρa). Conversely if ρ ∈ Ra
−1
x then it implies that
there is some non-abelian ρ′ ∈ (Rax ∩R0) \O(ρa). Either way, one of the two 3-dimensional
sets O(ρ),O(ρ′) lies in Rax ∩R0 and the other in Ra
−1
x ∩R0. ♦
3 The proof of Theorem A
Assume the conditions of Theorem A. If ρ is irreducible, the proof of the theorem
follows as in the proof of [4, Theorem 3], so we shall assume below that ρ is reducible. By
hypothesis there is a sequence of irreducible representations {ρn} in R(Γ) which converges
to ρ. After passing to a subsequence, we may suppose that the sequence is contained in a
ﬁxed algebraic component R0 of R(Γ). According to [CS, Proposition 1.1.1], R0 is invariant
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under conjugation. Then since ρ is reducible, while the ρn are not, the dimension of R0 is
at least 4. But TZarρ R(Γ) is a subspace of Z
1(Γ;Adρ) ([19]) and therefore
4 ≤ dim TZarρ R0 ≤ dim TZarρ R(Γ) ≤ dim Z1(Γ;Adρ) = 4.
It follows that ρ is a simple point of R(M), R0 is of dimension 4, and ρ is scheme-reduced.
Set x = χρ and observe that our hypothesis that ρ be non-abelian implies that x is non-
trivial (Proposition 2.8 (1)). From [CS, 1.4.4, 1.5.3] we see that X0 = t(R0) is a component
of Xirr(Γ) of dimension 1. Fix a homomorphism a : Γ → C∗ so that ρ ∈ Rax and note
that by Proposition 2.8 (2), the defect of ρ is zero. Proposition 2.6 (2) then implies that
Rax = O(ρ) ∪ O(ρa) = O(ρ). Since O(ρ) ⊂ R0 it follows that
Rax = O(ρ) ⊂ R0.
To see that X0 is the only component of Xirr(Γ) to contain x, suppose that another does
as well. Then there is an irreducible curve X1 ⊂ Xirr(Γ), distinct from X0, which contains
x. Let R1 ⊂ R(Γ) be the unique 4-dimensional variety, invariant under conjugation, such
that t(R1) = X1 (Lemma 2.7). Evidently R1 = R0. By Corollary 2.11, there is some
ρ1 ∈ Rax ∩R1 \ O(ρa) = O(ρ) ⊂ R0. But then ρ ∈ R0 ∩R1, which contradicts the fact that
it is a simple point of R(Γ).
It is shown in [16, Proposition 3.12(v)] how the equality def(ρ) = 0 implies that the
kernel of TZarρ R(Γ)
dt−→ TZarx X(Γ) is 3-dimensional. Let t0 = t|R0 : R0 → X0. From the
commutative diagram
TZarρ R0
dt0  TZarx X0
TZarρ R(Γ)
=

dt  TZarx X(Γ)

we see that the kernel of dt0 is at most 3-dimensional. As it contains TZarρ O(ρ) ∼= C3, we
conclude that ker(dt0) = TZarρ O(ρ).
Now O(ρa) is closed in R(Γ), therefore O(ρ) is a closed subset of R0\O(ρ0) consisting of
smooth points. Choose an analytic 2-disk E ⊂ R0 \O(ρ0) which is transverse to O(ρ) at ρ.
Since we have shown that ker(dt0) = TZarρ O(ρ), dt0 is injective on the the tangent space to
E at ρ. Hence a small neighbourhood E0 of ρ in E is mapped by an analytic isomorphism
into a smooth branch of X0 at x. We shall prove that t(E0) is a neighbourhood of x in
X0. Let B1, B2, . . . , Bk be the branches of X0 at x where Bi ∩ Bj = {x} if i = j. We may
assume that t(E0) = B1. Our goal is to prove k = 1.
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First observe that O(E0) = {AφA−1 | A ∈ SL(2,C) and φ ∈ E0} is a neighbourhood of
O(ρ) in R0. For without loss of generality, each ρ ∈ E0 is non-abelian and a smooth point
of R0. Then the image of the continous injection PSL(2,C)×E0 → R0, (±A, φ) → AφA−1,
lies in the smooth part of R0. Hence invariance of domain implies that its image, O(E0), is
open in R0.
There is a commutative diagram
Rν0
ν  R0
Xν0
tν
 ν  X0
t

where the horizontal maps are normalizations, hence ﬁnite-to-one and surjective [17, Chap-
ter II, §5]. In particular if Y is an algebraic subset of R0, then dim ν−1(Y ) = dim Y . Since
X0 has dimension 1, Xν0 is a smooth aﬃne curve ([17]).
Fix a branch Bj , a point xj ∈ Xν0 , and an open disk neighbourhood V ⊂ Xν0 of xj for
which ν(V ) ⊂ Bj . Since (tν)−1(xj) is 3-dimensional, while ν−1(O(ρa)) is 2-dimensional,
there is some y ∈ (tν)−1(xj) \ ν−1(O(ρa)). Choose a curve C ⊂ Rν0 containing y such that
tν(C) ∩ V is a neighbourhood of xj in Xν0 . Then ν(tν(C)) ∩Bj is a neighbourhood of x in
Bj .
Select a sequence {yn}n≥1 in (C ∩ (tν)−1(V )) \ (tν)−1(xj) which converges to y. Set
ρn = ν(yn) and xn = χρn . Without loss of generality we may suppose that each ρn ∈ R0
is irreducible. By construction, {ρn}n≥1 is a sequence in R0 which converges to ν(y) ∈
Rx \ O(ρa) and {xn}n≥1 is a sequence in Bj \ {x} which converges to x. There are two
possibilities, either
- ν(y) ∈ Rax \ O(ρa) = O(ρ), or
- ν(y) ∈ Ra−1x \ O(ρa).
Since O(E0) is a neighbourhood of O(ρ) in R0, if the ﬁrst case arises it is clear that for
n  1, ρn ∈ O(E0), and therefore xn ∈ B1. This implies j = 1, for otherwise xn ∈ B1∩Bj =
{x}, contrary to our constructions. On the other hand, if ν(y) ∈ Ra−1x \ O(ρa), then by
Proposition 2.9, there is a subsequence {ρnk} of {ρn} and another sequence {AkρnkA−1k }
which converges to an element of Rax\O(ρa) = O(ρ). Again we see that xnk ∈ B1 for k  0.
Thus j = 1 so X0 has only one branch through x. This implies that x is a smooth point of
X0.
The existence of the commutative diagram of the proposition follows from the work
above, where we saw that there is an identiﬁcation TZarρ R(Γ) = Z
1(Γ;Adρ) under which
TZarρ O(ρ) corresponds to B1(Γ;Adρ). Further dt : TZarρ Rirr(Γ) → TZarχρ Xirr(Γ) is surjective
with kernel TZarρ O(ρ). ♦
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Proof of Corollary B.
Assume the conditions of Corollary B and let M(r) = M ∪∂M V (r) where V (r) is a
solid torus whose meridian slope is identiﬁed with r in forming M(r). The assump-
tion that H1(M(r);Adρ) = 0 combines with the Mayer-Vietoris sequence for cohomol-
ogy with local coeﬃcients to prove that H1(M ;Adρ) ⊕ H1(V (r);Adρ) ∼= H1(∂M ;Adρ).
Since ρ(π1(∂M)) ⊂ {±I}, we have H1(V (r);Adρ) ∼= C and H1(∂M ;Adρ) ∼= C2. Hence
H1(M ;Adρ) ∼= C. Since ρ is non-abelian, this implies that Z1(M ;Adρ) ∼= C4, and we are
done. ♦
4 PSL(2, C) characters and Culler-Shalen seminorms
With an eye on the applications we have in mind, it is necessary to rework the previous
sections, replacing SL(2,C) by PSL(2,C). We content ourselves with stating the PSL(2,C)
analogues, leaving most of the details to the reader. A careful account of the theory of
PSL(2,C) representation and character varieties can be found in [3].
For a ﬁnitely generated group Γ we set RPSL2(Γ) = Hom(Γ, PSL(2,C)). As in the
SL(2,C) case described in the introduction, the natural action of PSL2(C) on RPSL2(Γ)
has an algebro-geometric quotient XPSL2(Γ) and there is a surjective quotient map
t : RPSL2(Γ)−→XPSL2(Γ)
which is constant on conjugacy classes of representations. For each γ ∈ Γ, the function
XPSL2(Γ)→C given by
fγ : XPSL2(Γ) → C, t(ρ) → trace(ρ(γ))2 − 4.
lies in C[XPSL2(Γ)].
A representation ρ ∈ RPSL2(Γ) is called irreducible if it is not conjugate to a representa-
tion whose image lies in {±
(
a b
0 a−1
)
| a, b ∈ C, a = 0}. Otherwise it is called reducible.
Two points worth making are (i) the image of an irreducible representation in PSL(2,C)
is either non-abelian or Z/2 ⊕ Z/2 and (ii) any two subgroups of PSL(2,C) abstractly
isomorphic to Z/2 ⊕ Z/2 are conjugate. If ρ is irreducible, then t−1(t(ρ)) is the orbit of
ρ under conjugation [15, Corollary 3.5.2]. In analogy with the SL(2,C) case, XPSL2(Γ) is
called the set of PSL2(C)-characters of Γ and t(ρ) is denoted by χρ.
Let N ⊂ PSL(2,C) denote the subgroup
N = {±
(
z 0
0 z−1
)
,±
(
0 w
−w−1 0
)
| z, w ∈ C∗}
16
of PSL(2,C). One of the features which distinguishes the SL(2,C) and PSL(2,C) theories
is that when an irreducible PSL(2,C) representation ρ conjugates into N , PSL(2,C) does
not act freely on its orbit O(ρ). Indeed the isotropy group of ρ is Z/2. This feature obliges
us to add an extra case to the results of the previous sections.
Theorem 4.1 Suppose that ρ ∈ RirrPSL2(Γ) is a non-abelian representation or irreducible
for which Z1(Γ;Adρ) ∼= C4. Then
(1) ρ is a simple point of RPSL2(Γ) and the unique algebraic component of RPSL2(Γ) which
contains it is 4-dimensional.
(2) χρ is a simple point of XirrPSL2(Γ) and the algebraic component of X
irr(Γ) which contains
it is a curve.
(3) there is an analytic 2-disk D, smoothly embedded in RPSL2(Γ) and containing ρ, such
that
(a) t|D is an analytic isomorphism onto a neighbourhood of χρ if ρ is not conjugate to
an irreducible representation with image in N .
(b) t|D is a 2− 1 cover, branched at ρ, otherwise.
(4) ρ is scheme reduced and
(a) if the image of ρ does not conjugate into N , then there is a commutative diagram
TZarρ O(ρ)  TZarρ RPSL2(Γ)
dt TZarρ X
irr
PSL2
(Γ)
B1(Γ;Adρ)
∼=

 Z1(Γ;Adρ)
∼=

 H1(Γ;Adρ).
∼=

(b) if the image of ρ does conjugate into N , then there is a commutative diagram
TZarρ O(ρ)  TZarρ RPSL2(Γ)  TZarρ XirrPSL2(Γ)
B1(Γ;Adρ)
∼=

 Z1(Γ;Adρ)
∼=

 H1(Γ;Adρ)  H1(Γ;Adρ)/{±1}.
∼=

♦
Corollary 4.2 Suppose that ρ ∈ RPSL2(M) is a non-abelian or irreducible representation
for which ρ ∈ RirrPSL2(M). If ρ(α(r)) = ±I but ρ(π1(∂M)) = {±I}, and H1(M(r);Adρ) = 0,
then Z1(M ;Adρ) ∼= C4. Thus the conclusions of Theorem 4.1 hold for ρ. ♦
Next consider a non-trivial curve X0 ⊂ XPSL2(M), that is a curve which contains the
character of an irreducible representation. Assume that X0 is irreducible. There is a unique
4-dimensional subvariety R0 ⊂ RPSL2(M) for which t(R0) = X0 ([3, Lemma 4.1]). The
smooth projective model X˜0 of X0 decomposes as
X0
ν←− Xν0 i−→ Xν0 ∪ I = X˜0
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where ν : Xν0 → X0 is a surjective regular birational equivalence, i is an inclusion, and I is
the ﬁnite set of ideal points of X0. These maps induce an isomorphism between function
ﬁelds:
C(X0) → C(X˜0), f → f˜ .
We use Zx(f˜γ) to denote the multiplicity of x ∈ X˜0 as a zero of f˜γ . By convention this
means that Zx(f˜γ) = ∞ if f˜γ = 0. The Culler-Shalen seminorm
‖ · ‖X0 : H1(∂M ; R) → [0,∞)
was introduced in [7] to study ﬁllings of M with cyclic fundamental groups. It was adapted
to the PSL(2,C) setting in [3]. Roughly speaking, given a slope r, ‖α(r)‖X0 measures the
number of characters in X0 of representations which send α(r) to ±I. As a consequence
of Corollary B and [1, Theorem 2.1], we are often able to give an explicit calculation of
‖α(r)‖X0 when M(r) is small Seifert, i.e. M(r) admits the structure of a Seifert ﬁbred
space whose base orbifold is the 2-sphere with at most three cone points.
Theorem 4.3 [1, Theorem 2.3] Let M be the exterior of a knot in a closed, connected,
orientable 3-manifold W for which Hom(π1(W ), PSL(2,C)) contains only diagonalisable
representations. Suppose further that there is a non-boundary slope r for which M(r) is a
non-Haken small Seifert manifold. Fix a non-trivial curve X0 ⊂ X(M) for which fα(r)|X0
is non-constant. Then
‖α(r)‖X0 = m0 + A + 2B
where
m0 =
∑
x∈X˜0
min{Zx(f˜α) | f˜α|X˜0 ≡ 0},
while A, respectively B, is the number of irreducible characters χρ ∈ X0 of representations
ρ which conjugate, respectively do not conjugate, into N and such that ρ(α(r)) = ±I. ♦
This result will be used repeatedly in the following sections.
5 The PSL(2, C)-characters of Euclidean triangle groups
Let 2 ≤ p ≤ q. In Example 2.1 of [3], it is shown that XPSL2(Z/p ∗ Z/q) is a disjoint
union of isolated points and [p2 ][
q
2 ] ≥ 1 non-trivial curves, each isomorphic to a complex
line. The curves are parameterised as follows.
Fix generators a of Z/p and b of Z/q. For each pair (j, k), where 1 ≤ j ≤ [p2 ] and
1 ≤ k ≤ [ q2 ], set λ = eπij/p, µ = eπik/q, and τ = µ + µ−1. There is a curve Cp,q(j, k) ⊂
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XPSL2(Z/p ∗ Z/q) whose points are the characters of the representations ρz ∈ Hom(Z/p ∗
Z/q, PSL2(C)), z ∈ C, where
ρz(a) = ±
(
λ 0
0 λ−1
)
, ρz(b) = ±
(
z 1
z(τ − z)− 1 τ − z
)
.
The surjective, regular map
Ψ : C−→Cp,q(j, k), z → χρz
is an isomorphism unless j = p/2 or k = q/2, in which case it is a 2−1 map branched over the
single point χρ τ
2
. The characters on Cp,q(j, k) corresponding to reducible representations are
those given by the values z = µ, µ−1 of the parameter. There are exactly two such characters
if both j = p/2 and k = q/2, and one otherwise. We shall use this parameterization to
calculate the PSL2(C)-characters of Euclidean triangle groups
Let Dn denote the dihedral group of order 2n and T the tetrahedral group. There are
isomorphisms ∆(2, 2, n) ∼= Dn and ∆(2, 3, 3) ∼= T .
We shall call a representation to PSL(2,C) dihedral, respectively tetrahedral, if its image
is isomorphic to some Dn, respectively T . The character of such a representation will also
be referred to as dihedral or tetrahedral.
The following lemma is an easy consequence of the construction of the curves Cp,q(j, k).
Lemma 5.1 There is the character of a dihedral representation on Cp,q(j, k) if and only if
p = 2. Furthermore, when p = 2 and q > 2, there is a unique such character. If p = q = 2,
there is a unique Dn-character for each n ≥ 1. ♦
The (l,m, n)-triangle group is given by the presentation
∆(l,m, n) ∼=< a, b : al = bm = (ab)n = 1 > .
In particular it is a quotient of Z/l ∗ Z/m and so we may consider XPSL2(∆(l,m, n)) ⊂
XPSL2(Z/l ∗ Z/m). We will apply the description of XPSL2(Z/l ∗ Z/m) given above to
determine XPSL2(∆(l,m, n)) when (l,m, n) is a Euclidean triple.
Proposition 5.2 XPSL2(∆(3, 3, 3)) contains exactly one irreducible character correspond-
ing to representation with image T , the tetrahedral group. Furthermore, if gcd(j, p) =
gcd(k, q) = 1 and one of the curves Cp,q(j, k) described above contains an irreducible ∆(3, 3, 3)-
character, then {p, q} = {2, 3} or {3, 3}. Conversely,
(1) the curve C2,3(1, 1) contains a unique tetrahedral character.
(2) the curve C3,3(1, 1) contains a unique tetrahedral character.
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Proof. Consider the parameterisation of XPSL2(Z/3∗Z/3) given above. Set λ = µ = eπi/3
and τ = 1. Then XPSL2(Z/3 ∗ Z/3) contains a unique curve C3,3(1, 1) and there is an
isomorphism Ψ : C−→C3,3(1, 1), Ψ : z → χρz where
ρz(a) = ±
(
λ 0
0 λ−1
)
, ρz(b) = ±
(
z 1
z(τ − z)− 1 τ − z
)
.
Furthermore, each irreducible character of Z/3 ∗ Z/3 lies on C3,3(1, 1). This curve contains
exactly two reducible characters, corresponding to the values z = λ, λ−1.
Suppose that χρ ∈ XPSL2(∆(3, 3, 3)) ⊂ XPSL2(Z/3 ∗ Z/3) is an irreducible character.
Then there is a z ∈ C such that ρ is conjugate to Ψ(z) = ρz. Now ρz(ab)3 = ±I and by
irreducibility, ρz(ab) = ±I. Thus ρz(ab) has order 3 in PSL2(C), that is
1 = (trace(ρ(ab)))2 = ((λ− λ−1)z + λ−1)2.
It follows that there is an  ∈ {±1} such that
z =
− λ−1
λ− λ−1 =
{
λ
λ−λ−1 if  = 1
λ if  = −1.
When  = −1 we have a reducible character, while  = 1 corresponds to an irreducible one.
Hence XPSL2(∆(3, 3, 3)) has a unique irreducible character. To see that it corresponds to a
tetrahedral representation, recall that T is isomorphic to A4, the group of even permutations
on 4 letters. We construct a tetrahedral representation ∆(3, 3, 3)→A4 = T ⊂ SO(3) ⊂
PSL2(C) by sending a to the permutation (1, 2, 3) and b to (1, 4, 2). Thus ∆(3, 3, 3) has a
unique irreducible character and it is tetrahedral.
If gcd(j, p) = gcd(k, q) = 1, then any representation whose character lies on Cp,q(j, k) has
elements of order p and q in its image. Thus if Cp,q(j, k) contains an irreducible ∆(3, 3, 3)-
character, then {p, q} = {2, 3} or {3, 3}.
The analysis of the curve C2,3(1, 1) is similar. We ﬁrst note that any irreducible character
of Z/2 ∗ Z/3 lies on this curve, and there is at least one with image T , as T is generated
by an element of order 2 and an element of order 3. To see that there are no more,
let x = χρz ∈ C2,3(1, 1) be a tetrahedral character. Now ρz(ab) ∈ T cannot be ±I by
irreducibility, and further cannot have order 2, for if ρz(ab) had order 2, then ρz would
factor through ∆(2, 3, 2) ∼= D3, clearly an impossibility. Thus ρz(ab) has order 3. One may
apply the procedure of the previous paragraph to obtain z = 12 ± 12 i. Now as we remarked
above, the parameterisation Ψ : C→C2,3(1, 1) is a 2-fold branched cover with Ψ(z1) = Ψ(z2)
if and only if z2 = 1−z1. Thus Ψ(12 + 12 i) = Ψ(12 − 12 i), and so there is a unique T -character
on C2,3(1, 1). ♦
The next two lemmas are proved in a similar manner.
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Proposition 5.3 XPSL2(∆(2, 4, 4)) contains exactly three irreducible characters, corre-
sponding to representations with dihedral images D2, D4 and D4. Furthermore, if gcd(j, p) =
gcd(k, q) = 1 and one of the curves Cp,q(j, k) described above contains an irreducible ∆(2, 4, 4)-
character, then {p, q} = {2, 2} or {2, 4}. Conversely,
(1) the curve C2,2(1, 1) contains exactly one D2-character one D4-character;
(2) the curve C2,4(1, 1) contains exactly one D4-character and no D2-character. ♦
Proposition 5.4 XPSL2(∆(2, 3, 6)) contains exactly two irreducible characters, one corre-
sponding to a representations with image D3, and the other to a representations with image
T . Furthermore, if gcd(j, p) = gcd(k, q) = 1 and one of the curves Cp,q(j, k) described above
contains an irreducible ∆(2, 3, 6)-character, then {p, q} = {2, 3} or {3, 3}. Conversely,
(1) the curve C2,3(1, 1) contains exactly one T -character and one D3-character.
(2) the curve C3,3(1, 1) contains one tetrahedral character and no dihedral character. ♦
Remark 5.5 As the reader will notice, the method of this section can be used to determine
the number of irreducible PSL(2,C) characters of an arbitrary triangle group ∆(p, q, r)
where p, q, r ≥ 2. Such a calculation is carried out in Lemma 3.2 of [1].
6 A result on curves in XPSL2(M(r))
We begin with a useful lemma.
Lemma 6.1 Let Γ be a ﬁnitely generated group, γ ∈ Γ, and X0 ⊂ X(Γ) a curve. Then
for each n ∈ Z, there is some gn ∈ C(X0) such that fγn(x) = gn(x)fγ(x) for each x ∈ X0.
Furthermore if ρ ∈ R0, then gn(χρ) = 0 if and only if ρ(γ) has ﬁnite order d > 2 where d
divides 2n.
Proof. Let R0 be the unique 4-dimensional subvariety of R(M) for which t(R0) = X0.
There is a ﬁnite extension F of C(R0) and a tautological representation P : π→PSL2(F )
deﬁned by
P (ζ) = ±
(
a b
c d
)
where the functions a, b, c and d satisfy the identity
ρ(γ) =
(
a(ρ) b(ρ)
c(ζ) d(ρ)
)
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for all ρ ∈ R0 ([7]). In particular, for each ρ ∈ R0 we have fζ(χρ) = (trace(P (ζ))(ρ))2 − 4.
By passing to an extension ﬁeld of F if necessary, we may assume that P (γ) is an upper-
triangular matrix, say P (γ) =
(
a ∗
0 a−1
)
. Then for n ∈ Z,
fγn = (an − a−n)2 = (a− a−1)2(a(|n|−1) + a(|n|−3) + ... + a−(|n|−1))2.
If we set gn = a2(1−n)(a
2n−1
a2−1 ) = (a
(|n|−1) + a(|n|−3) + ... + a−(|n|−1))2, then fγn = gnfγ .
Further gn(χρ) = 0 if and only if a(ρ)2 = 1 and a(ρ)2n = 1, which is what we set out to
prove. ♦
For the remainder of this section we will assume that X0 ⊂ XPSL2(M(r)) ⊂ XPSL2(M)
is an r-curve, that is a curve for which ‖α(r)‖X0 = 0 but ‖ · ‖X0 = 0. We denote by
R0 ⊂ RPSL2(M(r)) ⊂ RPSL2(M) the unique 4-dimensional variety such that t(R0) = X0
([3, Lemma 4.1]).
Let α(r) ∈ H1(∂M) be one of the primitive classes associated to r and γ ∈ H1(∂M) any
class for which {α(r), γ} forms a basis of H1(∂M). For each α ∈ H1(∂M) set
∆(α, α(r)) = |α · α(r)|
and observe that
∆(α, α(r)) = n if and only if α = ±(mα(r) + nγ)
for some m ∈ Z. Hence as ρ(α(r)) = ±I for each ρ ∈ R0, we have
ρ(α) = ρ(γ)±∆(α,α(r)),
the sign depending only on that of α · α(r).
Proposition 6.2 Let α ∈ H1(∂M), n = ∆(α, α(r)), and assume n > 0.
(1) Suppose that x ∈ Xν0 and ν(x) = χρ.
(a) If Zx(f˜α) > 0, then ρ(π1(∂M)) is either parabolic or a ﬁnite cyclic group whose
order divides n.
(b) Zx(f˜α) ≥ Zx(f˜γ) with equality if and only if ρ(π1(∂M)) is parabolic or trivial.
(2) Suppose that f˜γ has poles at each ideal point of X˜0. If d > 1 divides n, then there is a
point x ∈ Xν0 such that Zx(f˜α) > Zx(f˜γ) and if ν(x) = χρ ∈ X0, then ρ(π1(∂M)) = Z/d.
Proof. As we noted above, ρ(α) = ρ(γ)±n for each ρ ∈ R0, so fα|X0 = fnγ |X0. Hence if
Zx(f˜α) > 0, then fnγ(χρ) = fα(χρ) = 0. Therefore ρ(γ)n is either ±I or parabolic. Since
ρ(α(r)) = ±I it follows that in the former case ρ(π1(∂M)) is ﬁnite cyclic, while in the latter
it is parabolic. This proves part (1) (i).
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Next consider part (1) (ii). Since fα|X0 = fnγ |X0, a PSL(2,C) version of Lemma 6.1
implies that fα|X0 = gnfγ |X0 where gn : X0 → C is a regular fuction which has a zero at
χρ if and only if ρ(γ) has order d > 1 where d divides n. Therefore
Zx(f˜α) = Zx(f˜γ) + Zx(g˜n).
It follows that Zx(f˜α) ≥ Zx(f˜γ) with a strict inequality if and only if ρ(γ) has order d > 1
where d divides n. Thus part (1) (ii) of the proposition holds.
Now for part (2). As d > 1 and f˜γ is inﬁnite at all ideal points of X˜0, there is a
point x ∈ Xν0 such that f˜γ(x) = (eπi/d − e−πi/d)2 = 0. Note that if χρ = ν(x), then
trace(ρ(γ))2 = (eπi/d + e−πi/d)2, so ρ(γ) has order d in PSL2(C). Since ρ(α(r)) = ±I, we
have ρ(π1(∂M)) = Z/d. Finally note that since d divides n we have ρ(α) = ρ(γ)±n = ±I.
Thus Zx(f˜α) > 0 = Zx(f˜γ). ♦
Corollary 6.3 Suppose that X0 ⊂ XPSL2(M(r)) ⊂ XPSL2(M) is an r-curve which con-
tains no trivial characters and that M(r2) is a Seifert ﬁbred space with base orbifold B =
S2(l,m, n), where (l,m, n) is a Euclidean triple. Further assume that fα(r2) has poles at
each ideal point of X˜0. Then
(1) ∆(r, r2) ≤ 3 if B = S2(3, 3, 3).
(2) ∆(r, r2) ≤ 4 and divides 4 if B = S2(2, 4, 4).
(3) ∆(r, r2) ≤ 6 and divides 6 if B = S2(2, 3, 6).
Proof. This is a simple application of Proposition 6.2. For instance, when B = S2(3, 3, 3),
we may assume, without loss of generality, that n = ∆(r, r2) > 1. Then by Proposition
6.2 (2), there is a representation ρ ∈ R0 such that ρ(α(r2)) = ±I and ρ(π1(∂M)) = Z/n.
We may assume that ρ has nonabelian image, because its character is non-trivial. Thus
it factors through the triangle group ∆(3, 3, 3). Then Proposition 5.2 implies that if ρ is
irreducible, it has image T . In particular, ρ(π1(∂M)) must be Z/2 or Z/3. Thus n ≤ 3. On
the other hand if ρ is reducible we may assume that it is upper-triangular. Projecting to the
diagonal elements only kills parabolics, so as we are only interested in ρ(π1(∂M)) = Z/n,
we may assume that ρ is diagonal. But then it factors through H1(∆(3, 3, 3)) ∼= Z/3⊕Z/3.
Hence again we have n ≤ 3.
The two other cases are similar. ♦
7 Some topological results concerning Seifert ﬁbred
manifolds over Euclidean orbifolds
In this section we detail some results concerning Seifert ﬁbred manifolds over Euclidean
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orbifolds which will be used in the proof of Theorem C.
Every Euclidean orbifold B is ﬁnitely covered by a torus and therefore every Seifert
ﬁbred space W whose base orbifold B is Euclidean is ﬁnitely covered by a circle bundle over
the torus. It follows that the only closed, essential surfaces in W are tori.
Lemma 7.1 Let M be a compact, connected, orientable, irreducible, atoroidal 3-manifold,
whose boundary is a torus, and r be a slope on ∂M such that M(r) is a Seifert ﬁbred space
whose base orbifold B is Euclidean. Then there is no closed essential surface in M which
remains essential in M(r).
Proof. Let S be a closed, essential surface in M . Since M is irreducible and atoroidal, S
has genus at least 2. But then as M(r) is Seifert ﬁbred with a Euclidean base orbifold, S
cannot remain incompressible in M(r). ♦
Proposition 7.2 Let M be a compact, connected, orientable, irreducible, atoroidal 3-manifold,
whose boundary is a torus, and r1 is a slope such that M(r1) is not Haken. Further assume
that r2 = r1 is a slope on ∂M such that M(r2) is a Seifert ﬁbred space whose base orbifold
B is Euclidean. Then
(1) b1(M) = 1, and consequently M(r2) is not an S1-bundle over the torus.
(2) If r1 is a boundary slope, M(r1) = S1×S2, and ∆(r1, r2) > 1, then M(r1) is a connected
sum of two nontrivial lens spaces.
(3) If r2 is a boundary slope and M(r2) is not Haken, then ∆(r1, r2) ≤ 1.
Proof. To prove part (1), assume that b1(M) > 1. Let S be a closed surface in M which
minimizes the Thurston norm of a nontrivial element of H2(M) ∼= Zb1(M)−1. By Lemma 7.1,
S compresses in M(r2), and so according to [11, Corollary], M(r′) is Haken for each r′ = r2
(indeed S remains incompressible in such M(r′)). But this contradicts our hypotheses on
M(r1). Thus we must have b1(M) = 1. Since 1 ≥ b1(M) ≥ b1(M(r2)), M(r2) cannot be an
S1-bundle over the torus.
Parts (2) and (3) are consequences of [7, Theorem 2.0.3]. According to that result, if
b1(M) = 1 and r′ is a boundary slope, then either
- M(r′) is Haken, or
- M(r′) is a connected sum of two non-trivial lens spaces, or
- there is a closed incompressible surface S in M which remains incompressible in M(r′′)
as long as ∆(r′, r′′) > 1, or
- M(r′) ∼= S1 × S2.
Under the hypotheses of part (2), Lemma 7.1 implies that only the second possibility can
arise. Under the hypotheses of part (3), only the third possibility can arise, and so if
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∆(r1, r2) > 1, M(r1) contains an incompressible surface of positive genus. Since M(r1) is
not Haken, it must be reducible and therefore r1 is a boundary slope. Then part (2) of this
proposition implies that M(r1) is either S1 × S2 or a connected sume of lens spaces. But
such manifolds do not contain incompressible surfaces of positive genus. Hence it must be
that ∆(r, r1) ≤ 1. ♦
Corollary 7.3 Assume the hypotheses of the previous proposition. If r1 is a boundary slope
and ∆(r1, r2) > 1, then each essential surface in M compresses in both M(r1) and in M(r2).
♦
A similar argument to that in the proof of Proposition 7.2 gives the next result.
Corollary 7.4 Let M be a compact, connected, orientable, hyperbolic 3-manifold whose
boundary is a torus, and r2 a slope on ∂M such that M(r2) is a Seifert ﬁbred space whose
base orbifold B is Euclidean. Further assume that Mˆ→M is a regular cover of ﬁnite degree
and r1 another slope on ∂M such that
(i) the slopes r1 and r2 lift to slopes rˆ1 and rˆ2 on ∂Mˆ ,
(ii) ∂Mˆ is connected,
(iii) Mˆ(rˆ1) is not Haken.
Then b1(Mˆ) = 1, and so in particular, Mˆ(r2) is not an S1-bundle over the torus.
Proof. As r1, r2 lift to slopes rˆ1, rˆ2 on ∂Mˆ and ∂Mˆ is connected, the cover Mˆ→M extends
to a ﬁnite cover Mˆ(rˆ2)→M(r2). By hypothesis Mˆ(rˆ1) is not Haken while Mˆ(rˆ2) is Seifert
with a Euclidean base orbifold. Now apply Proposition 7.2 (1). ♦
We note that Corollary 7.4 does not hold if we replace the condition that M be hyperbolic
by the condition that M be an atoroidal Seifert manifold. This accounts for the diﬀerence
in the distance estimates in Theorem C and those in Remark 1.1 (2).
As we mentioned above, each closed Seifert manifold W whose base orbifold is Euclidean
is ﬁnitely covered by an S1-bundle over T , which we shall denote by W . In fact there is
such a k-fold cyclic cover Wˆ→W with
k =


1 if B = T
2 if B = K,P 2(2, 2) or S2(2, 2, 2, 2)
3 if B = S2(3, 3, 3)
4 if B = S2(2, 4, 4)
6 if B = S2(2, 3, 6).
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Corollary 7.5 Let M be a compact, connected, orientable, hyperbolic 3-manifold whose
boundary is a torus. Suppose that r1, r2 are slopes on ∂M such that M(r1) is reducible
while M(r2) is a Seifert ﬁbred space whose base orbifold B is Euclidean. Let Mˆ→M be the
k-fold cyclic cover described immediately above. If ∆(r1, r2) ≡ 0 (mod k), then ∂M is not
connected.
Proof. Assume that Mˆ = Tˆ is connected and let L be the image of π1(Tˆ ) in π1(∂M).
Note that its index in π1(∂M) is some number d which divides k, say k = ld. Note also that
by construction, α(r2) ∈ L. Since α(r2) is primitive, L is spanned by α(r2) and dγ where
γ ∈ H1(∂M) is any class which satisﬁes |γ · α(r2)| = 1. As |α(r1) · α(r2)| = ∆(r1, r2) = ak
for some a ∈ Z, it follows that there is an integer m such that α(r1) = mα(r2) + akγ =
mα(r2) + al(dγ) ∈ L. Thus α(r1) ∈ L ⊂ π1(Mˆ). In particular, r1 lifts to a slope rˆ1
on Tˆ . The reducibility of M(r1) implies that of Mˆ(rˆ1) [14]. But this is impossible as
Proposition 7.4 would imply that Mˆ(rˆ2) is not a circle bundle over the torus, contrary to
our construction. Thus ∂Mˆ is connected. ♦
8 The proof of Theorem C
In this section we assume that M is a compact, connected, orientable, hyperbolic 3-
manifold whose boundary is a torus. Further r1 is a a reducible ﬁlling slope on ∂M ,
M(r1) = S1 × S2, and M(r2) is a Seifert ﬁbred space with Euclidean orbifold B. We
shall suppose throughout that ∆(r1, r2) > 1. As r1 is a boundary slope, we may apply
Proposition 7.2 to conclude that
M(r1) = Lp#Lq,
a connected sum of two nontrivial lens spaces where π1(Lp) ∼= Z/p, π1(Lq) ∼= Z/q, and
2 ≤ p ≤ q.
Identify π1(M(r1)) with Z/p∗Z/q and ﬁx generators a and b of Z/p and Z/q respectively
so that we can identify XPSL2(M(r1)) with XPSL2(Z/p ∗ Z/q).
Lemma 8.1 There is a non-trivial r1-curve X0 ⊂ XPSL2(M(r1)) = XPSL2(Z/p ∗ Z/q)
which has the following properties.
(1) For each ideal point x of X0, r1 is the only slope r for which fα(r)(x) ∈ C.
(2) X0 is isomorphic to a complex line.
(3) If the character of ρ ∈ RPSL2(M) lies in X0, then ρ(a) has order p and ρ(b) has order
q. In particular, each character in X0 is non-trivial.
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Proof. Let X0 be the curve Cp,q(1, 1) discussed in the §5. The discussion there shows
that X0 contains the character of an irreducible representation and that parts (2) and (3)
of the lemma hold. Next we note that Corollary 7.3 and [Proposition 4.10, BZ2] imply that
(1) holds, and therefore X0 is an r1-curve. ♦
Corollary 8.2 X0 is smooth and X˜0 = X0 ∪ {∞}. ♦
Hence, in what follows, we may identify Xν0 with X0 and for f ∈ C(X0), f˜ |Xν0 with f .
Recall that M(r2) has a k-fold cyclic cover, Mˆ(r2), which is an S1-bundle over the
torus, where k ∈ {1, 2, 3, 4, 6} is determined by the form of B (see the discussion following
Corollary 7.4). According to Proposition 7.2, B = T . Thus k = 1. Let Mˆ be the associated
cover of M and πˆ its fundamental group. Fix a component Tˆ of ∂Mˆ . By construction,
α(r2) ∈ πˆ ⊂ π.
Proposition 8.3 Suppose that x ∈ X0 is such that Zx(fα(r2)) > Zx(fβ) for some β ∈
H1(∂M). Then ρ ∈ t−1(x) may be chosen so that one of the following three mutually
exclusive possibilities occurs.
(1) ρ(πˆ) is parabolic, ρ(π1(Tˆ )) = {±I}, and ρ is reducible with inﬁnite, nonabelian image.
(2) ρ(πˆ) = Z/2⊕ Z/2. Furthermore, if
(a) k = 2, 4, then the image of ρ is either D2 and {p, q} = {2, 2}, or D4 and {p, q} =
{2, 4}.
(b) k = 3, then the image of ρ is T and {p, q} = {2, 3} or {3, 3}.
(c) k = 6, then the image of ρ is T and {p, q} = {2, 3} or {3, 3}.
(3) ρ(πˆ) is diagonalisable. Furthermore if q > 2, then ρ(π) = Dq, k is even, and {p, q} =
{2, q}.
Proof. Let R0 be the unique 4-dimensional subvatiety of R(M) for which t(R0) = X0 and
suppose that ρ ∈ t−1(x)∩R0. By assumption Zx(fα(r2)) > Zy(fβ) for some β ∈ H1(∂M) and
so if α(r2) is one of the primitive elements of H1(∂M) ∼= π1(∂M) ⊂ π1(M), then ρ(α(r2)) =
±I ([3, Proposition 4.8]). Hence ρ induces a representation π1(M(r2))→PSL2(C). By
choice of X0, x is a non-trivial character. Therefore we can assume that ρ is non-abelian
or has image Z/2⊕ Z/2. On the other hand since Mˆ(rˆ2) is an S1-bundle over a torus, it is
easy to argue that ρ(πˆ) is abelian. Hence it is either parabolic, Z/2⊕Z/2, or diagonalisable.
Note also that by Proposition 6.2, ρ(π1(∂M)) is a nontrivial, ﬁnite, cyclic group. Further,
ρ(πˆ) is a normal subgroup of ρ(π).
Case 1. ρ(πˆ) is parabolic.
Say each element of ρ(πˆ) is upper-triangular. Then for each γ ∈ π1(∂M) we have
χρ(γ) = ±2. Since ρ(π1(∂M)) is a ﬁnite group, we must have ρ(π1(Tˆ )) ⊂ {±I}. The
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normality of ρ(πˆ) in ρ(π) shows that the image of ρ is contained in the normalizer of ±UP ,
which is the group of upper-triangular matrices. Thus ρ is reducible, and hence its image
is non-abelian. This proves (1).
Case 2. ρ(πˆ) = Z/2⊕ Z/2.
Let G = ρ(π)/ρ(πˆ). There is a commutative diagram such that the right-hand vertical
arrow is a surjection:
1  πˆ  π  Z/k  1
1  Z/2⊕ Z/2
ρ|

 ρ(π)
ρ

 G

 1.
Thus G ∼= Z/j where j divides k. It follows that ρ(π) is a subgroup of PSL2(C) of order
4j which contains Z/2⊕ Z/2 as a normal subgroup. Consideration of the ﬁnite subgroups
of PSL2(C) shows that either
- j = 1 and ρ has image D2, or
- j = 2 and ρ has image D4, or
- j = 3 and ρ has image T , the tetrahedral group or
- j = 6 and ρ has image O, the octahedral group.
If the last possibility arises then k = 6 and so B = S2(2, 3, 6). But according to Proposition
5.4, there is no representation ρ : π → PSL(2,C) with image O which factors through
∆(2, 3, 6). Thus j ∈ {1, 2, 3}.
Now assume k = 2 or 4 so that j ∈ {1, 2}. If j = 1, then ρ(π) = D2, and since by our
choice of X0, ρ(a) has order p and ρ(b) has order q, we see that p = q = 2. If j = 2, then
ρ(π) = D4. As p ≤ q and ρ(a), ρ(b) generate this group, we must have p = 2 and q = 4.
If k = 3, then B = S2(3, 3, 3) and so Proposition 5.2 shows that j = 1. Hence j = 3 and
so ρ(π) = T . The values of p, q follow from the same lemma.
Finally assume that k = 6 so that B = S2(2, 3, 6). Proposition 5.4 shows j = 1 and
j = 2. Thus j = 3 and ρ(π) = T . The values of p, q follow from the same lemma.
Case 3. ρ(πˆ) is diagonalisable.
Since ρ is non-abelian, it has nondiagonalisable image. Thus as π/πˆ is cyclic, ρ(πˆ) =
{±I}. After conjugating, we can assume that ρ(πˆ) lies in D, the diagonal subgroup of
PSL(2,C). Then by the normality of πˆ in π, ρ(π) is a subgroup of
N = {±
(
λ 0
0 λ−1
)
,±
(
0 µ
−µ−1 0
)
|λ, µ ∈ C∗}.
Clearly one of ρ(a) or ρ(b) lie in N \D and hence has order 2. Thus p = 2 and if we assume
that q > 2, then ρ(b) ∈ D and so the image of ρ is Dq.
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Finally observe that there is a commutative diagram in which the right-hand vertical
arrow is surjective:
1  πˆ  π  Z/k  1
1  Z/q
ρ|

 Dq
ρ

 Z/2

 1.
Thus 2 divides k. ♦
Let α(r1) ∈ H1(∂M) be one of the primitive classes associated to r1 and γ ∈ H1(∂M) any
class such that {α(r1), γ} is a basis of H1(∂M). For each α ∈ H1(∂M) \ {nα(r1) | n ∈ Z},
deﬁne
Z(α) = {x ∈ X˜0 | Zx(fα) > 0}
Z(α)+ = {x ∈ Z(α) | Zx(fα) > Zx(fγ)}
Z(α)0 = {x ∈ Z(α)+ | if x = χρ where ρ ∈ R0, then ρ(π1(Tˆ )) = {±I}}.
Then Z(α)0 ⊂ Z(α)+ ⊂ Z(α) ⊂ X0, the last inclusion following from Lemma 8.1.
We shall divide the rest of the proof of Theorem C into the four cases k = 2, 3, 4, 6.
Case k = 2. If k = 2 and ∆(r1, r2) > 1, then ∆(r1, r2) = 2.
Suppose ﬁrst that Z(α(r2))0 = Z(α(r2))+. Then for each χρ ∈ Z(α(r2))+, ρ(π1(Tˆ )) =
{±I}. Since π1(Tˆ ) has index 1 or 2 in π1(∂M), we have ρ(π1(∂M)) ⊂ Z/2 and so by
Proposition 6.2 (2), ∆(r1, r2) ≤ 2.
Assume then that there is some χρ ∈ Z(α(r2))+ \ Z(α(r2))0. Then ρ(π1(Tˆ1)) = {±I}
and so one of possibilities (2) or (3) from Proposition 8.3 arises. As k = 2 and q > 2,
ρ(π) = Dq. The proof of Proposition 8.3 shows that the quotient π→π/πˆ = Z/2 factors
through ρ:
1  πˆ  π  Z/2  1
1  ρ(πˆ)
ρ|

 Dq
ρ

 Z/2
=

 1.
Thus ker(ρ) ⊂ πˆ. Hence α(r1), α(r2) ∈ πˆ and so Corollary 7.4 shows that ∂Mˆ cannot be
connected. Thus it has two components. In particular, π1(∂M) ⊂ πˆ, and so by Proposition
6.2, Z(α(r2))0 = ∅. Another application of Proposition 8.3 implies that each character
in Z(α(r2))+ is dihedral. Then by Lemma 5.1 we see that Z(α(r2))+ = {χρ}. Hence by
Theorem 4.3 we see that
∆(r1, r2)s = ‖r2‖ ≤ s + 1,
i.e. ∆(r1, r2) ≤ 2.
29
Case k = 3. If k = 3 and ∆(r1, r2) > 1, then ∆(r1, r2) ≤ 3.
In this case B = S2(3, 3, 3), and so Corollary 6.3, ∆(r1, r2) ≤ 3.
Case k = 4. If k = 4 and ∆(r1, r2) > 1, then ∆(r1, r2) = 2.
Here B = S2(2, 4, 4), and so by our assumptions and Corollary 6.3 we see that ∆(r1, r2) =
2 or 4. If the latter occurs, then Corollary 7.5 implies that ∂Mˆ is not connected. If it has
four components, then as in the proof of the case k = 2, we have Z(α(r2))0 is empty. Then
by Proposition 8.3 and Lemma 5.1 we see that Z(α(r2))+ = {χρ} where ρ is dihedral. Hence
∆(r1, r2)s = ‖r2‖ ≤ s + 1 (Theorem 4.3), which implies ∆(r1, r2) ≤ 2.
Finally assume that ∂Mˆ has two components. By Proposition 8.3, each reducible
character which lies in Z(α(r2))+ actually lies in Z(α(r2))0. Since ∂Mˆ has two compo-
nents, it follows that any such character lies in Z(2γ)+. On the other hand, if χρ ∈
Z(α(r2))+ \ Z(α(r2))0 is irreducible, Proposition 8.3 implies that ρ is dihedral. Thus
Z(α(r2))+ ⊂ Z(2γ)+ ∪ {χρ} where ρ is the unique dihedral character on X0. Hence
∆(r1, r2)s = ‖r2‖ ≤ ‖2γ‖ + 1 = 2s + 1. This implies ∆(r1, r2) ≤ 3, and as this distance
divides 4, we obtain the desired bound.
Case k = 6. If k = 6 and ∆(r1, r2) > 1, then ∆(r1, r2) ≤ 3.
This is proven much as the last case. Here B = S2(2, 3, 6) and thus Corollary 6.3 shows
that ∆(r1, r2) = 2, 3 or 6. If the latter occurs, then Corollary 7.5 implies that ∂Mˆ is
not connected, and hence has either b = 2, 3 or 6 components. In particular note that
Z(α(r2))0 ⊂ Z(jγ)+ where j = 6/b < 6. Now consider any x ∈ Z(α(r2))+. If x is reducible,
then Proposition 8.3 shows that it lies in Z(α(r2))0, and therefore in Z(jγ)+. Hence if
χρ = x, then ρ(π1(∂M)) is a subgroup of Z/j where j < 6. But if x is irreducible, then the
same holds by Proposition 5.4. This contradicts Proposition 6.2. Hence ∆(r1, r2) = 2 or 3.
This completes the proof of Theorem C. ♦
9 The proof of Theorem D
Consider a hyperbolic knot K ⊂ S3 with exterior M and a slope r on ∂M such that
M(r) is a Seifert ﬁbred manifold whose base orbifold is Euclidean. Orient the meridianal
and longitudinal slopes of K and choose primitive classes α(µ) and α(λ) accordingly,
Since Z ∼= H1(M) → H1(M(r)) → H1(πorb1 (B)) is surjective, a straightforward calcula-
tion shows that the only possibility is for B = S2(2, 3, 6), in which case H1(πorb1 (B)) ∼= Z/6.
In particular, we may write
α(r) = ±(6pα(µ) + qα(λ))
30
for some integers p, q.
If |H1(M(r))| = ∞, then r is the longitudinal slope and M(r) is a surface bundle over
the circle [10, VI.13 and VI.34]. The ﬁbre of this surface bundle must have genus 1 as B is
Euclidean. Hence by [12, Corollary 8.19], K is a genus 1 ﬁbred knot. But then it is either a
trefoil or the ﬁgure-8 knot. The former is not hyperbolic while longitudinal surgery on the
latter is not a Seifert ﬁbred manifold. Thus we have proven
Lemma 9.1 If r-surgery on a hyperbolic knot in S3 yields a Seifert ﬁbred manifold whose
base orbifold is Euclidean, then
(1) α(r) = ±(6pα(µ) + qα(λ)) for some integers p, q.
(2) r is not the longitudinal slope.
(3) M(r) contains no closed, essential surfaces [10, VI.13]. ♦
We prove next that r is integral, i.e. ∆(r, µ) = 1 where µ is the meridinal slope of K.
If r is a boundary slope, then by [7, Theorem 2.0.3] there is a closed, essential surface
S ⊂ M which stays incompressible in M(r′) as long as ∆(r, r′) > 1. In particular, ∆(r, µ) =
1, that is, r is an integral slope. On the other hand if µ is a boundary slope, similar reasoning
yields the same conclusion (cf. Lemma 9.1). We shall therefore assume that neither µ nor
r is a boundary slope.
Let X0 be a component of X(M) which contains the character of a discrete, faithful
representation. By §1.1 of [7], X0 is a curve and ‖ · ‖X0 is a norm. Since µ is a cyclic ﬁlling
slope which is not a boundary slope,
Zx(f˜µ) ≤ Zx(f˜α)
for each α ∈ H1(∂M) \ {0} ([7, §1.1]). Hence setting m0 =
∑
x∈X˜0 min{Zx(f˜α) | α ∈
H1(∂M) \ 0} we have ‖µ‖X0 = m0. According to Theorem C of [1],
‖α(r)‖X0 ≤ m0 + 2A
where A is the number of characters χρ ∈ X0 of non-abelian representations ρ such that
ρ(α(r)) = ±I. To determine A, we note that there is a central cyclic subgroup C of
π1(M(r)) and an exact sequence
1−→C−→π1(M(r))−→πorb1 (S2(2, 3, 6))−→1
[10, VI.9]. Then any non-abelian ρ factors through a homomorphism πorb1 (S
2(2, 3, 6)) ∼=
∆(2, 3, 6) → PSL(2,C). By Proposition 5.4, there are exactly two irreducible representa-
tions in Hom(∆(2, 3, 6), PSL(2,C)), one with image T and the other with image D3. A
reducible representation in Hom(∆(2, 3, 6), PSL(2,C)) may be conjugated to have image
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in U , and the associated diagonal representation factors through H1(∆(2, 3, 6)) ∼= Z/6. It
is shown in [6], [9] that if the image in PSL(2,C) of α(µ), under a diagonal representation,
has order n, then the Alexander polynomial of the knot K has a root which is a primitive
nth root of unity. Since no root of the Alexander polynomial of a knot in S3 can be a prime-
power root of unity, the only possibility in our situation is for the image to be Z/6. Up to
conjugation, there are only two characters of diagonal representations with this image, thus
A ≤ 5 and it follows that
‖α(r)‖X0 ≤ m0 + 10.
Let B0 denote the ‖·‖X0-ball of radius m0. According to §7 of [2], if xα(µ)+yα(λ) ∈ ∂B0
then our hypotheses imply that
|y| ≤


1 if m0 = 4
6
5 if m0 = 6
2 if m0 ≥ 8.
Hence since α(r) = ±(6pα(µ) + qα(λ)) and α(r) ∈ (1 + 10m0 )B0, we obtain
- m0 = 4 implies |q| ≤ 72 .
- m0 = 6 implies |q| ≤ 165 .
- m0 ≥ 8 implies |q| ≤ 92 .
As α(r) is primitive in H1(∂M), gcd(q, 6) = 1. Thus the inequalities force us to conclude
that ∆(r, µ) = |q| = 1, and so we are done.
Next we prove that there can be at most one slope on ∂M whose associated ﬁlling is a
Seifert ﬁbred manifold whose base orbifold is Euclidean. In order that we may apply the
results of §13 of [5], we replace X0 by C, its H1(M ; Z/2)×Aut(C)-orbit [5, §5].
Assume to the contrary that there are two slopes r1 and r2 whose associated ﬁllings are
Seifert ﬁbred manifolds whose base orbifolds are Euclidean. Since these slopes are integral,
Lemma 9.1 implies that we may write
α(rj) = ±(6pjα(µ) + α(λ))
where pj ∈ Z are distinct non-zero integers. In particular ∆(r1, r2) ≥ 6. Neither r1 nor
r2 can be a boundary slope, for if, say, r1 is, then [7, Theorem 2.0.3] implies that M(r2)
admits a closed, incompressible surface, contrary to Lemma 9.1 (3). Thus neither r1 nor r2
is a boundary slope. It follows, as above, that
‖α(rj)‖C ≤ m0 + 10.
Now ﬁx a class β ∈ H1(∂M) satisfying ‖β‖C = s ≥ m0 where s is deﬁned to be
s = min{ ‖α‖C | α ∈ H1(∂M) \ {0}}.
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At this stage, we cannot rule out the possibility that µ is a boundary slope and so it may
be that β = ±α(µ). Let B0 be the ‖ · ‖C-ball of radius s. Clearly α(rj) ∈ (1 + 10s )B0 for
j = 1, 2. Set t = ‖β‖C‖µ‖C ∈ (0, 1] and observe that since B0 is convex and symmetric about
0, any line parallel to α(µ) intersects it in a segment of length no greater than 2t. Thus
any such line intersects (1 + 10s )B0 in a segment of length no greater than 2t(1 +
10
s ). But
α(r1), α(r2) lie in (1 + 10s )B0, so 2t(1 +
10
s ) ≥ 6, and therefore s ≤ 10/(3t − 1) ≤ 5. Since s
is even and at least 4 [5, Lemma 9.2] we deduce that s = 4.
The possible shapes for B0 when s = 4 are described in §13 of [5]. If β is not a vertex of
∂B0, then it is shown that β extends to an ordered basis {β, γ} of H1(∂M) in such a way that
under the induced identiﬁcation H1(∂M ; R) ∼= R2, B0 becomes a parallelogram with vertices
±(−1, 2k+2),±(1, 2k+2) for some positive k ≡ 2 (mod 4). As α(r1), α(r2) ∈ (1 + 10s )B0, the
only possibility is for k = 2 and α(r1), α(r2) to be, up to sign, the classes −3β+γ and 3β+γ.
According to [5, Proposition 9.6 (2)], if i∗ denotes the inclusion-induced homomorphism
H1(∂M ; Z/2) → H1(M ; Z/2), then under our present situation, i∗(β) = 0 while i∗(γ) = 0
(for the latter identity one must consider the Newton polygon of the A-polynomial of X0,
cf. [5, §13, Subcase I.1]). Then 0 = i∗(β)± 3i∗(γ) = i∗(α(r1)) = 6p1i∗(α(r1)) + i∗(λ) = 0, a
contradiction. Hence β must be a vertex of B0. Examination of the possible shapes of B0
listed in Subcase II of [5, §13] reveals that there are no pair of primitive classes in (1+ 10s )B0
of distance at least 6. This ﬁnal contradiction shows that there is at most one slope r on
∂M such that M(r) is Seifert ﬁbred with a Euclidean base orbifold. ♦
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