Abstract. In a previous paper, Auslander-Reiten triangles and quivers were introduced into algebraic topology. This paper shows that over a Poincaré duality space, each component of the Auslander-Reiten quiver is isomorphic to ZA ∞ .
form ZT /Π for a directed tree T and an admissible group of automorphisms Π ⊆ Aut(ZT ) (section 1). Then a certain function β is constructed on C (section 3). This induces an unbounded additive function f on T forcing its underlying graph to be A ∞ , and finally an elementary argument shows that Π acts trivially (section 4). Hence C is ZA ∞ .
In fact, I will prove a more general result than theorem 0.1. Namely, I will not restrict myself to Differential Graded Algebras (DGAs) of the form C * (X; k), but will work over an abstract DGA denoted R.
Setup 0.2. Throughout, R denotes a DGA over the field k which satisfies the following.
(i) R is a cochain DGA, that is,
This setup is the same as in [5, sec. 3] , so I can use the results about R proved in [5] .
For brief introductions to Auslander-Reiten triangles, Auslander-Reiten quivers, DGAs, Differential Graded modules (DG modules), and the way they interact, I refer the reader to [5] . My notation is mostly standard and identical to the notation of [5] ; however, I do want to recapitulate a few ubiquitous items.
By D(R) is denoted the derived category of DG left-R-modules, and by D c (R) the full subcategory of small objects. By R op is denoted the opposite DGA of R with multiplication r op · s = (−1) |r||s| sr.
DG left-R op -modules are identified with DG right-R-modules, and so D(R op ) is identified with the derived category of DG right-R-modules, and D c (R op ) with its full subcategory of small objects. The DG left/right-R-modules k = R/R ≥1 and DR = Hom k (R, k)
are used frequently throughout. When I wish to emphasize that I am viewing some M as either a DG left-R-module or a DG right-R-module, I do so with subscripts, writing either R M or M R .
Applying the Riedtmann structure theorem
This section will apply the Riedtmann structure theorem to show under some conditions that a component C of the Auslander-Reiten quiver of D c (R) has the form ZT /Π for a directed tree T and an admissible group of automorphisms Π ⊆ Aut(ZT ).
Let me start by recalling some facts from [5] . The triangulated category D c (R) does not necessarily have Auslander-Reiten triangles, but if it does, then by [5, prop. 4.4 (ii)] its Auslander-Reiten translation is
Here Σ denotes suspension of DG modules. When D c (R) has Auslander-Reiten triangles, τ induces a map from the Auslander-Reiten quiver of D c (R) to itself which is also referred to as the Auslander-Reiten translation and denoted τ .
The Auslander-Reiten quiver of D c (R) is then a stable translation quiver with translation τ ; see [5, sec. 2] . This is even true in the strong sense that τ is an automorphism of the Auslander-Reiten quiver, under the extra assumption that D c (R op ) also has Auslander-Reiten triangles. This last fact was not mentioned in [5] , but is proved in the following lemma.
(ii) The Auslander-Reiten translation τ is an automorphism of the Auslander-Reiten quiver of D c (R). (iii) For each integer p = 0, the map τ p is without fixed points in the Auslander-Reiten quiver of D c (R). 
Proof. (i) Both
This makes it easy to check that with P equal to RHom R (DR, R),
(ii) This clearly follows from (i). 
But this is impossible, as one proves for instance by checking
for which the general formula
A loop in a quiver is an arrow that starts and ends at the same vertex. In the following lemma and the rest of the paper, C is a component of the Auslander-Reiten quiver viewed as a stable translation quiver, so C is closed under the Auslander-Reiten translation τ and its inverse. This implies that C is a connected stable translation quiver with translation the restriction of τ .
For the lemma's terminology of directed trees, stable translation quivers of the form ZT , and admissible groups of automorphisms, see [2, sec. 4 .15]. Then there exists a directed tree T and an admissible group of automorphisms Π ⊆ Aut(ZT ) so that C is isomorphic to ZT /Π as a stable translation quiver.
Proof. Lemma 1.1(ii) implies that the restriction of τ to C is an automorphism of C, and lemma 1.2 implies that C has no loops. Also, by construction, the Auslander-Reiten quiver has no multiple arrows, so neither has C.
Hence C satisfies the conditions of the Riedtmann structure theorem, [2, thm. 4.15.6] , and the conclusion of the lemma follows.
Labelling the Auslander-Reiten quiver
This section constructs a labelling of the Auslander-Reiten quiver of 
, this multiplicity equals the multiplicity (ii) and (iii) are proved by similar means. The purpose of this section is to study β. 
where the first arrow is a suspension of the connecting morphism from the Auslander-Reiten triangle.
In other words, the map
is zero. But this map equals
( 
and taking cohomology and k-dimension shows
The following results leave β for a while, but return to it in corollary 3.5.
There is an abelian category C(R) whose objects are DG left-R-modules and whose morphisms are homomorphisms of DG left-R-modules, that is, homomorphisms of graded left-modules which are compatible with the differentials. The following Harada-Sai lemma for C(R) is proved just like [2, lem. 4.14.1].
Lemma 3.2. Let F 0 , . . . , F 2 p −1 be indecomposable objects of C(R) with dim k F i ≤ p for each i, and let
for each i, and let
Proof. Pick minimal semi-free resolutions
Then the morphisms M 2 p −1
represented by morphisms F 2 p −1
. If ϕ i were an isomorphism in C(R), then µ i would be an isomorphism in D c (R), so each ϕ i is a non-isomorphism in C(R). Also, since F i is minimal, it is easy to see that if
Here ♮ indicates the functor which forgets differentials, and therefore sends DGAs to graded algebras and DG modules to graded modules. The isomorphism (a) holds because F i is minimal, whence the differential of the complex Hom R (F i , k) is zero, so taking cohomology amounts simply to forgetting the differential.
Taking k-dimensions in equation (3) shows that β(M i ) equals the k-dimension of Hom R ♮ (F ♮ i , k ♮ ). However, since F i is semi-free I have
for certain integers σ j , and the k-dimension of Hom
But now lemma 3.2 gives 
, so the minimal semi-free resolution F of DM is non-trivial. Hence RHom R op (DM, k) ∼ = Hom R op (F, k) has non-zero cohomology, so by dualization the same holds for
So there exists an i so that H
Moreover, since M is non-zero, each retraction
Now for the proof proper. In fact, I shall prove slightly more than claimed, namely, there exists For q = 0, existence of κ 0 holds by equations (4) and (5). For q ≥ 1, the induction gives data
. By [5, lem. 4.2] this is also an Auslander-Reiten triangle in
Splitting X q into indecomposable summands and κ ′ q and µ ′ q into components gives that there exists
Here M q is an indecomposable summand of X q so is in D c (R), so equation (5) gives that κ q is not a retraction in D f (R). And µ q is a component of µ I now return to the function β. Proof. Let M 0 be an indecomposable object of D c (R) for which [M 0 ] is a vertex of C. Lemma 3.4 says that there exist arbitrarily long sequences of indecomposable objects and irreducible morphisms
is clearly a vertex of C. So corollary 3.3 implies that β cannot be bounded on C.
Structure of the Auslander-Reiten quiver
This section combines the material of previous sections to prove the main result of this paper, theorem 0. is of the form ZT /Π, where T is a directed tree and Π ⊆ Aut(ZT ) is an admissible group of automorphisms. Recall from [2, sec. 4 .15] that the vertices of ZT are the pairs (p, t) where p is an integer and t is a vertex of T , and that the vertices of ZT /Π are the orbits Π(p, t) under the group Π. By identifying ZT /Π with C, I shall also view the Π(p, t)'s as vertices of C, so the following makes sense.
First, the start of section 2 constructs a labelling of the AuslanderReiten quiver, and so in particular a labelling of C. Now, if there is an arrow t −→ u in T , then there is an arrow Π(0, t) −→ Π(0, u) in ZT /Π, that is, an arrow Π(0, t) −→ Π(0, u) in C. Hence the labelling of C induces a labelling of T by
Secondly, the start of section 3 defines a function β on the vertices of C. That is, β is defined on the Π(p, t)'s, and so induces a function f on T by f (t) = β(Π(0, t)). 
using equations (6) and (7). Recall from [2, sec. 4.15 ] that the translation of ZT /Π is given by τ (Π(p, t)) = Π(p + 1, t). Identifying ZT /Π with C, lemma 2.1(i) gives b Π(0,t)−→Π(0,u) = a τ (Π(0,u))−→Π(0,t) = a Π(1,u)−→Π(0,t) , and lemma 3.1(iii) gives β(Π(0, v)) = β(τ (Π(0, v))) = β(Π (1, v) ). Hence (9) is
To rewrite further, recall also from [2, sec. 4 .15] that the arrows in ZT which end in (0, t) are obtained as follows: There is an arrow (0, s) −→ (0, t) in ZT for each arrow s −→ t in T , and there is an arrow (1, u) −→ (0, t) in ZT for each arrow t −→ u in T .
Moreover, the canonical map ZT −→ ZT /Π is a so-called covering, see [2, p. 156] , so the map which sends the arrow m −→ (0, t) to the arrow Πm −→ Π(0, t) is a bijection between the arrows in ZT which end in (0, t) and the arrows in ZT /Π which end in Π(0, t). All this implies that taken together, the two sums in (10) contain exactly one summand for each arrow in ZT /Π which ends in Π(0, t), so (10) is
Identifying ZT /Π with C, this is zero by lemma 3.1(ii).
(ii) I have
where (a) is by lemma 3.1(iii). So if f were bounded on T , then β would be bounded on C which it is not by corollary 3.5.
The following is my abstract main result, which has theorem 0.1 as an easy consequence.
I emphasize that as above, C is a component of the Auslander-Reiten quiver viewed as a stable translation quiver, so C is closed under the Auslander-Reiten translation τ and its inverse, and is a connected stable translation quiver with translation the restriction of τ . Proof. Lemma 1.3 says that C is of the form ZT /Π. Lemma 4.1 gives an additive function f on T , and shows that f is unbounded. Consequently, the underlying graph of T must be A ∞ by [2, thm. 4.5.8(iv)]. So C is ZA ∞ /Π. (Note that when the underlying graph of T is A ∞ , the quiver ZT is determined up to isomorphism, independently of the directions of the arrows in T . So it makes sense to denote ZT by ZA ∞ .) Now, Π must send vertices at the end of ZA ∞ to other such vertices. If Π acted non-trivially on the vertices at the end of ZA ∞ , then there would exist a g in Π and a vertex m at the end of ZA ∞ so that gm was a different vertex at the end of ZA ∞ . As the other vertices at the end of ZA ∞ have the form τ p m for p = 0, this would mean gm = τ p m for some p = 0. Then m and τ p m would get identified in ZA ∞ /Π, so Πm would be a fixed point of τ p in ZA ∞ /Π, that is, a fixed point of τ p in C contradicting lemma 1.1(iii).
So Π acts trivially on the vertices at the end of ZA ∞ , and it is easy to see that this forces Π to act trivially on all of ZA ∞ . So ZA ∞ /Π is just ZA ∞ , and the theorem follows.
Proof of Theorem 0.1. This proof uses a bit of rational homotopy theory for which my source is [3] .
By [3, exam. 6, p . 146] I have that C * (X; k) is equivalent by a series of quasi-isomorphisms to a DGA, R, which satisfies setup 0.2. Hence the various derived categories of C * (X; k) are equivalent to those of R by [6, thm. III.4.2], so theorem 4.2 can be applied to C * (X; k).
To get the desired conclusion, that each component C of the Auslander-Reiten quiver of D c (C * (X; k)) is isomorphic to ZA ∞ , I must show that the premises of theorem 4.2 hold for C * (X; k). So I must show that D c (C * (X; k)) and D c (C * (X; k) op ) have Auslander-Reiten triangles, and that C * (X;k) k is not in D c (C * (X; k)). The first two claims hold by the main result of [5] , theorem 6.3, because X has Poincaré duality over k. The last claim can be seen as follows. By assumption, X has Poincaré duality of dimension d ≥ 2 over k, so I have H ≥2 (X; k) = 0. Hence the minimal Sullivan model ΛV of C * (X; k) has V ≥2 = 0; see [3, chp. 12 ]. But V is Hom Z (π * X, k) by [3, chp. 15] , where π * X is the sequence of homotopy groups of X, so as k has characteristic zero, π ≥2 X cannot be torsion, so Q ⊗ Z π ≥2 X = 0. Since [3, p. 434] gives dim Q (Q⊗ Z π odd X)−dim Q (Q⊗ Z π even X) ≥ 0, there follows Q ⊗ Z π odd X = 0. This implies that the denominator is nontrivial in the formula [3, (33.7)] from which follows dim Q H * (ΩX; Q) = ∞, where ΩX is the Moore loop space of X. So also dim k H * (ΩX; k) = ∞.
Now consider the Moore path space fibration ΩX −→ P X −→ X from [3, exam. 1, p. 29]. The Moore path space P X is contractible, and this implies that the DG left-C * (X; k)-module C * (P X; k) is quasiisomorphic to C * (X;k) k. Inserting the fibration into the Eilenberg-Moore theorem [3, thm. 7.5] therefore gives a quasi-isomorphism C * (ΩX; k) ≃ Combining with equation (11) gives dim k Tor C * (X;k) (k, k) = ∞.
So C * (X;k) k cannot be finitely built from C * (X;k) C * (X; k) whence C * (X;k) k is not in D c (C * (X; k)) by [5, lem. 3.2] .
