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Abstract
The detour order of a graph G, denoted by (G), is the order of a longest path in G. The Path Partition Conjecture (PPC) is the
following: If G is any graph and (a, b) any pair of positive integers such that (G) = a + b, then the vertex set of G has a partition
(A,B) such that (〈A〉)a and (〈B〉)b. We prove that this conjecture is true for the class of claw-free graphs. We also show that
to prove that the PPC is true, it is sufﬁcient to consider the class of 2-connected graphs.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The vertex set and edge set of a graph G are denoted by V (G) and E(G), respectively. If S is a subset of V (G), the
subgraph of G induced by S is denoted by 〈S〉. If v ∈ V (G) and H is a subgraph of G, the open H -neighborhood of v
is the set NH(v) = {u ∈ V (H)|uv ∈ E(G)}.
A longest path in a graph G is called a detour of G. The number of vertices in a detour of G is called the detour
order of G and is denoted by (G).
A partition (A,B) of V (G) such that (〈A〉)a and (〈B〉)b is called an (a, b)-partition of G. If G has an
(a, b)-partition for every pair (a, b) of positive integers such that a + b = (G), then we say that G is -partitionable.
Similar concepts have been deﬁned for other parameters. For example, a graph G is -partitionable (where  denotes
maximum degree) if, for every pair of positive integers (a, b) satisfying a + b = (G) − 1, there exists a partition
(A,B) ofV (G) such that(〈A〉)a and(〈B〉)b. Lovász proved in [13] that every graph is-partitionable. Stiebitz
proved a dual type of partition result with respect to minimum degree in [16].
The following conjecture is known as the Path Partition Conjecture (PPC).
Conjecture 1. Every graph is -partitionable.
The PPC was discussed by Lovász and Mihók in 1981 in Szeged and treated in the theses [11,17]. The PPC ﬁrst
appeared in the literature in 1983, in a paper by Laborde et al. [12]. Although that paper dealt mainly with directed
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graphs, they stated the PPC only for undirected graphs. In 1995 Bondy [2] stated a directed version of the PPC. In [3] the
PPC is stated in the language of the theory of hereditary properties of graphs. It is also mentioned in [6]. Two stronger
conjectures, known as the Path Kernel Conjecture (see [14]) and the Maximum Pn-free Set Conjecture (see [9]) were
recently disproved byAldred and Thomassen [1]. Results on the PPC and its relationship with other conjectures appear
in [5,8–10] .
An n-detour coloring of G is a coloring of the vertices of G such that no path of order greater than n is monocolored.
The nth detour-chromatic number of G, denoted by n(G), is the minimum number of colors required for an n-
detour coloring of G. These chromatic numbers were introduced by Chartrand, Geller and Hedetniemi in 1968 [7].
Our initial interest in the PPC was based on the fact that, if the PPC is true, then the following conjecture is also
true:
Conjecture 2. n(G)(G)/n for every graph G and every positive integer n.
A graph is called claw-free if it does not contain the complete bipartite graph K1,3 as an induced subgraph. The
main result of this paper is to prove that the PPC is true for the class of claw-free graphs (or, more accurately, that
every claw-free graph is -partitionable). The proof consists of combining results connected with the Ryjácˇek closure
for claw-free graphs, given in [15] and [4], with results concerning cycles and partitionability, proved in [5,8,9]. Since
many of the results used in the proof are not restricted to claw-free graphs, we believe that the proof of our main theorem
could pave the way for proving that all graphs are -partitionable.
We include a summary of the conjecture status and also show that, to prove that the PPC is true for the class of all
graphs, it is sufﬁcient to prove that it is true for the class of 2-connecsted graphs.
2. Cycles and partitionability
A graph with no cycles is obviously -partitionable, since it has a (1, 1)-partition. If a graph G has a cycle, the girth
g(G) and the circumference c(G) of G are, respectively, the order of a shortest and a longest cycle in G. A cycle in G
of order c(G) is called a circumference cycle of G.
Clearly, a graph is -partitionable if each of its components is -partitionable. We therefore restrict our investigation
to connected graphs.
The following results are proved in [5,8,9].
Theorem 2.1. Let G be a connected graph and (a, b) any pair of positive integers such that (G)= a + b and ab.
Then the following hold:
(i) If G has a b-cycle, then G has an (a, b)-partition.
(ii) If g(G)a − 1, then G has an (a, b)-partition.
(iii) If c(G)b + 2, then G has an (a, b)-partition.
A graph G is called weakly pancyclic if it has a cycle of every order between g(G) and c(G) or it has no cycles. We
have the following corollary of Theorem 2.1.
Corollary 2.2. Every connected weakly pancyclic graph is -partitionable.
Proof. Let G be a connected weakly pancyclic graph and suppose (G) = a + b; 1ab. If g(G)bc(G), then
G has a b-cycle and hence G has an (a, b)-partition, by Theorem 2.1(i). If b<g(G) or b> c(G), then it follows from
Theorem 2.1(ii) and (iii) that G has an (a, b)-partition. 
We shall call a graph G semi-pancyclic if it has a cycle of every order from max{3, (G)/2} up to c(G) or
c(G)< (G)/2 or it has no cycles. If G is a graph with (G) = a + b and ab then, obviously, b(G)/2 and
therefore Theorem 2.1 also implies:
Corollary 2.3. Every connected semi-pancyclic graph is -partitionable.
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A vertex v in a subgraph H of a graph G is called an attachment vertex of H if NG−V (H)(v) = ∅. The distance
between two vertices u and v in a connected graph is denoted by d(u, v). For i1, the ith distance set of a subset U
of V (G) is the set
Di(U) = {v ∈ V (G) − U | min
u∈U d(u, v) = i}.
The proof of Theorem 2.1(i) (given in [5]) relies on ﬁnding an (a, b)-partition of G by considering the distance sets of
a b-cycle of G. Using the same technique, we now prove a generalization of that theorem.
Theorem 2.4. Let G be a connected graph with (G)= a + b; 1ab. If G has a cycle C of order rb with at most
b attachment vertices, then G has an (a, b)-partition.
Proof. Let X be the set of attachment vertices of C. By our assumption, |X|b. Let S0 consist of X together with any
b − |X| other vertices of C and, for i1, let Si = Di(C). Then, for i1, each vertex in Si is adjacent to a vertex in
Si−1 but not to any vertex in Sj , for j < i − 1. Now let P be a path in Si and let v be an end-vertex of P . Then there is a
path v0v1 . . . vi = v, with vj ∈ Sj for j = 0, 1, . . . , i. Therefore, since v0 ∈ V (C), there is a path in G that contains all
the vertices of C as well as all the vertices of P . Thus |V (P )|(G)− r(G)− b = a. This proves that (〈Si〉)a,
for i1. Also, 〈S0〉 |S0| = b. Now put
B =
⋃
ieven
Si and A = V (G) − B.
Then (A,B) is an (a, b)-partition of G. 
Corollary 2.5. If a connected graph G has a circumference cycle with at most (G)/2 attachment vertices, then G
is -partitionable.
Proof. Let (a, b) be any pair of positive integers such that ab and (G) = a + b. If bc(G) − 2, then G has an
(a, b)-partition, by Theorem 2.1(iii). If bc(G) then, since b(G)/2, it follows from Theorem 2.4 that G has an
(a, b)-partition. 
3. Claw-free graphs
A vertex x of a claw-free graph G is called an eligible vertex of G if 〈NG(x)〉 is a connected, noncomplete graph.
The operation of joining every pair of nonadjacent vertices in 〈NG(x)〉 by an edge is called the local completion of G
at x.
Ryjácˇek [15] deﬁned the closure, cl(G), of a claw-free graph G to be the graph obtained by recursively performing
the local completion operation to eligible vertices of G until no eligible vertex remains. A claw-free graph G is said to
be closed if cl(G) = G.
The following results concerning cl(G) are proved in [15,4].
Theorem 3.1 (Brandt, Favaron and Ryjácˇek). Let G be a claw-free graph. Then:
(i) cl(G) is well deﬁned. (It is independent of the order of the eligible vertices used during the construction.)
(ii) cl(G) is also claw-free.
(iii) For every vertex v in cl(G) the graph induced by its neighborhood in cl(G) is either a complete graph or the
disjoint union of two complete graphs.
(iv) (G) = (cl(G)).
It follows from Theorem 3.1 that every claw-free graph is a spanning subgraph of a closed claw-free graph with the
same detour order. In order to prove that every claw-free graph is -partitionable, it is therefore sufﬁcient to prove that
every closed, connected claw-free graph is -partitionable.
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If C is a cycle and v ∈ V (C), we shall denote the vertices preceding and succeeding v on C by v− and v+,
respectively, and a chord of the form v−v+, where v ∈ V (C) will be called a short chord. We shall need the following
two results.
Lemma 3.2. Let G be a closed, claw-free graph and let v1v2 . . . vrv1 be a cycle in G. If lr − 2 and C has a short
chord vivi+2 for i = 1, . . . , l, then 〈{v1, . . . , vl+2}〉 is a complete graph.
Proof. The proof is by induction on l. If l = 1, the result is obviously true. Now suppose 〈{v1, v2, . . . , vi+2}〉 is
a complete graph, for some i < l. Then, since vi+1vi+3 ∈ E(G), it follows that 〈{v1, v2, . . . , vi, vi+1, vi+3}〉 is a
connected subgraph of 〈NG(vi+2)〉 and is therefore a complete graph, by Theorem 3.1. Hence 〈{v1, v2, . . . , vi+3}〉 is
a completegraph, and the result follows. 
Lemma 3.3. Let G be a closed claw-free graph and let C be a cycle of order r in G with at least s short chords. Then
〈V (C)〉 has cycles of every order from max{3, r − s} up to r .
Proof. Let C be the cycle v1 . . . vrv1. The proof is by induction on r . The result is true if r = 3 or 4. Now let r5.
If s = 0, the result is obviously true. If s = r , then 〈V (C)〉 is a complete graph, by Lemma 3.2, and hence has all the
required cycles.
Now suppose 1sr−1. Then we may assume, without loss of generality, that v1v3 ∈ E(G) and v2vr /∈E(G). Let
l be the largest integer such that vivi+2 ∈ E(G) for i = 1, . . . , l. Then it follows from Lemma 3.2 that 〈{v1, . . . , vl+2}〉
is a complete graph. Thus if lr − 2, the graph 〈V (C)〉 is complete and we are done.
Now assume lr − 3 and let D be the cycle v1vl+2vl+3 . . . vrv1. Then, since v2vr /∈E(G) and vl+1vl+3 /∈E(G), all
the short chords of C, except v1v3, . . . , vlvl+2, are also short chords of D. Thus D is a cycle in G of order r − l with at
least s − l short chords and hence, by the induction hypothesis, 〈V (D)〉 has a cycle of every order from max{3, r − s}
up to r − l. Furthermore, for i = 1, . . . , l, the vertices in V (D) ∪ {v2, . . . , vi+1} lie on a cycle of order r − l + i in G.
Thus 〈V (C)〉 has cycles of all the required lengths. 
Theorem 3.4. Every claw-free graph is -partitionable.
Proof. Let G be a connected, closed claw-free graph and let C be a circumference cycle in G. Let X be the set of
attachment vertices of C.
If |X|(G)/2, then it follows from Corollary 2.5 that G is  -partitionable.
Now suppose |X|> (G)/2. Let x ∈ X and y ∈ NG−V (C)(x). Then y is adjacent to neither x− nor x+, otherwise
G would have a cycle of order bigger than c(G). Therefore, since G is claw-free, x−x+ ∈ E(G). This proves that
C has at least |X| short chords. Therefore, by Lemma 3.3, G has cycles of every order from max{3, c(G) − |X|}
up to c(G). Since c(G)(G), it follows that c(G) − |X|(G)/2. Thus G is semi-pancyclic and hence, by
Corollary 2.3, G is -partitionable. By the remark following Theorem 3.1, it follows that every claw-free graph is
-partitionable. 
A class P of graphs is said to be a hereditary (an induced-hereditary) class of graphs if every subgraph (induced
subgraph) of every graph in P is also in P. In [10] we showed that, if Conjecture 1 is true for some hereditary class
P, then Conjecture 2 is also true for the class P. It is easy to show that the same is true if P is an induced-hereditary
class. Since the class of claw-free graphs is an induced-hereditary class, Theorem 3.4 therefore implies:
Corollary 3.5. If G is a claw-free graph, then n(G)(G)/n, for every positive integer n.
4. The status of the PPC
From results in this paper and previous papers we know that a connected graph G is -partitionable if any one of the
following holds:
1. Every cyclic block of G is Hamiltonian [5, Theorem 4.5].
2. G is the join of two graphs [5, Theorem 4.10].
3. G is 2-degenerate, i.e., every induced subgraph of G has a vertex of degree at most 2 [10, Theorem 2.8].
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4. G has bipartite index at most 
((G) − 3)/2, i.e. there exists a set S ⊂ V (G), with |S|
((G) − 3)/2, such
that V (G) − S is bipartite [10, Theorem 3.4].
5. (G)13 [8, Corollary 5.2].
6. (G) |V (G)| − 1 [5, Proposition 4.1].
7. (G)3 (follows from [13, Theorem 1]).
8. (G) |V (G)| − 8 (follows from [5, Corollary 3.9; Theorem 5.1]).
9. c(G)(G)/2 + 2 (follows from [9, Corollary 2.6]).
10. g(G)
(G)/2 − 1 [8, Corollary 4.8].
11. G is weakly pancyclic (Corollary 2.2).
12. G is semi-pancyclic (Corollary 2.3).
13. G has a circumference cycle with at most (G)/2 attachment vertices (Corollary 2.5).
14. G is claw-free (Theorem 3.4).
A graph G is 2-connected if G − v is connected for every vertex v of G. We now show that, in order to prove that
the PPC is true, it is sufﬁcient to consider the class of 2-connected graphs.
Theorem 4.1. If every 2-connected graph is -partitionable, then every graph is -partitionable.
Proof. The proof is by induction on the number of blocks. If a graph has only one block, it is 2-connected and hence
-partitionable by our assumption. Now suppose G is a connected graph with at least 2 blocks. Consider any pair a, b
of positive integers such that (G) = a + b.
If c(G)b + 2, then G is -partitionable, by Theorem 2.1(iii), so we may assume c(G)b + 3. Clearly, G has a
block, X, with c(X) = c(G). Now let Z be an end-block of G, with Z = X. Since a cycle in Z has at most one vertex
in common with a cycle in X, it follows that c(X) + c(Z) − 1(G). Hence
c(Z)a + b − c(G) + 1<a.
Now let z be the cut-vertex of Z and let G′ = G − (V (Z) − {z}). Then, by our induction hypothesis, G′ has an
(a, b)-partition, (A′, B ′).
Now let Zi be the ith distance set of {z}; i1. Suppose P is a path in Zj . Then there are internally disjoint paths
from z or from some vertex in some Zi , with ij to the two end-vertices of P , so Z contains a cycle of order at least
|V (P )| + 1. Hence P has order at most c(Z) − 1<a, which proves that (Zi)< a, for all i1.
Now, if z ∈ A′, put
A = A′ ∪ {∪i evenZi}
and if z ∈ B ′, put
A = A′ ∪ {∪i oddZi}.
In either case put B = V (G) − A. Then (A,B) is an (a, b)-partition of G. 
A graph G is detour-saturated if (G + xy)> (G) for every pair of nonadjacent vertices x and y in G. It is
straightforward to see that every graph with a ﬁxed detour order is a spanning subgraph of a detour-saturated graph
with the same detour order. From Corollary 2.3 we see that the PPC would be established if it were proved that every
detour-saturated graph is semi-pancyclic. Such, however, is not the case. For example, the graph obtained from the
Petersen Graph by splitting one of its vertices into three vertices, each of degree one, is a detour-saturated graph which
is not semi-pancyclic. However, we suspect that every 2-connected detour-saturated graph is semi-pancyclic. If that is
the case, the PPC would be true. In fact, the PPC will be established if the following conjecture is true.
Conjecture 3. If G is a 2-connected detour-saturated graph in which every circumference cycle has at least (G)/2
attachment vertices, then G is semi-pancyclic.
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