In this paper, we will present composite boundary elements (CBE) for classical Fredholm boundary integral equations. These new boundary elements allow the low-dimensional discretisation of boundary integral equations where the minimal number of degrees of freedom is independent of the, possibly, huge number of charts which are necessary to describe a complicated surface.
Introduction
In this paper, we introduce composite boundary elements (CBE) for solving classical boundary integral equations in R 3 . To be specific, let ⊂ R 3 be a bounded Lipschitz domain with boundary := ∂ . The Sobolev spaces on are denoted by H µ ( ), where the range of µ ∈ [−κ, κ] ⊂ R may be restricted due to the smoothness of the surface. Our goal is to solve boundary integral equations which are given in a variational formulation: Find u ∈ H µ ( ) such that where k : × → C is the kernel function. We assume that λI + K : H µ ( ) → H −µ ( ) is an isomorphism. In this paper, we will consider such types of boundary integral equations and focus to the case that the surface is very complicated, i.e., the parametric description of requires a very large number of surface patches along corresponding charts to local parameter domains.
We consider two applications for this class of problems.
(1) The number of patches is so large that the resolution by standard boundary elements exceeds the computing and memory capacities of the computers at hand. On the other hand, the accuracy requirements are only moderate that, from the viewpoint of the approximation property, a low dimensional boundary element space would be appropriate. Only the geometric details enforce a very fine boundary element mesh which results in a boundary element space of very large dimension. ( 2) The number of patches in the surface description of again is very large while they are resolved by a fine boundary element mesh. Here, the goal is to solve the corresponding linear system on the fine mesh efficiently, e.g., by multigrid methods. Since the efficiency of fast solvers such as multigrid methods and wavelets are based on a hierarchical discretisation of the underlying problem, they lose their efficiency since standard boundary elements do not allow the low dimensional discretisation of the underlying equation due to the very large number of geometric details in the surface.
We will introduce Composite Boundary Elements (CBE) which can be regarded as a coarsening strategy for boundary element spaces allowing the low dimensional discretisation of boundary integral operators on complicated surfaces. The minimal dimension of the space is independent of the number and size of the geometric details in . The construction will be based on a graph coarsening algorithm. For this purpose, we will develop and adopt techniques, some of which have been successfully applied in the context of algebraic multigrid methods (AMG) and partial differential equations. However, we emphasize that (in contrast to AMG) we will assume that the continuous variational problem, the fine mesh, the Galerkin space, and its basis is known on a given (very fine) discretisation level while the complexity of the geometry does not allow a direct discretisation of the problem with moderately many unknowns. As a consequence we will use geometric strategies for constructing the interpolation between the coarsened meshes which are standard in the context of finite elements and do not analyse the matrix coefficients for this purpose as done for AMG. (On the other hand, AMG is applied for a more general classes of problems.) The approach has the potential to be extended to more general and anisotropic integral operators. This will be the topic of future research.
In the literature, various methods exist for coarsening finite element spaces. Some of them are based on coarsening of simplicial meshes in the Euclidean space (see, e.g., [2] , [3] , [9] , [10] , [16] , [17] , [24] , [27] ) some of them are based on the construction of auxiliary meshes (see, e.g., [14] , [35] , [36] ) or reduced meshes ( [20] ).
Also, algebraic multigrid methods involve in many cases a graph coarsening (see [1] , [4] , [8] , [11] , [12] , [13] , [18] , [19] , [23] , [25] , [26] , [30] , [31] , [33] , [34] ).
For boundary element methods, the literature is not as vast as for finite element methods. Multigrid methods for nonlocal operators (including also operators of negative order) are described, e.g., in [5] , [6] , and [7] . A combination of algebraic multigrid methods with a data-sparse representation of boundary integral operators has been described in [21] and [22] .
Coarsening strategies for wavelet discretisation have been presented for boundary integral equations, e.g., in [28] , [32] .
Boundary-element Methods
Let ⊂ R d+1 be a bounded Lipschitz domain with d-dimensional boundary . We assume in an abstract way that a bilinear form a : H µ ( ) × H µ ( ) → R is given which is continuous and H µ -coercive and injective: There exist constants C 1 , c 2 > 0 and C 2 ≥ 0 such that, for all u, v ∈ H µ ( ), there holds
For given right-hand side f ∈ (H µ ( )) , we are seeking u ∈ H µ ( ) such that
It is well known that conditions (2.1a-c) ensure existence, uniqueness and wellposedness of problem (2.2).
Let S ⊂ H µ ( ) be a finite dimensional subspace of H µ ( ). Then, the Galerkin discretisation is given by seeking u S ∈ S such that
We are left with the problem of constructing (a nested sequence of) appropriate (boundary element) spaces S ⊂ H µ ( ) . Let G 0 denote a conforming (in the sense of Ciarlet) triangulation of the d-dimensional hypersurface ⊂ R d+1 . We emphasize that all concepts which we will introduce in this papers apply verbatim to elliptic partial differential equations on Euclidean domains. Let
We assume that -due to the possibly very complicated shape of -the cardinalities G 0 , 0 , E 0 are very large accordingly and the goal of this paper is to define an algorithm for coarsening the corresponding boundary element space. As the "standard" boundary element space we consider the space of continuous, piecewise linear functions
(Note that, for curved elements, the pullbacks χ τ :τ → τ to the unit elementτ have to satisfy u • χ τ ∈ P 1 instead of u ∈ P 1 ). 
Coarsening of Finite-element and Boundary-element Spaces
In this section, we will present an algorithm which generates a sequence of coarsened boundary element spaces, i.e., lower-dimensional subspaces of S 0 . We will use negative indices, e.g., E −1 , E −2 , . . . for quantities on coarser levels.
The construction of the coarsened boundary element spaces is recursive and starts with the "standard" boundary element space S 0 . In this light, we assume that a set of vertices − , a set of edges E − ⊂ − × − , and the basis functions ϕ − ,x x∈ − of the space S − are already generated. In the next subsection, we will explain how to generate the next coarser level − −1 , E − −1 based on this input.
Graph Coarsening
First we will introduce some notations. 
The distance dist G (x, y) of two points x, y ∈ in the graph G is the minimal number of edges in E which are necessary to connect x and y, i.e.,
For a subset ω ⊂ and x ∈ , we define The algorithm consists of two steps: 1: Geometric coarsening; 2: Definition of the basis functions.
The geometric coarsening starts with the selection of coarse nodal points. Once, these points have been selected, the set of edges for the coarse graph will be generated. We employ heuristic criteria in such a way that for a regularly refined simplicial mesh the coarse meshes satisfy these criteria. Such strategies and advanced versions thereof are well known in the field of AMG (see, e.g., [8] , [11] , [19] ). Numerical experiments (cf. Sect. 6) show that the simple strategies proposed in Algorithms 3.2 and 3.3 work sufficiently well for (isotropic) boundary integral equations. However, for more advanced applications, such as anisotropic boundary integral equations, possibly, more advanced versions of these algorithms are required and the techniques as in [11] , [12] might become necessary. Note that Algorithms 3.2 and 3.3 are closely related to the standard (η = 2) and aggressive (η = 3) coarsening strategies proposed in [30] , [31] .
For a graph ( − , E − ), we first define the set of coarse nodal points − −1 . The definition of the set of edges, then, depends on a control parameter η ∈ {2, 3} and is given by
Algorithm 3.2:
procedure choice of coarse grid points:
− (x); if temp = ∅ goto 1;
This algorithm selects coarse grid nodes out of the finer meshes − in an unstructured (random) way. An advanced version of this algorithm is based on the following idea. If a sequence of simplicial meshes is generated by standard mesh refinement strategies, i.e., by connecting midpoints of edges, then, any two coarse mesh points have a distance of two edges in the finer mesh. In this light, we define the modification of the selection algorithm as follows. Only the first coarse-grid point is chosen randomly. After that, the neighbours of second order of the already chosen coarse-grid points are collected in a list and will be picked first in the next step.
Algorithm 3.3:
procedure advanced choice of coarse grid points:
if temp = ∅ goto 1;
Remark 3.4:
The update of the set N temp and the computation of the set of edges E − −1 can be easily realised locally. We do not present the details here.
Space Coarsening
In the next step, we will define composite boundary elements on these thinned-out graphs in a recursive, hierarchical way. Since G 0 is a standard boundary element mesh the definition of the corresponding boundary element space S 0 is as usual (see (2.4)).
For the boundary element basis function corresponding to the level − − 1 and a nodal point y ∈ − −1 , we employ the ansatz
where the interpolation weights will be specified later. This ansatz automatically guarantees nestedness of the corresponding composite boundary element spaces
The choice of the coefficients α
in (3.3) will be related to the standard case, where (S − ) is a sequence of nested boundary element spaces on regular and nested simplicial boundary element meshes. For this simple case, it holds:
(1) (Lagrange property)
(2) (Interpolation property) For a simplex τ and a vertex y of τ , let λ τ,y denote the affine function with values 1 at y and 0 at all other vertices of τ . For x ∈ − , y ∈ − −1 , we define (cf. Fig. 1 )
In general, the computation of the coefficients α such that x ∈ τ (respectively dist (x, τ ) is small). This step is in analogy to the first case in (3.4) . This construction will be described in Subsect. 
Choosing u − −1 as the basis function ϕ − −1,y and using the Lagrange property, we obtain the relation
for all x ∈ − and y ∈ − −1 . Hence, in this standard case, the definition of the
in (3.4) coincides with the standard definition.
Selection of Nodal Points for the Interpolation Operator
Below, both steps (a,b) will be described in an algorithmic way. Procedure choice of interpolation points depends on a parameter γ ≥ d + 1 which controls the number of coarse grid points which are examined for the choice of the interpolation points. Furthermore, an abstract function check quality(x, {z 0 , z 1 , . . . , z d }) ∈ R ≥0 is employed to measure the interpolation quality of nodal points z i , 0 ≤ i ≤ d, for an evaluation point x. The interpolation quality is considered to be optimal if check quality is minimal. The details are described later. Here, we proceed with a (straightforward) algorithm for selecting the set of coarse grid points for the definition of the interpolation operator. by using the set int (x) of interpolation points as defined in Algorithm 3.6. For x = y ∈ − −1 we simply put
and, for y / ∈ int (x), we set
It remains to consider the cases, The points in
way. However, it may happen that x / ∈ E x . Let P ⊥ x : R d+1 → E x be the orthogonal projection of R d+1 onto E x . For any y ∈ int (x), an affine function p ∈ P 1 (in the d-dimensional variables of E x ) is uniquely determined by
The interpolation weights are defined by
We have now all ingredients at hand for the definition of composite boundary element spaces based on graph coarsening.
We briefly recall the setting. and ϕ − ,x x∈ − is the matrix [8] , [12] , [13] , [18] , [26] .
They are either based on the relative sizes and signs of matrix entries or on local energy minimisation. However, the transfer of such techniques to boundary integral operators is not straightforward since neither the matrix nor the energy norm is local for this case.

Realisation of the Function check quality
In this section, we will describe some (heuristic) strategies to measure the quality of a set of interpolation nodes with respect to a point evaluation in x. Let x ∈ R d+1 and A = {z i : 0 ≤ i ≤ d} be a set of points. The function check quality will be a combination of the following three criteria which are based on well known conditions to ensure good quality of finite element interpolation. The experiments in Sects. 4 and 6 show that this choice leads to satisfactory numerical results for our applications. A more subtle criterion is used in [8] , [18] .
Criterion 1:
The distortion of the set A is measured by the function
where vol (A) is the d-dimensional surface volume of (conv A) ∩ and
where dist geo is the geodetic distance of two surface points.
Criterion 2:
Let E A be the hyperplane through the points in A, then
where P ⊥ A is as in (3.5d).
Criterion 3:
Finally, we measure the distance of the point x from the simplex which is spanned by the vertices of A:
Numerical Tests for Choosing the Control Parameters in the Algorithms
The algorithms for coarsening boundary element spaces depend on various heuristic criteria and related control parameters and we have performed numerical experiments in order to find appropriate choices of such parameters. Based on these results, we have used for all experiments the choice
Comparison of the Coarsening Strategies
The goal of the next experiment is the comparison of the basic Algorithm 3.2 with the advanced version, i.e., Algorithm 3.3. The quantity "rel sparsity" is the average number of nonzero entries per matrix line, more precisely, if N tot denotes the total number of nonzero elements in the system matrix, then rel sparsity := N tot / dof . The quantity "error" denotes the L 2 -error for Problem 4. We clearly see the improvement of the advanced selection strategy 2. The L 2 -error is smaller compared to the error of the simple (random) selection strategy. Note that the convergence rates are close to the linear convergence rates for regularly refined simplicial meshes (cf. Remark 4.2). 
Selection of Coarse Graph Edges
The definition of the set of edges in the coarse graph (cf. (3.1) ) depends on the parameter η which determines the distance of coarse graph points which will be connected. The following table compares the choices η = 2, 3. We have used the advanced algorithm for the selection of coarse graph points. The errors in both cases are of similar size. By taking into account the different number of nodal points it turns out that the errors are slightly better in the case η = 2. Since also the sparsity of the matrix is slightly better compared to η = 3, we have fixed the choice η = 2.
Sparsity of the System Matrix
We have performed a numerical experiment to get insight how the sparsity of the mass matrix behaves on increasingly coarser levels. Let
For this experiment, we have chosen a given fine mesh which contains 262146 nodal points.
The numbers of the relative sparsity indicates that the average number of nonzero entries per row is about 25 and stays bounded with increasing number of coarsening steps. This is in accordance with the relative sparsity for the mesh which contained 65538 nodal points (cf. Subsects. 4.2 and 4.3). For related situations, the sparsity of coarsened system matrices has been investigated in [15, Note 3.7.1, Exercise 3.9.6] and [16, Theorem 6].
Application to a Hypersingular Integral Equation
Let
⊂ R 3 be a bounded Lipschitz domain with boundary . The normal field n exists almost everywhere on and is oriented toward the unbounded exterior domain. Consider the interior Neumann problem: Find u such that
The unknown Dirichlet data u D := u| satisfy the boundary integral equation
where W is the hypersingular integral operator
Here, ∂/∂n y (respectively ∂/∂n x ) denotes the normal derivative with respect to y (respectively x). This integral exists only in the sense of a finite part integral which we abbreviate by f.p. . The operator K is the adjoint of the classical double layer operator and given by
It is well known that the variational form of equation (5.1) is well posed in the quotient space H 1/2 ( ) /R.
Convergence of Galerkin Boundary-element Solution
For the discretisation we employ the Galerkin Boundary-element Method by using the composite boundary element spaces (S ) 0 =−L . In order to avoid the discretisation of the quotient space we introduce a Lagrange multiplier λ and consider the system of linear equation
for some µ ∈ R. The matrices W − , M − , K − are the basis representations of the operators W , I , K in their variational form with respect to the basis of S − . The components of the vector 1 − have the constant value 1. We have chosen µ = 0. The vector g N is the basis representation of the L 2 -orthogonal projection of g N onto S − .
We have considered to be the surface of the unit ball in R 3 and chosen g N such that
is the exact solution of (5.1).
We have chosen x 0 = (1.1, 1.1, 0) as an example where u D has a near-singularity at (1, 1, 0) . The other choice, x 0 = (2, 2, 0) , corresponds to a very regular solution.
In the following tables, we have depicted the discrete energy error 
The corresponding L 2 -error is given by
The control parameters for our algorithm are chosen as explained in Sect. 4.
The following table contains the errors on different coarsening levels. In all cases, the errors increase with increasing coarsening levels in a reasonable way. Finally, we compare the convergence rates for our graph coarsening algorithm with the convergence rates on a standard hierarchy of regularly refined simplicial boundary element meshes for the less regular case of x 0 = (1.1, 1.1, 0) . We see that the convergence behaviour is quite comparable with the convergence rates obtained by regularly refined meshes. 
Convergence Rate of a Multigrid Method for the Hypersingular Equation
The sequence of coarsened boundary element spaces can be used straightforwardly for solving the Galerkin discretisation on the finest mesh via multigrid methods. We assume here that the reader is familiar with multigrid methods and refer for a general reference, e.g., to [15] . We have chosen the ingredients for the multigrid algorithm as follows:
( (The residual after the i-th iteration is denoted by R i .)
We have applied the multigrid method to the discretisation of the hypersingular integral equation on different surfaces. 
Example 6.3:
As an example of a very complicated geometry, we considered to a brick of size 10 × 10 × 1 with 100 holes as depicted in Fig. 3 . 
