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Résumé
Sur l’utilisation des modèles multi-états pour la mesure et la gestion des
risques d’un contrat d’assurance
La mise en place de Solvabilité II conduit les actuaires à s’interroger sur la bonne adéquation
entre modèles et données. Aussi, cette thèse a pour objectif d’étudier plusieurs approches
statistiques, souvent méconnues des praticiens, permettant l’utilisation de méthodes multi-
états pour modéliser et gérer les risques individuels en assurance.
Le Chapitre 1 présente le contexte général de cette thèse et permet de faire positionner
ses principales contributions. Nous abordons les concepts de base liés à l’utilisation de mo-
dèles multi-états en assurance et décrivons les techniques d’inférence classiques adaptées aux
données rencontrées, qu’ils soient markoviens ou non-markoviens. Pour ﬁnir, nous présentons
comment il est possible d’utiliser ces modèles pour la gestion des risques de crédit.
Le Chapitre 2 se concentre sur l’utilisation de méthodes d’inférence non-paramétriques
pour la construction de lois d’incidence en assurance dépendance. Puisque plusieurs causes
d’entrée sont susceptibles d’intervenir et d’intéresser les actuaires, nous nous concentrons sur
une méthode utilisée pour l’estimation de modèles multi-états markoviens en temps continu.
Nous comparons, dans un second temps, ces estimateurs à ceux utilisés classiquement par les
praticiens tirés de l’analyse de survie. Cette seconde approche peut comporter des biais non
négligeables car ne permettant pas d’appréhender correctement l’interaction possible entre les
causes. En particulier, elle comprend une hypothèse d’indépendance ne pouvant être testée
dans le cadre de modèles à risques concurrents. Notre approche consiste alors à mesurer
l’erreur commise par les praticiens lors de la construction de lois d’incidence. Une application
numérique est alors considérée sur la base des données d’un assureur dépendance.
Le Chapitre 3 est dédié aux développements d’estimateurs non-paramétriques adaptés à
certains modèles multi-états acycliques, dont la déﬁnition est motivée par les applications
en assurance dépendance. Nous nous plaçons dans un cadre où l’hypothèse Markov n’est
pas satisfaite et proposons des estimateurs généraux permettant, entre autres, d’étudier les
probabilités de transition entre états. Le type de modèles multi-états considéré revêt une
structure particulière pouvant être vue comme deux modèles à risques concurrents imbriqués.
Nos estimateurs prennent la forme d’intégrales d’Aalen-Johansen pour des modèles à risques
concurrents. Ces quantités sont relativement proches d’intégrales Kaplan-Meier. Nous étudions
dans ce chapitre leurs propriétés asymptotiques et mesurons leur performance à partir de
données simulées. Le formalisme introduit permet d’appréhender des garanties d’assurance
dépendance, caractérisées en pratique par des lois d’incidence et de maintien en dépendance
par cause. Dans ce contexte, nous nous intéressons également à une mesure d’association,
permettant de caractériser localement la dépendance entre la durée de survie en bonne santé
et la durée de vie totale d’un individu par causes, reposant sur le cadre d’inférence statistique
introduit auparavant. Une étude s’appuyant sur les données d’un assureur dépendance est
ﬁnalement produite.
Le Chapitre 4 aborde l’utilisation de modèles multi-états pour l’estimation et la projection
du nombre de défauts et de changements de notation pour les ﬁrmes couvertes en assurance
crédit. Nous nous plaçons dans un cadre où les données sont observées en temps discret et
correspondent aux évaluations de la qualité de crédit des ﬁrmes en portefeuille. Les liens entre
les transitions d’un rating à l’autre et l’environnement économique sont analysés en s’appuyant
sur des modèles linéaires généralisés. L’approche développée permet de mettre en place un
modèle stochastique pour la projection de matrices de transition, dont les tendances résultent
de l’évolution des facteurs macro-économiques. Puisque l’assureur crédit dispose d’une marge
de manœuvre importante pour réguler les polices dont le risque se dégrade au cours du temps,
anticiper comment la qualité de son portefeuille se déforme dans le temps est primordial pour
les gestionnaires. Enﬁn, ce chapitre se termine par une application numérique considérant les
eﬀets de chocs économiques sur le portefeuille assuré ainsi que sur les actions de gestion qui
permettent de les absorber.
Mots-clés: Modèle multi-états, modèle à risques concurrents, estimation non-paramétrique,
hypothèse de Markov, assurance dépendance, matrice de transition, stress-tests, assurance
crédit.
Abstract
On the use of multi-state models to measure and manage the risks of an
insurance contract
With the implementation of the Solvency II framework, actuaries should examine the good
adequacy between models and data. This thesis aims to study several statistical approaches,
often ignored by practitioners, enabling the use of multi-state methods to model and manage
individual risks in insurance.
Chapter 1 presents the general context of this thesis and positions its main contributions.
The basic tools to use multi-state models in insurance are introduced and classical inference
techniques, adapted to insurance data with and without the Markov assumption, are presented.
Finally, a development of these models for credit risk is outlined.
Chapter 2 focuses on using nonparametric inference methods to build incidence tables for
long term care insurance contracts. Since there are several entry-causes in disability states
which are useful for actuaries, an inference method for competing risks data, seen as a Markov
multi-state model in continuous time, is used. In a second step, I compare these estimators to
those conventionally used by practitioners, based on survival analysis methods. This second
approach may involve signiﬁcant bias because the interaction between entry-causes cannot be
appropriately captured. In particular, these approaches assume that latent failure times are
independent, while this hypothesis cannot be tested for competing risks data. Our approach
allows to measure the error done by practitioners when they build incidence tables. Finally, a
numerical application is considered on a long term care insurance dataset.
Chapter 3 is dedicated to the development of new nonparametric estimators for acyclic
multi-state models motivated by insurance applications for long term care guarantees. I con-
sider a framework where the Markov assumption is not satisﬁed and give general estimators to
study in particular the transition probabilities between states. Multi-state models considered
have a particular structure that can be seen as a bivariate competing risks model. Our esti-
mators, in the form of Aalen-Johansen integrals for competing risk data are relatively close
to the scope of Kaplan-Meier integrals. In this chapter, I study their asymptotic properties
and measure their performance with simulated data. The introduced framework can be useful
to estimate transition probabilities in long term care insurance. In this context, I am also
interested in an association measure which locally characterizes the dependence between the
lifetime in the healthy state and the overall lifetime per causes. A numerical application based
on a real dataset is ultimately performed.
Chapter 4 is devoted to the use of multi-state models to estimate and project the number
of defaults and rating changes for companies covered by credit insurance. I consider data
from a credit scoring system, observed in discrete time, and study the links between the
rating transitions and the economic environment with a generalized linear model. I set up
a stochastic model for the migration matrices induced by trends related by macroeconomic
factors. Since a credit insurer has a wide leeway to pilot the population of badly rated ﬁrms
when the risk increases, anticipate the evolution of its credit quality is crucial for credit
managers. Finally, the chapter ends with a numerical application dedicated to stress tests on
the ﬁrm’s portfolio as well as management actions that can absorb these stress events.
Keywords: Multi-state model, competing risks data, nonparametric estimation, Markov
assumption, long term care insurance, transition matrix, stress tests, credit insurance.
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Introduction générale
Les prémices de la gestion et de l’évaluation des risques biomé-
triques
Les premières opérations connues s’apparentant à de la gestion de risques remonteraient à
l’époque babylonienne antique. Environ 3 200 ans avant J.-C., un groupe social appelé asipu
(Oppenheim, 1977), expert dans les rituels de "magie blanche", proposait des services de
divination visant à éclairer la prise de décisions importantes, jugées délicates. Leurs pratiques,
tout à fait inhabituelles à cette époque, permettaient de dispenser des conseils en analysant
les dimensions d’un problème ainsi que les alternatives possibles. Pour chacune d’elle, des
données étaient collectées aﬁn d’envisager les issues possibles. Comme ils considéraient que
l’issue ﬁnale de chaque alternative serait l’œuvre des dieux, les prêtres asipu recherchaient
les signes divins dans les données collectées et rendaient leur décision au terme d’une analyse
comparative des scénarios envisagés. Une démarche similaire était appliquée lorsqu’il s’agissait
de déterminer la durée de vie d’un individu (Dupâquier, 1997), sur la base d’une croyance en
l’existence de cycles d’années critiques de 7 ans pendant lesquelles le risque de décéder était
beaucoup plus grand. Bien qu’elle ne contribue pas directement aux bases de l’analyse du risque
moderne (cf. Covello et Mumpower, 1985; Bernstein, 1998, pour une synthèse historique), cette
pratique est intéressante car elle constitue une première étape de la pensée humaine dans la
construction d’un système de gestion des risques fondé sur des observations. Les réﬂexions
quantitatives ont, par la suite, mis du temps à émerger. Pour autant, cela n’a pas empêché le
développement d’approches alternatives pour se prémunir des risques ou en réduire l’impact.
Les premiers dispositifs d’assurance maritime appelés "prêts à la grosse aventure" en sont
une bonne illustration : pour ﬁnancer le coût d’un voyage sur mer, un marchand, plutôt que
d’exposer son propre capital, pouvait faire appel à un prêteur qui supportait les conséquences
de la perte du navire ou de sa marchandise contre le paiement d’un intérêt considérable. Bien
que ce système utilise un taux d’intérêt évalué de manière prudente, sans réelle considération de
la durée du voyage et donc du risque associé, il se rapproche des systèmes d’assurance moderne
puisque les prêteurs s’associaient généralement entre eux pour opérer une division du risque.
Deux progrès scientiﬁques majeurs surviennent ensuite et conduisent aux approches modernes
de la gestion des risques. Le premier résulte de l’avènement de la théorie des probabilités au
xviiie siècle grâce à Pascal. Le second progrès est associé entre le xvie et le xviiie siècle à la
mise en place de méthodes pour établir les liens de causalité qui relient plusieurs événements.
Les premiers travaux appliqués qui suivirent, relevant de l’épistémologie, ont été relativement
lents à émerger à cause de l’absence de données pertinentes et d’outils statistiques appropriés.
Le poids de la religion chrétienne et des superstitions n’est également pas à sous-estimer
puisque ce type de raisonnement scientiﬁque se heurtait à l’opinion commune de l’époque. En
1
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eﬀet, diﬃcile d’admettre à l’époque qu’il était possible de représenter mathématiquement la
durée de la vie humaine.
Historiquement, bien que de premières tables de conversion pour le paiement de rente
aient existé à Rome, il est intéressant de noter, comme le rappelle Tomas (2013), que les
premières tables de mortalité furent créées par un mercier anglais, John Graunt, aidé de
son ami, le polymathe William Petty, en 1662, plutôt que directement par un mathématicien
(Le Bras, 2000). En 1693, Edmond Halley construit la première table établie à partir de relevés
démographiques, ceux de la ville de Breslau 1, préalablement analysés par Caspar Neumann.
Malgré ces développements, il faut attendre le xixe siècle pour voir apparaître les premiers
modèles mathématiques permettant d’estimer le risque de décès. L’approche paramétrique
de Gompertz en 1825 puis celle Makeham en 1860, améliorant la précédente en prenant en
compte les causes de décès accidentelles, comptent parmi les premiers travaux sur le sujet (p.
ex. Planchet et Thérond, 2011, pour une description de ce modèle). Par la suite, les travaux
de du Pasquier entre 1912 et 1913 (Haberman et Pitacco, 1998) ont permis de modéliser les
risques d’invalidité et de morbidité à partir d’un schéma s’appuyant sur trois états de la vie
humaine : "sain", "malade" ou "invalide" et "décédé" ; le fameux illness-death model était né.
Il fut le premier à faire intervenir des chaînes de Markov pour modéliser la trajectoire de vie
d’un individu à travers plusieurs états, ce que l’on appelle un modèle multi-états. Cet outil,
qui constitue encore aujourd’hui le cadre de base pour les aspects techniques en assurance de
personnes, fut redécouvert avec l’introduction des modèles à risques concurrents par Neyman
au début des années 50. Il est aujourd’hui très utilisé dans le domaine médical, en ﬁnance et
en ﬁabilité.
Les avancées techniques concernant la construction de tables de mortalité se croisent dans
l’histoire autour de 1870 avec le besoin des démographes de représenter la dynamique d’une
population. Wilhelm Lexis décrit pour cela en 1875 la survenance d’événements (le décès ou
l’incidence de la morbidité) dans un diagramme célèbre qui porte son nom. Ce système four-
nissait initialement une présentation en deux dimensions des âges d’une cohorte en fonction
des dates de naissance puis a évolué par la suite sous une représentation plus moderne s’ex-
primant en termes de temps calendaire et d’âge, comme le décrit la Figure 1. Dans le premier
Figure 1 – Diagramme de Lexis original cohorte-âge (à gauche) et diagramme de Lexis
temps-âge (à droite). Source : Keiding (1990), repris de l’article original de Lexis datant de
1875.
cas, la durée de vie d’un individu est représentée par un trait vertical se terminant au décès,
tandis que dans le second cas, elle est matérialisée par une ligne faisant un angle de 60◦ avec
1. Actuellement Wroclaw en Pologne.
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l’axe des abscisses. Ces représentations font ressortir trois grandeurs d’intérêts : l’âge, le temps
et la génération de départ. Comme le souligne Keiding (1990, 2006), elle s’adapte également
à d’autres types de trajectoires de vie faisant intervenir des événements irréversibles (p. ex.
les maladies chroniques) et peut intégrer d’avantage de dimensions temporelles. Le travail de
Lexis a permis d’amorcer les premières réﬂexions en Allemagne sur le développement d’un
cadre mathématique caractérisant les dynamiques de population au moyen du calcul diﬀéren-
tiel. Le premier cadre formel apparaît avec la célèbre équation déterministe de Von Foerster
(McKendrick, 1925; von Foerster, 1959) liant la densité de population, le taux de décès ins-
tantané et le taux de renouvellement de la population exprimés en fonction de l’âge et du
temps. Décliné d’un point de vue statistique (en épidémiologie et en démographie), ce cadre
mathématique requiert un suivi de cohorte et l’étude des événements de la vie des individus
qui la composent.
Les risques biométriques sont dynamiques et hétérogènes
L’étude des risques biométriques et de leurs évolutions intéresse au plus au point les pou-
voirs publiques, en charge du régime de protection sociale et des retraites, mais aussi les
assureurs de personnes et les fonds de pensions, qui proposent des services s’adaptant à la
conﬁguration du dispositif public de chaque pays. L’enjeu est de taille puisqu’en Europe, la
structure de la population changera sensiblement dans les prochaines décennies sous l’eﬀet de
son vieillissement, c’est-à-dire une augmentation progressive de la moyenne d’âge, (Commis-
sion Européenne et Comité de politique économique, 2014).
Deux mécanismes sont à l’œuvre et permettent d’expliquer cette tendance, bien qu’ils
diﬀèrent en intensité selon les pays. La première contribution au vieillissement s’eﬀectue par
"le haut" et provient de l’allongement progressif de la durée de vie humaine. Ce phénomène
progresse de manière relativement régulière (p. ex. Blanchet et Le Gallo, 2013) et est accentué
par l’eﬀet des cohortes comprises entre le ﬁn de la Seconde Guerre Mondiale et les années
1960 (générations du baby-boom). Ces tendances sont bien connues des démographes et ont
été diagnostiquées puis aﬃnées depuis le début des années 1990 (p. ex. Robert-Bobée, 2006;
Blanpain et Chardon, 2010; Vaupel, 2010).
La seconde contribution au vieillissement provient, d’autre part et comme l’illustre d’ailleurs
l’équation de Von Foerster, de l’évolution des naissances (solde naturel) et du solde des ﬂux
migratoires qui viennent modiﬁer la structure de la pyramide des âges. Ces deux sources d’ac-
croissement de la population varient assez largement selon les pays et sont caractérisées par
des dynamiques très incertaines. À titre d’exemple, la France apparaît, compte tenu de son
solde migratoire et de sa fécondité élevée, comme relativement bien préservée par rapport à
d’autres pays d’Europe (p. ex. Allemagne et Scandinavie), d’un vieillissement par "le bas"
(Blanchet et Le Gallo, 2013).
L’adaptation des systèmes publiques à ces évolutions constitue un enjeu crucial pour la
bonne gestion des régimes de retraites, publiques et privés, ainsi que pour la pérennité du
ﬁnancement des frais de santé et des dépenses liées à la dépendance des personnes âgées. Pour
l’assurance privée, la première contribution au vieillissement se traduit par des eﬀets directs sur
la couverture des risques, tandis que la seconde implique un suivi et une adaptation de l’oﬀre
de produits. L’actuaire apparaît à ce titre, aux côtés des économistes et des gérontologues
(au sens large), comme un acteur important pour essayer de mieux appréhender ces diﬀérents
changements. Le phénomène est cependant réellement complexe car la population générale
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sur laquelle sont déduites ces tendances est fortement hétérogène (Vaupel et al., 1979). Les
ajustements successifs des tables de mortalité prospectives de place, comme en 2006, ou les
réévaluations à la hausse de l’espérance de vie, par l’Insee 2 en 2010, illustrent cette complexité
et la nécessité d’un suivi régulier. Si, comme le faisait Gompertz et Makeham en leur temps,
on décompose les diﬀérentes mortalités en deux groupes (Carnes et Olshansky, 1997), avec
d’un côté, les causes exogènes, résultant des interactions avec l’environnement et donc très
sensibles aux modes de vie et aux politiques publiques et, de l’autre, les causes endogènes,
provenant de mécanismes biologiques internes conduisant au décès, il apparaît que le recul de
la mortalité observé au cours du XXe siècle provient très nettement du premier groupe, du fait
des avancées des techniques médicales et des progrès sur l’hygiène. En eﬀet, comme le souligne
Vaupel (2010), les variabilités génétiques entre individus seraient peu explicatives, hormis
aux grands-âges, pour expliquer ces tendances. Ainsi, en agissant sur les facteurs exogènes,
des évolutions signiﬁcatives ont pu être observées sur les causes de décès. En se référant par
exemple à la revue fournie par Crimmins et Beltrán-Sánchez (2011), il est possible d’observer,
depuis le début des années 1990, des baisses importantes de la contribution des maladies
infectieuses au proﬁt des maladies cardiovasculaires (notamment cardiaques) et des cancers,
qui surviennent tous deux plus tardivement. Pour les maladies cardiovasculaires, les tendances
américaines diﬀèrent entre les hommes (baisse globale entre 1980 et 1900) et les femmes (hausse
entre 1950 et 1990 puis baisse ensuite). Le taux d’AVC, supérieur chez les hommes aux âges
jeunes, devient plus important chez les femmes aux âges avancés. Pour le cancer de manière
générale, les chiﬀres américains montrent peu de changements majeurs concernant l’incidence
depuis 1950, alors même que l’espérance de vie des malades s’allonge.
Parmi les facteurs les plus fréquemment exhibés comme source d’hétérogénéité, on retient
bien évidemment le sexe, la classe sociale et le niveau d’éducation qui se traduisent par des
causes de décès et une exposition à l’incapacité diﬀérentes (p. ex. Cambois et Jusot, 2007;
Menvielle et al., 2007; Cambois et al., 2008, en France). À titre d’exemple, on observe que
les femmes survivent généralement aux hommes 3 et que les ouvriers présentent une espérance
de vie plus faible ainsi que de problèmes de santé plus lourds. Toutefois, ce ne sont pas les
seuls et d’autres aspects médicaux, sociaux ou encore environnementaux sont à l’œuvre (p.
ex. la capacité d’accès aux soins et aux progrès techniques, l’hygiène de vie, l’alimentation,
la pollution, les eﬀets du changement climatique). À ce titre, l’étude américaine de Mimino
(2010) révélait une situation inquiétante où l’espérance de vie générale observée au États-Unis
entre 2007 et 2008 diminuait légèrement sous l’eﬀet de certains facteurs environnementaux
et comportementaux (pollution de l’air, tabagisme, obésité, etc.) touchant les catégories de
population les plus fragiles. Les organismes et les chercheurs en assurance ont bien conscience
de cette complexité puisque la sélection d’individus opérée lors de la souscription de contrats
vise notamment à homogénéiser le groupe assuré (p. ex. Pitacco, 2004; Booth et Tickle, 2008;
Kamega et Planchet, 2011; Barrieu et al., 2012). À titre d’exemple, il est fréquent que ces eﬀets
de sélection conduisent à observer une mortalité diﬀérente selon que le contrat dispose d’une
garantie en cas de vie ou d’une garantie en cas de décès. Aussi, il apparaît relativement normal
d’observer des écarts plus ou moins signiﬁcatifs entre la population assurée et la population
nationale, toute la diﬃculté étant de pouvoir le détecter.
Ces variations au sein de la population ne se limitent pas à la mortalité, elles touchent
2. Institut National de la Statistique et des Études Économiques.
3. Des phases de stagnation de l’espérance de vie des femmes au Danemark ou aux Pays-Bas entre 1975 et
1995 dues au tabagisme sont cependant à noter.
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l’ensemble des risques biométriques couverts en assurance de personnes. Le groupe des per-
sonnes âgées pose le plus de questions puisque c’est celui par lequel se produit l’évolution de
la longévité mais également celui qui est le plus touché par le risque de morbidité. Comme
le soulignent Berr et al. (2012), le vieillissement, qui résulte d’un déséquilibre entre la "dé-
gradation" et la "réparation" de l’organisme, aﬀecte diﬀéremment et dès le plus jeune âge les
individus selon leur parcours de vie, ce qui se traduit par une qualité de vie diﬀérente à un
âge avancé. Ainsi, de bonnes pratiques alimentaires, une bonne hygiène de vie 4 ou encore une
participation active à la vie sociale auront un eﬀet à la baisse sur les pathologies chroniques
et le degré de fragilité des personnes âgées. L’action des politiques publiques (p. ex. les cam-
pagnes de dépistage et de vaccination), la cohésion familiale mais aussi le développement de la
robotique et d’autres technologies d’assistance sont également des éléments à ne pas négliger.
Globalement, il semblerait que le temps moyen passé en bonne santé chez les personnes âgées
augmente dans les pays industrialisés (Salomon et al., 2012). Cet eﬀet, appelé compression
de la morbidité (Fries, 1980), est délimité par le début d’une inﬁrmité, d’un handicap, de la
nécessité de soins médicaux, etc. et la date du décès. En France, par exemple, l’espérance de
vie en bonne santé a cru de 2,7 ans pour les hommes contre 1,4 ans pour les femmes entre 1990
et 2010. Mais, de manière évidente, ces tendances agrégées varient fortement selon les pays,
même en ne considérant que les pays industrialisés à faible taux de mortalité, et les experts
ne reconnaissent pas tous l’existence d’une compression de la morbidité (Vaupel, 2010; Fries
et al., 2011) puisque le phénomène varie aussi selon les pathologies développées. Une altération
de la mobilité n’est, en eﬀet, pas la même chose qu’un dérèglement physiologique ou qu’une
pathologie neurodégénérative.
La survie en bonne santé est donc un équilibre entre l’incidence d’une pathologie provo-
quant l’entrée en dépendance 5 (lorsque la personne âgée a besoin d’une assistance) et le dé-
cès. En considérant une espérance de vie en dépendance constante, Duée et Rébillard (2006)
montrent qu’avec l’allongement général de la durée de vie, la population française devrait
connaître une augmentation importante du nombre de dépendants de l’ordre de 50 % d’ici
2040. Face à l’importance du phénomène et en l’absence de dispositif public (à l’exception de
l’allocation aux personnes âgés) les produits d’assurance dépendance sont appelés à se déve-
lopper fortement (Plisson, 2009). À l’heure actuelle, peu de données permettent d’envisager
l’évolution de ces phénomènes. Par conséquent, il convient, pour améliorer la gestion et l’as-
surabilité de ces risques, de porter une attention particulière à la qualité des données en phase
de collecte, à la déﬁnition des garanties et à l’aménagement de leviers de gestion (p. ex. niveau
des primes, réassurance).
Solvabilité II et le rôle de l’actuaire
Un autre enjeu important en assurance provient de la réglementation prudentielle Solva-
bilité II (Parlement Européen et Conseil de l’Union Européenne, 2009, 2014). Alors qu’elle
s’apprête à entrer en vigueur, ses principes de fonctionnement laissent, apparemment, une
4. Par exemple, les modes de prévention contre le tabagisme et l’obésité chez les enfants et des adolescents
mais aussi les moyens plus directs de traiter ces problèmes.
5. Notons que la déﬁnition de la dépendance en France n’est pas équivalente au concept d’assurance Long
Term Care dans les pays anglo-saxons. En France, elle se déﬁnit généralement comme la nécessité de recourir
à une assistance pour l’accomplissement des actes de la vie quotidienne et concerne les personnes âgées. Dans
les pays anglophones, cette notion recouvre également les aides attribuées aux handicapés, toutes classes d’âge
confondues.
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grande latitude pour la déﬁnition des hypothèses qui sous-tendent le calcul des provisions
techniques. Il s’agit bien d’une ﬂexibilité apparente, car pour se conformer à ces principes et
au niveau de qualité attendu, sans même parler de modèle interne, les organismes d’assurance
devront consentir un lourd investissement pour développer les processus internes dédiés à la
construction des hypothèses techniques et à la validation des modèles (cf. articles 82 et 83 de
la Directive). Dans ce contexte, l’actuaire prend oﬃciellement une place de premier rang en
tant que garant de la qualité technique. Bien que ses attributions ne soient pas complètement
nouvelles, la mise en œuvre de la "fonction actuarielle" appelle le développement de normes et
de standards permettant d’assurer la ﬁabilité et la pertinence des méthodes employées par la
profession. Le changement le plus important résulte de l’abandon du principe de prudence (qui
régissait jusqu’à maintenant les méthodes actuarielles) au proﬁt d’une analyse quantitative
poussée, visant à approcher au plus près les risques propres de l’entité. L’accent est donc mis
sur la qualité et la pertinence des données ainsi que sur l’adéquation des modèles à celles-ci. De
plus, l’actuaire devra être en mesure d’évaluer l’incertitude relative aux hypothèses utilisées
et devra se positionner sur les modes de gestion qui permettent de mieux la contrôler.
Ces nouvelles contraintes proviennent du mode de comptabilisation des engagements in-
troduits sous Solvabilité II. En eﬀet, le cadre de valorisation des provisions techniques, inspiré
des normes IFRS et similaire à celui retenu également pour l’autre grand référentiel prudentiel
en Europe, le Swiss Solvency Test (ou SST) (cf. Holzmüller, 2009, pour une comparaison des
diﬀérents dispositifs), se veut market-consistent. Cette logique économique 6 sous-tend toute
la construction du bilan prudentiel, clé de voute de l’évaluation de l’exigence en capital pour
le pilier 1 et l’analyse des risques dans le cadre de l’ORSA (Own Risk Solvency Assessment)
pour le pilier 2 (Christiansen et Niemeyer, 2014; Guibert et al., 2014). Toutefois, si ce principe
est relativement bien compris pour des actifs ﬁnanciers investis 7, il soulève un certain nombre
de diﬃcultés techniques en ce qui concerne les passifs d’assurance (p. ex. Denuit et Robert,
2007). En eﬀet, l’absence de marché ﬁnancier où seraient activement échangés des produits,
dont les sous-jacents seraient des risques d’assurance, conduit à l’impossibilité de donner avec
ﬁabilité un prix à ces risques 8. En conséquence, la méthode de valorisation n’est pas unique 9
et la réglementation fait le choix d’une logique générale de valorisation dite market-consistent,
bien explicitée dans l’ouvrage de Wüthrich et Merz (2013). Elle s’eﬀectue en deux temps en
distinguant, d’une part les risques couvrables (risques ﬁnanciers), et d’autre part les risques
non-couvrables (risques techniques). Dans la réglementation, cette représentation de la valeur
des provisions techniques correspond à la meilleure estimation (best estimate) et à la marge
6. Plus précisément, la valeur des provisions techniques au passif correspond au montant qu’un organisme
d’assurance ou de réassurance devrait payer s’il transférait sur le champ ses droits et obligations contractuels
à un autre organisme, cf. article 76 de la Directive Solvabilité II.
7. Dans la plupart des cas, les actifs ﬁnanciers sont évalués en valeur de marché, conformément à la norme
IFRS 7. Une référence à un prix coté est retenue si le titre à évaluer est traité sur un marché suﬃsamment
liquide, profond et transparent. Si ces conditions ne sont pas réunies, il convient d’utiliser le prix d’un actif
similaire qui y satisferait. Une évaluation à partir d’un modèle est à envisager.
8. Malgré le développement, ces dernières années, de produits ﬁnanciers comme les swaps de longévité,
ceux-ci font généralement l’objet de transactions de gré à gré et dans des volumes insuﬃsants pour garantir la
profondeur et la liquidité requise par les principes de Solvabilité II (p. ex. Barrieu et al., 2012).
9. Il s’agit d’une problématique de valorisation en l’absence de marchés complets (non-unicité de la mesure
risque-neutre), développée abondamment dans la littérature ﬁnancière. À titre d’exemple, Balter et Pelsser
(2015) tentent de donner un présentation générale dans leur introduction des diﬀérentes alternatives envisa-
geables. En assurance, cette problématique peut être rapprochée de la littérature sur l’évaluation du bon niveau
de la prime pour couvrir un risque donné (p. ex. Kaas et al., 2009).
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de risque 10.
La première étape consiste à évaluer le "prix" d’une provision, en supposant que ces deux
sources de risques sont indépendantes et que les risques techniques sont à coût nul 11. Cette
démarche se traduit dans la Directive par l’article 77, selon lequel le calcul de la provision
best estimate est déﬁni comme l’espérance des ﬂux de trésorerie futurs, compte tenu de la
valeur temporelle de l’argent (valeur actuelle attendue des ﬂux de trésorerie futurs). Cette
déﬁnition conduit à distinguer schématiquement deux classes de produits : ceux comportant
des garanties et des options ﬁnancières, comme les contrats d’épargne, et ceux qui, comme la
plupart des produits d’assurance de personnes, n’en comportent pas (le risque de taux auquel
ils sont exposés pouvant être évalué séparément). Pour les premiers, l’enjeu est principalement
lié à l’évaluation du prix de risques ﬁnanciers et ne sera pas discuté dans cet exposé. Le
lecteur intéressé pourra néanmoins se reporter à Kemp (2009) ou à Vedani et al. (2014) pour
une discussion sur les diﬃcultés fondamentales que soulève la transposition à l’assurance du
cadre utilisé en ﬁnance pour l’évaluation de produits dérivés. Pour le second type de contrat,
le fait de considérer une aversion au risque nulle conduit à évaluer les risques techniques sans
marge de prudence, c’est-à-dire comme une prime pure. La seconde étape, la risk margin, très
normalisée dans sa déﬁnition, nous intéresse moins dans la suite de cet exposé et ne sera pas
d’avantage discutée (p. ex. Möhr, 2011, pour une analyse de cette déﬁnition).
Ainsi, tout l’enjeu pour un contrat d’assurance de personnes, satisfaisant aux exigences
de Solvabilité II, réside dans le choix des données et des techniques statistiques permettant
d’exploiter celles-ci aﬁn de traduire avec justesse les risques techniques qui sont réellement
supportés. Les tables de mortalité et multi-états utilisées sont alors les premières visées. Der-
nièrement, les orientations techniques (Eiopa, 2015a), relatives aux Actes Délégués de Solva-
bilité II (Commission Européenne, 2015), ont apporté des précisions bienvenues quant aux
responsabilités de la fonction actuarielle. Trois points sont en particulier à mettre en exergue
eu égard à ces responsabilités : la qualité des données, la ﬁnesse de l’évaluation réalisée et les
actions de gestion (management actions). Il apparaît alors que la recherche de précision dans
la construction des hypothèses techniques doit s’eﬀectuer avec discernement en veillant à un
bon équilibre entre ﬁnesse de l’estimation et robustesse. Ce point incite à la mise en œuvre de
processus de suivi de la donnée et de validation de la qualité des hypothèses retenues.
La qualité des données
En introduisant des critères contraignants sur la qualité des données (exhaustivité, exac-
titude et pertinence de l’information), l’actuaire devra désormais adopter systématiquement
une démarche critique lors de l’examen des biais et des méthodes d’estimation retenues pour
la construction d’hypothèses statistiques. Puisque l’utilisation de données internes est privilé-
giée, la précision demandée par la règlementation nécessite une implication forte de la fonction
actuarielle dans la mise en place et le suivi des collectes de données. Il s’agit en eﬀet de garantir
une bonne adéquation entre l’information recueillie et le phénomène modélisé. S’agissant des
risques biométriques, ces nouvelles contraintes devraient conduire à rapprocher actuaires et
10. Solvabilité II autorise également une autre méthodologie pour déterminer les provisions techniques,
appelé technical provisions as a whole. Cette dernière est d’application restrictive, dans la mesure où elle n’est
utilisable que lorsque les ﬂux futurs de trésorerie liés aux engagements peuvent être répliqués, de manière
ﬁable, par des instruments ﬁnanciers pour lesquels il existe une valeur de marché observable. En pratique, il
semble que cette technique soit très peu applicable.
11. De manière équivalente, le déﬂateur stochastique ou fonction de distortion est égale à 1.
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biostatisticiens lorsque ces derniers étudient les eﬀets des biais de sélection (p. ex. choix de
l’échantillon, gestion des outliers, censure) et des biais d’information (p. ex. subjectivité du
médecin, diﬀérence de suivi, erreurs de mesure).
Si l’on cherche cependant à s’appuyer sur les données existantes, un assureur a pour l’heure
accès à deux types de données pour la construction d’hypothèses biométriques :
– des données externes, généralement agrégées, issues soit de tables de référence (p. ex.
en France les tables de mortalité prospectives de l’Insee, les lois de maintien du Bureau
commun d’assurances collectives), soit de base de données collectées par des organisa-
tions nationales ou internationales (p. ex. les bases de l’Organisation Mondiale pour la
Santé sur les causes de décès, les bases de données Human Mortality Database), soit des
données transmises par un prestataire externe ou un réassureur ;
– des données internes, décrivant des trajectoires individuelles mais observées sur de plus
courtes durées et devant répondre, au préalable, aux critères présentés supra.
Dans le premier cas, les statistiques nationales, reposant généralement sur des recense-
ments, permettent de déduire une information sur les taux de mortalité d’un pays avec des
tendances plus ou moins longues. Elles comprennent des informations sur le nombre de dé-
cès observés par âge entier et par année calendaire, ainsi que les niveaux d’exposition aux
risques associés, construits selon certaines hypothèses de répartition des entrées et sorties de
la cohorte dans l’année. Les données concernant d’autres aspects de la santé sont plus rares.
Avec ces références, nous assistons ces dernières années à la multiplication des modèles de
mortalité, notamment stochastiques, ce qui témoigne en particulier de la réelle diﬃculté d’ap-
préhender les phénomènes observés. Partant des modèles classiques de type Lee-Carter (Lee
et Carter, 1992) pour les taux de hasard ou Cairns-Blake-Dowd (Cairns et al., 2006) pour
les probabilités de décès, de nombreux développements visent à intégrer des caractéristiques
spéciﬁques observées sur les taux de mortalité de populations nationales (p. ex. la mortalité
des jeunes ou des grands âges, diﬀérents eﬀets cohortes et les catastrophes) pour lesquels il
n’est pas toujours simple de juger s’il s’agit d’eﬀets plausibles d’un point de vue démogra-
phique ou bien s’ils résultent simplement d’eﬀets provenant de facteurs latents et propres à
l’échantillon sélectionné. On pourra se reporter à Booth et Tickle (2008) pour une revue de
ces modèles ou à Barrieu et al. (2012) pour une présentation plus synthétique. Malgré cette
forte émulation, Cairns et al. (2014) remarquent que la question de la qualité des données
n’est pas triviale et que les conventions retenues pour élaborer les taux de mortalité ou les
intensités de mortalité, variables de base pour l’immense majorité des modèles de mortalité
des assureurs (aﬁn d’évaluer les provisions techniques et la tariﬁcation), peuvent présenter
des biais dont les eﬀets sont signiﬁcatifs. En eﬀet, avec les données issues de recensements en
Angleterre et au Pays de Galles, ces auteurs décrivent plusieurs sources de biais venant aﬀec-
ter le calcul de l’exposition aux risques par âge. Ces biais proviennent du mode de collecte,
d’une mauvaise prise en compte des naissances (ou des nouvelles entrées dans la population)
et des conventions de découpage de l’exposition par âge et par date de naissance entiers. Ces
erreurs sont d’autant plus importantes qu’elles se propagent au ﬁl du temps. Cela souligne, en
particulier, que le rythme des nouvelles entrées dans une population peut indirectement jouer
un rôle sur les quantités utilisées pour décrire l’évolution de la mortalité. Ce type de diﬃculté,
identiﬁé depuis assez longtemps déjà pour les études de cohorte (Keiding, 1990, 1991; Lund,
2000; Alho et Spencer, 2005), n’était pas nécessairement bien appréhendé par les actuaires
jusqu’à présent. Cela devrait pousser les praticiens à porter une attention particulière à la
ﬁabilité et à la pertinence des données externes recueillies. Il est donc important de retenir
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des indicateurs (ici des probabilités de décès ou de transition) suﬃsamment robustes et de
vériﬁer le caractère approprié des procédures d’estimation et de contrôle mises en œuvre. De
la même manière, des indicateurs comme l’espérance de vie ou la prévalence de certaines ma-
ladies devront être estimés avec le même soin lorsqu’ils permettent par exemple de positionner
un jugement d’expert.
La construction d’hypothèses prospectives est délicate si elle ne repose que sur des données
internes. La diﬃculté ne vient pas uniquement d’un besoin des praticiens d’être sensibilisé aux
techniques de construction de telles lois (cf. Hunt et Blake, 2014, pour un exemple de procé-
dure d’estimation générale) mais plutôt du fait que l’historique des assureurs pour l’étude de
la longévité dépasse rarement une quinzaine d’années, alors que les bases nationales peuvent
s’étendre sur un ou deux siècles. Pour des risques comme la dépendance, fortement évolutifs,
ces historiques internes peuvent être encore plus courts et les données peuvent être entachées
de changements de déﬁnitions des garanties, des grilles d’évaluation ou de la politique de
sélection des médecins conseils des organismes. Dans ce contexte et puisqu’il est nécessaire
d’adapter les hypothèses biométriques à la population assurée, les praticiens se tournent prio-
ritairement vers des approches pragmatiques de positionnement (Ahcan et al., 2014; Tomas
et Planchet, 2014), permettant d’intégrer dans une large mesure leurs données propres pour
la construction et la validation des hypothèses actuarielles. L’Institut des Actuaires français
fournit par exemple un certain nombre de méthodes pour la construction, le positionnement
et la validation de modèles de mortalité prospectifs 12. Cependant, il existe très peu de tables
multi-états faisant oﬃce de standard de place (p. ex. en France, les lois du Bureau commun
des assurances collectives sont les seules disponibles en arrêt de travail, bien qu’elles soient
agrégées, et aucune loi n’existe pour la dépendance) permettant d’appuyer l’expert s’il sou-
haite utiliser une logique de positionnement. Ce manque d’information sur les données est
pour l’instant très préjudiciable à la mise en œuvre de modèles prospectifs et explique leur
absence pour l’arrêt de travail ou la dépendance dans la littérature appliquée. Nous notons
néanmoins quelques exceptions. Christiansen et al. (2012) introduisent une logique prospec-
tive pour un modèle d’assurance arrêt de travail à 3 états et 4 transitions s’appuyant sur
des données de référence allemandes. Ils utilisent pour cela la méthode non-paramétrique de
Hyndman et Ullah (2007) pour chaque transition prise séparément. Ils négligent cependant la
durée d’invalidité dans un premier temps, mais certains de ces auteurs intègrent son eﬀet dans
une autre étude (Christiansen et al., 2015). Levantesi et Menzietti (2012) développent, sur la
base de données nationales italiennes, un modèle prospectif à 3 états et 3 transitions (sans
retour) pour l’assurance dépendance, comprenant une extrapolation individuelle des taux de
transition observés à partir de modèles de mortalité classiques. Les probabilités de transition
envisagées ne prennent toutefois pas en compte la durée passée en dépendance. Aro et al.
(2015) approchent les lois de transition d’un modèle d’arrêt de travail en utilisant des ré-
gressions binomiales selon trois dimensions temporelles sur les données d’un assureur suédois.
Ces diﬀérentes contributions semblent néanmoins diﬃcile à décliner pour une mise en œuvre
opérationnelle sous Solvabilité II puisque, d’une part, les périodes d’observation considérées,
notamment pour la dépendance, demeurent relativement courtes et, d’autre part, les ques-
tions relatives à l’hétérogénéité des données sous-jacentes, a priori non négligeable pour ce
type de risque, et aux causes d’entrée en dépendance ou en invalidé ne sont pas traitées. Plus
généralement, une limite fondamentale des modèles construits à partir de données agrégées
provient du fait qu’ils s’appuient sur l’hypothèse d’une certaine régularité des tendances obser-
12. cf. http://www.ressources-actuarielles.net/gtmortalite.
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vées dans le passé pour extrapoler les évolutions futures. Bien que ce formalisme se rapproche
de celui utilisé dans le cadre de modèles dits à forme réduite en économétrie 13, il reste ici
très descriptif, se limitant à une relation entre l’âge, l’année de naissance et l’année courante.
Il est donc diﬃcile, voire impossible, de prévoir comment les tendances projetées peuvent se
déformer, puisque les données utilisées ne permettent pas de remonter aux mécanismes qui ont
spéciﬁquement généré ces tendances. Dans ce contexte, la mise en œuvre de chantiers impor-
tants touchant à l’appropriation des données que les assureurs seraient en mesure de collecter,
apparaît aujourd’hui comme un point positif pour suivre et si possible anticiper ces évolutions.
De ce point de vue, la mise en œuvre de pratiques de place et de dispositifs d’aide à la collecte
par les organismes professionnels pourrait constituer une première piste pour permettre aux
praticiens de mieux appréhender ces nouvelles exigences.
En outre, il est courant de recourir au jugement d’expert lorsque les données sont peu four-
nies ou bien pour prendre en compte des anticipations épidémiologiques, démographiques ou
environnementales non observées dans les données. À titre d’exemple, l’avis d’expert intervient
fréquemment dans le choix d’une référence externe de mortalité pour eﬀectuer le positionne-
ment précédemment évoqué. Comme le rappellent toutefois Booth et Tickle (2008) et Kamega
et Planchet (2011), la gestion de ces avis est relativement complexe à opérer, compte tenu des
divergences possibles entre experts et des moyens à mettre en œuvre pour contrôler la perti-
nence de leurs anticipations. Si l’on omet les aspects relatifs à la gouvernance des experts, les
textes (Eiopa, 2015b) imposent des principes de validation du jugement d’expert, nécessitant,
pour la fonction actuarielle, un suivi continu des données.
Hétérogénéité des hypothèses
Puisque la population générale présente des risques biométriques très hétérogènes, les as-
sureurs ne peuvent se passer d’études mesurant les eﬀets produits sur la population assurée.
En principe, projeter une population non-homogène à partir d’une hypothèse globale, par
exemple pour la mortalité, conduit à constater des écarts techniques futurs si les tendances
d’évolution de chaque sous-population s’écartent fortement l’une de l’autre. En eﬀet, les indi-
vidus pour lesquels le risque de décès est le plus élevé deviendront moins nombreux au ﬁl du
temps, faisant ressortir à long terme les sous-populations ayant un risque de sortie plus faible.
L’eﬀet est encore plus signiﬁcatif et diﬃcile à cerner dans un cadre multi-états, comme en arrêt
de travail où les probabilités de transition peuvent être nettement plus importantes que des
probabilités de décès (Rogers, 1992). D’un autre côté, les mécanismes de sélection à l’entrée
(p. ex. politique de souscription orientée vers certains clients, questionnaire médical) et les
clauses de contrats peuvent apparaître comme des mécanismes favorisant l’homogénéisation
de la population assurée. Aussi, la nécessité d’intégrer ou non l’hétérogénéité d’un portefeuille
aux modèles se discute au cas par cas, en fonction de la réelle signiﬁcativité du problème sur
les engagements, conformément au principe dit de proportionnalité.
Toutefois, lorsqu’elle doit être considérée, une première limitation apparaît avec le faible
nombre de travaux réalisés jusqu’à présent sur cette thématique. Comme le remarquent Bör-
ger et al. (2014), cette absence dans la littérature conduit à rendre inadaptés bon nombre de
13. Comme le rappellent Arnold-Gaille et Sherris (2013), il n’existe pas de modèle pour décrire théoriquement
les relations entre l’évolution de la longévité et ces causes potentielles, comme c’est la cas en macroéconomie
où bien souvent les grands indicateurs agrégés peuvent être reliés entre eux ou grâce à des variables latentes
par le biais de modèles économiques.
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solutions considérées dans la littérature pour le risque de longévité 14. Une possibilité pour
appréhender cette hétérogénéité est de considérer pour la mortalité, des causes de décès dif-
férentes, et pour la morbidité, des pathologies d’entrée distinctes. Cette gestion par cause a
l’avantage de proposer un cadre de modélisation plus structuré et oﬀre une marge de ma-
nœuvre plus importante aux experts médicaux. Elle peut cependant se révéler compliquée
à mettre en œuvre puisque, d’une part, les règles d’enregistrement 15 de ces pathologies, si
l’on souhaite comparer des populations de plusieurs pays, dépendent des pratiques et de la
formation des médecins (Booth et Tickle, 2008; Arnold-Gaille et al., 2015), et, d’autre part,
il faut s’assurer au préalable de disposer de volumes de données satisfaisants pour garantir
des estimations robustes (Alho et Spencer, 2005; Kamega et Planchet, 2011). Par surcroît,
comme le soulignent Arnold-Gaille et Sherris (2013), la plupart des approches développées en
actuariat et en démographie pour la mortalité, s’appuient sur des données agrégées et font,
dans un souci de simplicité, une hypothèse d’indépendance entre les diﬀérentes causes de décès
qui n’a a priori pas de raison particulière d’être vériﬁée.
Toutefois, la gestion de l’hétérogénéité des données est amenée à évoluer dans le futur. Dans
leurs pratiques actuelles, les assureurs traitent la question de la granularité des hypothèses pour
le provisionnement en constituant des "groupes de risque homogènes". La démarche mise en
œuvre pour la construction de ces groupes vise le plus souvent à appréhender les caractéris-
tiques techniques des contrats (p. ex. niveau de frais, type de prime, clause de participation)
ou à réduire le nombre de classes d’âge d’une table d’expérience (p. ex. Goﬀard et Guer-
rault, 2015) pour des raisons calculatoires, mais porte rarement sur la prise en compte des
facteurs de risque individuels de la population assurée. Une incohérence peut alors apparaître
entre les données utilisées pour le provisionnement et celles retenues pour la tariﬁcation des
produits, cette dernière pouvant faire intervenir des questionnaires médicaux mobilisant des
données personnelles très précises. Ces pratiques sont relativement développées en assurance
des emprunteurs où l’examen des patients les plus risqués requiert bien souvent une analyse
approfondie du dossier médical et la réalisation de tests biologiques complémentaires. Bien
qu’elles s’accompagnent d’un encadrement poussé pour garantir la conﬁdentialité de l’infor-
mation et la préservation du secret médical, ces techniques permettent généralement d’avoir
une appréciation ﬁne des risques acceptés 16 et pourraient venir enrichir les hypothèses actua-
rielles existantes. De plus, l’intérêt marqué des assureurs pour ce que l’on appelle le Big Data
laisse penser qu’ils pourraient prochainement disposer de nouvelles collectes de données pour
les risques biométriques 17, ce qui devrait permettre d’alimenter les réﬂexions des actuaires sur
l’oﬀre de produits et les règles de souscription, mais aussi sur les méthodes de provisionnement
et de gestion des risques.
14. Les autres critères qui rendent leur mise en application diﬃcile sont l’absence de prise en compte de
chocs extrêmes ou la mortalité aux grands-âges et le manque de ﬂexibilité pour intégrer les jugements d’experts
(démographes, médecins, etc.).
15. Il est par exemple diﬃcile de gérer les causes de décès multi-pathologiques.
16. Certaines techniques médicales récentes, permettant de prédire facilement un risque accru de décès (p.
ex. Fischer et al., 2014), seraient par exemple d’un grand intérêt pour la tariﬁcation individuelle.
17. On notera à ce sujet les exemples récents de rapprochement entre Facebook et Axa ou la multiplication
des objets connectés recueillant des données biologiques.
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Actions du management 18
Les actions des dirigeants (management actions) constituent un élément essentiel de la
modélisation du fonctionnement des contrats d’épargne en euro dans le cadre du calcul de la
meilleure estimation des provisions (best estimate). C’est en eﬀet leur transcription mathéma-
tique qui détermine le calcul du taux de revalorisation servi à l’assuré et donc le niveau des
garanties. Les règles de gestion associées traduisent l’impact de l’environnement économique
sur le rendement du contrat, en fonction de la richesse de l’entreprise, des performances du
portefeuille d’actifs et de l’intensité de la concurrence (Borel-Mathurin et al., 2015). On peut
observer qu’elles sont indispensables à une description réaliste du fonctionnement du contrat
et que leurs conséquences sur les engagements sont très importantes en situation stressée. Elles
conduisent, toutes choses égales par ailleurs, à diminuer le besoin en capital requis pour faire
face à un choc adverse en permettant le report vers l’assuré d’une partie des pertes constatées
par rapport à la situation de référence.
Au-delà du cas particulier des contrats d’épargne, c’est bien là une composante essentielle
du rôle des actions des dirigeants que d’adapter le partage des risques avec l’assuré de manière
à permettre à long terme l’adéquation entre les engagements de l’assuré et ceux de l’assureur.
Dès lors, l’intégration à un modèle de projection de ﬂux de cette capacité d’action de l’assureur
est un élément déterminant de la pertinence et du réalisme des résultats qu’il produit et ce,
d’autant plus que les engagements pris ont des conséquences à long terme. Une prise en
considération insuﬃsante des capacités d’action de l’assureur conduit ainsi dans le cas de
l’assurance dépendance à des niveaux très élevés de l’exigence en capital dans le cadre de la
Directive Solvabilité II (Lusson, 2013; Sator et Sother, 2013). En eﬀet, l’assurance dépendance
cumule les eﬀets d’engagements de long terme avec la prise en compte de primes futures sur
une longue durée.
Mais, si dans le cas d’un contrat d’épargne, les facteurs de risque majeurs sont économiques
et donc assez directement et rapidement mesurables (le constat d’une variation brutale des
taux et de l’ampleur de cette variation est direct), il n’en va pas de même pour les risques
biométriques associés à la dépendance : une modiﬁcation des taux d’incidence, de la survie des
cotisants ou de la survie des dépendants ne peut être détectée et mesurée aussi directement.
Or, les déviations des hypothèses biométriques par rapport à la réalité du risque ont des
conséquences cumulatives : une aggravation de l’incidence par rapport à l’hypothèse tarifaire
a, d’une part, un eﬀet immédiat en générant plus d’entrées en dépendance que prévu à court
terme et, d’autre part, un eﬀet diﬀéré de sous-ﬁnancement des primes payées par les cotisants
"jeunes" qui créé mécaniquement une perte future.
Dans ce contexte, il est indispensable de se doter à l’avenir de dispositifs de suivi du
risque qui permettent de détecter les changements d’hypothèses biométriques, de quantiﬁer
l’amplitude de la déviation et de décrire la politique de correction tarifaire associée. D’un point
de vue technique, le dernier point est a priori le plus aisé. On peut, par exemple, imaginer
de corriger le tarif pour les primes futures (Deléglise et al., 2009) en lissant les augmentations
tarifaires des cotisants actuels et/ou des nouveaux cotisants de manière à limiter les pertes
encourues sur les engagements déjà nés. Dans le même temps, il s’agirait de piloter pour
le mieux le phénomène de réduction de prime qui pourrait s’opérer, ce qui, à l’instar du
phénomène de rachat en assurance vie, requiert une bonne connaissance du comportement des
assurés. La mise en œuvre d’une action correctrice sur le tarif nécessite par conséquent, d’avoir
repéré et mesuré en amont le nouvel équilibre tarifaire. Pour illustrer simplement cet enjeu, il
18. Ce développement s’inspire de Planchet et Guibert (2014).
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est possible d’examiner l’impact du délai de réajustement du tarif oﬀert à un nouveau cotisant
suite à la survenance d’un choc sur les tables d’expérience utilisées. La Figure 2 illustre ainsi la
déformation de la chronique des SCR 19 futurs en fonction de la vitesse de réajustement du tarif
par l’assureur suite aux chocs de souscription issus de la formule standard de Solvabilité II.
Il convient alors de remarquer que le fait d’intégrer cette action au modèle de projection
des engagements permet une réduction signiﬁcative de l’exigence en capital dans la phase de
cotisation du contrat.
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Figure 2 – Projection des SCR futurs (moyens) en fonction du délai de réajustement du
tarif d’un contrat de dépendance lourde prévoyant 1 euro de prestation. Le SCR est évalué
pour un nouveau cotisant de 60 ans en tenant compte du risque de souscription et de défaut
associé à un traité de réassurance en quote-part à 50 %.
Compte tenu du manque actuel de visibilité sur la dimension prospective du risque dépen-
dance, l’assureur semble à ce stade contraint à se limiter à des mesures correctrices établies
sur la base des pertes constatées a posteriori. Pour aller plus loin, la question complexe de la
détection d’une rupture dans une hypothèse biométrique donnée (Croix et al., 2015; El Karoui
et al., 2015) et celle, plus délicate encore, de l’ampleur de la déviation, doivent être étudiées.
Dans cette perspective, le dispositif de suivi des risques techniques est crucial et l’assureur
doit se doter du matériel statistique suﬃsant pour pouvoir détecter et mesurer les ruptures
d’hypothèses. Un suivi annuel est de ce point de vue très insuﬃsant.
Si, par méconnaissance du risque, ce type de réﬂexion n’est pas encore décrit en assurance
dépendance, l’assurance crédit, qui présente un cadre de modélisation proche de celui employé
en assurance de personnes, oﬀre un cadre intéressant pour étudier le lien entre le risque de
19. Il s’agit de la charge en capital à immobiliser dans le dispositif Solvabilité II.
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base et les actions du management (Caja, 2014). Il s’agit d’un dispositif dans lequel l’assureur
propose à des entreprises une police qui les protège en cas de défaut de paiement de leurs
clients, dans le cas d’un crédit inter-entreprise. Puisque le risque assuré est un risque de
contrepartie, son évolution dépend fortement de l’environnement économique. Ainsi, le rôle de
l’actuaire consiste à analyser les interactions entre le portefeuille assuré et les évolutions de
l’environnement. Lorsque l’assuré voit sa situation se dégrader, l’assureur crédit a la capacité
de résilier ou de réduire unilatéralement la garantie concernée. Dans ce contexte, le suivi
régulier des risques est crucial et permet, si la gestion est eﬃcace, de réduire signiﬁcativement
le risque d’une perte. Toutefois, pour pouvoir intégrer ce type d’action dans un modèle de
projection de ﬂux en assurance et ainsi mieux contrôler le niveau du capital réglementaire
requis, l’actuaire doit pouvoir justiﬁer la crédibilité des hypothèses retenues.
Organisation de la thèse et contributions
Cette thèse se compose de quatre chapitres se focalisant sur l’utilisation de modèles multi-
états adaptés aux données collectées par les assureurs.
Le Chapitre 1 introduit brièvement les notions de base permettant l’utilisation de modèle
multi-états en assurance. Il décrit également le cadre d’inférence statistique nécessaire pour
aborder les diﬀérents résultats présentés dans le reste de cette thèse.
Le Chapitre 2 s’appuie sur Guibert et Planchet (2014) dans lequel nous présentons une
méthode non-paramétrique pour l’estimation des lois d’incidence en assurance dépendance.
Nous commençons par décrire les principales notations puis examinons le cadre d’inférence.
Ce dernier s’appuie directement sur les méthodes développées pour l’estimation de modèles
à risques concurrents, vus comme cas particulier de modèle multi-états markovien. Ce cadre
est comparé à celui usuellement retenu par les praticiens. Le reste du chapitre est consacré à
une application numérique réalisée sur des données tirées d’une garantie d’assurance dépen-
dance française. Ce chapitre met en avant des techniques non-paramétriques méconnues des
praticiens, utiles à des ﬁns de validation. En particulier, elles permettent de justiﬁer de la
pertinence des méthodes classiquement employées.
Le Chapitre 3 est bâti sur l’article de Guibert et Planchet (2015) et a pour but de construire
de nouveaux estimateurs non-paramétriques pour des modèles multi-états lorsque l’hypothèse
de Markov n’est pas satisfaite. En cherchant à reproduire un modèle décrivant la trajectoire
des états parcourus par un assuré couvert par une garantie de dépendance lourde, nous dé-
veloppons un formalisme basé sur deux modèles à risques concurrents. Dans ce contexte, il
est possible de faire appel à des intégrales, sous l’estimateur d’Aaelen-Johansen associé à un
modèle à risques concurrents, pour déduire des estimateurs non-paramétriques de nombreuses
quantités. Dans ce contexte, nous présentons des résultats limites pour ce type d’intégrale
en présence de censure à droite indépendante. Ce travail permet d’étendre les résultats de
Meira-Machado et al. (2006) et de construire des estimateurs de probabilité de transition re-
lativement ﬂexibles pour la tariﬁcation et le provisionnement. Nous introduisons également
une mesure d’association qui permet de caractériser, selon les causes d’entrée en invalidité, la
relation de dépendance entre la durée de vie en bonne santé et la durée de vie totale d’un indi-
vidu, dont nous étudions les propriétés. Le cadre de travail introduit dans ce chapitre permet
de construire des estimateurs des probabilités de transition que nous comparons sur données
simulées à leurs équivalents calculés dans le cadre markovien. Une application numérique sur
données réelles en assurance dépendance est proposée dans la dernière section de ce chapitre
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où sont estimées certaines probabilités de transition utiles pour les aspects techniques, ainsi
que la mesure d’association introduite dans ce chapitre.
L’article de Guibert et al. (2015) forme le Chapitre 4 de cette thèse. Il étudie en assurance
crédit comment évoluent les matrices de transition de crédit en fonction des variations de
facteurs économiques et ﬁnanciers. Nous présentons pour cela une application des modèles
linéaires généralisés pour lier à l’environnement économique le nombre de défauts et de tran-
sition d’un rating à l’autre. Ce formalisme permet la mise en place d’un modèle stochastique
décrivant la trajectoire des notations de crédit suivie par une ﬁrme, qui peut être directement
utilisé pour la gestion des risques couverts. L’assureur dispose en eﬀet de la capacité à clôturer
les contrats souscrits dont le risque se dégrade. Ainsi, le modèle que nous développons permet
d’associer ces comportements aux variations de la qualité de crédit d’un assureur. Ce chapitre
propose une application économétrique sur les données d’un assureur crédit. Après avoir es-
timé le modèle, nous développons un second modèle économétrique permettant la projection
des facteurs macro-économiques et ﬁnanciers. La dernière partie de ce chapitre exploite ces
travaux appliqués pour la mise en place de stress-tests dans le cadre de l’ORSA.
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Chapitre 1
Modèles multi-états en assurance et
inférence statistique
Ce chapitre introductif présente les pré-requis essentiels liés à l’étude et l’inférence sta-
tistique de processus multi-états en assurance et vise à remettre dans leur contexte les dif-
férentes contributions de cette thèse. Il s’agit, tout d’abord, de préciser les concepts de base
qui permettent de relier les problématiques courantes de l’actuaire (à savoir la tariﬁcation,
le provisionnement et la gestion des risques d’assurance) et les processus multi-états. Par la
suite, nous explorons la question de l’inférence en temps continu de modèles à risques concur-
rents, puis la manière dont elle est abordée par les praticiens. Dans un troisième temps, nous
discutons la question de l’inférence statistique, notamment non-paramétrique, de processus
multi-états semi-markoviens et non-markoviens. Enﬁn, la dernière section fournit une descrip-
tion des techniques d’estimation, en temps discret avec données de panel, utilisées dans la
littérature sur le risque de crédit, lorsque sont mises en œuvre des approches multi-états pour
modéliser la dynamique des matrices de changements de rating.
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Chapitre 1. Modèles multi-états en assurance et inférence statistique
1.1 Processus multi-états en assurance
L’objectif principal de la science actuarielle consiste à développer des méthodes statistiques
permettant d’évaluer les risques associés aux garanties commercialisées. En assurance de per-
sonnes, les processus multi-états fournissent le cadre mathématique naturel pour modéliser,
puis valoriser les ﬂux ﬁnanciers émanant d’un contrat. Ces outils permettent de décrire, à
partir de processus stochastiques, le "chemin" parcouru par l’assuré, et donc l’historique des
états qu’il a occupé, pendant la période de couverture de la garantie. Cette spéciﬁcation est
ancienne en assurance et remonte à Hoem (1969) qui décrivait la trajectoire de vie d’un assuré
au moyen d’une chaîne de Markov. Pour tenir compte de la durée de présence dans un état,
Hoem (1972) puis Janssen et de Dominicis (1984) font appel aux processus semi-markoviens,
introduits par Lévy (1954) et Smith (1955) puis étudiés plus tard par Pyke (1961a,b). Bien
que cette dernière approche présente une plus grande ﬂexibilité et permette une meilleur adé-
quation aux phénomènes observés en assurance, l’hypothèse de Markov était régulièrement
utilisée dans le cadre d’application jusqu’au début des années 2000. Ainsi, de nombreux tra-
vaux se sont appuyés sur cette hypothèse pour produire des tables de survie et de maintien
(Hoem, 1977; Haberman, 1983, 1984) pour le provisionnement et la tariﬁcation. Par ailleurs,
les travaux de Norberg (1991) ont permis de traduire la dynamique générale des provisions
sous la forme d’équations diﬀérentielles de Thiele, et leurs variations aux paramètres tech-
niques ont été examinées par exemple par Kalashnikov et Norberg (2003) ou plus récemment
par Christiansen (2008).
L’analyse des modèles semi-markoviens homogènes, c’est-à-dire ne dépendant pas du temps,
a reçu une intérêt marqué dans la littérature anglo-saxonne pour modéliser les contrats PHI
(Permanent Health Insurance) et LTC (Long Term Care Insurance). En la matière, la métho-
dologie proposée par le CMIB (Continuous Mortality Investigation Bureau) (CMIR12, 1991) a
longtemps fait oﬃce de référence et est encore aujourd’hui largement utilisée. Une revue de ces
modèles et de leurs utilisations en assurance PHI, LTC et DD (Dread Disease) est par exemple
proposée par Haberman et Pitacco (1998). L’ouvrage de Denuit et Robert (2007) et les tra-
vaux de Christiansen (2012) fournissent également une présentation d’ensemble concernant
l’utilisation de modèles markoviens et semi-markoviens en assurance de personnes.
En dehors de l’assurance, les processus multi-états, markoviens et semi-markoviens, sont
utilisés dans de nombreux domaines. En biostatistique et plus particulièrement en épidémiolo-
gie, ces outils jouent un rôle important dans l’étude de cohortes et le suivi des maladies chro-
niques (p. ex. Gauzère et al., 1999; Hougaard, 1999; Commenges et Joly, 2004; Saint Pierre,
2005). Les modèles semi-markoviens sont également d’un grand intérêt pour l’étude de la
ﬁabilité des systèmes (p. ex. Ouhbi et Limnios, 1999; Limnios et Oprişan, 2001; Georgiadis,
2013), où ils sont le plus souvent utilisés en temps discret. Ils apparaissent fréquemment en
ﬁnance (Janssen et Manca, 2007) et, plutôt sous le forme de modèles markoviens, en crédit
pour la modélisation des matrices de migrations (p. ex. Jarrow et Turnbull, 1995; Lando et
Skødeberg, 2002; Duﬃe et Singleton, 2003; Koopman et al., 2008).
Cette première section fournit une description des concepts de base sur les modèles multi-
états markoviens et semi-markoviens en temps continu. Après avoir fait le lien entre ces pro-
cessus et les garanties d’assurance de personnes, nous rappelons la déﬁnition et les propriétés
principales des quantités d’intérêt qui seront par la suite utilisées pour le provisionnement des
garanties d’assurance. Aussi, nous nous concentrons sur les quantités d’intérêt que devront
estimer les actuaires pour la mise en œuvre des modèles assurantiels.
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1.1.1 Garanties d’assurance de personnes
Les modèles multi-états sont traditionnellement utilisés en science actuarielle pour décrire
le fonctionnement des garanties d’assurance de personnes. Sans chercher à dresser un inventaire
exhaustif des diﬀérentes garanties et de leurs caractéristiques, l’objectif de cette première
section est d’examiner, au travers de quelques exemples généraux, le formalisme que peuvent
prendre ces garanties, de manière à justiﬁer l’introduction de modèles multi-états. D’autres
exemples peuvent être trouvés dans Haberman et Pitacco (1998), Denuit et Robert (2007) et
Christiansen (2012).
Nature des garanties. Les contrats d’assurance de personnes oﬀrent une couverture contre
les conséquences ﬁnancières liées à la survenance d’un risque, issu de la modiﬁcation de l’état
ou du statut courant de l’assuré. Ces changements d’état correspondent aux diﬀérents événe-
ments dans la vie de l’individu (p. ex. le décès, le mariage, la maladie ou encore un accident)
et conditionnent, selon les modalités du contrat, les engagements respectifs des parties. Tradi-
tionnellement, les contrats d’assurance de personnes français se décomposent schématiquement
en (cf. Pitacco, 2014, pour une présentation détaillée) :
– produits d’assurance vie, dédiés à la constitution d’une épargne, d’une pension de retraite
supplémentaire, au versement d’un capital ou d’une rente en cas de décès ;
– produits d’assurance santé oﬀrant une couverture contre les conséquences ﬁnancières
d’une maladie, d’un accident ou d’un arrêt de travail (court ou prolongé), en complément
des dispositifs de protection publique ;
– produits d’assurance emprunteur destinés à couvrir l’emprunteur en cas de survenance
d’un décès ou d’un arrêt de travail ;
– produits d’assurance dépendance oﬀrant, en complément des aides publiques, une cou-
verture ﬁnancière en cas de perte d’autonomie ou de mobilité pour les personnes âgées
ayant des diﬃcultés pour accomplir des actes de la vie quotidienne.
L’éventail de garanties proposées par les contrats d’assurance de personnes est très large.
Pour les contrats d’assurance vie, les prestations versées, sous forme de capital ou de rente,
dépendent des sommes épargnées et de leur revalorisation nette par l’assureur. En assurance
santé, les contrats de complémentaires proposent une indemnisation, visant à couvrir le coût
des dépenses médicales (ﬁxe ou au coût réel), et les contrats arrêt de travail indemnisent
l’assuré via des indemnités de travail pour les arrêts courts ou par une rente, en cas d’invalidité
selon la gravité. Les garanties d’assurance dépendance assurent le versement d’une rente en cas
de dépendance totale ou partielle et sont, le plus souvent, accompagnées du versement d’un
capital pour l’aménagement du domicile et de services d’assistance (p. ex. services à domicile,
bilans d’autonomie). Le niveau de prestations varie selon la sévérité de la dépendance, spéciﬁée
par le biais de grilles assez complexes.
Flux ﬁnanciers du contrats. L’analyse d’une garantie requiert de décomposer l’ensemble
des ﬂux ﬁnanciers, susceptibles d’être générés tout au long de la vie du contrat, et d’identi-
ﬁer les causes déclenchant les paiements réalisés par les parties. Cette analyse se doit donc
de considérer, d’une part les modalités de paiement de la prime d’assurance (p. ex. primes
uniques, primes périodiques), et d’autre part les prestations oﬀertes lorsque le risque assuré
se matérialise (p. ex. paiement d’un montant ﬁxé, paiement d’une rente, remboursement de
frais). Au terme de cette analyse, deux modes de provisionnement sont généralement distin-
gués. Les contrats dont l’échéance est courte sont usuellement analysés avec des techniques
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dites non-vies qui adoptent un formalisme agrégé. L’actuaire s’intéresse alors, pour une groupe
de contrats homogènes, à la fréquence de survenance de sinistres ainsi qu’à leur liquidation.
Le second mode d’analyse, dit vie, concerne des contrats de moyen ou de long termes pour
lesquels une approche individuelle est privilégiée. Nous nous intéressons dans la suite à ce
second formalisme.
Si on prend le cas d’un simple contrat portant sur une garantie de décès (temporaire décès),
le risque se réalise lorsque la tête assurée (l’extension à plusieurs têtes ne posent pas diﬃculté)
décède avant le terme du contrat. La Figure 1.1 fournit un exemple d’échéancier des primes et
du capital versé en cas de décès. Dans ce contexte, l’outil de base utilisé par l’actuaire, pour la
Prime Prime Prime Prime
Capital
De´ce`st = 0 Terme
Temps
Figure 1.1 – Exemple de d’échéancier pour un contrat temporaire décès.
tariﬁcation et le provisionnement du contrat, est une simple table de mortalité. Celle-ci, déﬁnie
en temps discret, permet de calculer les probabilités de décès tqx, c’est-à-dire la probabilité à
l’âge x de décéder avant l’âge x + t, et tpx, la probabilité de survivre à l’âge x jusqu’à l’âge
x + t. L’engagement des parties lorsque la prime est périodique (prise égale à 1) est alors
déterminé en évaluant les quantités actuarielles suivantes 1
ax:n =
n∑
k=1
vkkpx et Ax:n =
n−1∑
k=0
vk+1kpx1qx+k ,
où v est un coeﬃcient d’actualisation et pour n le terme du contrat. La prime pure du contrat
est ensuite déterminée comme un multiple du ratio Ax:nax:n . Ces quantités indiquent que le paie-
ment de la prime par l’assuré est eﬀectué tant qu’il reste vivant, alors que le paiement du
capital survient au décès de l’assuré, si celui-ci intervient avant le terme du contrat. On re-
marque ainsi que l’évènement déclencheur de la prestation, à savoir le décès, peut être vu
comme la transition d’un état "Vivant" vers un état "Décès" selon le formalisme présenté
dans la Figure 1.2. En temps discret, il est alors possible de présenter les évènements de la
vie de l’assuré, au cours de la période de couverture, à partir d’un processus prenant comme
valeur "Vivant" ou "Décès" à chaque instant. L’état occupé à la période suivante, connaissant
l’état présent, est déterminé par une probabilité de transition. Sur cette ﬁgure, le sens des
ﬂèches permet d’indiquer les transitions possibles.
Si l’on se place dans le cadre de Solvabilité II , l’évaluation des provisions ne se limite pas,
comme le calcul de la prime pure, aux ﬂux futurs de primes et de prestations. Le raisonnement
1. Les notations introduites ici sont purement illustratives et ne sont pas à retenir pour la suite de ce
chapitre.
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Vivant De´ce`s
1qx
1px
Figure 1.2 – Représentation en temps discret d’une garantie temporaire décès par un
modèle à 2 états.
précédent est étendu à toutes les entrées et sorties de trésorerie, nécessaires pour faire face
aux engagements pendant toute la durée de ceux-ci (cf. article 77 de la Directive). Ainsi, les
frais, les commissions, les paiements d’impôts, les ﬂux de réassurance etc. engagés, aux ﬁns
d’honorer ces engagements, sont à considérer (cf. article 78 de la Directive).
L’analyse des engagements de l’assureur est également contrainte par les clauses des
contrats, dont l’analyse permet de déterminer les prestations auxquelles l’assuré peut pré-
tendre. Pour les contrats d’arrêt de travail et de dépendance, on rencontre fréquemment des
dispositifs de franchise correspondant à une durée minimale après la survenance d’un sinistre,
au cours de laquelle l’assuré ne peut percevoir de prestation (p. ex. jours de carence en arrêt
de travail ou délais de carence selon la cause d’entrée en dépendance). Les contrats d’assu-
rance de personnes sont soit viagers, en assurance vie ou dépendance notamment, soit assortis
d’un terme, déﬁni au contrat comme dans l’exemple de la garantie temporaire décès introduit
précédemment. Des clauses peuvent également être ajoutées pour préciser un âge limite pour
la perception de la rente d’invalidité.
Le formalisme des modèles multi-états, que nous avons brièvement introduit avec la Fi-
gure 1.2, s’ajuste parfaitement à ces contraintes et peut être utilisé, plus largement, en aug-
mentant le nombre d’états et de transitions. Notons cependant que la structure des états
associée à une garantie d’assurance n’est généralement pas unique. Un choix parcimonieux
concernant la structure la mieux adaptée en pratique conditionne la complexité de l’inférence
et de l’évaluation qui est faite à partir de cette structure. Ajouter des états peut par exemple
permettre de capturer une certaine forme d’hétérogénéité (p. ex. plusieurs maladies). Nous
présentons dans le suite le formalisme en temps continu qu’il est possible de retenir pour
quelques exemples de contrats d’assurance de personnes.
Exemple 1. Assurance vie avec clause de rachat. Un contrat d’assurance vie classique
oﬀre à l’assuré une protection en cas de décès en permettant un transfert de capital à un
bénéﬁciaire désigné. L’assuré dispose généralement d’une option de rachat partiel ou total
de son épargne. Ce dispositif peut être modélisé à partir d’un modèle à 4 états décrit en
Figure 1.3.
Ce formalisme peut être aisément étendu aﬁn d’intégrer d’autres droits optionnels (p. ex.
la réduction ou la conversion en rente). De manière générale, l’assureur sera exposé à un risque
sur le décès de l’assuré (ou la survie) et un risque associé au comportement de l’assuré (cf.
Buchardt et al., 2014, pour un exemple de mise en œuvre).
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Rachat
total
E´pargne
De´ce`s
Rachat
partiel
Figure 1.3 – Exemple de garantie d’assurance vie à 4 états.
Exemple 2. Assurance incapacité-invalidité. Un contrat d’assurance arrêt de travail
permet de compenser la perte de revenu occasionnée en cas d’incapacité de travail ou d’invali-
dité. Une couverture est généralement proposée en cas de décès (p. ex. assurance emprunteur).
Ce dispositif peut être modélisé à partir à partir d’un modèle à 4 états, décrit en Figure 1.4.
Invalidite´
E´tat valide
De´ce`s
Incapacite´
Figure 1.4 – Exemple de garantie incapacité-invalidité à 4 états.
Des représentations alternatives et enrichies sont toutefois possibles, en particulier pour
prendre en compte l’impact de diﬀérentes causes (Cordeiro, 2002) (accidentelles et non acci-
dentelles) ou du chômage (Biagini et al., 2013).
Exemple 3. Assurance dépendance. Un contrat d’assurance dépendance assure une pro-
tection ﬁnancière pour prendre en charge l’assistance aux actes de la vie quotidienne des
personnes âgées dépendantes. Les prestations associées à cette garantie sont graduelles et
dépendent de la capacité de l’individu à exercer certains actes (p. ex. s’alimenter, se laver,
22
1.1. Processus multi-états en assurance
s’habiller, se déplacer). Les diﬀérents niveaux de prestation associés aux diﬀérents degrés de
dépendance peuvent être modélisés à partir d’un modèle à n+ 2 états, décrit en Figure 1.5.
E´tat valide
De´p.
degre´ i
De´p.
degre´ 1
De´p.
degre´ n
De´ce`s
. . . . . .
Figure 1.5 – Exemple de garantie dépendance à n+ 2 états.
Le degré de dépendance d’un individu, en France, est généralement quantiﬁé par le biais de
grilles, construites soit par les pouvoirs publiques (p. ex. grille AGGIR), soit par les assureurs.
Les actes de la vie quotidienne sont un autre critère répandu d’évaluation de la dépendance.
Des tests complémentaires peuvent également être aménagés. Aussi, selon le formalisme du
contrat, le schéma générique précédent peut-être ajusté pour tenir compte du caractère tran-
sient ou récurrent de certains états.
1.1.2 Cadre markovien
Dans cette sous-section, nous décrivons les concepts de base sur les modèles multi-états
markoviens. L’état occupé par l’assuré est représenté à partir d’un processus stochastique
(Xt)t≥0 càdlàg (continu à droite et avec limite à gauche) à valeurs dans un espace d’états
ﬁni S = {e1, e2, . . . , em} que l’on appelle processus multi-états. Ce processus est déﬁni sur un
espace probabilisé (Ω,A,P). On note sa ﬁltration engendrée (Ft)t≥0.
Le processus (Xt,Ft)t≥0 est markovien s’il satisfait à la propriété de Markov, c’est-à-dire
s’il vériﬁe l’égalité suivante pour 0 ≤ s ≤ t et pour tout e ∈ S
P (Xt = e |Fs ) = P (Xt = e |Xs ) . (1.1)
Cette déﬁnition signiﬁe que le processus dispose d’une propriété "d’oubli" qui peut s’interpré-
ter comme le fait qu’un événement futur ne dépend pas du passé si le présent est connu. Le
calcul de la probabilité associée à un "chemin" particulier, parcouru par le processus (Xt)t≥0,
peut alors s’écrire pour 0 ≤ t0 < t1 < . . . < tn, en utilisant la formule des probabilités totales
et la propriété de Markov du processus
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P
⎛⎝ ⋂
i=1,...,n
{Xti = eti}
⎞⎠ = P (Xt0 = et0) ∏
i=1,...,n
P
(
Xti = eti
∣∣Xti−1 = eti−1 ).
Un processus markovien peut également être caractérisé de manière unique à partir :
– d’une loi de probabilité initiale ;
– d’une famille de fonctions, appelées noyaux de transition sur S, représentant des proba-
bilités de transition déﬁnies pour tout 0 ≤ s ≤ t par :
S × S → [0, 1] ; (h, j) → P (Xt = j |Xs = h) (1.2)
En pratique, nous utiliserons la notation matricielle p (s, t) = (phj (s, t))h,j∈S telle
phj (s, t) = P (Xt = j |Xs = h) , (1.3)
avec p (s, s) = Id, correspondant à la matrice identité et
∑
j∈S
phj (s, t) = 1.
Dans le cas particulier où les probabilités de transition ne dépendraient pas de t et de s
mais uniquement de t− s, le processus markovien associé est qualiﬁé de processus homogène.
Bien que dans ce contexte, l’étude des processus markoviens soit simpliﬁée, cette hypothèse
n’est pas valide dans la plupart des applications actuarielles, les probabilités de transition
variant par exemple avec l’âge. Par conséquent, le recours aux processus inhomogènes semble
nécessaire. Toutefois, une hypothèse d’homogénéité par morceaux (Jones, 1993, 1994) est
souvent introduite dans la pratique, car elle constitue une approximation de bonne qualité et
est simple à mettre en œuvre, comme nous le verrons par la suite.
Le calcul des probabilités de transition entre deux états est susceptible d’être eﬀectué à
partir de la propriété de Chapman-Kolmogorov, qui permet d’introduire un état intermédiaire
dans l’expression de ces probabilités. Cette relation s’écrit sous forme matricielle pour tout
0 ≤ s ≤ u ≤ t
p (s, t) = p (s, u) · p (u, t) . (1.4)
Pour caractériser un processus markovien, on déﬁnit des intensités de transition (ou taux
instantanés de transition), qui sous réserve d’existence, s’écrivent pour tout t ≥ 0 et h, j ∈ S
μhj (t) = lim
Δt→0
phj (t, t+Δt)
Δt
pour h = j et μhh (t) = −
∑
j =h
μhj (t) . (1.5)
Les fonctions d’intensité cumulée de transition (cf. Annexe 1.5.2 pour plus de détails) corres-
pondantes sont alors obtenues pour tout t ≥ 0 et h, j ∈ S via
Ahj (t) =
∫ t
0
μhj (τ) dτ pour h = j et Ahh (t) =
∑
j =h
Ahj (t). (1.6)
Les grandeurs introduites en (1.5) et (1.6) fournissent une généralisation de la fonction de
hasard et de la fonction de hasard cumulée utilisées dans les modèles de durée classiques.
Intéressons-nous maintenant au lien entre intensités et probabilités de transitions. Les
Équations (1.4) de Chapman-Kolmogorov et la déﬁnition des intensités de transition (1.5)
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permettent à présent d’obtenir les équations intégro-diﬀérentielles forward de Kolmogorov,
exprimées sous forme matricielle, pour tout 0 ≤ s < t
p (s, s) = Id et
∂p (s, t)
∂t
= p (s, t)μ (t) , (1.7)
où μ (t) = (μhj (t))h,j∈S correspond à la matrice des fonctions d’intensité de transition en t. De
manière symétrique mais en s’intéressant cette fois à l’instant initial, il est possible d’établir
les équations backward de Kolmogorov, associées aux processus (Xt)t≥0, telles que pour tout
0 ≤ s < t
p (s, s) = Id et
∂p (s, t)
∂s
= −p (s, t)μ (s) . (1.8)
Les équations forward de Kolmogorov admettent, dans le cas d’un processus markovien,
une unique solution (Andersen et al., 1993, Section II.6), s’exprimant sous la forme d’un
produit intégral 2
p (s, t) = lim
max
k
|tk−tk−1|→0
K∏
k=1
(Id+A (tk)−A (tk−1))
= P
τ∈]s,t]
(Id+ dA (τ)) = P
τ∈]s,t]
(Id+ μ (τ) dτ),
(1.9)
où s = t0 < t1 < . . . < tK correspond à une partition de ]s, t] et A (t) = (Ahj (t))h,j∈S
correspond à la matrice des fonctions d’intensité cumulée de transition. Si de plus, A est une
matrice de fonctions en escalier (constantes par morceaux), l’expression des probabilités de
transition (1.9) se simpliﬁe et prend la forme d’un simple produit ﬁni sur les temps de sauts
s = t0 < t1 < . . . < tK = t de A.
p (s, t) =
K∏
k=1
(Id+ΔA (tk)), (1.10)
avec ΔA (tk) = A (tk) − A (tk−1). L’Équation (1.10) peut s’interpréter à partir de celle de
Chapman-Kolmogorov (1.4), où chaque terme du produit correspond à la matrice des proba-
bilités de transition entre deux temps de sauts. Lorsque les intensités de transition, supposées
constantes, sont connues pour chaque segment μ1, . . . ,μK , chaque terme du produit s’obtient
sous la forme d’une exponentielle de matrice
(Id+ΔA (tk)) = exp (μk (tk − tk−1)) . (1.11)
1.1.3 Cadre semi-markovien
L’hypothèse de Markov, introduite dans la section précédente, peut être trop rigide pour
décrire les risques biométriques couverts par les contrats d’assurance de personnes. Lorsqu’un
ou plusieurs états correspondent à une situation de fragilité (p. ex. maladie, accident) de
l’assuré, il est généralement nécessaire de faire intervenir le temps de séjour dans ces états.
Cette spéciﬁcité est alors pris en compte à partir de modèles qualiﬁés de semi-markoviens.
2. De manière simpliﬁé, l’opérateur produit intégral P correspond à une version continue de l’opérateur
produit
∏
, un peu comme l’opérateur
∫
généralise la somme
∑
. Le produit intégrale a été initialement introduit
par Volterra en 1887 dans la cadre de la théorie des équations diﬀérentielles.
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De manière générale, l’étude d’un processus semi-markovien peut être abordée selon deux
approches théoriquement équivalentes, mais qui se déclinent diﬀéremment lorsqu’il s’agit de
l’inférence statistique. La première consiste à poser le problème à partir des processus à temps
discrets (ou chaînes semi-markoviennes) des temps de sauts et des états associés à chaque
temps de saut. Cette démarche est celle fréquemment suivie dans la l’étude de la ﬁabilité des
systèmes. Une présentation de ces approches et des techniques calculatoires aﬀérentes, dans
la cadre semi-markovien non-homogène, est fournie initialement par Janssen et de Dominicis
(1984). Nous nous référons également aux ouvrages généraux de Limnios et Oprişan (2001),
Janssen et Manca (2006) et Janssen et Manca (2007) pour une présentation de ces outils et
de leurs utilisations pratiques. Dans cette conﬁguration, il est ensuite possible d’obtenir des
probabilités de transition en temps continu par des méthodes numériques.
La seconde approche consiste à s’intéresser directement au processus semi-markovien continu,
décrit par l’état de l’individu et sa durée de présence dans l’état à chaque instant. Cette ap-
proche constitue la voie généralement privilégiée dans les sciences actuarielles, en particulier
pour les travaux décrits précédemment. Une présentation complète de cette approche et un
rapprochement avec la précédente sont par exemple fournie dans la thèse de Helwich (2008).
Dans la section suivante, nous décrivons brièvement les concepts de base de ces deux cadres.
Généralités. Avec les notations de la section précédente, on introduit le processus bivarié
(Sk, Jk)k∈N∗ à valeurs dans R
+ × S, déﬁni en temps discret sur le même espace probabilisé
que (Xt)t≥0 tel que :
– Sk correspond, pour tout k ∈ N∗, à la date du k-ième saut du processus (Xt)t≥0
Sk = inf
{
t > Sk−1
∣∣Xt = XSk−1 } ;
– Jk correspond, pour tout k ∈ N∗, à l’état du processus (Xt)t≥0 entre les dates Sk et
Sk+1.
Le processus (Sk, Jk)k∈N∗ permet de notiﬁer les temps de saut ainsi que l’état occupé
entre chaque saut, et fournit une représentation complète de la trajectoire suivie par l’état de
l’individu. La Figure 1.6 est une illustration pour un processus à 3 états, décrivant ce principe
d’équivalence entre le processus (Xt)t≥0 et le processus (Sk, Jk)k∈N∗ . Dans cet exemple, la
trajectoire de l’individu comprend 4 temps de sauts S1, . . . S4 correspondant à des changements
d’états.
Le nombre de transitions 3 h → j en date t ≥ 0 est enregistré à partir du processus de
comptage Nhj (t). N (t) correspond au nombre total de transitions eﬀectuées à cette date.
L’introduction de ce dernier processus de comptage permet de relier les processus (Sk, Jk)k∈N∗
et (Xt)t≥0 en notant Xt = JN(t). La durée de séjour dans l’état courant à une date t ≥ 0 est
par ailleurs donnée par
Ut = t− SN(t).
Processus semi-markovien. Le processus (Xt)t≥0 est semi-markovien s’il vériﬁe l’égalité
suivante, pour k ∈ N∗ et pour tout C ∈ [0,∞[× S
P ((Sk+1, Jk+1) ∈ C |(Sl, Jl) , l = 1, . . . , k ) = P ((Sk+1, Jk+1) ∈ C |(Sk, Jk)) . (1.12)
3. Cette notation désigne la transition de h vers j.
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Temps
E´tats
J1
J2
J3
J4
J5
S1 S2 S3 S4
e0
e1
e2
Figure 1.6 – Exemple de chemin parcouru au cours de la durée de vie d’un individu pour
un modèle multi-états quelconque à 3 états {e0, e1, e2}.
Cette déﬁnition correspond à celle proposée par Janssen et de Dominicis (1984) et revient à
dire que le processus (Sk, Jk)k∈N∗ est markovien. En particulier, elle implique que le processus
(Xt, Ut)t≥0 est lui aussi markovien, ce qui correspond à la déﬁnition d’un processus semi-
markovien donnée par Hoem (1972).
Le processus (Sk, Jk)k∈N∗ est caractérisé de manière unique à partir de sa loi de probabilité
initiale et de son noyau semi-markovien inhomogène 4 Q = (Qhj)h,j∈S , déﬁni en date 0 ≤ s et
pour une durée 0 ≤ u, par
Qhj (s, u) = P
(
ΔSN(s)+1 ≤ u, JN(s)+1 = j
∣∣(SN(s), JN(s)) = (s, h)) , h = j , (1.13)
avec ΔSk+1 = Sk+1 − Sk. Dans cette déﬁnition, le noyau semi-markovien (NSM) dépend
explicitement de deux échelles temporelles : la date s et une durée u. S’il ne dépend pas
de la date s, le processus (Xt)t≥0 sera qualiﬁé de semi-markovien homogène et (Sk, Jk)k∈N∗
de processus de renouvellement markovien homogène (Lagakos et al., 1978; Gill, 1980). Ce
dernier cas correspond au cadre généralement retenu dans les applications biomédicales et
pour la ﬁabilité des systèmes. Cette simpliﬁcation provient du fait que les modèles homogènes
sont, comme nous le verrons, plus simples à estimer et à manipuler.
Pour conduire l’inférence statistique de modèle, il est nécessaire d’estimer le NSM et la loi
initiale du processus. S’agissant du NSM, plusieurs quantités intermédiaires sont introduites
pour permettre une meilleure identiﬁcation du modèle. Dans un souci de simplicité, nous nous
limitons dans la suite aux grandeurs nécessaires au positionnement de la problématique.
Lorsque l’on s’intéresse au processus (Xt, Ut)t≥0, on se réfère aux probabilités de transition,
déﬁnies pour tout 0 ≤ u ≤ s ≤ t, v ≥ 0 et pour tout h, j ∈ S par
phj (s, t, u, v) = P (Xt = j, Ut ≤ v |(Xs, Us) = (h, u)) . (1.14)
Ces probabilités permettent de caractériser le processus semi-markovien (Xt, Ut)t≥0 et consti-
tuent les quantités que l’on cherchera à exprimer. Pour des applications actuarielles, on intro-
4. On parle aussi également de noyau semi-markovien inhomogène cumulatif.
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duit également les probabilités associées au prochain changement d’état
p¯hj (s, t, u) = P
(
XSN(s)+1 = j, SN(s)+1 ≤ t |(Xs, Us) = (h, u)
)
, h = j et
p¯hh (s, t, u) = P
(
SN(s)+1 ≤ t |(Xs, Us) = (h, u)
)
.
(1.15)
Quantités d’intérêt. Les processus (Sk, Jk)k∈N∗ et (Xt, Ut)t≥0 peuvent être exprimés en
fonction de grandeurs d’intérêt qui permettent de procéder à l’estimation du modèle. Concen-
trons nous d’abord sur le processus (Sk, Jk)k∈N∗ . On introduit dans un premier temps les
probabilités de saut h → j en date s
rhj (s) = P
(
JN(s)+1 = j |
(
SN(s), JN(s)
)
= (s, h)
)
, (1.16)
et les fonctions de répartition du temps de séjour, connaissant la date du dernier saut et la
prochaine transition
Khj (s, u) = P
(
ΔSN(s)+1 ≤ u | JN(s)+1 = j, JN(s) = h, SN(s) = s
)
, (1.17)
ou encore
Khj (s, u) =
⎧⎪⎨⎪⎩
Qhj (s, u)
rhj (s)
si rhj (s) = 0
1 sinon.
À partir de ces dernières, on déﬁnit également des fonctions de densités
khj (s, u) = lim
Δu→0
P
(
u < ΔSN(s)+1 ≤ u+Δu | JN(s)+1 = j, JN(s) = h, SN(s) = s
)
Δu
. (1.18)
La probabilité de rester dans un état h pendant une durée au plus égale à u en date s est
ensuite déﬁnie par
Hh (s, u) = P
(
ΔSN(s)+1 ≤ u | JN(s) = h, SN(s) = s
)
=
∑
j =h
Qhj (s, u).
Dans ce contexte, on cherchera à spéciﬁer le modèle en fonction des densités (1.18) ainsi
que des probabilités de saut (1.16). Il est également possible d’introduire des fonctions de
risque, utiles pour l’introduction de modèles de régression (cf. par exemple Dabrowska et al.,
1994, pour la spéciﬁcation de Cox)
λhj (s, u) = lim
Δu→0
P
(
u < ΔSN(s)+1 ≤ u+Δu | u < ΔSN(s)+1,(
JN(s)+1, JN(s), SN(s)
)
= (j, h, s)
)
Δu
. (1.19)
Concernant le processus (Xt, Ut)t≥0, les fonctions d’intensité de transition sont déﬁnies
pour tout 0 ≤ u ≤ s et pour tout h, j ∈ S par
μhj (t, u) = lim
Δt→0
phj (t, t+Δt, u,∞)
Δt
pour h = j et μhh (t, u) = −
∑
j =h
μhj (t, u) , (1.20)
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ou de manière équivalente, sous réserve de dérivabilité des probabilités de transition, par
μhj (t, t− s) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂
∂t
p¯hj (s, t, 0)
1− p¯hh (s, t, 0) si p¯hh (s, t, 0) < 1
0 sinon.
On note qu’une connexion peut-être établie entre les deux approches à partir des intensités
de transition. Elles peuvent s’écrire (Denuit et Robert, 2007, Chapitre 9)
μhj (t+ u, u) = lim
Δu→0
P
(
JN(t)+1 = j, u < ΔSN(t)+1 ≤ u+Δu | u < ΔSN(t)+1,(
JN(t), SN(t)
)
= (h, t)
)
Δu
,
où le terme de droite correspond à la déﬁnition des intensités de transition introduites par
Ouhbi et Limnios (1999).
En utilisant l’approche fondée sur le processus (Xt)t≥0, nous voyons que les quantités
d’intérêt à estimer sont les intensités de transition. Toutefois, pour les actuaires, il est souvent
plus commode travailler en temps discret et de manipuler des probabilités de transition. Aussi,
présentons-nous dans la prochaine section les moyens d’obtenir ces probabilités de transition.
Nous utiliserons, à l’instar des processus markoviens, des équations de Chapman-Kolmogorov
qui s’écrivent pour un processus semi-markovien inhomogène avec 0 ≤ u ≤ s ≤ r ≤ t, v ≥ 0
et pour tout h, j ∈ S
phj (s, t, u, v) =
∑
l∈S
∫ ∞
0
plj (r, t, τ, v) · phl (s, r, u, dτ), (1.21)
où r est une date intermédiaire quelconque.
Évaluation des probabilités de transition. Comme dans le cadre markovien, les probabi-
lités de transition vériﬁent des équations intégro-diﬀérentielles de Kolmogorov qui permettent
de les lier à des intensités de transition, mais qui sont cependant plus complexes à évaluer. En
actuariat, les approches utilisées par les praticiens reposent généralement sur des approxima-
tions de ces équations, comme l’algorithme de Waters (Haberman et Pitacco, 1998). En ﬁabi-
lité, il est courant de travailler avec des versions en temps discret de ces équations. Ces études
se focalisent alors plus spéciﬁquement sur l’évaluation de la probabilité P (Xt = j | Xs = h)
via des techniques numériques (Janssen et Manca, 2006). Il est en eﬀet possible d’écrire cette
quantité sous la forme suivante, pour s < t et pour s, t ∈ N
P (Xt = j | Xs = h) = δhj (1−Hh (s, t))
+
∑
l∈S
t∑
τ=s+1
(Khl (s, τ)−Khl (s, τ − 1))P (Xt = j | Xτ = l) ,
avec δhj le symbole de Kronecker. Une équation similaire peut être décrite en temps continu
(p. ex. D’Amico et al., 2009, avec une application à l’assurance arrêt de travail). Monteiro
et al. (2006) et (D’Amico et al., 2010) étudient et évaluent numériquement ces probabilités,
ainsi que d’autres plus spéciﬁques dans le cadre d’application au risque de crédit.
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Dans le cas d’un processus de renouvellement markovien homogène (Çinlar, 1969), les
probabilités de transition du type Ψhj (t) = P (Xt = j | X0 = h) satisfont à une équation
intégrale de Volterra de degré 2 qui se résout, sous réserve d’une hypothèse inversibilité, à
l’aide du produit de convolution ∗ telle que
Ψhj (t) =
∑
m≥0
Q
(m)
hj (t) ∗ (1−Hj (t)) , (1.22)
avec Q(m)hj (t) = P (Jm = j, Sm − Sm−1 ≤ t | J0 = h). Cette formulation est très intéressante
car elle est l’équivalent dans le cas semi-markovien de la formule du produit intégral (1.9)
introduite dans le cas markovien.
Par ailleurs, les probabilités de transition du type phj (s, t, u, v) sont décrites par des équa-
tions forward et backward (Helwich, 2008), s’écrivant respectivement pour tout 0 ≤ u ≤ s ≤ t,
v ≥ 0 et pour tout h, j ∈ S
∂
∂t
phj (s, t, u, v) =
∫ v
0
μhh (t, τ) phj (s, t, u, dτ) +
∑
l =j
∫ ∞
0
μlj (t, τ) phl (s, t, u, dτ)
− ∂
∂v
phj (s, t, u, v) ,
et
∂
∂s
phj (s, t, u, v) = −
∑
l∈S
μhl (t, τ) plj (s, t, 0, v)− ∂
∂u
phj (s, t, u, v) .
Les équations backward de Kolmogorov, sensiblement plus simples, sont généralement celles
que l’on cherche à résoudre numériquement pour obtenir une expression des probabilités de
transition dans le cas semi-markovien. Buchardt et al. (2014) examinent également une mé-
thode de résolution numérique pour les équations forward avec laquelle ils obtiennent de
bonnes performances.
1.1.4 Évaluation des provisions en assurance de personnes
Nous considérons à présent le provisionnement d’un contrat d’assurance de personnes.
Cette brève description permet de faire apparaître les quantités techniques fondamentales qui
devront être estimées par les actuaires. Nous considérons ici un calcul brut de réassurance, la
présence de mécanismes de transfert de risques n’étant pas abordé dans cette thèse. L’évalua-
tion des provisions techniques (prospective) nécessite de projeter les ﬂux relatifs aux contrats
en portefeuille à la date d’évaluation. Pour un assuré, les ﬂux futurs versés dépendent de la
suite d’états dans lequel il se trouvera pendant la durée de couverture de la police. Nous nous
référons à Haberman et Pitacco (1998), Denuit et Robert (2007), Christiansen (2012), Norberg
(2014) et Buchardt et al. (2014) pour une présentation complète.
Dans un souci de simplicité, nous supposons que l’assuré verse des primes, lissées continuel-
lement dans le temps pour un montant bh (t, u) et perçoit une prestation ponctuelle ΔBh (t, u),
en date t s’il se trouve dans l’état h ∈ S depuis une durée u. Nous considérons de plus qu’il
perçoit une prestation bhj (t, u) lors de chaque transition h → j. De cette manière, les ﬂux
entrants et sortants du contrats B (t), cumulés entre la date initiale et la date t satisfont
l’équation
dB (t) =
∑
h∈S
11{Xt=h}dBh (t, Ut) +
∑
{h,j:h =j}
bij (t, Ut) dNhj (t), (1.23)
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où dBh (t, Ut)) = bh (t, Ut)+ΔBh (t, Ut)) 5. Les diﬀérentes fonctions de paiement sont supposées
déterministes.
L’expression des provisions best estimate (ou réserves mathématiques) correspond à l’es-
pérance de la valeur actuelle de ces ﬂux nets en tenant compte d’une courbe des taux sans
risque spéciﬁée réglementairement. Elle s’écrit pour un assuré présent dans l’état h depuis une
durée u en date t
Vh (t, u) = E
[∫ +∞
t
δ (τ)
δ (t)
dBh (t, Ut)
∣∣Xt = h, Ut = u] , (1.24)
où le coeﬃcient d’actualisation, supposé ici déterministe, s’écrit de manière classique à partir
du taux sans risque (rt)t≥0 tel que pour tout 0 ≤ t ≤ T
δ (t) = exp
(
−
∫ t
0
rτdτ
)
.
Après quelques manipulations, nous pouvons réécrire (1.24) en faisant apparaître les pro-
babilités et les intensités de transition.
Vh (t, u)
=
∫ +∞
t
δ (τ)
δ (t)
∑
j∈S
∫ u+τ−t
t
phj (t, τ, u, dv)
⎛⎝dBj (τ, v) + ∑
{l:l =j}
μjl (τ, v) bjl (τ, v)dτ
⎞⎠. (1.25)
Pour une mise en œuvre pratique, on cherchera dans cette expression à connaître les
probabilités phj (t, τ, u, v) et les intensités de transition μjl (τ, v). La prise en compte des
conditions du contrat (franchise, période spéciﬁque de couverture) conduit à ajuster le terme
phj (t, τ, u, v) par une probabilité plus contrainte. À titre d’exemple, pour une période de
franchise de durée f s’activant lors de la transition h → j, on considèrera une probabilité du
type
P (Xt = j, f < Ut ≤ v |(Xs, Us) = (h, u)) .
Une autre formulation de (1.24) est possible et plus fréquemment retenue dans la pratique.
En séparant les périodes antérieures et postérieures au premier saut, l’expression des réserves
apparaît sous la forme d’un système d’équations intégro-diﬀérentielles connu sous le nom
d’équations de Thiele de type 1.
Vh (t, u) =
∫ +∞
t
δ (τ)
δ (t)
(1− p¯hh (t, τ, u)) dBh (τ, u+ τ − v)
+
∑
{j:j =h}
∫ +∞
t
δ (τ)
δ (t)
(1− p¯hh (t, τ, u))μhj (τ, u+ τ − t) (bhj (τ, u+ τ − t) + Vj (τ, 0)) dτ
(1.26)
Ce type d’équation se résout généralement numériquement (voir Helwich (2008) pour une
résolution en temps continu et Janssen et Manca (2007) pour les déclinaisons à l’assurance arrêt
de travail en temps discret). Pour des déclinaisons opérationnelles, on se concentre cette fois
sur l’évaluation des probabilités de type p¯hh (t, τ, u) ainsi que sur les intensités de transition.
Dans le Chapitre 3, nous verrons comment il est possible, pour les deux formulations (1.25)
et (1.26), d’obtenir pour certains types de modèles multi-états acycliques (sans retour) une
estimation directe des probabilités d’intérêt.
5. Bh correspond au processus comptabilisant le total des paiements eﬀectués depuis l’entrée dans l’état h.
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1.2 Analyse de survie et modèle à risques concurrents
Comme nous l’avons vu dans la section précédente, les modèles multi-états constituent un
cadre naturel pour le provisionnement et la tariﬁcation de produits d’assurance de personnes.
Or, ce cadre de base demeure encore aujourd’hui assez méconnu des praticiens, qui manipulent
pour les aspects pratiques des probabilités de transitions estimées sur les bases statistiques
des modèle de survie (lorsqu’elles ne sont pas directement issues d’une référence externe). Ces
pratiques proviennent, d’une part du manque de données permettant de décrire les transitions
du modèle, et d’autre part, de l’acceptation de méthodes moins sophistiquées dans l’ancien
dispositif prudentiel qui étaient admises dès lors qu’elles étaient suﬃsamment prudentes. No-
tons à ce titre que le second argument explique en partie le premier. Prenons pour illustrer ce
propos le cas simple d’un modèle à risques concurrents comprenant deux causes (p. ex. deux
causes de décès, l’une due à un accident et l’autre sans accident), se présentant sous la forme
du modèle multi-états décrit par la Figure 1.7. L’utilisation de techniques d’inférence reposant
e1
e0
e2
Figure 1.7 – Modèle à risques concurrents à 2 états.
sur l’analyse de survie conduit à considérer chacune des deux causes isolement, en négligeant
leur possible interdépendance, ce qui peut induire des biais signiﬁcatifs, notamment si les
deux causes en question ne sont indépendantes. Une illustration numérique de l’importance
que peut prendre ce phénomène est proposée en Annexe 1.5.1.
Ce simple problème, bien connu des biostatisticiens, conduit à s’intéresser aux méthodes
d’estimation pouvant être mises en œuvre pour l’utilisation des modèles multi-états en assu-
rance. Dans cette thèse, nous nous concentrons plus spéciﬁquement, dans les Chapitres 2 et 3,
sur les techniques d’inférence non-paramétrique, qui ont l’avantage de fournir des outils de
base pour mesurer l’adéquation aux données des lois multi-états utilisées. Dans cette section,
nous repartons des données observées par les organismes puis nous présentons deux cadres
pour l’estimation des modèles à risques concurrents : le modèle à durées latentes et l’ap-
proche multi-états. La présentation du premier permet de rappeler quelques concepts simples
de l’inférence non-paramétrique des modèles survie, alors que le second décrit les techniques
d’inférence utilisées dans le cadre général d’un modèle multi-états markovien, le modèle à
risques concurrents pouvant être déduit comme un cas particulier. Nous nous appuyons sur
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l’ouvrage très complet de Andersen et al. (1993) ainsi que sur les présentations de Andersen
et al. (2002) et de Andersen et Perme (2008).
1.2.1 Données observées
Les informations recueillies par les assureurs lors de la souscription et pour le paiement des
ﬂux associés aux contrats d’assurance de personnes peuvent, sous réserve d’une qualité suﬃ-
sante, permettre la constitution de cohortes (ou plutôt de cohortes synthétiques) de données
de survie ou de données longitudinales (Hougaard, 2001). À l’inverse, les données nationales
sont bien souvent issues de recensements, c’est-à-dire qu’elles ne contiennent qu’une observa-
tion des âges et des dates de survenance d’un événement (le plus souvent le décès) sur une
période donnée. En présence de plusieurs états au sein du contrat, les assureurs devraient a
priori être en capacité de suivre de manière précise les dates de changement d’état ainsi que
la suite des états successifs sur la durée de couverture du contrat. Pour les contrats ne portant
que sur un risque de décès, le suivi longitudinale se limite à l’enregistrement des dates de
naissance et de décès, puisqu’un seul changement d’état se produit et marque la ﬁn de vie.
Les assureurs sont cependant confrontés en pratique à une perte d’information provenant
d’un phénomène de censure et de troncature. On s’intéresse donc, dans la suite, aux diﬀérents
mécanismes de perte d’information auxquels sont le plus couramment exposés les organismes
pour ensuite se positionner sur le cadre d’inférence adapté.
Censure. Le phénomène de censure aléatoire 6 à droite constitue le phénomène le plus fré-
quent en assurance de personnes. En pratique, il apparaît lorsqu’un assuré quitte le portefeuille
de contrats de l’organisme avant que le phénomène étudié ne se soit manifesté, soit par résilia-
tion du contrat, soit parce que la ﬁn de l’étude précède le phénomène en question. Lorsqu’on
étudie la mortalité, la censure à droite survient donc lorsque l’individu est vivant à la date de
la dernière observation. Dans le cadre multi-états, plus généralement, l’information observée
se limite à la succession des états et des dates de transition connues jusqu’à la date de censure.
Plus rarement, les données peuvent également être censurées à gauche, c’est-à-dire que le phé-
nomène d’intérêt s’est déjà produit avant d’être observé. Par exemple, en assurance arrêt de
travail, ce type de censure correspond au cas où un assuré bascule dans un état d’incapacité
ou d’invalidité sans qu’on puisse connaitre la date de transition. Cette perte d’information
est problématique puisqu’en arrêt de travail l’hypothèse de Markov n’est généralement pas
vériﬁée, les transitions dépendant de la date d’entrée dans l’état de vulnérabilité. Ce mode de
censure est, en pratique, relativement compliqué à appréhender (cf. Satten et Sternberg, 1999,
pour un exemple d’application) et constitue généralement un motif d’exclusion de l’analyse 7.
Dans la majorité des études et notamment en assurance, le phénomène de censure à droite
est supposé indépendant des transitions entre états. Il s’agit de l’hypothèse que nous retenons
pour la description des méthodes d’estimation dans les Chapitres 2 et 3 de cette thèse. Lorsque
qu’elle n’est plus satisfaite, par exemple dans le domaine médical lorsque l’arrêt du suivi et
la dégradation de l’état de santé des patients surviennent en même temps, on parle alors de
censure informative. Dans ce cas de ﬁgure, la non-prise en compte de l’information contenue
6. La censure aléatoire rencontrée ici est qualiﬁée de censure de type III. On parle de censure de type I
pour un événement commun qui censure la durée de vie d’un échantillon et de censure de type II pour une
censure survenant au k-ième décès au sein de l’échantillon.
7. Certains auteurs, en l’absence de censure à droite, traitent également cette problématique en renversant
l’axe du temps mais ces techniques présentent certaines lacunes méthodologiques.
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dans le phénomène de censure, c’est-à-dire que les patients à risque sont plus fréquemment
censurés, peut engendrer des biais importants, ce qui nécessite de recourir à des techniques
d’estimation appropriées permettant de "repondérer" l’information apportée par ces individus.
Le lecteur intéressé pourra se reporter à Robins (1993) pour des techniques classiques (IPCW
ou Inverse Probability Censoring Weighted), s’appuyant sur l’utilisation de covariables pour
expliquer le processus de censure, ou à l’ouvrage général de Halloran et al. (2000) en analyse
de survie ainsi qu’à Datta et Satten (2002) pour une utilisation dans un cadre multi-états.
Un autre mode de censure, la censure par intervalle, est fréquemment rencontré dans le do-
maine biomédical. Dans ce cas, les dates de transition ne sont pas directement observées mais il
est possible de déterminer qu’elles se produisent entre deux dates d’observations consécutives
(p. ex. deux consultations chez un médecin). Dans la pratique, la plupart des techniques d’in-
férence qui ont été développées pour des modèles multi-états dont la structure est progressive
(sans retour possible) et pour lesquels le nombre de transitions possibles entre deux dates est
limité (une seule dans la majorité des cas comme par example dans le modèle illness-death). Ce
mode d’observation n’est cependant pas très fréquent en assurance et ne sera pas d’avantage
étudié dans le cadre de cette thèse. Le lecteur intéressé pourra toutefois se reporter à Frydman
(1995) pour l’utilisation de modèle non-paramétriques ainsi qu’aux thèses de Foucher (2007)
et Touraine (2013) pour un ensemble d’applications aux pathologies chroniques et à la dépen-
dance de personnes âgées à partir de modèles markoviens et semi-markoviens paramétriques,
principalement de type illness-death.
Troncature. La troncature à gauche est omniprésente en assurance puisque l’observation
d’un individu ne peut commencer qu’à partir de la date de souscription. Ainsi, le phénomène
en question n’est pas observable en-deçà d’un certain seuil, ﬁxe ou aléatoire. Le cas opposé,
moins fréquent, correspond à un phénomène de troncature à droite. Dans ce contexte, les
lois estimées à partir de l’observation de telles données sont nécessairement conditionnelles
à l’intervalle de temps d’observation (au-delà de l’événement de troncature quand elle est à
gauche et en-deçà quand elle est à droite). Pour les mêmes raisons que la censure, la troncature
est généralement supposée indépendante du phénomène suivi.
La troncature à gauche ne doit pas être confondue avec la censure à gauche. Pour reprendre
l’exemple de l’arrêt de travail, tout événement incluant une perte d’information survenant
avant ou à la date précise de l’entrée en arrêt de travail est assimilable à une troncature. De
même, si le suivi des assurés invalides ne débute qu’à partir d’une certaine date (p. ex. à la
l’expiration d’une période de franchise) mais que la date précise de la transition est connue, il
sera possible de parler de troncature. À l’inverse, il s’agira de censure à gauche si l’information
recueillie ne permet pas de déterminer la durée de présence de l’état. De manière triviale, on
parlera de troncature si le modèle retenu est supposé markovien, que la date de transition soit
connue ou non.
1.2.2 Estimation fondées sur des durées latentes
Considérons un modèle simple à deux causes concurrentes, comme celui illustré en Fi-
gure 1.7, pour lequel sont déﬁnies deux durées de vie, appelées durées de vie latentes et notées
T01 et T02. Il s’agit pour chacune d’elle de la durée de vie hypothétique que connaîtrait un
individu s’il n’était soumis qu’à une seule des deux causes. La durée de vie globale de l’individu
T s’écrit alors
T = min (T01;T02) .
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On note V la cause de sortie observée. En présence de censure indépendante à droite C, on
observe les variables
Y = min (T ;C) , γ = 1 {T≤C} et γV.
On note (Yi, γi, γiVi)1≤i≤n les observations réalisées pour un échantillon i.i.d. La fonction de
survie S de durée de T peut-être estimée à partir de l’estimateur de Kaplan-Meier (Kaplan et
Meier, 1958)
Ŝ (t) =
∏
{i:Yi:n≤t}
(
1− 1
L0 (Yi:n)
)γ[i:n]
(1.27)
où Yi:n est la statistique d’ordre i des Yi, γ[i:n] l’indicatrice associée et L0 (t) le nombre d’in-
dividus vivants en t. Cet estimateur possède de bonnes propriétés statistiques (consistence et
normalité asymptotique) (Klein et Moeschberger, 2003) et est couramment employé par les
actuaires, s’intéressant aux problématiques de construction de tables d’expérience.
Lorsque les deux causes de sortie sont indépendantes entre elles, il est possible d’estimer les
durées de survie T01 et T02 de la même manière. En eﬀet, l’estimateur de Kaplan-Meier peut
s’appliquer à l’une des causes en assimilant la seconde à une variable de censure. Cependant,
l’hypothèse d’indépendance sous-jacente n’est pas vériﬁable sur la base des données puisque
seule la cause qui se réalise est observable. La structure de dépendance entre les causes est dès
lors non identiﬁable (Tsiatis, 1975; Andersen et Keiding, 2012).
En biostatistique pourtant, les praticiens sont généralement intéressés par la loi de durée
de vie latente, plus facile à interpréter dans un cadre appliqué. Aussi, s’ils ne recourent pas à
l’hypothèse d’indépendance, une approche couramment mise en œuvre, appelée graphic-copula
(Zheng et Klein, 1995; Rivest et Wells, 2001), consiste à réintroduire une copule a priori, liant
les durées de vie latentes, pour l’inférence statistique. Le principal défaut de cette approche
provient du fait que la structure de dépendance introduite n’est pas vériﬁable. En actuariat,
ces travaux ont notamment été utilisés pour mesurer l’impact d’un ajustement ou du retrait
de certaines causes de décès sur la survie générale d’une population (Carrière, 1994; Kaishev
et al., 2007; Dimitrova et al., 2013).
Un autre point, plus immédiat à vériﬁer, est que l’utilisation de l’estimateur 1− Ŝ associé
à T1 ou T2 n’est, par déﬁnition, pas adaptée pour calculer des probabilités d’incidence dans
l’une des causes. Cela peut conduire à des biais pouvant être très signiﬁcatifs comme le note
par exemple Gooley et al. (1999). Ce phénomène est clairement en lumière dans l’annexe 1.5.1.
Aussi, plutôt que de s’intéresser aux durées de vie latentes, il est préférable de travailler
avec les fonctions d’incidence cumulée
F (j) (t) = P (T ≤ t, V = j) = p0j (0, t) , j = 1, 2, (1.28)
qui sont identiﬁables et peuvent être estimées à partir des outils généraux proposés dans le
cadre markovien.
1.2.3 Estimation reposant sur une approche multi-états
La seconde approche que nous qualiﬁons ici de multi-états ne requiert pas d’hypothèse
particulière de dépendance entre les durées de vie latentes. Nous introduisons les notations
suivantes et nous nous plaçons dans un cadre où l’hypothèse de Markov est vériﬁée. Pour une
période d’observation quelconque T , les sauts survenus à la date t ∈ T d’un état h vers un
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état j sont dénombrés à partir du processus de comptage Nhj (t) et le nombre d’individus
présents dans l’état h en t est noté Lh (t) 8.
Nous supposons que le processus de Markov est soumis à un mécanisme de censure à
droite indépendante et non-informative. Comme nous le précisons dans l’Annexe 1.5.2, l’in-
férence statistique d’un modèle markovien est eﬀectuée à partir de processus de comptage
censurés, c’est-à-dire pour les grandeurs introduites ne font appel qu’à l’échantillon observable
à chaque date, comme s’il s’agissait de processus non-censurés. Ainsi, les estimateurs que nous
présentons dans la suite s’écrivent de manière identique dans les deux cas. Les notations qui
suivent ne font donc pas explicitement apparaître de lien avec la censure aﬁn d’alléger les
notations, mais devront cependant être considérées dans leur version censurée. De même et
sans perte de généralité, nos notations ignorent la troncature (indépendante) à gauche.
L’inférence non-paramétrique de ces modèles s’aborde en deux temps. On s’intéresse d’abord
à l’estimation des intensités de transition, puis on en déduit les probabilités de transition.
Estimation des intensités de transition. Pour un groupe supposé homogène d’indivi-
dus, l’estimateur non-paramétrique des intensités d’un processus markovien est donné par les
théories des processus de comptage et des martingales à partir de l’estimation de Nelson-Aalen
(Andersen et al., 1993). Il fournit une estimation de fonction d’intensité cumulée (1.6) pour
la transition h → j pour tout t ∈ T
Âhj (t) =
∫ t
0
dNhj (τ)
Lh (τ)
=
∑
{k:tk≤t}
dhj (tk)
Lh (tk)
. (1.29)
où les tk représentent les temps de saut, toutes transitions confondues du processus, et dhj (t)
correspond au nombre de transitions h → j en t (cf. Annexe 1.5.3 pour ces principales pro-
priétés). Les incréments de (1.29) permettent de calculer les estimateurs des intensités de
transitions μhj , qu’il est ensuite possible de lisser, par exemple, en introduisant une fonction
de noyau. L’approche non-paramétrique, exception faite des modèles de survie, est peu pré-
sentée dans la littérature actuarielle. En risque de crédit, elle est développée par exemple par
Lando et Skødeberg (2002).
Estimation des probabilités de transition. En présence de censures et de troncatures
indépendantes, l’estimateur classique d’Aalen-Johansen (Aalen et Johansen, 1978) utilise l’ex-
pression des matrices de transition sous forme de produit intégral (1.9) et l’estimateur de
Nelson-Aalen (1.29) pour déduire un estimateur des probabilités de transition tel que pour
tout s, t ∈ T avec s ≤ t
p̂ (s, t) = P
τ∈]s,t]
(
Id+ dÂ (τ)
)
, (1.30)
où Â (t) =
(
Âhj (t)
)
h,j∈S
correspond à la matrice des estimateurs de Nelson-Aalen en t. Ces
dernières étant des fonctions en escalier, l’expression (1.30) se simpliﬁe en un simple produit,
comme pour l’Équation (1.10). Il s’agit d’un estimateur dit plug-in dans le sens où il est obtenu
en remplaçant la valeur des matrices d’intensité cumulée par leur estimateur. Par ailleurs, il
est une stricte généralisation de l’estimateur de Kaplan-Meier, et possède tout comme lui de
bonnes propriétés asymptotiques (cf. Annexe 1.5.4). Les intervalles de conﬁance asymptotiques
sont obtenus généralement par bootstrap non-paramétrique (Efron, 1979).
8. Nous omettons volontairement dans cette présentation la taille de l’échantillon pour alléger les notations.
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Prise en compte de variables explicatives. Les modèles multi-états présentent l’intérêt
de pouvoir être conjugués avec les modèles de régression utilisés classiquement dans le cadre
des modèles de survie. Si de nombreux modèles régressifs sont potentiellement applicables, le
modèle multiplicatif de Cox à hasard proportionnel est le plus fréquent Cox (1972). L’intensité
relative à la transition h → j est déﬁnie par
μhj (t |Zhj,i,θ ) = μ0hj (t) exp
(
θ
Zhj,i
)
, (1.31)
où Zhj,i est un vecteur de covariables associées à l’individu i (constantes ou variables avec
le temps) et μ0hj (·) une fonction d’intensité de base, paramétrique ou indéterminée (cf. An-
nexe 1.5.5 pour plus détails). De nombreuses extensions et alternatives sont possibles, comme le
modèle additif d’Aalen (Martinussen et Scheike, 2006). L’estimateur des intensités cumulées
de base μ0hj peut être estimé paramétriquement ou non-paramétriquement (modèle semi-
paramétrique) comme décrit ci-dessus. Pour un modèle semi-paramétrique, les paramètres
de régression sont estimés en décomposant la vraisemblance du modèle en une composante
ne dépendant que de μ0hj et une autre, appelée vraisemblance partielle de Cox, ne dépen-
dant que du terme exponentiel. Les intensités de transition de base sont alors estimées par
le biais de l’estimateur de Breslow (Andersen et al., 1993) qui est dérivé de l’estimateur de
Nelson-Aalen (1.29).
La prise en compte de variables latentes peut s’eﬀectuer par le biais de modèles de fragilité
(Hougaard, 1995; Duchateau et Janssen, 2007) comme dans le cadre l’analyse de survie
μhj (t |Zhj,i,θ ) = μ0hj (t)ω exp
(
θ
Zhj,i
)
, (1.32)
où ω est une variable aléatoire positive de fragilité 9.
Déclinaison pour les modèles à risques concurrents. Il est très simple de voir qu’un
modèle à risques concurrents est un cas particulier du modèle markovien. Dans ce contexte, les
probabilités de transition et donc les taux d’incidence se déduisent facilement de l’estimateur
d’Aalen-Johansen. La probabilité de transition estimée e0 → j admet de plus une expression
commode sous la forme d’une somme en utilisant les temps de saut observés tk pour toute
cause et pour tout s, t ∈ T avec s ≤ t et j = e0
p̂0j (s, t) =
∑
{k:s<tk≤t}
⎧⎨⎩ ∏{l:s<tl<tk}
(
1− d0 (tl)
L0 (tl)
)⎫⎬⎭ d0j (tk)L0 (tk)
=
∑
{k:s<tk≤t}
Ŝ (tk)
Ŝ (s)
d0j (tk)
L0 (tk)
(1.33)
avec d0 (t) =
∑
j =e0 d0j (t).
Le Chapitre 2 analysera les approches basées par durées latentes et multi-états pour estimer
non-paramétriquement les taux d’incidence de contrats proposant des garanties en dépendance
lourde par cause de survenance. Ceci permet de mesurer le biais commis par les praticiens lors
de l’emploi de techniques reposant sur l’analyse de survie.
9. Classiquement, une loi log-normale ou gamma est retenue pour simpliﬁer l’inférence du modèle.
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1.3 Inférence statistique en dehors du cadre markovien
Les techniques d’inférence décrites jusqu’ici permettent d’introduire l’ensemble des modèles
markoviens, indépendamment du nombre d’états et du type de transition envisagé. Toutefois,
bien que l’hypothèse de Markov soit classiquement utilisée en assurance de personnes, en
raison de sa commodité ou d’un manque de données, elle est mise en défaut dans la plupart
des contrats de cette branche. En eﬀet, les états qui traduisent une situation où l’assuré est
fragilisé dépendent généralement de l’âge de l’assuré et du temps de séjour dans cet état. Pour
répondre à cette problématique, il convient d’accroitre la ﬂexibilité du modèle en utilisant le
cadre semi-markovien, décrit dans la Section 1.1.3. L’inférence du modèle devient alors plus
complexe.
En s’appuyant sur les mêmes formats de données 10, nous discutons dans cette section
les diﬀérentes approches proposées dans la littérature pour conduire l’inférence de modèles
semi-markoviens homogènes et non-homogènes. Nous passons en revue à la fois les techniques
paramétriques et non-paramétriques, mais nous intéresserons plus spéciﬁquement aux secondes
en lien avec les applications proposées dans cette thèse. Nous distinguons deux cas : celui-où
une seule variable de durée est présente (cas homogène) et le cas où deux variables sont
nécessaires (cas inhomogène).
1.3.1 Estimation avec une seule variable temporelle
La complexité à estimer un modèle semi-markovien dépend de son caractère homogène ou
inhomogène et s’accentue lorsque au moins un état est récurrent, c’est-à-dire un état dans
lequel le processus est susceptible de revenir après l’avoir quitté. Dans cette section, nous
supposons que les intensités de transition ne sont fonction que d’une seule variable temporelle
et qu’au moins une transition dépend de la durée de présence dans l’état. Il est en eﬀet
envisageable de considérer des modèles, où certaines transitions dépendent de la variable
temporelle principale t et d’autres de la durée de séjour Ut.
Estimation d’un modèle sans boucle. Lorsque qu’aucun état n’est récurrent 11, les mé-
caniques d’estimation paramétriques et non-paramétriques, développées dans la cas markovien
s’appliquent (cf. Andersen et al., 1993, Chapitre X). On distingue pour cela les transitions qui
dépendent du temps t et celles qui dépendent de la durée de séjour Ut. Pour chaque transition
h′ → j′ fonction de la durée, il s’agit d’opérer un changement de variable pour les processus
Nh′j′ (t) et Lh′ (t), de sorte que les processus d’intérêt deviennent
N˜h′j′ (Ut) = Nh′j′ (Ut + Th′) et L˜h′ (Ut) = Lh′ (Ut + Th′) ,
où Th′ désigne la date d’entrée dans l’état h′. Ces nouvelles quantités permettent de mesurer
le nombre de transitions h′ → j′, survenues avant la durée Ut, et l’exposition aux risques dans
l’état h′ pour cette durée.
L’inférence non-paramétrique de ce type de modèle peut donc être abordée de la même
manière que celle présentée dans la Section 1.2.3. Cependant, les méthodes retenues, notam-
ment en actuariat, étant à majorité de nature paramétrique, nous détaillons à présent quelques
10. Nous omettons volontairement les approches proposées dans le cadre avec censure par intervalles car
elles n’auront pas directement d’utilité dans cette thèse.
11. On rencontre fréquemment les termes acyclique, sans boucle ou encore progressif pour qualiﬁer ce type
de modèle.
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spéciﬁcations usuelles. Il convient d’ailleurs de noter que ces modèles multi-états sans boucle
permettent de représenter une large gamme de garanties d’assurance de personnes. Ceci a
permis, du fait de la proximité entre modèles markoviens et semi-markoviens, de construire
un cadre commun pour l’estimation paramétrique.
Les intensités de transition μhj (t,θ) (ou de manière équivalent μhj (u,θ) avec u la durée
de présence) peuvent être estimées pour une loi connue (p. ex. Weibull, Gamma, Gompertz-
Makeham, mélanges) de paramètre θ, par maximum de vraisemblance (ou vraisemblance
partielle en présence de censure, cf. Annexe 1.5.2). Quelques exemples en assurance dépen-
dance sont par exemple proposés par Ferri et Olivieri (2000) et Olivieri et Pitacco (2001). Un
cadre fréquemment utilisé et plus ﬂexible qu’une loi usuelle consiste à supposer les intensi-
tés constantes par morceaux (modèle de Poisson), telles que pour une décomposition en Khj
segments pour la transition h → j, on a
μhj (t) = μhj,k pour t ∈ ]thj,k−1; thj,k] , k = 1, . . . ,Khj .
Dans ce contexte, l’estimateur du maximum de vraisemblance 12 correspond au ratio nombre
de transitions / exposition pour chaque intervalle de temps sur lequel l’intensité est considérée
constante. L’estimateur
μ̂hj,k =
Nhj (thj,k)−Nhj (thj,k−1+)∫ thj,k
thj,k−1
Lh (τ) dτ
,
est asymptotiquement gaussien, d’écart-type
σhj,k =
√
Nhj (thj,k)−Nhj (thj,k−1+)∫ thj,k
thj,k−1
Lh (τ) dτ
.
Le point le plus complexe réside dans la détermination de la fenêtre temporelle sur laquelle
les intensités sont supposées constantes. Une fois cette question résolue, les probabilités de
transition s’obtiennent aisément pour chaque segment (puisque la solution des équations de
Kolmogorov s’expriment sous forme d’une exponentielle de matrice (1.11)), puis pour n’im-
porte quelle période en appliquant l’équation de Chapman-Kolmogorov (1.4). Cette spéciﬁca-
tion est couramment retenue en actuariat (p. ex. Jones, 1993, 1994) ou en risque de crédit,
comme dans Jarrow et al. (1997) ou Kavvathas (2001) avec une hypothèse d’homogénéité des
transitions.
Une autre spéciﬁcation fréquente consiste à appliquer un modèle linéaire généralisé (GLM)
de Poisson pour régulariser les intensités de transition, qui ont été préalablement supposées
constantes par morceaux. Pour une partition donnée, les intensités calculées selon la méthode
précédente servent alors de référence pour la validation du modèle GLM. Cette méthodologie,
également appliquée aux taux de hasard pour la mortalité 13, consiste à supposer que le nombre
de transitions h → j observées dhj (t) à la date t entière (ou de manière plus appliqué à l’âge
x) est déﬁni par une loi de Poisson, dont le paramètre est obtenu grâce au prédicteur
η
(
E
[
dhj (t)∫ t+1
t Lh (τ) dτ
])
= θ
Zhj,i.
12. Certains auteurs considèrent l’approche avec intensité constante par morceaux comme non-paramétrique.
Nous faisons le choix de la classer comme une méthode paramétrique puisqu’elle n’est pas non-paramétrique
au sens d’une estimation par maximum de vraisemblance.
13. cf. Delwarde et Denuit (2005) et Tomas (2013) pour les techniques de régularisation existantes pour la
mortalité.
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La méthodologie retenue historiquement par le CMIB (Continuous Mortality Investigation
Bureau) au Royaume-Uni (CMIR12, 1991) s’appuie sur ce formalisme. Elle propose un certain
nombre de méthodes faisant oﬃce de référence en actuariat pour estimer les taux de transition
en arrêt de travail et en assurance dépendance (cf. Renshaw et Haberman, 1995; Cordeiro,
2002; Fong et al., 2015, pour quelques applications à diﬀérents types de garantie). Cette
pratique est présentée en détail par Haberman et Pitacco (1998). Notons néanmoins que les
applications qui en découlent sont généralement produites sur des données nationales. Ainsi,
les questions relatives aux eﬀets de la censure, de la troncature et du choix de la fenêtre
sur laquelle les intensités sont supposées constantes ne peuvent être analysées. De plus, ces
données présentant peu de covariables, le terme θ
Zhj,i s’exprime souvent comme une fonction
polynomiale de l’âge de l’assuré.
Estimation d’un modèle avec boucle. Lorsque le modèle multi-états comprend des états
récurrents, le changement de variables sur les processus de comptage présenté infra n’est plus
opérant. En eﬀet, il n’est plus possible de considérer les processus N˜hj comme des semi-
martingales. Toutefois, Gill (1980) étudie ces processus, à la suite de Lagakos et al. (1978),
et parvient à montrer que les techniques, fondées sur la théorie des processus de comptage
et utilisées pour l’inférence non-paramétrique du modèle markovien, peuvent s’appliquer pour
le calcul du noyau semi-markovien homogène (1.13). L’estimateur introduit converge presque
sûrement et est asymptotiquement normal en présence de censure à droite. Il s’écrit en date t
pour la transition h → j
Q̂hj (t) =
∫ t
0
(
1− Ĥh (τ)
) dNhj (τ)
Lh (τ)
, (1.34)
où Hh (u) = P (ΔSk+1 ≤ u | Jk = h) correspond à la fonction de répartition de la durée de
présence dans l’état h et Ĥh (t) à l’estimateur de Kaplan-Meier associé. On remarque que
l’estimateur non-paramétrique du NSM est proche de celui associé aux probabilités de transi-
tion d’un modèle à risques concurrents (1.33). En considérant l’Équation (1.22), Spitoni et al.
(2012) proposent un estimateur pour les probabilités de transition tel que
Ψ̂hj (t) =
∑
m≥0
Q̂
(m)
hj (t) ∗
(
1− Ĥj (t)
)
.
Cet estimateur dispose également de bonnes propriétés asymptotiques, mais ses lois limitent
sont complexes à obtenir.
L’inférence paramétrique de modèles semi-markoviens homogènes est équivalente au cas
markovien. À l’inverse du cas sans boucle, le cadre avec boucle est relativement peu utilisé
dans la littérature appliquée en actuariat. On pourra cependant se reporter à Denuit et Robert
(2007, Chapitres 8 et 9) pour une présentation générale avec un modèle à intensité constante
par morceaux. Notons que cette spéciﬁcation est équivalent à celle retenue par Ouhbi et
Limnios (1999). La mise en œuvre de modèles semi-markoviens homogènes est beaucoup plus
courante en biostatistique et en ﬁabilité, où la pratique consiste à se focaliser sur le noyau
(1.13) plutôt que sur les intensités de transition. Il s’agit alors de spéciﬁer des probabilités
de saut (1.16) et des fonctions de densité (1.18) 14. La très grande majorité des applications
utilisent des distributions courantes pour ces fonctions (p. ex. Foucher et al., 2005, pour une
spéciﬁcation prenant en compte des covariables à partir de la formulation de Cox).
14. De manière équivalente, il est possible de spéciﬁer une loi de probabilité pour la fonction de risque (1.19).
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1.3.2 Estimation avec deux variables temporelles
Les approches développées, notamment pour l’inférence paramétrique des modèles multi-
états, se limitent généralement au cas markovien et semi-markovien homogène. En eﬀet, le
cas semi-markovien non-homogène requiert la spéciﬁcation de lois de probabilité en dimension
deux, pour lesquelles il existe un choix relativement restreint. Pour autant, les modèles semi-
markoviens inhomogènes sont ceux qui correspondent le mieux aux applications actuarielles
et biomédicales. Aussi, la plupart des développements entrepris dans la littérature appliquée
considèrent l’une des deux approches et s’adaptent, si possible, au cas inhomogène en consi-
dérant l’une des deux variables de durée comme une covariable.
Par la suite, nous considérons deux approches : celles fondées sur un noyau ou sur des inten-
sités de transition, et celles s’appuyant sur un calcul direct des probabilités de transition. Dans
le premier cas, il ne sera pas possible de dégager de méthodes d’estimation non-paramétriques
pour ces probabilités. Ceci sera l’objet de la seconde approche.
Approches reposant sur la déﬁnition des intensités. En actuariat, une première mé-
thode, pour adapter les outils markoviens à l’inférence de modèles semi-markoviens inhomo-
gènes, consiste à décomposer les états dépendants de la durée de séjour en multiples sous-états,
correspondant chacun à un intervalle de durée. Cette approche, appelée splitting of state (Ha-
berman et Pitacco, 1998), est très proche de celle retenue pour les modèles phase-type (Govo-
run, 2013). Elle est relativement intuitive, mais présente cependant l’inconvénient de traiter
la durée de séjour en temps discret, ce qui nécessite d’introduire un nombre d’états intermé-
diaires important pour correctement appréhender le phénomène observé. Cette deuxième limite
conduit à ajouter des dimensions supplémentaires au modèle, réduisant de fait les volumes de
données disponibles pour l’estimation.
Une seconde approche, régulièrement envisagée en biostatistique, consiste à utiliser une des
deux variables temporelles, le temps ou la durée, comme une variable explicative. Lorsqu’aucun
état n’est récurrent, la spéciﬁcation de Cox (1.31) dans le cas markovien peut être adaptée,
en choisissant le temps ou la durée comme variable temporelle principale. Cette spéciﬁcation
s’appelle un modèle semi-markovien de Cox (Andersen et Perme, 2008) et prend la forme
générique suivante, si l’on retient par exemple le temps comme variable principale
μhj (t |Zhj,i, Ut,θ ) = μ0hj (t) exp
(
θ0f (Ut) + θ

Zhj,i
)
, (1.35)
où f est une fonction ﬁxée de la durée de séjour, et où μ0hj est déterminée en utilisant un
estimateur paramétrique ou non-paramétrique. Cette seconde voie est intéressante en première
analyse puisqu’elle permet de tester si la transition considérée dépend de la durée de séjour.
Cependant, la spéciﬁcation de Cox peut apparaître trop rigide pour garantir une bonne adé-
quation aux données. Ainsi, il peut être nécessaire d’explorer des modèles de régression plus
avancés.
Dans la même logique, les actuaires recourent fréquemment aux techniques d’inférence
dédiées aux modèles de survie, en décomposant chacun des états et en considérant chacune
des transitions de manière indépendante. Lorsque la transition dépend à la fois du temps
et de la durée de séjour, une des deux variables est considérée comme une covariable pour
permettre la décomposition de l’échantillon en strates, supposées relativement homogènes. Si
l’on prend l’exemple d’un simple contrat d’arrêt de travail à 3 états sans récidive possible
(S = {valide, invalide, décès}), cette méthodologie consiste à bâtir :
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– une table pour l’incidence en invalidité, généralement estimée sur la base de la population
assurée ;
– deux tables de mortalité, une pour les valides et une pour les invalides.
La loi de décès des invalides est soit estimée à partir de la population assurée, soit reprise d’une
table de place, éventuellement aggravée (cf. Pitacco, 2012, pour des exemples de techniques de
modélisation de la mortalité des invalides). Dans le premier cas, le problème posé par les deux
dimensions temporelles à considérer (âge et durée) est alors généralement traité, en divisant la
population observée par âge entier d’entrée en invalidité, puis en estimant, par une approche
paramétrique ou non-paramétrique, la loi de survie de chaque sous-groupe en fonction de la
durée de séjour.
Lorsque le modèle multi-états considéré comprend des états récurrents, il est possible
de proposer une approche similaire au modèle de Cox semi-markovien, en construisant des
estimateurs semi-paramétriques reposant sur l’estimateur du NSM (Dabrowska et al., 1994;
Dabrowska, 1995, 2012).
Plus rarement, certains auteurs considèrent directement une méthode d’estimation para-
métrique, en spéciﬁant les intensités de transition μhj (t, u) ou le noyau en dimension deux.
Elles constituent une alternative au modèle de Cox, en oﬀrant une formulation plus ﬂexible.
Pour la modélisation de l’évolution par phase du Sida, Mathieu et al. (2007) déﬁnissent par
exemple le noyau semi-markovien comme le produit de deux fonctions, l’une dépendant de la
durée u et l’autre du temps t. Pour la construction de matrices de migration en risque de cré-
dit, Monteiro et al. (2006) déﬁnissent des fonctions d’intensité obtenues par la multiplication
d’une première intensité dépendant de t et d’une seconde dépendant de u. Ces deux fonctions
d’intensité, dépendant d’une seule variable temporelle, sont ensuite supposées constantes par
morceaux. Notons que la méthodologie en temps discret proposée par Vasileiou et Vassiliou
(2006) qui consiste à estimer les probabilités de sauts (1.16) et des quantités proches des fonc-
tions de densité (1.18), en comptant le nombre de transitions et les expositions au risque sur
des rectangles de temps et de durée ﬁxés, s’inscrit dans une logique proche de la précédente.
Le Chapitre 3 de cette thèse se concentre sur les techniques d’inférence de modèles multi-
états lorsque l’hypothèse de Markov n’est pas satisfaite, incluant en particulier le cas semi-
markovien. Comme dans le Chapitre 2, nous supposerons disposer de données longitudinales
(et incomplètes) et nous chercherons à développer des techniques non-paramétriques car elles
sont essentielles pour mesurer la qualité d’ajustement aux données d’un modèle paramétrique.
Toutefois, la littérature académique ne prévoit pas d’estimateurs non-paramétriques généraux
dans la cas non-markovien. En revanche, certaines techniques d’inférence ont été développées
en biostatistique pour combler ce manque lorsque le modèle dispose d’une structure simple
(peu d’états et pas de boucle).
Approches reposant sur un calcul de probabilité directe. Un certain nombre de tra-
vaux se focalisent sur un calcul direct des probabilités d’intérêts en présence de censure à
droite indépendante, c’est-à-dire sans passer par une estimation préalable des intensités de
transition. Tout d’abord, Pepe (1991) propose un estimateur de la probabilité de présence
(stage occupation probability) dans un état transient πh (t) = P (Xt = h) à partir de la diﬀé-
rence entre deux fonctions de survie (estimées par Kaplan-Meier). Pour un état quelconque,
Datta et Satten (2001), Datta et Satten (2002) et Glidden (2002) étudient cette probabilité via
l’estimateur d’Aalen-Johansen et démontrent des propriétés asymptotiques. Formellement, la
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quantité obtenu est
π̂h (t) =
∑
j∈S
Lj (0+)
n
p̂hj (0, t) ,
où p̂hj (0, t) correspond à l’estimateur d’Aalen-Johansen des probabilités de transition. Mal-
heureusement, elle peut présenter un biais non négligeable lorsque l’hypothèse de Markov n’est
pas vériﬁée. De plus, ces probabilités permettent de calculer des prévalences 15 qui sont, en
pratique, peu utiles aux actuaires.
Meira-Machado et al. (2006) proposent des estimateurs des probabilités de transition pour
un modèle illness-death sans retour (cf. Figure 1.8) en utilisant des intégrales Kaplan-Meier.
Ces objets, utilisés dans le cadre de l’analyse de survie en présence de censure, permettent
E´tat valide
De´ce`s
Incapacite´
Figure 1.8 – Modèle illness-death.
d’examiner des fonctionnelles de la durée de vie T telles que
S (ϕ) = E [ϕ (T )] =
∫
ϕ (t) dF (t), (1.36)
où F correspond à la fonction de répartition de T et où ϕ est une fonction générique intégrable.
En l’absence de censure, cette intégrale serait évaluée avec un simple estimateur empirique.
En présence de censure à droite indépendante en revanche, il convient de s’appuyer sur l’esti-
mateur de Kaplan-Meier (1.27) qui l’on réexprime, par commodité, sous la forme d’une somme
pondérée
F̂ (t) = 1− Ŝ (t) =
n∑
i=1
Win11{Yi:n≤t} ,
où Win correspond à des poids obtenus à partir de Kaplan-Meier, tels que
Win =
γ[i:n]
n− i+ 1
i−1∏
j=1
(
n− j
n− j + 1
)γ[i:n]
=
γ[i:n]
n
(
1− Ĝ (Yi:n)
) ,
avec Ĝ, l’estimateur de la fonction de survie attachée à la durée de censure C. D’où l’on tire
pour (1.36)
Ŝ (ϕ) =
n∑
i=1
Winϕ (Yi:n). (1.37)
15. Rapport entre le nombre de personnes présentes dans un état et le nombre d’individus dans la population
totale.
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La représentation sous forme de somme est fort utile et permet à Stute (1993) puis Stute
(1995) d’établir la convergence presque sûre de (1.37), ainsi que son théorème central limite.
Cet auteur étend ensuite ses résultats en présence de covariables (Stute, 1996). Il s’agit d’un
formalisme qui trouve des applications avec les modèles de régression (p. ex. Stute, 1999;
Sánchez-Sellero et al., 2005).
En considérant la durée de vie passée dans l’état sain T1 et la durée de vie totale de
l’individu T2, ayant pour fonctions de répartition respectives F1 et F2, Meira-Machado et al.
(2006) expriment les probabilités de transition comme des ratios d’intégrales de Kaplan-Meier
sous la distribution jointe de ces deux variables de durée
p00 (s, t) =
1− F1 (t)
1− F1 (s) , p01 (s, t) =
E [ϕs,t (T1, T2)]
1− F1 (s) et p11 (s, t) =
E [φs,t (T1, T2)]
E [φs,s (T1, T2)]
, (1.38)
où ϕs,t (u, v) = 11{s<u≤t,v>t} et φs,t (u, v) = 1 {u≤s,v>t}. Dans cette approche, les deux variables
T1 et T2 sont censurées par un unique processus C. Compte tenu de la forme du modèle, T1
ne peut-être censurée si T2 ne l’est pas. Cette observation permet d’appliquer les propriétés
asymptotiques des intégrales Kaplan-Meier en considérant T1 comme une covariable. On re-
marque d’ailleurs que ces résultats requièrent que le support de T2 soit inclus dans celui de
C. Des raﬃnements de cette technique sont proposés dans Amorim et al. (2011). En outre, la
prise en compte de covariables et d’une loi de censure non-informative est développée via une
approche IPCW dans Meira-Machado et al. (2014).
Dans le Chapitre 3, cette méthodologie sera étendue à une classe plus large de modèles
multi-états acycliques (sans retour), dont l’aspect général est présenté à la Figure 1.9, en s’ap-
puyant sur des modèles à risques concurrents bivariés. Plus précisément, ce type de modèle
multi-états comprend deux étapes que nous décomposerons en deux modèles à risques concur-
rents : le premier concerne les transitions émanant directement de l’état initial a0 ; le second
apparaît lorsqu’un individu atteint un état intermédiaire e1, . . . , em1 et résulte de toutes les
transitions provenant de celui-ci. Nous étudierons alors, dans le Chapitre 3, la construction
d’estimateurs pour des fonctionnelles sous la distribution jointe de ces deux modèles à risques
concurrents puis montrerons comment en déduire des estimateurs directs pour les probabilités
de transitions, semblables à (1.38).
Toutefois, nous verrons que ce type d’estimateur peut-être délicat à manipuler. En eﬀet, si
l’hypothèse de Markov est vériﬁée ou que la durée de séjour dans un état a "peu d’eﬀet" sur les
probabilités de transition, ils peuvent présenter des biais signiﬁcatifs lorsque leurs résultats sont
comparés à ceux obtenus avec l’estimateur d’Aalen-Johansen. Cette situation peut d’ailleurs
n’apparaître que localement. Pour répondre à cette problématique, nous chercherons à mettre
en œuvre des outils de mesure de la dépendance locale entre la survie d’un individu et sa durée
de vie en bonne santé.
1.3.3 Modèles à risques concurrents bivariés
Dans cette section, nous présentons brièvement le cadre des modèles à risques concurrents
bivariés. Notons que la généralisation au cas multivarié s’obtient sans diﬃculté. Ce type de
spéciﬁcation a été introduit en biostatistique au début des années 2000 pour examiner les
causes de décès, notamment celles ayant une explication génétique, au sein de familles (au
sens large ou simplement de jumeaux). Une présentation d’ensemble de cette question est
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Figure 1.9 – Exemple de modèle multi-états acyclique.
par exemple disponible dans l’ouvrage de Klein et al. (2013, Chapitre 27), auquel nous nous
référons.
Les études antérieures se focalisaient principalement sur l’étude de durée de vie multiva-
riées et sur les facteurs de risque commun qui peuvent exister au sein d’une famille. Dans
cette littérature, la prise en compte de la dépendance entre individus d’une même famille, en
présence de censure à droite individuelle, se mesure généralement à partir l’estimateur non-
paramétrique du tau de Kendall τ (Wang et Wells, 2000). Celui-ci s’écrit, par exemple pour
un couple
τ = 4
∫ ∫
F (x, y) dF (x, y)− 1 ,
où F est la fonction de répartition bivariée des deux durées de vie considérées. Les chercheurs de
cette discipline se référent également au ratio de hasard conditionnel (conditional hazard ratio)
introduit par Oakes (1989). Cet indicateur permet de donner une mesure de la dépendance
locale entre les durées de vie étudiées. Les modèles statistiques utilisés pour appréhender
cette dépendance s’appuient couramment sur l’utilisation de copules (p. ex. Nelsen, 2006),
archimédiennes en particulier, ou de modèles à fragilité partagée 16 (p. ex. Hougaard, 1995).
Dans le cas le plus fréquent où une copule archimédienne est retenue, l’adéquation aux données
s’eﬀectue généralement à partir de l’estimateur du tau de Kendall ou sur des versions non-
16. Dans la plupart des cas d’ailleurs, la fragilité retenue suit une loi Gamma, ce qui la relie à la copule de
Clayton-Oakes.
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paramétriques 17 du ratio de hasard conditionnel (Chen et Bandeen-Roche, 2005). Le lecteur
intéressé pourra se référer à Lopez (2012) et Gribkova et Lopez (2015) pour des méthodes non-
paramétriques utilisant des estimateurs de la fonction de répartition bivariée, de la densité de
copule et de la copule empirique.
Bandeen-Roche et Liang (2002) comptent parmi les premiers chercheurs à s’intéresser aux
modèles à risques concurrents bivariés. Ces travaux, comme la plupart de cette littérature,
se focalisent sur la construction de mesures d’association entre diﬀérentes durées de vie par
cause. Nous introduisons la durée de vie d’un individu T1 (resp. T2) et V1 (resp. V2) la variable
indiquant la cause de sortie. La fonction de survie jointe est notée S. On introduit également
la fonction de densité jointe par cause
ghj (x, y) = lim
(Δx,Δy)→0
1
ΔxΔy
P (x ≤ T1 ≤ x+Δx, y ≤ T2 ≤ y +Δy, V1 = h, V2 = j) . (1.39)
On déﬁnit alors le ratio de hasard conditionnel par cause (conditional cause-speciﬁc hazard
ratio)
θhj (x, y) =
S (x, y) ghj (x, y)(∫∞
y
∑
l∈S ghl (x, τ)dτ
) (∫∞
x
∑
l∈S glj (τ, y)dτ
) . (1.40)
Cette mesure permet d’évaluer localement le niveau d’association entre deux individus pour
les causes de décès respectives h et j. Lorsque θhj (x, y) > 1 (resp. < 1) alors le risque qu’un
individu décède de la cause h en x est supérieur (resp. inférieur) si le second décède de la cause
j en t plutôt que s’il a survécu à la date y 18. Bandeen-Roche et Liang (2002) présentent une
méthode d’inférence paramétrique de cette quantité, basée sur un modèle à fragilité partagée.
Bandeen-Roche et Ning (2008) développent une méthodologie non-paramétrique en supposant,
un peu à la manière du modèle de Poisson pour les intensités, que cette quantité est constante
par morceaux. Ning et Bandeen-Roche (2014) l’estiment en utilisant des régressions logistiques.
En remarquant que le ratio de hasard conditionnel par cause (1.40) se réécrit
θhj (x, y) =
νhj (x, y)
νh0 (x, y) ν0j (x, y)
, (1.41)
avec
νhj (x, y) = lim
(Δx,Δy)→0
1
ΔxΔy
P
(
x ≤ T1 ≤ x+Δx, y ≤ T2 ≤ y +Δy,
V1 = h, V2 = j | T1 ≥ x, T2 ≥ y
)
,
νh0 (x, y) = lim
Δx→0
1
Δx
P
(
x ≤ T1 ≤ x+Δx, V1 = h | T1 ≥ x, T2 ≥ y
)
,
et
ν0j (x, y) = lim
Δy→0
1
Δy
P
(
y ≤ T2 ≤ y +Δy, V2 = j | T1 ≥ x, T2 ≥ y
)
,
Cheng et Fine (2008) proposent un estimateur non-paramétrique de (1.41), basé cette fois-
ci sur la théorie des processus empiriques. Il dispose de bonnes propriétés de convergence.
Toutefois, comme cette quantité est fonction de grandeurs instantanées, proches d’intensités
de transition, les estimateurs proposés nécessitent d’être lissés sur un intervalle ﬁxé de temps.
17. Ces versions ne sont pas non-paramétriques au sens de l’estimateur de maximum de vraisemblance, il
s’agit d’estimateurs s’appuyant sur une hypothèse de constance par morceaux du conditional hazard ratio.
18. le rôle des deux individus est ici complètement réversible.
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Le ratio de hasard conditionnel par cause constitue cependant une mesure de dépendance
trop générale pour être adoptée dans notre cas. Comme le montre la Figure 1.9, le modèle à
risques concurrents bivariés que nous considérons ne permet pas, par déﬁnition, d’interchanger
les rôles des deux processus puisque l’un vient à la suite de l’autre. Nous nous tournons donc
vers des mesures alternatives. Cheng et al. (2007) en fournissent deux :
– le ratio des fonctions d’incidence cumulée
F (hj) (x, y)
F (h) (x)F (j) (y)
,
où le numérateur correspond à F (hj) (x, y) =
∫ x
0
∫ y
0 ghj (u, v) dudv ;
– et le ratio de hasard cumulé ∫ x
0
∫ y
0 νhj (u, v) dudv∫ x
0 νh0 (u) du
∫ y
0 ν0j (v) dv
.
Ces auteurs montrent en particulier les propriétés de convergence du numérateur de ces deux
ratios via la théorie des processus empiriques. Elles sont cependant diﬃciles à interpréter.
Scheike et al. (2010) et Scheike et Sun (2012) mesurent quant à eux l’association entre les
diﬀérentes durées de vie par cause, dans un cadre semi-paramétrique, au moyen d’une fonction
comparant des odds ratio, appelé cross-odds ratio
π(h|j) (x, y) =
odds (T1 ≤ x, V1 = h | T2 ≤ y, V2 = j)
odds (T1 ≤ x, V1 = h) , (1.42)
avec odds (A) =
P (A)
1− P (A) . Ils évoquent la possibilité de les décliner dans un cadre non-
paramétrique, mais ces auteurs n’étudient pas la question. Lorsque les événements {T1 ≤ x,
V1 = h} et {T2 ≤ y, V1 = j} sont indépendants, le ratio π(h|j) (x, y) = 1. Le ratio est supérieur
(resp. inférieur) à 1, si les deux événements sont positivement (resp. négativement) associés.
Ces auteurs mettent en avant la ﬂexibilité de ce ratio pour être combinés à des covariables
et ainsi l’utiliser dans un cadre de régression. Nous retiendrons et adapterons cette grandeur
dans le Chapitre 3 dans un cadre non-paramétrique pour caractériser le lien de dépendance
par cause entre la durée de survie et la durée en bonne santé.
1.4 Le suivi et la gestion des risques de crédit
Dans les deux sections précédentes, nous avons examiné des méthodes d’inférence en temps
continu reposant sur des données dont le formalisme découle des règles de gestion des ﬂux de
sinistres au sein des organismes. Ces techniques permettent d’estimer les probabilités de tran-
sition pour diﬀérents modèles multi-états et présentent un intérêt pour améliorer le processus
de construction de lois d’expérience. Toutefois, ces dernières n’apportent qu’une vision sta-
tique du processus, ce qui peut évidemment conduire à des erreurs importantes lorsqu’il s’agit
de couvrir des engagements de long terme. Nous nous intéressons dans cette section à la
dynamique que peuvent suivre ces probabilités de transition.
1.4.1 Liens entre risques biométriques et risques de crédit
L’appropriation du modèle proposé par Lee et Carter (1992) a conduit à partir du début
des années 2000 a de très nombreux développements concernant la modélisation prospective
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de la mortalité. Comme le remarquent Hunt et Blake (2014) ou encore Currie (2014), les
spéciﬁcations retenues relèvent bien souvent de modèles linéaires généralisés (McCullagh, 1980)
ou non-linéaires généralisés 19, faisant intervenir une relation entre :
– des taux de mortalité ou des taux de hasard, constants par morceaux (par âge et année
calendaire entière) ;
– et l’âge x, le temps calendaire t et l’année de naissance de la cohorte t− x.
Formellement, cette relation peut être représentée pour une population donnée par le prédic-
teur
η
(
E
[
Dxt
Ext
])
= αx +
K∑
k=1
β(k)x κ
(k)
t + β
(0)
x γt−x , (1.43)
où :
– αx capture l’eﬀet de l’âge sur les taux de mortalité ;
– pour K correspondant au nombre de facteurs envisagés par le modèle pour décrire un
eﬀet ﬁxe "âge-période" 20, κ(k)t représente la tendance d’évolution des taux de mortalité
(ou des taux de hasard) et β(k)x permet de les ajuster par âge ;
– γt−x correspond à un eﬀet cohorte, modulé par le facteur β
(0)
x ;
– Dxt correspond au nombre de décès observés sur un segment âge-période donné ;
– Ext correspond à l’exposition aux risques observé sur un segment âge-période donné 21.
Ce formalisme est assorti de contraintes sur les paramètres permettant d’intégrer l’ex-
pertise des démographes, des sociologues ou encore des médecins (Cairns et al., 2008), et
surtout d’assurer l’identiﬁabilité du modèle (plusieurs jeux de paramètres ne pouvant aboutir
à une même valeur du taux de mortalité). Notons cependant que le nombre de paramètres est
relativement important. La projection à partir de ce type de modèles s’opère ensuite en spéci-
ﬁant les dynamiques suivies par les paramètres κ(k)t , k = 1, . . . ,K, et γt−x au moyen de séries
temporelles. Depuis quelques années, les contraintes induites par Solvabilité II ont conduit
à faire évoluer les modèles initiaux, caractérisés par une dynamique simple des coeﬃcients
dans l’Équation (1.43), aﬁn qu’ils puissent mieux appréhender les déformations extrêmes que
peut connaître la tendance d’évolution des taux de mortalité. À titre d’exemple, les travaux
de Plat (2011) et Börger et al. (2014) ont amélioré ces premiers modèles, en complexiﬁant la
dynamique suivie par le terme de tendance régissant l’évolution des taux de mortalité (celui-ci
étant traditionnellement modélisé comme une simple marche aléatoire). Ces évolutions per-
mettent d’opérer un rapprochement entre les travaux empiriques et les modèles de mortalité
stochastiques introduits au cours des années 2000 pour le développement des premiers dérivés
de mortalité et de longévité (p. ex. Dahl et Møller, 2006; Schrager, 2006; Blake et al., 2006).
Si ces évolutions techniques permettent une meilleure prise en compte des risques pour
l’évaluation de la charge en capital, elles n’améliorent cependant pas la gestion des risques de
longévité, dont l’impact est signiﬁcatif pour un portefeuille de produits de rente par exemple.
Pour l’instant, les solutions proposées pour cette gestion se limitent à la mise en œuvre de
19. Ce terme désigne ici des modèles généralisés pour lesquels le prédicteur fait intervenir des termes non-
linéaires, comme dans la spéciﬁcation de Lee et Carter (1992).
20. À titre d’exemple, Plat (2009) considère quatre composantes : un eﬀet global capturant la tendance
générale des taux de hasard, puis 3 eﬀets spéciﬁques touchant les moins de 20 ans, les moins de 60 ans et les
moins de 85 ans.
21. Si le modèle décrit l’évolution des taux de mortalité, le modèle généralisé utilisé supposera que le nombre
de décès suit une loi Binomiale pour laquelle Ext correspond au nombre de personnes vivantes d’âge x en date t.
Si l’on s’intéresse aux taux de hasard, le nombre de décès suivra une loi de Poisson déﬁnie selon une exposition
Ext égale à la somme des temps d’observation de chaque individu sur le rectangle [x, x+ 1]× [t, t+ 1].
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couverture, par le biais de produits dérivés de mortalité ou de longévité, et à l’utilisation
des compensations naturelles (natural hedging) qui peuvent s’opérer au sein de la population
(p. ex. Cox et Lin, 2007; Luciano et al., 2012; Jevtić et Regis, 2015). Le premier mode de
gestion est diﬃcile à mettre en œuvre, compte tenu de la faible liquidité des produits proposés
(p. ex. Bensusan et al., 2012; Biﬃs et al., 2015), et pourraient même être assez ineﬃcace
globalement (Luciano et Regis, 2014). Le second mode reste pour l’instant assez théorique
et requiert de connaître précisément les dynamiques respectives de chaque sous-population
considérée dans le portefeuille de l’assureur. Puisque que les travaux des épidémiologistes et
des démographes 22 tendent à montrer que de forts écarts peuvent apparaître selon les sous-
population considérées, il semble diﬃcile d’orienter la politique de souscription ou de mettre en
place des mécanismes de couverture, lorsque les dynamiques des taux de mortalité modélisées
ne varient qu’en fonction de la cohorte considérée (et éventuellement du sexe). Ce manque de
solutions pratiques, constaté pour la gestion de la mortalité et de la longévité, apparaît de
manière encore plus nette lorsque l’on s’intéresse à la dynamique des probabilités de transition
vers tout autre état que le décès. La réassurance constitue une alternative possible. Cependant,
l’évaluation du risque de base suscitera en pratique les mêmes questions pour le réassureur
que pour la mise en place de produits de titrisation.
Puisque le manque actuel de connaissances et de données constitue un frein important
au développement de techniques de couverture des risques biométriques, il semble nécessaire
que les assureurs puissent disposer de moyens techniques, permettant de se prémunir contre
les chocs systématiques aﬀectant leurs hypothèses. Dans le Chapitre 4, nous étudierons le cas
de l’assurance crédit, pour lequel le suivi individuel des risques couverts permet d’envisager
des mesures correctrices, limitant l’exposition au risque de l’assureur lorsque ceux-ci évoluent
défavorablement. Ce type d’assurance propose une couverture contre le risque de non-paiement
de crédits inter-entreprises et est caractérisé par des facultés importantes de réduction et de
résiliation des garanties pour ajuster dynamiquement la composition du portefeuille. Ainsi,
un suivi régulier et détaillé des risques de crédit couverts permet à l’assureur de se prémunir
contre la survenance de futures sinistres.
Il existe un lien fort entre les risques assurés en assurance de personnes et le risque de
crédit. Pour les premiers, il s’agit de modéliser un risque de décès ou dégradation de l’état de
santé d’une personnes alors que pour le second, on se focalise sur le défaut et le changement de
notation (rating) d’une entreprise. Cette analogie entre ﬁnance et assurance n’est pas nouvelle.
Jarrow et al. (1997) introduisent par exemple des chaînes de Markov homogènes, décrivant les
changements de rating et les défauts d’entreprises pour l’évaluation des Credit Default Swap
(CDS). De même, les modèles de survie et à risques concurrents sont utilisés de longue date
pour la modélisation des remboursements anticipés de crédit (p. ex. Frachot et Gourieroux,
1995). Dans l’autre sens, les modèles de valorisation de produits dérivés de mortalité ou de
longévité s’inspirent directement des modèles à intensité, utilisés pour la valorisation des CDS
(p. ex. Lando, 1998) ou des produits de taux d’intérêt.
Depuis le début des années 2000, les modèles de crédit se sont grandement sophistiqués,
à la demande des banques, avec la mise en place du dispositif Bâle II (Basel Committee on
Banking Supervision, 2004). Deux types de modèles sont usuellement distingués :
– les modèles structurels, introduits par Merton (1974), qui s’appuient sur la valeur de la
ﬁrme pour calculer les probabilités de défaut et de transition. Ce type de spéciﬁcation a
22. cf. discussion dans l’introduction générale de cette thèse ou encore le Chapitre 5 de la thèse de Bensusan
(2010) qui s’appuie sur des données granulaires collectées par l’Insee, mais non-publiques.
49
Chapitre 1. Modèles multi-états en assurance et inférence statistique
connu un grand succès à partir de la ﬁn des années 1990, avec notamment la publication
de modèles (p. ex. CreditMetrics, KMV) construits par des banques et des sociétés
spécialisées dans la gestion des risques (cf. Crouhy et al., 2000, pour une revue) ;
– les modèles à forme réduite qui cherchent directement à estimer les probabilités de
défaut, sur la base des observations de défaut ou des prix de produits ﬁnanciers. La
possibilité pour les banques de mettre en place des modèles internes s’est traduit par
le développement de nombreux systèmes "maison" de scoring, permettant de suivre
l’évolution de la qualité de crédit des sociétés détenues en portefeuille. Incidemment,
cette collecte d’information permet d’alimenter en données les modèles à forme réduite.
Dans cette thèse, nous nous focaliserons sur les approches à forme réduite. Puisque les
méthodes structurelles s’appuient sur des matrices de transition préalablement ﬁxées, les ap-
proches à forme réduire apparaissent de ce point de vue mieux adaptées, lorsque qu’il s’agit
d’étudier la dynamique des matrices de transition et des défauts.
À l’instar des dynamiques de population dont nous avons précédemment parlé, les matrices
de transition ne sont pas statiques. Elles sont cependant plus simples à étudier car les cycles
économiques, auxquelles elles sont reliées (Kim et Nelson, 1998; Crouhy et al., 2000; Nickell
et al., 2000; Bangia et al., 2002), s’observent sur des périodes de temps signiﬁcativement
plus courtes. Elles présentent de plus une certaine hétérogénéité (Kadam et Lenk, 2008),
notamment par secteur d’activité.
Dans le Chapitre 4, nous étudierons un historique de données, enregistrant les diﬀérents
changements de rating et les défauts de ﬁrmes couvertes par une assureur crédit par le biais
d’une approche économétrique. Nous verrons comment la modélisation de ces dynamiques peut
être utile pour aider à la gestion des risques, lorsque les conditions économiques deviennent
défavorables.
1.4.2 Modèles de changements de rating et inférence statistique
Nous introduisons dans cette section le cadre de base des modèles de transition, appelés
chaînes de Markov doublement stochastiques, qui sont utilisés en risque de crédit pour modé-
liser les changements de notation. Dans ce contexte, la chaîne de Markov introduite décrit ce
que l’on peut considérer comme des états de santé d’une entreprise, mesurés selon une échelle
de notation appelée ratings.
Observation en temps discret. À l’inverse des données issues de la gestion des sinistres
et des encaissements de primes (cf. Section 1.2.1), les données recueillies par l’assureur crédit,
que nous étudierons dans cette thèse, proviennent de systèmes dédiés à l’évaluation et au suivi
des risques couverts. Ces systèmes sont mis à jour périodiquement. Ainsi, l’observation des
notations de crédit s’eﬀectue, non pas à la date précise où s’opère la transition, mais lors de
la mise à jour. L’inférence statistique du modèle s’eﬀectue alors sur des données de panel.
Ce mode d’observation comprend, par rapport au cas continu, des diﬃcultés supplémentaires
puisque, si les dates précises de transition ne sont pas connues dans un modèle multi-états, les
nombres de transition et d’états visités entre deux dates sont indéterminés.
Généralités. Dans la suite et aﬁn de rester cohérent avec le Chapitre 4, nous nous plaçons
dans un cadre discret. Nous nous référons notamment à la présentation générale de Gagliardini
et Gouriéroux (2005) et adaptons au cas discret le formalisme proposé par Duﬃe et al. (2007)
et Duﬃe et al. (2009). Une présentation plus générale en temps continu ne comporterait pas
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de diﬃculté particulière ici, en suivant par exemple les développements théoriques proposés
par Jakubowski et Nieweglowski (2010).
En reprenant les mêmes notations que celles introduites à la Section 1.1.2, nous commen-
çons par introduire un processus stochastique càdlàg Z de dimension d, déﬁni sur le même
espace probabilisé que X. La chaîne de Markov X, décrivant l’historique des ratings indivi-
duels d’une entreprise, est déﬁnie conditionnellement au processus Z par le biais d’une matrice
de transition entre deux dates entières t et t+ 1
p (Z (t) ;θ) = (phj (Z (t) ;θ))h,j∈S , (1.44)
telles que les fonctions phj (·;θ) permettent de spéciﬁer, au moyen du vecteur de paramètres θ,
la dépendance entre le processusZ et les probabilité de transition phj (t) = P (Xt = h | Xt+1 = j)
de h vers j. De manière équivalente, il serait possible de déﬁnir les intensités de transition
μ (t,Z (t)), en supposant par exemple qu’elles demeurent constantes entre chaque pas de
temps. Ceci permettrait de réintroduire, en particulier, le modèle à hasard proportionnelle
de Cox. Cependant, spéciﬁer les intensités de transition n’a réellement d’intérêt que lorsque
les intervalles entre les temps d’observation du processus X ne sont pas constants. En eﬀet,
dans le cas contraire et qui nous intéresse, le modèle markovien est équivalent à une série de
modèles multinomiaux, dépendants des observations au pas de temps précédent. L’avantage
d’une spéciﬁcation à base de modèles multinomiaux est qu’il existe une très large gamme de
modèles de régression (Agresti, 2002) pour permettre de s’ajuster aux données.
Par la suite, on suppose que les ﬁltrations, (Ft)t≥0 et (Gt)t≥0, engendrées par les deux
processus X et Z vériﬁent, pour toute date t, Ht = Ft ∨ Gt où (Ht)t≥0 correspond à l’en-
semble de l’information disponible. La formulation retenue conduit directement à généraliser
les processus à intensité stochastique de Cox (Lando, 1998), utilisés pour la valorisation de
produit de dérivés de crédit.
Nous considérons à présent un groupe de n entités, dont le rating X1,t, . . . , Xn,t est calculé
à chaque date t ∈ T . Par souci de simplicité dans cette présentation, nous supposons que le
processus Z est exogène et décrit la dynamique de facteurs macroéconomiques ou ﬁnanciers. Il
serait possible de considérer que ce processus comprend également des covariables individuelles,
mais leur introduction complexiﬁerait ici inutilement les notations. Ainsi, nous nous plaçons
dans un cadre où l’échantillon considéré est homogène. En présence de censure individuelle
à droite Ci, i = 1, . . . , n, telle que Xi et Ci soient indépendants conditionnellement à Z,
l’information observée à une date t pour l’ensemble des individus i est engendrée par l’ensemble
{Xi,τ : i = 1, . . . , n, 0 ≤ τ ≤ t ∧ Ci} .
On note
(
F˜t, t ∈ T
)
la ﬁltration engendrée par cet ensemble. Ainsi, comme pour le cadre
markovien introduit dans la Section 1.2.3, il est possible, en considérant que le processus
de censure est indépendant et non-informatif, de construire le cadre d’inférence statistique du
modèle, en travaillant avec des processus de comptage censurés. Nous introduisons le processus
Ri (t) valant 1 si l’individu i est non-censuré en t, et 0 sinon. Le processus Z est quant à lui
supposé non-soumis à censure. Ainsi, l’information disponible à la date t correspond à
{Z (τ) : τ ≤ t} ∪ {Xi,τ : i = 1, . . . , n, 0 ≤ τ ≤ t ∧ Ci} .
On note
(
H˜t, t ∈ T
)
la ﬁltration engendrée par cet ensemble.
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Deux grands types de modélisation se dégagent dans la littérature économétrique sur la
dynamique des matrices de transition. Dans la première situation, le processus Z décrit un
ensemble de variables observables (on se place dans le cas où celui-ci est prévisible). Dans la
seconde situation, ce processus est à la fois composé de variables observables et de variables
latentes, ces dernières étant appelées couramment fragilités dynamiques depuis les travaux
de Duﬃe et al. (2009). Dans la suite, nous supposons, pour simpliﬁer la présentation et sans
perte de généralité, que le processus Z est une série temporelle (en dimension d) vériﬁant la
propriété de Markov d’ordre 1 (p. ex. un processus autorégressif d’ordre 1).
Inférence avec facteurs observables. Dans le cas où le processus Z est complètement
observable et en supposant que X est doublement stochastique, la vraisemblance (partielle)
du modèle sous H˜t en t peut être séparée en deux composantes telle que
L (X,R,Z; (θ,κ)) = L (Z;κ)L (X,R | Z;θ) , (1.45)
où sous Gt
L (Z;κ) =
t∏
τ=1
f (Z (τ) | Z (τ − 1);κ) ,
avec f (Z (t) | Z (t− 1);κ), la fonction de distribution de Z (t) sachant Z (t− 1) de para-
mètres κ, et
L (X,R | Z;θ) =
t∏
τ=1
n∏
i=1
(
pXi,τ−1Xi,τ (Z (τ − 1) ;θ)
)Ri(τ).
Cette décomposition de la vraisemblance permet d’estimer séparément les deux composantes
par maximum de vraisemblance
κ̂ = argmax
κ
L (Z;θ,κ) et θ̂ = argmax
θ
L (X,R | Z;θ).
Ainsi, le premier terme s’obtient en considérant les techniques d’inférence utilisées dans le
cadre des séries temporelles, alors que pour le second, on se ramène généralement à un modèle
(non-)linéaire généralisé, à l’instar des modèles de mortalité brièvement introduits dans la
Section 1.4.1.
Inférence avec facteurs latents. Les travaux de Das et al. (2007), réalisés sur des obliga-
tions d’entreprises américaines, ont montré que la survenance de défauts conjoints, notamment
en période de crise, ne pouvait être complètement prise en compte par l’utilisation de facteurs
observables (variables macroéconomiques et variables individuelles), comme dans le modèle
double-stochastique décrit ci-dessus. Cette constatation a conduit à ajouter à la précédente
spéciﬁcation des termes de fragilité pour capturer des sources d’hétérogénéité, ainsi que des
dynamiques latentes. La majeure partie des travaux récents (p. ex. McNeil et Wendin, 2007;
Duﬃe et al., 2009; Chava et al., 2011; Koopman et al., 2011, 2012) se focalisent sur l’étude
du défaut obligataire, alors que la dynamique des matrices de transition est nettement moins
étudiées (cf. Wendin, 2006; Koopman et al., 2008; Feng et al., 2008; Stefanescu et al., 2009,
pour quelques exemples). Pour ces dernières, il semble également proﬁtable de considérer des
dynamiques latentes pour capter l’eﬀet de certains chocs extrêmes. Sur des échantillons de
taille plus restreinte, des auteurs comme Chava et al. (2011) se concentrent sur des fragili-
tés non-dynamiques, plus simples à estimer et qui permettent d’analyser la dépendance entre
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plusieurs secteurs d’activité pour le défaut (et le montant du défaut). Ces travaux capturent
ainsi certains eﬀets de contagion entre secteurs d’activités.
On suppose désormais que le processus Z se décompose en deux sous-processus : Z1
qui correspond à un vecteur de variables observables, et Z2 un vecteur de variables non
observables. Ainsi, les probabilités de transition (1.44) sont dépendantes de deux sources
d’incertitude, la première déduite de l’environnement et la seconde qui peut être déterminée
conditionnement aux valeurs prises dans le passé par le processus X. L’information alors
disponible en t est représentée par la ﬁltration
H˜1,t = σ ({Z1 (τ) : τ ≤ t} ∪ {Xi,τ : i = 1, . . . , n, 0 ≤ τ ≤ t ∧ Ci}) = G˜1,t ∨ F˜t ,
alors que l’information complète s’écrit
H˜2,t = σ ({Z2 (τ) : τ ≤ t}) ∨ H˜1,t = G˜2,t ∨ H˜1,t.
Pour permettre une meilleure identiﬁabilité des paramètres du modèle, une hypothèse d’indé-
pendance entre les deux processus Z1 et Z2 est généralement introduite. Ainsi, la chaîne de
Markov X est déﬁnie comme dans la cas précédent à partir de
p (Z (t) ; (θ,κ2)) = (phj (Z1 (t) ,Z2 (t) ; (θ,κ2)))h,j∈S (1.46)
avec θ = (θ1,θ2), où les paramètres θ1 et θ2 permettent de spéciﬁer la relation de dépendance
entre les probabilités de transition et Z = (Z1,Z2). Le vecteur de paramètres κ2 est utilisé
pour spéciﬁer la dynamique de Z2. Dans ces conditions, la vraisemblance (partielle) du modèle
en t peut être à nouveau séparée en deux composantes sous H˜2,t
L (X,R,Z; (θ,κ1,κ2)) = L (Z1;κ1)L (X,R | Z; (θ,κ2)) , (1.47)
où le terme L (Z1;κ1) est identique à celui présent dans l’équation de la vraisemblance sans
facteur latent. Le second terme du produit dans l’Équation (1.47) s’écrit
t∏
τ=1
n∏
i=1
(
pXi,τ−1Xi,τ (Z (τ − 1) ; (θ,κ2))
)Ri(τ).
La détermination des paramètres (θ1,θ2,κ2) requiert de se placer sous la ﬁltration H˜1,t, en
intégrant sur l’ensemble des trajectoires prises par le processus Z2. Ainsi, il s’agit de considérer
le problème du maximum de vraisemblance suivant(
θ̂1, θ̂2, κ̂2
)
= arg max
(θ1,θ2,κ2)
L (X,R | Z1; (θ,κ2)) ,
où
L (X,R | Z1; (θ,κ2))
=
∫ t∏
τ=1
n∏
i=1
(
pXi,τ−1Xi,τ (Z1 (τ − 1) , z2 (τ − 1) ; (θ,κ2))
)Ri(τ)dΨ(z2 (0) , . . . , z2 (t)) , (1.48)
avec Ψ la fonction de répartition de (Z2 (0) , . . . ,Z2 (t)).
Le calcul du maximum de (1.48) requiert la mise en œuvre de techniques d’inférence avan-
cées. Wendin (2006), McNeil et Wendin (2007) ou encore Stefanescu et al. (2009) recourent
à des méthodes bayésiennes pour y parvenir. En temps continu, Koopman et al. (2008) s’ap-
puient sur des techniques de simulation du maximum de vraisemblance. Duﬃe et al. (2009)
utilisent un algorithme espérance-maximum (EM) nécessitant également la mise en œuvre de
techniques bayésiennes.
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Dans le Chapitre 4, nous nous intéresserons au lien qui peut exister entre matrices de
transition et les facteurs macroéconomiques et ﬁnanciers. En eﬀet, alors que l’étude du risque
de crédit obligataire a rencontré un grand succès au cours de la dernière décennie, aucun
travaux à notre connaissance ne s’intéresse à ce lien pour les risques couverts par un assureur
crédit. Ceux-ci sont pourtant diﬀérents des premiers, puisque les risques portés comportent
deux types de défauts : le défaut classique, lié à l’insolvabilité de l’émetteur d’une facture,
mais aussi le défaut appelé protracted qui correspond simplement au non-paiement de la dite
facture. De plus, le portefeuille des assureurs crédit est constitué d’une population d’entreprises
de toute taille, nettement plus diversiﬁée que les portefeuilles obligataires généralement étudiés
et qui comprennent des titres émis par des sociétés de taille plus importantes. De ce point de
vue, il se rapproche d’avantage des portefeuilles de prêts détenus par les banques de détails
(p. ex. Dietsch et Petey, 2002; Malik et Thomas, 2012). Caja et Planchet (2014) ont étudiés
l’impact d’un modèle à deux périodes (un cycle haut et un cycle bas), dans lequel le niveau des
matrices de transition évolue, selon la période et le nombre de défauts constatés. Cependant
leur application ne permet pas de relier les deux périodes à une situation économique donnée.
En étudiant la relation entre le cycle économique et le niveau des matrices de transition,
nous chercherons à utiliser ces réﬂexions pour la mise en œuvre de stress tests, comme outil
de pilotage des risques. Pour ce faire, nous utiliserons un modèle s’appuyant sur une chaîne
de Markov doublement stochastique, où nous nous limiterons à la prise en compte de fac-
teurs observables uniquement. En eﬀet, si l’utilisation de modèles avec fragilité dynamique
est pertinente pour améliorer les prédictions des modèles de crédit, en particulier lorsqu’il
s’agit d’évaluer un niveau de quantile extrême, ils sont pour le praticien diﬃcile à appréhen-
der et à décliner dans une logique de stress tests réguliers. De ce point de vue, notre approche
apparaîtra comme un bon compromis en terme de complexité.
1.5 Annexes
1.5.1 Illustration numérique en présence de risques concurrents
Cette annexe propose une application numérique sur données simulées visant à illustrer le
niveau de biais qui peut être introduit lorsque les techniques d’analyse de survie (estimateur
Kaplan-Meier) sont utilisés à tort pour l’estimation de modèle à risques concurrents.
Considérons pour cela un modèle à risques concurrents comprenant deux causes dont les
durées de vie latentes, T1 et T2, sont supposées distribuées selon des lois exponentielles de
paramètres respectifs λ1 et λ2. Nous supposons que ces deux lois sont liées par le biais d’un
copule de Clayton de paramètre θ telle que pour deux dates (t1, t2)
P (T1 > t1, T2 > t2) = Cθ (P (T1 > t1) ,P (T2 > t2))
=
(
P (T1 > t1)
−θ + P (T2 > t2)−θ − 1
)−1/θ
.
Cette relation traduit une dépendance de queue à gauche et donc une plus forte probabilité
pour ces deux causes d’entrée en interaction pour des valeurs de (t1, t2) basses. Nous introdui-
sons également un processus de censure à droite indépendant, déﬁni selon une loi exponentielle
de paramètre λC = 135 . Trois cas sont considérés par la suite :
– Cas 1 : λ1 = 110 et λ2 =
1
10 ;
– Cas 2 : λ1 = 125 et λ2 =
1
10 ;
– Cas 3 : λ1 = 150 et λ2 =
1
10 .
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Deux hypothèses de dépendance sont testées pour chacun de ces cas : une hypothèse de faible
dépendance (θ = 0, 001) et une hypothèse forte (θ = 0, 8). La situation avec faible dépendance
permet de mesurer l’écart de déﬁnition entre la fonction de répartition par cause, obtenues par
Kaplan-Meier (1.27) (1-KM), et l’estimateur de la fonction d’incidence cumulée (1.28), estimée
non-paramétriquement à partir de l’estimateur d’Aalen-Johansen (1.33) (AJ). La seconde
situation mesure l’eﬀet supplémentaire de la dépendance entre les causes. Dans la suite, nous
illustrons l’écart entre ces estimateurs et procédons pour chaque cas à une simulation de 10 000
individus.
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La Figure 1.10 compare l’écart entre les deux estimateurs pour le premier cas. Lorsque les
durées latentes suivent des lois identiques, l’estimateur 1-KM majore fortement AJ à partir de
la date t = 5 environ, alors que le second est dominant avant cette date. L’introduction d’une
hypothèse de dépendance entre les causes conduit à atténuer l’écart entre 1-KM et AJ.
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(a) Niveau de dépendance faible (θ = 0, 001).
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(b) Niveau de dépendance fort (θ = 0, 8).
Figure 1.10 – Comparaison dans le Cas 1 des estimateurs des fonctions d’incidence cumulés
(trait plein) et des fonctions de répartition (pointillé) de T01 (à gauche) et T02 (à droite)
estimées par Kaplan-Meier. La Figure (a) correspond à θ = 0, 001 et la Figure (b)
correspond à θ = 0, 8.
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La Figure 1.11 correspond au Cas 2. Dans cette situation, les sorties dues à la cause V = 2
surviennent majoritairement plus tôt, ce qui a pour eﬀet de limiter l’exposition au risque
pour la cause V = 1 et de rendre dominant l’estimateur AJ pour la cause V = 2. Avec une
dépendance forte entre les deux causes, les écarts observés pour la Figure 1.11b s’accentuent.
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(a) Niveau de dépendance faible (θ = 0, 001).
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(b) Niveau de dépendance fort (θ = 0, 8).
Figure 1.11 – Comparaison dans le Cas 2 des estimateurs des fonctions d’incidence cumulés
(trait plein) et des fonctions de répartition (pointillé) de T01 (à gauche) et T02 (à droite)
estimées par Kaplan-Meier. La Figure (a) correspond à θ = 0, 001 et la Figure (b)
correspond à θ = 0, 8.
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Dans le Cas 3 (Figure 1.12), les sorties dues à la cause V = 2 surviennent bien plus tôt
que celle dues à la cause V = 1. Nous observons donc les mêmes phénomènes que pour la
Figure 1.11 mais avec une amplitude plus importante.
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(a) Niveau de dépendance faible (θ = 0, 001).
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(b) Niveau de dépendance fort (θ = 0, 8).
Figure 1.12 – Comparaison dans le Cas 3 des estimateurs des fonctions d’incidence cumulés
(trait plein) et des fonctions de répartition (pointillé) de T01 (à gauche) et T02 (à droite)
estimées par Kaplan-Meier. La Figure (a) correspond à θ = 0, 001 et la Figure (b)
correspond à θ = 0, 8.
1.5.2 Vraisemblance du modèle markovien
L’inférence de modèles multi-états markoviens (mais aussi semi-markoviens) utilise la théo-
rie des processus de comptage. Une présentation détaillée du lien entre processus multi-états
et théorie des processus de comptage ainsi que la construction de la vraisemblance du modèle
est fournie dans l’ouvrage Andersen et al. (1993, Chapitres II et III). Saint Pierre (2005) en
fournit également un bon résumé.
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Sur l’espace probabilisé (Ω,A,P), nous considérons le processus de comptage multivarié
N associé au processus markovien X en date t ∈ T tel que
N (t) = (Nhj (t))h,j∈S ,
où Nhj (t) correspond au nombre de transitions de h vers j en date t. Nous notons (Nt)t∈T , la
ﬁltration naturelle du processus N . En introduisant Lh (t) = 11{Xt=h}, il est possible de faire
le lien entre le processus de comptage N et le processus markovien X en faisant appel aux
fonctions d’intensité cumulée (1.6). En eﬀet (Andersen et al., 1993, Theorem II.6.8), le pro-
cessus de comptage admet pour compensateur Λ selon la ﬁltration (Ft = σ (X (0)) ∨Nt)t∈T
tel que pour h, j ∈ S
Λhj (t) =
∫ t
0
Lh (τ) dAhj (τ), h = j.
Dans le cas où A est absolue continue, Λ le sera aussi et s’écrit
Λhj (t) =
∫ t
0
Lh (τ)μhj (τ) dτ, h = j.
Vraisemblance en l’absence de censure. En l’absence de censure, la vraisemblance com-
plète associée au processus N s’écrit, conditionnellement à l’état initial, à l’aide du produit
intégral
LT = P
t∈T
⎛⎜⎜⎜⎝ ∏
h,j∈S
h =j
(dΛhj (t))
ΔNhj(t)
⎛⎜⎜⎝1− ∑
h,j∈S
h =j
dΛhj (t)
⎞⎟⎟⎠
1−∑h,j∈S
h =j
ΔNhj(t)
⎞⎟⎟⎟⎠ , (1.49)
avec ΔNhj (t) = Nhj (t)−Nhj (t−).
Dans le cas d’un modèle paramétrique, le processus A est généralement supposé absolu-
ment continu pour permettre une spéciﬁcation des intensités de transition, c’est-à-dire que
l’on déﬁnit μhj (t) = μhj (t,θ) pour toute transition h → j et pour un vecteur de paramètre
θ. Ainsi, l’expression de la vraisemblance (1.49) se réécrit plus simplement
LT (θ) =
⎛⎜⎜⎝∏
t∈T
∏
h,j∈S
h =j
(Lh (t)μhj (t,θ))
ΔNhj(t)
⎞⎟⎟⎠ exp
⎧⎪⎪⎨⎪⎪⎩−
∫
T
∑
h,j∈S
h =j
Lh (τ)μhj (τ,θ) dτ
⎫⎪⎪⎬⎪⎪⎭ , (1.50)
Vraisemblance avec censure. Soit C une variable venant censurer à droite le processus
N . On introduit le processus R tel que pour tout t ∈ T
R (t) = 11{t≤C}.
L’information désormais disponible en date t après introduction de la variable de censure est
résumée par la ﬁltration
Fct = Ft ∨ σ (R (τ) , τ ≤ t) ⊇ Ft.
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Puisque l’information est censurée, les transitions survenant au-delà de la date de censure ne
sont pas observées. Le processus de comptage observé, appelé processus de comptage censuré
à droite et noté N c, est donné tel que pour la transition h → j
N chj (t) =
∫ t
0
R (τ) dNhj (τ).
Par ailleurs, le nombre présence de l’individu dans l’état h devient
Lch (t) = R (t)Lh (t) .
Dans la suite, nous supposerons que le processus de censure R est prévisible par rapport
(Fct )t∈T et qu’il est :
– indépendant, c’est-à-dire que le processus Λ reste le compenseur de N par rapport à
(Fct )t∈T . Le processus N c admet donc pour compensateur Λc par rapport à (Fct )t∈T tel
que pour toute transition h → j
Λchj (t) =
∫ t
0
R (τ) dΛhj (τ) ;
– non-informatif.
La propriété d’indépendance traduit le fait que l’événement de censure ne signiﬁe pas une
modiﬁcation de l’intensité du processus. En d’autres termes, un individus subissant l’événe-
ment de censure présente le même risque de connaître une transition qu’un individu non-
censuré. Dans ces circonstances, la vraisemblance du modèle censuré est déﬁnie en introdui-
sant la notion de vraisemblance partielle du processus N c. Par souci de simplicité, nous ne
détaillons pas dans cette annexe la manière de construire cette quantité. Il serait nécessaire
pour cela d’introduire une notion supplémentaire, appelée processus ponctuel marqué N∗, qui
permettrait de représenter conjointement chaque transition et l’ensemble des individus qui
l’expérimentent. La notion de vraisemblance partielle découle alors de l’écriture du processus
N c en fonction du processus ponctuel marqué et de la vraisemblance de ce dernier
L∗T (ϑ, φ) = L
′′
T (ϑ, φ)LcT (ϑ) . (1.51)
Cette vraisemblance est déﬁnie sous la mesure de probabilité Pϑ,φ, faisant intervenir deux
paramètres. Le paramètre ϑ correspond de manière général au paramètre d’intérêt pour déﬁnir
les intensités de transition, alors que φ correspond à un paramètre de nuisance, caractérisant
notamment la censure. L’ensemble de déﬁnition de ces paramètres peut aussi bien être des
espaces euclidiens de dimension ﬁnie, ce qui correspond aux modèles paramétriques, que des
espaces de fonctions, ce qui correspond au cas non-paramétrique. L’écriture de (1.51) fait
apparaître un produit de vraisemblance dont le second correspond à la vraisemblance partielle
du modèle censuré
LcT (ϑ) = P
t∈T
⎛⎜⎜⎜⎝ ∏
h,j∈S
h =j
(
dΛchj (t, ϑ)
)ΔNchj(t,ϑ)
⎛⎜⎜⎝1− ∑
h,j∈S
h =j
dΛchj (t, ϑ)
⎞⎟⎟⎠
1−∑h,j∈S
h =j
ΔNchj(t,ϑ)
⎞⎟⎟⎟⎠ .
(1.52)
On remarque que la vraisemblance partielle (1.52) a la même forme que la vraisemblance du
modèle non-censuré (1.49). Cette caractéristique, découlant de l’hypothèse d’indépendance de
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la censure, est commode car elle permet de considérer la vraisemblance partielle du modèle
censure pour conduire l’inférence statistique du modèle markovien, comme le permet la vrai-
semblance complète (1.49) en l’absence de censure. L’indépendance du processus de censure
permet en eﬀet de préserver les résultats de la théorie asymptotique des modèles paramé-
triques et non-paramétriques obtenus sans censure (cf. Andersen et al., 1993, Chapitre VIII
et Section VI.1.2).
Si l’on suppose de plus que la vraisemblance L′′T (ϑ, φ) ne dépend pas de ϑ alors le processus
R est qualiﬁé de non-informatif. Ceci signiﬁe que le paramètre d’intérêt ϑ est complètement
caractérisé par la vraisemblance partielle du modèle censuré. Lorsque la censure est informa-
tive, cela signiﬁe qu’elle comprend une information sur les intensités des événements d’intérêt.
C’est par exemple le cas dans un modèle où plusieurs causes de décès apparaissent. Si le statis-
ticien ne traite qu’une seule de ces causes et considère les autres comme de la censure, mener
l’inférence du modèle à partir de la vraisemblance partielle LcT (ϑ) peut signiﬁer qu’une partie
de l’information est négligée puisqu’a priori les durées de vie latentes associées à chacune des
causes n’ont pas de raison d’être indépendantes.
1.5.3 Principales propriétés de l’estimateur de Nelson-Aalen
L’étude des propriétés de l’estimateur de Nelson-Aalen (1.29) est généralement conduite en
introduisant le processus 11{Lh(τ)>0}. Puisque les sauts de Nhj ont lieu lorsque Lh est positif,
il se réécrit alors de manière équivalente
Âhj (t) =
∫ t
0
11{Lh(τ)>0}
Lh (τ)
dNhj (τ).
Pour un échantillon de taille n > 0, cet estimateur présente des propriétés intéressantes (cf.
Andersen et al., 1993, Section IV.1) récapitulées ci-dessous pour tout h, j ∈ S et pour tout
t ∈ T :
– il est très faiblement biaisé
E
[
Âhj (t)
]
−Ahj (t) = −
∫ t
0
P (Li (τ) = 0)μhj (τ) dτ ;
– il admet pour estimateur de la variance
σ̂2hj (t) =
∫ t
0
11{Lh(τ)>0}
(Lh (τ))
2 dNhj (τ) ;
– en supposant que le ratio
11{Lh>0}
Lh
est localement borné pour h ∈ S et pour n, cet
estimateur est uniformément consistent et asymptotiquement normal tel que
√
n
(
Âhj (t)−Ahj (t)
) L−−−→
n→∞ Uhj (t) ,
où (Uhj)i,j∈S correspondent à des martingales gaussiennes indépendantes, nulles en zéro,
centrées et de fonctions de covariance
Cov [Uhj (t) ,Uhj (s)] =
∫ t∧s
0
μhj (τ)∑
l∈S
P (X (0) = l) · plh (0, τ)dτ.
L’estimateur de la variance est particulièrement utile puisqu’il permet de construire des
intervalles de conﬁance ponctuels ainsi que des bandes de conﬁance sur un intervalle de temps,
et donc un encadrement du risque lié aux ﬂuctuations d’échantillonnage.
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1.5.4 Principales propriétés de l’estimateur d’Aalen-Johansen
Pour un échantillon de taille n > 0, l’estimateur d’Aalen-Johansen (1.30) constitue une
généralisation de l’estimateur de Kaplan-Meier. Il est, comme lui, doté de bonnes propriétés
(cf. Andersen et al., 1993, Section IV.4). En eﬀet, pour tout h, j ∈ S et pour tout s, t ∈ T
avec s ≤ t :
– il est biaisé positivement ;
– sous les mêmes hypothèses que celles introduites pour l’estimateur de Nelson-Aalen, il
est uniformément convergent et asymptotiquement normal
√
n (p̂ (s, ·)− p (s, ·)) L−−−→
n→∞
∫ ·
s
p (s, τ) · dU (τ) · p (τ, ·) ,
oùU = (Uhj)h,j∈S correspondent à des martingales gaussiennes vériﬁant Uhh = −
∑
j =h
Uhj ,
nulles en zéro, indépendantes, centrées et de covariance
Cov [Uhj (t) ,Uhj (s)] =
∫ t∧s
0
μhj (τ)∑
l∈S
P (X (0) = l) · plh (0, τ)dτ.
Concernant la variance et la covariance de l’estimateur d’Aalen-Johansen, il est possible de
déﬁnir deux estimateurs. Le premier dérive directement de l’estimateur d’Aalen-Johansen et le
second est de type Greenwood, au sens de l’estimateur de la variance du même nom introduit
pour l’estimateur de Kaplan-Meier (Klein et Moeschberger, 2003). Bien que le second soit
plus simple à manipuler, son utilisation n’est pas permise dans un cadre semi-paramétrique.
Le premier estimateur est déﬁni tel que pour tout h, j ∈ S et pour tout s, t ∈ T avec s ≤ t,
par
Ĉov [p̂hj (s, t) , p̂lm (s, t)] =
∑
k∈S
∑
q =k
∫ t
s
⎡⎣ p̂hq (s, τ) p̂lq (s, τ) (p̂kj (τ, t)− p̂qj (τ, t))× (p̂km (τ, t)− p̂qm (τ, t)) 11{Lq(τ)>0}
(Lq (τ))
2 dNqk (τ)
⎤⎦ .
Il permet de construire des intervalles de conﬁance ponctuels donnant un encadrement du
risque lié aux ﬂuctuations d’échantillonnage. Le second estimateur, de type Greenwood, s’écrit
quant à lui
Ĉov [p̂hj (s, t) , p̂lm (s, t)] =
∑
k∈S
∑
q =k
∫ t
s
⎡⎣ p̂hq (s, τ−) p̂lq (s, τ−) (p̂kj (τ, t)− p̂qj (τ, t))× (p̂km (τ, t)− p̂qm (τ, t)) 11{Lq(τ)>0} (Lq (τ)− 1)
(Lq (τ))
3 dNqk (τ)
⎤⎦ .
1.5.5 Modèle semi-paramétrique de Cox
Les modèles multi-états présentent l’intérêt de pouvoir être conjugués avec les modèles de
régression utilisés dans le cadre de modèle de survie. Une formalisation classique consiste à
présenter l’intensité h → j du modèle en date t sous forme multiplicative (Cox, 1972)
μhj (t |Zhj,i,θ ) = μ0hj (t) exp
(
θ
Zhj,i
)
, (1.53)
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où Zhj,i est un vecteur de covariables associées à l’individu i (constantes ou variables avec
le temps) et μ0hj une fonction d’intensité de base, paramétrique ou indéterminée. Si de nom-
breux modèles régressifs sont potentiellement applicables, notamment les extensions du modèle
multiplicatif de Cox ou du modèle additif d’Aalen (Martinussen et Scheike, 2006), nous nous
limitons ici au modèle multiplicatif à hasard proportionnel (1.53). Cette dénomination pro-
vient du fait que le ratio des intensités propres à deux individus ne dépend pas de la fonction
μ0hj .
L’inférence statistique d’un modèle purement paramétrique pouvant être réalisée en maxi-
misant la vraisemblance (1.50), nous présentons dans cette annexe les grandes lignes de l’es-
timation semi-paramétrique du modèle de Cox en s’appuyant sur (Andersen et al., 1993,
Chapitre VII). Dans ce contexte, il s’agit d’estimer non-paramétriquement la fonction μ0hj (·)
et déterminer ensuite le vecteur de paramètres θ. Comme précisé pour la Section 1.2, nous
nous plaçons dans le cadre où les données sont censurées à droite par un processus indépendant
et non-informatif, même si nos notations n’y font pas référence explicitement.
Pour un échantillon de taille n > 0, l’estimateur des intensités cumulées de base, appelé es-
timateur de Breslow et dérivé de l’estimateur de Nelson-Aalen (1.29), s’écrit pour la transition
h → j sous la forme suivante
Â0hj (t) =
∫ t
0
11{Lh(τ)>0}
S
(0)
hj (τ,θ)
dNhj (τ). (1.54)
avec S(0)hj (t,θ) =
n∑
i=1
exp
(
θ
Zhj,i
)
Lh,i (t).
En remplaçant A0hj par son estimateur (1.54) dans l’expression (1.50) de la vraisemblance
(partielle), on a
LT (θ) =LCox (θ)
×
⎛⎜⎜⎝∏
t∈T
n∏
i=1
∏
h,j∈S
h =j
(
11{Lh(t)>0}dNhj (t)
)ΔNhj,i(t)
⎞⎟⎟⎠
× exp
⎧⎪⎪⎨⎪⎪⎩−
∫
T
∑
h,j∈S
h =j
11{Lh(τ)>0}dNhj (τ)
⎫⎪⎪⎬⎪⎪⎭ ,
où le premier terme est appelé vraisemblance (partielle) de Cox
LCox (θ) =
∏
t∈T
∏
h,j∈S
h =j
⎛⎝exp (θ
Zhj,i)
S
(0)
hj (t,θ)
⎞⎠ΔNhj,i(t). (1.55)
On note que le second et le troisième terme de la vraisemblance ne dépendent pas de θ.Ainsi,
la détermination de ce paramètre est eﬀectuée en maximisant la vraisemblance (partielle) de
Cox (1.55). Les estimateurs ainsi obtenus sont asymptotiquement eﬃcaces et leur variance
asymptotique, utilisée pour construire des intervalles de conﬁance asymptotiques, est déduite
de l’inverse de la matrice d’information de Fisher.
63
Chapitre 1. Modèles multi-états en assurance et inférence statistique
Par analogie de construction avec l’estimateur d’Aalen-Johansen (1.30), l’estimateur des
matrices de probabilité de transition est ensuite obtenu pour l’individu i en écrivant que pour
tout s, t ∈ T avec s ≤ t
p̂ (s, t | Zhj,i) = P
τ∈]s,t]
(
Id+ dÂ0
(
τ | Zhj,i, θ̂
))
exp
(
θ̂


Zhj,i
)
, (1.56)
où Â0 =
(
Â0hj
)
i,j∈S
correspond à la matrice des estimateurs de Breslow. Cet estimateur
dispose de propriétés de normalité asymptotique qui sont dérivées de celles de l’estimateur
d’Aalen-Johansen par application de la méthode Delta.
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Chapitre 2
Construction de lois d’expérience en
présence d’événements concurrents
Ce chapitre présente la mise en œuvre de méthodes d’estimation non-paramétriques dans
le cadre de modèles multi-états markoviens avec censure pour construire des lois d’expérience
applicables en présence de plusieurs événements concurrents. Cette situation se présente en
pratique en assurance dépendance lorsqu’il est nécessaire de distinguer les lois d’incidence par
pathologie. Aussi, plutôt que d’appliquer des techniques utilisées usuellement par les prati-
ciens, consistant à observer marginalement chaque cause d’entrée en dépendance, l’approche
décrite permet d’estimer globalement l’ensemble des lois d’entrée par cause et de correctement
appréhender l’interdépendance entre chacune d’elle. Ce chapitre fournit une comparaison des
résultats obtenus par ces deux approches au niveau de la provision à constituer aﬁn de pouvoir
justiﬁer l’approche marginale, plus simple à mettre en œuvre en pratique.
Ce chapitre s’appuie sur l’article de Guibert et Planchet (2014), coécrit avec Frédéric
Planchet et publié dans le Bulletin Français d’Actuariat 27, vol. 13, p 5-28.
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2.1 Introduction
L’assurance dépendance permet d’oﬀrir une couverture ﬁnancière en cas de perte d’auto-
nomie ou de mobilité entrainant des diﬃcultés pour accomplir des actes de la vie quotidienne.
En France, elle s’adresse aux personnes âgées reconnues partiellement ou totalement dépen-
dantes et vient compléter les aides publiques, majoritairement sous forme de rente forfaitaire.
Le lecteur intéressé pourra consulter les travaux de Courbage et Roudaut (2011) pour davan-
tage de précisions concernant le dispositif français ou la thèse de Plisson (2009) concernant le
développement de ce marché dans l’Hexagone. La description des contrats d’assurance dépen-
dance et l’examen des problématiques de tariﬁcation et de provisionnement associées ont fait
l’objet de nombreux développements dans la littérature actuarielle (cf. Haberman et Pitacco,
1998; Deléglise et al., 2009). Ils s’appuient généralement sur l’utilisation de modèles multi-
états markoviens ou semi-markoviens (Denuit et Robert, 2007; Christiansen, 2012), à l’instar
des modèles utilisés en assurance incapacité-invalidité. Ces derniers sont en eﬀet d’avantage
justiﬁés puisque la mortalité des assurés dépendants est à la fois une fonction de l’âge et de
la durée de maintien. Dans ce chapitre, nous intéressons plus particulièrement aux techniques
permettant d’estimer l’incidence en dépendance.
La construction de bases d’expérience adaptées à la dépendance est être un exercice parti-
culièrement délicat, du fait d’une part, des faibles volumes observés jusqu’à aujourd’hui pour
ce risque par les assureurs et, d’autre part de son caractère évolutif (Ferri et Olivieri, 2000;
Olivieri et Pitacco, 2001; Rickayzen et Walsh, 2002). Une diﬃculté supplémentaire émerge par
ailleurs avec l’arrivée des dispositifs Solvabilité II et IFRS qui demandent la conception de
bases d’expérience présentant un certain degré de réalisme, d’homogénéité et de ﬁdélité par
rapport aux spéciﬁcités de l’assureur.
Ces diﬃcultés amènent les assureurs à s’interroger sur des techniques de construction de
tables, notamment non-paramétriques (cf. Tomas et Planchet, 2013, pour la construction de
lois de survie en dépendance), tant en amont qu’en aval de l’entrée en dépendance. Dans ce
chapitre, nous nous intéressons plus spéciﬁquement à la construction de lois d’expérience me-
surant la survenance de la dépendance lourde. Il s’agit d’un phénomène résultant de la surve-
nance de pathologies liées à l’âge (maladies neuro-dégénératives, aﬀections cardio-vasculaires,
cancers, etc.) qui constituent des causes concurrentes qu’il peut être nécessaire de distinguer
puisqu’elles témoignent d’une réelle hétérogénéité et que certains contrats appliquent des délais
de carence par type de pathologie dans le but de limiter le risque d’anti-sélection.
Dans ce contexte, il est légitime de recourir à des modèles à risques concurrents pour éva-
luer les taux d’incidence vers les diﬀérentes causes d’entrée. Une littérature abondante traite
de l’inférence de ce type de modèle, en particulier des approches reposant sur les durées de
maintien latentes (Prentice et al., 1978) ou sur des modèles à hasard proportionnel, comme
le modèle classique de Fine et Gray (1999). Ces dernières sont notamment utilisées en biosta-
tistiques pour estimer la fonction de répartition de la durée vie latente relative à une cause
d’intérêt en particulier (en générale la survenance d’une maladie). Dans un cadre actuariel,
et bien que ces techniques aient l’avantage d’une certaine simplicité, elles restent d’un intérêt
limité puisqu’elles se focalisent sur des grandeurs qui n’interviennent pas directement dans le
calcul des provisions techniques et des primes.
Dans la pratique , il est relativement courant en assurance de personnes que les actuaires
utilisent, par commodité, des techniques d’analyse de survie, en utilisant une hypothèse d’in-
dépendance, pour inférer les lois des durées de vie latentes et en déduire des probabilités
d’incidence. Elles sont alors construite à partir des données de l’assureur, soit en estimant
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séparément les taux d’incidence bruts par Kaplan-Meier (Kaplan et Meier, 1958), soit par po-
sitionnement relativement à une référence externe. Ces choix peuvent apparaître critiquables
puisqu’ils ne permettent pas de correctement appréhender l’interdépendance entre les durées
latentes. Les techniques employées sont donc susceptibles de générer des biais provenant d’une
part, de l’hypothèse d’indépendance qui n’est probablement pas vériﬁée (Tsiatis, 1975; Prentice
et al., 1978; Beyersmann et al., 2011), et d’autre part dû fait que, par déﬁnition, l’estimateur
de Kaplan-Meier n’est pas approprié pour évaluer des probabilités d’incidence. Concernant le
second point, Gooley et al. (1999) relèvent l’utilisation de pratiques similaires dans le domaine
des sciences médicales pour lesquelles ils signalent observer des biais signiﬁcatifs. Pour corriger
cet eﬀet, certains praticiens en assurance réintroduisent parfois une structure de dépendance
arbitraire à base de priorités entre chacune des lois latentes. Toutefois, puisque les durées de
survie sont latentes, la forme de la structure de dépendance les reliant n’est pas identiﬁable
(Andersen et Keiding, 2012). Cette problématique est similaire à celle rencontrée par les utili-
sateurs de l’estimateur dit graphic-copula de Zheng et Klein (1995) : la copule introduite pour
estimer les lois de survie latentes ne peut être testée (cf. Carrière, 1994; Kaishev et al., 2007;
Lo et Wilke, 2010, pour quelques exemples d’applications).
À l’instar des travaux de Czado et Rudolph (2002) et de Helms et al. (2004), nous choi-
sissons donc d’aborder cette problématique d’inférence à partir d’un modèle multi-états (An-
dersen et al., 2002), en proposant des estimateurs tenant compte du phénomène de censure
indépendante à droite, observé sur les données. Cette approche permet entre autres de fournir
une estimation des taux d’incidence en dépendance directement manipulables pour la tari-
ﬁcation et le provisionnement. Nous comparons cette approche avec celles utilisées par les
praticiens et examinons dans quelle mesure une approche plus simple s’appuyant sur l’estima-
tion des durées de maintien latentes pourrait se justiﬁer.
Ce chapitre s’organise de la manière suivante. La Section 2.2 précise les notations du
modèle et met en exergue les quantités d’intérêts pour le calcul des provisions techniques. Dans
la Section 2.3, les méthodologies d’estimation non-paramétrique sont décrites. La première
utilise le cadre classique des modèles multi-états tandis que la seconde s’appuie sur les durées
de maintien latentes. Une application numérique sur un portefeuille de contrats dépendance
est ensuite présentée dans la Section 2.4. Elle s’attache en particulier à évaluer le risque
d’estimation associé à la mise en œuvre de l’approche multi-états pour construire des lois
d’expérience. La Section 2.5 conclut l’étude.
2.2 Modélisation
Cette section présente le cadre de base permettant de modéliser l’incidence d’un contrat
dépendance en présence de risques concurrents.
2.2.1 Notation
Sur un espace probabilisé (Ω,A, P ), l’état occupé par l’assuré est représenté par d’un pro-
cessus markovien non-homogène (Xt)t≥0, muni de sa ﬁltration engendrée (Ft)t≥0, et supposé
continu à droite avec limite à gauche. Ce processus prend ses valeurs dans un espace d’états
S = {e0, e1, . . . , em} ﬁni, où e0 correspond à l’état de "cotisant" ou de "valide" et ej corres-
pond à la "j-ème cause de sortie" pour j = 1, . . . ,m. Les transitions possibles entre ces états
sont représentées par le schéma de la Figure 2.1.
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e1
e0
em
...
...
Figure 2.1 – Modèle multi-états associé à l’incidence en dépendance.
Comme il est classique de le faire dans la littérature relative aux modèles multi-états
(Andersen et al., 1993, Chapitre 2), nous caractérisons le processus (Xt)t≥0 à partir de ses
probabilités de transition
p0j (s, t) = P (Xt = j |Xs = e0 ) pour 0 ≤ s ≤ t, j ∈ S , (2.1)
et des intensités de transition (ou taux de hasard) associés, déﬁnis tels que pour tout t ≥ 0
μ0j (t) = lim
Δt→0
p0j (t, t+Δt)
Δt
pour j = e0 ,
μ00 (t) = −
∑
j =e0
μ0j (t) .
Les fonctions d’intensité cumulée de transition correspondantes sont alors obtenues pour
tout t ≥ 0 et j ∈ S via
A0j (t) =
∫ t
0
μ0j (τ) dτ pour j = e0 ,
A00 (t) = −
∑
j =e0
A0j (t) .
(2.2)
D’autre part, en notant T la durée totale de maintien dans l’état "valide" et V = XT l’état
du modèle à cet instant, nous introduisons les fonctions d’incidence cumulée déﬁnies pour tout
t ≥ 0 par
F (j) (t) = P (T ≤ t, V = j) , pour j = e0 , (2.3)
auxquelles, nous associons les durées de maintien latentes T0j = inf
t≥0
{X (t) = j} pour j = e0
qui vériﬁent
T = min
j =e0
(T0j) .
Ces quantités sont des durées latentes puisqu’en pratique, elles entrent en concurrence les unes
avec les autres et seule la durée correspondant à la cause qui se matérialise est susceptible
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d’être observée. Par ailleurs, nous remarquons que les fonctions d’incidence cumulée s’écrivent
également pour tout t ≥ 0
F (j) (t) = p0j (0, t) =
∫ t
0
p00 (0, τ) · μ0j (τ) dτ, pour j = e0.
2.2.2 Provisions techniques
La déﬁnition des provisions techniques d’un contrat d’assurance conditionne les diﬀérents
états que peut occuper un assuré pendant la période de couverture de la police. En eﬀet, le
déclenchement d’une prestation ou l’arrêt du paiement des cotisations sont conditionnées par
la transition d’un état prédéﬁni vers un autre.
De le cas simpliﬁé d’un modèle à risques compétitifs, l’expression des ﬂux futurs actualisés
associés à un assuré toujours valide en date t ≥ 0 et d’âge x+ t à cette date s’écrit (Haberman
et Pitacco, 1998; Christiansen, 2012)
Λx (t) =
∑
j =e0
∫ +∞
t
δ (τ)
δ (t)
cj (x+ τ) dN0j (τ)
−
∫ +∞
t
δ (τ)
δ (t)
11{Xx+τ=e0}b (x+ τ) dτ,
(2.4)
où cj (x) représente les prestations versées à l’âge x en cas de survenance de la j-ème cause de
sortie, N0j (t) le processus comptant le nombre de ces sorties et b (x) correspond à la prime
versée tant que l’assuré demeure dans l’état "valide" 1. Le coeﬃcient d’actualisation et le prix
d’un zéro-coupon s’écrivent de manière classique à partir du taux sans risque (rt)t≥0 tel que
pour tout 0 ≤ t ≤ T
δ (t) = exp
(
−
∫ t
0
rτdτ
)
et B (t, T ) = Et
[
δ (T )
δ (t)
]
.
Dans la suite, nous nous intéresserons à la provision best estimate associée à un contrat en
considérant l’espérance de (2.4) et en supposant que des ﬂux de primes et de prestations sont
indépendants du risque de taux
E [Λx (t) |Xx+t = e0] =
∑
j =e0
∫ +∞
t
B (t, τ) · p00 (x+ t, x+ τ) · μj (x+ τ) · cj (x+ τ) dτ
−
∫ +∞
t
B (t, τ) · p00 (x+ t, x+ τ) · b (x+ τ) dτ.
(2.5)
L’Équation (2.5) peut s’écrire en temps discret sous la forme suivante pour t ∈ N
E [Λx (t) | Xx+t = e0] ≈
∑
j =e0
+∞∑
k=t
B (t, k + 1) p00 (x+ t, x+ k) qj (x+ k) cj (x+ k)
−
+∞∑
k=t
B (t, k) p00 (x+ t, x+ k) b (x+ k) ,
(2.6)
où qj (x) = p0j (x, x+ 1) = P (x < T ≤ x+ 1, V = j |T > x). Aussi, l’évaluation de la pro-
vision best estimate requiert-elle de réaliser l’estimation des lois de survie p00 (x, x+ 1) et
d’incidence qj (x) pour tout j ∈ S.
1. Dans un souci de simplicité, nous négligeons la capacité de réduction que procurent certains contrats.
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2.3 Estimation des taux d’incidence bruts
Cette section décrit une méthode d’estimation reposant sur une formulation multi-états
pour le calcul des taux d’incidence en dépendance et reprend les éléments essentiels d’une
méthodologie plus simple, utilisée par les praticiens, s’appuyant sur les durées de maintien
latentes. Les deux approches ainsi proposées tiennent compte du fait que les observations en
dépendance font l’objet d’une censure à droite et d’une troncature à gauche indépendantes.
Ces techniques se distinguent des modèles de régression poissoniens ou binomiaux, décrits
par le CMIR12 (1991) ou par Denuit et Robert (2007, Section 2.6), très utilisés en science
actuarielle mais destinés à des données plus agrégées.
2.3.1 Estimation multi-états
La théorie des processus de comptage et celle des martingales permettent d’introduire dans
le cadre markovien l’estimateur de Nelson-Aalen des intensités de transition cumulées (2.2)
et l’estimateur d’Aalen-Johansen des probabilités de transition (2.1). Pour une présentation
théorique de ces estimateurs et de leurs principales propriétés, le lecteur intéressé pourra se
reporter à Andersen et al. (1993, Sections IV.1 et IV.4) ou Andersen et Keiding (2002).
En présence de données longitudinales, les données observées sont individuelles et en partie
incomplètes. Dans notre étude, il s’agit d’un phénomène C de censure à droite non-informatif
(p. ex. censure administrative). Ainsi, les durées de maintien T des assurés ne sont pas com-
plètement observées. À la place, nous observons les grandeurs suivantes
Y = T ∧ C et γ = 1 {T≤C}.
Par conséquent, l’observation d’un individu i au sein d’un échantillon de taille n est caractérisée
par
(Yi, γi, γiVi) , i = 1, . . . , n.
Les n individus sont considérés indépendants et identiquement distribués. En notant Yi:n la
statististique d’ordre i des réalisations de Y et
(
γ[i:n], V[i:n]
)
les valeurs de (γi, Vi) associée à
Yi:n, l’estimateur des intensités cumulées de transition (2.3) s’écrit sous la forme d’une somme
Â0j (t) =
∑
{i:Yi:n≤t}
γ[i:n]11〈V[i:n]=j}
L0 (Yi:n)
pour tout j = e0, t ≥ 0. (2.7)
où L0 (t) correspond au nombre d’individus valides présents en date t ≥ 0 en t. De cette ma-
nière, l’estimateur des taux d’incidence bruts s’écrit à partir de l’Équation (2.7). En adaptant
l’expression de l’estimateur d’Aalen-Johansen (Andersen et al., 1993, Section IV.4.1.7) au cas
particulier d’un modèle à risques concurrents, il est possible d’estimer les taux d’incidence par
q̂j (t) =
∑
{i:t<Yi:n≤t+1}
Ŝ (Yi:n)
Ŝ (t)
γ[i:n]11〈V[i:n]=j}
L0 (Yi:n)
pour tout j = e0, t ≥ 0 . (2.8)
À ce titre, il convient de noter que les taux de maintien dans l’état "valide" p00 (x, x+ 1) sont
naturellement estimés à partir de l’estimateur de Kaplan-Meier de la fonction de survie S de
la durée T
Ŝ (t) =
∏
{i:Yi:n≤t}
(
1− 1
L0 (Yi:n)
)γ[i:n]
.
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Les propriétés asymptotiques de l’estimateur (2.8) permettent de construire des intervalles
de conﬁance asymptotiques. De plus, il présente l’avantage d’autoriser une prise en compte
de covariables (le sexe serait par exemple un critère de segmentation pertinent selon Gauzère
et al. (1999)) en faisant l’hypothèse d’un modèle à hasard proportionnel (Andersen et al.,
1993, Section VII.2).
2.3.2 Estimation par méthode marginale
Nous présentons à présent l’approche que retiennent couramment les praticiens pour esti-
mer les taux d’incidence. Elle s’appuie sur les durées de vie latentes T0j , estimée marginalement
à partir de techniques issues de l’analyse de survie. Dans ce contexte, la principale probléma-
tique relative à l’analyse de ces durées latentes provient du fait que la structure de dépendance
les reliant n’est pas identiﬁable et ne peut être estimée. En eﬀet, elles sont en réalité un ar-
tefact de calcul car elles ne peuvent être directement observées. Ainsi, dans la pratique, les
durées de vie latentes sont couramment supposées indépendantes, ce qui permet d’écrire tout
t ≥ 0 et j = e0
Sj (t) = P (T0j > t) = exp
(
−
∫ t
0
μ0j (τ) dτ
)
. (2.9)
L’expression (2.9) permet d’avoir P (T > t) =
∏
j =e0 P (T0j > t) et de satisfaire l’Équa-
tion (2.3). En segmentant l’échantillon observé par cause de sortie, la quantité (2.9) est alors
utilisée pour estimer les taux d’incidence tels que
q̂∗j (t) = 1−
Ŝj (t+ 1)
Ŝj (t)
, (2.10)
où Ŝj est l’estimateur de Kaplan-Meier de Sj .
L’hypothèse d’indépendance n’étant généralement pas valable, les praticiens n’introduisent
pas une structure de dépendance sous forme de copule mais remédient à cette problématique
en introduisant des priorités entre les diﬀérents estimateurs de q∗j (t). Plus précisément pour un
ordre de priorité (ou permutation) quelconque P =
(
1 2 . . . m
j1 j2 . . . jm
)
, les taux d’incidence
qj (t) sont estimés pour tout t ≥ 0 et j = e0⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

q j1 (t) = q̂
∗
j1 (t)

q j2 (t) = q̂
∗
j2 (t) ·
(
1− q̂∗j1 (t)
)
· · ·

q jm (t) = q̂
∗
jn (t) ·
m−1∏
k=1
(
1− q̂∗jk (t)
)
. (2.11)
L’expression (2.11) réintroduit de manière arbitraire un lien de dépendance entre les lois
de durée de maintien latentes et permet de vériﬁer pour tout t ≥ 0 la relation
1−
m∑
k=1

q jk (t) =
m∏
k=1
(
1− q̂∗jk (t)
)
= p̂00 (t, t+ 1) . (2.12)
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Ainsi, la loi de maintien dans l’état "valide" est indiﬀérente au choix de la permutation P . De
surcroît, l’estimateur des taux d’incidence q j pour j = e0 est compris, quel que soit l’ordre de
priorité retenu, entre les deux bornes b−j et b
+
j déﬁnies telles que pour tout t ≥ 0
b−j (t) = q̂
∗
j (t) ·
∏
k =j
k =e0
(1− q̂∗k (t)) ≤ q j (t) ≤ q̂∗j (t) = b+j (t) (2.13)
Enﬁn, notons que la borne b+j est parfois appelée probabilité de transition partielle (Andersen
et al., 1993, Exemple IV.4.1) et correspondrait au taux d’incidence estimé si une seule cause
de sortie était considérée.
2.4 Application numérique : construction des lois d’incidence
en dépendance
Cette application numérique se propose d’illustrer les résultats obtenus en utilisant la
méthodologie d’estimation multi-états décrite dans la sous-Section 2.3.1 sur la population
d’un contrat d’assurance dépendance. Après avoir lissé les résultats grâce à la méthodologie de
Whittaker-Henderson, nous les comparons à ceux obtenus avec l’approche marginale décrite
dans la sous-Section 2.3.2 et examinons les écarts entre les deux méthodes en termes de
provisions techniques. L’évaluation réalisée est eﬀectuée à partir du logiciel R (R Core Team,
2015) et plus particulièrement du package mstate développé par De Wreede et al. (2011).
Cette application n’aborde pas davantage la problématique du choix des méthodes de
lissage susceptibles d’être retenues. Toutefois, ce point peut être approfondi en se reportant
à la récente thèse de Tomas (2013) et aux références bibliographiques reprises par l’auteur,
à l’ouvrage classique de Loader (1999) ou l’article de Müller et Wang (1994) concernant le
lissage de l’estimateur de Nelson-Aalen par une méthode de noyau.
2.4.1 Données
La base utilisée provient de l’observation de données individuelles relative à un contrat
d’assurance dépendance français entre 1998 et 2010 sur la plage d’âges [65; 90] ans. Le choix
de la période d’observation est motivé par la stabilité de l’acceptation tout au long de cette
période. Cet échantillon comprend approximativement 210 000 assurés pour lesquels 68 %
sont censurés à droite avant leur entrée en dépendance. Cette censure est administrative, et
peut être considérée comme non-informative. Lors de l’entrée en dépendance lourde, l’assureur
identiﬁe la cause du changement d’état, qu’il regroupe en 4 grandes classes de pathologies :
(1) Pathologie neurologique (hors démences mais y compris accidents vasculaires cérébraux),
(2) Cancer en phase terminale, (3) Démence (y compris maladie d’Alzheimer) (4) Pathologie
diverse (en particulier les pathologies rhumatismales). De plus, un assuré valide peut sortir du
contrat à la suite d’un décès ou d’une résiliation. Les contrats réduits sont considérés comme
censurés. Ces six événements constituent alors autant de causes concurrentes qui sont résumées
dans le Tableau 2.1.
En moyenne, l’entrée en dépendance survient autour de 80 ans avec un écart-type d’environ
cinq ans. Le décès sans dépendance est provoqué par des causes qui ne sont pas observées dans
cette étude, survenant en moyenne deux ans avant l’entrée en dépendance, ce qui indique que
le décès censure les causes d’entrée en dépendance de manière assez importante. La résiliation
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Table 2.1 – Description des causes d’entrée en dépendance.
Âge de survenance
Causes Nombre assurés Part de femmes Moyenne Médiane Écart-type 1er quartile 3ème quartile
1 Pathologie neurologique 2, 535 58.74% 79.58 79.98 5.71 76.04 83.68
2 Cancer en phase terminale 1, 598 48.75% 77.62 78.09 6.75 73.18 82.23
3 Démence 6, 161 71.40% 81.32 81.68 5.04 78.12 84.96
4 Pathologie diverse 2, 553 66.43% 82.35 82.81 5.23 79.35 85.98
5 Décès sans dépendance 32, 029 48.67% 78.07 78.58 6.63 73.82 82.90
6 Résiliation 21, 373 63.83% 68.40 68.41 7.31 63.29 73.54
Note : Cette table présente les statistiques descriptives associées à la population d’assurés par causes concurrentes.
se produit en moyenne plus en amont et devrait avoir moins d’impact sur l’estimation des
taux d’incidence en dépendance. Nous remarquons de plus, comme cela pouvait être attendu,
que la prédominance féminine est plus importante pour les pathologies de type démence.
La détermination des causes d’entrée en dépendance est intéressante pour la tariﬁcation
et le provisionnement car les contrats prévoient généralement des délais de carence diﬀérents.
Toutefois, nous ne disposons malheureusement pas de plus d’information pour pouvoir contrô-
ler la mise en œuvre du codage des causes d’entrée par les gestionnaires de sinistres lors de
la réception d’un dossier. Ce point est problématique puisqu’un biais dû à une possible hété-
rogénéité de la règle de codage pourrait apparaître avec le temps. Celui-ci pourrait provenir
de l’avancée des techniques et des recommandations médicales ainsi que de la subjectivité
des médecins-conseils, notamment dans la gestion des assurés poly-pathologiques. Il convient
également de souligner que cette classiﬁcation ne fait pas apparaître les pertes d’autonomie
consécutives à un accident ou encore ne distingue pas les pathologies coronariennes des pa-
thologies rhumatismales ce qui peut limiter l’extrapolation de ces résultats à des applications
médicales. Dans une moindre mesure, la non-identiﬁcation de certains décès, survenus avant
l’entrée en dépendance, et identiﬁés comme des résiliations (si l’assureur ne reçoit pas l’acte
de décès de l’assuré) peut artiﬁciellement majorer le taux de résiliation, en particulier aux
grands âges.
2.4.2 Estimation et lissage des taux d’incidence par le modèle multi-états
Dans un souci de simplicité, nous choisissons de présenter les résultats agrégés pour l’en-
semble de la population. Le sexe étant en pratique une variable signiﬁcative, nous décomposons
les résultats selon ce critère en Annexe 2.6.1. La Figure 2.2 présente les taux d’incidence bruts
obtenus en appliquant l’estimateur de Nelson-Aalen (2.7) puis celui d’Aalen-Johansen (2.8)
aux données. Ces estimations sont encadrées par un intervalle de conﬁance ponctuel de ni-
veau α = 95% calculé en considérant l’approximation suivante (Andersen et al., 1993, For-
mule(4.1.22)
q̂j (x) exp
(
±Φ−1
(α
2
) σ̂j (x)
q̂j (x)
)
,
pour l’âge x ∈ [[65; 90]], pour tout j = e0. Φ−1 (u) correspond au quantile d’ordre u d’une
loi normale centrée réduite et σ̂2j (x) (Andersen et al., 1993, Formule (4.4.16)) correspond à
l’estimateur de la variance de q̂j (x).
L’examen des taux bruts ainsi estimés laisse apparaître un niveau d’incertitude plus impor-
tante au-delà de 85 ans. Sans surprise, les probabilités d’entrée en dépendance sont croissantes
avec l’âge et demeurent relativement faibles en dehors des causes 2 et 4. À l’inverse, les taux
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Figure 2.2 – Taux d’incidence en dépendance estimés selon l’approche multi-états. Les
bandes grises représentent les intervalles de conﬁance à 95 %.
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de résiliation sont décroissants avec l’âge. Ce dernier point peut en particulier être expliqué
pour partie par le codage de certains décès en résiliations.
Un lissage de ces taux bruts est appliqué à partir du modèle de Whittaker-Henderson
(Planchet et Thérond, 2011) dont les paramètres (h, z) sont obtenus en minimisant la combi-
naison linéaire
F + h · S,
où F et S correspondent respectivement à des critères de ﬁdélité et de régularité. Ils sont
déﬁnis tels que
F =
l∑
k=1
wk(q̂j (xk)− q˜j (xk))2 et S =
l−z∑
k=1
(Δz q̂j (xk))
2,
où l correspond à largeur de l’intervalle [[65; 90]] et wk le poids de la k-ième observation.
Les paramètres de lissage optimaux sont obtenus en analysant l’erreur de prédiction pour
chaque jeu de paramètres ainsi qu’en eﬀectuant un diagnostic graphique de la qualité de
l’ajustement et des résidus. À ce titre et en fonction des volumes de données sous-jacents,
nous utilisons l’information produite en termes d’erreur de prédiction par les critères suivants
pour x ∈ [[65; 90]] et pour tout j = e0 :
– le critère de validation croisée
1
l
·
l∑
k=1
(
q̂j (xk)− q˜j (xk)
1− inﬂj (xk)
)2
,
– le critère de validation croisée généralisé
l
(l − pj)2
·
l∑
k=1
(q̂j (xk)− q˜j (xk))2,
– l’Akaike information criterion (AIC)
AICj = l · ln
(
l∑
k=1
(q̂j (xk)− q˜j (xk))2
)
+ 2 · pj ,
– l’AIC corrigé
AICj +
2 · pj · (pj + 1)
l − pj − 1 ,
où pj correspond au nombre de degrés de liberté du lissage non-paramétrique de la j-ième
transition, inﬂj (x) correspond à l’inﬂuence de l’âge x dans le lissage et q˜j (x) correspond au
taux d’incidence lissé (cf. Tomas, 2011, pour davantage de précisions concernant les notions de
degré de liberté et d’inﬂuence dans un cadre de régression non-paramétrique). Les paramètres
de lissage retenus ainsi que le nombre de degrés de liberté sont présentés dans le Tableau 2.2.
La Figure 2.3 présente les taux d’incidence lissés par Whittaker-Henderson ainsi que les
résidus et les résidus de Student permettant de détecter les taux bruts extrêmes.
Les taux d’incidence lissés présentent des tendances d’évolution relativement régulières. En
dehors d’un point visiblement aberrant à 90 ans concernant les pathologies neurologiques et
dont le poids a été atténué lors du lissage, l’analyse des résidus et des résidus de Student permet
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Table 2.2 – Paramètres de lissage par le modèle Whittaker-Henderson.
Causes de sortie Degré de liberté h z
Pathologie neurologique 6.59 4 2
Cancer 8.21 6 4
Démence 9.98 4 6
Pathologie diverse 12.09 7 10
Décès 9.98 4 6
Résiliation 5.79 7 2
Note : Cette table fournit les paramètres de lissage obte-
nus par le modèle de Whittaker-Henderson pour chacune
des causes concurrentes ainsi que le degré du lissage.
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Figure 2.3 – Taux d’incidence lissés, résidus et résidus de Student du lissage par causes
concurrentes.
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de faire apparaître les classes d’âges pour lesquelles une force de lissage plus ou moins grande
est appliquée. À l’examen de ces résultats, il apparaît que les taux d’incidence en dépendance
sont davantage lissés au-delà de 85 ans, ce qui se traduit par un risque d’estimation plus
important pour ces âges. Les taux de décès présentent quant à eux un ajustement de bonne
qualité, les âges avec la plus grande incertitude se situant au-delà de 87 ans. Par ailleurs
concernant les taux de résiliation, une force de lissage plus importante est appliquée avant 70
ans et dans une moindre mesure au-delà de 85 ans par rapport aux autres âges.
Un ensemble de tests classiques est ﬁnalement appliqué aﬁn de valider la qualité du lissage.
Le Tableau 2.3 fournit une présentation des résultats de ces tests dont l’examen permet de
conclure à une qualité de lissage satisfaisante.
Table 2.3 – Évaluation de la qualité du lissage.
Pathologie
neurologique Cancer Démence
Pathologie
diverse Décès Résiliation
Résidus de > 2 1 2 2 4 3 3
Student > 3 1 1 1 3 3 0
Kolmogorov- Test 0.08 0.08 0.08 0.08 0.04 0.08
Smirnov p-valeur 1 1 1 1 1 1
χ2 p-value 0.61 0.91 0.69 0.58 0.18 0.59
R2 0.95 0.97 1 1 1 1
Note : Pour chaque cause concurrente, le tableau présente le nombre de résidus de Student strictement supé-
rieurs à 2 et 3, la statistique et la p-valeur du test d’adéquation de Komogorov-Smirnov, ainsi que la p-valeur
du test de χ2 d’indépendance entre les lois observées et lissées. La dernière ligne du tableau présente le calcul
d’un R2 =
∑l
k=1 (q̂ (xk)− q˜ (xk))2(∑l
k=1 q̂ (xk)− q¯ (xk)
)2.
2.4.3 Mesure du risque d’estimation
Ce paragraphe décrit les résultats obtenus par la mise en œuvre d’une approche de type
bootstrap non-paramétrique (Efron, 1979) sur les observations pour mesurer les risques d’esti-
mation. Ces risques apparaissent lors de l’estimation des taux d’incidence bruts et lors du lis-
sage de ces mêmes taux. Pour chaque ré-échantillonnage, l’estimateur d’Aalen-Johansen (2.8)
est réévalué et la procédure de lissage décrite dans la sous-Section 2.4.2 est réappliquée. Pour
cette application, K = 1 000 itérations sont eﬀectuées.
La Figure 2.4 fournit un positionnement de la moyenne des taux d’incidence simulés par
rapport à ceux estimés dans la sous-Section 2.4.2. Elle représente également les intervalles de
conﬁance simulés (quantiles 5% et 95%) aﬁn d’apprécier la robustesse de l’estimation.
Il ressort de l’analyse que la dispersion des taux d’incidence en dépendance excède assez
largement celle des taux de décès ou de résiliation compte tenu du volume de données en jeu.
L’incertitude sur les taux d’incidence en dépendance apparaît signiﬁcative au-delà de 85 ans.
Une manière de quantiﬁer le risque d’estimation associé à chaque âge consiste à introduire le
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Figure 2.4 – Taux d’incidence simulés par bootstrap et intervalle de conﬁance à 95 %
associés.
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coeﬃcient de variation pour tout x ∈ [[65; 90]],
c (ψjx) =
√
1
K
K∑
k=1
(
q˜kj (x)− q˜j (x)
)2
q˜j (x)
j = e0 ,
où q˜kj (x) correspond au taux d’incidence issus du k-ième ré-échantillonnage.
La Figure 2.5 représente les coeﬃcients de variation mesurant le risque d’estimation de
chaque loi d’incidence. Elle permet de détecter la présence d’un risque d’estimation signiﬁcatif
entre 65 et 70 ans qui n’était pas visible sur la Figure 2.4.
Pathologie neurologique Cancer
Demence Pathologie diverse
Deces Resiliation
0.05
0.10
0.15
0.20
0.05
0.10
0.15
0.20
0.1
0.2
0.1
0.2
0.3
0.4
0.5
0.01
0.02
0.03
0.04
0.05
0.05
0.10
0.15
65 70 75 80 85 90 65 70 75 80 85 90
Age
C
oe
ffi
ci
en
t
Figure 2.5 – Coeﬃcients de variation des taux d’incidence.
La moyenne des coeﬃcients de variation calculés est récapitulée dans le Tableau 2.4. Il
en ressort qu’un risque d’estimation non négligeable est constaté sur les taux d’incidence en
dépendance, notamment les pathologies diverses.
Enﬁn, le risque d’estimation est étudié en mesurant son impact sur le montant des provi-
sions techniques. Pour cette évaluation, des hypothèses volontairement simplistes sont retenues
aﬁn de donner une meilleure appréciation des résultats au lecteur. À cet eﬀet, nous retenons un
contrat viager réduit prévoyant le versement d’un capital constant d’une unité monétaire en
cas d’entrée en dépendance et utilisons un taux d’actualisation constant de 4, 00 %. Le mon-
tant de provisions techniques est alors évalué à partir de l’Équation (2.6) et la distribution
de Λx (t0) est obtenue en considérant le seul risque d’estimation. Incidemment, une approche
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Table 2.4 – Risque d’estimation moyen sur les taux d’incidence.
Causes de sortie Coeﬃcient de variation moyen
Pathologie neurologique 6.01%
Cancer 7.94%
Démence 6.53%
Pathologie diverse 12.12%
Décès 2.05%
Résiliation 3.76%
Note : Ce tableau fournit la valeur du coeﬃcient de varia-
tion moyen pour chaque cause concurrente.
prenant en compte le risque mutualisable relatif aux ﬂuctuations d’échantillonnage pourrait
aisément être intégré à l’approche bootstrap mise en œuvre ici en considérant la méthodologie
décrite dans Guibert et al. (2010) et appliquée par exemple par Planchet et Tomas (2014).
La Figure 2.6 présente l’estimateur du noyau de la densité Λx (t0) pour diﬀérents âges. Au
regard du faible nombre de tirages eﬀectués, il convient toutefois de préciser que l’analyse des
queues de distributions devra être eﬀectuée avec prudence.
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Figure 2.6 – Distribution des provisions techniques en fonction de l’âge de l’assuré cotisant.
À la lumière de cette analyse, le risque d’estimation apparaît relativement important et
devra être pris en compte avec soin dans l’évaluation des provisions techniques d’une part et
dans le cadre de la gestion des risques d’autre part.
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2.4.4 Comparaison de l’approche multi-états et de la méthode marginale
Finalement, nous présentons une comparaison entre les deux approches décrites dans la
Section 2.3 pour estimer les taux d’incidence bruts. L’objectif est ici de mesurer le biais
introduit par l’utilisation d’une méthode marginale par rapport à l’utilisation d’un modèle
multi-états, théoriquement mieux adapté mais pouvant être plus délicat à manipuler. Au
préalable, les taux d’incidence (2.10) sont estimés à partir de l’estimateur de Kaplan-Meier puis
lissés sur la base du modèle de Whittaker-Henderson en appliquant une procédure similaire à
celle décrite dans la sous-Section 2.4.2.
Les bornes b−j et b
+
j , déﬁnies pour j = e0 par l’équation (2.13) puis lissées, permettant de
matérialiser la plage à l’intérieur de laquelle évoluent les taux d’incidence bruts estimés via
la méthode marginale. La Figure 2.7 positionne cette plage par rapport aux taux d’incidence
bruts et lissés obtenus à partir de l’approche multi-états.
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Figure 2.7 – Positionnement des taux d’incidence multi-états par rapport aux bornes b−j et
b+j .
Il apparaît que les taux d’incidence estimés par l’approche multi-états se positionnent
approximativement au centre de la plage délimitée par les bornes b−j et b
+
j . Ces bornes sont
relativement resserrés en ce qui concerne les taux de décès et de résiliation, signiﬁant que
l’approche marginale introduit ici un écart relativement modeste quelle que soit la convention
retenue dans l’Équation (2.11). L’écartement de ces bornes est en revanche plus important
pour l’incidence en dépendance, notamment en qui concerne les pathologies neurologiques.
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Aﬁn de mesurer de manière plus précise le biais potentiellement introduit par l’approche
marginale, une évaluation des provisions techniques, sur les mêmes hypothèses que celles pré-
cédemment introduites, est eﬀectuée pour diﬀérents permutations P . La Table 2.5 fait état
de quatre permutations testées et représentées ensuite sur la Figure 2.8. Elle permet de posi-
tionner le montant de provisions pour ces diﬀérentes situations par rapport à celle évaluée à
partir de l’approche multi-états.
Table 2.5 – Déﬁnition des permutations testées.
Permutation 1 - Pathologieneurologique 2 - Cancer 3 - Démence
4 - Pathologie
diverse 5 - Décés 6 - Résiliation
P1 6 5 3 4 1 2
P2 3 5 4 2 1 6
P3 1 6 5 2 3 4
P4 1 2 4 3 5 6
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Figure 2.8 – Écarts relatifs sur les provisions entre les méthodes d’estimation marginale et
multi-états.
Il ressort que l’ordre des priorités a un impact relativement limité sur le montant des
provisions techniques, l’écart observé pouvant être positif ou négatif selon les cas. A 65 ans,
l’écart absolu demeure contenu à environ 2, 5 % dans les diﬀérentes situations étudiées puis a
tendance à augmenter avec l’âge. Par ailleurs, cet écart semble plus faible lorsque les priorités
82
2.5. Conclusion
entre les diﬀérentes durées de maintien latentes sont établies de sorte que le décès et la rési-
liation soient positionnés après "au centre" du vecteur de priorité. Dans la mesure où l’écart
reste limité et en répartissant judicieusement l’ordre des priorités entre les diﬀérentes durées
de maintien, il semble possible pour cette application de retenir une approche marginale pour
la construction de lois d’expérience.
2.5 Conclusion
Cette étude présente un cadre pour l’estimation de lois d’incidence en dépendance s’ap-
puyant sur les estimateurs non-paramétriques introduits dans le cadre de modèles multi-états
avec censure. Cette approche n’étant pas habituellement privilégiée par les actuaires en pré-
sence d’événements concurrents, nous mesurons le risque d’estimation qu’elle engendre et
comparons les résultats obtenus à ceux de l’utilisation d’une méthodologie d’estimation sim-
pliﬁée.
Cette méthodologie, à l’inverse de celle construite à partir de durées de maintien latentes,
présente l’avantage d’oﬀrir un cadre plus cohérent en évacuant le problème artiﬁciellement
posé par la structure de dépendance reliant chaque loi latente. Toutefois, si l’utilisation des
modèles reponsant sur les durées de vie latentes est traitée de manière appropriée en termes
d’ordres de priorité, il apparaît en pratique que les lois construites par l’une ou l’autre des
deux approches peuvent conduire à observer des résultats relativement comparables en termes
de provisionnement sur une garantie dépendance.
Finalement, dans le contexte bien précis présenté ici, on peut donc retenir que l’utilisation
d’une approche marginale semble possible pour la construction de table d’expérience, ce qui
semble particulièrement utile dans la mesure où une telle approche est naturellement privilégiée
par le praticien souhaitant répondre aux diﬃcultés posées par de faibles volumes de données à
partir de références externes. Une telle approche peut toutefois conduire à des biais potentiels
non négligeables et croissants avec l’âge, selon le traitement retenu pour les diﬀérentes causes
de sortie.
2.6 Annexes
2.6.1 Estimation des taux d’incidence par sexe
Cette annexe décrit les taux d’incidence estimés par sexe selon l’approche multi-états
présentés en 2.3.1. Ces taux sont représentés sur la Fiqure 2.9. Disposant de suﬃsamment
de données, nous avons privilégiés une estimation par stratiﬁcation selon le sexe puisque
l’hypothèse de proportionnalité de Cox (Cox, 1972) n’est pas satisfaite pour cette covariable
pour chacune des transitions. Par rapport aux taux estimés pour l’ensemble de l’échantillon,
nous remarquons que les probabilités d’entrée en dépendance pour démence sont nettement
plus élevés chez les femmes à partir de 85 ans, comme on pourrait s’y attendre. À l’inverse,
les taux de décès, et dans une moindre mesure l’incidence due à un cancer en phase terminale,
sont aggravés chez les hommes. Les autres probabilités estimées sont globalement équivalentes
entre hommes et femmes.
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Figure 2.9 – Taux d’incidence en dépendance estimés selon l’approche multi-états par sexe.
Les bandes grises représentent les intervalles de conﬁance à 95 %.
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Chapitre 3
Inférence non-paramétrique des
probabilités de transition de modèles
multi-états acycliques à partir
d’intégrales d’Aalen-Johansen
L’étude de l’assurance dépendance nécessite de modéliser la durée de vie d’un indivFsidu
en présence d’événements terminaux et non-terminaux qui peuvent entrer en concurrence.
Dans ce chapitre, nous nous intéressons à l’inférence statistique de modèles multi-états re-
ﬂétant cette situation et nous mettons en avant des estimateurs non-paramétriques pour les
probabilités de transition pertinents, lorsque l’hypothèse de Markov n’est pas vériﬁée. Les es-
timateurs proposés peuvent être vus comme des intégrales d’Aalen-Johansen pour des modèles
à risques concurrents. Nous obtenons ce type de formulation à partir d’une structure associant
deux modèles à risques concurrents pour reproduire le modèle multi-états acyclique qui per-
met de décrire les événements du contrat. Peu d’attention a été portée à ce type d’intégrale
dans la littérature. Nous examinons leurs propriétés asymptotiques en présence de censure à
droite indépendante et de covariables, puis nous discutons les pistes d’amélioration possibles.
Ce cadre permet ensuite de développer une méthodologie pour étudier la dépendance tem-
porelle entre les diﬀérentes durées, introduites dans ce modèle. Nous réalisons également une
étude sur données simulées pour mesurer les performances de nos estimateurs des probabilités
de transition et les comparer à ceux obtenus via l’estimateur d’Aalen-Johansen dans le cas
markovien. Finalement, nous proposons une application numérique reposant sur les données
d’un contrat d’assurance dépendance français, traditionnellement étudié à partir d’un modèle
semi-markovien.
Ce chapitre s’appuie sur l’article de Guibert et Planchet (2015), coécrit avec Frédéric
Planchet et soumis au Scandinavian Actuarial Journal.
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3.1 Introduction
Les modèles multi-états oﬀrent un cadre de modélisation adéquat pour décrire la trajectoire
de vie d’un individu. En biostatistique, (Hougaard, 1999, 2001; Andersen et Keiding, 2002),
ils sont généralement utilisés pour modéliser des transitions entre états, comme la survenance
d’une maladie ou d’un événement grave aﬀectant la survie d’un individu. En risque de crédit
et pour l’étude de la ﬁabilité, ce même cadre permet de représenter la durée de vie d’une
entreprise ou celle d’un objet aux travers de diﬀérents états de dégradation (p. ex. Lando
et Skødeberg, 2002; Janssen et Manca, 2007). Depuis une quinzaine d’années, les modèles
multi-états ont suscité un intérêt croissant dans la littérature actuarielle aﬁn de modéliser
les changements d’états qui déclenchent le paiement de garanties ou l’arrêt du versement des
primes. En assurance de personnes, les modèles s’appuient généralement sur l’hypothèse de
Markov, voire quelquefois adoptent un modèle semi-markovien, pour la tariﬁcation et le pro-
visionnement de contrats (Haberman et Pitacco, 1998; Denuit et Robert, 2007). Récemment,
Christiansen (2012) a donné un large aperçu de l’utilisation de ces outils en assurance, valable
en particulier pour l’assurance dépendance. Cependant les travaux académiques n’abordent
pas toujours les problématiques d’estimation associées à la mise en place de ces modèles.
Lorsque que cette question est étudiée, les données considérées sont généralement issues de
bases nationales, dont le formalisme est diﬀérent des données recueillies par les assureurs,
puisque ceux-ci travaillent sur des observations en temps continu et sont exposés aux pro-
blèmes de données manquantes. De plus, compte tenu des spéciﬁcités des contrats (p. ex. des
périodes de carence ou de diﬀéré), les probabilités de transition relatives aux paiements des
ﬂux futurs peuvent être complexes à calculer, en particulier dans le cas semi-markovien. Si des
simpliﬁcations sont mises en œuvre, les actuaires doivent être en mesure d’évaluer la marge
d’erreur associée.
Dans ce chapitre, nous proposons un cadre d’estimation non-paramétrique fondé sur une
approche multi-états, adaptée à des données longitudinales. Elle considère la présence d’évé-
nements terminaux (p. ex. le décès par cause) et non-terminaux (p. ex. l’entrée en dépendance
pour diﬀérents motifs) : il s’agit donc d’un modèle sans état récurrent. Cette situation permet
d’étudier des garanties d’assurance arrêt de travail sans rechute ou de dépendance lourde.
Nous pensons également que ce cadre peut susciter un intérêt pour les biostatisticiens spé-
cialisés dans l’étude du vieillissement (Varadhan et al., 2014). Lorsque que l’ensemble des
événements sont terminaux, il convient de se référer au cadre des modèles à risques concur-
rents. Cependant, nous considérons dans notre cas que les événements terminaux, comme le
décès, peuvent-être précédés par diﬀérents événements intermédiaires, comme une maladie ou
un accident. Lorsqu’il n’y a qu’un seul événement terminal et un seul événement non-terminal,
il est naturel en biostatistique de se référer au cadre des modèles à risques semi-concurrents
(Fine et al., 2001). L’événement non-terminal étant le phénomène d’intérêt, ce type de modèle
spéciﬁe l’événement terminal comme une source de censure non-indépendante. Il s’agit alors
d’estimer la fonction de survie associée à la durée de vie latente, s’achevant avec l’événement
non-terminal. Pour cela, les chercheurs de ce domaine utilisent fréquemment des estimateurs
de type graphic-copula (Zheng et Klein, 1995). Ces approches présentent cependant un intérêt
limité pour les actuaires, qui étudient à l’ensemble du processus. Des quantités diﬀérentes et
surtout plus précises sont alors regardées. Dans cette optique, les modèles multi-états oﬀrent
un cadre de modélisation global mieux adapté aux besoins des actuaires, en considérant l’en-
semble des transitions entre états (Xu et al., 2010).
L’ajustement d’un modèle multi-états pour l’assurance arrêt de travail et la dépendance
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est régulièrement analysée à partir d’hypothèses que nous pourrions qualiﬁer de fortes. Dans
un souci de simplicité, la plupart des travaux actuariels recourent à l’hypothèse de Markov,
c’est-à-dire qu’ils supposent que les transitions ne dépendent que de l’état présent (p. ex.
Pritchard, 2006; Deléglise et al., 2009; Levantesi et Menzietti, 2012). Cependant, cette hypo-
thèse est inappropriée pour modéliser les transitions à partir d’un état dans lequel la santé
de l’assuré s’est dégradé. À titre d’exemple, la mortalité des individus dépendants est fonc-
tion à la fois de l’âge et de la durée de présence (ou temps de séjour) dans l’état d’invalidité
(Czado et Rudolph, 2002). Un modèle semi-markovien apparaît de ce point de vue bien plus
pertinent. Pourtant, la littérature actuarielle n’aborde que rarement l’estimation de modèles
non-markoviens et se focalise d’avantage sur la régularisation de données agrégées pour l’in-
capacité ou invalidité, par le biais de modèles paramétriques (p. ex. Haberman et Pitacco,
1998, pour l’utilisation du modèle de Poisson). Dans quelques cas particuliers, des techniques
semi-paramétriques sont également employées (p. ex. Czado et Rudolph, 2002, pour une utili-
sation du modèle semi-markovien de Cox). Dans ce contexte, il semble nécessaire de développer
de nouvelles approches, notamment non-paramétriques, pour contrôler la pertinences des hy-
pothèses retenues pour la construction de tables biométriques. Notons qu’avec la mise en
œuvre des principes de Solvabilité II et des normes IFRS, ce besoin apparait de plus en plus
pressant(Tomas et Planchet, 2013; Guibert et Planchet, 2014). Ainsi dans ce chapitre, notre
contribution principale réside dans l’élaboration d’un cadre non-paramétrique, utilisable pour
la construction de ces lois biométriques et pour l’évaluation de l’adéquation aux données de
méthodes paramétriques.
Lorsque l’hypothèse de Markov est vériﬁée, l’inférence non-paramétrique d’un modèle
multi-états en présence de censure indépendante peut être facilement réalisée par le biais
des estimateurs de Nelson-Aalen puis d’Aalen-Johansen (Aalen et Johansen, 1978; Andersen
et al., 1993). Néanmoins, il n’existe pas, à notre connaissance, de cadre général pour estimer les
probabilités de transition d’un modèle plus complexe que le cas semi-markovien homogène. De
récentes recherches en biostatistiques proposent quelques solutions, mais elles restent limitées
soit aux modèles multi-états dont le schéma est simple, soit à certaines probabilités bien par-
ticulières, utilisées par les praticiens du domaine. Parmi ces travaux, Datta et Satten (2002)
déﬁnissent des estimateurs non-paramétriques pour la probabilité d’occuper un état donné à
une certaine date, connaissant l’état initial (stage occupation probabilities) 1. Meira-Machado
et al. (2006) déﬁnissent des estimateurs des probabilités de transition pour un modèle d’inva-
lidité acyclique à 3 états (illness death model). Un aperçu de ces techniques d’inférence pour
les études médicales est disponible dans l’article de Meira-Machado et al. (2009).
La présente approche étend les travaux de Meira-Machado et al. (2006). Pour cela, nous
nous appuyons sur un schéma comprenant deux modèles à risques concurrents imbriqués, qui
capturent la forme progressive (ou acyclique) du modèle. Cette approche peut être vue comme
un cas particulier de modèle à risques concurrents bivarié, en présence d’un seule variable de
censure à droite indépendante. En parallèle de nos investigations, Allignol et al. (2014) ont
également souligné l’intérêt des modèles à risques concurrents pour obtenir une alternative
au formalisme proposé par Meira-Machado et al. (2006) dans un modèle illness death. Notons
également que Cheng et al. (2007) ont exhibé des estimateurs non-paramétriques des intensités
jointes et des fonctions d’incidence cumulées pour un modèle bivarié à risques concurrents,
1. Ces auteur montrent que l’estimateur d’Aalen-Johansen est robuste pour ces probabilités particulières.
Leurs estimateurs vériﬁent des propriétés de convergence presque sûre (Datta et Satten, 2001) et de convergence
en loi (Glidden, 2002).
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en présence de censures indépendantes. Notre cadre présente ainsi une connexion avec ces
modèles bivariés, la principale diﬀérence provenant du fait qu’on ne considère qu’une seule
variable de censure. Motivés par des applications à l’assurance, nous développons dans ce
chapitre des estimateurs non-paramétriques s’appuyant sur des intégrales sous la fonction
d’incidence cumulée associée à un modèle à risques concurrents, appelées intégrales d’Aalen-
Johansen pour un modèle à risques concurrents (Suzukawa, 2002). Nous examinons leurs
propriétés asymptotiques, en présence de censure indépendante et de covariables. Ce travail
constitue un premier pas vers l’étude d’estimateurs fonctionnels sous la loi jointe de modèles à
risques concurrents bivariés, ce qui présente certaines similitudes avec l’étude de fonctionnels
de lois de durées multivariées en présence de censure (cf. Lopez, 2012). Dans la littérature
statistique, des intégrales de ce type avec covariables sont utilisées aﬁn de construire des
tests d’adéquation pour des modèles de régression (p. ex. Sánchez-Sellero et al., 2005). Dans
notre cas, la démonstration des résultats avec covariables sera surtout un moyen d’obtenir des
propriétés de convergence adaptées à notre approche et aux probabilités de transition mises
en exergue.
La construction de grandeurs mesurant l’association entre la durée de vie globale et la
durée de vie en bonne santé par cause constitue une seconde contribution de ce chapitre.
Ce type d’investigation semble naturel, compte tenu de l’introduction d’une loi d’incidence
cumulée jointe, reliant ces deux durées de vie. La déﬁnition de cette mesure s’appuie sur la
littérature récente dédiée aux modèles à risques concurrents bivariés (Bandeen-Roche et Liang,
2002; Bandeen-Roche et Ning, 2008; Cheng et al., 2007, 2010; Scheike et Sun, 2012). Elle peut
être utilisée, en pratique, comme un moyen de caractériser l’interaction entre ces deux durées
de vie.
Ce chapitre s’organise de la manière suivante. La Section 3.2 introduit le modèle multi-états
non-markovien étudié, puis déﬁnit les quantités utilisées pour construire les probabilités de
transition d’intérêt et une mesure d’association. Cette construction s’appuie sur deux modèles
à risques concurrents imbriqués. Nous utilisons cette idée dans la Section 3.3 pour examiner
les propriétés de convergence des estimateurs non-paramétriques introduits dans la section
précédente. La Section 3.4 s’intéresse à la performance de nos estimateurs sur données simu-
lées, qui sont comparés aux probabilités de transition estimées en supposant que l’hypothèse
de Markov est satisfaite. Enﬁn, une application, sur un échantillon de données issu du porte-
feuille d’un assureur français pour des garanties de dépendance lourde, est proposée dans la
Section 3.5. La Section 3.6 conclut ce chapitre.
3.2 Construction du modèle
Nous introduisons en 3.2.1, les notations utilisées, ainsi que la structure du modèle multi-
états acyclique retenue. Cette dernière comporte deux modèles à risques concurrents imbriqués
et permet de représenter la trajectoire d’un individu, lorsqu’elle est aﬀectée potentiellement par
plusieurs événements terminaux (p. ex. causes de décès) et par d’autres non-terminaux (p. ex.
causes d’entrée en maladie). Dans la sous-Section 3.2.2, nous décrivons quelques probabilités
de transition, utilisables en science actuarielle pour la tariﬁcation et le provisionnement de
contrats, et qui peuvent faire l’objet d’un mode d’estimation direct, c’est-à-dire sans passer
par la déﬁnition puis l’estimation d’intensités de transition. En 3.2.3, nous présentons une
mesure, sous forme de cross-odds ratio, qui permet de quantiﬁer l’association entre la durée de
vie globale et la durée de vie en bonne santé, c’est-à-dire celle précédent tout état intermédiaire.
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3.2.1 Modèle et hypothèses de base
Sur l’espace probabilisé (Ω,A,P), nous considérons un processus stochastique en temps
continu (Xt)t≥0 prenant ses valeurs dans un espace d’états de dimension ﬁni S = {a0, e1, . . . , em1 ,
d1, . . . , dm2}. Ce processus est supposé continu à droite avec limite à gauche et permet de re-
présenter l’état courant d’un individu (l’assuré) à la date t ≥ 0. L’ensemble {e1, . . . , em1}
est constitué de m1 états intermédiaires, comme par exemple des événements responsables de
l’entrée en invalidité. L’ensemble {d1, . . . , dm2} correspond à des états terminaux , c’est-à-dire
des états absorbants comme le décès sans maladie, le décès avec maladie ou le rachat. L’état a0
correspond à un état de bonne santé. Nous déﬁnissons, en reprenant les notations introduites
par Rotolo et al. (2013), l’ensemble des états C (a0) ⊂ S, directement atteignables depuis a0
et appelés états "ﬁls" de a0. Pour chaque état e ∈ {e1, . . . , em1}, nous considérons également
l’ensemble regroupant tous ces états "ﬁls", noté C (e) ⊂ {d1, . . . , dm2}. Évidemment, cet en-
semble est vide pour un état terminal d ∈ {d1, . . . , dm2}. Par conséquent, la trajectoire d’un
individu peut prendre deux directions, selon qu’un événement intermédiaire est rencontré ou
non. La Figure 3.1 fournit un exemple de modèle multi-états, que nous appelons acyclique,
correspondant à cette spéciﬁcation.
e1
a0
em1
di
d1
dm2dj
...
...
...
...
Figure 3.1 – Exemple de modèle multi-états acyclique avec deux niveaux de risques
concurrents imbriqués.
Ce modèle multi-états peut être déﬁni à partir de variables de durée latentes. Nous notons
T0e, e ∈ {e1, . . . , em1}, les durées de vie latentes en bonne santé correspondant à chaque
événement non-terminal, et de manière similaire T0d, d ∈ {d1, . . . , dm2}, les durées de vie
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abrégées par des événements terminaux. Nous introduisons Ted la durée latente émanant de
l’état intermédiaire e vers la cause terminale d. Aucune hypothèse particulière n’est nécessaire
pour caractériser ici la structure de dépendance pouvant exister entre ces diﬀérentes lois.
Avec ces notations, nous décomposons la durée de vie totale d’un individu au travers de deux
modèles à risques concurrents. Dans un premier temps, cette trajectoire peut être aﬀectée
par Card (C (a0))-causes de sortie concurrentes de l’état a0, soit vers un état non-terminal
(a0 → e) ou soit vers un état terminal (a0 → d). Nous notons C (a0) = CE (a0) ∪ CD (a0),
la décomposition entre états terminaux et non-terminaux. Avec cette structure, nous voyons
apparaître un premier modèle à risques concurrents (S, V1) tel que
S = inf {t : Xt = a0}
=
∑
e∈CE(a0)
T0e11{V1=e} +
∑
d∈CD(a0)
T0d11{V1=d},
où V1 est une variable aléatoire prenant ces valeurs dans C (a0). Nous appelons H la fonction
de répartition du temps de séjour S dans l’état a0.
Dans un second temps, nous considérons m2 états terminaux qui peuvent être atteints soit
directement (a → d), soit indirectement en traversant un des m1 états intermédiaires. Cette
durée, notée T , forme un modèle à risques concurrents (T, V ), lorsqu’elle est combinée à une
variable indicatrice V = (V1, V2) permettant de ﬁxer la trajectoire d’un individu. La variable
V dépend de deux indicatrices, où la variable V2 est fonction des valeurs prises par V1 telle
que {
V = (e, d) avec d ∈ C (e) si e ∈ CE (a0) ,
V = (0, d) sinon.
Avec ces notations, nous avons
T = inf {t : Xt ∈ {d1, . . . , dm2}}
=
∑
e∈CE(a0)
⎡⎣T0e11{V1=e} + ∑
d∈C(e)
Ted11{V2=d}
⎤⎦+ ∑
d∈CD(a0)
T0d11{V2=d}.
Nous notons F la fonction de répartion de la durée de survie T , supposée continue. Nous
déﬁnisons également F (v) (t) = P (T ≤ t, V = v), la fonction d’incidence cumulée 2, pour t ≥ 0
et v ∈ V.
Comme le remarquent Meira-Machado et al. (2006) pour un modèle illness-death acyclique,
les variables Ted ne sont pas observées dans le cas d’une transition directe, c’est-à-dire lorsque
S = T . Sinon, on aurait S < T . De manière similaire, les variables T0e, e ∈ CE (a0)\{e′}, et T0d,
d ∈ CD (a0), sont automatiquement censurées si un individu rencontre un état intermédiaire
e′.
Comme en analyse de survie, nous considérons à présent une variable de censure à droite
C, dont la fonction de répartition, supposée continue, est notée G. Elle est supposée satisfaire
l’hypothèse suivante.
Hypothèse 1. C est indépendante du vecteur (S, T, V ).
2. Aussi appelée fonction de sous-distribution (sub-distribution function).
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L’Hypothèse 1 est largement utilisée pour des questions de commodité dans la littérature
et est généralement vériﬁée pour des données d’assurance de personnes, puisque la censure
est majoritairement administrative (ﬁn du contrat ou de l’étude). Il est important de noter
que la variable de censure est ici la même pour toutes les variables latentes précédemment
introduites. De ce fait, le couple de variables (S, T ) n’est pas directement observé du fait de
cette censure. Les variables observées sont les suivantes{
Y = min (S,C) et γ = 1 {S≤C} ;
Z = min (T,C) et δ = 1 {T≤C}.
Aﬁn de rester général, nous incorporons dans ce chapitre un vecteur U = (Ui)i=1,...,p
de p-covariables. En suivant Stute (1993), nous supposons seulement 3 que ces covariables
n’apportent pas d’information sur l’occurrence de la censure, c’est-à-dire
Hypothèse 2. i.
– P (S ≤ C | S,U , V1) = P (S ≤ C | S, V1) ,
– P (T ≤ C | S, T,U , V ) = P (T ≤ C | T, V ) .
Comme évoqué plus haut, la seconde égalité de l’Hypothèse 2 est expliquée par le fait que
le couple (S, T ) est, par construction, sujet à la censure. En particulier, S est non censurée tant
que T l’est. Pour procéder à l’inférence du modèle, nous introduisons la fonction de répartition
de (S,U), notée H0, et F
(v)
0 , la fonction d’incidence cumulée relative à (S, T,U), où la cause
est V = v pour v ∈ V. De plus, nous remarquons que F0 =
∑
v F
(v)
0 .
Les résultats théoriques présentés dans la section suivante peuvent être appliqués tant à
des covariables discrètes (p. ex. le sexe, une variable de localisation géographique ou un statut
social) et qu’à des covariables continues. Cependant d’un point de vue pratique, l’application
de ces résultats à des variables continues est peu judicieux. Aussi, les applications présentées
dans les Sections 3.2.2 et 3.2.3 se limitent à des covariables discrètes. Pour une application
directe de ces résultats à des covariables continues, nous recommandons de les transformer au
préalable en variables catégorielles.
3.2.2 Probabilités de transition
Avec les notations de la section précédente 3.2.1, un processus multi-états (Xt)t≥0 est
habituellement étudié à partir des probabilités de transitions suivantes, avec 0 ≤ s ≤ t,
h, j ∈ S, et u un vecteur de covariables discrètes
phj (s, t | u) = P (Xt = j | Xs = h,U = u) .
Cependant, dans notre cas, le processus n’est pas supposé markovien et ces probabilités ne
suﬃsent pas à le caractériser. En science actuarielle, de nouvelles quantités d’intérêts peuvent
apparaître pour l’évaluation des risques. Les probabilités en question permettent alors de
représenter la survenance d’événements associés à l’exécution des paiements prévus par le
contrat. Ces ﬂux peuvent être complexes et dépendent par exemple du temps de présence dans
un événement (cf. Christiansen, 2012, pour une formulation des provisions techniques dans
le cas semi-markovien). Ainsi, on cherchera à déﬁnir des probabilités de transition, adaptées
3. Aucune hypothèse supplémentaire n’est nécessaire s’agissant de la structure de dépendance entre
(C, S, T,U , V ).
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aux conditions des contrats (p. ex. présence de diﬀérés). Pour le type de modèle multi-états
considéré dans ce chapitre, il est nécessaire de distinguer chaque état intermédiaire, puisque le
contrat peut prévoir des garanties ou des conditions d’exécution diﬀérentes. Les probabilités
suivantes permettent d’illustrer quelques cas pratiques.
– p00 (s, t | u), la probabilité de survie en bonne santé avec 0 ≤ s ≤ t ;
– p0e (s, t, η | u), la probabilité d’entrer dans un état non-terminal e ∈ CE (a0), avec 0 ≤
s ≤ t, et un temps de séjour supérieur à η ≥ 0 à la date t ;
– pee (s, t, | u), la probabilité de rester dans un état non-terminal e ∈ CE (a0) entre les
dates s et t, avec 0 ≤ s ≤ t ;
– ped (s, t, η, ζ | u), la probabilité de sortir d’un état non-terminal e ∈ CE (a0) provoqué
par la cause d ∈ C (e), lorsque le temps de séjour est compris entre η et ζ, avec 0 ≤ η ≤ ζ,
et une date d’entrée dans l’état e comprise entre s et t, avec 0 ≤ s ≤ t ;
– p0d (s, t | u), la probabilité de transition directe de la bonne santé à un événement ter-
minal d ∈ CD (a0), sans avoir traversé un état intermédiaire, entre les dates s et t avec
0 ≤ s ≤ t.
Cette liste n’est clairement pas exhaustive et peut être modiﬁée pour appréhender les
spéciﬁcités des contrats. Par exemple, il serait possible d’exhiber des probabilités de sortie
d’un état non-terminal vers un sous-ensemble de plusieurs états terminaux. Dans tous les cas,
ces quantités peuvent être exprimées comme des fonctions du couple (S,U) ou du quadruplet
(S, T,U , V ) comme suit
p00 (s, t | u) =
P (S > t,U = u)
P (S > s,U = u)
, (3.1)
p0e (s, t, η | u) =
P (s < S ≤ min (t, t− η), T > t,U = u, V1 = e)
P (S > s,U = u)
, (3.2)
pee (s, t | u) =
P (S ≤ s, T > t,U = u, V1 = e)
P (S ≤ s, T > s,U = u, V1 = e) , (3.3)
ped (s, t, η, ζ | u) =
P (η < T − S ≤ ζ, s < S ≤ t,U = u, V = (e, d))
P (T − S > η, s < S ≤ t,U = u, V1 = e) , (3.4)
p0d (s, t | u) =
P (s < S, T ≤ t,U = u, V = (0, d))
P (S > s,U = u)
. (3.5)
Sans covariables, la probabilité (3.1) peut être simplement estimée, en utilisant l’esti-
mateur de Kaplan-Meier même lorsque l’hypothèse de Markov n’est pas satisfaite. Dans les
Équations (3.2), (3.3) et (3.4), il convient de remarquer que {V1 = e} = {V1 = e, V2 ∈ C (e)}.
Lorsque l’on observe le numérateur de l’Équation (3.5), on remarque que considérer P (T ≤ t,U = u, V = (0, d)
ou P (S ≤ t,U = u, V1 = d) conduit à des résultats diﬀérents, puisque la première quantité
suppose l’existence d’une "compétition" entre tous les états terminaux, alors que la seconde
revient à appliquer une troncature à droite sur les observations rencontrant un événement
non-terminal.
3.2.3 Mesure d’association
En considérant le modèle général introduit précédemment, nous essayons de mesurer la
dépendance entre (S, T ) par cause, en s’intéressant à la fonction d’incidence cumulée F (v)0 .
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Cette fonction correspond à un cas particulier de fonction d’incidence cumulée pour un modèle
à risques concurrents bivariés avec covariables, où un seul processus de censure est considéré.
Relativement peu de travaux se sont focalisés sur l’analyse de la dépendance pour des modèles
à risques concurrents multivariés, contrairement à l’analyse de survie multivariée. Un point
important est que le tau de Kendall, qui constitue une mesure usuelle de la dépendance pouvant
être calculé non-paramétriquement (p. ex. Lopez, 2012), ne peut être étendu facilement en
présence de risques concurrents. En eﬀet, les fonctions d’incidence cumulée ne sont pas des
fonctions de répartition. Récemment, une certaine attention a été portée à cette problématique
(Bandeen-Roche et Liang, 2002; Bandeen-Roche et Ning, 2008; Cheng et Fine, 2008; Cheng
et al., 2010) pour un schéma où les lois de censure sont indépendantes. Cette littérature
se focalise sur l’estimation de versions localisées du tau de Kendall par cause, qui peuvent
notamment être envisagées de manière non-paramétrique comme le suggèrent Bandeen-Roche
et Ning (2008). Ces derniers fournissent une mesure d’association, fondée sur une approche
non-paramétrique similaire à celle suivie par Oakes (1989). Toutefois, elle est potentiellement
biaisée puisqu’elle repose sur des durées observées, sans tenir compte de la censure. De plus,
le ratio qu’ils proposent s’appuie sur une hypothèse de constance par morceaux, nécessitant
de choisir une partition. Scheike et al. (2010) et Scheike et Sun (2012) proposent une mesure
d’association locale alternative, s’appuyant sur des cross-odds ratios qui sont introduits pour
prendre en compte des covariables. Dans la suite, nous suivons cette approche et considérons
des estimateurs non-paramétriques de cette quantité.
Nous déﬁnissons le cross-odds ratio, pour (e, d) ∈ V, 0 ≤ s ≤ t et u un vecteur de
covariables discrètes, tel que
π
(e,d)
0 (s, t | u) =
odds (T ≤ t, V2 = d | S ≤ s, V1 = e,U = u)
odds (T ≤ t, V2 = d | V1 = e,U = u) , (3.6)
où odds (A) =
P (A)
1− P (A) . Cette mesure permet une comparaison entre d’une part l’odds condi-
tionnel de l’événement {T ≤ t, V2 = d} pour un individu en bonne santé avant la date s et qui
en sortira pour la raison e, et d’autre part l’odds non conditionnel de l’événement {S ≤ s}. Par
déﬁnition de S et T , il n’est pas possible de renverser les rôles de s et de t dans π(e,d)0 (s, t | u).
Par conséquent, cette fonction est déﬁnie sur l’ensemble {0 ≤ s ≤ t}. Si {T ≤ t, V2 = d} et
{S ≤ s, V1 = e} sont indépendants conditionnellement à {V1 = e,U = u}, c’est-à-dire que la
date et la cause d’entrée dans l’état d’invalidité e n’ont pas d’eﬀet sur la durée de vie globale
se terminant pour la raison d, alors π(e,d)0 (s, t | u) = 1. Il y a association positive (respecti-
vement négative) si π(e,d)0 (s, t | u) > (resp. <) 1. Cette mesure prend ses valeurs dans [0,∞[.
La mesure d’association introduite est simple à manipuler et nous semble être un outil utile,
comparativement à F (v)0 qui est complexe à étudier, pour l’analyse de la dépendance entre la
durée de vie globale et celle en bonne santé.
Nous remarquons que l’indicateur que nous déﬁnissons est légèrement diﬀérent de celui
introduit par Scheike et al. (2010), puisque contrairement au cadre bivarié standard, notre
modèle, par sa structure particulière, induit par construction une relation entre les causes V1
et V2. Ceci explique la diﬀérence de déﬁnition s’agissant du dénominateur de (3.6). Il convient
également de remarquer que Cheng et al. (2007) proposent d’autres mesures d’associations
alternatives, sans covariable. Celles-ci s’expriment comme :
– le ratio des fonctions d’incidence cumulée jointes et des fonctions d’incidence cumulée
univariées ;
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– le ratio des fonctions d’intensité de transition cumulée jointes et des fonctions d’intensité
de transition cumulée univariées.
Elles sont cependant diﬃcile à interpréter. Notre mesure permet de donner une indication sur
le caractère markovien d’une transition mais ne le teste pas directement. Le lecteur intéressé
pourra se référer à Rodríguez-Girondo et de Uña-Álvarez (2012) pour l’introduction de tests
concernant l’hypothèse de Markov.
3.3 Estimation non-paramétrique, propriétés asymptotiques et
exemples d’application
Notre objectif premier est de fournir un cadre ﬂexible pour l’estimation non-paramétrique
des probabilités de transition, comme celles introduites en 3.2.2, et d’indicateurs, comme la
mesure d’association (cf. 3.2.3) permettant de décrire le processus multi-états introduit dans
ce chapitre. Pour ce faire, nous travaillons sous la loi jointe F (v)0 , v ∈ V , et déﬁnissons, dans
la Section 3.3.1, de nouveaux estimateurs sous forme d’intégrales d’Aalen-Johansen pour des
modèles à risques concurrents en présence de covariables. Nous démontrons leurs propriétés
asymptotiques en 3.3.2. La prise en compte de la troncature à gauche est discutée dans la
Section 3.3.3. Dans les Sections 3.3.4 et 3.3.5, nous montrons comment utiliser ces résultats
pour obtenir des propriétés pour les probabilités de transition et les mesures d’association.
3.3.1 Cadre général
Nous nous plaçons dans le cadre où une unique variable de censure C à droite indépendante
est présente (Hypothèse 1). Par conséquent, les observations disponibles pour un individu i,
i = 1, . . . , n, sont
(Yi, γi, γiV1,i, Zi, δi, δiV2,i,U i) , 1 ≤ i ≤ n.
Ces observations sont supposées être des réplications indépendantes du vecteur (Y, γ, γV1, Z,
δ, δV2,U). Si δ = 1, alors γ = 1. Nous considérons les valeurs ordonnées de Y , Y1:n ≤ Y2:n ≤
. . . ≤ Yn:n, et
(
γ[i:n],U [i:n]
)
les valeurs concomitantes à la i-ème statistique d’ordre Yi:n (c’est-
à-dire la valeur de (γj ,U j)1≤j≤n associée à Yi:n). Un estimateur de H0 est simplement obtenu
à partir de l’estimateur de Kaplan-Meier multivarié, introduit par Stute (1993) et constitué
d’une variable de durée censurée et de covariables
Ĥ0n (s,u) =
n∑
i=1
Win11{Yi:n≤s,U [i:n]≤u}, (3.7)
où le poids de Kaplan-Meier pour la i-ème observation ordonnée est
Win =
γ[i:n]
n− i+ 1
i−1∏
j=1
(
n− j
n− j + 1
)γ[j:n]
.
Les intégrales Kaplan-Meier, prenant la forme S (ϕ) =
∫
ϕ dH0 avec ϕ une fonction intégrable
générique, sont estimées par
Ŝn (ϕ) =
∫
ϕ (s,u) Ĥ0n (ds, du) =
n∑
i=1
Winϕ
(
Yi:n,U [i:n]
)
.
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Nous nous intéressons à présent au cas comportant deux variables de durée. La fonction
d’incidence cumulée jointe pour (S, T, V1, V2) est déﬁnie et estimée non-paramétriquement par
Cheng et al. (2007), sous une hypothèse de double censure indépendante. Cette représentation
s’applique au cas général d’un modèle à risques concurrents bivariés, mais dans notre cas,
nous cherchons à tirer parti du fait que la variable S est nécessairement observée lorsque T
est non-censurée. Pour cela, nous introduisons Z1:n ≤ Z2:n ≤ . . . ≤ Zn:n, les valeurs ordonnées
de Z, et
(
Y[i:n], δ[i:n], J
(v)
[i:n],U [i:n]
)
, les valeurs concomitantes associées à la i-ème statistique
d’ordre de Z, avec J (v) = 1 {V=v,} et v ∈ V. En s’appuyant sur l’idée de Meira-Machado et al.
(2006), nous considérons S comme une covariable et estimons F (v)0 en utilisant l’estimateur
d’Aalen-Johansen (Aalen et Johansen, 1978), adapté à un modèle à risques concurrents. Cet
estimateur peut prendre la forme d’une somme
F̂
(v)
0n (y, z,u) =
n∑
i=1
W˜
(v)
in 11{Y[i:n]≤y,Zi:n≤z,U [i:n]≤u}
=
n∑
i=1
W˜inJ
(v)
[i:n]11{Y[i:n]≤y,Zi:n≤z,U [i:n]≤u},
(3.8)
où W˜in correspond au poids de Kaplan-Meier pour la i-ème valeur ordonnée, associée à l’es-
timateur de la fonction de survie de T . Les poids d’Aalen-Johansen pour l’état v, déﬁnis
par
W˜
(v)
in =
δ[i:n]J
(v)
[i:n]
n− i+ 1
i−1∏
j=1
(
n− j
n− j + 1
)δ[j:n]
, 1 ≤ i ≤ n,
sont très proches des poids de Kaplan-Meier pour la fonction de survie de T . Ils peuvent être
interprétés comme des masses à associer à chaque observation pour tenir compte de la censure.
Il convient de noter qu’une représentation adaptée à la méthode IPCW (Inverse Probability
of Censoring Weighting) peut être obtenue en écrivant
W˜
(v)
in =
δ[i:n]J
(v)
[i:n]
n
(
1− Ĝn (Yi:n)
) ,
où Ĝn correspond à l’estimateur de la fonction de réparation de C, obtenue par Kaplan-Meier.
Bien que nos estimateurs semblent s’appliquer indiﬀéremment en présence de covariables conti-
nues ou discrètes, nous recommandons dans la pratique une utilisation limitée aux seules va-
riables discrètes. Une extension possible consisterait à envisager des techniques de régression.
Les méthodes IPCW constitueraient une piste possible. Elles sont largement répandues dans
le cadre des modèles de survie avec censure non-indépendante et ont été récemment appliquées
pour le calcul des probabilités d’occupation, de sortie et d’attente pour un modèle multi-états
acyclique non-markovien (Mostajabi et Datta, 2013). Une application dans le cadre d’un mo-
dèle illness-death a récemment été proposée par Meira-Machado et al. (2014). L’application
de ces techniques à nos estimateurs semble clairement possible mais est en dehors du cadre de
ce chapitre.
En s’appuyant sur la représentation sous forme de somme (3.8), nous cherchons à présent à
obtenir des estimateurs généraux pour les quantités S(v) (ϕ) =
∫
ϕ dF
(v)
0 , avec ϕ une fonction
intégrable. En l’absence de censure, l’estimation non-paramétrique de cette quantité s’obtient
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simplement, en considérant l’intégrale d’un processus empirique multivarié sous la fonction de
répartition de (S, T,U). Dans ce contexte, nous disposerions d’une information complète et
chaque observation aurait le même poids.
Puisque le couple (T, V ) forme un modèle à risques concurrents, nous estimons S(v) (ϕ),
pour chaque valeur de v, à partir d’une intégrale d’Aalen-Johansen prenant la forme
Ŝ(v)n (ϕ) =
∫
ϕ (s, t,u) F̂
(v)
0n (ds, dt, du) =
n∑
i=1
W˜
(v)
in ϕ
(
Y[i:n], Zi:n,U [i:n]
)
. (3.9)
Ces estimateurs sont simples à manipuler et similaires à ceux exhibés par Suzukawa (2002).
Des covariables sont cependant ajoutées. Par la suite, nous souhaitons étudier les propriétés
asymptotiques de ces estimateurs et nous considérerons Y dans (3.9) comme une covariable
non-censurée.
3.3.2 Propriétés asymptotiques
Soit τY et τZ les bornes supérieures du support des fonctions de répartition de Y et Z. Sous
les Hypothèses 1 et 2, la convergence presque sûre et la convergence en loi de l’estimateur (3.7)
sur [0, τY ] peuvent être simplement démontrées, en s’appuyant sur les arguments et sous les
mêmes conditions que Stute (1993) et Stute (1996). Ce résultat est également vériﬁé si H
et G n’ont pas de saut en commun, ce qui constitue une condition moins restrictive que la
continuité, mais que nous n’étudions pas ici. La prochaine section s’intéresse aux propriétés
de convergence de (3.9).
Théorème 1. Sous les Hypothèses 1 et 2, et en supposant également que ϕ est une fonction
F0-intégrable, nous avons presque sûrement
Ŝ(v)n (ϕ) −→ S(v)∞ (ϕ) =
∫
11{t<τZ}ϕ (s, t,u) F
(v)
0 (ds, dt, du) , v ∈ V. (3.10)
De plus, si le support de Z est inclus dans celui de C, Ŝ(j)n (ϕ) → S(j) (ϕ) presque sûrement.
Ces résultats constituent des extensions de ceux démontrés par Suzukawa (2002, Théo-
rème 1), qui s’appuient directement sur les preuves de Stute et Wang (1993). Des détails
supplémentaires concernant cette preuve sont fournies en Annexe 3.7.1.
Aﬁn d’obtenir des propriétés de convergence en loi, nous repartons des approches dévelop-
pées par Stute (1995) pour les intégrales Kaplan-Meier et par Stute (1996) pour une version
avec covariables. Ainsi, nous introduisons des conditions d’intégrabilité similaires pour ϕ. Ces
conditions sont données ci-dessous
Hypothèse 3.
∫
ϕ (S, T,U)2 δ
(1−G (T ))2 dP =
∫
ϕ (S, T,U)2
1−G (T ) dP < ∞.
Hypothèse 4.
∫
|ϕ (S, T,U) |
√
C0 (T )11{T<τZ} dP < ∞.
Nous introduisons
M (z) = P (Z ≤ z) ,M0 (z) = P (Z ≤ z, δ = 0) ,
M (v) (y, z,u) = P (Y ≤ y, Z ≤ z,U ≤ u, δ = 1, V = v) ,
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et
C0 (x) =
∫ x−
0
G (dy)
(1−M (y)) (1−G (y)) .
Nous déﬁnissons également
λ
(v)
1 (x) =
1
1−M (x)
∫
ϕ (s, t,u) 1 {x<t<τZ}
(1−G (t)) M
(v) (ds, dt, du),
et
λ
(v)
2 (x) =
∫
λ
(v)
1 (τ) 1 {τ<x}
1−M (τ) M0 (dτ).
L’Hypothèse 3 permet de garantir l’existence d’un moment d’ordre deux pour ϕ. L’Hypothèse 4
provient de Stute (1995) et n’a pas d’interprétation précise. Elle permet simplement de garantir
la convergence sur [0, τZ ]. Cependant, elle demeure relativement faible.
À présent, nous introduisons Ŝn (ϕ) =
(
Ŝ
(v)
n (ϕ))
)

v∈V
et S (ϕ) =
(
S(v) (ϕ)
)

v∈V . Le théo-
rème suivant donne des propriétés asymptotiques pour Ŝn (ϕ).
Théorème 2. On suppose que les hypothèses du Théorème 1 sont satisfaites et que le support
de Z est inclus dans celui de C. Sous les Hypothèses 3 et 4, nous avons
√
n
{
Ŝn (ϕ)− S (ϕ)
}
d−→ N (0,Σ (ϕ)) , (3.11)
où Σ (ϕ) est une m ×m matrice symétrique, de variance-covariance liée au vecteur a (ϕ) =
(av (ϕ))v∈V avec
av (ϕ) =
ϕ (Y, Z,U) δJ (v)
1−G (Z) + λ
(v)
1 (Z) (1− δ)− λ(v)2 (Z) , v ∈ V.
La preuve de ce résultat est donnée en Annexe 3.7.2. À partir de l’Équation (3.11), il est
possible d’obtenir des intervalles de conﬁance asymptotiques lorsque les fonctions
1
1−G , λ
(v)
1
et λ(v)2 sont connues. Cela peut être fait en remplaçant les fonctions de répartition H, M , M0
et M (v) dans l’expression de Σ (ϕ) par leur estimateurs empiriques. Cependant, il s’agit d’un
calcul lourd, dû fait de l’expression de a (ϕ). L’utilisation de techniques de bootstrap non-
paramétrique permet de remédier à cette diﬃculté et d’obtenir des estimateurs de la matrice
de variance-covariance.
3.3.3 Développements avec troncature à gauche
Dans cette Section, nous discutons de la possibilité d’étendre nos résultats en présence
de données tronquées à gauche sans fournir de preuve formelle. Jusqu’à présent, nous avons
ignoré, par simplicité, le cas où une variable de troncature à gauche L est présente. Pour
les données d’assurance dépendance que nous étudierons dans la Section 3.5, la troncature
à gauche n’est pas vraiment problématique, puisqu’elle survient toujours lorsque l’individu
est encore en bonne santé. Par conséquent, Y et Z sont observées si Y ≥ L. En revisitant
l’Hypothèse 1 telle que (C,L) soient indépendants de (S, T, V ), le problème peut être traité en
retirant de l’échantillon les données, telles que Yi est plus petit que Li, 1 ≤ i ≤ n (Andersen
et al., 1993, Chapitre III.3). Cela conduit à un faible biais dans nos applications.
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Cependant, des situations plus générales où la troncature peut intervenir après S sont
susceptibles de se produire. En eﬀet, le fait de retirer les observations tronquées peut conduire
à une perte d’information considérable (Peng et Fine, 2006) pour l’estimation des probabilités
P (S ≤ s, V1 = e), avec s ≥ 0 et e ∈ C (a0). Dans ce contexte, nous suggérons d’améliorer
notre estimateur de (3.9) pour ce type de données, en adoptant la spéciﬁcation retenue par
exemple par Sánchez-Sellero et al. (2005). Il s’agirait de supposer que le vecteur (C,L) sont
indépendantes de (S, T, V ) et que C est indépendante de L. De cette manière, nous pourrions
adapter les poids d’Aalen-Johansen tels que
W˜
(v)
in =
δ[i:n]J
(v)
[i:n]
nCn (Zi:n)
i−1∏
j=1
(
1− 1
nCn (Zi:n)
)δ[j:n]
,
où Cn (x) = n−1
∑n
i=1 11Li≤x≤Zi .
3.3.4 Application pour l’estimation des probabilités de transition
Dans cette Section, nous nous intéressons à l’estimation non-paramétrique des probabilités
de transition, introduites en 3.2.2, lorsque l’hypothèse de Markov n’est pas satisfaite. Dans le
cas où elle serait vériﬁée, les probabilités de transition phj (s, t | u) peuvent être estimées à
partir de l’estimateur non-paramétrique d’Aalen-Johansen (Aalen et Johansen, 1978; Andersen
et al., 1993).
Pour répondre à cette problématique, nous exprimons les probabilités de transition (3.1),
(3.2), (3.3) , (3.4) et (3.5) comme des intégrales de la forme
∫
ϕ dH0 et
∫
ϕ dF
(v)
0
(3.1) =
E
[
ϕ
(0)
t,u (S,U)
]
E
[
ϕ
(0)
s,u (S,U)
] , (3.12)
(3.2) =
E
[
ϕ
(1)
s,t,η,u (S, T,U) 1 {V=(e,C(e))}
]
E
[
ϕ
(0)
s,u (S,U)
] , (3.13)
(3.3) =
E
[
ϕ
(2)
s,t,u (S, T,U) 1 {V=(e,C(e))}
]
E
[
ϕ
(2)
s,s,u (S, T,U) 1 {V=(e,C(e))}
], (3.14)
(3.4) =
E
[
ϕ
(3)
s,t,η,ζ,u (S, T,U) 1 {V=(e,d)}
]
E
[
ϕ
(4)
s,t,η,u (S, T,U) 1 {V=(e,C(e))}
], (3.15)
(3.5) =
E
[
ϕ
(5)
s,t,u (S, T,U) 1 {V=(0,d)}
]
E
[
ϕ
(0)
s,u (S,U)
] , (3.16)
avec ϕ(0)s,u (x, z) = 11{x>s,z=u}, ϕ
(1)
s,t,η,u (x, y, z) = 11{s<x≤min(t,t−η),y>t,z=u}, ϕ
(2)
s,t,u (x, y, z) =
11{s<x,y>t,z=u}, ϕ
(3)
s,tη,ζ,u (x, y, z) = 11{s<x≤t,η<y−x≤ζ,z=u}, ϕ
(4)
s,tη,u (x, y, z) = 11{s<x≤t,η<y−x,z=u}
and ϕ(5)s,t,u (x, y, z) = 11{x>s,y≤t,z=u}.
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Notre approche considère les numérateurs et les dénominateurs des équations (3.12), (3.13),
(3.14), (3.15) et (3.16) comme des espérances sous les fonction de répartition de (S,U) ou de
(S, T,U , V ). Il s’agit ensuite de les estimer, à partir d’intégrales de Kaplan-Meier ou d’Aalen-
Johansen pour un modèle à risques concurrents, selon les cas. Par conséquent, nous obtenons
les estimateurs suivants
p̂00 (s, t | u) =
Ŝn
(
ϕ
(0)
t,u
)
Ŝn
(
ϕ
(0)
s,u
), (3.17)
p̂0e (s, t, η | u) =
Ŝ
(e,Ce)
n
(
ϕ
(1)
s,t,η,u
)
Ŝn
(
ϕ
(0)
s,u
) , (3.18)
p̂ee (s, t | u) =
Ŝ
(e,Ce)
n
(
ϕ
(2)
s,t,u
)
Ŝ
(e,Ce)
n
(
ϕ
(2)
s,s,u
), (3.19)
p̂ed (s, t, η, ζ | u) =
Ŝ
(e,d)
n
(
ϕ
(3)
s,t,η,ζ,u
)
Ŝ
(e,Ce)
n
(
ϕ
(4)
s,t,η,u
) , (3.20)
p̂0d (s, t | u) =
Ŝ
(0,d)
n
(
ϕ
(5)
s,t,u
)
Ŝn
(
ϕ
(0)
s,u
) , (3.21)
Les Théorèmes 1 et 2 peuvent alors être appliqués pour déduire des propriétés asympto-
tiques concernant (3.18), (3.19), (3.20) et (3.21). Les convergences en loi et presque sûre pour
p̂00 (s, t | u) sont immédiates en appliquant les résultats de Stute (1996) et la méthode delta.
Proposition 3. Sous les mêmes hypothèses que le Théorème 1, les estimateurs (3.13), (3.14)
, (3.15) et (3.16) convergent presque sûrement, si le support de Z est inclus dans celui de
C. Par ailleurs, ils convergent également en loi, puisque les fonctions ϕ(1)s,t,u,η, ϕ
(2)
s,t,u, ϕ
(3)
s,t,η,ζ,u,
ϕ
(4)
s,t,η,u et ϕ
(5)
s,t,u satisfont les Hypothèses 3 et 4. Par conséquent, on a :
–
√
n {p̂0e (s, t, η | u)− p0e (s, t, η | u)} d−→ N (0, σ0e (s, t, η | u)), avec 0 ≤ s ≤ t, η ∈ [0,∞[
et e ∈ CE (a0) ;
–
√
n {p̂ee (s, t | u)− pee (s, t | u)} d−→ N (0, σee (s, t | u)), avec 0 ≤ s ≤ t et e ∈ CE (a0) ;
–
√
n {p̂ed (s, t, η, ζ | u)− ped (s, t, η, ζ | u)} d−→ N (0, σed (s, t, η, ζ | u)), avec 0 ≤ s ≤ t,
0 ≤ η ≤ ζ, e ∈ CE (a0) et d ∈ C (e) ;
–
√
n {p̂0d (s, t | u)− p0d (s, t | u)} d−→ N (0, σ0d (s, t | u)), avec 0 ≤ s ≤ t et d ∈ CD (a0).
Les variances σ0e (s, t, η | u), σee (s, t | u), σed (s, t, η, ζ | u) et σ0d (s, t | u) sont des fonctions
complexes à décrire analytiquement.
Preuve de la Proposition 3. Premièrement, la fonction ϕ(0)s,u satisfait aux conditions du Théo-
rème 1.1 de Stute (1996). Par conséquent, Ŝn
(
ϕ
(0)
s,u
)
est consistent et convergent en loi. En-
suite, en appliquant les résultats du Théorème 1 aux fonctions ϕ(1)s,t,u,η, ϕ
(2)
s,t,u, ϕ
(3)
s,t,η,ζ,u, ϕ
(4)
s,t,η,u,
et ϕ(5)s,t,u, qui sont F0-intégrables, nous obtenons le premier résultat sur la convergence presque
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sûre. La preuve de la convergence en loi s’obtient simplement en appliquant le Théorème 2
aux fonctions introduites. Les fonctions limites σ0e (s, t, η | u), σee (s, t | u), σed (s, t, η, ζ | u)
et σ0d (s, t | u) peuvent être déterminées en appliquant la méthode delta, mais sont diﬃciles
à manipuler.
Cette proposition élargit les résultats de Meira-Machado et al. (2006, Corolaires 1 et 2).
Comme évoqué plus haut, les fonctions de variance des processus gaussiens limites sont com-
plexes à estimer et sont évaluées au moyen de techniques de bootstrap. Dans la Section 3.5, nous
utilisons des techniques de bootstrap non-paramétriques pour la construction d’intervalles de
conﬁance asymptotiques. La technique employée sera une simple procédure de rééchantillon-
nage au sens de Efron (1979). Récemment, Beyersmann et al. (2013) ont fourni des techniques
de type wild bootstrap pour étudier les lois limites de l’estimateur d’Aalen-Johansen pour un
modèle à risques concurrents. Ces outils sont utiles, par exemple pour la construction des
bandes de conﬁance en présence de petits échantillons. Comme ces auteurs le remarquent,
leurs approches donnent des résultats proches de celle fournie par Efron. À notre connais-
sance, il n’existe pas d’alternative pour construire des estimateurs bootstrap plus cohérents
pour les fonctions d’incidence cumulée ou d’autres probabilités de transition.
3.3.5 Estimation de la mesure d’association
Nous nous intéressons à présent à l’estimation non-paramétrique de la mesure d’associa-
tion (3.6), reliant la durée de vie en bonne santé et la durée de vie globale. Nous détaillons
dans cette section ses propriétés asymptotiques. Pour simpliﬁer la présentation, nous ignorons
le vecteur de covariables U . Pour (e, d) ∈ V et 0 ≤ s ≤ t, le cross-odds ratio est une fonction
de
P (T ≤ t, V2 = d | S ≤ s, V1 = e) = P (T ≤ t, V2 = d, S ≤ s, V1 = e)
P (S ≤ s, V1 = e) ,
et
P (T ≤ t, V2 = d | V1 = e) = P (T ≤ t, V2 = d, V1 = e)
P (V1 = e)
.
Le premier terme admet pour estimateur non-paramétrique
F̂
(e,d)
0n (s, t)
Ĥ
(e)
0n (s)
,
où Ĥ(e)0n est l’estimateur de la fonction d’incidence cumulée
Ĥ
(e)
0n (s) =
n∑
i=1
Win11{V1,[i:n]=e}11{Yi:n≤s}.
Le second peut être estimé en considérant
F̂
(e,d)
n (t)
Ĥ
(e)
0n (∞)
.
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Par conséquent, nous présentons l’estimateur suivant pour le cross-odds ratio
π̂
(e,d)
0n (s, t) =
F̂
(e,d)
0n (s, t)
Ĥ
(e)
0n (s)− F̂ (e,d)0n (s, t)
F̂
(e,d)
n (t)
Ĥ
(e)
0n (∞)− F̂ (e,d)n (t)
. (3.22)
Proposition 4. Sous les hypothèses du Théorème 1, l’estimateur de la mesure d’association
locale (3.22) converge presque sûrement, si le support de Z est inclus dans celui de C. De plus,
on a √
n
{
π̂
(e,d)
0n (s, t)− π(e,d)0 (s, t)
}
d−→ N
(
0, σ(e,d)π (s, t)
)
,
avec 0 ≤ s ≤ t et (e, d) ∈ V. σ(e,d)π (s, t) est une fonction de variance à préciser.
Preuve de la Proposition 4. Les Théorèmes 1 et 2 sont vériﬁés pour les estimateurs de fonc-
tions d’incidence cumulée F̂ (e,d)0n . La preuve vient facilement en utilisant les propriétés de
convergence de l’estimateur d’Aalen-Johansen (Andersen et al., 1993) et la méthode delta
pour la convergence en loi.
Comme pour les probabilités de transition, nous utiliserons une technique de bootstrap
non-paramétrique pour l’évaluation des fonctions de variance asymptotique. La mesure d’as-
sociation étant locale et fonction de deux variables temporelles, il peut être utile d’introduire
des fonctions mesurant la dépendance agrégée sur des intervalles de temps, contenus dans
{0 ≤ s ≤ t}. Cette version agrégée du cross odds-ratio peut être aﬃnée par l’introduction
d’une fonction de poids, comme le proposent Cheng et al. (2007) dans le cas d’un modèle à
risques concurrents bivariés. Pour la réalisation de tests, les poids permettent d’augmenter la
puissance des tests, mais leur mise en place nécessite une phase d’analyse préalable.
Soit μ(e) =
[
μ
(e)
1 , μ
(e)
2
]
et μ(d) =
[
μ
(d)
1 , μ
(d)
2
]
deux intervalles de temps qu’on associe aux
causes e et d, à l’intérieur de la période d’étude. Nous introduisons la statistique de test
suivante
π̂
(e,d)∗
0n =
∫∫
μ(e)×μ(d)
11{s≤t}w˜n (s, t) π̂
(e,d)
0n (s, t) dsdt, (3.23)
où
w˜n (s, t) =
ŵn (s, t)∫∫
μ(e)×μ(d) 11{s≤t}ŵn (s, t) dsdt
,
représente une fonction de poids que nous supposons uniformément convergente sur μ(e) ×
μ(d) vers une fonction déterministe bornée w (s, t). Nous examinons ensuite les propriétés
asymptotiques pour π̂(e,d)∗0n .
Proposition 5. Sous les hypothèses de la Proposition 4, π̂(e,d)∗0n converge presque sûrement et
√
n
(
π̂
(e,d)∗
0n − π(e,d)∗
)
,
est asymptotiquement normal.
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Preuve de la Proposition 5. Toute d’abord, nous remarquons que π̂(e,d)∗0n est une fonction Ha-
damard diﬀérentiable de π̂(e,d)0n . L’application des résultats de la Proposition 4 et de la mé-
thode delta fonctionnelle (van der Vaart et Wellner, 2000, Theorem 3.9.4) permet de montrer
la convergence en loi.
Le choix des fonctions de poids ŵn sur la région d’intégration est délicat. Les poids peuvent
être simplement pris égaux à 1 ou optimisés pour augmenter la puissance du test. Un choix
naturel serait par exemple de considérer des poids fonction de l’inverse du nombre d’obser-
vations. Comme le remarquent Cheng et al. (2007), ceci nécessite une analyse préliminaire,
visant à identiﬁer les dates pour lesquelles l’association est importante, et où les données
sont manquantes. De plus, il est nécessaire de distinguer les zones pour lesquelles la fonction
d’association prend des signes opposés, aﬁn d’y conduire des analyses séparées.
3.4 Résultats simulés sur les probabilités de transition
Dans cette section, nous mettons en œuvre une analyse sur données simulées aﬁn d’évaluer
les performance des estimateurs (3.18) et (3.19) en les comparant à leur équivalent, calculé sous
l’hypothèse de Markov via les estimateurs d’Aalen-Johansen. Dans la suite, les applications
numériques ont été développées à partir du logiciel R (R Core Team, 2015). Puisque nos travaux
s’appuient sur des modèles à risques concurrents, nous avons utilisé et adapté certains outils
présents dans le package mstate, conçu sous R par De Wreede et al. (2011), ainsi que dans
l’ouvrage de Beyersmann et al. (2011). Notons également que les spéciﬁcations du modèle
de Meira-Machado et al. (2006) sont implémentées en R (Meira-Machado et Roca-Pardinas,
2011).
Aﬁn de générer des données pour lesquelles l’hypothèse de Markov n’est pas respectée, nous
repartons des durées latentes introduites dans la Section 3.2.1, puis spéciﬁons une hypothèse
de dépendance pour les relier. En présence d’un seul état intermédiaire, c’est-à-dire un simple
modèle illness-death, Amorim et al. (2011) utilisent la copule de Farlie-Gumbel-Morgenstern
pour modéliser la fonction de répartition jointe de (S, T − S). Pour notre approche qui est plus
générale, nous nous référons à la méthode de simulation développée pour les modèles multi-
états acycliques par Rotolo et al. (2013). Nous retenons le formalisme décrit par la Figure 3.2.
Par simplicité, nous nous limitons à un seul état terminal et deux états intermédiaires.
En premier lieu, nous choisissons de spéciﬁer la dépendance entre les durées latentes T0e,
e ∈ {e1, e2}, issues de l’état initial a0, et T0d par le biais d’une copule de Clayton Cθ0 de
paramètre θ0
P (T0e1 > te1 , T0e2 > te2 , T0d > td) = Cθ0 (P (T0e > te1) ,P (T0e > te2) ,P (T0d > td))
=
⎛⎝P (T0d > td)−θ0 + ∑
e∈{e1,e2}
[
P (T0e > te)
−θ0 − 1
]⎞⎠
−1
θ0
.
En second lieu, nous introduisons des copules de Clayton Cθe , pour les états non-terminaux
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e1
a0
e2
d
Figure 3.2 – Forme du modèle multi-états étudié pour l’analyse sur données simulées.
e1 et e2, aﬁn de lier T0e et ces états "ﬁls" Ted. Formellement, on a pour e ∈ {e1, e2}
P (T0e > te, Ted > td) = Cθe (P (T0e > te) ,P (Ted > td))
=
(
P (T0e > te)
−θe + P (Ted > td)−θe − 1
)−1
θe .
Avec cette spéciﬁcation, nous supposons que les paramètres θ0 et θe, e ∈ {e1, e2}, prennent
la même valeur θ = 0.5. Nous considérons que les durées de vie latentes T0e, Ted, e ∈ {e1, e2},
et T0d suivent des lois de Weibull Wei (λ, ρ), avec λ le paramètre d’échelle et ρ le paramètre de
forme. Aﬁn d’estimer les performances de nos estimateurs, nous introduisons trois variables
de censure indépendantes C0, C1 et C2, supposées suivre des lois exponentielles Wei (λ, 1). Ces
variables sont associées aux durées de vie latentes émanant de a0, e1 et e2. Nous comparons les
résultats obtenus dans deux scénarios : (1) un scénario de censure modérée et (2) un scénario
de censure moyenne. Le Tableau 3.1 présente les paramètres sectionnés.
Table 3.1 – Paramètres de simulation pour les deux scénarios de censure.
Paramètres T0e1 T0e2 T0d C0 Te1d C1 Te2d C2
Scénario de censure modérée
Échelle λ 25 15 40 35 2.5 10 5 15
Forme ρ 0.9 0.8 1.1 1 0.5 1 0.8 1
Scénario de censure moyenne
Échelle λ 25 15 40 27 2.5 3 5 7
Forme ρ 0.9 0.8 1.1 1 0.5 1 0.8 1
Note : Ce tableau présente les paramètres utilisés pour l’analyse sur
données simulées. Celle-ci s’appuit sur des lois de Weibull Wei (λ, ρ).
Deux scénarios avec diﬀérents niveaux de censure sont distingués.
Les proportions de données censurées pour le scénario (1) sont de 21 % pour S et de 34 %
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pour T − S. Pour le scénario de censure moyenne, elles sont respectivement de 24 % et de
47 %. Pour chaque scénario, nous considérons trois échantillons de taille n = 200, n = 400 et
n = 800 que nous répliquons K = 1 000 fois.
Par la suite, nous nous focalisons sur l’estimation de p̂0e (s, t, 0) et p̂ee (s, t). Nous nous
plaçons pour cela aux dates s = 5, s = 10 et s = 15. La comparaison est donc eﬀectuée par
rapport à l’estimateur d’Aalen-Johansen de ces quantités, qui devrait être meilleur dans le
cadre markovien. En nous appuyant sur Meira-Machado et al. (2006), les métriques retenues
pour évaluer la performance de nos estimateurs sont la valeur absolue du biais, la variance
et la moyenne des erreurs au carré. Elles sont évaluées ponctuellement mais aussi sous une
forme agrégée, en intégrant sur l’intervalle [s, s+ 50] 4. Les Tableaux 3.2 et 3.3 fournissent les
résultats obtenus pour les deux scénarios de censure.
La simulation montre pour p̂e1e1 (s, t) et p̂e2e2 (s, t) que nos estimateurs (NP) oﬀrent de
meilleures performances pour les deux scénarios de censure. Les Tableaux 3.2 et 3.3 illustrent
clairement que l’estimateur d’Aalen-Johansen (AJ) est fortement biaisé dans ce cas de ﬁgure.
Ce biais semble croître avec la taille de l’échantillon. Nous observons également une plus forte
erreur quadratique pour les estimateurs AJ. Les bonnes performances des estimateurs NP,
en termes de biais et d’erreur quadratique, sont cependant compensées par une plus forte
variance. Il convient de noter que ce biais est plus faible pour des petites valeurs de s, ce qui
est conforme aux spéciﬁcations retenues pour la copule (dépendance de queue à gauche). En
moyenne, le temps passé dans l’état non-terminal e1 est plus long que pour l’état e2, ce qui
conduit à un biais plus important pour l’état e2 avec l’estimateur NP. Pour le scénario (2), la
situation est diﬀérente entre e1 et e2 à la date s = 5, puisque les individus dans l’état e1 sont
plus exposés à la censure. Pour les deux types d’estimateurs, le biais et la variance augmentent
avec la valeur de s à cause de la diminution du nombre d’individus à risque.
Nous comparons ensuite les estimateurs NP et AJ pour p̂0e1 (s, t, 0) et p̂0e2 (s, t, 0). Les
résultats obtenus sont plus complexes à interpréter, puisque dans ce contexte, le biais dépend
sensiblement des spéciﬁcations retenues pour les lois marginales, les scénarios de censure et l’in-
tervalle de temps. La fonction copule joue également un rôle important, puisqu’elle détermine
les régions pour lesquelles l’hypothèse de Markov est plus ou moins satisfaite. L’observation
locale des biais (non présentée) permet d’identiﬁer des zones particulières, pour lesquelles
l’estimateur NP donne de meilleurs résultats, et d’autres où la situation opposée apparaît.
Cette caractéristique est visible dans les Tableaux 3.2 et 3.3, alors qu’elle n’apparaissait pas
dans les résultats de Meira-Machado et al. (2006), compte tenu d’une diﬀérence de méthode
de simulation des données. Cette remarque concernant les résultats de ces auteurs est égale-
ment également conﬁrmée par les tests menés par Allignol et al. (2014) avec des estimateurs
identiques, mais une méthode de simulation diﬀérente de la nôtre.
Puisque le temps moyen passé dans l’état a0 avant de basculer vers e1 est supérieur à celui
dans e2, l’hypothèse de dépendance considérée génère une plus forte sensibilité au temps passé
dans l’état intermédiaire pour la probabilité de transition p0e1 (s, t, 0). Ceci permet d’expliquer
pourquoi l’estimateur adapté au cas markovien produit de meilleures résultats pour l’état e2.
Pour p0e1 (s, t, 0), l’estimateur AJ est fortement biaisé pour les faibles valeurs de s et de t− s
(s ∈ {5, 10} et t ≤ 20). Ce biais demeure stable avec la taille de l’échantillon. Nos résultats
indiquent de meilleures performances pour l’estimateur NP en termes de biais, en date s = 5
4. Nous approximons les intégrales par une somme sur des intervalles de temps de taille égale à Δ =
0, 2 unité de temps, c’est-à-dire que pour une fonction f correspondant à l’une de ces trois mesures, on a∫ s+50
s
f (τ) dτ ∑ 50Δk=0 f (s+Δk)Δ.
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pour e1, mais ce gain décroît quand le taux de censure augmente. Il est, en particulier, assez
faible pour e2 5. À l’inverse, l’estimateur NP est fortement biaisé lorsque t > 20 et le biais
augmente avec les valeurs de s. Cet eﬀet est particulièrement prononcé pour T0e2 , compte tenu
des spéciﬁcations choisies pour la simulation et notamment la fonction copule. Les deux eﬀets
que nous venons de décrire jouent en sens inverse dans les résultats produits, en terme de biais.
En fonction des périodes retenues, l’un des deux eﬀets prend le pas sur l’autre : le premier eﬀet
décrit est dominant pour les faibles valeurs de s et de t, mais le second est plus fort ailleurs.
Pour n = 400 et n = 800, cela induit un biais plus faible pour l’estimateur AJ des probabilités
associées à l’état e2, alors que les deux estimateurs sont équivalents, sauf pour s = 5, avec
e1. S’agissant de la variance intégrée, nos résultats illustrent des niveaux équivalents dans les
deux cas.
3.5 Application à des données d’assurance dépendance
En France, l’assurance dépendance propose une large gamme de garanties touchant à
des aspects sociaux et à la santé. Ces garanties sont destinées aux personnes âgées souﬀrant
d’une perte de mobilité ou d’autonomie, partielle ou totale, pour réaliser des actes de la vie
quotidienne. Les prestations sont généralement proposées sous forme de rente et comprennent
des périodes de carence, dont la durée peut dépendre de la pathologie responsable de l’entrée en
dépendance. Le montant des engagements dépend de la trajectoire suivie par l’assuré durant
la période de couverture, et du degré d’invalidité (cf. Plisson, 2009; Courbage et Roudaut,
2011). Cette section décrit dans un premier temps les données utilisées pour cette application,
puis discute les résultats obtenus à partir de nos estimateurs non-paramétriques. L’incertitude
sur les quantités estimées est mesurée via une techniques de bootstrap non-paramétrique.
3.5.1 Description des données
Le jeu de données que nous analysons dans cette section provient d’un assureur français. Il
s’agit des mêmes données que celles utilisées par Guibert et Planchet (2014) pour estimer des
probabilités d’incidence en dépendance. Ces données ont également été étudiées par Tomas et
Planchet (2013) pour la régularisation des taux de mortalité d’assurés lourdement dépendants,
grâce à des méthodes de lissage non-paramétrique. Dans cette étude, les auteurs calculent des
taux de décès mensuels (sans distinction par pathologie) qui présentent des diﬀérentes impor-
tantes, en fonction de la durée de maintien en dépendance et de l’âge des assurés. Leur travaux
soulignent clairement le caractère non-markovien du processus décrivant la durée de vie de
l’assuré à partir de l’entrée en dépendance 6. Les données utilisées sont longitudinales, censu-
rées à droite de manière indépendante (censure administrative principalement) et tronquées
à gauche. En comparaison des études précédentes, nous considérons, dans cette application,
les pathologies responsables de l’entrée en dépendance. La période d’observation s’étend du
début de l’année 1998 à la ﬁn de l’année 2010 et concerne la tranche d’âge 65-90 ans. Nous
observons environ 210 000 contrats et 68 % des assurés sont censurés avant l’entrée en dépen-
dance. Nous nous référons à Guibert et Planchet (2014) (ou au Chapitre 2) ainsi qu’à Tomas
et Planchet (2013) pour la présentation détaillée des données. Quatre types de cause d’entrée
5. Nous obtenons de meilleurs résultats pour e2 lorsque s < 5.
6. À titre de complément, nous avons testé le non-respect de l’hypothèse de Markov par le biais d’un modèle
de Cox semi-markovien, où la durée de présence, exprimée comme une covariable, était très signiﬁcative.
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en dépendance sont distinguées : les pathologies neurologiques e1 (taux de censure=40 %),
les pathologies diverses e2 (taux de censure=36%), les cancers en phase terminale e3 (taux de
censure=6%) et la démence e4 (taux de censure=45%). Nous considérons deux états termi-
naux, à savoir le décès d1 et l’annulation du contrat d2. La structure du modèle multi-états
ﬁnalement utilisée est représentée par la Figure 3.3. Nous ne considérons pas de covariable
dans cette application.
e1
a0
e4
d1
d2
...
...
Figure 3.3 – Forme du modèle multi-états retenu pour les données d’assurance dépendance.
3.5.2 Probabilité de transition et mesure d’association estimées
Dans cette section, nous estimons les probabilités de transition (3.18) et (3.20). La Fi-
gure 3.4 décrit les probabilités annuelles d’entrée en dépendance entre les date s et s + 1 an
et d’y rester au moins un mois, pour chacune des causes. Cette ﬁgure représente également,
pour comparaison, les taux d’incidence annuels dans chaque état de dépendance
q0e (s, s+ 1) = P (S ≤ s+ 1, V1 = e | S > s) ,
évalués à partir de l’estimateur d’Aalen-Johansen (cf. Guibert et Planchet, 2014, Section 4.2).
Les intervalles de conﬁance asymptotiques à 95 % sont obtenus par bootstrap non-paramétrique
à partir de 500 rééchantillonnages. Pour chaque pathologie, les probabilités de transition (3.18)
sont globalement croissantes avec le temps. Nous observons que l’écart entre les taux d’inci-
dence et les probabilités de transition s’accroît rapidement à partir de l’âge de 75 ans. Pour
les cancers en phase terminale, le taux d’incidence à 80 ans est 3,7 fois supérieur au niveau
atteint par la probabilité de transition estimée, ce qui traduit une mortalité très importante
des assurés dans le premier mois suivant l’entrée en dépendance.
Nous présentons dans la Figure 3.5 la surface des taux de mortalité bruts, estimés à partir
de notre modèle pour chaque pathologie via ped (s, s+ 1, η, η + 1/12). Ces taux sont présentés
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Figure 3.4 – Probabilités de transition estimées (pointillés) de l’état de bonne santé a0 vers
un état de dépendance e1, . . . , e4, ainsi que les taux d’incidence en dépendance associés (trait
plein). Les intervalles de conﬁance asymptotique à 95 % sont obtenus par bootstrap à partir
de 500 rééchantillonnages.
en fonction de l’âge d’occurrence de la dépendance 7 et du temps de séjour dans chaque état.
Nous nous limitons à la plage d’âge 70 − 90 ans et prenons 60 mois comme maximum pour
la durée de présence. Au préalable, nous avons exclu pour cette ﬁgure les taux supérieurs à
0, 5 qui sont clairement non robustes. Les taux de décès ne sont pas observés pour certaines
régions à cause du faible nombre d’observations, en particulier pour des durées supérieures à
12 mois. Nous remarquons que la durée de vie résiduelle en dépendance est très diﬀérente selon
les causes d’entrée, ce qui nécessite de les séparer pour correctement appréhender la survie des
dépendants. En particulier, le modèle décrit des taux de mortalité extrêmes pour les assurés
atteints de cancer pour les six mois suivant la survenance de la dépendance.
Nous mesurons à présent le lien entre la durée en bonne santé et la durée de vie totale
à partir des cross-odds ratios. Nous évaluons log
(
π̂
(e,d)
0n (s, s+ t)
)
, ainsi que les intervalles de
conﬁance à 95 % associés aux âges s = 70, 75, 80, 85 et 90 ans et aux durées t = 1, 6, 12 et
24 mois. Ces derniers sont obtenus au moyen de 500 échantillons bootstrap. Les résultats sont
présentés dans le Tableau 3.4.
Pour chaque cause, la mesure d’association locale décroît en fonction de l’âge s et diminue
légèrement en fonction de la durée de séjour à l’âge s ﬁxé. Cela conﬁrme l’impact de l’entrée
dans un état non-terminal sur la durée de vie globale. Pour les cancers en phase terminale,
nous signalons que l’association n’est pas disponible au delà de six mois à l’âge de 90 ans à
cause du manque de données.
7. Âges entiers.
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(a) e1-Pathologies neurologiques.
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(b) e2-Pathologies diverses.
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(c) e3-Cancers en phase terminale.
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(d) e4-Démence.
Figure 3.5 – Surface des taux de décès mensuels estimés pour des assurés dépendants ((a)
Pathologies neurologiques, (b) Pathologies diverses, (c) Cancers en phase terminale et (d)
Demence).
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Table 3.4 – Mesure d’association estimée.
s 1 mois 6 mois 12 mois 18 mois 24 mois
e1-Pathologies neurologiques
70 3.302 3.253 3.201 3.138 3.06
(3.034, 3.569) (2.98, 3.525) (2.921, 3.481) (2.853, 3.423) (2.768, 3.352)
75 2.604 2.543 2.48 2.403 2.329
(2.417, 2.79) (2.352, 2.733) (2.287, 2.672) (2.209, 2.596) (2.13, 2.528)
80 1.892 1.844 1.761 1.679 1.61
(1.725, 2.059) (1.676, 2.013) (1.586, 1.935) (1.501, 1.857) (1.429, 1.791)
85 1.373 1.348 1.277 1.223 1.182
(1.18, 1.567) (1.151, 1.544) (1.07, 1.484) (1.007, 1.439) (0.961, 1.404)
90 0.959 0.925 0.944 0.958 0.889
(0.67, 1.248) (0.617, 1.234) (0.627, 1.26) (0.575, 1.34) (0.45, 1.328)
e2-Pathologies diverses
70 5.15 5.124 5.06 5.044 4.974
(4.706, 5.594) (4.686, 5.562) (4.612, 5.509) (4.589, 5.498) (4.52, 5.428)
75 4.184 4.09 4.012 3.898 3.841
(3.939, 4.429) (3.835, 4.345) (3.752, 4.273) (3.635, 4.161) (3.574, 4.107)
80 3.27 3.229 3.135 3.007 2.914
(3.066, 3.474) (3.023, 3.436) (2.92, 3.349) (2.787, 3.226) (2.694, 3.134)
85 2.263 2.217 2.169 2.149 2.067
(2.057, 2.47) (2.002, 2.431) (1.944, 2.394) (1.915, 2.383) (1.823, 2.311)
90 1.621 1.661 1.694 1.736 1.706
(1.333, 1.909) (1.343, 1.979) (1.339, 2.048) (1.328, 2.144) (1.24, 2.172)
e3-Cancers en phase terminale
70 3.846 3.802 3.761 3.692 3.637
(3.436, 4.257) (3.384, 4.221) (3.332, 4.189) (3.266, 4.119) (3.212, 4.062)
75 3.366 3.388 3.353 3.303 3.254
(3.065, 3.666) (3.073, 3.703) (3.035, 3.671) (2.982, 3.625) (2.931, 3.576)
80 3.004 3.036 3.026 2.984 2.915
(2.708, 3.3) (2.722, 3.35) (2.701, 3.352) (2.642, 3.325) (2.566, 3.264)
85 2.371 2.39 2.39 2.366 2.298
(2.059, 2.683) (2.055, 2.725) (2.029, 2.751) (1.977, 2.755) (1.894, 2.701)
90 1.652 − − − −
(1.026, 2.277) − − − −
e4-Démence
70 4.45 4.469 4.403 4.282 4.174
(4.226, 4.673) (4.241, 4.698) (4.165, 4.641) (4.027, 4.537) (3.907, 4.442)
75 3.396 3.333 3.258 3.115 2.994
(3.27, 3.522) (3.199, 3.467) (3.117, 3.4) (2.969, 3.26) (2.845, 3.142)
80 2.333 2.272 2.193 2.102 2.007
(2.233, 2.433) (2.168, 2.376) (2.082, 2.304) (1.989, 2.214) (1.889, 2.125)
85 1.487 1.434 1.379 1.313 1.234
(1.38, 1.594) (1.323, 1.545) (1.264, 1.493) (1.192, 1.434) (1.107, 1.36)
90 0.885 0.876 0.826 0.775 0.751
(0.737, 1.033) (0.718, 1.034) (0.651, 1.002) (0.583, 0.968) (0.53, 0.973)
Note : Ce tableau fournit la valeur estimée de la mesure d’association locale pour chaque
cause d’entrée en dépendance, e1, . . . , e4, ainsi que l’intervalle de conﬁance à 95 % associé
(entre parenthèses), calculé à partir de 500 rééchantillonnages. La mesure d’association lo-
cale est calculée pour les âges s = 70, 75, 80, 85 et 90 ans et pour des durées t = 1, 6, 12
et 24 mois.
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3.6 Discussion
Ce chapitre se focalise sur des méthodes non-paramétriques en présence de censure indé-
pendante pour analyser certains modèles multi-états acycliques, sans recourir à l’hypothèse de
Markov. En s’appuyant sur une construction comprenant deux modèles à risques concurrents
imbriqués, nous proposons un cadre d’inférence, en formulant les quantités d’intérêt comme des
fonctionnelles sous une fonction de répartition jointe. Elles peuvent alors être estimées par le
biais d’intégrales d’Aalen-Johansen, adaptées aux modèles à risques concurrents. Nous exami-
nons les propriétés asymptotiques de ces estimateurs, en adoptant une logique proche de celle
utilisée antérieurement pour obtenir des résultats théoriques sur les intégrales Kaplan-Meier en
présence de covariables. Cela permet d’exhiber des estimateurs de plusieurs probabilités d’inté-
rêt pour les actuaires, qui peuvent être ensuite utilisées pour mesurer l’adéquation d’un modèle
(paramétrique) aux données. Par construction, notre spéciﬁcation comprend deux modèles à
risques concurrents, pour lesquels il est naturel de chercher à mesurer le lien de dépendance.
La mesure d’association retenue, puis adaptée, s’inspire des travaux récents relatifs à l’analyse
des modèles à risques concurrents bivariés.
L’analyse sur données simulées semble démontrer la pertinence de notre approche pour
les probabilités de transition "classiques". En eﬀet, nos estimateurs de (3.2) obtiennent de
meilleures performances que l’estimateur d’Aalen-Johansen, lorsque l’hypothèse de Markov
n’est pas satisfaite. Ce gain en performance n’est parfois que local, ce qui peut rendre l’ana-
lyse des résultats assez complexe, puisqu’à l’inverse lorsque l’hypothèse de Markov est vériﬁée,
l’estimateur d’Aalen-Johansen est nettement plus performant. À titre d’illustration, nous ap-
pliquons ce cadre d’inférence à des données d’assurance dépendance, pour lesquelles il n’est pas
raisonnable de s’appuyer sur l’hypothèse de Markov. Nous y testons une mesure d’association
qui peut être utilisée pour étudier localement l’amplitude de la dépendance entre la durée en
bonne santé et la durée de vie globale. Elle témoigne d’un niveau élevé d’association entre les
deux durées de vie.
Plusieurs développements pourraient être envisagés. Tout d’abord, une extension intéres-
sante de ce travail serait de développer des méthodes réduisant le biais de nos estimateurs,
notamment pour des échantillons de taille modeste. Les travaux de Amorim et al. (2011) consti-
tuent une direction naturelle et semblent applicables assez directement à nos estimateurs, mais
en l’absence de covariables. Il convient également de remarquer que de Uña-Álvarez et Meira-
Machado (2015) ont récemment proposé des améliorations aux estimateurs de Meira-Machado
et al. (2006) pour en accroître les performances. Nos estimateurs non-paramétriques sont ap-
plicables sans diﬃcultés en présence de covariables discrètes, mais ne peuvent pas être utilisés
en pratique avec des covariables continues ou bien lorsque le nombre de covariables est trop
important. Une autre piste de réﬂexion pourrait être de proposer des modèles de régression
semi-paramétriques adaptés à notre cas. Scheike et Sun (2012) ont par exemple développés
une approche de ce type en spéciﬁant la forme de la mesure d’association. Il serait possible
de s’en inspirer en exploitant la structure bivariée du modèle. Finalement, il conviendrait
d’étudier plus largement la construction de tests d’adéquation à partir de nos estimateurs.
Ceci nécessiterait notamment le calcul de valeurs critiques qui, lorsqu’elles sont obtenues avec
les méthodes de bootstrap (Efron, 1979) que nous utilisons, sont critiquables en raison des
perturbations induites par la censure.
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3.7 Annexes
3.7.1 Démonstration du Théorème 1
Soit, pour i = 1, . . . , n et v ∈ V,D(v)i =
(
Yi, δi, J
(v)
i ,U i
)
et pour chaque n ≥ 0, la σ-algèbre
F (v)n = σ
(
Zi:n, D
(v)
[i:n], 1 ≤ i ≤ n,Zn+1, D
(v)
n+1, . . .
)
,
où D(v)[i:n] est la valeur associée à Zi:n.
Pour v ∈ V, Ŝ(v)n (ϕ) est adaptée à F (v)n . F (v)n est décroissante et converge vers F (v)∞ =⋂
n≥1F (v)n . Notre stratégie suit celle de Stute et Wang (1993) et vise à démontrer que
(
Ŝ
(v)
n (ϕ) ,
F (v)n , n ≥ 0
)
est une sur-martingale renversée. Il s’agit ensuite d’appliquer les résultats de Ne-
veu (1975, Proposition V-3-11, p. 116) pour obtenir la convergence presque sûre du processus.
Dans le lemme suivant, nous considérons que ϕ est une fonction non-négative. Autrement, les
résultats resteraient applicables en décomposant ϕ en parties positives et négatives.
Lemme 1. Pour ϕ ≥ 0 et en supposant que la fonction de répartition de Z est continue,(
Ŝ
(v)
n (ϕ) ,F (v)n , n ≥ 0
)
est une sur-martingale renversée pour v ∈ V.
Démonstration. En notant F̂ (v)n (z) =
∑n
i=1 W˜
(v)
in 11{Zi:n≤z} et F̂
(v)
n {z} = F̂ (v)n (z)− F̂ (v)n (z−),
nous remarquons que
Ŝ(v)n (ϕ) =
n∑
i=1
ϕ
(
Y[i:n], Zi:n,U [i:n]
)
F̂ (v)n {Zi:n}.
Si Zn+1 est de rang k avec 1 ≤ k ≤ n+ 1, alors Zi:n = Zi:n+1 pour tout i < k. Nous avons
alors
k−1∑
i=1
ϕ
(
Y[i:n], Zi:n,U [i:n]
)
F̂ (v)n {Zi:n} =
k−1∑
i=1
ϕ
(
Y[i:n+1], Zi:n+1,U [i:n+1]
)
F̂ (v)n {Zi:n+1} ,
n∑
i=k
ϕ
(
Y[i:n], Zi:n,U [i:n]
)
F̂ (v)n {Zi:n} =
n+1∑
i=k+1
ϕ
(
Y[i:n+1], Zi:n+1,U [i:n+1]
)
F̂ (v)n {Zi:n+1} ,
et
ϕ
(
Y[k:n+1], Zk:n+1,U [k:n+1]
)
F̂ (v)n {Zk:n+1} = 0.
Par conséquent, nous obtenons
Ŝ(v)n (ϕ) =
n+1∑
i=1
ϕ
(
Y[i:n+1], Zi:n+1,U [i:n+1]
)
F̂ (v)n {Zi:n+1} . (3.24)
En suivant la même démarque que pour la preuve du Lemme 2.2 de Stute et Wang (1993)
(cf. aussi Stute, 1993, Lemma 2.2), nous montrons qu’avec le Lemme 2.1 de Stute et Wang
(1993) appliqué à D[i:n]
E
[
F̂ (v)n {Zi:n+1} | F (v)n+1
]
= W˜
(v)
i,n+1 , 1 ≤ i ≤ n
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et
E
[
F̂ (v)n {Zn+1:n+1} | F (v)n+1
]
≤ W˜ (v)n+1,n+1 .
Puisque ϕ ≥ 0, on obtient le résultat désiré en écrivant l’espérance conditionnelle de (3.24).
À partir du Lemme 1, nous obtenons, en appliquant la Proposition V-3-11 de Neveu (1975)
que
E
[
Ŝ(v)n (ϕ) | F (v)∞
]
,
admet une limite P-presque sûrement. Grâce à la loi 0-1 de Hewitt-Savage, F (v)∞ est trivial et
il en résulte
lim
n→∞E
[
Ŝ(v)n (ϕ) | F (v)∞
]
= lim
n→∞E
[
Ŝ(v)n (ϕ)
]
= S(v)∞ (ϕ) .
À présent, notre objectif est de déterminer la valeur de S(v)∞ (ϕ). Pour cela, nous écrivons
m (z) = P (δ = 1 | Z = z) ,
Ψn (z) =
n∏
i=1
(
1 +
1−m (Zi:n)
n− i+ 1
)11{Zi:n<z}
,
et pour v ∈ V
ϕ˜(v) (z) = E
[
ϕ (Y, Z,U) δJ (v) | Z = z
]
.
Lemme 2. Avec les hypothèses du Lemme 1, nous avons pour v ∈ V
E
[
Ŝ(v)n (ϕ)
]
= E
[
ϕ˜(v) (Z)E [Ψn−1 (Z)]
]
.
Démonstration. Soit Rjn le rang de Zj parmi Z1, . . . , Zn, nous pouvons écrire
E
[
Ŝ(v)n (ϕ)
]
= E
[
n∑
i=1
W˜
(v)
in ϕ
(
Y[i:n], Zi:n,U [i:n]
)]
= E
⎡⎢⎢⎢⎣
n∑
i=1
1
n− i+ 1E
⎡⎢⎢⎢⎣
ϕ
(
Y[i:n], Zi:n,U [i:n]
)
δ[i:n]J
(v)
[i:n]
×
i−1∏
j=1
(
n− j
n− j + 1
)δ[j:n]
| Z1:n, . . . , Zn:n
⎤⎥⎥⎥⎦
⎤⎥⎥⎥⎦ .
En appliquant le Lemme 2.1 de Stute et Wang (1993) à D(v)i pour i = 1, . . . , n, nous
savons que, conditionnellement à Z1:n < . . . < Zn:n, les valeurs concomitantes de D sont
indépendantes. Par conséquent,
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E
[
Ŝ(v)n (ϕ)
]
= E
⎡⎣ n∑
i=1
ϕ˜(v) (Zi:n)
n− i+ 1
i−1∏
j=1
E
[(
n− j
n− j + 1
)δ[j:n]
| Zj:n
]⎤⎦
= E
⎡⎣ n∑
i=1
ϕ˜(v) (Zi:n)
n− i+ 1
i−1∏
j=1
(
1− m (Zj:n)
n− j + 1
)⎤⎦
= E
⎡⎣ n∑
i=1
ϕ˜(v) (Zi:n)
n
i−1∏
j=1
(
1 +
1−m (Zj:n)
n− j
)⎤⎦
= E
⎡⎣ n∑
i=1
ϕ˜(v) (Zi)
n
n∏
j=1
(
1 +
1−m (Zj)
n−Rjn
)11{Zj<Zi}⎤⎦
= E
⎡⎣ϕ˜(v) (Z1) n∏
j=1
(
1 +
1−m (Zj)
n−Rjn
)11{Zj<Z1}⎤⎦ . (3.25)
Si Zj < Z1 alors Rjn = Rj,n−1. En conditionnant par Z1, le résultat attendu suit facilement.
Une preuve similaire est construite dans Stute et Wang (1993)[Lemma 2.4] et réutilise les
résultats de Stute (1994). À présent, nous sommes en capacité de prouver le Théorème 1 en
étudiant le processus Ψn (z).
Preuve du Théorème 1. À partir des résultats de Stute et Wang (1993)[Lemma 2.5 et Lemma
2.6] et en supposant que G et la fonction de répartition F sont continues, pour chaque z < τZ ,
nous avons
E [Ψn (z)] ↑ 1
1−G (z) . (3.26)
Par conséquent, sous l’Hypothèse 2 et ϕ ≥ 0, nous obtenons en appliquant le Lemme 2,
l’Équation (3.26) et le théorème de convergence monotone
S(v)∞ (ϕ) =
∫
11{Z<τZ}
ϕ˜(v) (Z)
1−G (Z) dP
=
∫
11{Z<τZ}E
[
ϕ (Y, Z,U) δJ (v) | Z
] 1
1−G (Z) dP
=
∫
ϕ (S, T,U)
11{T<τZ}δJ
(v)
1−G (T ) dP
=
∫
ϕ (S, T,U)
11{T<τZ}J
(v)
1−G (T ) P (T ≤ C | S, V, T,U) dP
=
∫
ϕ (S, T,U)
11{T<τZ}J
(v)
1−G (T ) P (T ≤ C | V, T ) dP.
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Puisque C et (V, T ) sont indépendants (cf. Hypothèse 1), nous remarquons que P (T ≤ C | V, T ) =
1−G (T ). Par conséquent, on a
S(v)∞ (ϕ) =
∫
11{t<τZ}ϕ (s, t,u) F
(v)
0 (ds, dt, du). (3.27)
Comme indiqué plus tôt, si F (v) est continue, la preuve est résolue à partir du Lemme 1,
l’Équation (3.27) et la Proposition V-3-11 de Neveu (1975).
3.7.2 Preuve du Théorème 2
Ici, nous notons
M̂n (z) =
n∑
i=1
11{Zi≤z},
M̂0n (z) =
n∑
i=1
11{Zi≤z,δi=0},
M̂ (v)n (y, z,u) =
n∑
i=1
11{Yi≤y,Zi≤z,U i≤u,δi=1,Vi=v},
les distributions empiriques de M , M0 et M
(v)
0 . En s’appuyant sur la démarque suivie par les
preuves de Stute (1995), notre stratégie s’eﬀectue en 2 étapes : prouver le théorème centrale
limite quand ϕ s’annule à droite pour un certain temps ν < τZ et ensuite l’étendre sur [0, τZ ].
Remarquons que Suzukawa (2002) suivent également la même stratégie.
Lemme 3. Nous avons pour v ∈ V
Ŝ(v)n (ϕ) =
1
n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i exp
⎧⎨⎩n
∫ Zi−
0
ln
⎧⎨⎩1 + 1n(1− M̂n (τ))
⎫⎬⎭M̂0n (dτ)
⎫⎬⎭
(3.28)
Démonstration. Avec le même résultat que celui suivi pour obtenir (3.25), nous trouvons
Ŝ(v)n (ϕ) =
1
n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i
n∏
j=1
(
1 +
1− δj
n−Rjn
)11{Zj<Zi}
.
Le résultat suit immédiatement par déﬁnition de M̂n (z) et M̂0n (z), cf. la preuve du Lemme
2.1 de Stute (1995).
Le terme exponentiel dans (3.28) s’écrit, comme pour Stute (1995), tel que
exp {. . .} = 1
1−G (Zi) (1 +Bin + Cin) +
1
2
exp {Δi} (Bin + Cin)2 , (3.29)
où
Bin = n
∫ Zi−
0
ln
⎧⎨⎩1 + 1n(1− M̂n (τ))
⎫⎬⎭M̂0n (dτ)−
∫ Zi−
0
M̂0n (dτ)
1− M̂n (τ)
,
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Cin =
∫ Zi−
0
M̂0n (dτ)
1− M̂n (τ)
−
∫ Zi−
0
M0 (dτ)
1−M (τ) ,
et Δ est entre les deux termes
n
∫ Zi−
0
ln
⎧⎨⎩1 + 1n(1− M̂n (τ))
⎫⎬⎭M̂0n (dτ) et
∫ Zi−
0
M0 (dτ)
1−M (τ) .
En considérant (3.28) et (3.29), nous écrivons
Ŝ(v)n (ϕ) =
1
n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i
1 +Bin + Cin
1−G (Zi)
+
1
2n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i exp {Δi} (Bin + Cin)2.
(3.30)
À présent, nous décomposons la dernière partie de l’équation et approximons chaque com-
posante. Pour cela, nous appliquons l’hypothèse suivante pour ϕ
Hypothèse 5. ϕ est une F0-intégrable telle que
∫
ϕ2dF0 < ∞ et ϕ (s, t,u) = 0 pour ν < t
où ν < τZ .
Cette hypothèse vise à borner le dénominateur des termes obtenus dans les lemmes sui-
vants.
Lemme 4. Sous l’Hypothèse 5, nous avons
1
n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i
Cin
1−G (Zi)
= −
∫∫∫
ϕ (s, t,u) 1 {τ<t,τ<ω}
(1−G (t)) (1−M (τ))2 M̂n (dω)M0 (dτ)M
(v) (ds, dt, du)
+
∫∫
ϕ (s, t,u) 1 {τ<t}
(1−G (t)) (1−M (τ))M̂0n (dτ)M
(v) (ds, dt, du) +R(v)n ,
(3.31)
où |R(v)n | = O
(
n−1 lnn
)
presque sûrement.
Démonstration. En utilisant la décomposition suivante pour z < Zn:n dans Cin,
1
1− M̂n (z)
= − 1− M̂n (z)
(1−M (z))2 +
2
1−M (z) +
(
M̂n (z)−M (z)
)2
(1−M (z))2
(
1− M̂n (z)
) ,
nous pouvons écrire
1
n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i
Cin
1−G (Zi)
= −
∫∫∫
ϕ (s, t,u) 1 {τ<t,τ<ω}
(1−G (t)) (1−M (τ))2 M̂n (dω) M̂0n (dτ) M̂
(v)
n (ds, dt, du)
+ 2
∫∫
ϕ (s, t,u) 1 {τ<t}
(1−G (t)) (1−M (τ))M̂0n (dτ) M̂
(v)
n (ds, dt, du)
−
∫∫
ϕ (s, t,u) 1 {τ<t}
(1−G (t)) (1−M (τ))M0 (dτ) M̂
(v)
n (ds, dt, du) +R
(v)
n1 ,
(3.32)
117
Chapitre 3. Inférence non-paramétrique des probabilités de transition
où
R
(v)
n1 =
∫∫
ϕ (s, t,u) 1 {τ<t}
(1−G (t))
(
M̂n (t)−M (t)
)2
(1−M (t))2
(
1− M̂n (t)
)M̂0n (dτ) M̂ (v)n (ds, dt, du).
Sous l’Hypothèse 5 et avec le même argument que Stute (1995, Lemma 2.5), c’est-à-dire
en utilisant la loi du logarithme itéré pour les processus empiriques et la loi forte des grands
nombres(LFGN), nous obtenons |R(v)n1 | = O
(
n−1 lnn
)
presque sûrement. Pour le reste de la
preuve, nous pouvons décomposer les autres termes dans l’Équation (3.32) comme une U-
statistique plus un reste négligrable. Formellement, nous avons
∫∫∫
ϕ (s, t,u) 1 {τ<t,τ<ω}
(1−G (t)) (1−M (τ))2 M̂n (dω) M̂0n (dτ) M̂
(v)
n (ds, dt, du)
=
∫∫∫
ϕ (s, t,u) 1 {τ<t,τ<ω}
(1−G (t)) (1−M (τ))2
×
[
M̂n (dω)M0 (dτ)M
(v) (ds, dt, du) +M (dω) M̂0n (dτ)M
(v) (ds, dt, du)
− 2M (dω)M0 (dτ)M (v) (ds, dt, du) +M (dω)M0 (dτ) M̂ (v)n (ds, dt, du)
]
+R
(v)
n2 ,
(3.33)
et∫∫
ϕ (s, t,u) 1 {τ<t}
(1−G (t)) (1−M (τ))M̂0n (dτ) M̂
(v)
n (ds, dt, du)
=
∫∫
ϕ (s, t,u) 1 {τ<t}
(1−G (t)) (1−M (τ))
×
[
M̂0n (dτ)M
(v) (ds, dt, du)−M0 (dτ)M (v) (ds, dt, du) +M0 (dτ) M̂ (v)n (ds, dt, du)
]
+R
(v)
n3 ,
(3.34)
où |R(v)n2 | = O
(
n−1 lnn
)
et |R(v)n3 | = O
(
n−1 lnn
)
preque partout. Nous nous référons à des
arguments similaires que pour les Lemmes 2.3 et 2.4 de Stute (1995) pour obtenir les deux
représentations fondées sur la projection de Hajek pour une V-statistique pour des données
multivariées
(
Yi, Zi,U i, δi, J
(v)
i
)
, 1 ≤ i ≤ n. Finalement, la preuve de (3.31) suit en substi-
tuant (3.33) et (3.34) dans (3.32).
À présent, nous examinons les autres termes dans (3.30) dans le lemme suivant.
Lemme 5. Sous l’Hypothèse 5, nous obtenons presque sûrement
1
n
∣∣∣∣∣
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i
Bin
1−G (Zi)
∣∣∣∣∣ = O(n−1), (3.35)
et
1
2n
∣∣∣∣∣
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i exp {Δi} (Bin + Cin)2
∣∣∣∣∣ = O(n−1 lnn). (3.36)
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Démonstration. La preuve est immédiate en appliquant les preuves des Lemmes 2.6 et 2.7 de
Stute (1995).
Proof of Theorem 2. Avec les Lemmes 4 et 5, l’Équation (3.30) devient
Ŝ(v)n (ϕ) =
1
n
n∑
i=1
ϕ (Yi, Zi,U i) δiJ
(v)
i
1−G (Zi) +
1
n
n∑
i=1
[
λ
(v)
1 (Zi) (1− δi)− λ(v)2 (Zi)
]
+R
(v)
n4 (3.37)
où |R(v)n4 | = O
(
n−1 lnn
)
presque sûrement. En conséquence, le processus Ŝ(v)n (ϕ), v ∈ V , suit
un théorème central limite et le Théorème 2 suit sous les Hypothèses 5.
Finalement, les résultats du Théorème 2 peut être étendus sur ]ν, τZ ] en suivant des ar-
guments similaires à ceux de utilisés dans la preuve du Théorème 1.1 de Stute (1995), sous
l’Hypothèse 3 et 4.
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Chapitre 4
Inﬂuence des facteurs économiques sur
l’évolution de la qualité de crédit et le
nombre de défaults en assurance crédit
Ce chapitre s’intéresse à l’utilisation de modèles multi-états pour l’estimation, puis la pro-
jection du nombre de défauts et de changements de ratings en assurance crédit. Comme pour
les banques, les assureurs crédit s’appuient sur une évaluation de la qualité des ﬁrmes qu’ils
assurent, pour la gestion de leurs risques, et établissent des matrices de changement de ratings,
ne prenant pas en compte les eﬀets ponctuels produits par les variations de l’environnement
économique. Notre approche met en œuvre un modèle stochastique pour la projection de ces
matrices, utilisables par groupe homogène de ﬁrmes assurées, en les faisant dépendre de vari-
ables macro-économiques observables, via un modèle de régression ordonné. Elle s’appuie pour
cela sur des données individuelles d’un assureur crédit français, observées en temps discret en
présence de censure. Une des caractéristiques importante de cette activité d’assurance réside
dans la capacité unilatérale qu’a l’assureur de réduire ou d’annuler les garanties souscrites,
lorsque le risque évolue. Une analyse ﬁne des entreprises assurées est alors nécessaire. Ainsi,
l’objectif est permettre l’ajustement de la qualité du portefeuille en fonction des changements
de l’environnement économique. Nous considérons ces actions de gestion et analysons com-
ment elles permettent d’absorber des chocs issus de stress tests. Ce type de réﬂexion est
en eﬀet particulièrement utile dans le cadre de l’ORSA (Own Risk Solvency Assessment)
puisqu’elle permet de mieux appréhender la pertinence de ces actions en cas de chocs adverses
sur l’économie.
Ce chapitre s’appuie sur l’article de Guibert et al. (2015), coécrit avec Frédéric Planchet
et Anisa Caja. Il est soumis à l’European Actuarial Journal.
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4.1 Introduction
Les entreprises commerciales recourent à l’assurance crédit lorsqu’elles émettent des doutes
sur la capacité d’un client, appelé dans la suite buyer, à régler ses factures à temps (protracted
default) ou bien pour se protéger de son insolvabilité (solvency default) à court terme. Elles
souscrivent alors une police d’assurance garantissant le remboursement partiel des sommes
dues, si le client n’est pas en capacité d’honorer ses dettes.
Les assureurs crédit disposent d’une large marge de manœuvre pour piloter les risques au
sein du portefeuille d’assurés. En eﬀet, ils sont en capacité de réduire ou d’annuler les garanties
oﬀertes, à n’importe quel moment, si le risque de crédit assuré vient à évoluer. Celui-ci est peut
être notamment relié à l’évolution des cycles économiques (Caja et Planchet, 2014). Ainsi,
les assureurs doivent être en mesure de suivre avec attention les entreprises qui pourraient se
fragiliser et voir augmenter leur probabilité de défaut. Pour cela, ils déploient en interne des
systèmes de notation évaluant la qualité de crédit des ﬁrmes assurées, à l’instar des banques
pour la gestion des risques de crédit sous Bâle II. En pratique, ces systèmes attribuent une
note, appelée rating, sur une base mensuelle aux buyers, ce qui fournit une image régulière du
risque de crédit supporté.
Dans ce chapitre, nous développons un modèle à forme réduite, visant à évaluer les eﬀets
dans le temps de facteurs de risque macroéconomiques sur la qualité de crédit du portefeuille.
Ceci permet d’en déduire une réponse en termes de gestion des risques. Notre analyse s’appuie
sur un jeu de données issu des systèmes de gestion d’un assureur crédit français. La littérature
académique consacrée à l’analyse et à la gestion des risques en assurance crédit est extrême-
ment rare et les quelques travaux, à notre connaissance, ayant discuté de ces aspects sont
ceux de Passalacqua (2006, 2007). Cet auteur examine des problématiques de tariﬁcation et
projette la perte en cas de défaut d’un portefeuille d’assurance crédit. Ses développements
ignorent cependant la dynamique suivie par les ratings. Ainsi, une première contribution du
présent travail réside simplement dans l’analyse du lien entre des facteurs macroéconomiques
et les risques couverts en assurance crédit. En pratique, il semble que les assureurs recourent
à des modèles de crédit classiques sous forme structurelle, comme par exemple le modèle de
Merton (Merton, 1974) ou bien le modèle KMV. L’hétérogénéité au sein du portefeuille est
généralement appréhendée par le biais d’indicateurs bilantiels, qui permettent de déterminer
la probabilité de défaut de chaque ﬁrme. La dépendance au sein du portefeuille est ensuite
spéciﬁée au moyen d’une matrice de corrélation. Récemment, Caja et Planchet (2014) ont
étendu ce type d’approche et ont cherché à capturer l’eﬀet des cycles de crédit, en formalisant
deux matrices de transition constantes, l’une relative à un régime haut et l’autre à un régime
bas. Cependant, sa mise en œuvre requiert un calibrage initial et une identiﬁcation à dire
d’expert des périodes de cycles haut et bas, diﬃcilement justiﬁable.
Dans ce chapitre, nous présentons, en temps discret, un modèle s’appuyant sur une chaîne
de Markov doublement stochastique, décrivant l’évolution des taux de défaut et des matrices
de transition, aussi appelées matrices de migration stochastiques (Gagliardini et Gouriéroux,
2005), en fonction de variables macroéconomiques. Ce type de spéciﬁcation est couramment
utilisé pour les modèles de crédit des banques, lorsqu’il s’agit de fournir la dynamique des
taux de défaut (p. ex. Duﬃe et al., 2007). Notre approche permet de projeter le nombre
d’améliorations (upgrades) ou de dégradations (downgrades) des ratings, ainsi que le nombre
de défauts, en réponse aux évolutions de la conjoncture. Dans la pratique, elle permet de
projeter, puis de choquer la distribution du nombre de défauts sur plusieurs périodes, en faisant
intervenir les actions du management qui se fondent sur la qualité de crédit des ﬁrmes assurées.
122
4.1. Introduction
Elle oﬀre, entre autres, aux assureurs des outils permettant de se positionner par rapport aux
exigences du dispositif prudentiel Solvabilité II (Parlement Européen et Conseil de l’Union
Européenne, 2009), qui demande la mise en œuvre d’une politique personnalisée de gestion et
d’évaluation des risques au travers de l’ORSA (Own Risk Solvency Assessment) 1. De plus,
notre modèle donne des estimations qui peuvent être ensuite utilisées pour comparaison avec
les résultats du modèle dédié à l’évaluation de la charge en capital (formule standard ou modèle
interne).
Avec la mise en œuvre des accords de Bâle II, la littérature bancaire consacrée à l’évaluation
du risque de crédit des obligations d’entreprises et souveraines s’est considérablement dévelop-
pée pour mesurer, notamment, les eﬀets des changements de l’environnement économique sur
les taux de défaut et les matrices de transition. Depuis les travaux de Nickell et al. (2000) et de
Bangia et al. (2002) sur le lien entre les changements de ratings et les cycles économiques (car-
actérisés notamment chez ces auteurs par l’indice américain NBER ou la croissance du produit
intérieur brut), un nombre considérable d’études a été mené pour préciser ce lien (cf. Hu et al.,
2002; Chava et Jarrow, 2004; Couderc et Renault, 2005; Duﬃe et al., 2007; Koopman et al.,
2009, 2011; Figlewski et al., 2012; Fei et al., 2012). Un résultat récurrent dans cette littérature
est que les nombres de défauts et de dégradations des notations augmentent en période de
récession économique. Les modèles employés s’appuient sur des facteurs macroéconomiques
observables pour reﬂéter la situation économique locale ou internationale. Plus récemment
pour les obligations d’entreprises, les économètres ont considéré des modèles à facteurs latents
dans l’optique d’accroître la précision de la prédiction. Parmi ces approches, Koopman et al.
(2008) et Koopman et al. (2009) ont introduit, en temps continu, des modèles de migration,
prenant en compte des facteurs observables et des facteurs non-observables. Dans le même
temps, Duﬃe et al. (2009) se sont focalisés sur les intensités de défaut, à partir d’un modèle
s’appuyant sur des fragilités dynamiques, des facteurs ﬁnanciers et des covariables individu-
elles. Ces derniers travaux visent à proposer une projection individualisée des intensités de
défaut. Chava et al. (2011) fournissent un cadre plus complet en modélisant conjointement
les taux de défaut et les taux de recouvrement en cas de défaut, à partir de plusieurs vari-
ables de fragilité, dont l’objet est de capturer des eﬀets latents propres à plusieurs secteurs de
l’industrie. Wendin et McNeil (2006), McNeil et Wendin (2007) et Stefanescu et al. (2009) ont
également développé des approches intégrant une part inobservée du cycle économique et esti-
ment leur modèle par le biais de techniques bayésiennes. Celles-ci sont développées en temps
discret et présentent l’avantage de fournir des intervalles de prédiction pour les probabilités
projetées. Azizpour et al. (2014) discutent des diﬀérentes sources de défaut pour des obliga-
tions d’entreprises et incluent des eﬀets de contagion (auto-excitation). Creal et al. (2014)
proposent un cadre relativement ﬂexible modélisant à la fois les transitions, les défauts et les
taux de recouvrement, en utilisant des variables observables et des fragilités dynamiques pour
le calcul de la distribution des pertes.
1. Conformément à l’article 45 de la Directive Solvabilité II, l’ORSA est une composante fondamentale
de la politique interne de gestion des risques d’un assureur, permettant de considérer ses risques propres, ses
propres limites de risque, ses propres tolérances aux risques ainsi que sa stratégie d’ensemble. Ce système
permet de vériﬁer le respect permanent des engagements règlementaires sous Solvabilité II et vise à contrôler
la pertinence de la règle retenue pour l’évaluation du capital (Guibert et al., 2014). Les stress tests constituent
une composante essentielle de l’ORSA, puisqu’ils permettent à l’assureur d’explorer des scénarios adverses, d’en
mesurer les eﬀets et de déﬁnir des réponses adaptées. Cette procédure s’appuie sur des données historiques et la
cohérence de ces scénarios doit, si possible, être étudiée. Les instances dirigeantes et le superviseur doivent être
en mesure de discuter de la pertinence des scénarios et de leur capacité à évaluer l’ensemble des vulnérabilités
de l’assureur.
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Ces exemples d’économétrie ﬁnancière prennent en compte des eﬀets complexes (p. ex.
la contagion entre industries, des caractéristiques inobservées, des indicateurs économiques
plus ou moins ﬁns), observés sur de longues périodes, avec des jeux de données d’obligations
d’entreprises issus de grandes banques ou d’agences de notation. Les données des assureurs
crédit sont diﬀérentes, puisque leur portefeuille est relativement diversiﬁé, avec à la fois des
entreprises de petite taille, de taille moyenne 2 et des grandes ﬁrmes, issues de diﬀérentes
industries. Leurs caractéristiques sont moins connues d’un point de vue académique. Pour
ces raisons, spéciﬁer un modèle sophistiqué en première approche n’est pas nécessairement
recommandé, tant que ces données ne sont pas mieux connues. Plusieurs points sont en eﬀet
singuliers. Notamment, notons que les garanties d’assurance crédit distinguent deux types de
défauts. Le défaut protracted est atypique. Bien qu’il déclenche des paiements pour l’assureur,
il ne s’agit pas d’un état terminal, mais d’une situation ponctuelle dans laquelle l’hypothèse de
Markov d’ordre 1 n’est pas satisfaite. Cet état comprend un eﬀet de momentum, c’est-à-dire
que le défaut protracted s’inscrit dans une tendance où la ﬁrme se dégrade progressivement.
Ce type d’analyse est rarement entrepris dans la littérature sur le risque de crédit, comme le
remarquent Malik et Thomas (2012). Par ailleurs, nous observons un eﬀet de sélection induit
par la résiliation de contrats de la part de l’assureur. Celui-ci n’est pas neutre et vise à réduire
le risque du portefeuille. Après cette sélection, il apparaît que les taux de défaut observés sont
peu sensibles à l’environnement économique, même pendant la crise ﬁnancière de 2008-2009.
Par contre, des eﬀets importants apparaissent concernant les changements de rating.
Nos résultats empiriques se fondent sur un modèle de migration, estimé à partir d’un
modèle à fonction de lien cumulée (cumulative link model) 3 qui est plus approprié qu’un
simple modèle multinomial en temps discret pour prendre en compte la relation d’ordre en
ratings. Puisqu’une majorité de buyers dans nos données ne sont pas cotés, il n’est pas possible
d’utiliser une approche s’appuyant sur des prix d’action. En termes de mise en œuvre, un
avantage de notre spéciﬁcation est de s’appuyer uniquement sur des facteurs observables. Par
conséquent, l’inférence statistique du modèle reste simple, car elle s’obtient par maximum
de vraisemblance, le processus décrivant les ratings étant supposé ne pas prédire les facteurs
de risques systématiques. Cela permet de traiter séparément la partie dédiée aux facteurs de
risque et celle consacrée aux probabilités de transition. De ce point de vue, notre méthodologie
est plus abordable que les techniques d’inférence bayésiennes ou les techniques appliquées pour
les modèles espace-état, qui sont utilisées lorsque des dynamiques latentes sont choisies. Par
la suite, les probabilités de transition ne peuvent être obtenues par des formules fermées et
requièrent des techniques de simulation Monte-Carlo.
S’agissant des facteurs de risque, notre spéciﬁcation s’appuie sur un simple processus au-
torégressif multivarié (VAR), permettant de prédire le score de crédit qui intervient dans le
calcul des probabilités de transition. Contrairement à Pesaran et al. (2004) et Pesaran et al.
(2006) 4 qui utilisent des modèles VAR globaux, comprenant des équilibres macroéconomiques
à l’échelle internationale, nous nous limitons dans ce travail aux variables qui sont le plus
statistiquement signiﬁcatives pour nos observations. En eﬀet, l’étude générale des équilibres
2. Une autre base de donnée, provenant également d’un assureur crédit français, est analysée par Dietsch et
Petey (2002) et Dietsch et Petey (2004). Elle montre, par exemple, que les petites et moyennes entreprises ont
une corrélation au moment du défaut signiﬁcativement diﬀérente de celle utilisée dans les formules retenues
pour Bâle II, qui sont calibrées sur de grandes ﬁrmes.
3. Aussi appelé modèle de régression ordinal (McCullagh, 1980; Agresti, 2002).
4. Ce type de modèle constitue un exemple typique des approches de stress tests développées par les banques
centrales ou les autorités de supervision nationales (Foglia, 2008).
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macroéconomiques (domestiques et étrangers) qui peuvent intervenir dans ce type de modèle
est largement en dehors du cadre de ce chapitre. Nous transformons par la suite le mod-
èle VAR en un modèle à correction d’erreur (vector error-correcting model ou VECM) pour
prendre en compte certaines interactions de long terme. Cette modélisation permet alors de
disposer d’un générateur de scénarios économiques, utile pour l’étude et la gestion des risques.
Ce chapitre est structuré de la manière suivante. Dans la Section 4.2, nous présentons les
principales caractéristiques de l’assurance crédit. La Section 4.3 expose le processus décrivant
les ratings individuels. Nous spéciﬁons à la fois le modèle de séries temporelles VAR, pour les
facteurs de risques systématiques, et leurs liens avec le nombre de transitions et de défauts.
Dans la Section 4.4, nous décrivons les données utilisées dans notre application numérique.
Les résultats empiriques pour le modèle de migration et le modèle VAR sont discutés dans la
Section 4.5. Nous analysons ensuite les eﬀets pour la gestion des risques dans la Section 4.6.
Finalement, la Section 4.7 conclut le chapitre et présente des pistes d’amélioration.
4.2 Présentation de l’assurance crédit
Cet section donne un bref aperçu du fonctionnement des contrats d’assurance crédit et ex-
plique l’importance des matrices de migration pour la gestion des risques. Nous nous référons
à Caja (2014) pour une présentation plus générale. La relation contractuelle implique deux
parties, à savoir le souscripteur du contrat et l’assureur. Une troisième partie, le client du
souscripteur, intervient dans cette relation comme source de risque. Elle est communément
appelée le buyer. Les garanties d’assurance crédit oﬀrent aux entreprises commerciales (le
souscripteur) une protection contre le risque d’impayés de leurs clients (les buyers). La Fig-
ure 4.1 illustre ce mécanisme d’assurance.
Assureur
cre´dit
Entreprise
souscriptrice
Buyer
Relation contractuelle
Relation
con-
tractuelle
E´valuation du risque
Figure 4.1: Relation triangulaire en assurance crédit.
À l’exception des souscripteurs de très petite taille, un contrat standard ne couvre qu’un
seul buyer et le souscripteur a alors la possibilité de s’assurer individuellement contre le défaut
de plusieurs de ses clients. Il est ainsi possible que certains buyers soient simultanément la
tête assurée de plusieurs polices, sans nécessairement en être informés. Si un buyer fait défaut
pendant la période de couverture et que le souscripteur le déclare, l’assureur doit indemniser
son client selon les modalités prévues au contrat. Celles-ci oﬀrent généralement à l’assureur
certaines latitudes pour atténuer l’eﬀet des défauts. Ainsi, la mesure du risque de crédit sur le
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portefeuille nécessite, pour chaque buyer, de disposer du montant de la perte en cas de défaut
et de la probabilité de défaut en elle-même.
4.2.1 Évenements de défaut
Deux événements de défaut peuvent survenir : (1) le défaut légal ou insolvency, prononcé
par une instance judiciaire, et (2) le non-paiement des factures par le buyer au terme prévu,
appelé défaut protracted 5. La fréquence de ces événements est mesurée par des probabil-
ités de défaut qui dépendent du niveau de rating, du secteur industriel et de l’emplacement
géographique. Par conséquent, les assureurs crédit ont développé des systèmes de notation in-
ternes, s’appuyant sur des caractéristiques propres à chaque buyer, dans l’optique de présenter
une image instantanée de la ﬁabilité de chaque entreprise.
4.2.2 Perte en cas de défaut
Une des trait caractéristiques de l’assurance crédit consiste en la capacité dont dispose
l’assureur à atténuer ses pertes, à la fois au moment et en amont du défaut, c’est-à-dire pour
la période de couverture. En eﬀet, il ne doit pas nécessairement rembourser au souscripteur
l’intégralité de l’impayé, puisque des mesures préventives peuvent intervenir au cours de la vie
de la police.
La première mesure consiste à réduire, à tout moment, la limite de la police, c’est-à-dire
le montant de remboursement garanti en cas de défaut, si le risque du buyer se dégrade. Dans
cette situation, l’assureur a le droit de réduire immédiatement ou même l’annuler complète-
ment. Cette décision concernera alors toutes les factures ultérieures et permettra de réduire la
perte encourue pour l’assureur, en augmentant le reste à charge du souscripteur. La légitim-
ité d’une telle action se fonde sur le fait que la prime d’assurance est initialement calculée
pour couvrir une exposition et un niveau de risque donné. Ainsi, dans le meilleur des cas, un
bon suivi du risque peut permettre à l’assureur de se désengager vis-à-vis du souscripteur, et
donc de limiter signiﬁcativement l’impact d’un défaut. À l’inverse, si la perception du risque
est plus faible, l’événement de défaut peut survenir avant que l’assureur n’ait eu le temps
d’annuler la garantie ou d’ajuster son niveau. Notons également que l’assureur peut mettre
un terme à la police peu de temps après la survenance d’un sinistre. Il est également possible
qu’un buyer soit de nouveau assuré après une annulation, mais à des conditions diﬀérentes.
Ce degré de latitude justiﬁe que l’assureur développe des outils de suivi ﬁables pour anticiper
la dégradation du risque et la survenance de défauts. Lorsque l’assureur réduit le niveau de ses
garanties pour un buyer, l’entreprise souscriptrice en est informée et peut, connaissant cette
information, limiter ses activités futures avec ce buyer. Deux raisons expliquent ce comporte-
ment. D’une part, si l’assureur réduit ses limites, le souscripteur l’interprète comme un signal
d’alerte indiquant que le buyer aura plus de diﬃcultés à s’acquitter de ses dettes. La seconde
raison est que si le buyer fait défaut, la quantité remboursée par l’assureur sera moindre, et
donc le reste à charge plus élevé.
Le second type de levier, dont dispose l’assureur pour réduire ses pertes, est plus classique
et provient des conditions initiales du contrat. Il s’agit simplement de seuils et de franchises,
se fondant sur un niveau total de remboursement par événement ou bien sur des dispositifs
5. La durée du crédit inter-entreprise, accordée au client par son fournisseur, fait l’objet d’un accord entre
ces deux parties. En France, pour les contrats couverts en portefeuille, ce délai est de 90 jours, sauf pour de
rares exceptions.
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ﬁxant un maximum de sinistres annuels agrégés. Par ailleurs, une fois son client indemnisé,
l’assureur récupère généralement la créance non honorée et peut alors se retourner contre le
buyer pour obtenir une partie des sommes non versées. En outre, l’assureur peut évidemment
recourir à un dispositif de réassurance.
4.3 Modèle de migration avec facteurs macroéconomiques
Cette section décrit un modèle stochastique en temps discret pour la trajectoire de rating
suivie par une ﬁrme, en tenant compte des eﬀets produits par les évolutions de la conjoncture.
Notre approche comprend deux étapes. Il s’agit tout d’abord de relier les mouvements de
certains facteurs macroéconomiques au nombre de transitions, puis de déﬁnir la dynamique
de ces facteurs. Nous exposons par la suite la méthode d’inférence retenue, puis la projection
des quantités d’intérêt.
4.3.1 Présentation du modèle économétrique
Soit T ∈ N un horizon temporel ﬁxé et t ∈ T = {0, 1, . . . , T}, l’ensemble des dates
observations (discrètes). Soit (Ω,F ,P) un espace probabilisé et H = (Ht)t∈T une ﬁltration
générale.
Nous considérons un portefeuille de n buyers, observés sur T , dont le rating courant est
représenté sous la forme du processus discret (Xi (t))t∈T , i = 1, . . . , n. Ces processus individu-
els sont supposés H-adaptés et prennent leurs valeurs dans l’espace d’états R = {1, . . . , R},
correspondant à l’échelle des notations utilisées par l’assureur, classées par ordre décroissant
de qualité. La note R correspond au défaut insolvency et correspond à un état absorbant. La
note R− 1 correspond au défaut protracted.
Nous notons K = {1, . . . ,K} un ensemble de K sous-groupes de buyers, considérés comme
homogènes au sein du portefeuille. Chaque sous-groupe est caractérisé par les valeurs prises par
un ensemble de covariables propres aux buyers, comme le secteur industriel, la zone d’activité
ou la taille. Pour simpliﬁer, nous supposons que ces covariables sont ﬁxes au cours de temps,
et donc que la composition des sous-groupes n’évolue pas. Notons que l’introduction de
covariables dépendant du temps ne soulèverait pas de problèmes particuliers (p. ex. Wendin,
2006; Duﬃe et al., 2007). Soit (Z (t))t∈T un processus discret multivarié formé de d variables
macroéconomiques et ﬁnancières, que nous appelons "facteurs macros". Nous considérons
que la totalité de l’information disponible provient entièrement de l’information générée par
l’historique des ratings, ainsi que des facteurs macros.
Hypothèse 1. En notant G = (Gt, t ∈ T ), la ﬁltration relative aux facteurs macros, c’est-
à-dire la ﬁltration naturelle de Z, et FXi la ﬁltration relative à Xi, nous supposons que
l’information générale Ht à la date t ∈ T est déﬁnie par Ht = Gt ∨ FXt ∨ σ (K) où FXt =
∨ni=1FXit .
Pour la gestion des risques, la prédiction à un niveau ﬁn des ratings futurs est déterminante.
En suivant l’approche classique que retiennent les agences de notation et conditionnement
aux facteurs macros, nous considérons que l’hétérogénéité entre buyers de même notation
est entièrement appréhendée par le découpage en sous-groupes 1, . . . ,K. En pratique, cette
hypothèse est critiquable puisqu’il est diﬃcile de recueillir toutes les sources d’hétérogénéité
sous forme de variables observables. En conséquence, nous reconnaissons que ce formalisme
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ne permet de prendre en compte qu’une part de l’hétérogénéité au sein du portefeuille. Le
reste du modèle est spéciﬁé de la manière suivante.
Hypothèse 2. Nous supposons que, pour le i-ème buyer appartenant au sous-groupe k ∈ K,
le processus en temps discret Xi est une chaîne de Markov doublement stochastique, entrainée
par Z. La chaîne est caractérisée par une matrice de migration (ou de transition) stochastique,
telle que pour tout t ∈ T
pk (Z (t)) = (phj,k (t) = phj,k (Z (t)))h,j∈R ,
où phj,k (t) correspond à la probabilité de transition du rating h vers j entre les dates t et t+1
phj,k (t) = P (Xi (t+ 1) = j | Xi (t) = h,Z (t) , i ∈ k) . (4.1)
Nous supposons également que tous les buyers d’un même sous-groupe k sont indépendants,
conditionnellement à Z.
Puisque la matrice de transition sur une période est fonction du facteur Z, l’hypothèse de
Markov est vériﬁée pour (Xi,Z), si le facteur est lui aussi markovien (d’ordre 1). Notons que le
formalisme retenu jusqu’ici peut facilement être décliné en temps continu. Nous introduisons
à présent les processus de comptage suivants
N (t) = (N1 (t) , . . . ,NK (t))t∈T et pour k ∈ K, Nk (t) = (Nhj,k (t))h,j∈R , (4.2)
où Nhj,k (t) correspond au nombre de transitions h → j, observées pour un sous-groupe k
entre les dates t et t+ 1.
L’Hypothèse 2 implique que les nombres de transitions soient corrélés entre eux, par le biais
des matrices de migration stochastiques qui dépendent de facteurs communs. Nous considérons
dans ce chapitre que les nombres de migrations n’ont pas d’incidence sur les facteurs Z. En
notant Lh,k (t), l’exposition au risque dans le rating h au sein du sous-groupe k à la date t,
nous considérons
Nh,k (t) = (Nhj,k (t))j∈R ∼ Multinomial
(
Lh,k (t) , (phj,k (t))j∈R
)
. (4.3)
La variable Lh,k (t) est observée et doit être recalculée à chaque début de période.
Par la suite, nous considérons un modèle économétrique permettant de déﬁnir les matrices
de transition conditionnelles (4.1). Comme les ratings sont naturellement ordonnés entre
eux, nous faisons appel à un modèle de lien cumulé (McCullagh, 1980; Agresti, 2002), aussi
appelé modèle de régression ordinal, qui utilise les facteurs macros. Ce type de spéciﬁcation
est relativement classique en risque de crédit (p. ex. Bangia et al., 2002; Feng et al., 2008).
Par rapport au cas continu, où la spéciﬁcation des intensités de transition reviendrait à un
simple modèle multinomial, le fait de recourir à une approche en temps discret apparaît plus
ﬂexible, en oﬀrant une large gamme de modèles pour appréhender l’ordre des ratings. Ainsi,
nous supposons que les probabilités cumulées conditionnelles satisfont, pour chaque buyer i
appartenant au sous-groupe k
P (Xi (t+ 1) ≤ j | Xi (t) = h,Z (t)) = g
(
μhj,k + θ


hj,kZ˜ (t)
)
, h, j ∈ R, (4.4)
où les μhj,k correspondent à des seuils (non-observés) et spéciﬁques à chaque note. θ =
(θhj,k)h,j∈R correspond à un vecteur de paramètres de taille d, représentant la sensibilité de
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chaque facteur. La fonction g : R→ [0, 1] est une fonction de lien à ﬁxer. Des choix fréquents
pour g sont les liens probit, logit ou log-log. Dans l’Équation (4.4), nous utilisons la notation Z˜
au lieu Z, puisque le modèle de migration peut ne dépendre que d’un sous-ensemble de facteurs
macros. Cette notation peut également être utilisée pour indiquer que des versions retardées
des composantes du vecteur Z sont retenues. Il convient de remarquer que nous ne supposons
pas nécessairement que les probabilités cumulées soient "parallèles" les unes par rapport aux
autres, comme par exemple pour un modèle à odds proportionnels. En eﬀet dans ce cas, les
paramètres de θ seraient égaux pour toutes les transitions, impliquant la même sensibilité aux
facteurs macros. Cela permet d’accroître la ﬂexibilité du modèle, en donnant aux facteurs
macros la possibilité d’inﬂuencer diﬀéremment chaque transition. Notons également que nous
pouvons considérer l’indicatrice d’appartenance à un sous-groupe, comme une covariable et
ainsi limiter le nombre total de paramètres.
À partir de l’Équation (4.4), nous obtenons facilement les probabilités de transition con-
ditionnelles, pour tout h ∈ R et k ∈ K⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ph1,k (t) = g
(
μh1,k + θ


h1,kZ˜ (t)
)
...
phj,k (t) = g
(
μhj,k + θ


hj,kZ˜ (t)
)
− g
(
μhj−1,k + θ
hj−1,kZ˜ (t)
)
...
phR,k (t) = 1− g
(
μhR−1,k + θ
hR−1,kZ˜ (t)
)
. (4.5)
Puisque le cardinal de R est R, nous remarquons que seul R − 1 paramètres de seuil sont
nécessaires. Le défaut terminal (insolvency) est caractérisé par un seuil μhR−1,k. Le terme
μhj,k+θ


hj,kZ˜ dans (4.4) ne contient pas de variable idiosyncratique, puisque ce risque est pris
en compte par le suite dans (4.3).
Le cadre économétrique présenté ci-dessus est relativement classique en risque de crédit et
peut être associé à des modèles structurels, en suivant l’approche de Merton (1974), fréquem-
ment utilisée par les praticiens. Ceci permettrait de donner une interprétation économique à
notre spéciﬁcation. Plus précisément, le processus de rating peut être simulé, en considérant
(ε1 (t) , . . . , εn (t)), n variables aléatoires i.i.d. de fonction de répartition g. Le i-ème buyer
appartenant au sous-groupe k, de rating h en date t, eﬀectue une transition vers j telle que
Xi (t+ 1) = j ⇐⇒ εi (t) ∈
]
μhj−1,k + θ
hj−1,kZ˜ (t) , μhj,k + θ


hj,kZ˜ (t)
]
,
où εi (t) correspond à un terme idiosyncratique, alors que les termes de type θ
hj,kZ˜ (t) corre-
spondent à un eﬀet systématique.
4.3.2 Modèle dynamique pour les facteurs macros
Dans cette section, nous présentons le modèle de séries temporelles retenu pour les variables
Z. Il permet par la suite de projeter les nombres de transitions sur plusieurs périodes. Nous
supposons que le processus Z est décrit par le biais d’un modèle VAR(m) avec m ≥ 1. Ce
cadre de travail est usuellement appliqué en économétrie pour modéliser les relations de cause
à eﬀet, qui peuvent intervenir entre diﬀérentes grandeurs macroéconomiques. Pour le risque
de crédit, de telles approches ont été utilisées par Pesaran et al. (2004), Pesaran et al. (2006)
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ou encore Duﬃe et al. (2007), et sont généralement au cœur des modèles de stress tests utilisés
par les banques centrales, les organismes de supervision et les autre institutions de stabilité
ﬁnancière (cf. Foglia, 2008, pour une revue).
Puisqu’une large part du portefeuille comprend des petites et moyennes entreprises, l’hypothèse,
selon laquelle les trajectoires suivies par les buyers ne prédisent pas les facteurs macros, semble
raisonnable. Dans la suite, nous supposons que ces derniers sont obtenus en date t par
Z (t) =
m∑
i=1
AiZ (t− i) + b0 + b1t+ ζ (t) , (4.6)
où b0 et b1 sont des vecteurs de paramètres de dimension d, Ai, i = 1, . . . ,m, sont des matrices
de paramètres indépendants du temps et de dimension d×d, et ζ (t) est un vecteur gaussien de
dimension d, dont les composantes sont i.i.d. et admettant pour matrice de variance-covariance
Σ .
En général, les facteurs macroéconomiques ne sont pas stationnaires 6, mais sont cointé-
grés 7. En d’autres termes, ils admettent une tendance stochastique commune permettant de
les modéliser de manière conjointe. Par commodité, nous travaillerons avec des facteurs I(1),
c’est-à-dire intégrés d’ordre 1. Ainsi, il est possible de réécrire l’Équation (4.6) sous la forme
d’un modèle à correction d’erreur (VECM) 8
ΔZ (t) = ΠZ (t− 1) +
m−1∑
i=1
ΨiΔZ (t− i) + b0 + b1t+ ζ (t) , (4.7)
avec Π = − (Id −
∑m
i=1Ai) et Ψi = −
∑m
j=i+1Aj , i = 1, . . . ,m−1. La matrice Π est appelée
matrice d’équilibre et son rang correspond au nombre d’équations de cointégration (relations
de long terme) que comprend le système. Cette matrice est telle que Π = αβ
, où α et β sont
des matrices de dimension d × r, avec r le rang de Π. Le terme β comprend les coeﬃcients
qui déterminent les relations de long terme entre facteurs. Puisque α et β ne sont a priori
pas uniques, la stratégie, couramment retenue en économétrie, consiste à leur appliquer des
restrictions. Pour les coeﬃcients de β 9, les restrictions sont établies de manière à satisfaire
à des relations d’équilibre de long terme, fondées sur la théorie macroéconomique (p. ex.
Garratt et al., 2003). La construction de tels modèles avec ces contraintes d’équilibre requiert
généralement de considérer à la fois des variables domestiques et des variables internationales.
4.3.3 Estimation par maximum de vraisemblance
Les analyses eﬀectuées dans ce chapitre s’appuient sur des données de panel, pour lesquelles
le rating individuel des buyers est observé régulièrement sur un nombre ﬁni de dates. Nous
introduisons le processus (Ri (t))t∈T , prenant la valeur 1 si le rating de la ﬁrme i est observé
à la date d’évaluation t, et 0 sinon. Ce mode d’observation implique une perte d’information.
Nous notons F˜tX , la ﬁltration correspondant à l’information disponible, tenant compte des
processus R1, . . . , Rn. Dans la suite, nous faisons l’hypothèse suivante et discuterons de sa
validité dans la section 4.4, dédiée aux données.
6. Le processus est stationnaire si le polynôme det
(
Id −
∑m
i=1 Aix
i
)
n’a pas de racine à l’intérieur et sur
le cercle unité complexe (cf. Lütkepohl et Krätzig, 2004, Chapter 3).
7. Il existe une combinaison linéaire de ces facteurs qui est stationnaire.
8. Δ correspond à l’opérateur de diﬀérence première.
9. les coeﬃcients de α peuvent être restreints à 0. Cela permet notamment de tester si l’une des équations
de cointégration est faiblement exogène.
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Hypothèse 3. Les facteurs macros sont complètement observés et le processus (Ri (t))t∈T ,
indiquant s’il y a censure, est non informatif et indépendant de (Xi (t))t∈T .
Comme les facteurs macros ne sont pas prédits par la suite des ratings individuels, nous no-
tons f (· | (Z (t− 1) , . . . ,Z (t−m)) ;κ) la distribution deZ (t), conditionnellement à (Z (t− 1) ,
. . . ,Z (t−m)) avec κ un vecteur de paramètres à estimer. Cette fonction se déduit de la spé-
ciﬁcation de Z (t) sous forme de série temporelle dans la Section 4.3.2. Puisque le modèle est
doublement stochastique (cf. Hypothèse 2) et si l’Hypothèse 3 est satisfaite, les paramètres
(μ,θ,κ) peuvent être directement obtenus à partir des données observées. Conditionnelle-
ment à l’état initial, la vraisemblance s’écrit comme le produit de deux termes impliquant
séparément θ, μ et κ, comme dans le cas de Duﬃe et al. (2007, Section 2.2)
L (X,R,Z; (μ,θ,κ)) = L (Z;κ)× L (X,R; (μ,θ)) , (4.8)
où
L (Z;κ) =
∏
t≥1
f (Z (t) | (Z (t− 1) , . . . ,Z (t−m)) ;κ) , (4.9)
et
L (X,R; (μ,θ)) =
∏
t≥1
K∏
k=1
∏
h,j∈R
phj,k (t)
nhj,k(t), (4.10)
avec
nhj,k (t) =
∑
i∈k
11{Xi(t)=j,Xi(t−1)=h,Ri(t)=Ri(t−1)=1} ,
le nombre de transitions h → j observées entre t et t + 1 pour le groupe k. Cette dernière
vraisemblance s’obtient à partir de la distribution multinomiale dans l’Équation (4.3), où
l’exposition au risque s’écrit lh,k (t) =
∑
i∈k 11{Xi(t)=h,Ci(t)=1}. Nous remarquons également
que chaque transition, émanant de l’état h pour le groupe k, pourrait être estimée séparément
avec une forme paramétrique particulière, comme c’est le cas, en temps continu, pour les
intensités de transition d’un modèle à risques concurrents.
Lorsque les facteurs sont tous latents, l’inférence statistique devient plus délicate, le de-
gré de complexité dépendant de la dynamique attribuée aux facteurs (p. ex. Gagliardini et
Gouriéroux, 2005). Notre approche avec facteurs observables présente l’avantage de ne mo-
biliser que des techniques d’estimation par maximum de vraisemblance, qui sont simples à ma-
nipuler. En eﬀet, le problème général de maximisation se décompose en deux sous-problèmes,
puisque la log-vraisemblance de (4.8) correspond à la somme des logarithmes de (4.9) et
de (4.10). Il est alors possible de distinguer l’estimation du vecteur de paramètres κ, associé
aux facteurs macros, de celle des paramètres (μ,θ), relatives au modèle de migration. Pour
l’Équation (4.9), l’estimation d’un modèle VAR (4.6) (ou VECM) s’obtient par maximum
de vraisemblance, cf. p. ex. Lütkepohl et Krätzig (2004, Section 3.3.1) ou Juselius (2006)
pour un point de vue plus général. Puisque les variables économiques sont rarement I (0),
nous utilisons la procédure de Johansen pour estimer le modèle VECM, décrit dans la section
précédente (cf. Johansen, 1991). S’agissant de l’Équation (4.10), les estimateurs
(
μ̂, θ̂
)
sont
également obtenus par maximum de vraisemblance (Agresti, 2002).
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4.3.4 Projection
Pour la gestion des risques, un assureur crédit s’intéresse à la projection du proﬁl de
risque de son portefeuille de buyers sur un horizon de plusieurs périodes. En supposant qu’un
gestionnaire soit en capacité d’ajuster son exposition aux risques en réduisant le nombre de
contreparties risquées, notre spéciﬁcation, construite à partir de facteurs observables, répond
eﬃcacement à cette contrainte et permet de construire des stratégies répondant à un change-
ment de la conjoncture. Cependant, il est nécessaire de connaître au préalable les valeurs
prises par les facteurs exogènes. Nous décrivons, dans un premier temps, les probabilités de
transition futures, puis expliquons comment procéder à la simulation des futurs ratings.
Projection du portefeuille
Le modèle VAR (4.6) peut être utilisé, sur la base des paramètres estimés 10, pour projeter
les valeurs des facteurs à un horizon t+ s, avec s ≥ 1, connaissant la situation en t ≥ 0
Z (t+ s) =
m∑
i=1
ÂiZ (t+ s− i) + b̂0 + b̂1t+ ζ (t, t+ s) , (4.11)
où le terme ζ (t, t+ s) capture l’erreur de prédiction et suit une loi normale multivariée de
variance-covariance (Lütkepohl et Krätzig, 2004)
Σ (s) =
s−1∑
i=1
ΥiΣΥ


i ,
avec Υi =
∑i
j Υi−jÂj .
Connaissant les valeurs futures de Z, il est possible d’en déduire aisément Z˜. De ce fait,
les probabilités de transition entre t et t + s vériﬁent la relation suivante, pour un buyer
appartenant au sous-groupe k en date t
pk (t, t+ s) | Z˜ (t) , . . . , Z˜ (t+ s) =
s−1∏
u=0
pk
(
Z˜ (t+ u)
)
. (4.12)
En pratique, l’Équation (4.12) s’obtient facilement par simulation Monte-Carlo. Le risque
idiosyncratique est considéré en simulant une distribution multinomiale à partir de (4.3).
Scénarios de stress tests
Un des intérêts majeurs de cette approche est de permettre de projeter la composition
du portefeuille dans des situations où une ou plusieurs variables macros sont perturbées.
Nous nous appuyons sur les approches institutionnelles pour bâtir des scénarios de stress tests
(cf. Foglia, 2008). Nous suivons l’approche proposée par Koop et al. (1996), fondée sur des
fonctions de réponse à l’impulsion d’un choc isolé. Ce type d’approche est par exemple mise
en œuvre par Pesaran et al. (2006) et Dees et al. (2007). L’intérêt de cette spéciﬁcation est de
pouvoir considérer, de manière cohérente, les eﬀets d’un choc sur les autres facteurs de risque,
puis de mesurer l’eﬀet global sur le portefeuille de buyers.
10. Le modèle VECM estimé peut se réécrire sous la forme d’un modèle VAR.
132
4.4. Description des données
En supposons que le choc considéré aﬀecte le facteur numéro f , d’un niveau égal à un
écart-type (calculé sur les valeurs historiques) sur une période, c’est-à-dire ζf (t+ 1) =
√
σff ,
les autres facteurs sont évalués en considérant
ζ−f (t+ 1) | ζf (t+ 1) = √σff ∼ IIN
(
1√
σff
ρ,Σ−f − 1
σff
ρρ

)
,
où ρ est la f -ième colonne de Σ sans la ligne f , Σ−f est la matrice de variance-covariance
de ζ−f (t), un vecteur gaussien issu de ζ (t) auquel a été retranchée la f -ième composante.
L’eﬀet de chaque choc s’obtient aisément par simulation Monte-Carlo.
4.4 Description des données
Cette section fournit une présentation des données d’assurance crédit utilisées dans la suite
de ce chapitre. Nous décrivons également les facteurs macros analysés.
4.4.1 Données d’assurance crédit
Contrairement à de nombreux travaux empiriques sur le risque de crédit, nous n’avons pas
recours dans ce chapitre aux données provenant d’une agence de notation, mais nous nous con-
centrons sur l’analyse d’une base extraites du système de notation interne d’un assureur crédit
français. Ce jeu de données est anonymisé et contient les trajectoires de ratings individuels de
buyers, mis à jour mensuellement. La base couvre la période allant de Mars 2004 à Septembre
2012. Elle comprend des ﬁrmes de toute taille (information non observable), localisées dans
diﬀérents pays et couvrant de nombreux secteurs d’activité. Les ratings sont déterminés à
chaque date d’évaluation sur la base d’un score quantitatif (auquel nous n’avons pas accès)
calculé en fonction des caractéristiques individuelles de chaque buyer. Nous disposons égale-
ment des dates de déclaration des défauts (insolvency et protracted). Notons que le rating peut
être parfois mis à jour manuellement par les experts en charge des systèmes d’information,
si les caractéristiques habituellement collectées ne sont pas suﬃsamment précises ou qu’une
information supplémentaire est disponible.
Dans cette étude, nous sélectionnons, sur la période d’observation, un sous-ensemble de
cette base comprenant 1 604 533 buyers français 11, provenant de plusieurs secteurs regroupés
en K = 5 grands groupes : (1) Agriculture, (2) Finance/Immobilier, (3) Produits ﬁnis, (4)
Matières premières et (5) Services/Commerce. Ces groupes sont conçus par l’assureur sur
la base de codes NACE 12 et sont utilisés pour la gestion courante. Pour des raisons de
conﬁdentialité, il ne nous est pas possible d’identiﬁer ces codes, ainsi que les noms des buyers.
Le Tableau 4.1 fournit des statistiques descriptives concernant ces données.
Il est utile de disposer d’une variable indiquant le secteur industriel, puisque la littéra-
ture constate habituellement la présence d’eﬀets imputables aux secteurs, comme par exemple
Nickell et al. (2000), Bangia et al. (2002) ou plus récemment Xing et al. (2012). Puisque nous
ne disposons pas d’informations plus ﬁnes concernant le secteur, nous supposons, dans le reste
de cette étude, que les buyers, d’un même secteur et de même rating sont de risque homogène.
11. Les données provenant d’autres pays devraient faire l’objet d’une inférence séparée, puisque le défaut
peut y être déﬁni diﬀéremment. Pour les données françaises, le défaut protracted est généralement constaté à
90 jours.
12. Il s’agit d’un système standard de classiﬁcation européen utilisé par la Communauté européenne (http:
//ec.europa.eu/competition/mergers/cases/index/nace_all.html).
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Table 4.1: Statistiques descriptives sur l’échantillon sélectionné.
Secteur Nom Nombre de buyers
1 Agriculture 93 697
2 Finance/Immobilier 148 582
3 Produits ﬁnis 187 857
4 Matières premières 471 270
5 Services/Commerce 703 127
Note : Ce tableau présente le nombre cumulé de buy-
ers observés par secteur sur la période.
Ce type d’hypothèse est ﬁnalement assez classique dans la littérature sur le risque de crédit,
mais nous sommes conscients qu’une hétérogénéité résiduelle peut exister. En particulier, nous
pensons que les probabilités de défaut protracted peuvent dépendre, non seulement des car-
actéristiques des buyers, mais également des liens qu’ils entretiennent avec leurs fournisseurs.
Dans une situation délicate, un buyer serait sous doute amené à établir des règles de priorité
pour payer ses fournisseurs. De telles informations nous sont malheureusement inaccessibles,
mais pourraient tout à fait s’intégrer dans notre modèle en tant que covariables.
Déﬁnition des états et censure
Le système de rating interne de l’assureur comprend initialement 10 classes, que nous
regroupons en 5 classes, numérotés de ”1” à ”5”. Ce regroupement vise à éliminer les classes ne
comprenant qu’un très faible nombre de transitions sur la période d’observation. La classe ”1”
correspond au niveau de qualité le plus élevé, tandis que la catégorie ”5” est la plus mauvaise.
Au cours de leur période d’observation, les buyers peuvent connaître un événement de défaut
protracted, noté P , ou devenir insolvables I. Nous désignons par la lettre C l’événement
correspondant à la clôture du contrat, soit parce que l’assureur l’a annulé, soit parce qu’il
arrive simplement à son terme. Cependant, les données disponibles ne permettent pas de
distinguer ces deux causes. Les états I et C sont considérés comme absorbants, alors que
des transitions sont supposées possibles depuis l’état P . En pratique, il est envisageable,
pour un buyer donné, qu’un nouveau contrat soit créé après une annulation. Ce cas est alors
considéré comme un nouveau dossier. Dans ces circonstances, 42 transitions sont possibles.
Selon l’assureur, il n’y a pas eu de changement important dans la déﬁnition des classes de
rating sur la période d’observation, sauf en Janvier 2007 où une reclassiﬁcation de certains
buyers, appartenant aux classes 1 et 2, a été opérée vers la classe 5. Ainsi, dans le reste de
ce chapitre, cet eﬀet sera appréhendé à partir d’une variable indicatrice, séparant les deux
périodes de part et d’autre de cette date.
Les observations peuvent être censurées pour plusieurs raisons. Tout d’abord, les buyers
peuvent être simplement non-notés pour une date donnée. Cependant, dans ce cas de ﬁgure,
l’assureur continue de suivre le buyer tant que le contrat n’est pas rompu et les défauts qui
pourraient survenir sont alors enregistrés. De la même manière, l’information sur le rating
d’un contrat annulé n’est pas enregistrée mais son défaut peut l’être, puisque la part des
factures enregistrées avant l’annulation restent couvertes. Aﬁn de limiter les éventuels biais
que pourraient générer ces actions sur les taux de défaut, nous considérons que le buyer
conserve le dernier rating connu, si une transition vers l’état "non-noté" ou vers l’état C
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intervient et si le buyer fait défaut moins d’un an après. Les autres transitions vers l’état
"non-noté" sont assimilées à de la censure indépendante. Cette hypothèse est usuellement
reprise dans la littérature en crédit. S’agissant des autres cas de clôture, nous choisissons de
les modéliser comme des transitions à part entière et assimilons donc l’état C à une valeur
prise par le processus décrivant les ratings.
Deux raisons motivent ce choix pour les clôtures (non suivies d’un défaut). Tout d’abord,
une modélisation réaliste de la distribution des pertes ne peut ignorer la capacité d’annulation
de l’assureur, puisqu’il s’agit d’une action du management légitime. Par conséquent, il est
intéressant d’examiner comment cette capacité aﬀecte les pertes et comment elle intervient
lorsque l’environnement économique change. Le second point est plus technique. Si les clô-
tures étaient considérées comme une source de censure des ratings, nous devrions examiner
la pertinence de l’Hypothèse 3. Dans la plupart des cas, la clôture s’explique simplement par
l’arrivée au terme du contrat. Cette situation peut être raisonnablement assimilée à une perte
d’information complètement non-informative et pourrait donc être ignorée pour l’inférence du
modèle, tant que les observations sont présentes en nombre suﬃsant. Cependant, les don-
nées disponibles ne nous permettent pas de distinguer des sorties classiques des annulations
à l’initiative de l’assureur, pouvant se manifester notamment en période de crise. Dans ces
circonstances, les annulations constitueraient une source de censure informative, à intégrer
pour l’inférence du modèle. De fait, elles génèrent un eﬀet de sélection, dont l’ampleur est
indéterminée car elles ne sont pas identiﬁables dans nos données. La Figure 4.2 représente les
taux de clôture observés sur la période, et en particulier au cours de l’année 2009.
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Figure 4.2: Taux de clôture pour chaque classe de rating (classe 1 à 5).
Sur la période d’observation, le taux de clôture n’excède pas 10 %, sauf au cours du premier
trimestre de l’année 2009 où les buyers les moins bien notés (classe 5) sont largement exclus
du portefeuille. Il semble que ceci puisse être interprété comme un signal de dégradation
de la qualité de crédit de ces buyers, et donc comme une indication en faveur de la non-
indépendance de l’annulation et du défaut. Comme nous le verrons par la suite, l’annulation
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semble être appliquée de manière précoce et traduit un comportement plutôt prudent des
gestionnaires. Cependant, l’eﬀet de cette action n’apparaît clairement que sur une courte
période de temps (seulement deux ou trois dates) et il ne nous est pas possible, à cause
de ce manque d’information, de jauger l’importance du biais de sélection, produit par les
annulations. En conséquence, spéciﬁer un modèle comprenant une fonction de correction du
biais de sélection ou une méthode d’imputation, pour tenir compte des données manquantes,
apparaît à ce stade extrêmement délicat, au vu des données disponibles. L’approfondissement
de cette question intéressante 13 sera à explorer dans le cadre de futures recherches.
Une autre source de données manquantes provient du schéma d’observation en temps
discret qui ne permet pas de tenir compte des possibles transitions survenant entre deux dates
d’observations. Cependant, cette perte a un impact extrêmement limité, puisque la probabilité
qu’une ﬁrme subisse plus d’une transition au cours d’un mois est très faible. En ﬁn de compte,
nous observons environ 660 000 buyers sur chaque trimestre et au minimum 515 000 buyers
sur toute la période.
Dans la suite, nous donnons quelques détails supplémentaires sur les données. L’exposition
globale augmente avec le temps sur la période, sauf en 2009. La Figure 4.3 fournit une descrip-
tion de la distribution de l’échantillon par classe de rating. Cette répartition est équivalente
lorsqu’elle est analysée par secteur. Les ﬁrmes, dont la qualité de crédit est moyenne ou faible,
correspondent à une part signiﬁcative du portefeuille. Nous remarquons, en particulier, que
la proportion de buyers mal notés augmente sensiblement au cours de la période 2004-2008,
lorsque la situation économique est plutôt favorable. À l’inverse, les catégories 4 et 5, les
plus risquées, sont moins représentées pendant l’année 2009, où sévit une crise économique et
ﬁnancière.
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Figure 4.3: Répartition du portefeuille par rating sur la période d’observation.
13. À notre connaissance, il semble que peu de travaux (p. ex. Chen et al., 2011) ait cherché à inférer des
modèles pour les transitions ou des modèles multi-états en présence de données manquantes MNAR (missing
not at random).
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Le nombre total de transitions directes est présenté dans le Tableau 4.2. Le nombre de
clôtures est évidement important et s’explique, en grande partie, par l’arrivée naturelle des
contrats à leur terme. Pour les classes 2 à 5, la plupart des transitions s’opère vers des ratings
adjacents. À l’inverse, ce résultat n’est pas observé pour la classe 1 et pour les buyers en
situation de défaut protracted. Par ailleurs, nous notons que les fortes améliorations demeurent
relativement rares, en comparaison des fortes dégradations qui sont en proportion beaucoup
plus fréquentes.
Table 4.2: Nombre de transitions directes observées.
État initial Exposition totale État de transition
1 2 3 4 5 P C I
1 2 802 022 − 18 221 47 147 10 676 4 186 2 658 26 537 7
2 4 211 672 5 928 − 55 901 16 511 4 941 3 461 20 576 5
3 22 998 099 1 279 25 536 − 158 009 82 947 12 941 195 022 79
4 24 890 613 198 2 325 112 622 − 229 832 33 484 312 732 287
5 13 035 742 74 451 13 603 246 523 − 28 452 427 807 547
P 105 801 2 564 3 324 12 297 32 212 27 904 − 13 509 242
Note : Ce tableau contient le nombre total de transitions observées durant la période d’observation. L’exposition
totale correspond à la somme du nombre de buyers observés à chaque début de mois par rating. Les classes de
rating sont ordonnées de 1 à 5 et nous comptons les transitions vers les états P (défaut protracted), C (clôture) et
I (défaut insolvency).
La fréquence de mise à jour des ratings permettrait d’estimer des matrices de transition
sur base mensuelle. Toutefois, l’estimation du modèle de migration sur cette base conduirait
à des résultats peu robustes, compte tenu du faible nombre de transitions observées pour
certaines paires de ratings. Une autre limite provient de la fréquence de mise à jour des
grands indicateurs macroéconomiques, rarement mensuelle, qui nécessiterait de spéciﬁer un
modèle supplémentaire pour ajuster les facteurs macros sur les dates d’observations des rat-
ings. Dans ces conditions, nous choisissons de nous focaliser sur des probabilités de transition
trimestrielles. De manière à limiter les biais induits par l’utilisation d’un modèle discret par
rapport à un modèle en temps continu (Shumway, 2001), nous ajustons les nombres de transi-
tions trimestrielles observées, de manière à tenir compte des transitions intermédiaires (entre
chaque trimestre) que nous pouvons également mesurer. Pour ce faire, le nombre de transitions
h → j trimestrielles réajusté est calculé tel que
nhj,k (t+ 3) := lh,k (t) p̂hj,k (t, t+ 3) .
En supposant l’existence d’un processus continu sous-jacent décrivant l’historique des ratings
et pour lequel les intensités de transition seraient constantes sur des périodes d’un mois, il
serait aisé d’estimer la valeur des intensités. Ces estimateurs sont relativement proches de
ceux produits à partir des estimateurs de Nelson-Aalen des matrices d’intensité cumulée de
transition, utilisés pour l’inférence non-paramétrique d’un modèle multi-états markovien 14.
14. Cette approximation suggère qu’il serait possible de spéciﬁer le modèle de migration, non pas sur la
base des probabilités de transition (4.4), mais à partir des intensités de transition de ce processus continu,
en retenant par exemple le modèle relationnel de Cox (1972). Leow et Crook (2014) utilisent par exemple
cette approximation pour spéciﬁer les intensités de transition pour des données de prêts sur carte bancaire.
Toutefois, comme le note Jackson (2011), un modèle markovien en temps discret est équivalent à une série
de modèles multinomiaux (si les durées entre observations sont ﬁxes), pour lesquels il existe une gamme de
techniques de régression bien plus fournie et eﬃcace que dans le cas continu.
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Dans ces conditions, l’estimateur p̂hj,k (t, t+ 3) de la probabilité de transition h → j entre t et
t+3 mois peut être calculé, selon la même logique que l’estimateur du produit intégral d’Aalen-
Johansen pour la matrice de transition, cf. Andersen et al. (1993) ou Lando et Skødeberg
(2002) pour une application au risque de crédit. Cet estimateur, a priori proche du véritable
estimateur non-paramétrique d’Aalen-Johansen puisque le pas d’observation est mensuel, sera
utilisé dans la suite pour valider l’adéquation aux données du modèle de migration. Bien
qu’il s’agisse d’un abus de langage, nous l’assimilerons dans la suite à l’estimateur d’Aalen-
Johansen.
Matrices de transition et ordre des transitions issues de l’état de défaut protracted
Poursuivant toujours l’objectif d’illustrer les données utilisées, nous présentons main-
tenant les matrices de transition moyennes (sur base trimestrielle), évaluées sur l’ensemble
de la période d’observation. Pour commencer, nous estimons les matrices de transition
trimestrielles pour chaque secteur, en utilisant l’approche que Lando et Skødeberg (2002)
appellent l’approche duration 15 et qui s’appuie sur une hypothèse d’homogénéité temporelle.
Elle est plus probante que l’estimation des probabilités de transition s’appuyant sur ce que
Lando et Skødeberg (2002) qualiﬁent d’approche cohorte. Les résultats obtenus sont présentés
dans le Tableau 4.3. Puisque le défaut I et la clôture C sont des états absorbants, les lignes
des matrices associées à ces états sont supprimées puisqu’elles ne comportent que des 0, sauf
pour le terme de la diagonale qui vaut 1.
Sans surprise, les buyers les plus risqués, classés en 5, ont les plus fortes probabilités de
défaut et de clôture. Jusqu’à la classe 3, ces probabilités décroissent légèrement à mesure
que la qualité de crédit décroît. Toutefois, en supposant que la durée des contrats proposés
ne dépend pas du rating, il est raisonnable de considérer les écarts de probabilités de clôture
comme provenant des annulations. L’eﬀet de sélection sur les mauvais ratings apparaît alors
clairement. Pour les défauts protracted et les clôtures, cette tendance est moins claire pour
les classes 1 à 3, mais nous remarquons que les probabilités de clôture depuis la classe 1 sont
signiﬁcatives.
Un autre résultat intéressant est que les probabilités de survenance d’un défaut protracted
depuis l’état 2 sont supérieures à celles issues de l’état 3. Il semble s’expliquer par des annula-
tions de contrats moins fréquentes pour la classe 2. L’examen du Tableau 4.3 révèle des taux
de défaut pour le secteur Agriculture très diﬀérents des autres secteurs.
Les probabilités de transition provenant de l’état P sont élevées et ne sont pas intuitives.
Ce résultat provient du fait que l’hypothèse de Markov d’ordre 1 n’est pas respectée pour cet
état, puisqu’un buyer, faisant temporairement l’expérience d’un retard de paiement, aura une
forte propension à retourner à proximité du rating précédant l’état P . Dans ces circonstances,
nous analysons si l’hypothèse de Markov d’ordre 2 est pertinente pour les transitions qui
émanent de cet état. L’hypothèse d’ordre 1 est rarement remise en cause dans la littérature,
hormis dans le cas de bases de données très particulières (p. ex. Malik et Thomas, 2012). Le
Tableau 4.4 fournit les estimations des probabilités de transition, calculées de manière similaire
aux résultats présentés dans le Tableau 4.3. Aﬁn de préserver la taille de ce tableau, nous
ignorons les transitions issues des états 1 à 5, puisqu’elles sont très proches de celles estimées
15. Puisque les données sont initialement mensuelles, le générateur d’un modèle markovien homogène (sous
forme de matrice) peut être calculé, en supposant qu’un buyer ne peut connaître qu’une seule transition par
mois.
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Table 4.3: Matrices moyennes des probabilités de transition trimestrielles.
État initial État de transition
1 2 3 4 5 P C I
Agriculture
1 94.266 0.548 1.660 0.563 0.229 0.007 2.727 0
2 0.096 95.370 1.702 0.858 0.316 0.018 1.640 0
3 0.003 0.032 97.197 0.509 0.313 0.009 1.937 0
4 0.001 0.004 0.200 97.115 0.585 0.016 2.079 0
5 0.002 0.005 0.277 1.942 91.507 0.045 6.221 0.001
P 0.981 1.764 19.456 37.098 17.667 5.691 17.344 0
Finance/Immobilier
1 94.439 0.900 0.830 0.390 0.129 0.037 3.276 0
2 0.398 93.451 1.792 0.764 0.181 0.044 3.368 0
3 0.031 0.222 93.972 1.085 0.606 0.029 4.054 0
4 0.012 0.054 0.781 92.714 1.062 0.063 5.313 0.001
5 0.015 0.034 0.364 3.363 85.893 0.090 10.231 0.009
P 4.467 4.323 15.994 35.046 17.282 6.107 16.751 0.030
Produits ﬁnis
1 90.335 3.187 2.436 1.288 0.566 0.135 2.050 0.002
2 0.566 91.626 4.779 1.399 0.473 0.111 1.044 0.002
3 0.035 0.677 92.561 3.148 1.410 0.100 2.065 0.003
4 0.014 0.069 2.250 90.697 3.359 0.201 3.402 0.008
5 0.018 0.040 0.508 6.690 83.694 0.302 8.726 0.022
P 2.565 4.288 13.494 29.641 25.061 8.709 15.635 0.606
Matières premières
1 90.383 1.812 2.989 1.559 0.619 0.166 2.470 0.001
2 0.340 92.591 3.997 1.293 0.452 0.122 1.205 0.001
3 0.016 0.303 94.249 2.223 1.048 0.083 2.076 0.001
4 0.012 0.033 1.411 91.939 2.931 0.203 3.468 0.004
5 0.015 0.024 0.340 5.668 84.792 0.272 8.880 0.009
P 2.456 2.897 11.447 32.997 25.588 7.540 16.875 0.201
Services/Commerce
1 90.989 1.827 2.121 1.235 0.526 0.078 3.223 0.001
2 0.360 92.814 3.631 1.151 0.376 0.066 1.602 0.001
3 0.017 0.283 93.619 1.912 1.123 0.049 2.994 0.002
4 0.007 0.035 1.227 91.672 2.618 0.109 4.328 0.005
5 0.009 0.021 0.370 4.727 84.697 0.164 9.997 0.015
P 2.165 3.095 12.447 31.233 27.557 6.585 16.771 0.148
Note : Ce tableau fournit les probabilités de transition trimestrielles moyennes (en %) estimées par
l’approche duration. Les classes de rating sont ordonnées de 1 à 5 et nous comptons les transitions
vers les états P (défaut protracted), C (clôture) et I (défaut insolvency). Les lignes associées aux
transitions émanant des états C et I sont supprimées.
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dans le tableau précédent 16.
Table 4.4: Matrices moyennes d’ordre 2 des probabilités de transitions issues de l’état P .
(État précédant, État initial) État de transition
1 2 3 4 5 P C I
Agriculture
(1,P) 81.978 0.341 1.041 9.651 0.181 4.984 1.823 0
(2,P) 0.059 84.413 1.042 0.518 0.191 6.963 6.814 0
(3,P) 0.002 0.020 84.121 3.691 2.876 5.077 4.215 0
(4,P) 0 0.003 1.138 84.125 2.952 5.546 6.236 0
(5,P) 0 0.002 0.153 11.797 69.650 5.665 12.733 0
(P,P) 0.003 3.743 7.696 23.137 29.249 15.189 20.984 0
Finance/Immobilier
(1,P) 84.728 1.119 2.717 1.883 0.608 5.559 3.387 0
(2,P) 0.249 83.225 5.084 2.184 0.665 5.682 2.912 0
(3,P) 0.018 0.301 79.396 5.176 2.442 5.170 7.497 0
(4,P) 0.004 0.110 2.184 75.607 4.316 5.830 11.949 0.001
(5,P) 0.003 0.016 0.368 7.136 66.827 5.850 19.795 0.005
(P,P) 3.816 1.939 6.599 35.014 19.383 13.779 18.810 0.660
Produits ﬁnis
(1,P) 82.219 3.668 3.598 2.107 0.882 5.379 2.147 0.001
(2,P) 0.998 78.556 8.700 2.851 1.190 6.082 1.386 0.236
(3,P) 0.021 1.334 75.882 7.493 4.114 6.615 4.383 0.157
(4,P) 0.002 0.070 2.659 70.815 8.045 7.851 10.296 0.261
(5,P) 0.001 0.010 0.450 8.010 63.720 8.088 19.202 0.518
(P,P) 0.452 1.278 5.678 25.035 26.664 17.846 20.555 2.492
Matières premières
(1,P) 83.663 2.730 2.794 2.033 0.609 6.036 2.133 0.001
(2,P) 1.032 81.416 6.804 2.257 1.224 5.787 1.480 0
(3,P) 0.062 0.970 77.246 6.624 4.081 6.210 4.711 0.096
(4,P) 0.007 0.021 1.825 72.863 7.661 7.008 10.496 0.118
(5,P) 0.001 0.013 0.379 7.978 63.562 6.825 21.034 0.209
(P,P) 1.435 0.959 5.837 28.722 23.296 16.577 22.318 0.857
Services/Commerce
(1,P) 81.825 3.506 3.422 1.595 0.970 5.587 3.093 0.001
(2,P) 0.875 82.230 5.451 2.817 1.128 5.435 2.065 0
(3,P) 0.011 0.770 79.570 5.820 3.327 5.798 4.680 0.024
(4,P) 0.002 0.028 1.770 75.483 7.202 6.198 9.231 0.088
(5,P) 0.001 0.007 0.352 6.663 67.675 6.196 18.965 0.142
(P,P) 1.181 1.354 6.539 27.160 27.417 14.675 20.601 1.075
Note : Ce tableau fournit les probabilités de transition trimestrielles moyennes (en %) estimées par l’approche
duration, avec une hypothèse d’ordre 2 lorsque l’état initial est P . Les classes de rating sont ordonnées de 1
à 5 et nous comptons les transitions vers les états P (défaut protracted), C (clôture) et I (défaut insolvency).
Les lignes associées aux transitions émanant des états C et I sont supprimées.
L’étude du Tableau 4.4 montre une forte propension à retourner dans l’état qui précède
le défaut P , excepté dans le cas de défauts successifs. Cela conﬁrme le fait que l’hypothèse
d’ordre 1 n’est pas satisfaite. Nous remarquons que les probabilités de se déplacer autour de
la diagonale, c’est-à-dire les transitions du type (h, P ) → h− 1 or (h, P ) → h+1, augmentent
16. L’introduction de l’hypothèse de Markov d’ordre 2 pour l’état P a un impact très limité sur les autres
états, puisque les expositions dans l’état P sont négligeables comparées aux autres états, cf. Figure 4.3.
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après un défaut protracted dans la plupart des cas. En particulier, cette hausse apparaît
nettement pour les transitions, lorsque le rating précédent était 4 ou 5. De manière intéres-
sante, nous remarquons également que ce défaut a un eﬀet à la hausse sur les probabilités
de clôture et d’insolvabilité. À titre d’exemple, un buyer de rating 5, appartenant au secteur
Services/Commerce qui connaît une défaut protracted, a une probabilité de devenir insolv-
able plus de 9 fois supérieure à celle d’un buyer n’ayant pas connu de défaut protracted. À
l’inverse, les probabilités associées à de très larges améliorations ou détériorations sont moins
importantes. Une large dégradation de la qualité de crédit, après un défaut de paiement,
semble naturelle mais l’opération inverse est plus complexe à interpréter. Nous pensons dans
ce dernier cas qu’il pourrait être nécessaire d’évaluer les transitions avec une hypothèse de
Markov d’ordre supérieur. Cependant, cette analyse est délicate car augmenter l’ordre réduit
la robustesse des estimations, peu de transitions étant observables pour des ordres supérieurs
à 2.
Dans ce reste de ce chapitre, nous considérerons que l’état P vériﬁe une hypothèse de
Markov d’ordre 2. Toutefois, compte tenu du faible nombre d’observations, nous supposerons
que les transitions émanant de cet état sont constantes au cours du temps.
4.4.2 Description des covariables
L’étude du lien entre le risque de crédit des obligations d’entreprises et les variables
économiques et ﬁnancières est un thème de recherche actif (p. ex. Couderc et Renault, 2005;
Duﬃe et al., 2007; Koopman et al., 2009, 2011; Figlewski et al., 2012; Azizpour et al., 2014;
Creal et al., 2014). Cependant, à notre connaissance, ce type de lien n’a pas été examiné dans
la littérature académique (mais probablement par les praticiens) sur des données d’assurance
crédit. De manière intéressante, notre période d’observation inclut les années 2008 et 2009,
marquées par une crise ﬁnancière et sur laquelle nous pouvons observer les conséquences
des actions des gestionnaires. La question qui consiste à identiﬁer les variables susceptibles
d’aﬀecter les probabilités de transition est cependant complexe.
Dans ce chapitre, nous examinons les eﬀets de 8 facteurs que nous regroupons en 3 caté-
gories (Conditions macroéconomiques générales, Direction de l’économie et Conditions sur les
marchés ﬁnanciers), en suivant une logique similaire à celle de Figlewski et al. (2012) mais en
l’adaptant à des variables concernant la France. La sélection des variables est également ef-
fectuée au regard de l’utilité qu’elles peuvent avoir pour les gestionnaires et pour l’application
de stress tests. Dans la suite, nous considérons les variables suivantes :
– Conditions macroéconomiques générales (taux de croissance trimestriel du chômage français,
taux de croissance trimestriel de l’indice des prix à la consommation français, taux de
croissance trimestriel du taux de création d’entreprises en France). L’évolution du chô-
mage est considérée comme un indicateur de la santé de l’économie. Nous nous atten-
dons à ce qu’une hausse du chômage ait un impact négatif sur la qualité de crédit du
portefeuille. L’indice des prix à la consommation (IPC) est un indicateur économique
central, mais les eﬀets d’une hausse de l’inﬂation sont délicats à anticiper sur le porte-
feuille, notamment pour les buyers impliqués dans des opérations de commerce extérieur.
Puisque le portefeuille d’un assureur crédit bénéﬁcie d’une forte diversiﬁcation, la créa-
tion d’entreprise pourrait avoir un eﬀet signiﬁcatif, en introduisant de nouvelles ﬁrmes
dans l’économie. En France, Dolignon (2011) remarque par exemple que les fortes
hausses du nombre d’entreprises, simultanée à la mise en œuvre des lois Dutreil, ont
conduit par la suite à des hausses du nombre de défauts car toutes ne sont pas viables.
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– Direction de l’économie (taux de croissance trimestriel du produit intérieur brut réel
français, taux de croissance trimestriel de la production industrielle française). Le pro-
duit intérieur brut (PIB) réel est un indicateur macroéconomique couramment util-
isé dans la littérature sur le risque de crédit pour représenter l’état courant du cycle
économique. Lorsque l’économie croît plus rapidement, la qualité de crédit des buy-
ers devrait s’améliorer et vice versa. Puisqu’il s’agit cependant d’un indicateur très
général, il peut être considéré comme un approchant du résultat comptable d’un buyer
générique. Nous considérons également la production industrielle comme un indicateur
potentiellement plus précis, puisqu’il exclut la contribution des secteurs non industriels.
– Conditions sur les marchés ﬁnanciers (le taux d’emprunt d’État français à 10 ans, le
taux d’évolution annuel de l’indice CAC40, le niveau de la volatilité de l’indice CAC40).
Le taux d’intérêt joue un rôle important dans le ﬁnancement des buyers et nous nous
attendons à ce qu’une hausse des taux d’intérêt ait un impact négatif sur la qualité de
crédit des buyers. Pour les grandes entreprises, le taux de rendement des actions est
un indicateur de leur santé. Intuitivement, nous nous attendons également à ce qu’une
hausse de l’indice de volatilité ou une baisse soudaine des marchés ﬁnanciers ait un
impact négatif sur la qualité de crédit des buyers.
Le Tableau 4.5 présente la liste des données utilisées, leurs sources et des transformations
appliquées pour les inclure dans le modèle de migration. L’ensemble de ces variables est
observé sur une base au moins trimestrielle et est synchronisé avec les dates d’observation
des ratings. Ces variables tentent de capturer l’état courant de la conjoncture. Cependant,
puisqu’il n’est pas possible de distinguer si les buyers pratiquent des activités à l’étranger,
nous nous limitons, dans ce chapitre, à des facteurs liés à la conjoncture française.
4.5 Résultats empiriques
Dans cette section, nous considérons le modèle de migration avec diﬀérentes spéciﬁcations
et discutons les résultats de l’estimation in-sample. Dans un second temps, nous analysons
la qualité de prédiction (out-of-sample) de ces modèles de crédit. Finalement, nous concluons
cette section par la calibration du modèle VAR pour les facteurs macros. Dans la suite, les
calculs sont eﬀectués à partir du logiciel R (R Core Team, 2015).
4.5.1 Estimation du modèle de migration
Nous estimons le modèle 17 décrit dans la Section 4.3.1, en utilisant les données et les covari-
ables présentés précédemment. Dans l’Équation (4.4), nous décidons d’employer une fonction
de lien logit 18, telle que x → (1 + exp {−x})−1. Le modèle de régression ordinal avec lien logit
considéré est adapté à la modélisation dynamique des probabilités de transition entre ratings.
Toutefois, modéliser la clôture du contrat avec cette spéciﬁcation, c’est-à-dire en l’assimilant
à un rating, est discutable, puisque cet état n’est pas naturellement ordonné par rapport aux
autres. Malik et Thomas (2012) font face au même problème et développent une procédure
d’estimation en deux étapes, où le processus décrivant les ratings (et les défauts) est modélisé
conditionnellement à la non-clôture du contrat. Ils proposent d’estimer les probabilités de
fermeture du contrat séparément, en utilisant par exemple un simple modèle de régression
17. Dans sous-section, nous utilisons le package VGAM (Yee, 2010) du logiciel R.
18. Les résultats obtenus avec un lien probit sont très proches.
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Table 4.5: Variables macroéconomiques et ﬁnancières utilisées dans le modèle de migration.
Variable Déﬁnition Source Moyenne Écart-type
Conditions macroéconomiques générales
UR (t)− UR (t− 4) La variation annuelle du logarithme
du taux de chômage, UR (t), à la ﬁn
du trimestre t.
Harmonized unemployment rate of all business
for France. Base de données FRED de la Fed-
eral Reserve Bank de St. Louis.
1.14% 8.96%
CPI (t)− CPI (t− 4) La variation annuelle du logarithme
de l’indice des prix à la consomma-
tion, CPI (t), à la ﬁn du trimestre t.
Consumer Price Index of all items in France.
Base de données FRED de la Federal Reserve
Bank de St. Louis.
1.71% 0.82%
EB (t)− EB (t− 4) La variation annuelle du logarithme
du nombre de créations d’entreprises,
EB (t), à la ﬁn du trimestre t.
Nombre de créations d’entreprises tout secteur
en France. Insee, Démographie des entreprises.
0.52% 11.34%
Direction de l’économie
GDP (t)−GDP (t− 4) La variation annuelle du logarithme
du produit intérieur brut réel,
GDP (t), à la ﬁn du trimestre t.
Growth Domestic Product in France. Base de
données FRED de la Federal Reserve Bank de
St. Louis.
1.18% 1.85%
IP (t)− IP (t− 4) La variation annuelle du logarithme
de la production industrielle, IP (t),
à la ﬁn du trimestre t.
Production of Total Industry in France. Base
de données FRED de la Federal Reserve Bank
de St. Louis.
−1.04% 6.12%
Conditions sur les marchés ﬁnanciers
r (t) = 0.25ln (1 +RF (t)) La transformation trimestrielle des
taux souverains français à 10 ans sur
base annuelle, RF (t), à la ﬁn du
trimestre t.
Banque de France. 0.90% 0.14%
ρ (t) = CAC (t) −
CAC (t− 4)
La variation annuelle du logarithme
de l’indice CAC40, CAC (t), à la ﬁn
du trimestre t.
Yahoo!Finance −0.01% 21.62%
σ (t) La volatilité trimestrielle de l’indice
CAC40, CAC (t), à la ﬁn du trimestre
t. La volatilité est estimée comme
l’écart-type annualisé (sur une base
de 260 jours commerciaux) des ren-
dements journaliers au sein d’un
trimestre (arrondi à 90 jours commer-
ciaux).
Yahoo!Finance 21.94% 10.60%
Note : Cette table décrit les facteurs utilisés pour le modèle de migration spéciﬁé dans ce chapitre. Les statistiques descriptives sont calculées sur la période
2004:1-2012:3.
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Chapitre 4. Inﬂuence des facteurs économiques sur l’évolution de la qualité de crédit
logistique. Cette spéciﬁcation s’appuie cependant sur une hypothèse d’indépendance entre les
événements de clôture et les changements de ratings qui ne semble pas se vériﬁer dans notre
cas. Puisque la pratique des gestionnaires semble relativement conservatrice, nous décidons
tout de même de modéliser la clôture, conjointement aux autres événements, à partir de notre
modèle ordonné, en supposant qu’elle se positionne dans l’ordre juste avant la première dégra-
dation (par exemple, pour un buyer dans l’état 2, l’état C se situe entre l’état 2 et l’état 3) 19.
Pour l’état 5, l’état C est positionné juste avant l’état de défaut protracted.
Nous commençons par discuter les résultats obtenus avec plusieurs spéciﬁcations du terme
θ
ij,hZ˜ (t) dans l’Équation (4.4). L’estimation des paramètres est réalisée en dissociant chaque
rating de départ, ce qui ne pose pas de diﬃculté, compte tenu de la nature additive de la
fonction de log-vraisemblance. Du fait de la taille réduite des secteurs Agriculture et Fi-
nance/Immobilier, mais aussi dans l’optique de réduire le nombre de paramètres, nous choi-
sissons de considérer le secteur comme une covariable du modèle. De plus, puisque les défauts
provenant des classes 1 et 2, et les transitions 5 → 1 sont très peu fréquents, nous les supposons
constants dans le reste de ce chapitre. Ces transitions n’interviennent donc pas dans la mod-
élisation. Le Tableau 4.6 illustre les résultats obtenus avec les spéciﬁcations suivantes : (M1)
Conditions macroéconomiques générales, (M2) Direction de l’économie, (M3) Conditions sur
les marchés ﬁnanciers, (M4) Toutes les variables. Pour chacune d’elle, les coeﬃcients associés
aux facteurs macros sont supposés identiques, pour toutes les transitions issues d’un même
état initial, c’est-à-dire θij = θi (transitions parallèles). À l’inverse, les coeﬃcients de seuil
et ceux associés à chaque secteur sont supposés pouvoir varier. Cette hypothèse se retrouve
fréquemment dans la littérature. Dans le souci de ne pas alourdir inutilement le tableau de
résultats, nous omettons les estimations des coeﬃcients de seuil μhj ainsi que ceux associés
aux secteurs.
Les modèles M1 et M3 présentent globalement les moins bonnes performances, avec 2 et
3 variables explicatives. Le modèle M4 est clairement le meilleur mais dépend de 8 variables.
Ces estimations, pour les modèles M1 à M4, fournissent un premier aperçu de l’eﬀet des
facteurs macros sur les probabilités de transition. En général, ceux-ci apparaissent tous comme
statistiquement signiﬁcatifs. Dans ce contexte, un coeﬃcient positif (resp. négatif), combiné
à une hausse du facteur auquel il est associé, a un eﬀet positif (resp. négatif) sur la qualité
de crédit du buyer. Une première diﬃculté provient cependant du fait que les facteurs sont
fortement corrélés entre eux. Par conséquent, en présence de plusieurs facteurs, les coeﬃcients
estimés peuvent présenter des signes inattendus, à cause de possibles combinaisons entre eux.
Ceci explique par exemple, les signes opposés qui sont observés pour les taux de croissance du
PIB réel et de la production industrielle pour M2. De manière intéressante, il semble qu’un
taux de création d’entreprises plus élevé produise un eﬀet négatif sur la qualité de crédit,
probablement à cause de l’introduction de nouveaux buyers plus instables dans la population.
La décroissance progressive du taux d’intérêt, observée sur la période en France, semble avoir
un eﬀet positif sur la qualité de crédit. Par ailleurs, nous remarquons que ces quatre modèles
ont une qualité d’ajustement aux données relativement modeste, ce qui s’explique par le fait
que les transitions issues d’un même état ont des formes relativement diﬀérentes, ne pouvant
pas être appréhendées avec l’hypothèse de transitions parallèles. Ceci contribue à réduire
l’interprétabilité des paramètres.
Dans ces conditions, nous décidons de relâcher l’hypothèse de transitions parallèles. Une
19. D’autres combinaisons ont été testées mais sans faire apparaître de diﬀérences notoires au niveau des
résultats.
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telle spéciﬁcation, autorisant des paramètres propres à chaque transition, est retenue par
exemple par Figlewski et al. (2012). Son inconvénient est, bien évidement, d’être plus coû-
teuse en paramètres. Le Tableau 4.7 permet de comparer la qualité des précédents modèles
à leur nouvelle version (M1*-M4*), sans hypothèse de transitions parallèles. Le modèle M0
ne contient pas de lien avec les facteurs macros et est utilisé comme référence pour mesurer
les performances des diﬀérents modèles. Les variables macros étant fortement corrélées en-
tre elles, nous cherchons également à déﬁnir un modèle de migration comprenant au plus 3
facteurs pour éviter qu’il ne soit surajusté. Pour cela, nous construisons une procédure de
sélection forward-backward, s’appuyant sur le log-vraisemblance et l’Akaike information cri-
terion (AIC). Le modèle parcimonieux qui en ressort, noté M5*, dépend du taux production
industriel, de la volatilité du CAC40 et du niveau des taux d’intérêt souverains à 10 ans. En
pratique, il est délicat d’aﬃrmer la supériorité de ce modèle par rapport à d’autres, puisque
certaines alternatives à 3 facteurs donnent également de bons résultats en termes d’ajustement
aux données. Par ailleurs, des alternatives avec lag ont également été examinées et perme-
ttaient d’obtenir des niveaux d’ajustement aux données de qualité quasi-équivalente. Nous
privilégions cependant un modèle non retardé, car il est mieux adapté à une logique de stress
tests.
Les diﬀérentes spéciﬁcations proposées sont comparées en termes d’AIC, de BIC et de log-
vraisemblance. L’ajustement aux données est examiné à partir du R2 de McFadden et du R2
de McFadden ajusté. La qualité des modèles M1*, M2* et M3* est clairement supérieure à leur
équivalent avec hypothèse de transitions parallèles. Notons également que les performances du
modèle M4 sont, selon les indicateurs, relativement bonnes en comparaison des modèles M1*-
M3*. Comme nous nous y attendions, le modèle M5* donne de meilleurs performances que
les précédents modèles. Au regard des critères choisis, le modèle M4* apparaît supérieur au
modèle M5*. Cependant, il comprend trop de paramètres et n’est pas privilégié car il risque
d’être surajusté. Ainsi, nous retenons pour la suite les estimations fournies par le modèle
M5*, comme modèle de référence. En outre, nous remarquons que M2* obtient de bonnes
performances pour les transitions émanant des états 4 et 5, ces transitions étant apparemment
sensibles à la production industrielle.
Les Tableaux 4.8 et 4.9 présentent les estimations des paramètres de seuil, les estimations
des paramètres propres aux secteurs (le secteur Services/Commerce est pris comme secteur de
référence), ainsi que les estimations de paramètres relatifs aux facteurs macros pour le modèle
M5*. Ils décrivent également les écarts-types associés à ces paramètres. Compte tenu des
faibles nombres de défauts provenant des classes 1 et 2 et de transitions de 5 vers 1, aucun
coeﬃcient de seuil n’est à considérer pour ces transitions.
Les coeﬃcients de seuil sont clairement signiﬁcatifs et permettent de donner un premier
aperçu des probabilités de transition sans facteur macro. Les coeﬃcients liés aux secteurs
sont presque tous signiﬁcatifs, ce qui rend compte d’une hétérogénéité des buyers capturée,
au moins en partie, par les secteurs. Pour chaque état initial, nous avons choisi un modèle
comprenant au plus 3 facteurs, puis sélectionné celui proposant le meilleur ajustement aux
données. Pratiquement tous les coeﬃcients associés à ces facteurs sont signiﬁcatifs, à la fois
pour les dégradations et les améliorations de ratings. Hormis pour les buyers dans l’état 1,
le signe et la magnitude des coeﬃcients estimés indiquent, comme nous nous y attendions,
que l’augmentation de la volatilité du CAC40 a un eﬀet négatif sur la qualité de crédit du
portefeuille. Les résultats sont plus ambigus pour la croissance de la production industrielle,
car une décroissance a un eﬀet négatif seulement pour les buyers les mieux notés. En eﬀet,
nous remarquons que les mauvais ratings sont touchés dans la direction opposée, ce qui peut
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Table 4.7: Critères d’information et performances des diﬀérents modèles de migration.
État initial
Modèle 1 2 3 4 5
M0
AIC 16900.29 14547.47 72012.62 182711.31 270704.55
BIC 21940.29 19587.47 79068.62 189767.31 276752.55
Log Vraisemblance -8420.14 -7243.74 -35964.31 -91313.65 -135316.28
McFadden R2 0.53 0.40 0.47 0.29 0.14
McFadden R2 ajusté 0.48 0.29 0.45 0.28 0.13
M1*
AIC 15417.54 12875.74 60663.97 126999.99 157815.43
BIC 22977.54 20435.74 71247.97 137583.99 166887.43
Log Vraisemblance -7663.77 -6392.87 -30268.99 -63437.00 -78853.71
McFadden R2 0.59 0.46 0.56 0.52 0.51
McFadden R2 ajusté 0.53 0.36 0.54 0.51 0.50
M2*
AIC 16081.48 13569.05 64006.56 107196.71 98392.70
BIC 22801.48 20289.05 73414.56 116604.71 106456.70
Log Vraisemblance -8000.74 -6744.53 -31947.28 -53542.35 -49148.35
McFadden R2 0.56 0.55 0.53 0.60 0.70
McFadden R2 ajusté 0.51 0.46 0.51 0.59 0.69
M3*
AIC 14414.26 13514.79 62888.78 126951.08 125985.13
BIC 21974.26 21074.79 73472.78 137535.08 135057.13
Log Vraisemblance -7162.13 -6712.39 -31381.39 -63412.54 -62938.57
McFadden R2 0.63 0.51 0.54 0.52 0.61
McFadden R2 ajusté 0.57 0.43 0.53 0.51 0.60
M4*
AIC 12592.34 11190.12 50472.16 85440.00 70664.23
BIC 24352.34 22950.12 66936.16 101904.00 84776.23
Log Vraisemblance -6226.17 -5525.06 -25138.08 -42622.00 -35248.12
McFadden R2 0.69 0.65 0.64 0.68 0.79
McFadden R2 ajusté 0.64 0.56 0.63 0.67 0.78
M5*
AIC 14764.97 12996.75 59513.61 102565.07 94791.34
BIC 22324.97 20556.75 70097.61 113149.07 103863.34
Log Vraisemblance -7337.49 -6453.38 -29693.81 -51219.54 -47341.67
McFadden R2 0.61 0.54 0.57 0.61 0.71
McFadden R2 ajusté 0.55 0.45 0.55 0.61 0.70
Note : Ce tableau fournit la log-vraisemblance, l’Akaike information criterion (AIC), le
Bayesian information criterion (BIC), le McFadden R2 et le McFadden R2 ajusté pour le
modèle logit de lien cumulé, sans l’hypothèse de transitions parallèles, pour diﬀérentes spé-
ciﬁcations (M0, M1*-M5*). Les défauts provenant des états 1 et 2, ainsi que les transitions
de l’état 5 vers 1, sont supposés constants.
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Table 4.8: Paramètres estimés pour le modèle de migration M5* (État initiaux 1 et 2).
État initial État de transition
1 < C < 2 < 3 < 4 < 5
Seuil 3.22∗∗∗ 3.60∗∗∗ 4.71∗∗∗ 7.20∗∗∗ 12.74∗∗∗
(0.04) (0.05) (0.06) (0.10) (0.22)
Agriculture 0.50∗∗∗ 0.66∗∗∗ 0.49∗∗∗ 0.77∗∗∗ 0.82∗∗∗
(0.02) (0.03) (0.03) (0.05) (0.09)
Finance/Immobilier 0.48∗∗∗ 0.94∗∗∗ 1.01∗∗∗ 1.15∗∗∗ 1.30∗∗∗
(0.01) (0.02) (0.02) (0.04) (0.08)
Produits ﬁnis −0.08∗∗∗ −0.29∗∗∗ −0.13∗∗∗ −0.08∗∗ −0.11∗
(0.01) (0.01) (0.02) (0.02) (0.04)
Matières premières −0.04∗∗∗ −0.19∗∗∗ −0.25∗∗∗ −0.14∗∗∗ −0.06
(0.01) (0.01) (0.01) (0.02) (0.03)
Volatilité du CAC40 1.07∗∗∗ 0.55∗∗∗ 0.43∗∗ −1.07∗∗∗ −3.35∗∗∗
(0.09) (0.10) (0.13) (0.22) (0.43)
Production industrielle 3.31∗∗∗ 3.05∗∗∗ 3.19∗∗∗ 1.39∗∗ −5.57∗∗∗
(0.14) (0.16) (0.23) (0.44) (1.09)
Taux d’intérêt 10 ans −70.04∗∗∗ −53.39∗∗∗ −62.70∗∗∗ −162.74∗∗∗ −528.87∗∗∗
(3.90) (4.52) (5.76) (9.82) (20.79)
2 < 2 < C < 3 < 4 < 5
Seuil −5.29∗∗∗ 2.96∗∗∗ 3.21∗∗∗ 5.46∗∗∗ 8.87∗∗∗
(0.12) (0.03) (0.03) (0.06) (0.14)
Agriculture −1.27∗∗∗ 0.42∗∗∗ 0.60∗∗∗ 0.23∗∗∗ 0.05
(0.18) (0.03) (0.03) (0.05) (0.10)
Finance/Immobilier 0.13∗∗ 0.09∗∗∗ 0.65∗∗∗ 0.46∗∗∗ 0.69∗∗∗
(0.05) (0.01) (0.02) (0.03) (0.07)
Produits ﬁnis 0.46∗∗∗ −0.14∗∗∗ −0.27∗∗∗ −0.19∗∗∗ −0.22∗∗∗
(0.03) (0.01) (0.01) (0.02) (0.04)
Matières premières −0.06 −0.02∗ −0.10∗∗∗ −0.10∗∗∗ −0.14∗∗∗
(0.04) (0.01) (0.01) (0.02) (0.03)
Volatilité du CAC40 0.75∗∗ −0.11∗ −0.16∗∗ −0.67∗∗∗ −2.09∗∗∗
(0.23) (0.05) (0.06) (0.10) (0.23)
Production industrielle 4.80∗∗∗ 1.49∗∗∗ 1.46∗∗∗ 0.64∗∗∗ −3.92∗∗∗
(0.39) (0.08) (0.08) (0.17) (0.43)
Taux d’intérêt 10 ans −79.65∗∗∗ −17.09∗∗∗ −12.27∗∗∗ −94.46∗∗∗ −250.81∗∗∗
(11.17) (2.79) (3.08) (5.89) (12.81)
Note : Ce tableau fournit les estimateurs des paramètres de seuil μhj , les estimateurs des coef-
ﬁcients pour les indicatrices des secteurs et les estimateurs des paramètres associés aux facteurs
macros, pour les transitions issues des états 1 et 2 obtenus avec le modèle M5*. Les écarts-types
sont calculés en utilisant l’inverse de la matrice hessienne du maximum de vraisemblance. Les dé-
fauts provenant des états 1 et 2, ainsi que les transitions de l’état 5 vers 1 sont supposés constants.
Signiﬁcativité des tests de Wald : ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
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Table 4.9: Paramètres estimés pour le modèle de migration M5* (État initiaux 3, 4 et 5).
État initial État de transition
3 < 2 < 3 < C < 4 < 5 < P < I
Seuil −9.33∗∗∗ −6.32∗∗∗ 3.49∗∗∗ 4.44∗∗∗ 6.42∗∗∗ 7.05∗∗∗ 11.30∗∗∗
(0.25) (0.05) (0.01) (0.02) (0.03) (0.07) (1.05)
Agriculture −1.69∗∗∗ −2.12∗∗∗ 0.81∗∗∗ 1.33∗∗∗ 1.31∗∗∗ 1.64∗∗∗ 16.28
(0.26) (0.07) (0.01) (0.01) (0.02) (0.08) (697.65)
Finance/Immobilier 0.68∗∗∗ −0.15∗∗∗ 0.05∗∗∗ 0.57∗∗∗ 0.60∗∗∗ 0.52∗∗∗ 2.25∗
(0.09) (0.03) (0.01) (0.01) (0.02) (0.05) (1.01)
Produits ﬁnis 0.72∗∗∗ 0.87∗∗∗ −0.11∗∗∗ −0.43∗∗∗ −0.28∗∗∗ −0.61∗∗∗ −0.02
(0.07) (0.02) (0.00) (0.01) (0.01) (0.02) (0.28)
Matières premières −0.21∗∗ 0.06∗∗∗ 0.12∗∗∗ −0.09∗∗∗ 0.00 −0.46∗∗∗ 1.10∗∗
(0.08) (0.02) (0.00) (0.00) (0.01) (0.02) (0.32)
Volatilité du CAC40 0.12 0.39∗∗∗ −0.14∗∗∗ −0.58∗∗∗ −1.32∗∗∗ −0.16 2.27
(0.49) (0.10) (0.02) (0.03) (0.05) (0.13) (2.04)
Production industrielle 2.67∗∗ 1.16∗∗∗ 0.93∗∗∗ −0.23∗∗∗ −3.89∗∗∗ 0.51∗∗ 5.56∗
(0.77) (0.15) (0.03) (0.04) (0.08) (0.19) (2.60)
Taux d’intérêt 10 ans 4.61 8.51 −66.66∗∗∗ −86.33∗∗∗ −176.31∗∗∗ −22.23∗∗ −14.00
(24.08) (5.23) (1.23) (1.58) (2.62) (7.09) (103.19)
4 < 2 < 3 < 4 < C < 5 < P < I
Seuil −12.13∗∗∗ −8.94∗∗∗ −4.54∗∗∗ 3.13∗∗∗ 4.34∗∗∗ 6.97∗∗∗ 11.44∗∗∗
(0.68) (0.18) (0.03) (0.01) (0.02) (0.04) (0.49)
Agriculture −1.52∗ −2.05∗∗∗ −1.81∗∗∗ 1.01∗∗∗ 1.54∗∗∗ 1.81∗∗∗ 3.16∗∗
(0.69) (0.25) (0.03) (0.01) (0.02) (0.06) (1.03)
Finance/Immobilier 0.97∗∗∗ 0.56∗∗∗ −0.39∗∗∗ 0.10∗∗∗ 0.83∗∗∗ 0.49∗∗∗ 2.16∗∗∗
(0.21) (0.07) (0.02) (0.01) (0.01) (0.03) (0.59)
Produits ﬁnis 0.27 0.47∗∗∗ 0.58∗∗∗ 0.01 −0.28∗∗∗ −0.50∗∗∗ −0.17
(0.20) (0.05) (0.01) (0.00) (0.01) (0.02) (0.16)
Matières premières −0.50∗ −0.33∗∗∗ 0.12∗∗∗ 0.05∗∗∗ −0.17∗∗∗ −0.60∗∗∗ 0.39∗∗
(0.20) (0.05) (0.01) (0.00) (0.00) (0.01) (0.14)
Volatilité du CAC40 −1.34 −0.79∗ −2.71∗∗∗ −0.47∗∗∗ −1.16∗∗∗ −0.58∗∗∗ 1.53
(1.32) (0.33) (0.04) (0.02) (0.03) (0.07) (0.83)
Production industrielle 1.52 −4.10∗∗∗ −12.31∗∗∗ −0.09∗∗ −3.48∗∗∗ −0.24∗ 2.48∗
(1.97) (0.44) (0.05) (0.03) (0.04) (0.11) (1.13)
Taux d’intérêt 10 ans 126.27∗ 31.76 11.11∗∗∗ −48.52∗∗∗ −60.78∗∗∗ −100.42∗∗∗ −176.56∗∗∗
(63.99) (18.21) (2.85) (1.02) (1.48) (4.20) (45.85)
5 < 3 < 4 < 5 < C < P < I
Seuil −11.56∗∗∗ −7.15∗∗∗ −2.65∗∗∗ 2.07∗∗∗ 5.11∗∗∗ 9.94∗∗∗
(0.47) (0.09) (0.02) (0.01) (0.05) (0.35)
Agriculture −1.03 −0.17∗∗ −0.85∗∗∗ 0.60∗∗∗ 1.19∗∗∗ 2.71∗∗
(0.52) (0.06) (0.02) (0.01) (0.08) (0.97)
Finance/Immobilier 0.94∗∗∗ 0.18∗∗∗ −0.32∗∗∗ 0.11∗∗∗ 0.49∗∗∗ 0.01
(0.16) (0.04) (0.01) (0.01) (0.04) (0.20)
Produits ﬁnis 0.34∗∗ 0.25∗∗∗ 0.36∗∗∗ 0.08∗∗∗ −0.47∗∗∗ −0.22
(0.13) (0.02) (0.01) (0.01) (0.02) (0.12)
Matières premières −0.19 −0.08∗∗∗ 0.15∗∗∗ 0.14∗∗∗ −0.40∗∗∗ 0.56∗∗∗
(0.12) (0.02) (0.00) (0.00) (0.01) (0.11)
Volatilité du CAC40 −2.56∗∗ −4.13∗∗∗ −1.31∗∗∗ −0.40∗∗∗ −0.23∗∗ −0.18
(0.92) (0.17) (0.03) (0.02) (0.09) (0.58)
Production industrielle −2.19 −8.76∗∗∗ −4.54∗∗∗ 8.05∗∗∗ −0.47∗∗∗ 3.40∗∗∗
(1.44) (0.23) (0.04) (0.03) (0.13) (0.89)
Taux d’intérêt 10 ans 231.79∗∗∗ 142.29∗∗∗ −10.09∗∗∗ 39.90∗∗∗ 39.83∗∗∗ −78.45∗
(43.49) (8.14) (1.56) (1.20) (4.51) (34.18)
Note : Ce tableau fournit les estimateurs des paramètres de seuil μhj , les estimateurs des coeﬃcients pour les indicatrices des
secteurs et les estimateurs des paramètres associés aux facteurs macros, pour les transitions issues des états 3, 4 et 5 obtenus
avec le modèle M5*. Les écarts-types sont calculés en utilisant l’inverse de la matrice hessienne du maximum de vraisemblance.
Les défauts provenant des états 1 et 2, ainsi que les transitions de l’état 5 vers 1 sont supposés constants. Signiﬁcativité des
tests de Wald : ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05.
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être expliqué par l’eﬀet de sélection introduit via les annulations. La baisse continue des taux
d’intérêt français à 10 ans sur la période semble produire un eﬀet largement positif.
Le lien entre le risque de crédit et les facteurs macros apparaît plus clairement en présentant
les transitions estimées. Nous nous focalisons tout d’abord sur les probabilités d’amélioration
et de dégradation. La Figure 4.4 représente ces probabilités estimées pour le secteur Ser-
vices/Commerce. Les probabilités de transition associées aux autres secteurs sont obtenues
par un ajustement en niveau. Comme on pourrait s’y attendre, pour une classe donnée, les
probabilités d’une amélioration des ratings augmentent lorsque la qualité de crédit diminue.
Inversement, celles d’une dégradation décroissent lorsque la qualité de crédit diminue. Les
probabilités situées de part et d’autre de la diagonale des matrices de migration sont celles
dont le niveau est le plus élevé. La crise économique et ﬁnancière de 2008-2009 a produit des
eﬀets importants sur la qualité de crédit des buyers. Notons également que les probabilités de
dégradation augmentent fortement pendant cette période, mais uniquement pour les buyers
les mieux notés, ce qui s’explique par les annulations pratiquées par les gestionnaires pendant
cette période. Pour les classes 3 et 4, il en résulte même un eﬀet non-intuitif, caractérisé par
une baisse des probabilités de dégradation pendant cette période de crise, suivie d’une hausse
des probabilités d’amélioration (des notations).
La Figure 4.5 illustre les probabilités de défaut estimées obtenues à partir du modèle de
migration, ainsi que leur intervalle de conﬁance à 95 % (erreur sur les paramètres obtenue
par méthode delta). En raison du manque d’observations, nous présentons les probabilités de
transition des trois secteurs dont les expositions sont les plus importantes, c’est-à-dire Matières
premières, Produits ﬁnis et Services/Commerce. Pour comparaison, nous représentons égale-
ment les probabilités estimées selon l’estimateur d’Aalen-Johansen, dont le calcul est décrit
en 4.4. Cela constitue une approximation des probabilités de défaut brutes.
S’agissant des défauts protracted, une rupture apparaît au début de l’année 2007, qu’on
peut expliquer par le changement opéré dans les données à cette date (cf. Section 4.4).
Globalement, nous observons, pour tous les ratings, une faible baisse de ces probabilités de
défaut sur la période, même si elle est moins marquée pour les secteurs Agriculture et Fi-
nance/Immobilier. À partir du début de l’année 2007, les probabilités de défaut protracted
estimées sont relativement stables, pour les mauvais ratings, et nous n’observons pas d’eﬀet
particulier sur la période 2008-2009. Ceci conﬁrme l’eﬀet protecteur des annulations à cette
date 20. S’agissant du défaut insolvency, des pics à cette date sont visibles pour les buyers des
classes 3 et 5, mais demeurent relativement modestes.
Finalement, la Figure 4.6 présente les probabilités de clôture obtenues avec le même mod-
èle. Les probabilités de clôture sont sensibles pendant la période 2008-2009, où se matérialisent
des diﬃcultés économiques, en particulier pour les buyers mal notés. Nous remarquons que
le modèle présente des diﬃcultés à appréhender certaines probabilités de transition issues de
l’état 4, à cause de certains points qui semblent aberrants pour les secteurs Agriculture et
Finance/Immobilier. Il convient également de noter que le modèle n’arrive pas à capturer
complètement l’eﬀet produit par certains pics. Un modèle plus avancé, s’appuyant par exem-
ple sur des fragilités, serait nécessaire pour cela.
20. Une faible hausse survient à la ﬁn de l’année 2010 pour le secteur Matières premières, mais n’est pas
appréhendée par le modèle.
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(a) Défauts protracted.
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(b) Défauts insolvency.
Figure 4.5: Estimation trimestrielle des probabilités de (a) défaut protacted et de (b) défaut
insolvency pour les ratings 3 à 5, avec les intervalles de conﬁance à 95 % relatifs à
l’incertitude sur les paramètres. Les défauts protracted sont présentés pour l’ensemble des
secteurs. Nous omettons les secteurs Agriculture et Finance/Immobilier par manque
d’observations pour les défauts insolvency. Les points correspondent aux probabilités de
défaut brutes, calculées avec l’estimateur non-paramétrique d’Aalen-Johansen.
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Chapitre 4. Inﬂuence des facteurs économiques sur l’évolution de la qualité de crédit
4.5.2 Résultats out-of-sample pour le modèle de migration
Nous examinons à présent les résultats out-of-sample du modèle de migration aﬁn d’évaluer
la qualité de ses prédictions. En suivant une approche récursive, nous projetons, pour chaque
date t appartenant à la période sur laquelle est eﬀectuée l’analyse out-of-sample, les proba-
bilités de transition et de défaut sur chaque période [t, t+ 1] de durée égale à un trimestre, à
partir du modèle de migration ajusté sur la fenêtre [2004 : 1, t]. Cette manière de procéder est
largement utilisée dans la littérature économétrique, et plus spéciﬁquement en crédit (p. ex.
Frydman et Schuermann, 2008; Koopman et al., 2008; Stefanescu et al., 2009; Chava et al.,
2011; Fei et al., 2012). La période de projection out-of-sample s’étend de Septembre 2009
à Juin 2012. Pour calculer les probabilités trimestrielles, il est nécessaire de disposer de la
valeur des facteurs macros jusqu’à la ﬁn de la fenêtre d’apprentissage, ainsi que de l’exposition
au risque à cette date. Puisque ces informations sont directement disponibles, il est aisé de
calculer les probabilités de transition à partir des Équations (4.4) et (4.5).
Pour la gestion des risques, il est important de pouvoir générer, aussi précisément que
possible, le nombre de transitions et de défauts survenus au sein du portefeuille. Aussi, nous
mesurons la qualité des prédictions en nous focalisant sur l’erreur de prédiction p̂hj,k − p¯hj,k,
où p̂hj,k correspond à l’estimateur des probabilités de transition (et de défaut) et p¯hj,k est
obtenu à partir de l’estimateur non-paramétrique dit d’Aalen-Johansen. Nous considérons,
pour chaque date t comprise entre Septembre 2009 et Juin 2012, l’erreur absolue moyenne
(MAE) et la racine de l’erreur quadratique moyenne (RMSE), en agrégeant l’ensemble des
améliorations de rating, des dégradations de rating, des défauts et des clôtures.
Cette analyse se concentre sur les résultats des modèles M4, M4* et M5*, qui ressortaient
comme étant les meilleurs modèles, au sens des critères statistiques retenus, dans la section
précédente. Ils sont également comparés au modèle M0 sans facteur. Le Tableau 4.10 fournit
une présentation des erreurs de prédiction par trimestre pour chacune de ces spéciﬁcations.
Il compare l’adéquation de ces modèles pour l’ensemble des améliorations et des dégradations
de ratings, ainsi que les défauts et les clôtures.
De manière générale, les modèles donnent des prédictions relativement proches des prob-
abilités estimées non-paramétriquement. Notons également que la période sur laquelle elles
sont mesurées est plus stable que les années qui précèdent. Les probabilités non-paramétriques
observées sur la période sont relativement proches des probabilités constantes, estimées sur
l’ensemble de la période, ce qui explique pourquoi l’erreur de prédiction du modèle M0 n’est
pas aussi importante que ce à quoi il serait possible de s’attendre. Sur ce point, nous sommes
limités par la taille de l’échantillon. S’agissant des probabilités liées à une amélioration,
les modèles M4 et M4* fournissent des performances comparables. Celles-ci sont cependant
légèrement moins bonnes que celles obtenues avec le modèle M5*, en particulier à partir du
troisième trimestre 2010. Ces trois modèles présentent de mauvaises performances pour le
tout premier trimestre de projection. S’agissant des dégradations, l’erreur obtenue pour M5*
est généralement plus faible que pour M4 et M4*. Comme nous le remarquions dans la section
précédente, les probabilités de défaut observées sont peu sensibles à la conjoncture. Ainsi,
nos projections obtiennent de bons résultats, hormis pour le modèle M4. Par ailleurs, M5*
est le meilleur de ces modèles s’agissant de la projection des probabilités de clôture. Notons
cependant que le niveau des erreurs pour ces dernières est sensiblement plus élevé que pour
les autres transitions. Rappelons pour expliquer ce point, qu’un écart était déjà observé pour
l’estimation in-sample.
Enﬁn, de manière similaire à ce que font Koopman et al. (2008), nous évaluons la métrique
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Chapitre 4. Inﬂuence des facteurs économiques sur l’évolution de la qualité de crédit
utilisée par Jafry et Schuermann (2004) pour analyser de manière agrégée la performance de ces
diﬀérents modèles, trimestre par trimestre. Cette quantité est déﬁnie comme la moyenne des
valeurs singulières d’une matrice de migration pour le sous-groupe k, diminuée de la matrice
unité
SV Dk (t) =
1
R
R∑
i=1
√
λi
(
(p˜k (t))

 p˜k (t)
)
,
avec p˜k (t) = pk (t)− I, où I est la matrice identité, et λi (p) la fonction retournant la i-ème
valeur propre de la matrice p. Les résultats obtenus sont reportés sur la Figure 4.7.
Les résultats de projection évoluent faiblement entre M4, M4* et M5* à partir de début
2010. Chacun de ces modèles capture, au moins partiellement la dynamique des probabilités
brutes. Certains points, comme la baisse observée à ﬁn 2010, sont cependant mal appréhendés.
Comme évoqué précédemment, la prise en compte de ces événements plus atypiques requiert
la mise en œuvre d’un modèle plus sophistiqué, fondé par exemple sur des fragilité (p. ex.
Koopman et al., 2008; Duﬃe et al., 2009; Koopman et al., 2011). Cette analyse sera étudiée
dans de futures recherches.
4.5.3 Estimations du modèle macroéconomique
Dans cette section, nous procédons à l’estimation du modèle économétrique régi par
l’Équation (4.7) 21. Puisque les modèles de séries temporelles pour les facteurs macros et
de migration peuvent être estimés séparément, les données retenues pour le premier couvrent
une période plus longue, allant de Septembre 1992 à Septembre 2012 (81 observations sur
base trimestrielle). Cependant, les données relatives à la création d’entreprise ne sont pas
observées sur toute cette période. Par conséquent, nous excluons cette grandeur du modèle
de séries temporelles et supposons que cette variable demeure constante dans la projection
(celle-ci n’intervient pas dans le modèle M5*).
Avant de procéder à l’estimation du modèle, nous commençons par vériﬁer si les facteurs
considérés vériﬁent l’hypothèse d’intégration d’ordre 1 (I(1)) pour les séries univariées (UR (t) ,
CPI (t) , GDP (t) , IP (t) , r (t) , CAC (t) , σ (t)). Le test de Dickey-Fuller augmenté (ADF)
est considéré pour détecter la présence de racine unitaire. Nous considérons que ces séries
peuvent inclure des termes déterministes (constante ou tendance). Le nombre adéquat de
termes retardés (lags) est évalué à partir du critère AIC, en autorisant un nombre maximum
de retards égal à 10. Les résultats des tests ADF sont reportés dans le Tableau 4.11 à la fois
sur les séries en niveau et en diﬀérence première. Cette table présente également les résultats
pour l’indice des prix à la consommation en diﬀérence seconde.
Au vu des résultats sur les racines unitaires, il est raisonnable de considérer que les vari-
ables (UR (t) , ΔCPI (t) , GDP (t) , IP (t) , r (t) , CAC (t) , σ (t)) sont au moins I(1), ce qui
permet de nous tourner vers une formulation VECM. Dans un premier temps, nous sélection-
nons le nombre de lags, en s’appuyant sur le critère AIC et en supposant que le lag maximal
est d’ordre 5 compte tenu de la profondeur de l’historique considéré. Un modèle VAR d’ordre
2 est retenu, pour lequel nous considérons une constante et une tendance déterministe. Nous
conduisons également des tests univariés et multivariés sur les résidus (normalité, homoscé-
dasticité, autocorrélation) qui sont globalement satisfaisants. Notons cependant que l’analyse
des résidus révèle la présence d’autocorrélation pour le logarithme de l’indice d’inﬂation, ainsi
21. Les résultats sont obtenus en utilisant les packages urca et vars, développés sous le logiciel R, cf. Pfaﬀ
(2008) et les références associées.
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Table 4.11: Résultats des tests ADF pour les facteurs macros.
Valeurs critiques
Facteur Termes déterministes Retard Statistique de test 1% 5% 10%
UR (t) constante, tendance 5 −0.44 −4.04 −3.45 −3.15
ΔUR (t) constante 4 −4.09 −3.51 −2.89 −2.58
IPC (t) constante, tendance 9 −2.18 −4.04 −3.45 −3.15
ΔIPC (t) constante 8 −2.181 −3.51 −2.89 −2.58
Δ2IPC (t) constante 7 −5.34 −3.51 −2.89 −2.58
GDP (t) constante, tendance 3 −1.19 −4.04 −3.45 −3.15
ΔGDP (t) constante 2 −3.51 −3.51 −2.89 −2.58
IP (t) constante, tendance 2 −1.97 −4.04 −3.45 −3.15
ΔIP (t) constante 1 −4.78 −3.51 −2.89 −2.58
r (t) constante, tendance 1 −3.71 −4.04 −3.45 −3.15
Δr (t) constante 1 −6.08 −3.51 −2.89 −2.58
CAC (t) constante, tendance 1 −1.62 −4.04 −3.45 −3.15
ΔCAC (t) constante 1 −5.74 −3.51 −2.89 −2.58
σ (t) constante, tendance 1 −4.37 −4.04 −3.45 −3.15
Δσ (t) constante 8 −3.98 −3.51 −2.89 −2.58
Note : Les tests de Dickey-Fuller augmenté (ADF) sont calculés sur des séries univariées suivant un
modèle AR(p) d’ordre p, déterminé à partir du critère AIC.
que pour le logarithme du taux de chômage. Ce problème peut être résolu en considérant,
par exemple, un modèle de type VARMA (Vector autoregressive moving-average), mais cette
solution ne sera pas étudiée dans ce chapitre. De plus, les hypothèses de normalité des résidus
sont violées pour la production industrielle, les rendements et la volatilité des actions qui sont
des grandeurs diﬃciles à appréhender avec un simple modèle autorégressif.
Dans un second temps, une analyse de la cointégration des facteurs macros est réalisée.
Nous déterminons le nombre de relations de cointégration r à partir des tests de cointégration
de Johansen (trace statistic et maximum eigenvalue statistic) et reportons les résultats dans
le Tableau 4.12.
Table 4.12: Tests de cointégration de Johansen.
Trace statistic Valeurs critiques
H0 H1 Statistique de test 10% 5% 1%
r = 0 r ≥ 1 220.18 141.01 146.76 158.49
r ≤ 1 r ≥ 2 155.77 110.42 114.90 124.75
r ≤ 2 r ≥ 3 107.24 83.20 87.31 96.58
r ≤ 3 r ≥ 4 65.33 59.14 62.99 70.05
r ≤ 4 r ≥ 5 34.73 39.06 42.44 48.45
Maximum eigenvalue statistic Valeurs critiques
H0 H1 Statistique de test 10% 5% 1%
r = 0 r ≥ 1 64.41 46.32 49.42 54.71
r ≤ 1 r ≥ 2 48.54 40.91 43.97 49.5
r ≤ 2 r ≥ 3 41.90 34.75 37.52 42.36
r ≤ 3 r ≥ 4 30.60 29.12 31.46 36.65
r ≤ 4 r ≥ 5 18.00 23.11 25.54 30.34
Note : Ce tableau présente les résultats des tests de cointégration de
Johansen pour le modèle VAR(2) avec une constante non contrainte et
une tendance contrainte.
Les tests de cointégration de Johansen suggèrent un rang r = 3 à 5 % pour la statistique
de test maximum eigenvalue et r = 4 à 1 % pour la statistique de test de trace. Il convient de
noter que trois relations de cointégration ne sont pas conﬁrmées par le test de trace. Puisque
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celui-ci est plus robuste, en particulier lorsque les hypothèses de normalité des résidus ne sont
pas satisfaites, nous nous référons aux résultats de ce test et considérons r = 4 relations de
cointégration.
Nous procédons à présent à l’estimation du modèle VECM (cointégré), relatif au modèle
VAR(2) retenu précédemment. La plupart des modèles macroéconométriques, utilisés par les
banques centrales ou les superviseurs nationaux, intègrent des contraintes sur les paramètres
prévues par des équilibres de long terme (p. ex. Pesaran et al., 2006). Toutefois, la recherche
de telles relations d’équilibre, dictées par la théorie économique, est largement en dehors du
cadre de ce chapitre. Nous nous limitons pour cette application à la normalisation de Johansen
(Johansen, 1995), qui est une méthode classique pour contraindre les paramètres du modèle.
Les résultats obtenus par maximum de vraisemblance sont présentés dans le Tableau 4.13.
Puisque nous n’imposons pas de restriction au paramètre β̂, celui-ci ne devrait pas for-
cément être interprétable. Les résultats obtenus peuvent cependant être commentés. La
première relation de cointégration décrit l’équation du PIB réel en fonction des taux d’intérêt
(eﬀet négatif) et de la volatilité des actions (eﬀet négatif). Le signe du coeﬃcient d’inﬂation
est positif mais sa magnitude est très faible. Dans la seconde relation, la production indus-
trielle est aﬀectée négativement par le taux d’intérêt et positivement par le taux d’inﬂation.
Le taux de chômage dépend à long terme des mêmes facteurs mais avec des coeﬃcients de
signe opposé. Le signe associé à la volatilité des actions semble cohérent. La dernière équation
se focalise sur l’indice action qui est aﬀecté fortement et négativement par le taux d’intérêt et
le taux d’inﬂation. De plus, l’eﬀet sur cet indice de la volatilité des actions semble réaliste.
4.6 Application à la gestion des risques
Dans cette section, nous nous intéressons aux implications des résultats précédents pour
la gestion des risques. Les modèles de migration et de séries temporelles pour les facteurs
macros peuvent être utilisés conjointement pour projeter les nombres de défauts (protracted
et insolvency) et de transitions au sein du portefeuille de buyers. Le modèle pour les facteurs
est utilisé dans un premier temps comme générateur de scénarios économiques, puis le modèle
de migration s’ajuste à partir du lien estimé entre les matrices de migration et les facteurs
générés, dans le même esprit que les travaux conduits par Pesaran et al. (2006). Puisque que
nous ne mesurons pas les pertes occasionnées en cas de défaut, nous ne sommes pas capable
de combiner cette information avec la survenance du défaut, ce qui permettrait d’estimer la
distribution des pertes. Cependant, d’un point de vue pratique, un gestionnaire, disposant a
minima des pertes moyennes en cas de défaut, pourrait aisément déduire cette distribution
grâce à de notre modèle de migration. Ainsi, ce dernier pourrait être utilisé comme composant
d’un modèle interne ou bien comme un outil de stress tests utile pour l’ORSA. Cependant, les
praticiens devront être conscients que les processus utilisés pour générer les facteurs macros
suivent des lois gaussiennes, ce qui est critiquable pour l’étude de scénarios extrêmes. Des
applications récentes (p. ex. Creal et al., 2014) fondées sur l’utilisation de fragilités dynamiques
peuvent permettre d’améliorer ce point.
Dans notre application, nous considérons un portefeuille ﬁctif, constitué de 100 000 buyers
qui suivent la même répartition que les données étudiées à la ﬁn de la période d’observation,
soit à ﬁn Septembre 2012. Nous projetons en groupe fermé la distribution du nombre de
défauts pour un horizon ﬁxé T avec un pas trimestriel. Nous observons initialement 943
buyers dans la classe 1, 3 207 buyers dans la classe 2, 25 855 buyers dans la classe 3, 49 299
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Table 4.13: Paramètres du modèle VECM.
Paramètres de long terme β̂ β1 β2 β3 β4
GDP (t− 1) 1.000 0.000 0.000 0.000
− − − −
IP (t− 1) 0.000 1.000 0.000 0.000
− − − −
UR (t− 1) 0.000 0.000 1.000 0.000
− − − −
CAC (t− 1) 0.000 0.000 0.000 1.000
− − − −
ΔCPI (t− 1) −0.840 −32.150 −9.696 207.418
(0.065) (0.110) (0.002) (0.000)
r (t− 1) 21.612 16.199 −133.544 409.110
(1.837) (3.120) (0.060) (0.000)
σ (t− 1) 0.327 −0.055 −1.813 4.911
(0.291) (0.494) (0.009) (0.000)
Tendance −0.001 0.002 −0.015 0.050
(0.229) (0.388) (0.007) (0.000)
Paramètres de chargement α̂ ΔGDP (t) ΔIP (t) ΔUR (t) ΔCAC (t) Δ2CPI (t) Δr (t) Δσ (t)
α1 0.148 0.428 −1.012 3.841 −0.075 0.023 −5.455
(0.067) (0.240) (0.319) (1.937) (0.066) (0.015) (1.073)
α2 −0.030 −0.125 0.042 −0.744 0.019 −0.007 1.262
(0.013) (0.047) (0.062) (0.377) (0.013) (0.003) (0.209)
α3 0.018 0.028 −0.187 0.349 −0.028 0.001 −0.329
(0.009) (0.033) (0.044) (0.267) (0.009) (0.002) (0.148)
α4 −0.004 −0.016 −0.010 −0.109 −0.005 −0.001 0.149
(0.002) (0.006) (0.007) (0.045) (0.002) (0.000) (0.025)
Paramètres Ψ̂ ΔGDP (t) ΔIP (t) ΔUR (t) ΔCAC (t) Δ2CPI (t) Δr (t) Δσ (t)
Constante −1.733 −4.762 13.233 −45.048 0.973 −0.256 63.173
(0.829) (2.955) (3.927) (23.853) (0.810) (0.180) (13.210)
ΔGDP (t− 1) −0.167 0.497 0.576 −4.575 0.278 −0.011 4.357
(0.217) (0.774) (1.029) (6.248) (0.212) (0.047) (3.460)
ΔIP (t− 1) 0.123 0.410 −0.638 3.048 0.038 0.009 −2.098
(0.062) (0.222) (0.295) (1.794) (0.061) (0.014) (0.994)
ΔUR (t− 1) −0.038 −0.030 0.122 0.115 −0.006 −0.009 0.139
(0.028) (0.100) (0.133) (0.807) (0.027) (0.006) (0.447)
ΔCAC (t− 1) 0.006 0.013 0.019 −0.020 0.008 −0.001 −0.280
(0.005) (0.016) (0.022) (0.131) (0.004) (0.001) (0.072)
Δ2CPI (t− 1) 0.175 0.201 0.015 6.783 0.234 0.092 −1.197
(0.133) (0.475) (0.631) (3.832) (0.130) (0.029) (2.122)
Δr (t− 1) 0.349 −0.597 −3.375 4.496 −0.145 0.393 −4.497
(0.548) (1.953) (2.596) (15.765) (0.535) (0.119) (8.730)
Δσ (t− 1) 0.007 0.019 −0.031 0.008 0.019 0.002 −0.130
(0.007) (0.026) (0.034) (0.209) (0.007) (0.002) (0.116)
Note : Ce tableau décrit les paramètres estimés du modèle VECM, avec les écarts-types entre parenthèses. Il s’agit des
paramètres de chargement α, des paramètres de long terme β, des constantes, des tendances déterministes et de la matrice
de paramètres Ψ.
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buyers dans la classe 4, 20 600 buyers dans la classe 5 et 96 buyers en situation de défaut
protracted.
À partir du modèle de séries temporelles et du modèle de migration M5*, nous simulons
les matrices de transition futures (avec événement de clôture), puis reconstruisons le porte-
feuille de buyers à chaque trimestre, en utilisant la loi multinomiale, comme décrit dans la
Section 4.3.4. Nous simulons 100 000 tirages pour les facteurs en générant des innovations
gaussiennes. Bien que le modèle M5* ne dépende directement que de 3 variables, l’eﬀet des
autres facteurs est pris en compte par le biais des relations estimées dans le cadre du modèle
VECM. Pour chaque tirage, nous retirons de l’échantillon les buyers devenus insolvables ou
étant clôturés. Dans le cas d’un défaut protracted, les probabilités de transition à partir de
cet état sont considérées constantes et prennent en compte l’état qui précède le défaut, via
la matrice de transition donnée par le Tableau 4.4. Par ailleurs, les transitions des états 1 et
2 vers le défaut, et de l’état 5 vers l’état 1 sont supposées constantes et sont données par le
Tableau 4.3.
La Figure 4.8 présente le nombre de défauts et de clôtures prédit par les modèles M5*
et M0 (référence sans facteur), pour diﬀérents horizons T = 2, 4, 8, 12 trimestres. Nous
remarquons que le modèle M0 ne comprend qu’une source de risque mutualisable.
La diﬀérence entre les modèles M0 et M5* est clairement visible dès le second trimestre
s’agissant des clôtures, puisque le modèle M5* comprend plus d’incertitude. En revanche,
les distributions des nombres de défauts sont relativement proches pour les deux modèles.
Nous observons en particulier une convergence des résultats au bout de 12 trimestres. Ceci
conﬁrme le fait que les probabilités de défaut sont peu sensibles à l’environnement lorsque
l’on considère la possibilité qu’à l’assureur d’annuler des contrats. Dans ces circonstances, les
évolutions les plus importantes du nombre de défauts interviennent lorsque l’environnement
dégrade la qualité de crédit du portefeuille. En considérant que les actions des gestionnaires
demeurent aussi eﬃcaces, cette analyse révèle que leur capacité à immuniser le portefeuille est
réellement importante.
Nous étudions à présent plusieurs chocs survenant durant le premier trimestre et inter-
venant en parallèle des variations aléatoires de l’environnement :
– un choc de −2, 58σ 22 sur le log du PIB réel (GDP (t)) ;
– un choc de −2, 58σ sur le log de la production industrielle (IP (t)) ;
– un choc de +2, 58σ sur le niveau des taux d’intérêt souverains à 10 ans (r (t)) ;
– un choc de +2, 58σ sur le niveau de la volatilité du CAC40 (σ (t)).
La Figure 4.9 illustre les résultats obtenus. Pour comparaison, cette ﬁgure représente égale-
ment la distribution des nombres de défauts et de clôtures obtenus avec les modèles M0 et
M5* non choqués.
Le choc sur le log de la production industrielle a un impact immédiat sur le nombre de
clôtures, ce qui conﬁrme les résultats observés dans les Tableaux 4.8 et 4.9. L’eﬀet de ce facteur
est en particulier accentué pour les plus mauvais ratings. Compte tenu de la forte corrélation
entre la production industrielle et le PIB, la réponse au choc sur le log du PIB réel est proche
du précédent. Notons que ces eﬀets s’atténuent entre 2 et 3 ans. Une augmentation de la
volatilité produit des eﬀets plus modérés, s’annulant au bout de 2 ans. À l’inverse, le nombre
de clôtures n’est pas immédiatement touché par la hausse des taux, mais la réponse intervient
quelques trimestres après, produisant une détérioration de la qualité de crédit, ainsi qu’un eﬀet
22. Un choc égal à 2,58 × l’écart-type est approximativement équivalent à un quantile à 99, 5 % d’une loi
normale, ce qui correspond au niveau de conﬁance utilisé dans Solvabilité II.
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de second ordre dû aux relations de cointégration. L’eﬀet des chocs sur le nombre de défauts
est relativement limité, compte tenu de l’absorption provoquée par les annulations. En eﬀet,
alors que les chocs considérés produisent une baisse de la qualité de crédit, les annulations,
activées par prudence, ont tendance à compenser, voire à réduire le nombre de défauts. Hormis
pour le choc à la hausse sur les taux d’intérêt, la variance du nombre de défauts semble peu
aﬀectée par les chocs.
Pour ﬁnir, nous analysons comment évoluent ces distributions pour des quantiles élevés.
Pour chaque scénario, nous calculons la moyenne empirique, la value-at-risk (VaR) à 99.5 % et
la conditional tail expectation (CTE) au même niveau de conﬁance. Les résultats sont reportés
dans le Tableau 4.14.
Conformément aux résultats précédents, les chocs sur le log du PIB réel et de la production
industrielle produisent des eﬀets importants sur les clôtures. Cependant, l’écart entre la
moyenne et la VaR décroît, ce qui indique que le propension à annuler des contrats est plus
forte et moins incertaine. Puisque nous ne considérons pas de nouvelles aﬀaires dans ces
projections, une augmentation du nombre d’annulations au départ de la projection conduit
à réduire la proportion de buyers avec un mauvais rating. Ceci réduit le risque global du
portefeuille au terme de la projection. Ainsi, avec la réduction de l’exposition au risque, le
nombre d’annulations au terme de la projection peut être plus faible dans un cas avec choc
que dans la situation de référence. Le choc le plus sévère sur les défauts (une hausse d’environ
5 % de la VaR et de la CTE) est observé après 4 trimestres, en réponse à une augmentation
des taux d’intérêt. Un résultat légèrement plus faible est observé pour la volatilité du CAC40.
In ﬁne, nos résultats sur le portefeuille de buyers 23 illustrent clairement l’importance
de la capacité qu’a l’assureur à annuler les contrats les plus risqués dans les situations où
l’environnement est stressé.
4.7 Conclusion
La modélisation et la gestion des risques en assurance crédit ont été rarement décrites
dans la littérature empirique. Néanmoins, de manière similaire à d’autres institutions ﬁnan-
cières, ces assureurs doivent gérer des risques de crédit qui les exposent aux ﬂuctuations de
l’environnement économique et ﬁnancier. Dans ce chapitre, nous nous sommes intéressés à
un cadre économétrique, permettant de lier la dynamique du risque de crédit à des facteurs
de risques macroéconomiques et ﬁnanciers. Cela permet de réajuster la qualité de crédit du
portefeuille de buyers lorsque la conjoncture évolue. Notre approche reste relativement simple
et s’appuie sur un modèle de régression ordinal, reposant sur des facteurs macroéconomiques,
et un modèle VAR de séries temporelles, vu comme générateur de scénarios économiques.
Un tel cadre est utile pour les gestionnaires de l’assureur, puisqu’il donne une évaluation
des conséquences de chocs économiques sur la situation du portefeuille. Étant donné que
notre modèle permet des projections sur plusieurs périodes, l’assureur crédit peut utiliser
notre approche dans le cadre de ses exercices d’ORSA, ou comme un élément participant au
développement d’un modèle interne pour l’évaluation du capital requis par Solvabilité II.
Un assureur crédit dispose d’une large marge de manœuvre pour piloter le risque de son
portefeuille, en réduisant les limites de risque d’un contrat ou simplement en l’annulant. Après
avoir estimé, puis vériﬁé la robustesse du modèle, nous avons analysé plus spéciﬁquement les
23. Nous obtenons des résultats allant dans la même direction, lorsque la situation initiale du portefeuille
contient d’avantage de buyers bien notés.
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Chapitre 4. Inﬂuence des facteurs économiques sur l’évolution de la qualité de crédit
eﬀets de ces actions de gestion, combinées aux évolutions de ratings. Empiriquement, nous
remarquons que ces actions induisent, dans les données, un eﬀet de sélection signiﬁcatif. En
eﬀet, en clôturant une large part des contrats les plus risqués, nous observons que ces actions
limitent sensiblement les eﬀets de la crise de 2008-2009, avec une réaction très rapidement en
réponse à la survenance de chocs. En reproduisant ces comportements, notre analyse indique
que ces actions permettent de contrôler le nombre de défauts, ainsi que la détérioration de la
qualité de crédit du portefeuille. Cependant, il est très diﬃcile de jauger l’eﬀet réel de ces
chocs sur les contrats ayant été annulés, puisqu’il semble que l’attitude des gestionnaires soit
conservatrice. En conséquence, nous ne pouvons pas mesurer la véritable protection qu’oﬀre
cette capacité. Une autre question intéressante, laissée à de futures recherches, serait de
projeter conjointement les nombres de défauts et les expositions en montant.
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Dans cette thèse, nous nous sommes attachés à la question de l’inférence statistique de
modèles multi-états utilisés en assurance, en gardant à l’esprit les contraintes induites par la
réglementation prudentielle Solvabilité II concernant le rôle de l’actuaire.
Après avoir réintroduit dans le premier chapitre, les liens entre modèles multi-états et le
provisionnement des garanties individuelles, notamment en assurance de personnes, puis les
diﬀérentes techniques d’inférence adaptées aux données des assureurs (soumises à censure),
nous avons proposé dans le second chapitre une méthodologie non-paramétrique, certes clas-
sique mais méconnue des praticiens, pour estimer les lois d’incidence par pathologie dans un
état de dépendance . Il s’agit d’un moyen de mieux appréhender l’hétérogénéité des risques
couverts et de tenir compte de certaines clauses contractuelles (p. ex. délais de carence). De
plus, la méthodologie que nous développons a l’avantage d’être relativement simple à mettre
en œuvre. Elle est aussi plus cohérente que celles utilisées dans la pratique. En outre, les
techniques non-paramétrique retenues dans ce chapitre permettent de garantir une meilleure
adéquation aux données.
Le troisième chapitre cherche à prolonger ces réﬂexions lorsque l’hypothèse de Markov
n’est pas vériﬁée. Il s’intéresse pour cela à des méthodes d’estimation non-paramétriques ap-
plicables pour certaines formes de modèles multi-états, comprenant un état sain et un groupe
d’états intermédiaires précédant le décès. D’un point de vue pratique, ce formalisme four-
nit des estimateurs pour les probabilités de transition dans le cadre de garanties d’assurance
pour la dépendance lourde. Nous avons également étudié les propriétés asymptotiques de ces
estimateurs. Une analyse de performance des estimateurs du type P (Xt = j | Xs = h) est réa-
lisée sur données simulées où nous obtenons de bonnes performances lorsque l’hypothèse de
Markov n’est pas vériﬁée. En revanche, elles sont plus discutables lorsque cette hypothèse est
satisfaite, les estimateurs traditionnels étant préférables dans ces circonstances. L’introduc-
tion d’une mesure d’association locale, déduite des travaux récents sur les modèles à risques
concurrents bivariés, permet de caractériser la relation de dépendance entre la durée de vie en
bonne santé et la durée de vie totale selon la cause d’entrée en invalidité. Elle trouve son utilité
dans ce chapitre pour déterminer les périodes sur lesquelles ces deux durées interagissent forte-
ment, c’est-à-dire pour les périodes sur lesquelles nos estimateurs des probabilité de transition
fournissent de meilleures performances que ceux conçus pour le cadre markovien.
Ce travail permet de dégager plusieurs pistes de recherche. De manière assez directe, il
est possible d’améliorer la qualité les estimateurs non-paramétriques que nous proposons en
développant des techniques de lissage. En l’absence de covariable, les travaux de Amorim
et al. (2011) sont par exemple une direction très naturelle. La prise en compte de mécanismes
de censure non-indépendants par le biais d’approches IPCW, comme celles développées par
de Uña-Álvarez et Meira-Machado (2015), devrait également se généraliser aux modèles multi-
états considérés dans ce chapitre. Des généralisations au cas avec troncature à gauche, qui n’est
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pas étudié dans ce travail, pourraient également être envisagées.
D’autre part, nos solutions, s’appuyant sur l’estimateur d’Aalen-Johansen associés aux mo-
dèles à risques concurrents, se réfèrent à des techniques de bootstrap non-paramétrique (Efron,
1979) pour le calcul des matrices de variance-covariances asymptotiques, dont la forme est
complexe. Cette solution, retenue par commodité, est critiquable puisque l’estimateur obtenu
par ce mode de bootstrap ne reﬂète pas correctement ces matrices de variance-covariances, dû
fait de la censure. Aussi, une perspective d’amélioration serait, selon les tests que l’on souhaite
mettre en œuvre (p. ex. comparaison d’échantillons), de spéciﬁer et d’étudier les propriétés
d’autres approches.
Le rapprochement que nous eﬀectuons entre modèles multi-états non-markoviens et mo-
dèles à risques concurrents bivariés apporte un nouveau point de vue pour l’inférence non-
paramétriquement des modèles étudiés dans le troisième chapitre. Plusieurs perspectives pour-
raient être dégagées. En eﬀet, nos travaux suggèrent que la mesure d’association introduite
pourrait être paramétrée, ce qui constituerait un moyen pour spéciﬁer facilement des approches
semi-paramétriques Scheike et Sun (2012).
Dans ce chapitre, nous avons supposé que les individus étaient tous indépendants. Hors,
il est connu que les durées de vie de deux individus en couple ne sont pas indépendantes
(cf. Gouriéroux et Lu, 2015, pour une analyse récente). De la même manière (p. ex. Duée et
Rébillard, 2006), la survie des personnes âgées touchées de dépendance semble varier au sein
des couples. Des corrélations peuvent également apparaître au sein d’une même famille 24. Elles
sont généralement appréhendées par le biais de copules ou de fragilité partagée, que ce soit pour
l’analyse de survie ou dans le cadre multi-états. Toutefois, à l’inverse de l’analyse de survie
multivariées (Lopez, 2012), aucun modèle non-paramétrique en présence de censure à notre
connaissance n’a encore été développé dans le cadre multi-états pour analyser la trajectoire
de vie de couples ou simplement tester l’adéquation aux données d’un modèle paramétrique.
Ceci nous semble appeler des développements utiles.
Le dernier chapitre de cette thèse s’est concentré sur un point diﬀérent en étudiant la mise
en place de modèles multi-états en temps discret pour lesquels les probabilités de transition
sont générés par un processus externe. Dérivé des approches utilisées en économétrie pour le
risque de crédit, nous avons spéciﬁé un modèle en assurance crédit pour ajuster le niveau des
matrices de transition en fonction de facteurs macro-économiques et ﬁnanciers. Cela permet à
un gestionnaire de capter l’eﬀet systématique de facteurs exogènes et ainsi de mieux contrôler
la qualité de crédit de son portefeuille. Par ailleurs, le fait de pouvoir projeter celle-ci sur
plusieurs périodes et de conduire des stress-tests constitue un apport intéressant pour la mise
en œuvre de l’ORSA.
Plusieurs points nécessiteraient des améliorations et peuvent être envisagés pour de fu-
tures recherches. Tout d’abord, le comportement des gestionnaires constitue un mécanisme de
censure provoquant un biais de sélection dont il est diﬃcile d’estimer l’eﬀet. En dehors des pé-
riodes de crise, il est notamment non discernable des sorties dues au normal du contrat. Pour
améliorer notre approche, une analyse plus précise des critères retenus par les gestionnaires et
de jeux de données alternatifs pour estimer l’eﬀet de la sélection opérée s’avère nécessaire.
D’autre part, ce chapitre s’appuie sur une hypothèse d’indépendance entre ﬁrmes, condi-
tionnement à certains facteurs observables. Cette dernière devrait, dans les prochains travaux,
être étudiée plus ﬁnement aﬁn de déterminer si l’introduction de fragilités dynamiques ou
24. Ce type d’approche individuelle se généralise diﬃcilement en très grande dimension (cf. p. ex. les modèles
pandémiques où des mécanismes de contagion sont formalisés à un niveau agrégé.)
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de mécanismes de contagion endogène (auto-excitation) s’avère nécessaire, à l’instar des ap-
proches récentes utilisées pour le risque de crédit obligataire. En particulier, la méthodologie
retenue par Creal et al. (2014) permet de combiner facteurs observables et facteurs latents,
tout en restant suﬃsamment ﬂexible pour l’application de stress-tests. Elle peut constituer
une piste possible pour aﬃner notre modèle de crédit.
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