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Abstract
It was shown recently that the constraints on the initial data for Einstein’s
equations may be posed as an evolutionary problem [9]. In one of the proposed
two methods the constraints can be replaced by a first order symmetrizable hy-
perbolic system and a subsidiary algebraic relation. Here, by assuming that the
initial data surface is smoothly foliated by a one-parameter family of topological
two-spheres, the basic variables are recast in terms of spin-weighted fields. This
allows one to replace all the angular derivatives in the evolutionary system by
the Newman-Penrose ð and ð operators which, in turn, opens up a new avenue
to solve the constraints by integrating the resulting system using suitable nu-
merical schemes. In particular, by replacing the ð and ð operators either by a
finite difference or by a pseudo-spectral representation or by applying a spectral
decomposition in terms of spin-weighted spherical harmonics, the evolutionary
equations may be put into the form of a coupled system of non-linear ordinary
differential equations.
1 Introduction
This paper is intended to be a technical report providing a firm analytic background to
support the numerical integration of the Einstein constraint equations, when cast into
the form of a first order symmetrizable hyperbolic system and a subsidiary algebraic
condition. The main steps in deriving this form of the constraint equations is outlined
in this section.
Consider first the initial data specification in general relativity comprised by a Rie-
mannian metric hij and a symmetric tensor field Kij on a three-dimensional manifold
Σ. The pair (hij , Kij) is said to satisfy the vacuum constraints (see e.g. Refs. [1, 15])
1
if the relations
(3)
R +
(
Kjj
)2
−KijK
ij = 0 , (1.1)
DjK
j
i −DiK
j
j = 0 (1.2)
hold on Σ, where
(3)
R and Di denote the scalar curvature and the covariant derivative
operator associated with hij , respectively.
Σ is assumed to be smoothly foliated by a one-parameter family of topological
two-spheres Sρ which may also be considered as the level surfaces ρ = const of a
smooth function ρ : Σ→ R.
Applying a vector field ρi on Σ, satisfying the relation ρi∂iρ = 1, the unit normal
n̂i to the level surfaces Sρ decomposes as
n̂i = N̂
−1
[ ρi − N̂ i ] , (1.3)
where the ‘lapse’ N̂ and ‘shift’ N̂ i of the vector field ρi are determined by n̂i = N̂∂iρ
and N̂ i = γ̂ij ρj , where γ̂ij = δij − n̂in̂j .
The Riemannian metric hij on Σ can then be decomposed as
hij = γ̂ij + n̂in̂j , (1.4)
where γ̂ij is the metric induced on the surfaces Sρ, while the extrinsic curvature K̂ij
of Sρ is given by
K̂ij = γ̂
l
iDl n̂j =
1
2
Ln̂γ̂ij . (1.5)
The other part of the initial data represented by the symmetric tensor field Kij
has decomposition
Kij = κ n̂in̂j + [n̂i kj + n̂j ki] +Kij , (1.6)
where κ = n̂kn̂lKkl, ki = γ̂ki n̂lKkl and Kij = γ̂kiγ̂lj Kkl. Note that all boldfaced
symbols stand for tensor fields which are well-defined on the individual leaves Sρ. In
recasting the Hamiltonian and momentum constraints (1.1) and (1.2) the traces
K̂ ll = γ̂
kl K̂kl and K
l
l = γ̂
kl
Kkl (1.7)
and the trace free part of Kij, defined as
◦
Kij = Kij −
1
2
γ̂ij K
l
l , (1.8)
will also be involved.
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By making use of the above variables, the pair (hij, Kij) may be replaced by the
fields N̂, N̂ i, γ̂ij,
◦
Kij ,κ,ki and Kll, and in turn, the Hamiltonian and momentum
constraints (1.1) and (1.2) can be re-expressed as [9] (see also [10, 11, 12])
Ln̂(K
l
l)− D̂
l
kl + 2 ˙̂n
l
kl − [κ−
1
2
(Kll) ] (K̂
l
l) +
◦
KklK̂
kl = 0 , (1.9)
Ln̂ki + (K
l
l)
−1[κ D̂i(K
l
l)− 2k
lD̂ikl ] + (2K
l
l)
−1D̂iκ0
+(K̂ ll)ki + [κ−
1
2
(Kll) ] ˙̂ni − ˙̂n
l
◦
Kli + D̂
l
◦
Kli = 0 , (1.10)
where κ and κ0 are given by the algebraic expressions
κ = (2Kll)
−1[ 2klkl −
1
2
(Kll)
2 − κ0 ] , (1.11)
κ0 =
(3)
R −
◦
Kkl
◦
K
kl , (1.12)
and where D̂i and R̂ denote the covariant derivative operator and scalar curvature
associated with γ̂ij , respectively, and ˙̂nk = n̂lDln̂k = −D̂k(ln N̂).
Note that (1.11) replaces the Hamiltonian constraint (1.1) which acquires, thereby,
an algebraic form (for more details see [9]). Note also that in virtue of (1.9)-(1.12)
the four basic variables κ,ki,Kll are subject to the constraints whereas the remaining
eight varibales, represented by the fields N̂, N̂ i, γ̂ij,
◦
Kij, are freely specifiable through-
out Σ.
2 The Newman-Penrose ð and ð operators
Equations (1.9)-(1.11) are intended to be solved by decomposing the involved basic
variables in terms of spin-weighted spherical fields. In doing so we shall replace
all angular derivatives by the Newman-Penrose ð and ð operators [8, 5], using the
notation introduced in [6, 14] throughout this paper.
Consider first the unit sphere metric qab, given in standard (θ, φ) coordinates by
ds2 = qab dx
adxb = dθ2 + sin2 θ dφ2 . (2.1)
In terms of the complex stereographic coordinate 1
z = e−i φ cot
θ
2
= z1 + i z2 , (2.2)
on the unit sphere S2, the line element (2.1) can also be written as
ds2 = 4 (1 + z z)−2
[
(dz1)
2 + (dz2)
2
]
. (2.3)
1Expressions relevant for the south hemisphere will only be given explicitly. From these the ones
which apply to the north hemisphere can be deduced by using the replacement zN = 1/zS [6, 14].
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Choose now the complex dyad on S2
qa = 2−1P [ (∂z1)
a + i (∂z2)
a] = P (∂ z)
a , (2.4)
where
P = 1 + z z . (2.5)
We also have
qa = qab q
b = 2P−1 [ (dz1)a + i (dz2)a] = 2P
−1 ( dz)a . (2.6)
Note that the complex dyad qa has normalization
qa qa = 2 , q
aqa = 0 , (2.7)
and that the unit sphere metric qab satisfies
qab = q(a qb) , q
ab = q(a q b) , qaeqeb = δ
a
b . (2.8)
Note also that the metric (2.3) is conformally flat,
qab = Ω
2 δab , (2.9)
with conformal factor
Ω = 2 (1 + z z)−1 = 2P−1 . (2.10)
The Newman-Penrose ð and ð operators are then given by (see, e.g. (A4) in [6])
ðL = P 1−s ∂ z (P
s
L) (2.11)
ðL = P 1+s ∂z
(
P−s L
)
, (2.12)
where the spin-weight s function L on the unit two-sphere is defined by the contraction
L = qa1 . . . qas L(a1...as) (2.13)
for some totally symmetric traceless tensor field La1...as on S
2.
As pointed out in [6, 14], this choice of ð and ð corresponds to the standard
conventions in [8, 5, 14]. Therefore, the action of ð and ð on spin-weighted spherical
harmonics sY l,m is given by (see e.g. (2.6)-(2.8) in [5])
sY l,m = (−1)
m+s
−sY l,m (2.14)
ð sY l,m =
√
(l − s)(l + s+ 1) s+1Y l,m (2.15)
ð sY l,m = −
√
(l + s)(l − s+ 1) s−1Y l,m (2.16)
ð ð sY l,m = − (l − s)(l + s+ 1) sY l,m . (2.17)
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Also, the ð and ð operators are related to the torsion free covariant derivative
operator Da determined by qab by (see the Appendix of this paper for verification)
ðL = qbqa1 . . . qas DbL(a1...as) , (2.18)
ðL = qbqa1 . . . qas DbL(a1...as) . (2.19)
The applied conventions are such that the volume element ǫAB on S2 is ǫAB =
i q[A qB] and for a spin-weight s field f the relation
[
ð, ð
]
f = 2 s f holds on S2.
3 Reduction to spin-weighted fields
Consider now one of the level surfaces Sρ0 of the foliation Sρ. As Sρ0 is diffeomorphic
to the unite sphere S2 we may assume that standard spherical coordinates (θ, φ) as
in (2.1) are chosen on Sρ0 . By using the vector field ρ
i = (∂ρ)
i these coordinates can
be Lie dragged onto all the other leaves of the foliation Sρ by keeping their values
constant along the integral curves of ρi.
Note that in terms of the coordinates (θ, φ), by making use of the line element
(2.1), the metric qab can immediately be defined on each of the level surfaces Sρ.
Similarly, the complex dyad vector qa can be defined on the individual Sρ surfaces.
It is then an important consequence of the above construction that not only the
coordinates θ and φ but the complex dyad qa, along with qa and the unit sphere
metric qab, will be Lie dragged from Sρ0 onto the other level surfaces of the foliation
Sρ, i.e.
Lρ q
a = 0 , Lρ qa = 0 and Lρ qab = 0 . (3.1)
3.1 The decomposition of the metric γ̂ab
The metric γ̂ab induced on the Sρ level surfaces can then be decomposed as
γ̂ab = a qab +
◦γab , (3.2)
where
a = 1
2
γ̂ab q
a qb (3.3)
is a positive spin-weight zero function on the Sρ level surfaces and
◦γab is the trace-free
part of γ̂ab with respect to the unit sphere metric qab, i.e.
◦
γab =
[
δa
eδb
f − 1
2
qab q
ef
]
γ̂ef = γ̂ab − a qab . (3.4)
As ◦γab is a symmetric trace-free tensor it is given by
◦γab =
1
2
[
b qa qb + b qaqb
]
, (3.5)
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where the spin-weight 2 function b is given by the contraction
b = 1
2
γ̂ab q
aqb = 1
2
◦γab q
aqb . (3.6)
It may also be verified that the inverse γ̂ab metric can be given by
γ̂ab = d−1
{
a qab − 1
2
[
b qa qb + b qaqb
]}
, (3.7)
where
d = a2 − bb (3.8)
stands for the ratio det(γ̂ab)/ det(qab) of the determinants of γ̂ab and qab.
As an immediate application, using (2.8), (3.2) and (3.4), along with the notation
k = ql kl , k = q
l
kl , (3.9)
k
l
kl can be expressed as
k
l
kl = γ̂
kl
kkkl =
1
2
d
−1 {
a
(
qk ql + ql qk
)
−
[
b qk ql + b qlqk
]}
kkkl
= 1
2
d
−1[ 2akk− bk
2
− bk2 ] . (3.10)
3.2 Terms involving the covariant derivative D̂A
The covariant derivative operators D̂A and DA can be related by the (1,2) type tensor
field (see e.g. (3.1.28) and (D.3) in [15])
Ceab =
1
2
γ̂ef {Daγ̂fb + Dbγ̂af − Df γ̂ab} . (3.11)
In particular,
D̂akb = Dakb − C
e
abke , (3.12)
and thereby
D̂l kl = γ̂
kl D̂k kl =
1
2
d
−1 {
a
(
qk ql + ql qk
)
−
[
b qk ql + b qlqk
]}
D̂k kl
= 1
4
d
−1 {2a (ðk− Bk)− b (2 ðk− Ck− Ak)+ “CC ”} , (3.13)
where
A = qaqbCeab qe = d
−1 {
a
[
2 ða− ðb
]
− bðb
}
B = qaqbCeab qe = d
−1 {
a ðb− b ðb
}
(3.14)
C = qaqbCeab qe = d
−1 {
a ðb− b
[
2 ða− ðb
]}
.
Hereafter “CC ” stands for the complex conjugate of the terms at the pertinent level
of the hierarchy.
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The relation
[ 2klD̂i kl ] q
i =[ 2 γ̂klkk D̂i kl ] q
i (3.15)
= [d−1
{
a
(
qk ql + ql qk
)
−
[
b qk ql + b qlqk
]}
kk D̂i kl ] q
i
= 1
2
d
−1 {(
ak− bk
)[
2 ðk− Bk− Bk
]
+
(
ak− bk
) [
2 ðk− Ck− Ak
]}
,
can also be verified.
3.3 The scalar curvature
(3)
R
In expressing the scalar curvature
(3)
R in terms of spin-weighted fields we can use the
relation
(3)
R = R̂− [ 2Ln̂(K̂
l
l) + (K̂
l
l)
2 + K̂klK̂
kl + 2 N̂−1 D̂lD̂lN̂ ] , (3.16)
were the scalar curvature R̂ of the metric γ̂ab is given by
R̂ = 1
2
d
−1
{
2a− ð ða+ ð
2
b+ 1
2
d
−1 [2 (ða) (a ða− a ðb− b ðb) (3.17)
+ (ðb)
(
bðb+ 1
2
a ðb
)
+
(
ðb
) (
b ðb− 1
2
a ðb
)]}
+ “CC ” ,
or, by using (3.14) to replace first order derivatives, R̂ can also be given in the shorter
form
R̂ = R̂ = b−1
{
ðC− ðB+ 1
2
[
CA+ AB− B2 − BC
]}
. (3.18)
3.4 Terms involving the lapse N̂
Using the notation
N̂ = N̂ (3.19)
we obtain
D̂lD̂lN̂ = γ̂
kl[ D̂kDlN̂ ] = γ̂
kl[DkDlN̂ − C
f
klDfN̂ ] (3.20)
= d−1
{
a qkl − 1
2
[
b qk ql + b qkql
]}
[DkDlN̂ −
1
2
Cf kl
[
qf q
e + qfq
e
]
DeN̂ ]
= 1
2
d
−1[a{ (ð ð N̂)− B ( ð N̂) } − b { ( ð
2
N̂)− 1
2
A ( ð N̂)− 1
2
C (ð N̂) }+ “CC ” ] .
In virtue of the relation ˙̂nk = n̂lDln̂k = −D̂k(ln N̂) we also have
qi ˙̂ni = −N̂
−1
ðN̂ (3.21)
and
k
i ˙̂ni = −(2d N̂)
−1{ (ð N̂) [ak− bk ] + “CC ” } . (3.22)
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3.5 Terms involving the shift N̂ i and Kll
By making use of the relations
N˜ = qiN̂
i = qiγ̂
ijN̂j = d
−1(a qj − b qj) N̂ j = d
−1(aN− bN) (3.23)
or alternatively
N = qlN̂ l = q
lγ̂lkN̂
k = (a qk + b qk) N̂
k = a N˜+ b N˜ , (3.24)
the Lie derivative Ln̂ (Kll) appearing in (1.9) can be expressed as
Ln̂ (K
l
l) = n̂
iDiK
l
l = N̂
−1[ (∂ρ)
i − N̂ i ]DiK
l
l = N̂
−1[ ∂ρK
l
l − N̂
i
DiK
l
l ]
= Ln̂K = N̂
−1[ (∂ρK)−
1
2
N˜ ( ðK)− 1
2
N˜ (ðK) ] , (3.25)
where
K = Kll = γ̂
kl
Kkl (3.26)
and we have used N̂ iDiKll = N̂ iDiKll = 12 N̂
i
(
qi q
j + qiq
j
)
DjK
l
l .
3.6 Terms involving the trace-free part of Kkl
By setting ◦
K = qkql
◦
Kkl (3.27)
and •
K = qk ql
◦
Kkl , (3.28)
in virtue of (1.8), we obtain
◦
Kij =
1
2
qij
•
K+ 1
4
[ qiqj
◦
K+ qiqj
◦
K ] . (3.29)
Note that, since
◦
Kkl is trace free,
•
K and
◦
K are not functionally independent.
Indeed, the trace-free condition γ̂kl
◦
Kkl = 0 implies
•
K = (2a)−1[b
◦
K+ b
◦
K ] . (3.30)
For both a−1 and
•
K, to be well-defined a cannot vanish. This is, however, guar-
anteed because γ̂ij is a positive definite Riemannian metric so that d = a2 − bb is
positive.
We then have
qi ˙̂nk
◦
Kki = −
1
2
(N̂d)−1
[
a (ð N̂)
◦
K+ a (ðN̂)
•
K− b (ðN̂)
•
K− b (ðN̂)
◦
K
]
(3.31)
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qiD̂k
◦
Kki =
1
2
d
−1
{
a ð
◦
K+ a ð
•
K− b ð
•
K− bð
◦
K
}
−
a
4d
{
3B
◦
K+ 3B
•
K+A
•
K+C
◦
K
}
+
b
4d
{
C
◦
K+A
•
K+B
•
K+B
◦
K
}
+
b
2d
{
A
◦
K+C
•
K
}
(3.32)
◦
Kij
◦
K
ij = 1
4
d
−2
[{ ◦
K (a2
◦
K+ b2
◦
K− 4ab
•
K ) + “CC ”
}
+ 2 (a2 + bb)
•
K
2
]
.
(3.33)
3.7 The determination of Ln̂ kl and Lρki
The Lie derivative Ln̂ kl appearing in (1.10), can be re-expressed as follows.
Note first that
(Ln̂ kl) n̂
l = Ln̂
(
kl n̂
l
)
= 0 (3.34)
which implies
Ln̂ kl = γ̂ l
i
Ln̂ ki . (3.35)
Then, it is straightforward to verify that
Ln̂ kl = γ̂ l
i
Ln̂ ki = N̂
−1γ̂ l
i [Lρki −LN̂ki ]
= N̂−1[ γ̂ l
i(Lρki)− N̂
fD̂fkl − kfD̂lN̂
f ]
= N̂−1[ γ̂ l
i(Lρki)− N̂
f
Dfkl − kfDlN̂
f ] , (3.36)
where in the second line we have used the freedom in choosing a torsion free connection
when evaluating L
N̂
ki .
In determining qlLn̂ kl we use
qlγ̂ l
i(Lρki) = q
lq l
i(Lρki) = (∂ρk) (3.37)
and
ql [ N̂fDfkl + kfDlN̂
f ] = 1
2
[ N˜ ðk+ N˜ ðk ] + 1
2
[k ð N˜+ k ðN˜ ]. (3.38)
Then
qlLn̂ kl = N̂
−1
(
∂ρk−
1
2
[ N˜ ðk + N˜ ðk+ k ð N˜+ kð N˜ ]
)
. (3.39)
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3.8 The decomposition of D̂kN̂ l
We also need to evaluate the auxiliary expressions qkql (D̂kN̂ l) and qkql (D̂kN̂ l). To
do so notice first that
D̂kN̂ l = DkN̂ l − C
f
klN̂f (3.40)
from which one gets
qkql (D̂kN̂ l) = q
kql (DkN̂ l)− q
kql Cf kl [
1
2
(qf q
e + qfq
e)]N̂ e
= ðN− 1
2
CN− 1
2
AN , (3.41)
qkql (D̂kN̂ l) = q
kql (DkN̂ l)− q
kql Cf kl [
1
2
(qf q
e + qf q
e)]N̂ e
= ðN− 1
2
BN− 1
2
BN . (3.42)
3.9 Terms involving K̂ij
Before determining ql [ γ̂efkeK̂fl ] we need also to evaluate the extrinsic curvature K̂ij
of Sρ as given by (1.5),
K̂ij =
1
2
Ln̂γ̂ij =
1
2
N̂−1[Lργ̂ij − (D̂iN̂j + D̂jN̂i)] (3.43)
= 1
2
N̂
−1
[(∂ρa) qij +
1
2
[(∂ρb) qi qj +
(
∂ρ b
)
qiqj ]− (D̂iN̂j + D̂jN̂i)] ,
where in the last step (3.1) was applied. As a result,
K̂ = K̂ ll = γ̂
ijK̂ij = d
−1 {
a qij − 1
2
[
b qi qj + b qiqj
]}
K̂ij =
1
2
( N̂d)−1×
×
[
a{(∂ρa)− q
i qj [ D̂iN̂j + D̂jN̂i ]} − b{(∂ρ b)− q
i qj(D̂iN̂j)}
]
+ “CC ”
= 1
2
( N̂d)−1
{
a [ (∂ρa)− ( ðN) + BN ]
−b [ (∂ρ b)− ( ðN) +
1
2
CN + 1
2
AN ]
}
+ “CC ” . (3.44)
Set now
♦
K = qiqjK̂ij =
1
2
N̂
−1 {
2 ∂ρb− 2 ðN+ CN+ AN
}
, (3.45)

K = qi qjK̂ij =
1
2
N̂
−1 {
2 ∂ρa− ðN− ðN+ BN+ BN
}
. (3.46)
Then, because the symmetric 2-tensor K̂ ll is determined by three real functions, it
follows that

K,
♦
K and K̂ are functionally dependent. In determining their algebraic
relation it is advantageous to introduce the auxiliary variables
⋆ 
K = qi qj [K̂ij −
1
2
γ̂ijK̂
l
l] =

K− a K̂ (3.47)
⋆ ♦
K = qi qj [K̂ij −
1
2
γ̂ijK̂
l
l] =
♦
K− b K̂ . (3.48)
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The analog of the trace relation (3.30) then gives
⋆ 
K = (2a)−1[b ⋆
♦
K+ b ⋆
♦
K ] , (3.49)
from which it follows, in virtue of (3.47) and (3.48),

K = a−1{d · K̂+ 1
2
[b
♦
K+ b
♦
K ] } . (3.50)
Then, by making use of all the above K̂ij related variables, we obtain
qiqjK̂
ij = d−2 [a2
♦
K+ b2
♦
K− 2ab

K ] (3.51)
and
qi qjK̂
ij = d−2[ (a2 + bb)

K− ab
♦
K− ab
♦
K ] . (3.52)
These relations, along with (3.29), imply
◦
KijK̂
ij = 1
4
d
−2
[
2
•
K
(
[a2 + bb) ]

K− a [b
♦
K+ b
♦
K ]
)
+
{ ◦
K [a2
♦
K+ b2
♦
K− 2ab

K ] + “CC ”
}]
(3.53)
and
K̂ijK̂
ij = 1
4
d
−2
{
♦
K
[
a
2 ♦
K+ b2
♦
K− 4ab

K
]
+ “CC ”
}
+ 1
2
d
−2(a2 + bb)

K
2
.
Finally, the analogue of (3.25) is
Ln̂ (K̂
l
l) = Ln̂ K̂ = N̂
−1
[
(∂ρ K̂)−
1
2
N˜ ( ð K̂)− 1
2
N˜ (ð K̂)
]
. (3.54)
4 The constraints in terms of spin-weighted variables
This section presents the explicit form of the constraints in terms of the spin-weighted
fields introduced in Section 3. To provide a clear outline of the analytic setup, these
spin-weighted fields are collected in Table 1 .
By applying these fields and their relations, the constraint system comprised of
(1.9)–(1.11) takes the form
∂ρK−
1
2
N˜ ( ðK)− 1
2
N˜ (ðK)− 1
2
N̂d
−1 {
a (ðk+ ðk)− b ðk− b ðk
}
+ FK = 0 (4.1)
∂ρk−
1
2
N˜ ( ðk)− 1
2
N˜ (ðk) + N̂ (K)−1
{
κ (ðK)− d−1 [ (ak− bk) (ðk)
+(ak− bk) (ðk) ]
}
+ f
k
= 0 , (4.2)
κ = (2K)−1
[
d
−1(2akk− bk
2
− bk2)− 1
2
K
2 − κ0
]
, (4.3)
11
notation definition spin-weight
a
1
2
qi qj γ̂aj 0
b
1
2
qiqj γ̂ij 2
d a
2 − bb 0
k qiki 1
A qaqbCeab qe = d
−1 {
a
[
2 ða− ðb
]
− bðb
}
1
B qaqbCeab qe = d
−1 {
a ðb− b ðb
}
1
C qaqbCeab qe = d
−1 {
a ðb− b
[
2 ða− ðb
]}
3
R̂ R̂ = b−1
{
ðC− ðB+ 1
2
[
CA+ AB− B2 − BC
]}
0
N̂ N̂ 0
N qiN̂i = q
iγ̂ijN̂
j 1
N˜ qiN̂
i = qi γ̂
ijN̂ j = d
−1(aN− bN) 1
K Kll = γ̂
kl
Kkl 0
◦
K qkql
◦
Kkl 2
•
K qk ql
◦
Kkl = (2a)
−1[b
◦
K+ b
◦
K ] 0
K̂ K̂ ll = γ̂
ijK̂ij 0
♦
K qiqjK̂ij =
1
2
N̂
−1 {
2 ∂ρb− 2 ðN+ CN+ AN
}
2

K qk ql K̂kl = a
−1{d · K̂+ 1
2
[b
♦
K+ b
♦
K ] } 0
Table 1: The spin-weighted fields as they appear in various terms of (4.1)–(4.2).
where, in virtue of (1.12), κ0 can be evaluated by means of (3.16), (3.18), (3.33),
(3.44), (3.53) and (3.54).
In (4.1)–(4.2), the lower order forcing terms FK and fk are spin-weight 0 and 1
fields, respectively, on the level surfaces of the Sρ foliation. They are both smooth un-
differentiated functions of the constrained variables κ,K,k; and they are also smooth
functions of the freely specifiable variables a,b, N̂,N,
◦
K and their various ð, ð and ρ
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derivatives. The explicit form of the forcing terms is
FK =
1
4
N̂d
−1 {2aBk− b (Ck+Ak ) + “CC ”}
(3.13)
(4.4)
− d−1
[
(ak− bk ) ð N̂+ “CC ”
]
(3.22)
+ N̂
[ ◦
KijK̂
ij − (κ− 1
2
K ) K̂
]
(3.53)
f
k
= − 1
2
[
k ð N˜+ k ð N˜
]
(3.39)
(4.5)
+ 1
2
N̂ (dK)−1
[
(ak− bk) (Bk + Bk) + (ak− bk) (Ck+Ak)
]
(3.15)
− [κ− 1
2
K ] ð N̂+ N̂
[
1
2
K
−1
ðκ0 + K̂k− q
i ˙̂nl
◦
Kli + q
iD̂l
◦
Kli
]
(3.31)−(3.32)
where the terms with parenthetical sub-indices are obtained by referring to the des-
ignated equations.
5 Final remarks
A chief motivation for these rather heavy calculations is to yield evolution equations
which can be integrated numerically in the radial ρ-direction as a coupled system of
ordinary differential equations (ODEs), e.g. by applying the method of lines to a finite
difference or a pseudo-spectral representation of the ð and ð operators, as described
in [6, 14, 7]. Note, however, that other numerical methods can be applied to integrate
(4.1)–(4.2). For instance, the following spectral method may be preferable in various
circumstances.
This method is based upon the spectral expansion of the spin-weighted fields
a,b, N̂,N,
◦
K;κ, K,k on the Sρ level surfaces, which can be expressed in the general
pattern
x =
∑
l,m
x l,m(ρ) · sY l,m , (5.6)
where x has spin-weight s and sY l,m stands for the corresponding spin-weighted
spherical harmonics. In particular, K and k have the decompositions
K =
∑
l,m
K l,m(ρ) · 0Y l,m and k =
∑
l,m
k l,m(ρ) · 1Y l,m . (5.7)
Accordingly, after using (4.3) to substitute for κ, (4.1)–(4.2) become a system of
coupled ODEs for the expansion coefficients K l,m(ρ) and k l,m(ρ). This system can
be then be implemented numerically and integrated, e.g. by means of a suitable
adaptation of the numerical package GridRipper [4, 3] or by that of the method
described in [2].
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Given the resulting solution for K and k, their substitution back into (4.3) yields
κ on Σ and thereby the full set of constrained variables. It then follows from Theorem
4.3 of [9] that the complete initial data hij and Kij determined from the constrained
variables and the freely specifiable part of the initial data is guaranteed to satisfy the
constraints (1.1)-(1.2) in the “domain of dependence” of Sρ0 in Σ.
Recall, in this procedure, that the initial data for K and k must also be freely
specified on the level surface ρ = ρ◦. The particular choice
K l,m =
{
− 8
√
πM
ρ◦2
√
1+2M
ρ◦
, if l = m = 0;
0, otherwise
, k l,m = 0 for ∀ l, m (5.8)
yields the Schwarzschild initial data, provided that all the freely specifiable functions
take their associated Schwarzschild values, as specified in [13].
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Appendix
This appendix verifies the basic relations between the operators ð, ð and the covariant
derivative operator Da on S2.
To do so denote by Da and ∂a the torsion free covariant derivative operators with
respect to the metrics qab and δab in (2.9), respectively. They are related to the
Christoffel symbols by
Γeab =
1
2
qef {∂aqfb + ∂bqaf − ∂fqab} = Ω
−1 {2 δe(a∂b)Ω− δab δef∂fΩ} . (A.1)
Using (2.10) it is straightforward to verify that
qaqb Γeab = P
{
2P 2 δe z
(
∂ zP
−1)} = −2 qe (∂ zP ) (A.2)
qaqb Γeab = P
{
P
[
qe
(
∂zP
−1)+ qe (∂ zP−1)]− ( qaqb qab) qef (∂fP−1)} = 0 , (A.3)
where in the last step of (A.3) we used the relation(
qaqb qab
)
qef
(
∂fP
−1) = 2 [1
2
(
qe qf + qf qe
)] (
∂fP
−1) = P [qe (∂zP−1)+ qe (∂ zP−1)]
(A.4)
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along with
qa∂aq
b = P δb z (∂ zP ) = q
b (∂ zP ) (A.5)
and
qa∂aq
b = P δb z (∂zP ) = q
b (∂zP ) , (A.6)
whereas in verifying (A.4) we used the normalization condition (2.7), along with the
definition (2.4).
Lemma A.1 As a consequence of (2.11)-(2.13)
ðL = qbqa1 . . . qas DbL(a1...as) , (A.7)
ðL = qbqa1 . . . qas DbL(a1...as) . (A.8)
Proof: As
DbL(a1...as) = ∂bL(a1...as) −
s∑
i=1
Γebai L(a1...e
i
⌣
...as) , (A.9)
we have
qbqa1 . . . qas DbL(a1...as) =
{
qb∂b L−
s∑
i=1
(qb∂bq
ai) qa1 . . .
i
⌣
. . . qas L(a1...ai...as)
}
−
s∑
i=1
(
Γebai q
bqai
)
L(a1...e
i
⌣
...as) q
a1 . . .
i
⌣
. . . qas , (A.10)
where 
i
⌣
indicates that the omission of the ith dyad element.
This, in virtue of (2.4), (A.2) and (A.5), implies that
qbqa1 . . . qas DbL(a1...as) = {P (∂ zL)− s (∂ zP )L} + 2s (∂ zP )L
= P (∂ zL) + s (∂ zP )L = P
1−s ∂ z (P
s
L) = ðL . (A.11)
By replacing qb by qb, and ð by ð in the above argument, the application of (2.4),
(A.3) and (A.6) yields the analogous relation
qbqa1 . . . qas DbL(a1...as) = P (∂zL)− s (∂zP )L = P
1+s ∂z
(
P−s L
)
= ðL , (A.12)
as intended to be shown. 
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