We show that the point spectrum of massless Dirac operators with suitable scalar potentials is confined to small sets which can easily be characterised in terms of properties of the potentials. Furthermore, we prove that a Schnol'-type theorem holds for massless Dirac operators under minimal assumptions on the potential, and use this result to conclude that the spectrum of a certain class of such operators covers the whole real line.
Introduction
The Dirac operators we shall consider in this paper are
and
where σ = (σ 1 , σ 2 ) and α = (α 1 , α 2 , α 3 ) are given as follows:
and α j = 0 σ j σ j 0 ( j ∈ {1, 2, 3}) with σ 3 = 1 0 0 −1 .
The dot products are to be read as
in (1.1) and
in (1.2). The potential q is a real-valued function on R d , where d = 2 or d = 3, respectively. The operators H 2 and H 3 differ from the standard Dirac operator in that they lack a mass term, usually represented by an additional anti-commuting matrix: σ 3 for the twodimensional case and
for the three-dimensional case, where I is a 2 × 2 identity matrix. The purpose of the present paper is twofold. Firstly, we establish Schnol's theorem for H d , d = 2 and 3, under minimal assumptions on q. Schnol's theorem for Schrödinger operators is well-known (cf. [6, p.21] ); it asserts that an energy with polynomially bounded eigensolution belongs to the spectrum of the Schrödinger operator. In this context, we would like to mention some recent works on Schnol's theorem for generators of Dirichlet forms, cf. [4] , [10] and [13] . To our knowledge, however, the present paper is the first to establish Schnol's theorem for Dirac operators. Secondly, we shall show that σ(H d ) = R under minimal assumptions on q as before. We shall not require any restriction on the growth or decay of the potential q at infinity.
We have two motivations for the latter purpose mentioned above. First, the spectrum of the one-dimensional massless Dirac operator
covers the whole real axis and is purely absolutely continuous whenever q ∈ L 1 loc (R, R). This surprising fact was first pointed out by one of the authors in [18] . By separation in spherical polar coordinates, this result also implies that σ(H d ) = R if q is rotationally symmetric. Second, it is believed that the energy spectrum of graphene, in which electron transport is governed by a two-dimensional Dirac equation without a mass term, has no bandgap (zero bandgap); see [3] , [7] , [15] . For these reasons, it is natural to make an attempt to show that σ(H d ) = R under minimal assumptions on q.
An announcement of the present paper can be found in [20] .
Embedded eigenvalues and the absolutely continuous spectrum
It is difficult to imagine that the spectra of H 2 and H 3 are always purely absolutely continuous regardless of q. Actually, in the three-dimensional case, we have an example of q which gives rise to a zero mode of H 3 , i.e. an example of q for which H 3 has the embedded eigenvalue 0.
with φ 0 a unit vector in C 4 , then a direct calculation shows that
. Thus H 3 has a zero mode. As lim
a simple singular sequence argument shows that σ(H 3 ) = R. Hence the energy 0 is an embedded eigenvalue of H 3 .
We would like to mention that the potential q and the zero mode f in Example 2.1 were motivated by [14] .
The analogous two-dimensional construction in Example 2.2 below gives a zero resonance of H 2 , not a zero mode of H 2 . We do not know if the potential q in Example 2.2 gives rise to a zero mode of H 2 . However, zero modes of H 2 are known to occur with compactly supported rotationally symmetric potentials, see Theorem 3 of [19] . Example 2.2 Let q(x) = −2/ x 2 . Then there exists a unique self-adjoint realization of H 2 in L 2 (R 2 ; C 2 ) with Dom(H 2 ) = H 1 (R 2 ; C 2 ), and σ(H 2 ) = R. If
φ 0 a unit vector in C 2 , then one sees that H 2 ψ = 0. However, it is clear that ψ ∈ L 2 (R 2 ; C 2 ). Therefore, ψ is not a zero mode of H 2 . On the other hand, one finds that ψ ∈ L 2 −s (R 2 ; C 2 ) for any s > 0, where
This means that ψ is a zero resonance of H 2 .
It is not an easy task to clarify whether H d has embedded eigenvalues for general potentials. However, we have a good control of the embedded eigenvalues of H d if q(x) is rotationally symmetric. To formulate a result, we need to introduce the definition of the limit range R ∞ (q) of q:
where A denotes the closure of a subset of A ⊂ R.
Theorem 2.1 (Schmidt [19] ) Let q(x) = η(|x|) and let η ∈ L 1 loc (0, ∞). Suppose that there exists a real number λ ∈ R \ R ∞ (q) such that
for some r 0 > 0, where BV (r 0 , ∞) denotes the set of functions of bounded variations on the interval (r 0 , ∞).
Theorem 2.1 is a direct consequence of [19, Corollary 1] . One should note that under the assumption that η ∈ L 1 loc (0, ∞) there exists a distinguished self-adjoint realization of H d , see Propositions 2 and 3 of [19] .
Note that the condition (2.1) just fails in the radially periodic case, i.e. if η(r+p) = η(r) (r ≥ 0) with period p > 0. Indeed, when we take r, s ∈ [0, p] and n ∈ N, then for λ not in the (limit) range of η,
as n → ∞, so the total variation in the nth period interval is
In fact, the limit range of the potential plays no role at all in the radially periodic case, as our following result shows.
Proof. By a suitable shift of the spectral parameter, we may assume without loss of generality thatη = 0.
By separation of variables in polar coordinates (see e.g. [23] , Appendix to Section 1),
where the index set
Hence it is sufficient to show that each of the half-line Dirac operators with the angular momentum term σ 1 k r has purely absolutely continuous spectrum in R \ π p Z. It follows from Gilbert-Pearson subordinacy theory ( [8] , [9] ; see also [17] ) that it is sufficient for this purpose to show that all solutions of the eigenvalue equation
are bounded at infinity if λ / ∈ π p Z. Let ε > 0; we shall prove the boundedness of all solutions of (2.2) for large r and for all λ ∈ Λ := R \ n∈Z ( nπ p − ε, nπ p + ε) by adapting an idea of Stolz [21] ; see also [5 
Let Q(r) := r 0 η (r ≥ 0); then Q is p-periodic and Q(0) = 0. For j ∈ N, the matrix-valued function Φ j (r) := exp − iσ 2 Q(r) − λ(r − (j − 1)p) (r ≥ 0) satisfies the unperturbed, periodic differential equation 
Using the fact that Φ j is always unitary, we hence obtain the estimate for the matrix operator norm
By Gronwall's inequality, it follows that
and hence by (2.3), for (j − 1)p ≤ r ≤ jp,
In particular, the matrices
For such j and λ, the matrices M j (λ) have complex conjugate eigenvalues µ j (λ), µ j (λ), 
in the limit j → ∞, this converges uniformly in λ ∈ Λ to a corresponding matrix E(λ) of eigenvectors of M (λ) in view of (2.5). Now consider the matrix-valued solution Ψ J . For n ≥ J (omitting the variable λ for brevity),
Hence the matrix operator norm can be estimated as
In order to estimate |E −1
by variation of constants, but this time using Ψ j−1 (r − p) as a reference instead of Φ j (r); this gives
with a constant C which is independent of λ due to the uniform bound (2.4). This also implies such an estimate for |D j (λ) − D j−1 (λ)| and, since the D j are Lipschitz continuous on Λ, for |µ j (λ) − µ j−1 (λ)| (λ ∈ Λ). Hence
with some other uniform constant C ′ . Now we can estimate
with uniform constants C ′′ , C ′′′ ; this is bounded as n → ∞. Hence Ψ J (r) is bounded at infinity, since Ψ J (r) = Ψ n (r)Ψ J ((n − 1)p) and, by (2.4),
This concludes the proof of Theorem 2.2, since every solution of (2.2) is a linear combination of the columns of Ψ J .
The above method of proof does not work at the points λ ∈ π p Z +η; these points are potential candidates for embedded eigenvalues. However, it seems to be a rather delicate question to decide whether such embedded eigenvalues actually occur.
If q is not assumed to be rotationally symmetric, we can prove the following.
To prove Theorem 2.3, we shall apply the following simple abstract version of the virial theorem.
Lemma 2.1 (Balinsky and Evans [1] , [2] ) Let U (a), a > 0, be a one-parameter family of unitary operators on a Hilbert space H, which converges strongly to the identity as a → 1. Let T be a self-adjoint operator in H and T a := aU (a)T U (a) −1 . If f belongs to Dom(T ) ∩ Dom(T a ) and is an eigenvector of T corresponding to an eigenvalue λ, then
where f a = U (a)f .
Proof of Theorem 2.3. We only give the proof for H 3 , because the proof for H 2 is exactly the same. Let λ ∈ σ p (H 3 ), and let f be a corresponding eigenfunction with f = 1. In particular, f ∈ Dom(H 3 ) = H 1 (R 3 ; C 4 ) and H 3 f = λf . With the dilation group {U (a)} a>0 , defined by U (a)g(x) := a 3/2 g(ax), g ∈ L 2 (R 3 ; C 4 ), we introduce a family of self-adjoint operators {H(a)} a>0 by H(a) := a U (a)HU (a) −1 . We then see that
On the other hand, we find that
Combining (2.6) with (2.7) yields
Since s -lim a→1 U (a) = I, (2.8) implies, by the Lebesgue dominated convergence theorem, that
The conclusion of the theorem follows from (2.9).
Schnol's theorem
In this section, we state and prove Schnol's theorem for H d . The idea of our proof is based on that of [6, p. 21, Theorem 2.9], where Schnol's theorem for Schrödinger operators is established. In the three-dimensional case, our Schnol's theorem can be stated as follows:
, and let λ be a real number. Suppose f is a polynomially bounded measurable function on R 3 , not identically 0, and satisfies the equation
in the distribution sense. Then λ ∈ σ(H 3 ) for any self-adjoint realization H 3 such that
Proof. It is sufficient to prove the assertion for λ = 0, because any λ = 0 can be absorbed in q. The proof will be devided into two steps.
Step
where we have used (3.1) in the second equality. Since ϕq ∈ L 2 (R 3 ; C) and f is locally bounded, we see that ϕ qf ∈ L 2 (R 3 ; C 4 ), hence by (3.2) that (−iα · ∇)(ϕf ) ∈ L 2 (R 3 ; C 4 ). This implies that (−iα · ∇) 2 (ϕf ) ∈ H −1 (R 3 ; C 4 ), the Sobolev space of order −1. On the other hand, (−iα·∇) 2 (ϕf ) = −∆(ϕf ). Hence we find that ϕf ∈ L 2 (R 3 ; C 4 ) ⊂ H −1 (R 3 ; C 4 ) and −∆(ϕf ) ∈ H −1 (R 3 ; C 4 ). We now apply the ellipticity argument, and we get
By the ellipticity argument, we mean the following: " u ∈ H ℓ (R 3 ; C) and ∆u ∈ H ℓ (R 3 ; C) for some ℓ ∈ R =⇒ u ∈ H ℓ+2 (R 3 ; C)." We now choose χ ∈ C ∞ 0 (R 3 ; C) so that χ(x) = 1 (|x| ≤ 1) and = 0 (|x| ≥ 2), and we set χ n (x) = χ(x/n) (n = 1, 2, 3, · · · ). It follows from (3.3) that χ n f ∈ H 1 (R 3 ; C 4 ). It is evident that χ n f ∈ Dom(Q). Hence χ n f ∈ Dom(H 3 ) for n = 1, 2, 3, · · · . To construct a singular sequence, we define
It is obvious that f n ∈ Dom(H 3 ) and f n L 2 = 1. We now only have to show that Hf n L 2 → 0 as n → ∞. In fact, we see that
where we have used the hypothesis that (−iα · ∇ + q)f = 0. Noting the fact that lim n→∞ χ n f L 2 = f L 2 = 0, we can deduce from (3.6) that Hf n L 2 → 0. Hence we can conclude that 0 ∈ σ(H 3 ).
Step 2. The case of f ∈ L 2 (R 3 ; C 4 ). We may assume that f satisfies the estimate
for some N ∈ N. Let f n be defined in the same way as (3.5). As was shown in Step 1, it follows that f n ∈ Dom(H 3 ) and that (3.6) is still valid. Then we have
We now introduce a sequence (M (n)) n∈N by
which is diverging and monotonically increasing. It follows from (3.8) and (3.9) that
where C is a positive constant, independent of n. For the sake of contradiction, suppose that lim inf
Then there would be a large integer ν 0 and a positive constant α 0 such that
This implies that
By repeated use of (3.13), we obtain
We now write n = 2ℓ. It follows from (3.14) that
On the other hand, it follows from (3.7) and (3.9) that
It follows from (3.15) and (3.16) that
Taking the logarithm of both sides of (3.17), one gets
Since the right hand side of (3.18) grows faster than the left hand side of (3.18) as ℓ goes to infinity, the inequality (3.18) is a contradiction. Hence we can deduce that 19) which yields that there is a subsequence {M (n k )} such that
This fact, together with (3.10), implies that Hf n k L 2 → 0 as k → ∞. Thus we can conclude that 0 ∈ σ(H 3 ).
In the two dimensional case, Schnol's theorem is as follows:
and λ be a real number. Suppose ψ is a polynomially bounded measurable function on R 2 , not identically 0, and satisfies the equation
The proof of Theorem 3.2 is similar to that of Thorem 3.1, and is omitted. When applying either of Theorems 3.1 and 3.2, one needs to construct a polynomially bounded eigensolution for a given energy of the Dirac operator H d with q being locally square integrable. However, it is not easy to construct such an eigensolution unless q decays at infinity in an appropriate sense. If q decays rapidly, it is well-known that one can construct bounded eigensolutions (generalized eigenfunctions) of H d by exploiting the limiting absorption principle. In Example 3.1 below, we shall construct a bounded eigensolution (cf. (3.21) ) for a given energy of H d with potential q of a specific form. We would like to stress that we do not require any decay assumption of q at infinity. 
For d = 3, this fact is proved in the following manner : Put
As the eigenvalues of the matrix α · k are ±1 (each with geometric multiplicity 2) we can choose a spinor φ 0 ∈ C 4 so that
Then f is in C 1 (R 3 ; C 4 ), and satisfies the equation (3.1). In fact, one can see that
where we have used the fact that (α · k)φ 0 = φ 0 and the facts that (α · k) 2 = I 4 and that α · k commutes with the exponential e −i(α·k) ξ(x·k) . It is obvious that |f (x)| C 4 = 1 for all x ∈ R 3 . Hence, it follows from Theorem 3.1 that λ ∈ σ(H 3 ). Since λ is an arbitrary real number, one can conclude that σ(H 3 ) = R. For d = 2, the proof is similar to that for d = 3 and is omitted.
Spectra of H d
In this section, we shall prove that σ(H 3 ) = R under the assumption that the potential q is sufficiently close, in an L 2 sense, to a function which is constant on planes perpendicular to a particular direction in each of a sequence of growing balls. We would like to emphasize that we don't need any growth or decay property of the potential q at infinity.
Suppose that there is a sequence (k n ) n∈N of unit vectors in R 3 , a sequence (B rn (a n )) n∈N of balls with centre a n ∈ R 3 and radius r n → ∞ (n → ∞), and a sequence of square-integrable functions η n : (−r n , r n ) → R (n ∈ N) such that r
as n → ∞. Then σ(H 3 ) = R for any self-adjoint extension H 3 of
.
Remark 4.1
The two dimensional analogue of Theorem 4.1 holds true.
Proof of Theorem 4.1. Let λ ∈ R; we shall show that λ belongs to the spectrum of H 3 by constructing a Weyl singular sequence.
In a similar way to Example 3.1, we can choose a sequence of spinors (φ n ) n∈N in C 4 such that
as n → ∞. Let ξ n (t) := t 0η n (τ )dτ (t ∈ (−r n , r n ); n ∈ N), and define
Since e −i(α·kn)ξn((x−an)·kn) is a unitary matrix, it follows from (4.1) that |F n (x)| C 4 = 1 for all n ∈ N and all x ∈ B rn (a n ). Furthermore, we see that F n ∈ C ∞ (B rn (a n )) 4 , and we make the same computation as in (3.22) to get
Here we have used (4.1) and the facts that (α · k n ) 2 = I 4 and that α · k n commutes with the exponentials in (4.3). We now choose χ ∈ C ∞ 0 (R 3 ; R) so that supp(χ) ⊂ B 1 (0) and χ L 2 = 1, and define
We shall show that the sequence (f n ) n∈N defined by f n := χ n F n (n ∈ N) is a Weyl singular sequence for H − λ. First, we note that f n L 2 = 1 and f n ∈ C ∞ 0 (R 3 ; C 4 ). Next, we see that
where we have used (4.4) and (4.5). Finally, it follows from (4.6) that
which -adding and subtracting η n (x − a n ) · k n -implies that
Hence we can conclude that λ ∈ σ(H 3 ).
In the following theorem, we shall show that the result of Theorem 4.1 extends to potentials which are close to constants on a local foliation of curved surfaces, which could be fattened to sets of positive measure, provided that their curvature becomes asymptotically small. We assume that the potential is approximated by C ∞ smooth functions, which in the light of the proof of the preceding theorem is no serious restriction of generality. Theorem 4.2 Let q ∈ L 2 loc (R 3 ; R). Suppose that there is a sequence (k n ) n∈N of unit vectors in R 3 , a sequence (B rn (a n )) n∈N of balls with centre a n ∈ R 3 and radius r n → ∞ (n → ∞), and sequences of functions ϕ n ∈ C ∞ (B rn (a n ); R) and η n ∈ C ∞ (R; R) (n ∈ N) such that r −3 n Br n (an)
q(x) − η n x · k n + ϕ n (x) 2 dx → 0 (n → ∞) (4.9) and r −3 n Br n (an) ∇φ n (x) 2 η n x · k n + ϕ n (x) 2 dx → 0 (n → ∞). Proof of Theorem 4.2. We follow the general line of the proof of Theorem 4.1. Let λ ∈ R be arbitrary, and φ n as in (4.1). Define ξ n (t) := t 0 η n (τ ) dτ (t ∈ R) and F n (x) := e −i(α·kn)ξn(x·kn+ϕn(x)) e iλ x·kn φ n (x ∈ B rn (a n )); (4.12)
Then F n ∈ C ∞ (B rn (a n ), C 4 ) and |F n (x)| C 4 = 1 (n ∈ N, x ∈ B rn (a n )). Moreover, abbreviating q n (x) := η n (x · k n + ϕ n (x)) we get −iα · ∇F n (x) = −iα · − i(α · k n ) q n (x) {k n + ∇ϕ n (x)} + iλ k n F n (x) = −q n (x) F n (x) − α · ∇ϕ n (x) (α · k n ) q n (x) F n (x) + λ F n (x) (4.13) (x ∈ B rn (a n )). To construct a singular sequence, let χ n be as in (4.5), and define f n := χ n F n . Then f n L 2 = 1 and f n ∈ C ∞ 0 (R 3 ; C 4 ). Furthermore, we have −iα · ∇f n (x) = − iα · ∇χ n (x) F n (x) + χ n (x) − iα · ∇F n (x) = r −5/2 n (−iα · ∇)χ (r −1 n x − a n ) F n (x) − χ n (x) q n (x) F n (x) − χ n (x) α · ∇ϕ n (x) (α · k n )q n (x) F n (x) + λf n (x), (4.14) from which we obtain (H − λ)f n (x) = r n (x − a n ) F n (x) + χ n (x) q(x) − q n (x) F n (x) − χ n (x) α · ∇ϕ n (x) (α · k n ) q n (x)F n (x). q(x) − η n (x − a n ) · k n 2 dx 1/2 + χ L ∞ r −3 n Br n (an) ∇ϕ n (x) 2 η n (x − a n ) · k n 2 dx 1/2 → 0 as n → ∞, (4.16) by (4.9) and (4.10). Here we twice used the fact that |(α · v)u| = |v||u| for any v ∈ R 3 and u ∈ C 4 . Thus we can conclude that λ ∈ σ(H 3 ).
