Technical Disclosure Commons
Defensive Publications Series
January 2022

Reducing Power Consumption of AR Glasses Using a CoarseGrained Object Classifier
Jing Xiong
Luyao Gong

Follow this and additional works at: https://www.tdcommons.org/dpubs_series

Recommended Citation
Xiong, Jing and Gong, Luyao, "Reducing Power Consumption of AR Glasses Using a Coarse-Grained
Object Classifier", Technical Disclosure Commons, (January 31, 2022)
https://www.tdcommons.org/dpubs_series/4881

This work is licensed under a Creative Commons Attribution 4.0 License.
This Article is brought to you for free and open access by Technical Disclosure Commons. It has been accepted for
inclusion in Defensive Publications Series by an authorized administrator of Technical Disclosure Commons.

Xiong and Gong: Reducing Power Consumption of AR Glasses Using a Coarse-Grained O

Reducing Power Consumption of AR Glasses Using a Coarse-Grained Object Classifier
ABSTRACT
Augmented reality (AR) glasses and other AR capable devices are often used to
recognize text, QR codes, bar codes, and more generally, to automatically detect objects.
However, continuously running object detection and categorization techniques, as well as
specialized models for individual object categories results in excessive consumption of power
and compute resources. This disclosure describes techniques to optimize power consumption and
latency in AR glasses by using a coarse-grained classifier as a gating model. The coarse-grained
classifier is trained to categorize objects into text, QR code, barcode, objects of interest, etc.
When a particular category has a high confidence score, the corresponding fine-grained model is
triggered. For example, if the category ‘text’ has a high confidence score in a particular part of
the field of view, an OCR model is triggered, e.g., to transcribe or translate the text.
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BACKGROUND
Augmented reality (AR) glasses and other AR capable devices are often used to
recognize text, QR codes, bar codes, and more generally, to automatically detect objects. Such
devices rely on tracking technologies that use the device camera and computer vision. However,
continuously running the camera, text/code/object detection, and background tracking results in
excessive consumption of power and compute resources, resulting in application latency and
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battery drain. In wearable devices such as AR glasses, power and computation are particularly
scarce resources. Optical character recognition (OCR) models, used for text detection, and object
detection models, used for object detection, can have a large computational and memory
footprint. Always-on computer-vision pipeline that utilizes a server can cause substantial
network costs and is also unsuitable in many scenarios due to potential privacy implications.
Although there have been attempts to improve the object-detection pipeline in AR [1] and
to improve machine-learning architecture for impaired vision users [2], thus far, there have been
no techniques that optimize power consumption and latency of AR applications.
DESCRIPTION
This disclosure describes techniques to optimize power consumption and latency in AR
glasses by using a coarse-grained classifier prior to running full-sized object identification,
optical character recognition, or QR code/barcode/document identification. The coarse-grained
classifier is trained to categorize text, QR code, barcode, objects of interest, etc. For example,
each such category is a coarse-grained classifier model head. The coarse-grained classifier model
is lightweight and can run as a background process on-device without using substantial
computational resources and with low power consumption.
When a particular category is detected by the coarse-grained classifier with a high
confidence score, the corresponding fine-grained model is triggered with user permission. For
example, if the category ‘text’ has a high confidence score in a particular part of the field of
view, a fine-grained OCR model is triggered. Such a model can perform functions such as
translating the text. Alternatively, a prompt for user action can be provided to enable the user to
decide if the text is to be copied for further action, e.g., to be sent to a server. Upon user
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approval, text image frames can be selected automatically and sent to the server. Similarly, fullsize object models are gated by the object-classification head of the coarse-grained classifier.

Fig. 1: Using a coarse-grained classifier for reduced latency and power consumption in AR
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Fig. 1(a) illustrates the use of a coarse-grained classifier for reduced latency and power
consumption in AR applications. When the user turns on augmented reality features, the coarsegrained classifier is utilized to identify and classify objects of interest to the user, e.g., (Japanese)
text (102), beverages (104), QR codes (106), potentially familiar faces (108), bar codes (110),
etc. Upon user input that specifies one or more objects of interest, such objects are subjected to
fine-grained analysis. For example, as illustrated in Fig. 1(b), text is translated and displayed via
AR, while the remaining objects are not analyzed.

Fig. 2: Fine-grained identification of one or more coarse-grained classified categories
The user can elect to subject more than one category for fine-grained identification, and,
as illustrated in Fig. 2 (where all categories are selected by the user), the chosen objects are
identified, e.g., the milk jars, QR menu, bar code on the bottle, and the person Dwayne are all
recognized. As explained before, the fine-grained classifier runs upon user command, thereby
saving power and reducing latency.
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Fig. 3: Optimizing the latency and power consumption of AR Glasses using a coarsegrained classifier
Fig. 3 illustrates a process to optimize the latency and power consumption of AR Glasses
by the use of a coarse-grained classifier and selective, user-driven use of a fine classifier. An
image (300), e.g., of the user’s field of view, is subject to coarse classification (302). This is a
low power process that detects various classes of objects. The user selects items for fine-grained
classification (304). The user-selected items are subjected to fine classification (306), which has
higher power consumption and can perform specific tasks for different classes of objects, e.g.,
OCR, translation, object recognition, etc. The fine-grained classification can be performed
locally, or can, with user permission, be done at a server that the device is connected to.
Annotations (308) generated through fine classification are provided to the user.
In this manner, the continuous running of large machine-learning models which consume
substantial power and compute resources is performed selectively. A prompt triggered by the
user of a coarse classifier is provided to the user to obtain user input on objects of interest for
fine classification, and if the user chooses server-side processing, user permission to transmit
image frames to a server that performs fine-grained classification.
The use of the described coarse-grained classifier model to gate full-sized models results
in lower latency, since the coarse-grained models are lightweight and faster than full-sized
models and can run on-device, even when the device has low compute capacity and limited
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battery. An object category of high confidence can receive a tag or prompt faster than using fullsize models directly. Similarly, categories not of interest can simply be ignored (not subject to
fine-grained categorization), thereby saving power and computational resources, and
communication bandwidth.
Some example use cases are personal AR glasses; enterprises that use barcodes and
object detection for business productivity; etc. A coarse-grained classifier model can be trained
using barcodes and sets of objects of interest and used to gate full-sized models.
Further to the descriptions above, a user may be provided with controls allowing the user
to make an election as to both if and when systems, programs, or features described herein may
enable the collection of user information (e.g., information about a user’s field of view, objects
of interest, a user’s preferences, or a user’s current location), and if the user is sent content or
communications from a server. In addition, certain data may be treated in one or more ways
before it is stored or used so that personally identifiable information is removed. For example, a
user’s identity may be treated so that no personally identifiable information can be determined
for the user, or a user’s geographic location may be generalized where location information is
obtained (such as to a city, ZIP code, or state level) so that a particular location of a user cannot
be determined. Thus, the user may have control over what information is collected about the
user, how that information is used, and what information is provided to the user.
CONCLUSION
This disclosure describes techniques to optimize power consumption and latency in AR
glasses by using a coarse-grained classifier as a gating model. The coarse-grained classifier is
trained to categorize objects into text, QR code, barcode, objects of interest, etc. When a
particular category has a high confidence score, the corresponding fine-grained model is
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triggered. For example, if the category ‘text’ has a high confidence score in a particular part of
the field of view, an OCR model is triggered, e.g., to transcribe or translate the text.
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