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The sign problem is a widespread numerical hurdle preventing us from simulating the equilibrium behavior of
various problems at the forefront of physics. Focusing on an important sub-class of such problems, topological
quantum field theories, here we provide a simple criterion to diagnose intrinsic sign problems—that is, sign
problems that are inherent to that phase of matter and cannot be removed by any local unitary transformation.
Explicitly, if the exchange statistics of the anyonic excitations do not form complete sets of roots of unity, then
the model has an intrinsic sign problem. This establishes a concrete connection between the statistics of anyons,
contained in the modular S and T matrices, and the presence of a sign problem in a microscopic Hamiltonian.
Furthermore, it places constraints on the phases that can be realised by stoquastic Hamiltonians. We prove this
and a more restrictive criterion for the large set of gapped bosonic models described by an abelian topological
quantum field theory at low-energy, and offer evidence that it applies more generally with analogous results for
non-abelian and chiral theories.
I. INTRODUCTION
Our theoretical and practical understanding of quantum
systems involving many interacting particles often relies on
our ability to simulate them efficiently. Indeed, many out-
standing problems in physics such as High-Tc superconduc-
tivity [1, 2], confinement transitions in quantum chromody-
namics [3], and topological quantum matter [4], are those that
are hard to simulate numerically. One of the most powerful
set of tools for our understanding of equilibrium physics are
Monte Carlo methods [5–7]. However, despite their success
for an increasingly large set of quantum systems, in many cir-
cumstances these methods are plagued by a numerical obsta-
cle known as the sign problem [8], which renders Quantum
Monte Carlo (QMC) algorithms intractable.
From a practical standpoint a model with a sign problem
is one for which, after considerable effort, no representation
of the partition function has been found such that the model
appears as a proper statistical mechanical model with non-
negative real Boltzmann weights [6, 7]. Having a proper Sta-
tistical Mechanical representation is desirable since for such
models the distribution of observables can be efficiently sam-
pled from in polynomial time using Markov Chain Monte
Carlo [9]. In the field of quantum computation, a well known
class of bosonic Hamiltonians without a sign problem are
called stoquastic Hamiltonians [10]. In accordance with the
fact that they can be simulated efficiently using QMC, adia-
batic computation using stoquastic Hamiltonians is believed
to give rise to a weaker computational complexity class (sto-
qMA) compared to generic Hamiltonians that have a sign
problem [11].
Research focusing on finding solutions to sign problems
has a long and successful history. However, the comple-
mentary question, of whether there are fundamental obstruc-
tions to solving the sign problem for certain phases of matter,
∗ adam.smith@tum.de
began receiving attention only recently. It has been argued
that a generic solution to the sign problem is unlikely from
complexity theory perspective [12–14]. Furthermore, Hast-
ings [15] has proven that a specific lattice gauge theory (the
doubled semion model) does not admit a solution for the sign
problem, conditioned that the Hamiltonian is made of com-
muting projectors. In addition it was shown by Ringel and
Kovrizhin [16] that bosonic chiral topological phases with a
quantized thermal Hall conductance—or equivalently a grav-
itational anomaly—have a sign problem. The latter work can
be seen as an example of an intrinsic sign problem: a sign
problem that is an inherent property of the phase of matter,
not conditioned on microscopic constraints.
An additional motivation to reveal intrinsic sign problems
comes from the recent interest in quantum supremacy [17, 18].
Indeed having quantum device that can efficiently and accu-
rately simulate a model with an intrinsic sign problem can be
considered as evidence for a practical computation advantage.
This may also provide a deeper understanding of quantum and
classical complexity classes [19].
The current work focuses on intrinsic sign problems in the
context of topological quantum field theories [20–22]. Topo-
logical quantum field theory is a powerful analytical frame-
work for describing various exotic phases of matter with long-
range entanglement. These arise in the context of fractional
quantum Hall physics [23, 24], quantum spin-liquids [25, 26],
and lattice gauge theories [27]. Some of these phases, if real-
ized, may serve as platforms for quantum computers via the
method of topological quantum computation using the adia-
batic braiding of non-abelian anyons [28–30]. As our ability
to design and control materials exhibiting these phases relies
heavily on simulations, it is desirable to understand which
TQFTs have intrinsic sign problems. However, apart from
Hastings’ work [15], it remains unclear whether TQFTs more
generally lead to intrinsic sign problems and whether this can
be diagnosed based on the TQFT data: the T and S matri-
ces defining the exchange and mutual statistics of the anyonic
quasi-particles in the theory.
A closely related question that has recently received sig-
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2nificant interest is how to extract topological data, such as
the above S and T matrices, from ground state wavefunc-
tions [31–36]. At the core of these works is the connection
between the statistics of excitations and the modular trans-
formations of the torus generated by Dehn twists [37]. For
example, one approach is to implement these Dehn twists by
reconnecting the lattice either adiabatically [38], or instanta-
neously [39]. Another is to compute the inner product be-
tween rotated or sheared minimum entropy states (MES) [31,
40]. We also note the work of Haah [41], where the S matrix
is extracted from a twisted product of ground state density ma-
trices, which was a central element in the sign problem proof
by Hastings [15]. In this paper we develop new geometrical
and analytical tools to extract topological information from
ground states. These tools form a central part of the proof of
our main result.
In this work we establish that some topologically ordered
models indeed have intrinsic sign problem and point to its
physical source: the statistics of the quasi-particles. Specif-
ically, we will prove the following result:
Let Hˆ be a stoquastic gapped non-chiral bosonic
Hamiltonian with an abelian TQFT description at low
energy, then the topological spins form complete sets of
roots of unity.
This provides a simple criterion for diagnosing intrinsic sign
problems in topological models. As a corollary we also have
the more general criterion that there exists a ground state basis
for Hˆ with respect to which all modular transformations are
non-negative. This means, that for the Hamiltonian to be sto-
quastic, the modular S and T matrices that define the TQFT
can be made simultaneously non-negative. While we estab-
lish these criteria for non-chiral and abelian models, we also
obtain analogous results for chiral and non-abelian phases. In
a parallel work we also establish a variant of our results that
also apply for fermionic Hamiltonians [42].
Our results extend far beyond previously established results
on intrinsic sign problems in two key aspects: they apply to a
much larger set of TQFTs, and they apply beyond commuting
projector Hamiltonians, thereby establishing a direct relation
between physical properties of the phase and the sign prob-
lem. These results additionally place fundamental constraints
on the phases that can be realised by stoquastic Hamiltoni-
ans. Importantly, however, our results do preclude solutions to
central open problems in many-body physics such as high-Tc
superconductivity, or quantum spin liquids in frustrated mag-
nets. Additionally, it is believed that a wide class of symmetry
protected topological phases should be free from sign prob-
lems [43, 44].
II. EXAMPLES OF TOPOLOGICAL INTRINSIC SIGN
PROBLEMS
Let us briefly consider two examples to demonstrate the
above results. The first is the toric code, where there is no
sign-problem, and the second is the double semion model,
where it has already been proven that there is an intrinsic sign
problem [15].
The toric code has the S and T matrices
S TC =
1
2

1 1 1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1
 , TTC =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 . (1)
The topological spins {θa}a∈A = {1, 1, 1,−1} = {1} ∪ {1} ∪
{1,−1} do come in complete sets of roots of unity and so the
toric code fulfills our criteria. Although this is not a sufficient
condition, the toric code is indeed stoquastic in the standard
spin (qubit basis). The S and T matrices can be made simul-
taneously non-negative with the unitary V = 12 ⊗H, where H
is the 2 × 2 Hadamard matrix, resulting in the matrices
VS TCV† =
1
2

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 , VTTCV† =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (2)
The double semion model on the other hand has the S and
T matrices
SDS =
1
2

1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1
 , TDS =

1 0 0 0
0 i 0 0
0 0 −i 0
0 0 0 1
 . (3)
Here the topological spins {θa}a∈A = {1, i,−i, 1} do not form
complete sets of roots unity. Therefore the double semion
model fails our criteria and has an intrinsic sign problem, con-
sistent with Ref. [15].
The toric code and double semion model are the two pos-
sible abelian string-net models [45, 46] built on a Z2 input
theory and out criteria apply much more generally. It is also
possible to list all the abelian ZN string-net models and extract
their S and T matrices, see Ref. [47]. For a ZN input theory
there are N possible string-net models, which are labelled by
Z
p
N , where p = 0, . . . ,N − 1. The models with p = 0 corre-
spond to higher-order generalizations of the toric code and are
trivially stoquastic. However, in the appendix we prove that
for all N ≥ 2 and p , 0, the ZpN string-net models have intrin-
sic sign problems. We also note that, for all of these models
the intrinsic sign problem can be diagnosed from the spectrum
of the T -matrix alone.
This is not an exhaustive list of abelian TQFTS, which in-
clude for instance the ZN1 × · · · × ZNm abelian string-net mod-
els, whose topological spins can be found in Ref. [47] and
easily checked. We also provide examples for chiral and non-
abelian cases in Sec. VII B. This includes numerical verifi-
cation that there are intrinsic sign problems for all bosonic
Laughlin ν = 1/Q states with Q ∈ 2N up to Q = 1000, as well
as the first one thousand SU(2)k theories.
III. OUTLINE OF THIS PAPER
Before delving into details of a proof, we would first like
to outline our arguments. The main goal of the paper is to es-
3tablish a connection between intrinsic sign problems for mi-
croscopic Hamiltonians—that is, sign problems that can’t be
removed—and of the properties of the topological phase of
matter that they realise. Our proof can be viewed in two ways.
First, that if we have a microscopic Hamiltonian that does not
have an intrinsic sign problem, then there are restrictions on
the topological phases it can realise. Second, if we have a
Hamiltonian that realises a topological phase that fails our cri-
teria, then the Hamiltonian has an intrinsic sign problem.
The modular transformations are important properties of a
TQFT. These transformations are generated by the modular
matrices S and T , which define a topological quantum field
theory (TQFT) and correspond to the modular transformations
shown in Fig. 1(b-c). The matrix elements S ab contain the mu-
tual statistics of anyons of type a and b, and Tab = θaδab are
the topological spins corresponding to the exchange statistics
of type a. In this paper we prove that the eigenvalues of the
T -matrix must come in complete sets of roots of unity if the
Hamiltonian is free from an intrinsic sign problem. Our argu-
ments can then also be repeated for the matrix T ′ = STS −1
(more commonly denoted U [37], but we reserve this letter
for elsewhere). The two matrices, T and T ′, contain the same
information as S and T and generate all modular transforma-
tions. We introduce the most important properties of TQFTs
and of topologically ordered Hamiltonians in Sec. IV, with
more details included in Appendix. B.
In Sec. IV D we introduce a microscopic prescription for
extracting the T -matrix from the ground states of a Hamilto-
nian defined on a torus. The modular T -matrix corresponds
to a Dehn twist on the torus. A Dehn twist is performed by
cutting open the torus and twisting by a full turn before glu-
ing back together, see Fig. 1(b). While this prescription for
the Dehn twist is well defined for a continuum model, its def-
inition is more subtle in the context of the lattice. Our mi-
croscopic prescription consists of two parts Tˆ = UˆTˆg. The
first part Tˆg corresponds to the naive geometric implementa-
tion of the Dehn twist, by cutting and twisting the lattice. The
second part Uˆ is included to fix the lattice distortions that are
introduced by Tˆg, as shown in Fig. 2. A similar lattice fixing
procedure was considered in Ref. [35] for string-net models,
however, we need a more general procedure and one where
we can keep track of signs induced by Uˆ. Importantly, our
implementation of Uˆ ensures that this lattice fixing is done lo-
cally, adiabatically and in a sign-free manner. It therefore only
modifies microscopic details of the ground states, but does not
change the topological, long-range properties.
The bulk of the paper, in Sec. V, is then devoted to defin-
ing the operator operator Uˆ and proving that on the level of
the TQFT it acts as the identity, and only modifies micro-
scopic details. The starting point is a skewed lattice connec-
tivity left behind by Tˆg. The lattice fixing implemented by Uˆ
then proceeds by the following steps: (i) create two nearby
lattice disclocations; (ii) move these dislocations around the
torus leaving behind a string of reconnected bonds of the lat-
tice; (iii) remove the dislocations when they meet on the far
side of the torus; (iv) repeat the steps (i-iii) for the neighbour-
ing loops until the entire lattice is reconnected correctly. Each
step is implemented adiabatically and by local perturbations
such that we preserve stoquasticity at every step. In the sim-
plest case, this procedure fixes the lattice exactly as intended.
The situation is complicated slightly if the dislocations bind a
topological flux/excitation but we are able to simply modify
our procedure to account for this possibility.
In Sec. VI we combine the properties of Tˆg and Uˆ to show
that if the Hamiltonian does not have an intrinsic sign prob-
lem, then there exists a ground state basis {|α〉} such that
〈β|Tˆ |α〉 ≥ 0. Since Tˆ is unitary in the ground state sub-
space, this implies that it is a permutation matrix in this basis
and so its eigenvalues form complete sets of roots of unity,
see Appendix. A 2. These eigenvalues are precisely the topo-
logical spins θa of the anyons in the model, and so we must
have {θa}a∈A = Sm1 ∪ · · · ∪ Smk , where Sm = {e2pii j/m | j =
0, . . . ,m − 1}. By extension we also show that any modular
transformation, including T and S , are non-negative in this
basis. Therefore, we have the following more restrictive cri-
teria: if there does not exist a basis such that S and T are
non-negative, then the Hamiltonian realising this phase has an
incurable sign problem.
In Secs. IV–VI we treat only non-chiral models that host
abelian anyons. This is in order to make our arguments more
precise and to avoid the additional subtleties introduced by
chiral and non-abelian models. In Sec. VII B we show that
analogous results also hold for the more general case of chi-
ral and non-abelian models, and also consider finite-size ef-
fects. To establish these more general results we use addi-
tional more physical arguments and numerical evidence from
the literature. Finally we close with a discussion and outlook
in Sec. VIII.
IV. SETUP
To set up a proof of our result we first make some defini-
tions, namely what it means to have an intrinsic sign problem,
the type of Hamiltonian that we consider, our basis choices,
and a prescription for a Dehn twist on a lattice. In this paper
we consider gapped bosonic Hamiltonians that are described
by a topological quantum field theory (TQFT) at low energy.
We will study these Hamiltonians on a torus where we have a
degenerate ground state manifold. The non-trivial topology of
the lattice is used as a tool allowing us to extract the topologi-
cal information about the model but the intrinsic sign problem
we are concerned with persists in any geometry.
A. Intrinsic sign problems
A Hamiltonian is stoquastic with respect to a given basis if
all of its off-diagonal elements are non-positive [10]. We will
further restrict to Hamiltonians that are both local and locally
stoquastic—i.e. Hamiltonians of the form Hˆ =
∑
i hˆi, where
hˆi is non-trivial on a region with finite support with radius at
most RH , and each hˆi is itself stoquastic. If the Hamiltonian
is not stoquastic then it has a sign problem. We say that the
sign problem can be removed if there exists a local unitary
transformation (finite-depth and finite-range quantum circuit)
4to a new basis such that the Hamiltonian is locally stoquas-
tic. We call this the computational basis and label the ba-
sis states by Roman letters, e.g., |i〉, | j〉 etc. In this paper we
are concerned with the case where such a computational basis
does not exist and we have an intrinsic sign problem [15], i.e.,
a sign-problem that cannot be removed by any local unitary
transformation.
B. TQFT Hamiltonians
There have been a several works providing constructive
definitions of Hamiltonians that have low energy TQFT de-
scriptions, most famously the Turaev-Viro models [48], Ki-
taev’s quantum double [49], and the string-net construc-
tions [45, 46]. In order to cover a larger class of models and
provide model agnostic procedures, we provide here a general
non-constructive definition of what it means for a microscopic
to have a low energy TQFT description. This definition fol-
lows closely Ref. [50]. We cover here the essential details
to make this definition, but discuss TQFTs in more detail in
Appendix. B.
A (2+1)-dimensional TQFT assigns a vectors space to ev-
ery two-dimensional surface of a three-dimensional manifold
(and assigns a map to every cobordism) [20, 22]. This vec-
tor space corresponds to the ground state sub-space of our
Hamiltonian. These ground states—and the elementary ex-
citations of the model—can be labelled by a set of anyon la-
bels A = {1, a, b, . . .}. The content of the TQFT is defined
by the modular matrices, S and T , which correspond to mod-
ular transformations of the surface (see Sec. IV D) and con-
tain the mutual and exchange statistics of the anyons, respec-
tively. We consider the case where S and T are unitary and
the input of the TQFT defines a unitary modular tensor cate-
gory (UMTC). We then define a Hamiltonian to have a low
energy TQFT description if there exists a set of Wilson loop
operators {Wˆa(C)}a∈A for each directed closed curve C that
form a faithful representation of the Verlinde algebra [51],
see Appendix B for more details. For the majority of this
paper we consider the Wilson operators to act non-trivially
on a finite neighbourhood, RW , of the curve C and commute
exactly with the Hamiltonian. We will relax these properties
later in Sec. VII A, where we consider Wilson operators with
exponentially decaying tails, and inexact commutation with
the Hamiltonian on a finite system. The Wilson loop oper-
ators have the interpretation of creating an anyon-antianyon
pair and dragging the anyon around the closed loop C before
re-annihilating the pair.
C. Basis choices
From now on we assume that we have a locally stoquastic
Hamiltonian Hˆ that has a low energy TQFT description, as de-
fined in the previous two sections. Turning to basis choices for
the ground state sub-space for the torus, the TQFT assump-
tions and stoquasticity for our Hamiltonian allow us to make
a
b b
a
b
a
T
T
S
S
T ʻ
(a)
(c)
(d)
(b)
FIG. 1. Modular transformations for the Torus shown in (a) gener-
ated by: (b) the T -matrix and (c) the S -matrix. The action of the
modular transformations can defined in terms of the expectation val-
ues of Wilson loop operators around the two handles. (d) Modu-
lar transformations S ,T,T ′ for the square representation of the torus
with identified edges.
two particular choices: the canonical basis and the ergodic
basis.
The canonical basis [52–54], we will label by Roman let-
ters at the start of the alphabet, e.g., |a〉, |b〉. This actually
refers to two choices of basis related by the S -matrix, de-
pending on which non-contractible direction of the torus we
define them with respect to, corresponding to the so-called
Minimal Entropy States (MES) [31]. Without loss of gener-
ality we will use the vertical canonical basis in the following.
We define the basis in terms of the Wilson loops wrapping
around the horizontal (longitudinal) and vertical (meridian)
non-contractible loops of the torus. We start by fixing the first
element |a = 1〉 such that it is a simultaneous eigenvector of all
the vertical Wilson loops with eigenvalue given by the quan-
tum dimension da (which equals 1 for abelian theories), i.e.,
Wˆva |1〉 = da|1〉. We can then generate the other ground states
using the horizontal Wilson loops, |a〉 = Wˆha |1〉. In the Ap-
pendix C we show that these form an orthonormal basis for
the ground state sub-space. The state |a〉 can be viewed as
having flux of type a threading the vertical (meridian) loop.
Alternatively, if we cut the torus open along the vertical loop
we would get an excitation of type a on one edge and a¯ on the
opposite edge. Equivalently, the state a is the eigenstate of the
Kirby loop projector Ωˆva = D−1
∑
b S ∗abWˆ
v
b , i.e., Ωˆ
v
a|b〉 = δab|b〉.
To define the ergodic basis we start by noting that since our
Hamiltonian is stoquastic, the matrix [−Hˆ + Λ1ˆ]i j is element-
wise non-negative if we choose Λ > 0 sufficiently large. The
term Λ1ˆ only shifts the spectrum and so the ground states of Hˆ
are the same as the eigenstates of −Hˆ+Λ1ˆ with largest eigen-
value. By the Frobenius-Perron theorem we can choose a set
of orthogonal eigenvectors that are element-wise non-negative
spanning the ground state sub-space, see Appendix A 1. These
states, labelled by Greek letters, e.g., |α〉, |β〉, correspond to
different ergodic sectors—they have distinct support in the
computational basis, i.e., 〈α|i〉〈i|β〉 = 0 for all i and α , β.
5Given the canonical basis states, the ergodic states are spec-
ified by a unitary matrix, Vαb, which allows us to label the
ergodic states, i.e., |α〉 = ∑b Vαb|b〉.
In summary, we will use the following short hand for three
different bases,
|i〉 ≡ |i〉comp, |a〉 ≡ |a〉can, |α〉 ≡ |α〉erg, (4)
for the computational (i, j, . . . ), canonical (a, b, . . . ) and er-
godic (α, β, . . . ) bases, respectively. Note that the compu-
tational basis is a basis for the full Hilbert space, whereas
the canonical and ergodic are bases for the ground state sub-
space, which we labelHGS .
D. Modular transformations: Dehn twists
Finally, we need to define the notion of a modular transfor-
mation for a microscopic system [31, 37, 50]. In analogy with
a continuum TQFT, we define them to be the set of transfor-
mations that preserve the ground state manifold. More pre-
cisely, let HGS be the Hilbert space spanned by the ground
states, then an operator Mˆ corresponds to a modular trans-
formation if Mˆ|φ〉 ∈ HGS for all |φ〉 ∈ HGS. The restriction
of these operators to the ground state manifold are representa-
tions of the mapping class group (MPG) for the surface. For
a torus, the MPG is the modular group generated by two ele-
ments, s and t [37]. The first exchanges the vertical (merid-
ian) and horizontal (longitude) non-contractible loops of the
torus, see Fig. 1(c). The second is the Dehn twist, which cor-
responds to cutting the torus along a non-contractible curve,
twisting one of the ends by a full rotation then gluing the torus
back together, see Fig. 1(d).
A given TQFT is defined in terms of how modular transfor-
mations, given by the modular S and T matrices, act on the
Hilbert space HGS . In particular, with respect to the vertical
canonical basis, for a non-chiral theory we have the matrix
elements [22, 37, 50]
〈b|Sˆ |a〉 = S ab,
〈b|Tˆ |a〉 = θaδab,
(5)
where S ab contains the mutual statistics of anyons a and
b, and θa is the topological spin or exchange statistics for
a, see Appendix. B for more details. The modular matri-
ces are defined in terms of their action on the Wilson op-
erators. Namely, the operator Tˆ preserves the ground states
sub-space of Hˆ and transforms the Wilson loop operators as
〈a|Tˆ Wˆvc Tˆ †|b〉 = 〈a|Wˆvc |b〉 and 〈a|Tˆ Wˆhc Tˆ †|b〉 = 〈a|Wˆdc |b〉, where
Wˆdc is the diagonal Wilson operator shown in Fig. 1(d). In the
following we focus on the Dehn twist since there are two in-
equivalent types, Tˆ and Tˆ ′, around the vertical and horizontal
loops of the torus, as shown in Fig. 1(d). These two transfor-
mations also generate the modular group. We will consider
the vertical (meridian) Dehn twist Tˆ and work in the vertical
canonical basis throughout this paper, but the arguments can
equally be repeated with for the horizontal (longitude).
We next provide a model-agnostic microscopic protocol
for implementing the T -matrix. This consists of two parts:
FIG. 2. The microscopic implementation of the modular Dehn twist
consisting of two parts. The operator Tˆg is a permutation of the
computational basis states implementing a shear of the lattice. This
causes a deformation of the lattice defined by hˆi (shown in grey) and
maps the horizontal Wilson loop to a diagonal one. The operator Uˆ
is a local stoquastic adiabatic transformation that returns the lattice
back to its original form while leaving the Wilson loops (red and
blue lines) invariant. Note we show a square lattice of supersites
with nearest neighbour interactions for simplicity but the procedure
is independent of the microscopic details.
a global geometric Dehn twist [33–35] implemented by the
operator Tˆg, and a local adiabatic change to the microscopic
Hamiltonian Uˆ, shown schematically in Fig. 2. The opera-
tor Uˆ fixes the local distortions introduced by Tˆg, while not
affecting any topological properties.
Let us for the moment denote the microscopic compu-
tational basis (the basis {|i〉} on which Hˆ stoquastic) using
the notation |{sx,y}〉 =
⊗
x,y |x, y, s〉, where (x, y) denotes the
(super-)site location and s labels the internal degrees of free-
dom. The geometric Dehn twist corresponds to the map
Tˆg|{sx,y}〉 = |{sx,y−x}〉, where addition is modulo L, which im-
plements a right-handed Dehn twist around the meridian of
the torus, see Fig. 1(b). The geometric Dehn twist is a per-
mutation in the computational basis by definition and so it
yields a new stoquastic Hamiltonian H˜ = TˆgHˆTˆ
†
g with a new
connectivity structure. Since Hˆ yields a TQFT at long wave-
length and since TQFTs partition functions are metric inde-
pendent [55]—in particular under the metric change induced
by Tˆg—Hˆ and H˜ are in the same phase of matter. Since the
two Hamiltonians Hˆ and H˜ are in the same phase (and also
have identical spectrum since Tg is unitary), there exists an
adiabatic path connecting the ground states of these Hamilto-
nians taking time O(L0) [56, 57]. In fact, we show in Sec. V
that there exists an adiabatic path that preserves the topolog-
ical labelling of the ground states at all points and introduces
no relative phases between them. We denote by Uˆ the uni-
tary transformation obtained from this adiabatic path which
we refer to as the local stoquastic adiabatic path (LSAP). Im-
portantly, our prescription corresponds precisely to the defi-
nition of the modular T -matrix since it preserves the ground
state manifold and transforms the Wilson loop operators in
the correct way. Our goal is to show that given a stoquastic
Hamiltonian, and the corresponding ergodic basis states |α〉,
the matrix elements 〈β|Tˆ |α〉 ≥ 0, are non-negative.
In the context of non-chiral and abelian theories our pre-
scription for Tˆ provides a microscopic procedure to imple-
ment the modular transformation exactly. A similar procedure
was considered in Ref. [35], however, their prescription for Uˆ
was specific to string-net models. Furthermore, our procedure
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FIG. 3. A step-by-step microscopic prescription for the LSAP that implements Uˆ. (a) Two local lattice dislocations are created. This happens
in a region of radius Rh (shown in red) wherein the computational degrees of freedom are polarized. (b) The dislocations are slowly dragged
apart. The red regions are polarized but everywhere else the Hamiltonian is the sum of terms hi that locally match the lattice connectivity.
(c) The dislocations are dragged around the vertical non-contractible direction of the torus until they meet again, leaving behind a string of
reconnected bonds (blue bonds).
allows us to more carefully understand the action of the Dehn
twists and keep track of the non-negative ground state basis.
We will revisit the direct geometric approach when we con-
sider chiral and non-abelian theories in Sec. VII A.
V. THE LOCAL STOQUASTIC ADIABATIC PATH
Next we precisely define the transformation Uˆ, which re-
lates the ground states of H˜ and Hˆ, and prove that it acts as
the identity map between the ground state manifold—that is,
the labelling of the canonical and ergodic states is the same
before and after the adiabatic evolution. Let us define this
idea of an identity map more precisely. Since Hˆ and H˜ are
in the same phase we can separately define a canonical basis
|a〉 and |a˜〉 for each each in terms of vertical and horizontal
Wilson loop operators. Furthermore, by stoquasticity, both
Hamiltonians have an ergodic basis, labelled |α〉 = ∑b Vαb|b〉
and |α˜〉 = ∑b˜ V˜α˜b˜|b˜〉. The adiabatic evolution Uˆ is an iden-
tity map if |a〉 = Uˆ |a˜〉 and the matrices relating the canonical
and ergodic bases are equal, i.e., V = V˜ . Note that such a
map is not unique since it is only defined in terms of its action
between the ground state sub-spaces.
We will now provide an explicit adiabatic procedure for Uˆ
interpolating between H˜ and Hˆ in Sec. V B. We will show
in Sec. V C that this adiabatic evolution indeed preserves
the ground state sub-space and preserves the labelling of the
canonical basis states. In Sec. V D we will show that we can
equivalently consider imaginary time evolution as a way of
implementing the adiabatic path. Using the imaginary time
evolution is important for allowing us to keep track of the
non-negativity of the ergodic ground states. We need both
the adiabatic and imaginary time evolution since the adiabatic
evolution alone does not guarantee non-negativity of the er-
godic states, whereas the imaginary time evolution alone does
not guarantee that we do not leave the phase. In summary,
the adiabatic evolution allows us to show that Uˆ is an identity
map with respect to the canonical basis, and the imaginary
time evolution ensures that V˜ = V . Combining these two ap-
proaches we show that Uˆ is indeed an identity map as defined
above and preserves the non-negativity of the ergodic states.
A. Assumptions
In our proof we use a couple of reasonable assumptions,
which we detail for the benefit of a mathematical audience.
Assumption I. There exist some finite burger’s vector such
that two lattice dislocation with such opposite burger’s vec-
tors do not change the ground-state degeneracy. Alternatively
there exists stoquastic perturbation which does not drive a
phase transition such that the previous statement holds.
Assumption II. The adiabatic time evolution along a time
interval τ from Hˆt−1 to Hˆt where the difference between Hˆt−1
and Hˆt is strictly local, remains in the ground state multiplet
to any desirable fidelity for large enough τ. In addition the
imaginary time evolution along a time interval τ from Hˆt−1
to Hˆt projects to the ground state multiplet of Hˆt with any
desirable fidelity for large enough τ. Alternatively there exists
a (potentially time dependent) stoquastic perturbation acting
in the vicinity of the region where Hˆ and Hˆ′ differ, such that
the previous statements hold.
Comments on assumptions. Concerning Assumption I we
stress that a TQFT does not imply a ground state degeneracy
associated with a dislocation. Indeed dislocation is a form of
torsion under which the theory is invariant. In Appendix E we
show that such a degeneracy can be either be lifted by a sto-
quastic perturbation and incorporated into our procedure, or
it would mean there is spontaneous breaking of stoquasticity.
The latter outcome was proven impossible for the case of dou-
ble degeneracy in Ref. [16] and we believe to be impossible in
general. If Assumption II fails, it means that the microscopic
7model exhibits arbitrarily slow relaxation for some local per-
turbations and arguably realizes a different phase of matter
than that implied by the TQFT.
B. The path
We begin by constructing a sequence of Hamiltonians Hˆt,
with t = 0, . . . , L2, from Hˆ =
∑
i hˆi by inserting dislocations
or moving them, as shown schematically in Fig. 3. This is
done as follows: all the lattice sites j that are at least RH-
away from the dislocations result in an hˆ j term in Hˆt, possi-
bly with different connectivity to Hˆ or H˜; and sites k, associ-
ated with position kx, ky, which are nearer to the dislocations,
do not result in an hˆ j operator but in a polarization operator
−λ|kx, ky, s〉〈kx, ky, s| with λ being some finite fixed number,
see Fig. 3. Notably, the resulting Hˆt is always stoquastic on
the computational basis and differs from Hˆt−1 by a local per-
turbation. We denote the Hilbert space of the ground state
manifold at step t asHGS ,t.
Explicitly, Hˆ0 = H˜ and Hˆ1 is constructed from Hˆ0 but with
two nearby dislocations, more accurately a dislocation and
an anti-dislocation with a Burger’s vector consistent with As-
sumption I. These dislocations can be initially on neighbour-
ing sites, see Fig. 3(a). Following this, Hˆ2 to HˆL−1 are asso-
ciated with discretely moving one of the dislocations around
a vertical loop of the torus by one vertical site at each t in-
crement. Once the dislocations are separated by a distance
greater than 2RH the terms in the Hamiltonian on sites be-
tween the dislocations are of the same form hˆi, however, they
now match the new reconnected lattice, see Fig. 3(b). We pro-
ceed to move the dislocations until they are again next to each
other, where at HˆL this pair is removed as it meets around
the handle of the torus. The result is a change in the lattice
structure where a column of diagonal bonds become horizon-
tal. We next continue this process so that HˆL+1 introduces a
dislocation pair at the nearby column, HˆL+2 till Hˆ2L−1 moves
that second pair vertically around the torus and Hˆ2L removes
them. This continues with further pairs along nearby columns
until HˆL2 = Hˆ. It can be checked that this process maps the
lattice underlying H˜ to that underlying Hˆ.
C. Adiabatic evolution
We split the adiabatic time evolution into steps, i.e.,
Uˆ = limτ1→∞
∏
t Uˆt(τ1), where each adiabatic evolution
is implemented over a time τ1 by the operator Uˆt(τ1) =
T e−i
∫ τ1
0 dτ(τHˆt+(τ1−τ)Hˆt−1)/τ1+δ(τ/τ1), which is a time-ordered ex-
ponential and δ(τ/τ1) is some time-dependent stoquastic per-
turbation with support on the local region where Hˆt−1 and Hˆt
differ. This local stoquastic perturbation is included so as to
ensure that the adiabatic evolution preserves to the ground
state sub-space to any desirable fidelity for large enough τ,
as in Assumption II.
Let us consider the adiabatic evolution between steps t −
1 and t. We proceed inductively and assume that Hˆt−1 has
(a) (b)
FIG. 4. Schematic of the system with separated dislocations (red
regions) with reconnected bonds in between (blue lines). (a) The
case where dislocations bind no flux and so the state is an eigenstate
of Ωˆ1(C), meaning that the Wilson loops along C1 and C2 have the
same action. (b) The case where dislocations bind a topological flux
a. Since we treat abelian TQFTs, we can create n such dislocation
pairs with an = 1. In this case again the Wilson loop operators on C1
and C2 agree.
a canonical basis states |a, t − 1〉, which are labelled by the
Wilson loop operators Wˆva . Note that at a step t where there are
no dislocations we are free to move the vertical Wilson loop
operator to act along any path that winds around the vertical
direction of the torus. In particular we can choose this to be
along a path at the far side of the torus, maximally far from the
pair of dislocations that we create at the next step. While we
move this particular pair of dislocations we can can keep this
vertical path fixed and change it as necessary once we have
annihilated this pair. We then define the states
|a, t〉U = Uˆt(τ1)|a, t − 1〉. (6)
This state |a, t〉U depends implictly on τ1 and differs from a
ground state of Hˆt by an amount 1 = 1 − max{|〈φ|a, t〉U | :
|φ〉 ∈ HGS ,t}. Since Uˆt is an adiabatic evolution between Hˆt−1
and Hˆt, which differ only locally, the difference from a ground
state quantified by 1 can be made arbitrarily small by taking
large enough τ1, via assumption II.
We also have that, WˆvaUˆt(τ1) = Uˆt(τ1)Wˆ
v
a . To see this, we
can write Uˆt(τ1) = T e−i
∫ τ1
0 Hˆ(τ), where Hˆ(τ) = (τHˆt + (τ1 −
τ)Hˆt−1)/τ1 + δ(τ/τ1) = Hˆ1 + Hˆ2(τ) interpolates between Hˆt−1
and Hˆt. The time dependent piece Hˆ2(t) only has non-trivial
support on the finite region (radius ∼ RH) around the dislo-
cation that we are moving by one lattice site. The time in-
dependent piece Hˆ1 is equal to Hˆt−1 on all sites outside of
that finite region. Since, the Wilson loop operator Wˆva does
not have common support with Hˆ2 and commutes with Hˆ1—
since we chose the Wilson loop to act on a path on the far
side of the torus, far from the dislocations—we have that
Wˆva Hˆ(τ) = Hˆ(τ)Wˆ
v
a . Furthermore, Wˆ
v
a commutes with each
term in the time-ordered Taylor expansion of Uˆt(τ1), namely,∫ τ1
0
∫ τ2
0
· · ·
∫ τn−1
0
Hˆ(τ2)Hˆ(τ3) · · · Hˆ(τn) dτn · · · dτ2, (7)
where τ1 > τ2 > · · · > τn−1. Since Wˆva commutes with
each terms of the form in Eq. (7) for each order n and for
each value of τ1, we also have the stronger statement that that
8[Wˆva , Uˆt(τ1)] = 0, independent of τ1. Since Ωˆ
v
a|b, t − 1〉 =
δa,b|b, t − 1〉, we therefore also have that Ωˆva|b, t〉U = δa,b|b, t〉U
and so these states correspond to the canonical basis states for
Hˆt.
In summary, there still remains the possibility that the
evolution induces state dependent phases, i.e., |a, t〉U =
eiφa(τ1)|a, t〉 + 1. This freedom in the relative phase can be
fixed by keeping track of the action of the horizontal Wilson
loop operators. Unlike the vertical Wilson loop operators, we
will have to make a different choice of the horizontal loop op-
erators, which are used the generate the canonical states, at
a certain point while dragging the dislocations. We therefore
need to relate those horizontal Wilson loop operators outside
of and between the dislocations. We then have to split into
two possibilities, depending on whether or not the dislocations
bind a topological flux.
Let us first examine the case that the dislocations do not
bind a flux, shown in Fig. 4(a). Consider a step t such that the
dislocations are far enough apart that we can take the horizon-
tal paths C1 and C2 and around and between the dislocations,
such that we have well-defined Wilson loops that commute
with the Hamiltonian, see Fig. 4(a). Let C be a curve sur-
rounding one of the dislocations sufficiently far away from the
polarized region. Not binding flux is then the statement that
Ωˆ1(C)|φ〉 = |φ〉, for all |φ〉 ∈ HGS ,t. This allows us to freely
bring the Wilson loops across this region without changing
their expectation values (shown in appendix appendix B) and
so Wˆa(C1)|a, t〉 = Wˆa(C2)|a, t〉. We are able to generate the
basis states using any horizontal Wilson loop operator that
avoids the polarized regions, e.g., |a, t〉U = Wˆa(C1)|1, t〉U =
Wˆa(C2)|1, t〉U . Even for a system with polarized regions and
with finite τ1, this defines an orthonormal set of states, see
appendix C. Since Wˆa(C1) and Wˆa(C2) both commute with
Uˆt(τ1), this fixes the relative phase between the states.
In the second case, that the dislocations do bind fluxes, let
us restrict ourselves to consider the case of a unique anyon
flux and the possibility of superpositions will be considered in
Appendix E. Here we use the fact that the anyons of an abelian
TQFT have an abelian group structure, and in particular each
element a ∈ A has a finite order. That is, there exists finite n
such that an = a × a × · · · × a = 1. Therefore if a dislocation
binds an anyon of order n we can modify our procedure to cre-
ate n dislocations and move them around the lattice in parallel,
as shown in Fig. 4(b). These dislocations and paths should be
separated by at least 2RH such that they are independent and
equivalent, but they can still be created and collectively moved
by local (finite-ranged ∼ O(nRH)) perturbations. In this case,
the region containing the n dislocations now has no total any-
onic flux and we can again take a curve C surrounding all n
such that Ωˆ1(C)|b, t〉 = |b, t〉 for all b, see Fig. 4(b), and again
we fix the relative phase between the states.
By induction we therefore have that Uˆ preserves the ground
state sub-space and preserves the labelling of the canonical
basis states. However, we still need a handle on the matrix V
relating the canonical and ergodic basis states at each step t.
D. Imaginary time evolution
Next let us consider imaginary time evolution along the
same Hamiltonian path. We do this so that we can keep
track of the non-negativity of the ergodic basis states and
of the matrix V relating these to the canonical basis states.
The imaginary time evolution operator between each step is
Pˆt(τ2) = N−1e−τ2Hˆt , where N = |e−τ2Hˆt |a, t−1〉|, and |a, t−1〉 is
any ground state at time t−1—we will show that this operator
is well defined below. We will now show that the restriction to
the ground state sub-space of the unitary adiabatic evolution
and the imaginary time evolution are equivalent. More pre-
cisely, we define the restriction of an operator Oˆ to the ground
state manifold between steps as
[Oˆ]t,t−1 =
∑
|a,t〉,|b,t−1〉
|a, t〉〈a, t|Oˆ|b, t − 1〉〈b, t − 1|. (8)
We will show that
[Uˆt(τ1)]t,t−1 = eiφ(τ1)[Pˆt(τ2)]t,t−1 + Rˆ, (9)
where Rab = 〈a, t|Rˆ|b, t−1〉 is a matrix with elements |Rab| ≤ 1
and  can be made arbitrarily small by taking larger values
of τ1, τ2. We will show that Pˆt(τ2) is non-negative and so
the phase factor eiφ(τ1) is dependent only on τ1 and can be
incorporated into Uˆt(τ1).
Again we proceed inductively and consider the states de-
fined under imaginary time evolution between steps t − 1 and
t, that is,
|a, t〉P = Pˆt(τ2)|a, t − 1〉, (10)
which implicitly depends on τ2. The normalization in Pˆt(τ2)
is well defined because by assumption the state at time t − 1
can be generated by a horizonatal Wilson loop operator, i.e.,
|a, t−1〉 = Wˆha |1, t−1〉. We can, however, choose this operator
to be far from the lattice dislocations such that [Wˆha , Hˆt] = 0,
and so we have
〈a, t − 1|e−2τ2Ht |a, t − 1〉 = 〈1, t − 1|Wˆha¯e−2τ2HtWˆha |1, t − 1〉
= 〈1, t − 1|e−2τ2HtWˆha¯Wˆha |1, t − 1〉
= 〈1, t − 1|e−2τ2Ht |1, t − 1〉 ≡ N2,
(11)
independent of a. The states |a, t〉P differ from ground states
of Hˆt by 2 = 1 − max{|〈φ|a, t〉P| : |φ〉 ∈ HGS ,t}. Using As-
sumption II, we can take 2 arbitrarily small by increasing τ2.
Furthermore, since [Wˆva , Hˆt] = 0 we have that Ωˆ
v
a|b, t〉P =
δa,b|b, t〉P and so these are the also canonical basis states for
Hˆt, with the same labelling as those generated by Uˆt. We can
then use similar arguments as for the adiabatic evolution for
the horizontal Wilson operators—possibly needing to modify
our procedure as before to account for dislocations binding
flux—such that |a, t〉P = Wˆa(C1)|1, t〉P = Wˆa(C2)|1, t〉P. We
therefore have that |a, t〉U = eiφ(τ1,τ2)|a, t〉P + O(max(1, 2)),
related by a global but not state dependent phases, and where
1 and 2 can be made arbitrarily small by taking large enough
τ1, τ2.
9Importantly we also have that the imaginary time evolu-
tion maps ergodic basis states to ergodic basis states. Indeed,
e−τ0Hˆt = e−τHˆt+Λ1ˆe−Λ1ˆ and by virtue of Hˆt’s stoquasticity there
exist a large enough λ such that [−τHˆt +Λ1ˆ]i j is element-wise
non-negative. Using a Taylor expansion of e−τHˆt+Λ1ˆ and the
fact that non-negative matrices are closed under addition and
multiplication one finds that e−τHˆt+Λ1ˆ is element-wise non-
negative and similarly that e−τHˆt+Λ1ˆe−Λ1ˆ is element-wise non-
negative. Consequently we find that our imaginary time evo-
lution maps non-negative state to non-negative states. There-
fore the relative phase between |a, t〉U and |a, t〉P is set only
by τ1 and can be incorporated into the adiabatic evolution by
considering the phase of the overlap of these two states. This
establishes that the adiabatic and imaginary time evolution, as
defined, have the same action on the ground state sub-spaces
along our path.
E. Uˆ is an identity map
We now have all of the machinery necessary to show that
the operator Uˆ is an identity map. Using the imaginary time
evolution we have shown that each Uˆt maps non-negative
states to non-negative states. Therefore Uˆ is generally a per-
mutation between the ergodic basis states of H˜ and Hˆ. How-
ever, since Uˆt also preserves the canonical basis states at each
step, we also have that
|α, t〉 = lim
τ2→∞
Pˆt(τ2)|α, t − 1〉 = lim
τ1→∞
Uˆt(τ1)|α, t − 1〉
= lim
τ1→∞
Uˆt(τ1)
∑
b
Vαb|b, t − 1〉 =
∑
b
Vαb|b, t〉, (12)
that is, the relationship between ergodic and canonical states,
given by the unitary matrix Vαb, is the same at time t as it was
at time t − 1. Therefore we have that Uˆt = limτ1→∞ Uˆt(τ1) is
an identity map between the ergodic basis states, i.e., |α, t〉 =
Uˆt |α, t − 1〉. Since this holds for each t we have our result that
Uˆ =
∏
t Uˆt is an identity map, and |α〉 = Uˆ |α˜〉.
VI. T AND S ARE NON-NEGATIVE
In the previous section we showed that Uˆ is an identity map
and preserves the expectation values of Wilson loop operators
around the two handles of the torus. Combined with the ac-
tion of the geometric Dehn twist, we see that Tˆ preserves the
ground state sub-space of Hˆ and transforms the Wilson loops
in the required manner, i.e.,
〈a|Tˆ Wˆhc Tˆ †|b〉 = 〈a˜|TˆgWˆhc Tˆ †g |b˜〉 = 〈a|Wˆdc |b〉,
〈a|Tˆ Wˆvc Tˆ †|b〉 = 〈a˜|TˆgWˆvc Tˆ †g |b˜〉 = 〈a|Wˆvc |b〉,
(13)
confirming that Tˆ implements the modular Dehn twist. We are
now in a position to show that Tˆ is non-negative in the ergodic
basis. This shows that there must exist a basis under which the
T -matrix of the underlying TQFT can be made non-negative,
and further that there must exist a basis for which both and S
and T are non-negative.
Firstly, 〈α˜|Tˆg|β〉 ≥ 0 since Tˆg is non-negative in the compu-
tational basis and therefore maps non-negative states to non-
negative states. Combined with the fact that Uˆ is an identity
map between the ergodic bases, this means that Tˆ = UˆTˆg is in
general a permutation of the ergodic basis states, i.e.,
〈α|Tˆ |β〉 =
∑
a
VαaθaV
†
aβ = Pαβ ≥ 0. (14)
The eigenvalues of a permutation matrix necessarily form
complete sets of roots of unity (as shown in Appendix. A 2),
which establishes our result.
Since our choice of vertical Dehn twist was arbitrary we
could have similarly considered horizontal Dehn twists with
the same result, that is, there exists a basis—the ergodic
basis—in which Tˆ and Tˆ ′ are simultaneously non-negative
permutation matrices. By extension, since non-negative ma-
trices are closed under multiplication, in this basis the S ma-
trix is also non-negative, i.e.,
〈α|Sˆ |β〉 =
∑
a,b
VαaS abV
†
bβ = P
′
αβ ≥ 0, (15)
for some other permutation matrix P′αβ.
In summary, if the Hamiltonian is locally stoquastic and
therefore has a non-negative ergodic ground state basis, then
with respect to this ergodic basis the S and T matrices of the
underlying TQFT must be non-negative permutation matrices.
Indeed, in this basis any modular matrix must be non-negative
since non-negative matrices are closed under multiplication.
Contrapositively, if there does not exist any unitary transfor-
mation for which the S and T matrix are non-negative, then
the Hamiltonian cannot be made stoquastic by any local trans-
formation and there is an intrinsic sign problem. A simpler
sufficient test for intrinsic sign problems follows from the fact
that such a non-negative T matrix must be a permutation ma-
trix by unitarity and so its eigenvalues necessarily come in
complete sets of roots of unitary. Thereby, by simply look-
ing at the topological spins in the theory we can potentially
diagnose an intrinsic sign problem. Similar to the fermion
sign-problem, this has the appealing interpretation that the in-
trinsic sign problem is intimately linked to the statistics of the
excitations in the theory.
VII. GENERALISATIONS
Above we went through the trouble of carefully defining Uˆ
and showing that is corresponded to a identity map. This used
the exact commutation of the Wilson loop operators and the
Hamiltonian and the fact we have an exact degeneracy. This,
however, was not crucial to our arguments and we can also
relax these conditions to cover a more general set of Hamilto-
nians.
The procedure for Uˆ also relied on us restricting to abelian
non-chiral models. Chirality and non-abelian statistics intro-
duce subtleties into the procedure for Uˆ—regarding the dislo-
cations binding topological flux—that go beyond the scope of
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this paper. However, using conjectured results from the liter-
ature that have been analytically and numerically verified, we
can extend our results to cover chiral and non-abelian models
as well.
A. Beyond strictly commuting Wilson operators
So far we have focused on the case of strictly local and per-
fectly commuting Wilson operators which imply various neat
properties such as an exact ground state degeneracy. This be-
havior is, however, fine-tuned, since any generic perturbation
would split the exact ground state degeneracy by some ex-
ponentially small factor in the system size (η ≈ e−L). This
in turn also implies that the Wilson operator cannot commute
with the Hamiltonian and obey the Verlinde algebra exactly as
those two properties would imply an exact degeneracy. Here
we show how to extend our proof into a physical argument
that is valid in this more generic setting where (a) The Wil-
son operator, which previously had finite support around their
path, are now allowed to have exponentially decaying tails.
(b) The commutation relation between the Wilson operator
and the Hamiltonian may be non-zero but exponentially small
in system size. We shall now argue that by letting τ1 scale
exponentially with the system size (L), τ2 to scale polynomi-
ally with L, and using our freedom in choosing L as large as
needed, we can make the above reasoning accurate even in
this more complicated setting.
Let us revisit the main arguments of the previous section
with these changes in mind. Considering the adiabatic evo-
lution between Hˆt−1 and Hˆt, it would now slightly mix the
canonical states for two reasons: First the above two Hamil-
tonians and therefore Uˆt(τ1), do not perfectly commute with
the Wilson operators. Second even if we had not changed
the Hamiltonian at all, the ground-state superpositions would
change when τ1 becomes comparable to the inverse energetic
splitting of the ground state multiplet. To control this lat-
ter issue its sufficient to take τ1  η−1, say τ1 = η−1/2,
thereby making this discrepancy exponentially small at large
L. Considering the first issue, let us split Uˆt(τ1) to a prod-
uct of M short time evolutions ΠMi=1Uˆi. For large enough
M, one has that [Wˆ, Uˆi] = τ1MOiη, where Oi some opera-
tor with norm (highest eigenvalue) of order 1, localized to
where the defects are moving and Wˆ is some Wilson opera-
tor. Hence commuting Wˆ through all Uˆi and using ...WˆUˆi... =
...[ τ1MOiηWˆ
† + Uˆi]Wˆ... would give corrections of the order∑M
i=1
τ1
M |Oi||Wˆ†|η +
∑M
i, j=1
τ21
M2 |Oi||O j||Wˆ†||Wˆ†|η2 + .... Notably
we used the fact that Uˆi are all unitaries and therefore do not
affect operator norms. Given this and our choice for τ1, this
second discrepancy is dominated by the first term scaling as
τ1η = η
1/2 ∝ e−L/2.
Next we consider the imaginary time evolution Pˆ(τ2).
Again two similar issues arise: Pˆ(τ2) does not exactly pre-
serve the ground states and it does not exactly commute with
Wˆ. The first issue generates a discrepancy similar to the pre-
vious case, however the second is more severe here: Indeed
splitting Pˆ(τ2) into a product of M short imaginary time evo-
lutions, one would again have that Wˆ almost commutes with
each of them with similar discrepancies. However whereas
previously the small discrepancies got multiplied from the
left and right by unitary matrices, now they’ll be multiplied
by imaginary time evolutions which may strongly affect the
norm of these operators. For instance, say that Wˆ has a matrix
element, proportional to η, between a ground state and an ex-
cited state at energy ∆. Its imaginary-time conjugated version,
Pˆ(τ2)WˆPˆ(τ2), would have such a matrix element proportional
to ηeτ2∆ ∝ e−L+τ2∆. To keep such matrix elements under con-
trol, it is sufficient to take τ2 to scale as τ1.12 =
L
2∆ . As a conse-
quence Pˆ(τ2) would now project on the ground-state subspace,
with some exponentially small corrections which can be made
to effectively vanish given our freedom in choosing L.
B. Chiral and non-abelian models
In order to go beyond the non-chiral and abelian mod-
els considered above, we rely on the following conjecture
in Ref. [33] for the universal wave-function overlap. If we
define Tˆg and Sˆ g as the operators that implement the maps
t : (x, y) → (x, y − x) and s : (x, y) → (y,−x) in the computa-
tional basis, respectively, then
〈a|Tˆg|b〉 = e−αT L2+O(1/L2)Tab,
〈a|Sˆ g|b〉 = e−αS L2+O(1/L2)S ab,
(16)
where |a〉 are the canonical basis states (i.e. MES [31]), and
Tab = e−2piic−/24θaδab and S ab = D−1 ∑c Ncab θcθaθb dc. Here c−
is the chiral central charge, which is an additional topological
invariant assumed to vanish in previous sections. Comparing
with our procedure for implementing the modular transforma-
tions, omitting our Uˆ leads an exponential suppression factor
determined by non-universal parameters αT and αS . This sup-
pression is due to the microscopic lattice distortions induced
by the direct geometric transformations. If Tg(S g) happens to
be a symmetry of Hˆ, then αT = 0 (αS = 0). The conjecture
in Eq. (16) has been verified numerically and analytically in a
large number of examples in Refs. [33, 34, 58–60].
If we assume that our Hamiltonian is stoquastic (possibly
after a local unitary transformation) and has non-negative er-
godic basis states, then since Tˆg and Sˆ g are non-negative per-
mutations in the computational basis, we can immediately see
that we have
〈α|Tˆg|β〉 ≥ 0, 〈α|Sˆ g|β〉 ≥ 0. (17)
We argue that this implies that Tαβ ≥ 0 and S αβ ≥ 0. Let us
focus on Tαβ. If Tαβ = 0 then there is nothing to show. For
Tαβ , 0, we can normalise Eq. (16) to get
1 =
〈α|Tˆg|β〉
|〈α|Tˆg|β〉|
= e−iIm(αT )L
2+O(L−2) Tαβ
|Tαβ| . (18)
Since the factor Tαβ/|Tαβ| is independent of L, Eq. (18) implies
that Im(αT ) = 0 (mod 2pi) and therefore that Tαβ > 0. The
same arguments show that S αβ ≥ 0.
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Therefore we can generalise our results from the previous
sections. Since Tαβ and S αβ are unitary matrices and non-
negative they are necessarily permutation matrices, and so we
have the condition on their spectra. In particular, the modular
matrix Tαβ is a non-negative permutation matrix in the ergodic
basis and so its eigenvalues e−2piic−/24θa form complete sets of
roots of unity. Since 1 must be contained within these sets, we
have the simpler criterion that the Hamiltonian being stoquas-
tic implies there exists θa such that θa = e2piic−/24. This is con-
sistent with the results in Refs. [16, 42]. The equations (16)
also apply for non-abelian theories, and so by using these con-
jectures we obtain the same results for non-abelian and chiral
models. Namely, that the T matrix has eigenvalues that form
complete sets of roots unity and that the S and T matrix can
simultaneously be made non-negative.
As an example consider a theory of Ising anyons which has
topological spins θa ∈ {1,−1, e2piiC1/16}, where C1 is an odd in-
teger [49]. This model is both non-abelian and chiral. Regard-
less of the value of the chiral central charge, we can easily see
that e−2piic−/24θa don’t form complete sets of roots of unity. For
all odd values of C1 a Hamiltonian realising this anyon theory
should have an intrinsic sign problem. Additionally, we have
found numerically that the first one thousand SU(2)k TQFTs,
as well as the bosonic Laughlin theories with ν = 1/Q for
Q ∈ 2N up to 1000, all have intrinsic sign problems by these
criteria.
VIII. DISCUSSION
In this paper we have shown that a stoquastic (sign prob-
lem free) Hamiltonian is only compatible with certain TQFTs
at low energy. Specifically, the topological spins must form
complete sets of roots unity. We also showed a more restric-
tive condition that the S and T matrices of the TQFT must be
such that they can be made simultaneously non-negative by a
unitary transformation. This allows us to easily diagnose in-
trinsic sign problems by noting that if the parent Hamiltonian
fails these criteria then it has an intrinsic sign problem that
can’t be removed by local unitary transformations. Similar to
the fermion sign-problem, this has the appealing interpreta-
tion that the intrinsic sign problem is intimately linked to the
statistics of the excitations in the theory.
While we have proven these statements for abelian non-
chiral TQFTs, to tackle the more general problem of chiral
non-abelian theories we had to rely on conjectured results.
We expect that our arguments can be extended, but there are
additional subtleties to be taken into account. Specifically,
these concern the binding of topological flux to lattice dislo-
cations. While for abelian theories we were able to simply
modify our procedure in a stoquastic manner to deal with this
possibility, this does not directly translate to non-abelian and
chiral theories. We therefore need additional arguments to ar-
rive at a non-negative procedure for implementing the modu-
lar transformations. Furthermore, in this paper we considered
bosonic Hamiltonians. We do, however, conjecture that the re-
sults we have obtained are general and also apply to fermionic
Hamiltonians—where being stoquastic is no longer the rele-
vant condition for being sign problem free, see Ref. [42].
In models with non-abelian excitations we additionally con-
jecture that all such topologically ordered phases have intrin-
sic sign problems. This conjecture is, however, supported by
the fact that TQFTs capable of topological computation such
as Ising anyons [61] and the double fibonnaci model [46] have
intrinsic sign problems by our criteria. Indeed, all non-abelian
theories that we have checked fail our criteria including those
in Kitaev’s 16-fold way [61], the list of modular tensor cate-
gories with rank ≤ 4 found in Ref. [62], and SU(2)k models
(which we have checked numerically for k up to 1000) [63].
It remains an open question whether non-abelian fusion rules
necessarily imply that the S and T matrices fail the criteria we
have presented.
That non-abelian models have intrinsic sign problems is
perhaps expected and reassuring since several are capable
of universal quantum computation, and it is generally as-
sumed that the complexity class BQP contains problems out-
side of P. However, we also note that some of the theories that
are not computationally universal are nonetheless numerically
hard. For instance, the double semion model, the Ising anyon
model, and SU(2)k for k = 1, 2, 4 all have intrinsic sign prob-
lems but are not computationally universal [29]. Such models
may therefore deserve further study from a complexity theory
perspective for use as computational resources.
While our results imply that intrinsic sign problems are
widespread amongst topologically ordered phases, there are
important physical systems that do not suffer from them. Most
notably, high-temperature superconductivity is believed to be
due to non-chiral d-wave pairing, which is not precluded by
our results and may be accessible using sign-free determinen-
tal Quantum Monte Carlo [64]. As another example, the spin
liquid ground state of the frustrated Kagome Heisenberg an-
tiferromagnet is currently believed to have Z2 topological or-
der [65, 66], which admits a sign-free QMC representation. A
wide class of symmetry protected topological phases also fall
outside of the phases considered in this paper, and are believed
to be sign-problem-free [43, 44].
The presence of an intrinsic sign problem also does not nec-
essarily discount practical solutions to relevant problems in
many-body physics. For instance, while some sign problems
may be impossible to remove fully, they can come in vary-
ing severity. That is, despite the sign problem, it may still be
possible to access large enough systems to extract the relevant
physics. Moreover, there are several recent works focussing
on easing the sign problem to bring a larger set of problems
within the reach of current technology [67, 68]. The appli-
cation of machine learning techniques has also found suc-
cess beyond QMC for systems with a fermionic sign prob-
lem [69, 70].
In this paper we have revealed fundamental obstructions
to numerical simulations and constraints on phases realised
by stoquastic Hamiltonians. We have introduced a new geo-
metric viewpoint and new analytical tools to precisely study
topological properties of microscopic Hamiltonians and pro-
cedures to manipulate them in a sign-free manner. We hope
that this work can not only provide deeper insights into com-
plexity classes and the difficulties of numerical simulations,
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but also inspire new approaches to study complex quantum
many-body systems.
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APPENDICES
Appendix A: Results from linear algebra
Here we present a few linear algebra results that are used
in the main text. In particular we use a particular form of the
Frobenius-Perron theorem as well properties of permutation
matrices.
1. Frobenius-Perron
We wish to show that if we have a non-negative Hamilto-
nian H with a degenerate ground state sub-space (here mean-
ing the eigenspace with largest eigenvalue), then there exists
a basis for this sub-space that is strictly non-negative. We call
this basis the ergodic basis. This follows from the Frobenius-
Perron theorem, which we will present for completeness.
First, a matrix A is irreducible if it cannot be conjugated
into upper triangular form by a permutation PAP−1. For ex-
ample σx is irreducible. Any reducible square matrix A can
be reduced to upper triangular form by a permutation P, i.e.,
PAP−1 =

A1 ∗ ∗ · · ·
0 A2 ∗
0 0 A3
...
. . .
 (A1)
where each Ai is irreducible.
Frobenius-Perron Theorem for non-negative matrices:
Let A be a non-negative irreducible matrix with spectral radius
ρ(A) = r, then:
• r is a positive eigenvalue of A, and is simple and unique.
• the eigenvector corresponding to λ = r is positive.
Corollary: Let H be a non-negative Hermitian matrix with N
degenerate ground states (largest eigenvalues), then
• there exists a non-negative basis {|ψ1〉, . . . , |ψN〉} for the
ground state manifold
• these non-negative ground states correspond to distinct
ergodic sectors, i.e. 〈ψi|k〉〈k|ψ j〉, for each i, j and for
each |k〉 in the computational basis.
Proof: H is reducible since if it were irreducible the ground
state would be unique. Hence, there exists a permutation P
such that
PHP−1 =

H1 0 0 · · ·
0 H2 0
0 0
. . .
... HM
 (A2)
where N ≤ M and Hi are non-negative and irreducible. Note
that only the diagonal blocks are non-zero since PHP−1 is
Hermitian. Note also that Hi are also Hermitian and thus have
a unique largest magnitude eigenvalue that is positive. Each
block Hi has a unique positive ground state |ψi〉. Only N of
these will correspond to the largest eigenvalue of Hˆ, other-
wise the ground state degeneracy would be greater than N.
Therefore there are N non-negative ground states P|ψi〉 for the
Hamiltonian H. These states necessarily have distinct support
with respect to the computational basis since the basis vectors
are non-negative and orthogonal.
2. Permutation matrices
In our proof we use the following properties of permutation
matrices in order to show that the eigenvalues of the modular
matrices form complete sets of roots of unity.
Theorem: Every permutation of a finite set can be written
as a product of disjoint cycles.
Proof: Let pi be the permutation on the finite set A =
{1, 2, . . . ,N}. Pick any element a1 ∈ A. Generate the ele-
ments am = pim−1(a), i.e. a2 = pi(a1), a3 = pi(a2), etc. Then
since A is finite the set {a1, . . . aM} must be finite with M ≤ N
and piM(a1) = a1 and so (a1a2 · · · aM) is a cycle. If we have not
exhausted the elements of A then we can pick a new element
b1 ∈ A that is not in {a1, . . . aM}. Now pi j(b1) < {a1, . . . aM}
for any j, since if it were there would exit a j such that
pi j(b1) = a1, contradicting that b1 < {a1, . . . aM}. We therefore
generate a disjoint cycle from b1, i.e. (b1, · · · bK). Since A is
finite we can repeat this procedure until we have exhausted all
elements in A.
Theorem: The eigenvalues of the matrix representation of
a cycle are a complete set of roots of unity.
Proof: Let P be the matrix representing the cyclic permu-
tation pi with order n. We have that Pn = 1 and so the matrix
has the characteristic polynomial λn = 1. Therefore P has
eigenvalues {e2pii kn }n−1k=0 .
Corollary: Every permutation matrix has eigenvalues that
form complete sets of roots of unity.
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Proof: Since every permutation on a finite set can be de-
composed into a product of disjoint cycles, the matrix P can
be brought into block diagonal form by a permutation matrix
where each block Pi corresponds to a cyclic permutation. Let
m be the number of cycles. Each block therefore has eigenval-
ues of the form {e2pii kn j }n j−1k=0 and so the matrix P has eigenvalues
{e2pii kn1 }n1−1k=0 ∪ {e2pii
k
n2 }n2−1k=0 ∪ · · · ∪ {e2pii
k
nm }nm−1k=0 . (A3)
Theorem: A non-negative unitary matrix is a permutation
matrix.
Proof: Let U be the unitary matrix. Then consider the first
non-zero element in the mth column occurring in row jm. Then
since all of the columns are non-negative, for this column to
be orthogonal to all other columns we must have U jm,i = 0 for
i , m. That is, each row and each column has exactly one non-
zero element. Since the matrix is non-negative and unitary
this non-zero value is equal to 1. The matrix is therefore a
permutation matrix.
Appendix B: TQFT Basics
Here we give a very brief review of the basics of TQFT
relevant for our work. It will be far from comprehensive and
we point the reader to Refs. [22, 50, 54, 61, 63, 71] for more
complete discussions. We include this discussion here so that
we can more formally state some of the properties used in the
main text. We follow most closely the discussion in Ref. [50].
Let us consider a 2-dimensional orientable surface Σ, then
a (2+1)-dimensional TQFT assigns a Hilbert spaceHΣ to this
surface that depends only on the topology of the surface, i.e.,
HΣ does not change with continuous deformations of Σ. This
Hilbert space corresponds to the ground state manifold of our
Hamiltonian of interest, but here we do not refer to any Hamil-
tonian, either on a lattice or in the continuum. A TQFT also
assigns a linear map to cobordisms, but we will not explic-
itly need to refer to cobordisms in our discussion [20, 22]. A
TQFT is then defined by a set of data that tell us how to label
these states in terms of anyon types and the allowed fusion,
as well as how these states transform under the mapping class
group of the surface. Under the assumption of non-degenerate
braiding, this data defines a unitary modular tensor category
(UMTC). These anyon labels also correspond to the elemen-
tary excitations of the model.
We proceed by splitting our discussion into three parts: (1)
introducing the anyon types, the Verlinde algebra and the Wil-
son loop operators; (2) labelling states with the DAP ("pants")
decomposition; (3) modular transformations, and the mapping
class group.
1. Anyons, the Verlinde Algebra, and Wilson Operators
The starting point is a set of anyon types A = {1, a, b, . . .}.
This set contains a unique identity, or vacuum labelled 1, and
for each a there is a unique antianyon a¯ (it is allowed to have
a¯ = a). We then define the fusion rules for the anyons
a × b =
∑
c
Ncabc, (B1)
with c ∈ A, where Ncab are non-negative integers called the
fusion multiplicities. We restrict to the case Ncab ∈ {0, 1}.
This defines a fusion category if the fusion is commutative
(a × b = b × a), associative ((a × b) × c) = a × (b × c)), fusion
with identity is trivial (a× 1 = a), and that a¯ is the unique ele-
ment that fuses with a to give the identity as one of its fusion
channels (a × a¯ = 1 + · · · ). The fusion is abelian if there is
a unique fusion channel for each pair of anyons and is non-
abelian otherwise. The fusion multiplicities also define a Ver-
linde algebra, spanned by elements {wa}a∈A such that w†a = wa¯
and the multiplication has the same form as in Eq. (B1).
The next ingredient in the definition of a TQFT is the S-
matrix. We restrict to the case where the S -matrix is unitary
(corresponding to non-degenerate braiding) and its matrix el-
ements satisfy S ab = S ba = S ∗a¯b. The elements of the S-matrix
form a representation of the Verlinde algebra and simultane-
ously diagonlise the matrices with elements [Na]bc = Ncab. The
fusion multiplicities and the S-matrix are related by the Ver-
linde relation
Ncab =
∑
x
S axS bxS ∗cx
S 1x
. (B2)
The S-matrix also contains the quantum dimension for the
anyons: S 1a = da/D, where d1 = 1, da ≥ 1 and D2 = ∑a d2a .
For abelian theories we have that da = 1 for all a ∈ A.
To define the vector space on a surface we introduce the
Wilson loop operators for each anyon type. For each directed
closed curve C on the surface we have a set of Wilson loop
operators {Wˆa(C)}a∈A that form a faithful representation of the
Verlinde algebra, i.e.,
Wˆa(C)Wˆb(C) =
∑
c
NcabWˆc(C), (B3)
with Wˆa(C)† = Wˆa¯(C) = Wˆa(C−1). These operators preserve
the Hilbert spaceHΣ, in other words, they preserve the ground
state manifold of the parent Hamiltonian. These operators
have path-invariance when acting on the ground state mani-
fold, that is, let C and C′ be two curves that can be continu-
ously deformed into each other, then Wˆa(C)|φ〉 = Wˆa(C′)|φ〉
for all |φ〉 ∈ HΣ. Also, for any closed loop that is topolog-
ically trivial (can be continuously contracted) we have that
Wˆa(Ctrivial)|φ〉 = da|φ〉 for all |φ〉 ∈ HΣ. In the main text, these
properties of the Wilson loop operators are taken as the defin-
ing properties for a lattice Hamiltonian to have a low energy
TQFT description.
Next we introduce the Kirby loop projectors along each
curve C,
Ωˆa(C) = S 1a
∑
b
S a¯bWˆb(C). (B4)
The set {Ωˆa(C)}a∈A is the unique complete set of orthogonal
idempotents that span the Verlinde algebra (up to permuta-
tions) [50]. These operators have the interpretation of project-
ing on states with topological flux a threading the curve C.
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FIG. 5. (a) Different elements of the DAP decomposition. Any 2D surface can be decomposed into discs, annuli, and "pants". The labelling
along the bounding curves is fusion consistent if it satisfies the constraints in the main text, which are equivalent to considering anyons
threading these loops and satisfying the fusion rules of the underlying TQFT. (b) Example DAP-decomposition for the torus. (c) Example
DAP-decomposition for the twice-punctured torus. The punctures bind topological fluxes of type a × b¯ and b × a¯ for an abelian theory.
For any contractible loop C we have that Ωˆa(C)|φ〉 = δ1,a|φ〉
for all |φ〉 ∈ HΣ, and so the ground state manifold is such that
any region homeomorphic to a disc is flux free.
2. DAP-decomposition
Equipped with the Wilson loop operators and the Kirby pro-
jectors, we are now in a position to label the states in the
Hilbert spaceHΣ and to define a canonical basis. To do so, we
introduce the DAP-decomposition ("pants"-decomposition) of
the surface. This consisits of a minimal set of non-intersecting
closed curves C = {C j} that cut the surface into subsurfaces
homeomorphic to discs, annuli, and pants (three-punctured
spheres), see Fig. 5(a).
For a given decomposition we can define a canonical ba-
sis, with states labelled by |a, b, c, · · · 〉, where the anyon labels
a, b, c, . . . ∈ A are associated to the curves C1,C2,C3, . . . ∈ C,
respectively. These states are such that they are eigenstates
of the Kirby loop operators of a given type along each curve,
e.g., Ωˆx(C2)|a, b, c, · · · 〉 = δb,x|a, b, c, · · · 〉, and we can write
the labelling for a given curve as l(Ci), e.g., l(C2) = b. How-
ever, we cannot freely assign any label to each curve in C: the
labelling, and so the basis states, must be fusion consistent.
A labelling is fusion consistent, if: (a) any disc has trivial la-
belling, (b) for an annulus between C1 and C2 orietented such
that the annulus is to the left of the curves, then l(C1) = l(C2),
(c) for a pair of pants between C1,C2,C3, the labelling is con-
sistent if
N l(C3)l(C1)l(C2) , 0. (B5)
This labelling of a curve l(C) can equivalently be viewed as an
anyon of type l threading the curve C. We can keep track of
the labelling by drawing world lines on the surface that obey
the anyon fusion, see Fig. 5. A given fusion diagram on the
surface corresponds to an element of the vector spaceHΣ. The
dimension of the Hilbert space HΣ (ground state degeneracy)
for the torus is then given by the number of anyon types, for
the three-punctured sphere it is
∑
a,b,c Ncab, and similarly for
other surfaces.
Now that we have a basis for our vector space we need to
be able to relate different DAP-decompositions. This is done
with the S -matrix and F-moves. The S -matrix relates two in-
equivalent DAP-decompositions for the torus, see Fig. 7(a).
We can equally well choose to label states along the meridian
of the torus with DAP-decomposition Cm or along the longi-
tude Cl. The corresponding basis states are related by
|a〉l =
∑
b
S ab|b〉m, (B6)
or equivalently, 〈a|l|b〉m = S ab. We can also choose two dif-
ferent decompositions for the four-punctured sphere, as shown
in Fig. 6. These are related by the so-called F-moves, which
are the matrix elements [Fabcd ]e f . These matrices are unitary
and define the associativity for the direct product of the vector
spaces of pants diagrams (gluing two pants diagrams to make
a four punctured sphere). These F-moves are part of the data
of the TQFT and must satisfy the pentagon equation, which is
the consistency equation for the associativity of fusion.
a c
d
e
b a cb
d
f
FIG. 6. The F-moves relate two different labellings of the four-
punctured sphere, corresponding to the DAP-decompositions C and
C′. The F-moves define associativity of fusion on the level of the
ground state Hilbert space.
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FIG. 7. Modular transformations that take a surface back to itself. (a)
The S -matrix, which swaps the meridian and longitude of the torus.
(b) The Dehn twist corresponding to cutting the torus, performing a
full twist and gluing it back together again. (c) The R-matrix cor-
responding to swapping two of the punctures in the three-punctured
sphere.
At this point we can show that the property for moving Wil-
son loops across flux free regions follows from the fusion con-
sistent labelling of the states in the TQFT. In particular, con-
sider a pair-of-pants with one of the punctures with a trivial
labelling (Ωˆ1(C1)|φ〉 = |φ〉 for C1 surrounding the puncture).
The labelling either side of the puncture (C2,C3) must then
be the same. This in turn means that the action of the Wil-
son loop operators along C1 and C2 must be the same, i.e.,
Wˆb(C2)|1, a, a〉 = Wˆb(C3)|1, a, a〉 for all a, b ∈ A.
3. Modular Transformations and the Mapping Class Group
Now that we have defined how vector spaces are assigned
to surfaces, the remaining ingredients in the definition of a
TQFT determine how these states transform if we perform
deformations to the surface that bring it back to its original
configuration. For the torus these are the modular transforma-
tions and for more general surfaces Σ, these are the elements
of the mapping class group MPGΣ for that surface.
For the torus T 2, the mapping class group is the group of
modular transformations, i.e., MPGT 2  S L(2,Z). This group
is generated by two-elements s and t. The first corresponds
to the S -matrix and swaps the meridian and longitude of the
torus, which we met earlier. The second corresponds to the T -
matrix and performs a Dehn twist on the torus. The Dehn twist
is performed by cutting the torus along a curve (let’s say the
meridian) and twisting by one full rotation then gluing back
together, arriving back at the torus. Let us consider labelling
of the states on the torus with respect to the meridian (along
another curve), then the states before and after will have the
same labelling, see Fig. 7(b). However, there is freedom that
this process could have introduced a state dependent phase,
i.e. Tˆ |a〉m = e−2piic−/24θa|a〉m. The phase θa = e2piiha is known
as the topological spin (and ha the conformal scaling dimen-
sion) and c− is chiral central charge. The chiral central charge
is related to the topological spins via e2piic−/8 = D−1 ∑a d2aθa,
which specifies the c− mod 8 [72]. The T -matrix is the diag-
onal matrix Tab = e−2piic−/24θaδab, and is part of the definition
of the TQFT. The MPG for the torus is generated by these
two elements. It is also believed that the S and T matrix fully
specify a TQFT. As we have defined them, the S and T ma-
trix generate a projective representation of the modular group
and satisfy (ST )3 = C, and S 2 = C, where C is the conju-
gation operator corresponding to flipping both spatial direc-
tions. It is also common to define the T -matrix without the
chiral central charge, i.e., Tab = θaδab, which has the result
that (ST )3 = e2piic−/8C. For the majority of the main text we
consider non-chiral theories where c− = 0 mod 24, but con-
sider chiral theories in Sec. VII B.
As well as the torus, the mapping class group for the pair-
of-pants surface Σ is an important ingredient of the TQFT.
The labelling of states on this surface are shown in Fig. 7(c).
Here we can also move one of the punctures and swap it with
one of the others. In this way we return to the same surface
but the labelling has changed. This operation corresponds to
braiding as specified by the elements Rbca . More precisely, if
we denote the operation, Rˆ2,3 as the one that swaps curves
C2 and C3, then we have Rˆ2,3|a, b, c〉 = Rbca |a, c, b〉. These R-
moves must be consistent with the associativity of fusion and
satisfy the hexagon equations. For more general surfaces with
higher genus and more punctures, the mapping class group
can be generated by the S-matrix, Dehn-twists, and braids.
A useful operation in this context is the braid operator Bˆ =
Fˆ−1RˆFˆ, which braids a pair of punctures on an M-punctured
surface, see Ref. [50] for more details.
It is important to note that here we simply list the data that
defines a TQFT, namely given by the anyon types A, the fu-
sion multiplicities Ncab, the S , T matrices and the F and R
moves. This data is, however, not all independent. We saw an
example of this in Eq. (B2) which says that the fusion mul-
tiplicities can be derived from the S -matrix. Please see e.g.,
Refs. [22, 63, 71, 72] for more details of how these data are
related and what conditions must be satisfied for them to be
consistent and define a TQFT.
Appendix C: Generating Canonical Basis States
As well as the implicit definition of the basis states as eigen-
states of the different Kirby projectors, it will be useful to have
a more constructive definition of these basis states. This will
be used to show properties of our construction for the trans-
formation Uˆ, which we do for abelian models in the main
text. For this we use a property of the Wilson loop opera-
tors that holds for abelian TQFTS, namely that for two non-
contractible loops, C and C′ that cross exactly once we have
that
Wˆa(C)Wˆb(C′)|φ〉 = DS abWˆb(C′)Wˆa(C)|φ〉, (C1)
for all |φ〉 ∈ HΣ. With this we can show that the vertical
(meridian) canonical basis states on the torus can be generated
as follows
|a〉m = Wˆha |1〉m, (C2)
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where Wˆha is any horizontal Wilson loop and W
v
a |1〉m = |1〉m
for all a ∈ A. This matches the canonical DAP labelling since
Ωˆva|b〉m =
1
D
∑
c
S ∗acWˆ
v
cWˆ
h
b |1〉m
=
∑
c
S ∗acS cbWˆ
h
bWˆ
v
c |1〉m
=
∑
c
S ∗acS cbWˆ
h
b |1〉m
= δab|b〉m,
(C3)
and so these states are eigenstates of the Kirby projector with
the corresponding label and annihilated by all other Kirby pro-
jectors.
Note that the above also applies to the case with punctures
considered in Fig. 4. This procedure generates orthogonal
states in this case as well since it relies only on the property in
Eq. (C1), which still holds away from the punctures. Given a
trivial state |1〉, these states form an orthonormal basis. How-
ever, we need the additional arguments or modified procedure
presented in the main text to argue that the relative phases of
the states generated using curves C1 and C2 are the same. In
general this need not be the case and there can be a state de-
pendent phase between those generated using C1 versus C2.
However, if the region between these two curves has trivial
topological flux, then the Wilson loop operators along C1 and
C2 must have the same action up to some global phase.
Appendix D: Proof: ZN string-net sign-problems
Here we prove that all ZN string-net models, except gener-
alized toric code models, have intrinsic sign problems. For
abelian string-nets built on ZN (N ≥ 2) we have N dis-
tinct theories labelled by p = 0, . . . ,N − 1, and we refer
to the corresponding string-net model as ZpN . These models
have N2 anyon excitations labelled by the pairs (s,m) with
s,m = 0, . . . ,N − 1. As shown in Ref. [47], the topological
spins in the T -matrix have the form
θ(s,m) = exp
{
i2pi
(
ps2
N2
+
ms
N
)}
. (D1)
For examples, for Z2 there are two theories, Z02 and Z
1
2, which
are the toric code and double semion model, respectively. The
first has topological spins θ = 1, 1, 1,−1 and the second θ =
1, i,−i, 1.
We will now prove that for all N and p , 0, ZpN has an
intrinsic sign problem by showing that the topological spins
do not form complete sets of roots of unity. Note that for
p = 0 the model is trivially stoquastic in the standard qudit
basis and does not have a sign problem and corresponds to a
ZN generalization of the toric code. Correspondingly we have
that θ(s,m) = ei
2pi
N ms, which do form complete sets of roots of
unity. We split the remaining values of p into those for which
p and N are coprime and those that are not.
We start with the case where p and N are coprime, i.e., the
greatest common divisor GCD(N, p) = 1. We first note that
when s = 0 we have θ(0,m) = 1 for all m, i.e. N topological
spins are +1. We also note that θ(s=1,m=0) = e
i 2pi
N2
p. However,
since p and N are coprime we have to take the N2 power to get
back to unity, i.e., θn(1,0) , 1 for all n < N
2. This means one of
the sets of roots of unity would have to contain N2 elements,
but this is a contradiction since there are only N2 topological
spins and we already know N of them are equal to 1.
For the case when p and N are not coprime let us define
N˜ = GCD(p,N) > 1 and p = αN˜, N = βN˜. In this case we
have θ(1,0) = e
i 2pi
N2
p
= ei
2pi
N
α
β and that θβ(1,0) = e
i2pi αN . Now since
α and N are coprime we must have that θ(s,m) = ei
2pi
N for some
values of s and m. We will now show that this is not the case.
Looking again at the general form we can write it as
θ(s,m) = exp
{
i
2pi
N
(
αs2
β
+ ms
)}
= exp
{
i
2pi
N
fp(s,m)
}
, (D2)
so we now need to find s and m such that fp(s,m) = 1 mod N.
For fp(s,m) to be an integer we first need that s = kβ for some
k = 0, . . . , N˜ − 1. Then we can write the integer values as
fp(s,m) = βk(k + m) (D3)
However, both fp(s,m) and N are divisible by β for all values
of k and m. Therefore, there are no such values of s and m and
we have an incomplete set of roots of unity. In conclusion,
all ZpN string-net models with p , 0 have an intrinsic sign
problem.
Appendix E: Topological flux bound to lattice dislocations
In Sec. V we considered the possibility that the lattice dislo-
cations we introduce could bind a topological flux. In the main
text we were able to account for the case where a dislocation
binds a unique topological flux by a simple modification of
the procedure, as illustrated in Fig. 4. In this section we also
account for the possibility that the dislocation doesn’t bind a
unique flux but a superposition of fluxes, and show that this
case can be removed by a local stoquastic perturbation. We
allow the freedom for such a local stoquastic perturbation in
our procedure for Uˆ in the main text, see Sec. V A.
Let us consider the possibility that a defect binds a super-
position of two anyon types and for simplicity stay in the case
where the Wilson operators have finite width support and are
exactly commuting. In this case the ground state in the pres-
ence of a defect and an anti-defect looks like |ψ〉 = α|a〉+β|b〉,
where |a〉 corresponds to a state with a unique topological flux
of type a bound to one of the dislocations. The state |a〉 is
such that for a curve C enclosing this dislocation but not the
other, we have Ωˆc(C)|a〉 = δac|a〉, and similarly for |b〉. Since
the Wilson loops along C commute with the Hamiltonian, so
does the Kirby loop operator, meaning that there is no matrix
element in the Hamiltonian between |a〉 and |b〉. Therefore,
these two states are separately ground states of the Hamilto-
nian and are exactly degenerate. However, these two states
can be differentiated by a local operator, namely, the Kirby
projectors on the curve C surrounding the dislocation. We can
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therefore apply a local perturbation near the defects to lift the
degeneracy and chose a single anyon type.
The remaining loose end to tie is whether this degeneracy
cannot be lifted by any stoquastic perturbation. Let us as-
sume that no local stoquastic operator lifts this degeneracy.
We have, however, that the Kirby loops operator (Ωa(C)), as-
sociated with one of the fluxes allowed in the degeneracy (say
|a〉, without loss of generality), can lift this degeneracy (by
adding it with a minus sign to the Hamiltonian). We argue
that this implies that only a purely imaginary operator can lift
the degeneracy. Let us split this Kirby operator into a sum of
three operators: A stoquastic part Os which includes all the
diagonal entries and all the negative off diagonal ones, a part
Oas including all the positive off diagonal entries, and a part
Oi including all the imaginary entries. Since we assumed that
no stoquastic operator can split the degeneracy Os can be re-
moved from Ω(a) without affecting the splitting—indeed all
its eigenvalues must be equal in this degenerate subspace and
hence it must act at the identity. Similarly since −Oas is sto-
quastic, Oas can be removed as well. This leaves the task of
splitting the degeneracy solely on Oi, the imaginary part of
that Kirby operator on the computational basis.
This remaining scenario can be seen a form of spontaneous
breaking of complex conjugation symmetry in statistical me-
chanics: A situation where the obvious/trivial complex con-
jugation symmetry of statistical mechanics becomes sponta-
neously broken such that an infinitesimal complex conjuga-
tion breaking perturbation (as Oi above) picks up a unique
ground state which strongly breaks complex conjugation sym-
metry while all other complex conjugation symmetry respect-
ing perturbation leave this degeneracy intact. Focusing on
doubly degenerate states, it was shown in Ref. [16] that such a
scenario is impossible. In a nut shell, they considered the off-
diagonal expectation of Oi on the ergodic basis implied by the
degeneracy. It was shown that the off-diagonal element of the
operator |Oi| (defined as the element-wise absolute value of
Oi) bounds the former whereas, on the other hand, it must be
zero other wise −|Oi|, a stoquastic operator, can lift the degen-
eracy. We leave extensions to 3-fold or higher degeneracies to
future work.
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