Abstract-This paper addresses a specific typology of landcover classification problems, hereinafter referred to as "targeted land-cover classification," where the objective is the identification of only one or few specific "targeted" land-cover classes of interest, disregarding all the other potential classes present in the area under analysis. Such a challenging problem, which is common to a variety of operational information services and applications (e.g., agriculture, forestry, spatial planning, ecosystem monitoring, disaster management, habitat mapping, etc.), can be effectively solved by traditional supervised classification techniques provided that an exhaustive ground truth is available for all the land-cover classes present in the region of interest. Such a requirement is seldom satisfied and presents several practical drawbacks and limitations, both in terms of time and economic cost that may render this task difficult to achieve in most real-life cases. However, the possibility to perform an effective targeted classification using only ground-truth samples for the class(es) of interest (hence avoiding the burden and cost associated with the collection of a full and exhaustive ground-truth information) would represent a significant advantage. In this paper, we present a novel technique capable of identifying specific land-cover classes of interest by exploiting the ground truth only available for these targeted classes, while providing accuracies comparable to those of traditional fully supervised methods. The proposed technique jointly exploits both the unlabeled samples of the image under investigation and the training samples only available for the targeted classes. In particular, the expectation-maximization algorithm and Markov random fields are employed to estimate the probability density function of both the class(es) of interest and the unknown class representing the merger of all the unknown land-cover classes characterizing the study area for which no ground-truth information is available. An extensive experimental analysis and cross-comparisons with both fully supervised support vector machines and ensembles of multiple one-class support-vector-data-description classifiers on different data sets confirmed the effectiveness and the reliability of the proposed technique.
I. INTRODUCTION
L AND-cover classification, aiming at mapping the different land-cover typologies characterizing a certain geographic area at a given time, represents one of the main application areas of satellite Earth observation technology. To solve classification problems, supervised techniques generally constitute the most accurate methodological solution [1] - [9] ; however, their applicability strongly depends on the availability of an exhaustive ground truth including samples from all the land-cover classes present in the region of interest. Such a requirement is seldom satisfied in most real-life cases (particularly when the area under investigation is remote, inaccessible, or unknown to the operator). This presents several practical drawbacks and limitations, both in terms of time and economic cost. However, in many application domains, the interest of the end users is usually limited only to one or few land-cover typologies (i.e., the only ones relevant for the specific application or information service under consideration). Examples of this type of applications include agriculture (with important economic implications in case of crops associated with government subsidies), forestry, urban planning, ecosystem monitoring, disaster management, and habitat inventorying, among others.
Providing a methodological response to the aforementioned operational need would require the development of dedicated and efficient classification techniques. In particular, these should be capable of identifying and mapping the classes of interest for which ground-truth samples are exclusively available while providing at the same time accuracies comparable to those of fully supervised classifiers. This would represent a significant practical advantage that may reduce the burden and cost associated with the collection of full and exhaustive groundtruth information while offering high operational performances to users.
In this context, this paper addresses this important and challenging typology of land-cover classification problems referred to hereby as "targeted land-cover classification" (TLCC). In particular, the main features of TLCC can be outlined as follows. The above practical constraint is common to many operational cases where gathering a complete ground truth for the area under analysis is difficult, costly, or not even feasible (e.g., inaccessible areas). Nevertheless, the collection of labeled samples for just one or few specific classes of interest certainly 0196-2892 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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represents a simpler and cheaper task and, in many applications, can be even accomplished by a trained operator via photointerpretation. The operational requirement above (i.e., obtaining accuracies comparable to those of fully supervised classifiers) renders the targeted classification problem a major methodological challenge. Traditional fully supervised techniques relaying on training samples for all the classes in the study area exploit this knowledge (e.g., in terms of interclass distances, measurements of interclass similarities, probability density functions (pdfs), etc.) to implement decision strategies that may minimize the misclassification error. In the targeted classification problem, the lack of a complete ground truth avoids the direct characterization of unknown classes in the feature space. This hinders the applicability of effective decision strategies that may allow not only a reliable discrimination among different targeted classes but also an accurate classification of pixels as unknown when appropriate.
In this context, the proposed TLCC technique aims at overcoming this problem by also allowing the characterization of the unknown classes in the feature space and, hence, an accurate discrimination among targeted and unknown classes. In particular, the presented method (formulated in terms of a compound decision problem [10] ) first takes into account all the samples (both labeled and unlabeled) for approximating the pdf of the investigated image as a mixture of suitable basis functions whose free parameters are determined by employing the expectation-maximization (EM) algorithm [11] . Then, estimated conditional densities are derived as mixtures of the same set of basis functions both for the class(es) of interest (by exploiting corresponding available labeled samples) as well as for the "unknown" class representing the merger of all the other land-cover classes in the study area for which no prior groundtruth information is given. This is accomplished by taking into account that the pdf of the entire image is itself a mixture of the conditional densities of both the class(es) of interest and the unknown class weighted by corresponding prior probabilities. Finally, pixels belonging to the land-cover classes of interest are identified by means of an iterative labeling strategy based on Markov random fields (MRFs) [12] - [15] which allows taking into account spatial correlation while properly improving the estimated conditional pdf of the unknown class. As we characterize the pdf of both the class(es) of interest and the unknown class, the user does not need to set any empirical threshold θ since the maximum a posteriori criterion is employed (i.e., a pixel is automatically associated with the class with the highest posterior probability).
The proposed TLCC technique is nonparametric 1 and therefore can be applied to any type of data (even derived from different sets of sensors and merged using a stacked vector approach [16] ), thus significantly increasing its applicability to several operational applications.
To assess the effectiveness of the proposed method, an extensive experimental analysis has been performed for several com-binations of different targeted land-cover classes on two data sets. The former is composed of Satellite Pour l'Observation de la Terre (satellite for observation of Earth) (SPOT-4) highresolution visible and infrared (HRVIR) and environmental satellite (Envisat) advanced synthetic aperture radar (ASAR) dual polarization images acquired on May 10 and 12, 2006, respectively, over an agricultural area north of Berlin (Germany). The latter is composed of a hyperspectral project for onboard autonomy (PROBA) Compact High-Resolution Imaging Spectrometer (CHRIS) image acquired on July 16, 2004 over a farming area close to Albacete (Castilla-La Mancha, Spain). Results obtained confirmed the effectiveness, the robustness, and the reliability of the presented method. In particular, the proposed TLCC technique outperformed the performances exhibited by ensembles of multiple SVDD classifiers; moreover, final accuracies are comparable to those obtained by fully supervised support vector machine (SVM) classifiers trained on the basis of a complete ground truth for all the land-cover classes present in the study area.
This paper is organized into six sections. Section II provides a review of the state of the art and relevant previous work. In Section III, the problem formulation and rationale of the proposed method are provided, whereas Section IV describes all the implementation details of the TLCC algorithm. In Section V, experimental results are reported. Finally, Section VI draws the conclusions of this paper.
II. PREVIOUS WORK
The TLCC problem cannot be solved by traditional supervised approaches given the lack of an exhaustive ground truth hindering their applicability. However, when a single specific class of interest is considered, then one-class classification approaches [17] , [18] may provide an effective solution to the problem. One-class classification (also referred to as outlier detection [19] , novelty detection [20] , or concept learning [21] ) has yet been largely applied in the context of document classification, texture segmentation, and ecological modeling and has recently started being employed also in the framework of remote sensing. Several one-class classifiers exist in the literature; however, all of them present two main common features: 1) a measure for the distance d(x) or the similarity s(x) (in some cases, a probability) of a sample x to the only land-cover class of interest ω int and 2) a threshold θ on d(x) or s(x). Techniques differ in the definition of d(x) or s(x) and the threshold θ with respect to the available labeled patterns, but the general rule consists in associating an unknown sample x to ω int if the distance is smaller than the threshold (i.e., d(x) < θ) or the similarity is greater than the threshold (i.e., s(x) > θ). All the one-class classifiers can be grouped in three main families, namely, density methods, reconstruction methods, and boundary methods.
Density methods aim at estimating the posterior probability of the class of interest p(ω int |x) solely on the basis of training data available for it; unknown samples are then assigned to ω int only if p(ω int |x) > θ [22] - [24] . In general, this type of approaches does not allow to obtain good classification accuracies as the data distribution assumed a priori (e.g., often Gaussian) can be overly rigid or inappropriate and also the selection of θ is mostly based on prior knowledge of the operator. Some improvements can be obtained by approximating p(ω int |x) as a mixture of Gaussians or through the Parzen density estimation [25] ; nevertheless, their effectiveness strongly depends on the number of labeled samples available for ω int . However, approaches based on machine learning have been also proposed in the literature, such as that introduced in [26] where posterior probabilities are estimated by means of a particular formulation of support vector regression with square loss [27] . A novel method in this framework has been recently presented in [28] , where the authors estimate the posterior probability p(ω int |x) with artificial neural networks also exploiting unlabeled data.
Reconstruction methods have been primarily formulated for modeling data rather than performing one-class classification; for this reason, they generally require an extensive prior knowledge about the investigated data set [29] , [30] . In particular, a priori information (e.g., about data distribution or clustering characteristics of data) is used for making assumptions on the generating process, and a model is selected and adapted to the available observations. An unknown sample is then considered an outlier and hence not belonging to the class of interest if it does not satisfy the assumptions about the distribution of the targeted class (i.e., the reconstruction error is used as a measure of the distance d(x) to ω int while the empirical threshold θ is determined on the basis of training data). The simplest reconstruction method is the k-means classifier where data belonging to different information classes are characterized by individual prototype cases and the distance of an unknown sample x to the class of interest ω int is defined as the squared distance (usually Euclidean) of x to the nearest prototype [25] . This principle is also common to self-organizing maps where, in addition, prototypes are constrained to form a low-dimensional manifold [31] . Reconstruction methods also include "diabolo" networks (also referred to as autoencoders), which are trained with the only labeled samples available for ω int where the distance between the input vector x and the reconstructed output vector expresses the likelihood that x is part of the class of interest [32] .
Boundary methods do not require extensive knowledge of the data but focus on the optimization of the boundary around the class of interest [33] - [36] . In particular, the hypothesis that an unknown pattern x belongs to ω int is accepted depending on its (weighted) distance to most representative samples in the training set. For instance, in the k-center method, a series of hyperspheres with equal radii is used for determining the boundary of the class of interest in the training space [33] , whereas with the nearest neighbor classifier, an unknown sample x is associated with ω int if the distance from x to the nearest training sample is lower than the distance from this training sample to its nearest training sample [10] . However, so far, in the framework of boundary methods, the support vector data description (SVDD) approach, which is based on the principles of SVMs, has proven to be the most effective [34] - [36] . In SVDD, the boundary is determined by a hypersphere whose center and radius are determined in the learning phase using the only labeled samples available for the class of interest. In particular, the aim is to find the hypersphere with minimum radius (which represents the threshold θ) enclosing all the training samples; nonetheless, in order to allow the possibility of outliers in the training set, a parameter tuning the volume of the hypersphere and the misclassification error is introduced. Unknown samples falling inside the boundary are then associated with the class of interest. Recently, a further extension has been proposed in [37] where the biased SVM (BSVM) algorithm is presented. In particular, aside from labeled samples available for ω int (i.e., positive samples), also unlabeled data are taken into consideration and regarded as weighted positive and weighted negative (i.e., not belonging to ω int ) data during BSVM learning. A drawback common to SVDD and BSVM is that their outcome is particularly sensitive to free parameters that are generally difficult to tune.
It is worth noting that the aforementioned one-class classifiers can also be used for addressing targeted classification problems where more than a single specific class of interest is considered at a time. However, this can be practically carried out only by employing an ensemble of multiple one-class classifiers (each trained on a specific class of interest) and then applying a winner-take-all rule on the outputs. Such a strategy is anyway suboptimal, as it requires the user to fix some heuristic rules to avoid potential conflicts when combining outputs from different classifiers (e.g., to finally associate a sample to the class with the highest estimated prior probability when manifold classifiers identify that sample as belonging to the corresponding class of interest). To effectively address the general case where more than a single class of interest needs to be classified at a time, in this paper, we introduce a novel TLCC. In particular, the TLCC technique is capable of exploiting the only labeled samples available for the targeted classes of interest while providing final discrimination accuracies comparable to those of fully supervised classifiers. The proposed approach is inspired by the ideas introduced by the authors in [38] and [39] . However, the practical and methodological problem considered in this paper is different to those addressed in previous works. On the one hand, with respect to [38] (where a change-detection methodology to address specific land-cover transitions of interest was proposed), here, we focus the attention on targeted multiclass classification, a conceptually different and challenging problem. On the other hand, with respect to [39] (which presents a one-class classifier based on radial-basis-function neural networks), here, we address for the first time the more complex and general problem where several targeted classes are taken into account at a time and describe the approach by means of a rigorous statistical formulation. Furthermore, this paper provides an exhaustive experimental analysis illustrating the advantages and limits of the proposed technique for different case studies and compares the results to those obtained with alternative methods.
III. PROPOSED TLCC TECHNIQUE: PROBLEM
FORMULATION AND RATIONALE
, be a generic I × J remotesensing image, where x ij represents the D-dimensional feature vector associated with the pixel at position (i, j) (even derived from different sets of sensors and merged using a stacked vector approach [16] ).
With Ω = {ω 1 , . . . , ω L } being the set of land-cover classes characterizing X , we denote as {ω int 1 , . . . , ω int S } ∈ Ω, S < L, the targeted classes of interest for which N 1 , . . . , N S labeled training patterns are available, respectively. Accordingly, ω unk = Ω − {ω int 1 , . . . , ω int S } represents the corresponding unknown class consisting of the merger of the remaining unknown classes for which no a priori information is available (including the number of such unknown classes).
Let C = {C ij } I,J i,j=1 denote a targeted-classification map for X , where C ij ∈ {ω int 1 , . . . , ω int S , ω unk } is the label associated with the pixel at position (i, j). In this context, our objective is to identify the mapC maximizing the posterior probability given the imageC
In accordance with the Bayes theorem, solving (1) is then equal to determining the map maximizing the likelihood L(X |C)
where p(X |C) represents the conditional pdf.
For modeling the prior P (C), according to the MRF theory 2 [12] - [15] , we assume that the label C ij associated with the pixel at position (i, j) depends on the labels associated with the pixels belonging to the spatial neighborhood N ij of (i, j), 3 i.e.,
where (g, h) represents the position of a generic pixel within N ij . Indeed, the higher the number of a given pixel's spatial neighbors belonging to a certain land-cover class, the higher the probability that the given pixel itself belongs to the same land-cover class. In such framework, the equivalence holds
where Z = Z(N ij ) is a normalizing constant 4 while U contex is a Gibbs energy function (accounting for the spatial context) of the form
2 MRF is a state-of-the-art approach aimed at modeling contextual relationships (i.e., dependences) between image pixels by conditional probabilities with respect to a neighborhood system. Neighbors of a given pixel consist of its spatially adjacent pixels, on which the conditional probabilities are conditioned. 3 As an example, a first-order neighborhood is defined as
(also known as partition function) depends on the neighborhood N ij and is defined as [40] 
where β > 0 is a free parameter weighting the context and δ is the Kronecker delta function defined as
The local Markov property of MRF [13] states that, given its neighborhood, a variable is independent of the rest. Accordingly, we can write
and the prior can be modeled as
The log-likelihood in (2) can then be rewritten as
where
However, since Z only depends on the selected type of neighborhood, the final objective becomes determining the mapC
which makes the formulation of our problem a special case of compound decision problem [10] taking into account the spatial context in the investigated scene. Solving (10) requires the estimation of both {p(x ij |ω ints )} S s=1 and p(x ij |ω unk ), ∀ x ij ∈ X . However, while, for the classes of interest, {ω ints } S s=1 labeled samples are given, no ground truth is available for the unknown class ω unk , thus making the latter task particularly complex. From the Bayes theory, we know that, for each pixel, the corresponding pdf p(x ij ) is given by
(11) Therefore, the pdf of ω unk can be determined as
. (12) In order to solve (10), the rationale of the proposed TLCC technique is then to retrieve a reliable estimate for p(x ij ), {p(x ij |ω ints )} S s=1 , and {P (ω ints )} S s=1 and to finally derive p(x ij |ω unk ) according to (12) .
The pdf p(x ij ) is estimated directly from X , according to the Parzen density estimation [10] . Indeed, we approximate p(
whose contribution is regulated by weights
In particular, as commonly done in the literature, we consider normalized isotropic Gaussian kernels, i.e.,
where μ k is the center and σ 2 k is the variance (which tunes the smoothness of the estimate).
Then, with p(x ij ) and {p(x ij |ω ints )} S s=1 being linearly related as stated in (11), we also model {p(x ij |ω ints )} S s=1 as mixtures of the same set of kernels Ĝ
are the weights regulating the contribution of each kernel for the sth class of interest and are obtained by employing the available labeled samples for the targeted land-cover classes. Finally, priors {P (ω ints )} S s=1
are initialized also accounting for available training samples by using suitable techniques (i.e., the significance testing approach [41] ), and a first approximation for p(x ij |ω unk ) is derived. Then, the estimates of {P (ω ints )} S s=1 and, accordingly, of p(x ij |ω unk ) are iteratively updated according to an MRF strategy.
IV. PROPOSED TLCC TECHNIQUE: ALGORITHM DESCRIPTION
The TLCC algorithm is structured in four different steps (the corresponding block scheme is reported in Fig. 1 andp(x ij |ω unk ) are iteratively updated through an MRF-based strategy, and the corresponding targeted-classification mapC is derived. Each step is described in detail in the following.
1) Estimation ofp(x ij
of Gaussian kernels G can be initialized by means of clustering techniques (for an updated and comprehensive overview, the reader is referred to [43] ) or alternative approaches such as the reduced Parzen estimation [44] as done in [46] . In this paper, we employed the k-means clustering [46] since it is a widely used, well-known, and simple technique, which also allows the operator to control the number of clusters (thus making it particularly suitable to our experimental purposes). The k-means aims at partitioning pixels of the image
and determining the following configuration where each sample is associated to the nearest cluster:
where w k represents the center of cluster W k .
In particular, we run the k-means S + 1 times: 1) once over the whole set of I × J pixels of X for identifying a first set of kernels suitable for initially characterizing the overall densityp(x ij ); 2) once over training samples only available for each of the S classes of interest T s = {x ij ∈ X |y ij = ω int s }, |T s | = N s , where y ij denotes the true label for the pixel at position (i, j), in order to identify a further subset of kernels ensuring (at least initially) the representativeness of ω int s (it is worth noting that this solely represents an initialization; indeed, the robustness of the EM algorithm employed in the following prevents an overfitting of final kernels on training samples). We then associate the centers and variances of all K = K · (S + 1) resulting clusters with initial centers
of all the kernels, as well as weights
, we run the EM algorithm over all the pixels of X . EM allows determining the maximum likelihood (ML) estimator of the parameters characterizing a certain distribution in the presence of incomplete observations [11] . In particular, our objective is to compute the ML estimate for the set of
At each iteration l, the estimated parameters [θ] (l) provide an increase in the log-likelihood until a local maximum is reached,
As stated in [11] , the updated estimates for the unknown parameters are given by
where D denotes the dimensionality of
. 5 Reasonably, we assume that convergence is reached when the relative increase in the loglikelihood is lower than a prefixed threshold ε.
Estimation of {p(x ij |ω ints )} S s=1 : In order to determine the conditional densityp(x ij |ω ints ) of the sth class of interest ω int s , according to (13) , we need to compute the set of weights A int s since the set of kernels G has been yet properly defined in Step 1. To this purpose, we run again the EM algorithm (fixing θ = A int s ), but solely on the training samples
are initialized to 1/K and then updated (according to [11] ) using
The corresponding log-likelihood is given by
Even in this case, we assume that convergence is reached if the relative increase in ln L(θ) is lower than ε. Initial Estimation ofp(x ij |ω unk ): In the hypothesis that no prior knowledge is available about the priors {P (ω ints )} S s=1 , we derive an initial estimate
according to the technique based on the significance testing approach proposed by Jeon and Landgrebe in [41] . To this aim, alternative strategies could be considered, e.g., using the approach from the same authors described in [42] or merely initially setting all priors equal to 1/(S + 1) (with S + 1 being the total number of considered classes, i.e., S targeted classes plus the unknown class). However, we employed the method described in [41] as it has already been largely employed in the literature due to its capability of automatically estimating a suitable initial acceptance probability from the given data set. In particular, the initial estimate for the sth class of interest is computed as
where ρ represents the significance level and the threshold λ ρ is determined in such a way that the maximum rejection probability (i.e., omission error) calculated over the training samples T s = {x ij ∈ X |y ij = ω int s } available for ω int s is not greater than ρ.
Then, according to (12), we derive a first rough approximation [p(x ij |ω unk )]
(0) for the conditional pdf of the unknown class as
.
(24)
Final TLCC: In order to solve the TLCC problem formulated in (10), for computing ln[p(X |C)], we need to derive final consistent estimates for the priors of the classes of interest as well as the conditional density of the unknown class. To this aim, we define an MRF-based approach based on the iterated conditional mode (ICM) algorithm [47] which allows to iteratively update {P (ω ints )} S s=1 andp(x ij |ω unk ) while computing at the same time the contextual term U (C). It is worth noting that other strategies could be defined based on alternative deterministic algorithms proposed so far in the literature, such as the simulated annealing or the maximizer of posterior marginals (for an updated and comprehensive overview, the reader is referred to [48] ). In our case, we chose the ICM, as it is the simplest and most employed approach in the literature and it assures eventual and rapid convergence [47] . Our iterative strategy is structured in five different phases as follows (a detailed block scheme is reported in Fig. 2) .
1) Derive a starting targeted-classification mapC (0) by solely minimizing the noncontextual term of (10), i.e.,
For each class of interest, compute the new estimated prior probability by dividing the number of pixels associated with the corresponding class (on the basis ofC (m) , where m denotes the current iteration) over the number of pixels of the entire image (i.e., [P ( 
V. EXPERIMENTAL RESULTS
To assess the effectiveness of the proposed technique, we carried out several experiments over two different study areas located closed to Demmin (West Pomerania, Germany) and Barrax (Castilla-La Mancha, Spain), respectively. The main objective of our experimental analysis is threefold: 1) to provide the reader with an exhaustive analysis of the performances; 2) to demonstrate that accuracies obtained by the proposed technique are comparable to those exhibited by fully supervised classifiers; and 3) to perform a thorough comparison with respect to alternative approaches based on one-class classifiers. To this aim, in our experiments, we compared the classification results to those obtained by the following: 1) fully supervised SVM classifiers (which, in the literature, have proven capable of outperforming other traditional approaches, resulting in high classification accuracies and very good generalization capabilities [49] - [51] ) trained by using an exhaustive ground truth for the area under investigation; 2) ensembles of S one-class SVDD classifiers, each one associated with a specific sth targeted land-cover class of interest.
In the former case, for the selection of the two free parameters of the SVM (i.e., the penalization parameter and the variance of considered Gaussian kernels), we employed a tenfold crossvalidation strategy [10] . In the latter case, the free parameters of each SVDD (i.e., the expected percentage of outliers in the training set and the variance of considered Gaussian kernels) have been determined according to the strategy adopted in [52] . Moreover, in case one pixel is detected as belonging to the class of interest by multiple SVDD, reasonably, it is finally associated with the class for which the number of available training samples is higher.
As described in Section IV, when using the proposed TLCC technique, it is required to set the number of Gaussian kernels K to be employed for approximating the pdfs. Hence, in order to understand how significant the selection of this free parameter is, we performed a series of experiments setting K = A · (S + 1), and to exhaustively characterize the behavior of the presented approach, we varied A from 10 to 40 with steps of 5. In all the trials, we employed the k-means clustering for initializing both centers and variances of kernel functions. However, in order to speed up the entire processing, we ran it on a subset containing one-third of the total amount of samples. As this might affect the final classification accuracies of the proposed technique, for each value of A, we performed ten different trials running each time the k-means clustering on a different random subset (as a means for characterizing their variability, the corresponding difference between the third and the first quartile is computed). Furthermore, to characterize the average performances of the TLCC technique, we also combined the resulting 70 classification maps obtained for different values of A through a majority voting ensemble (denoted as TLCC MV ), where each pixel is finally given the label of the targeted land-cover class with which it is associated the most frequently over the 70 maps.
In all the trials, we always considered second-order neighborhood systems. According to a variety of experiments on toy and real data sets, we fixed ε = 10 −4 and β = 10. On the one hand, performances always tend to improve for smaller values of ε, thus forcing a more stringent convergence condition (i.e., a smaller ε entails a greater value of the final log-likelihood ln L(θ) and, hence, a higher number of iterations of the EM algorithm); nevertheless, there is a clear saturation behavior generally starting yet from ε = 5 · 10 −4 . On the other hand, the influence of spatial context commonly starts to be significant for values greater than β = 5, whereas for higher values (i.e., β = 50, β = 100), a slight decrease in final classification accuracies occurs as the contribution of the noncontextual term becomes no more significant after the initialization phase of the ICM algorithm (Step 4); accordingly, β = 10 proved generally a reasonable choice.
Classification results have been evaluated both in terms of the percentage overall accuracy OA% and the kappa coefficient of accuracy (which also takes into consideration errors and their type) [16] .
It is worth noting that, in a variety of preliminary experiments, the strategy adopted for initializing centers M and variances Σ of Gaussian kernels G (described in Section IV) always proved effective and allowed obtaining better (or at least equal) performances than those achieved running the k-means only over all the pixels of image X fixing the number of clusters equal to K.
In the following, we will discuss in detail the promising results obtained for each of the two considered study areas.
A. Demmin Study Area
The first study area refers to the farming district located in Görmin, closed to Demmin (Western Pomerania, Germany). Fig. 3 ). Both of them have been properly coregistered to a common spatial geometry of 20 m (using nearest neighbor interpolation for resampling the ASAR image after despeckling with a 3 × 3 Gamma filter), and a region of 600 × 600 pixels has been finally selected. The final six-band experimental data set has been derived using the stacked vector approach for multisource data fusion [16] . Available prior knowledge from the European Space Agency (ESA) agricultural bio/geophysical retrieval from frequent repeat pass SAR and optical imaging (AGRISAR) field campaign [53] has been used for defining an exhaustive ground truth for the ten land-cover classes characterizing the study area (i.e., maize, water, winter barley, winter wheat, forest, grassland, potatoes, rape, spring barley, and sugar beet) consisting, on the whole, of 39 421 labeled samples. These have been then split into two spatially disjoint training and validation sets (see Table I ), composed of 5074 and 34 347 samples, respectively. All of them have been used for training the fully supervised SVM.
In our trials, we focused the analysis on four land-cover classes, namely, maize, water, winter barley, and winter wheat. In particular, we carried out experiments over all corresponding 15 combinations obtained varying S from 1 to 4. It is worth noting that exclusively the labeled patterns of the training set available for the specific classes of interest considered in each case were used while running the proposed technique. Moreover, classification accuracies have been evaluated over the samples of the validation set by considering each time all the noninterest classes as belonging to the unknown class.
In Table II (a) and (b), we report the results obtained with the proposed technique. Accuracies obtained with the majority voting ensemble (TLCC MV ) are also given, as well as those derived from SVM and the ensemble of SVDD one-class classifiers.
It is possible to notice that the proposed TLCC technique provided promising results while proving very good stability. Indeed, we generally did not experience deep falls in the performances by varying the number of kernels; rather, classification accuracies only tend to slightly decrease for values of A greater than 25, while highest values of both OA% and kappa mainly occur for A = 15 and A = 20. However, this behavior can be reasonably explained considering that the investigated data set consist of six bands; hence, a high number of kernels could result in overfitting the original training data given the relative low dimensionality of the feature space.
In all the 15 experiments of our analysis, the classification accuracies exhibited by TLCC MV (which approximately characterize the average performances of the proposed method) are always higher than those obtained by the approach based on the SVDD ensembles both in terms of OA% and kappa. Notably, this is also true for the four cases where just one class of interest was considered (i.e., that which SVDD has been specifically designed for). The average increase over the 15 considered cases is 4.7 and 0.096 for OA% and kappa, respectively. Nevertheless, in five cases, the proposed method definitely outperformed the SVDD ensembles, with an increase in the kappa coefficient higher than 0.18. In particular, these include the combinations maize-water-winter barley (+0.218), maize-winter barley (+0.202), and water-winter barley (+0.319) in addition to the two one-class cases of water (+0.183) and winter barley (+0.319). According to these numbers, it is clear that the TLCC approach allows, in general, a better characterization of both water and winter barley. Instead, the SVDD-based approach tends to misclassify winter barley and winter wheat due to their similar spectral signatures in the optical bands, as well as similar backscattering values in the radar bands. Furthermore, water is often confused with forest, which means that SVDD cannot properly benefit from the two radar bands where these two classes clearly exhibit different backscattering values [contrarily from the optical bands where they show a similar behavior as one can see in Fig. 3(a) ].
However, even more interestingly, we can notice that performances exhibited by the proposed TLCC classifier are definitely in line with those obtained by fully supervised SVM. 7 The average difference over the 15 investigated cases with respect to accuracies computed for TLCC MV is only 3.23 for OA% and 0.048 for kappa. In particular, despite slightly poor performances when winter barley is considered alone (which represents an extremely challenging case where, anyhow, we outperformed the SVDD-based approach), the TLCC technique provided accuracies even higher than those obtained with the SVM when maize is the only class of interest (+0.156 in terms of kappa).
As an example, let us focus the attention on the combination maze-water-winter barley. In particular, the box plots reported in Fig. 4(a) and (b) depict the trend of OA% and kappa versus the total number of kernels, respectively. In both cases, it is clear how close the light-gray lines associated with the accuracies derived using the majority voting ensemble TLCC MV are to the dashed dark-gray lines associated with accuracies obtained by fully supervised SVM and how they are, at the same time, definitely higher than solid dark-gray lines corresponding to accuracies derived with the SVDD ensemble. Moreover, the reduced spread of all boxes highlights the good robustness versus different initializations of k-means clustering which have a very limited effect on final results independently from the total number of kernels employed.
As a further means for proving the effectiveness of the proposed method, in Fig. 5(c) ]. In particular, it is possible to notice that water is well categorized in the two images, whereas maize and winter barley are always associated with the same fields. Differences solely occur at the edges and involve a limited number of pixels. Only the potatoes field at the bottom center is partially misclassified as maize; nevertheless, also the SVM partly incurs in this error, which is due to the similar behavior of these crops in midspring both in the available optical and radar bands.
One might notice that, since the proposed TLCC technique implicitly accounts for the spatial context by exploiting the MRF theory, this generally allows to obtain more homogeneous image regions in the corresponding targeted land-cover map. However, it is worth noting that MRFs are an integral part of the TLCC formulation (i.e., they are essential for modeling priors), whereas textural information is not considered in the standard formulation of both SVM and SVDD classifiers. As a further means for assessing the capabilities of the proposed method, we then also compared the performances of the proposed TLCC to those exhibited by SVM and SVDD classifiers accounting for the spatial context. To this aim, an easy but particularly effective way for including both the spectral and the textural information when dealing with kernel-based classifiers is to employ the stacked approach, in which feature vectors are built from the concatenation of spectral and spatial features [54] . The most simple but powerful spatial features that can be extracted from a given region are based on moment criteria. Accordingly, similarly to [54] , we extracted six additional spatial features by computing the local mean in a 5 × 5 neighborhood for each of the six original features and stacked all 12 of them together. Then, both for the SVM-and SVDD-based approaches, we carried out a new selection of the free parameters. Interestingly, from our experiments, it emerges that the inclusion of textural information allows to obtain more spatially homogeneous maps and to improve the classification accuracies, but the increase both in terms of OA% and kappa is generally limited and does not substantially alter our previous analysis. As a representative example, we report in Fig. 5 (e) and (f) the final land-cover maps obtained jointly using original and spatial features for the combination maize-water-winter barley by the fully supervised SVM (OA% 92.45; kappa 0.7311) and the SVDD ensemble (OA% 75.93; kappa 0.4923), respectively. With the fully supervised SVM, the difference with respect to the original results is minimal (+0.81 in terms of OA% and +0.0047 in terms of kappa). With the SVDD-based approach, despite a slightly higher improvement in the performances (+2.96 in terms of OA% and +0.0278 in terms of kappa), the quality of the resulting land-cover map remains quite poor, particularly in comparison to the proposed technique. Accordingly, these accuracies confirm once more the reliability of the TLCC classifier.
Finally, as a proof of the stability of the ICM-based strategy employed in the last step of the proposed algorithm, in Fig. 6 , we analyze how both OA% and kappa grow during the iterative process. As an illustrative case, we consider the combination maize-water-winter wheat and report the results obtained by the proposed TLCC technique with the majority voting ensemble (computed over all 70 realizations as described in the previous paragraphs) versus the number of iterations. In particular, since, in our experimental analysis, we always obtained convergence within 30 iterations, we evaluated the performances for seven fixed numbers of iterations, i.e., from 0 to 30 with steps of 5. It is worth noting that, both OA% and kappa clearly exhibit a saturation behavior yet after 15 iterations, which means that it would even be possible to quicken the convergence without a significant loss of performances by fixing the maximum number of allowed iterations equal to 15.
B. Barrax Study Area
The second experimental data set under investigation consists in a 512 × 512 pixel hyperspectral PROBA CHRIS image (composed of 63 spectral bands with center wavelengths from 400 to 1050 nm and resampled at 30-m resolution by nearest neighbor interpolation) acquired on July 16, 2004 over the Barrax village, close to Albacete (Castilla-La Mancha, Spain) (see Fig. 7 ).
Exhaustive ground-truth information available from the ESA spectra barrax campaign (SPARC) [55] has been used for defining regions of interest for all the nine land-cover classes characterizing the study area (i.e., alfalfa, corn, garlic, grasslands, onions, potatoes, spring crops, stubble, and sunflowers). In particular, we split the available labeled samples (21 941 overall) into a training set and a validation set composed of 10 361 and 11 580 samples, respectively (see Table III ).
In our trials, we focused the analysis on four land-cover classes (namely, alfalfa, corn, garlic, and potatoes) and carried out experiments over all possible 15 combinations obtained varying S from 1 to 4. As for the first experimental data set, only the labeled patterns of the training set available for the specific classes of interest were used in each case while running the proposed technique, whereas classification accuracies were evaluated over the samples of the validation set by considering each time all the noninterest classes as belonging to the unknown class.
In Table IV (a) and (b), we report the results obtained with the TLCC technique (including those derived with the majority voting ensemble TLCC MV ), the ensemble of SVDD one-class classifiers, and the fully supervised SVM. 8 Also, here, the proposed method exhibited very good performances and proved generally rather stable versus different numbers of kernel functions. Nevertheless, contrarily from the previous data set, in this case, highest classification accuracies have been obtained for A ≥ 30, whereas when few kernels are considered, we sometimes experienced lower performances. However, given the high dimensionality of the investigated image, it sounds reasonable that a relative high number of kernels is necessary to effectively characterize the distribution of the data in the very high dimensionality input feature space.
In all the investigated experiments, the classification accuracies exhibited by TLCC MV are higher than those obtained by the approach based on the SVDD ensembles. The average increase in terms of OA% is 2.5 and remarkably higher than 0.111 in terms of kappa, with peaks greater than 0.16 for the combinations alfalfa-garlic-potatoes (+0.167), alfalfa-garlic (+0.237), garlic-potatoes (+0.343), and the one-class case of potatoes alone (+0.175). In detail, the main improvement in the performances is due to a definitely better characterization of both alfalfa and potatoes, which instead are often misclassified as belonging to the unknown class (mainly spring crops) by the SVDD-based approach.
A comparison with the results obtained by the SVM for this challenging data set further highlights the promising capabilities of the presented technique, which exhibited very similar performances to the fully supervised method. In particular, in terms of OA%, the TLCC MV even provided, on average, an increase of 4.4 with respect to the SVM approach, whereas the average difference in terms of kappa is solely lower than 0.04. However, such a behavior is mainly due to the poor results that we only experienced for the case of the garlic class alone (despite still definitely higher than those obtained by the SVDD approach). Indeed, at the time of the acquisition in mid-July, garlic was about to be harvested, hence exhibiting a spectral signature very similar to that of potatoes and alfalfa.
When either alfalfa or potatoes are jointly part of the subset of the classes of interest together with the garlic class, this issue never occurred.
Let us now focus the attention on the representative example reported in Fig. 8(a) and (b) , which reports the box plots depicting the trend of both OA% and kappa versus the total number of considered kernels for the combination alfalfa-garlic-potatoes. It is possible to notice how, even here, the light-gray lines associated with the accuracies obtained by the majority voting ensemble TLCC MV are significantly higher than the solid darkgray lines corresponding to accuracies derived by the SVDD ensemble and, at the same time, very close to the dashed darkgray lines associated with accuracies exhibited by the fully supervised SVM approach. Also for this data set, different initializations of k-means clustering resulted in a limited effect on final performances, as confirmed by the reduced spread of all boxes (the variability is slightly higher only for the case corresponding to the highest number of kernels). In Fig. 9 , we also report the corresponding classification maps for the same combination of classes of interest. The maps obtained by TLCC MV [see Fig. 9(a) ] and the fully supervised SVM [ Fig. 9(c) ] show a very good agreement throughout the entire investigated area. Only one field in the central right part is entirely associated with garlic by the proposed technique and just partially by the SVM approach. Instead, in the rest of the image, only in a very limited number of cases did the TLCC method result in a slightly underestimated extent of some few fields belonging to the classes of interest with respect to the fully supervised method. Contrarily, the approach based on the SVDD ensemble [see Fig. 9(d) ] exhibited a very high commission error, as confirmed by the fact that several fields actually belonging to the unknown class are wrongly associated with the three considered classes of interest in the entire image.
As done for the previous data set, also for this combination, we compared the results to those exhibited by both the fully supervised SVM and the ensemble of SVDD classifiers when also accounting for textural information. In particular, we extracted 63 additional spatial features by computing the local mean in a 5 × 5 neighborhood for each of the 63 original features and stacked all 126 of them together. A new selection of the free parameters was then carried out. Fig. 9 (e) and (f) shows the corresponding land-cover maps obtained by the fully supervised SVM (OA% 96.52; kappa 0.9142) and the SVDD-based approaches (OA% 95.01; kappa 0.6902), respectively. It is possible to notice that, as expected, even in this case, both images look more spatially homogeneous, but the behavior remains very similar to that obtained by uniquely considering spectral features, resulting in close classification accuracies. In particular, both for the SVM (+1.36 in terms of OA% and +0.0082 in terms of kappa) and the SVDD ensemble (+0.82 in terms of OA% and +0.0094 in terms of kappa), the limited improvement in the classification accuracies does not appreciably alter the previous comparative analysis, thus further assessing the capabilities of the presented TLCC classifier. Finally, also here, we want to provide evidence of the stability of the ICM-based strategy employed in the last step of the proposed algorithm. Hence, in Fig. 10 , as a representative example, we report for the combination alfalfa-corn-garlic both OA% and kappa obtained by the proposed TLCC technique with a majority voting ensemble (computed over all 70 realizations as described in the previous paragraphs) versus the number of iterations. Even in this case, the method proved particularly effective; indeed, yet after 15-20 iterations both OA% and kappa clearly exhibit a saturation behavior.
VI. CONCLUSION
In this paper, we addressed the important and challenging problem of TLCC, where the objective is to reliably categorize only one or few land-cover classes of interest by exclusively exploiting training samples associated with such classes, hence disregarding all the other potential classes in the study area (which are assumed to be unknown to the operator). This type of problem is common to several operational real-life applications, particularly in those fields (e.g., agriculture, forestry, natural resource management, and spatial planning) where certain landcover classes are associated with subsidies or benefits from governments or other national or international institutions (e.g., subsidies provided to farmers cultivating specific crops or shifting from one crop to another). It is worth noting that the economic value of such subsidies is definitely significant; as an example, in 2010, the European Union spent C39 billion on direct subsidies as part of the Common Agricultural Policy (CAP).
In this context, the availability of effective methods capable of providing high classification accuracies under the hypothesis that training samples are available only for the classes of interest will certainly soften the practical constraints (in terms of effort, manpower, and funding) associated with the collection of an exhaustive ground truth, which is instead mandatory for the employment of traditional fully supervised classification schemes.
Targeted classification problems can be addressed by using ensembles of one-class classifiers followed by a suitable merging strategy. However, in most cases, this approach results in suboptimal performances since one-class classifiers estimate the similarity of a given sample in the feature space (i.e., in terms of distances or probabilities) with respect to the distribution of the class of interest simply derived from the available training samples without taking into account anyhow the actual distribution of the unknown classes.
In this paper, we presented a novel approach for addressing TLCC capable of providing accuracies comparable to those obtained by traditional fully supervised classifiers (i.e., trained using an exhaustive ground truth for the area of interest). To this aim, we address this task as a compound decision problem where all the land-cover classes for which no training data are available are jointly considered as a unique unknown class for which the corresponding conditional probability needs to be reliably estimated.
The proposed method is first based on the characterization of the pdf of the input image to classify (even derived from different sets of sensors and merged using a stacked vector approach) as a mixture of Gaussian kernels. The conditional probabilities of the classes of interest are then estimated as a mixture of this same set of kernels whose weights are derived from the available training samples. Finally, the conditional probability of the unknown class is iteratively estimated by subtracting from the pdf of the entire image the pdf of the classes of interest properly weighted by the corresponding priors that are estimated accounting for the MRF theory.
Several trials have been carried out in our experimental analysis. In particular, we considered two data sets referring to a rural area in Germany and an agricultural district in Spain, respectively. The former consists of six features resulting from the stack of a SPOT-4 HRVIR image and an Envisat ASAR backscattering intensity image; the latter consists of a PROBA CHRIS image composed of 63 spectral bands. In both cases, we focused the analysis on four land-cover classes and carried out experiments over all possible 15 combinations obtained varying the number of classes of interest S from 1 to 4. For each case, we evaluated the performances of the proposed TLCC method in terms of percentage overall accuracy and kappa, setting the number of kernel functions K = A · (S + 1) and varying A from 10 to 40 with steps of 5. Furthermore, for each value of A, we performed ten different trials running each time the k-means clustering on a different random subset of samples while estimating initial centers and variances.
The results of this thorough analysis are extremely promising and highlight the effectiveness of the proposed method which allowed to obtain very good performances. On the one hand, the TLCC technique always exhibited classification accuracies greater than those derived by using ensembles of one-class SVDD classifiers, thus proving improved discrimination capabilities with respect to one of the most effective state-of-the-art approaches (even in cases where a single class of interest has been considered). On the other hand, results derived with the presented method are notably often very close to those obtained by fully supervised SVM, which is extremely significant since SVM was trained on the basis of a complete ground truth characterizing the investigated areas, whereas labeled samples available for the only classes of interest were taken into consideration when training the TLCC classifier.
The TLCC method showed very high robustness with respect to different clustering initialization. Moreover, as concerns the number of kernels, we generally experienced higher performances for lower values of A when investigating the first data set composed of six bands, whereas an opposite behavior occurred when considering the second data set composed of 63 bands. To this aim, additional analysis will be carried out in future works. Nevertheless, it is worth noting that intermediate values in the considered range generally resulted in high accuracies, and as a practical means for obtaining satisfactory results, we also proved the effectiveness of adopting a majority voting ensemble combining classification maps derived for different values of A, which allows characterizing the average performances of the proposed technique.
Experiments have been carried out on a PC with 16-GB DDR4 RAM mounting an Intel Xenon processor at 3.3 GHz. On average, the entire classification process for a single run took about 10 min. This computational time is higher than that required by both fully supervised SVM (which, however, cannot be employed for addressing targeted classification problems due to the lack of exhaustive ground-truth information) and the SVDD ensemble, which both took, on average, 5 min for a given configuration of the two corresponding free parameters. Nevertheless, it is worth noting that, during the model selection of these two approaches, we employed a tenfold crossvalidation strategy with a grid search including 400 different configurations of the free parameters. Accordingly, as concerns the SVDD ensemble, this resulted in an overall computational time for the entire experimental analysis in line with that taken by the proposed TLCC (for which we investigated 70 different configurations for each investigated combination of targeted classes).
In the light of the complexity of the investigated problem, the aforementioned computational load exhibited by the presented approach sounds reasonable, despite it might be even further reduced by adopting some faster clustering techniques very recently presented in the literature (e.g., [56] and [57] ). Moreover, a significant reduction in the processing time could come in case it would be possible to automatically identify a priori the most suitable number of kernel functions for the investigated data set (referring to our experimental analysis, this might reduce the global running time of a factor of 7). Accordingly, future developments are planned in these two directions, as well as toward comparison with target detection methods.
