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Optimal switching problem for marked point
process and systems of reflected BSDE
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∗
Abstract
We formulate an optimal switching problem when the underlying filtra-
tion is generated by a marked point process and a Brownian motion. Each
mode is characterized by a different compensator for the point process,
and thus by a different probability Pi, which form a dominated family. To
each strategy a of switching times and actions then corresponds a com-
pensator and a probability Pa, and the reward is calculated under this
probability.
To solve this problem, we define and study a system of reflected BSDE
where the obstacle for each equation depends on the solution to the oth-
ers. The main assumption is that the point process is non explosive and
quasi-left continuous. We prove wellposedness of this system through a
Picard iteration method, and then use it to represent the optimal value
function of the switching problem. We also obtain a comparison theorem
for BSDE driven by marked point process and Brownian motion.
Keywords: reflected backward stochastic differential equations, op-
timal stopping, optimal switching, marked point processes.
1 Introduction
In the last years, the field of optimal switching has received a lot of interest. One
of the first descriptions can be found in [6], where a two mode switching model
is proposed to model investments in the natural resource industry. Other cases
in which optimal switching has been treated are [4, 7, 31, 37] among others. In
this kind of problems, a controller has at his disposal a certain number of modes
in which a system can evolve, say m, and he can at any time switch from one
mode to another. The rewards (or costs) that the agent obtains are different
on each mode, and switching from one mode to another has a cost. Also, the
stochastic dynamic of the underlying process may depend on the current mode.
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Here we study the case where the underlying stochastic processes are a non-
explosive marked point process and a Brownian motion. In particular the (ran-
dom) compensator of the point process is assumed to be continuous in time,
but not absolutely continuous with respect to the Lebesgue measure in time.
Marked point processes have been extensively studied in the past (see [27], [5]
or [30]). In particular [5] discusses cases of impulse control for this kind of pro-
cesses. Nevertheless, the BSDE approach to control problems for marked point
process is rather recent (see [12, 13, 19])
Our problem is formulated in a non Markovian way. The peculiarity is how
the current mode of evolution affects the dynamic of the point process: to each
mode it corresponds a different probability, under which the law of the marked
point process is different. This means that for each mode there is a different
compensator. The probabilities form a dominated family with respect to some
reference probability. Let us briefly explain how this problem is formulated,
leaving the details to section 2. We start from one reference probability P
under which the point process p has compensator φs(ω, de)dAs(ω). For each
of the m modes we have running gains f it , g
i
t and terminal gain ξ
i, but we are
also given a bounded predictable random field ρi that induces a probability
Pi ≪ P. As usual, when switching from mode i to mode j there is a cost
Ct(i, j). The controller chooses a sequence of switching times and switching
actions a = (θk, αk)k≥0, which means that at time θk the system is switched
to mode αk. This does not only modify the gains, but also the dynamic of the
system in the following way. We define the quantities
as =
∑
k≥1
αk−11(θk−1,θk](s) ρ
a
s =
∑
k≥1
1(θk−1,θk](s)ρ
αk−1
s (e).
Then ρa introduces a new probability (through Girsanov transform) Pa ≪ P,
under which the compensator of p is ρas (e)φs(de)dAs, and we use it to evaluate
the gains. For a given strategy a starting at time t form mode i the expected
gain is
J(t, i, a) = Ea

ξaT + ∫ T
t
fass dAs +
∫ T
t
gass ds−
∑
k≥1
Cθk(αk−1, αk)
∣∣∣∣∣∣Ft

 .
and the value function is the obtained as the essential supremum over all strate-
gies. So we obtain what is in some cases called a “weak” formulation
Since we are in a non Markovian framework, a natural tool to solve this
problem is the use of BSDE. The first paper to use this technique is [22], where
the authors solve the problem with two possible switching modes and the dif-
fusive dynamic of the underlying process not dependent on the strategy. In
order to do this they use the Snell envelope characterization of the solution
processes, as well as a doubly reflected BSDE to prove the existence of said
solution. This approach is later generalized to the case of any finite number
of modes, first in [16] using the Snell envelope characterization, and then both
in [23] and [26], where they establish existence of a system of reflected BSDE
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with interconnected obstacles. In the latter, they solve the switching problem
in the case where the drift of the underlying process depends on the mode. The
generalization to the case where the mode also affects the volatility, using a
system of reflected BSDE, is done in [17]. Another interesting result is the one
contained in [20], where the BSDE system is linked to the viscosity solution of
a system of PDE with connected obstacles associated to the switching problem.
There are other cases were jump type noises have also been done. One of the
first is [21], where a Poisson random measure is added to the two modes case.
In [24] the case where the noises are Brownian motion and a Teugels martingale
is studied, again with the help of a system of reflected BSDE.
In the present work, we extend in this direction by changing the nature of
jumps that appear, but also by introducing this particular form of weak control.
The system of reflected BSDE in our case is


Y it = ξ
i +
∫ T
t f
i
sdAs +
∫ T
t g
i
sds+
∫ T
t
∫
E U
i
s(e)(ρ
i
s(e)− 1)dAs
− ∫ Tt U is(e)q(dsde)− ∫ Tt ZisdWs +KiT −Kit
Y it ≥ max
j∈Ai
(Y jt − Ct(i, j))∫ T
0 (Y
i
t −max
j∈Ai
(Y jt − Ct(i, j)))dKit = 0.
(1)
The solution Y i of the system represents the value function of the optimal
switching problem. The BSDE are driven by both a Wiener process W and the
point process compensated random measure q(dsde) = p(dsde)−φs(de)dAs. In
particular we make the fundamental assumption that the process A appearing
in the compensator φs(de)dAs is continuous. The solution and the data lie in
some kind of weighted L2 spaces, where the weight is a function of the process
A. See section 2 for details. Equations of this type have already been studied
in [12, 13, 11, 19] for the case with A continuous, and in [1, 2, 10, 9] for the case
with non continuous A. In particular the paper [19] studies a BSDE driven by a
marked point process and a Brownian motion with a reflection, and thus poses
the basis for this work. Nevertheless some results typical of the BSDE theory
are missing, so we need to state and prove them. In particular we formulate
and prove a comparison theorem for standard BSDE driven by marked point
processes and Brownian motion.
The paper is organized as follows. In section 2 we introduce precisely the
formulation of the optimal switching problem and the system of reflected BSDE.
We state the assumptions under which this is solved and we also recall briefly
the properties of marked point processes. In the following section 3 we study the
existence of a solution to the system of reflected BSDE using a Picard iteration
technique. For clarity of exposition, some of the accessory results used here,
such as the comparison theorem, can be found in the appendixes. Lastly in
section 4 we establish the link between the solution to system of reflected BSDE
and the value function of the switching problem through a verification theorem.
This also allows us to obtain uniqueness of the solution to the system.
3
2 Framework and objectives
In this section we give a brief introduction to the mathematical setting, define
precisely the problem we are trying to solve, state the hypotheses under which
we work and introduce the system of reflected BSDE.
Consider a probability space (Ω,F ,P), and a Borel1 space (E, E). We are
given a d-dimensional Wiener process W and a marked point process p with
mark values in E, independent of W . A marked point process is a sequence
(Tn, ξn)n≥1 valued in R
+ × E such that P-a.s.
• T0 = 0.
• Tn ≤ Tn+1∀n ≥ 0.
• Tn <∞⇒ Tn < Tn+1∀n ≥ 0.
We will always assume the marked point process in the paper to be non-
explosive, that is Tn → +∞ P-a.s. Another way of representing these processes
is through the use of an integer random measure. To each marked point process
we associate a random discrete measure p on ((0,+∞)× E,B((0,+∞))⊗ E):
p(ω,D) =
∑
n≥1
1(Tn(ω),ξn(ω))∈D.
Let F = (Ft)t≥0 be the completed filtration generated by p and W , which
satisfies the usual conditions. Denote by P the σ-algebra of F-predictable pro-
cesses. To the marked point process is associated a unique predictable random
measure ν on Ω × R+ × E, called compensator, such that for all non-negative
P ⊗ E-measurable process C it holds that
E
[∫ +∞
0
∫
E
Ct(e)p(dtde)
]
= E
[∫ +∞
0
∫
E
Ct(e)ν(dtde)
]
.
In particular, this measure can be decomposed as ν(ω, dtde) = φt(ω, de)dAt(ω).
Moreover the following properties hold:
• for every ω ∈ Ω, t ∈ [0,+∞), C 7→ φt(ω,C) is a probability on (E, E).
• for every C ∈ E , the process φt(C) is predictable.
In the following that all marked point processes in this paper have a compensator
of this form. Here we have one of the main assumptions
Assumption (A): The process A is continuous.
1A borel space is a topological space homeomorphic to a Borel subset of a compact metric
space (sometimes called Lusin space; we recall that every separable complete metric space is
Borel)
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It is equivalent (see [25, Corollary 5.28]) to stating that the counting process
Nt = p((0, t], E) is quasi-left continuous, i.e. it has only totally inaccessible
jumps.
From now on fix a terminal time T > 0. Define now the compensated
measure q(dtde) = p(dtde)− φt(de)dAt.
Definition 2.1. Let C be a PG ⊗ E-measurable process such that
∫ T
0
∫
E
|Ct(e)|φt(de)dAt <∞.
Then we can define the integral
∫ T
0
∫
E
Ct(e)q(dtde) =
∫ T
0
∫
E
Ct(e)p(dtde)−
∫ T
0
∫
E
Ct(e)φt(de)dAt
as difference of ordinary integrals with respect to p and φdA.
Remark 2.1. In the paper we adopt the convention that
∫ b
a
denotes an integral
on (a, b] if b <∞, or on (a, b) if b =∞.
Remark 2.2. Since p is a discrete random measure, the integral with respect to
p is a sum: ∫ t
0
∫
E
Cs(e)p(dsde) =
∑
Tn≤t
CTn(ξn)
We have the following result
Proposition 2.1: Let C be a predictable random field that satisfies
E
[∫ T
0
∫
E
|Ct(e)|φt(de)dAt
]
<∞.
Then the integral ∫ t
0
∫
E
Cs(e)q(dsde) (2)
is a martingale.
In the following E(H) denotes the Doleans-Dade exponential of the process∫ ·
0
∫
E
(Hs(e)− 1)q(dsde), that is
E(H)t =
∏
0<Tn≤T
ρTn(ξn)e
∫
t
0
∫
E
(1−ρs(e))φs(de)dAs .
For a comprehensive treatment of these type of processes, we refer the reader
to [27], [5] or [30].
For some parameter β > 0, we introduce the following spaces:
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• Lr,β(A) is the space of all F-progressive processes X such that
||X ||rLr,β(A) = E
[∫ T
0
eβAs |Xs|rdAs
]
<∞.
• Lr,β(p) is the space of all F-predictable processes U such that
||U ||rLr,β(p) = E
[∫ T
0
∫
E
eβAs |Us(e)|rφs(de)dAs
]
<∞.
• Lr,β(W,Rd) is the space of F-progressive processes Z in Rd such that
||Z||rLr,β(W ) = E
[∫ T
0
eβAs |Zs|rds
]
<∞
• I2 (resp. I2(G)) is the space of all ca`dla`g increasing F-predictable pro-
cesses K such that E[K2T ] <∞.
We indicate by Lr,β(A), Lr,β(p), Lr,β(W ) and I2 the respective space of equiv-
alence classes. Notice that L2,β(p) ⊂ L1,0(p) thanks to Ho¨lder inequality.
Let us now describe the switching problem. Let J = {1, . . . ,m}. For each
mode i ∈ J , a terminal reward ξi is given, as well as running gains f is and gis.
Moreover, for each i ∈ J , we consider a non-negative process ρis(e) that is P⊗E
measurable. The cost of switching from mode i to mode j at time t is given by
Ct(i, j), a non negative process.
As always, the controller can switch between modes by choosing switching
times and actions. In particular, we define for each mode i the sets Ai of possible
switching destinations as Ai = J \i. A strategy is a sequence of couples (θn, αn)
where θn is a stopping time and αn is a J -valued Fθn-adapted random variable.
The law of the point process depends on the switching status, as the switching
mode sets a different compensator for the point process through the functions
ρi. We assume the following on the ρi and A
Assumption (S): The ρi satisfy 0 ≤ ρit(e) ≤ M and there exists η > 3 +M4
such that E
[
eηAT
]
<∞.
DefineM ′ = max(|M−1|, 1). In the following we will often use an absolutely
continuous change of probability “a` la Girsanov”, where the “Girsanov kernel”
will be one of the ρi or a combination of them, as described in the following. Let
us first define an admissible switching strategy and the corresponding switched
kernel.
Definition 2.2. A strategy is called admissible if P (θn < T ∀n) = 0. The set of
admissible strategies such that (θ0, α0) = (ti) is denoted as Ait.
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For a strategy (θ0, α0) we define the process a indicating the current mode
as
as =
∑
k≥1
αk−11(θk−1,θk](s) (3)
When the controller changes mode, the law of the process changes in the
following way. For a strategy a ∈ Ait, consider the following P ⊗ E-measurable
process process
ρas =
∑
k≥1
1(θk−1,θk](s)ρ
αk−1
s (e) (4)
Now introduce the supermartingale Lat = E(ρa):
Lat =
∏
k≥1
ρaTn(ξn)e
∫
t
0
∫
E
(1−ρas (e))φs(de)dAs (5)
When La is a martingale, we define the absolutely continuous probability Pa ≪
P as
Pa
P
= LaT .
In this case, under Pa the compensator of p becomes
νa(dsde) = ρasφs(de)dAs. (6)
Thanks to assumptions above, we have that Lat is a martingale for any choice
of a ∈ Ait:
Proposition 2.2: Let a ∈ Ait be fixed. Under assumption (S), La is a P-
martingale with supt∈[0,T ] E
[
(Lat )
2
]
< +∞. Moreover it holds that
E
[
(Lat )
2
∣∣Fs]
(Las )
2
< E
[
eηAT
∣∣ Ft] P-a.s. (7)
IfH is a process in L1,0(p)∩L2,0(p), then ∫ t
0
∫
E
Hs(e)q
a(dsde) is a Pa-martingale,
where qa(dsde) = p(dsde)− ρas (e)φs(de)dAs. Also if M is a P-martingale of the
form
Mt =M0 +
∫ t
0
ZsdWs
for some process Z in L2,0(W ), then M is also a Pa-martingale.
Proof. From the definition of ρa we have that ρa verifies assumption (S) too,
that is 0 ≤ ρat (e) ≤M . The proof of the first part can be found in [12, Lemma
4.2]. The authors prove that if for some γ > 1 and
β = γ + 1 +
Mγ
2
γ − 1
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it holds that E
[
eβAT
]
< ∞, then supt∈[0,T ] E [(Lat )γ ] < ∞ and E [LaT ] = 1. We
don’t repeat the proof here, but mention that the proof still holds if we choose β
to be any number strictly greater than γ+1+ M
γ2
γ−1 . In particular the statement
of our theorem refers to the case γ = 2. As for the proof of the inequality (7)
we have (which is a generalization of what done for the first part of the lemma).
The quantity
E
[
(Lat )
2
∣∣Fs]
(Las )
2
can be rewritten as
E


∏
0<Tn≤t
ρaTn(ξn)∏
0<Tn≤s
ρaTn(ξn)
exp
{
1
2
∫ t
s
∫
E
(
1− (ρas (e))4
)
φs(de)dAs
}
·
exp
{
2
∫ t
s
∫
E
(1− ρas (e))φs(de)dAs −
1
2
∫ t
s
∫
E
(
1− (ρas(e))4
)
φs(de)dAs
} ∣∣∣∣∣∣∣Fs

 .
Using Cauchy-Scwarts inequality for conditional expectations, this becomes
E
[
exp
{
4
∫ t
s
∫
E
(1 − ρas(e))φs(de)dAs −
∫ t
s
∫
E
(
1− (ρas (e))4
)
φs(de)dAs
} ∣∣∣∣Fs
]1/2
E
[ E((ρa)4)t
E((ρa)4)s
∣∣∣∣Fs
]1/2
.
The last term is less or equal than 1, thanks to the supermartingale property of
E(ρ4), and the other term is easily estimated:
E
[
exp
{∫ t
s
∫
E
(3− 4ρs(e))φs(de)dAs +
∫ t
s
∫
E
(ρs(e))
4φs(de)dAs
}∣∣∣∣ Fs
]
≤ E [exp{(3 + L4)(At −As)}∣∣ Fs] < E [eηAT ∣∣ Fs] .
We now turn to the last claim. Clearly
∫ t
0
ZsdWs is a local P
a-martingale. By
using Burkholder-Davis-Gundy inequality (under Pa) we have that
E
a
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
ZsdWs
∣∣∣∣
]
≤ KE [(LaT )2] 12 E
[∫ T
0
|Zs|2ds
] 1
2
<∞.
Thus the integral is a Pa-martingale. As for the point process part we do the
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same obtaining
E
a
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
∫
E
Us(e)q
a(dsde)
∣∣∣∣
]
≤ KEa


(∫ T
0
∫
E
|Us|2(e)p(dsde)
)1/2
= KE

LaT
(∫ T
0
∫
E
|Us(e)|2p(dsde
)1/2
≤ KE [(LaT )2] 12 E
[∫ T
0
∫
E
|Us(e)|2φs(de)dAs
] 1
2
<∞.
We can finally formulate the optimal switching problem. For a given strategy
a ∈ Ait, introduce the target quantity to maximise
J(t, i, a) = Ea

ξaT + ∫ T
t
fass dAs +
∫ T
t
gass ds−
∑
k≥1
Cθk(αk−1, αk)
∣∣∣∣∣∣Ft

 . (8)
We then have the value function
v(t, i) = ess sup
a∈Ait
J(t, i, a). (9)
The aim is to find this optimal value and characterize the optimal strategy.
Remark 2.3. We have chosen to let the kernels ρi to touch the value zero,
which is useful if we want to have one of the modes to completely cut off the
dynamic for a limited time. This comes with added technical difficulties, since
the probabilities Pi and Pa are not equivalent to the reference probability P. In
particular relations that can be easily shown to hold Pi-a.s. or Pa-a.s. need not
to hold P-a.s. In order to obtain some results we will make use of approximated
kernels that induce an equivalent probability.
In order to tackle the problem, we will represent the value function of each
mode through the use of a system of reflected BSDE. We introduce the following
system of Backward equations:


Y it = ξ
i +
∫ T
t f
i
sdAs +
∫ T
t g
i
sds+
∫ T
t
∫
E U
i
s(e)(ρ
i
s(e)− 1)dAs
− ∫ Tt U is(e)q(dsde) − ∫ Tt ZisdWs +KiT −Kit
Y it ≥ max
j∈Ai
(Y jt − Ct(i, j))∫ T
0 (Y
i
t −max
j∈Ai
(Y jt − Ct(i, j)))dKit = 0.
(10)
In (10) we see that the generator of the i-th equation only depends on U i,
and it does so in a very specific way. This will allow us to consider the system
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not only under the reference probability P, but also under the probability Pi
induced by the kernel ρi. In this second case the whole term
+
∫ T
t
∫
E
U is(e)(ρ
i
s(e)− 1)dAs −
∫ T
t
U is(e)q(dsde)
will be a Pi martingale. This means we can incorporate in the system of BSDE
the fact that in the switching problem the compensator in mode i changes to
ρis(e)φs(de)dAs. A solution to the BSDE is (Y
i, U i, Zi,Ki)i∈J where, for all
i ∈ J and for all (M ′)2 < β < βˆ,
• Yi is an adapted ca`dla`g process in L2,β(A) ∩ L2,β(W ).
• Ui is in L2,β(p).
• Zi is in L2,β(W ).
• Kit is an increasing continuous process in I2.
First we start with some assumptions, that will serve both to assure that the
switching problem is well posed and that there exists a solution to the system
of BSDE:
Assumption (D): For i ∈ J and for some βˆ > (M ′)2
i) ξi is a given FT measurable variable such that Ei[eβˆAT |ξi|2] <∞.
ii) f is is a progressive process in L
2,βˆ(A).
iii) gis is a progressive process in L
2,Bˆ(W ).
iv) Ct(i, j) for i, j ∈ J are continuous adapted processes. Ct(i, j) ≥ 0 for
i 6= j and Ct(i, i) = 0 and
inf
t
(Ct(i, j) + Ct(j, l)− Ct(i, l)) > 0 for all i 6= j 6= l. (11)
Moreover, for all i, j ∈ J , E
[
supt e
βˆAtCt(i, j)
]
<∞.
v) It holds that for all i, j ∈ J ξi ≥ ξj − CT (i, j) a.s.
Assumptions i), ii), iii) and v) are the usual ones needed for the reflected
BSDE, while iv) is typical of switching problems. In particular (11) means that
it is not possible to switch from i to j by switching to k in the middle for a
lower cost.
Remark 2.4. The condition (11) is a bit stronger than the other usual condition
taken in switching problems, that is the no free loop property. This property
states that for any cycle of indexes of any length p j1, j2, . . . , jp = j1 it must
hold that
p−1∑
k=1
Ct(jk, jk+1) > 0.
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Details of how (11) implies the no free loop property can be found in the proof
of proposition 3.4.
Remark 2.5. We have formulated the problem in the case of a marked point
process and a Brownian motion, but it is of course possible to consider the case
where only a marked point process is involved. In that case it is enough to put
g ≡ 0 and consider all data adapted to the filtration generated by the point
process. The solution would then be just (Y i, U i,Ki)i∈J . In some sense, we
could say that the Wiener process does not modify the nature of the current
problem. This is because the change of probability for the point process does
not in any way modify the behaviour of the diffusive part.
3 Existence of a solution to the system of RB-
SDE
In this section we obtain existence of a solution to the system (10). To this end
we construct the solution iteratively, where at step n, the barrier is represented
by the solution at step n− 1. This technique was used for example in [23], [24]
and [8]. One of the most important tools here is the comparison theorem, as
we have to show that our iterative scheme converges increasingly to some point
and that this point is the solution we look for. The comparison theorem cannot
be applied in all cases (for example when we compare a reflected BSDE with
a one without minimal push condition), thus in some parts we resort to direct
comparisons. What we will obtain is
Theorem 3.1: Under assumptions (S) and (D), there exists a solution to the
system (10) such that for all i (Y i, U i, Zi,Ki) ∈ L2,β(A)∩L2,β(W )×L2,β(p)×
L2,β(W )× I2 for (M ′)2 < β < βˆ.
From now on, let assumptions (A), (D) and (S) hold. Fix a β such that
(M ′)2 < β = βˆ − δ for some fixed δ > 0. First consider the function defined on
[0, T ]× R× E as
hs(u, e) = umax
i∈J
(ρs(e)
i − 1)1{u≥0} + umin
i∈J
(ρs(e)
i − 1)1{u<0}.
Notice
∫
E
hs(U(e))φs(de) satisfies the Lipschitz condition:
|
∫
E
hs(U
′(e))− hs(U(e))φs(de)| ≤
∫
E
M ′|U ′(e)− U(e)|φs(de)
≤M ′
(∫
E
|U ′(e)− U(e)|2φs(de)
)1/2
.
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Define for i ∈ J (Y i,0, U i,0, Zi,0) as solution to
Y
i,0
t = ξ
i +
∫ T
t
f isdAs +
∫ T
t
gisds+
∫ T
t
∫
E
U i,0s (e)(ρ
i
s(e)− 1)φs(de)dAs
−
∫ T
t
∫
E
U i,0(e)q(dsde)−
∫ T
t
Zi,0s dWs, (12)
and (Yˆ , Uˆ , Zˆ) solution to
Yˆt = max
i
|ξi|+
∫ T
t
max
i
|f is|dAs +
∫ T
t
max
i
|gis|ds
+
∫ T
t
∫
E
hs(Uˆs(e), e)φs(de)dAs −
∫ T
t
∫
E
Uˆ(e)q(dsde)−
∫ T
t
ZˆsdWs. (13)
Proposition 3.1: Let assumptions (S) and (D) hold. For all i ∈ J , there exist
unique solutions (Y i,0, U i,0, Zi,0) and (Yˆ , Uˆ , Zˆ) in L2,βˆ(A)∩L2,βˆ(W )×L2,βˆ(p)×
L2,βˆ(W ) to (12) and (13) respectively. Moreover it holds that Y i,0t ≤ Yˆt P-a.s.
and that
E
[
sup
t∈[0,T ]
eβˆAt
(
|Y i,0t |2 + |Yˆt|2
)]
<∞. (14)
Proof. Existence and uniqueness in L2,βˆ(A)∩L2,βˆ(W )×L2,βˆ(p)×L2,βˆ(W ) are
provided by theorem A.1
To prove that Y i,0t ≤ Yˆt we can use the comparison result A.2. Indeed it is
sufficient to notice that
f is +
∫
E
us(e)(ρ
i
s(e)− 1)φs(de) ≤ max
i
|f is|+
∫
E
hs(us(e), e)φs(de).
This is true thanks to the definition of h. Indeed if we explicit it we have
us(e)(ρ
i
s(e)− 1)− us(e)max
i∈J
(ρs(e)
i − 1)1{us(e)≥0}
− us(e)min
i∈J
(ρs(e)
i − 1)1{us(e)<0} ≤ 0.
As for the last point of the proposition, it can be shown directly. Let us see it
for Yˆ , since for Y i,0 is analogous. Take expected value conditioned on Ft on
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the equation for Yˆ , then consider the absolute value:
eβˆAt/2|Yˆt| ≤ E
[
eβˆAt/2|ξˆ|+ eβˆAt/2
∫ T
t
|fˆs|dAs + eβˆAt/2
∫ T
t
|gˆs|ds
∣∣∣∣∣ Ft
]
+ E
[
+eβˆAt/2
∫ T
t
∫
E
|hs(Uˆs)(e)|φs(de)dAs
∣∣∣∣∣ Ft
]
≤ E

eβˆAT /2|ξˆ|+ 1
βˆ1/2
(∫ T
0
eβˆAs |fˆs|2dAs
)1/2∣∣∣∣∣∣ Ft


+ E

√T
(∫ T
0
eβˆAs |gˆs|2ds
)1/2∣∣∣∣∣∣ Ft


+
M ′
βˆ1/2
E


(∫ T
0
∫
E
eβˆAs |Uˆs(e)|2φs(de)dAs
)1/2∣∣∣∣∣∣ Ft

 .
(15)
The last inequality holds thanks to the following
eβˆAt/2
∫ T
t
∫
E
|h(Uˆs(e))|φs(de)dAs
≤M ′eβˆAt/2
∫ T
t
∫
E
|Uˆs(e)|φs(de)dAs
=M ′eβˆAt/2
∫ T
t
∫
E
e−βˆAs/2eβˆAs/2|Uˆs(e)|φs(de)dAs
≤M ′eβˆAt/2
(∫ T
t
e−βˆAsdAs
)1/2(∫ T
0
∫
E
eβˆAs |Uˆs(e)|2φs(de)dAs
)1/2
=M ′eβˆAt/2
(
e−βˆAt − e−βˆAT
βˆ1/2
)1/2(∫ T
0
∫
E
eβˆAs |Uˆs(e)|2φs(de)dAs
)1/2
≤ M
′
βˆ1/2
(∫ T
0
∫
E
eβˆAs |Uˆs(e)|2φs(de)dAs
)1/2
,
and analogously for the part with fˆ . As for the integral of g we have
eβˆAt/2
∫ T
t
|gˆs|ds ≤
∫ T
t
eβˆAs/2|gˆs|ds ≤
√
T
(∫ T
0
eβˆAs |gˆs|2dAs
)1/2
.
The term on the right of inequality (15) is a martingale. By Doob’s inequality,
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the expected value of its sup is bounded by the quantity
CE
[
eβˆAT |ξˆ|2 + 1
βˆ
∫ T
0
eβˆAs |fˆs|2dAs + T
∫ T
0
eβˆAs |gˆs|2ds
]
+
(M ′)2
βˆ
E
[∫ T
0
∫
E
eβˆAs |Uˆs(e)|2φs(de)dAs
]
,
which is finite.
Notice that (Yˆ , Uˆ , Zˆ, Kˆ), with Kˆ ≡ 0, for all i solves the Reflected BSDE

Yˆt = ξˆ +
∫ T
t
maxi |f is|dAs +
∫ T
t
maxi |gis|ds+
∫ T
t
∫
E
hs(Uˆs(e))φs(de)dAs
− ∫ T
t
Uˆ(e)q(dsde)− ∫ T
t
ZˆsdWs + KˆT − Kˆt
Yˆt ≥ max
j
(Yˆt − Ct(i, j))∫ T
0 (Yˆt −maxj (Yˆt − Ct(i, j)))dKˆt = 0
(16)
Consider now the sequence of RBSDEs:


Y
i,n
t = ξ
i +
∫ T
t
f isdAs +
∫ T
t
gisds+
∫ T
t
∫
E
U i,ns (e)(ρ
i
s(e)− 1)φs(de)dAs)
− ∫ T
t
U i,ns (e)q(dsde −
∫ T
t
ZisdWs +K
i,n
T −Ki,nt
Y
i,n
t ≥ max
j∈Ai
(Y i,n−1t − Ct(i, j))∫ T
0
(Y i,nt− −maxj∈Ai (Y
i,n−1
t− − Ct(i, j)))dKi,nt = 0
(17)
Proposition 3.2: For all i ∈ J and for all n ≥ 1, (17) admits a unique solution
in L2,β(A)∩L2,β(W )×L2,β(p)×L2,β(W ). Moreover it holds that Y i,0t ≤ Y i,nt ≤
Y
i,n+1
t ≤ Yˆt.
Proof. We have the starting point Y i,0, and existence and uniqueness of Y i,1
is provided by [19, Theorem 4.1]. For every n, we can construct the solution
that has maxi∈Ai(Y
j,n−1 − Ct(i, j)) as known barrier. First we show by direct
verification that for all i, Y i,1 ≥ Y i,0. By considering the difference Y¯ =
Y i,1 − Y i,0 we obtain, noting that Ki,1T −Ki,0t ≥ 0,
Y¯t ≥
∫ T
t
∫
E
U¯s(e)(ρs(e)− 1)φs(de)dAs −
∫ T
t
∫
E
U¯s(e)q(dsde)−
∫ T
t
Z¯sdWs.
(18)
The right hand term in (18) is a Pρ
i
-martingale, but since Pρ
i
is not equivalent
to P, we cannot conclude that Y¯t ≥ 0 by taking expectation. Instead we add to
both sides of the equation the quantity
ǫ
∫ T
t
∫
E
U¯s(e)φs(de)dAs,
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for any ǫ < ǫ¯, where ǫ¯ is such that 3 + (M + ǫ¯)4 < η. We obtain
Y¯t+ǫ
∫ T
t
∫
E
U¯s(e)φs(de)dAs ≥ −
∫ T
t
∫
E
U¯s(e)(p(dsde)−(ρs(e)+ǫ)φs(de)dAs)
−
∫ T
t
Z¯sdWs. (19)
ρi + ǫ satisfies assumptions (S) and it induces a probability Pρ
i+ǫ ∼ P through
the “Girsanov” martingale
L
ρi+ǫ
t = E(ρi + ǫ).
The term in the right hand side of (19) is a Pρ
i+ǫ-martingale we can take
expected value under Pρ+i conditional on Ft and obtain that for all ǫ < ǫ¯
Y¯t + ǫE
ρ+ǫ
[∫ T
t
∫
E
U¯s(e)φs(de)dAs
∣∣∣∣∣ Ft
]
≥ 0 Pρi+ǫ-a.s.
and thus also P-a.s. Next we need to show that for ǫ→ 0, the term
ǫEρ+ǫ
[∫ T
t
∫
E
U¯s(e)φs(de)dAs
∣∣∣∣∣ Ft
]
→ 0.
We only need to show that Eρ+ǫ
[∫ T
t
U¯s(e)φs(de)dAs
∣∣∣ Ft]→ 0 is bounded by a
finite random variable. We have
E
ρ+ǫ
[∫ T
t
U¯s(e)φs(de)dAs
∣∣∣∣∣ Ft
]
≤ Eρ+ǫ
[∫ T
t
∫
E
|U¯s(e)|φs(de)dAs
∣∣∣∣∣ Ft
]
=
E
[
L
ρi+ǫ
T
∫ T
t
∫
E
|U¯s(e)|φs(de)dAs
∣∣∣ Ft]
L
ρi+ǫ
t
≤ E
[(
L
ρi+ǫ
T
L
ρi+ǫ
t
)∣∣∣∣∣ Ft
]
· E


(∫ T
t
∫
E
|U¯s(e)|φs(de)dAs
)2∣∣∣∣∣∣ Ft


≤ 1
β
E
[
eηAT
∣∣ Ft] · E
[∫ T
t
eβAs |U¯s|2(e)φs(de)dAs
∣∣∣∣∣ Ft
]
,
where in the last line we used relation (7) and the usual trick (see the proof
of proposition 3.1) to estimate the square of an integral with respect to the
compensator.
Using the comparison theorem C.1, we also obtain that Yˆ ≥ Y i,1 for all i.
Indeed, the obstacle maxj(Y
j,0 − Ct(i, j)) for Y i,1 is smaller than the one for
Yˆ , and we can transform the equation for Yˆ into the suitable form by adding
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and subtracting
∫ T
t
∫
E
Uˆs(e)(ρ
i
s(e) − 1)φs(de)dAs. This way the generator of
the equation for Yˆ becomes
max
i
|f is|+
∫
E
[
hs(Uˆs(e), e)− Uˆs(e)(ρis(e)− 1)
]
≥0
φs(de)+
∫
E
Uˆs(e)(ρ
i
s(e)−1)φs(de)
and thus
f is ≤ max
i
|f is|+
∫
E
hs(Uˆs(e), e)− Uˆs(e)(ρis(e)− 1)φs(de),
and we can apply the theorem. By induction we can then prove that Y i,n ≤
Y i,n+1 ≤ Yˆ , repeating the same reasoning.
This means that we have an increasing sequence of processes Y i,n, and then
there exists a limit Y i such that
Y
i,n
t ր Y it ≤ Yˆt,
for all i, for all t, P-a.s. By dominated convergence theorem we also have that
‖Y i,n − Y i‖L2,β(A) → 0 as n→∞.
We have the following bound for the norms, which can be obtained by applying
the Ito Formula to eβAs |Ys|2 (see [19, Proposition 3.1] for the full details)
‖Y i,n‖L2,β(A) + ‖Y i,n‖L2,β(W )‖U i,n‖L2,β(p) + ‖Zi,n‖L2,β(W ) ≤ E
[
eβAT |ξ|2]
+ E
[∫ T
0
eβAs |gis|2ds
]
+ E
[∫ T
0
eβAs |f is|2dAs
]
+ E
[
sup
t∈[0,T ]
eβAt |Y i,nt |2
]
+ E
[
sup
t∈[0,T ]
e(β+δ)At |max
j∈Ai
(Y j,n−1t − Ct(i, j))|2
]
. (20)
Now since Y i,n is a nondecreasing sequence, it holds that
|Y i,nt | ≤ max{|Y i,0t |, |Yˆt|}.
Taking into account proposition 3.1, we have that
E
[
sup
t∈[0,T ]
eβˆAt max{|Y i,0t |, |Yˆt|}
]
and thus the last term in (3.1) is bounded by a constant independent of n.
The sequence (U i,n, Zi,n) is bounded in norm thanks to (20). Then we
can apply proposition B.1 and obtain the existence of (U i, Zi,Ki) ∈ L2,β(p)×
L2,β(W )× I2 such that:

Y it = ξ
i +
∫ T
t f
i
sdAs +
∫ T
t g
i
sds+
∫ T
t
∫
E U
i
s(e)(ρ
i
s(e)− 1)φs(de)dAs
− ∫ Tt U i(e)q(dsde)− ∫ Tt ZisdWs +KiT −Kit
Y it ≥ max
j∈Ai
(Y jt − Ct(i, j)
(21)
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Now consider, for i ∈ J , the RBSDE with known obstacle


Y¯ it = ξ
i +
∫ T
t
f isdAs +
∫ T
t
gisds+
∫ T
t
U¯ is(e)(ρ
i
s(e)− 1)φs(de)dAs
− ∫ T
t
U¯ is(e)q(dsde)−
∫ T
t
ZisdWs + K¯
i
T − K¯it
Y¯ it ≥ max
j∈Ai
(Y jt − Ct(i, j))∫ T
0
(Y¯ it −max
j∈Ai
(Y jt − Ct(i, j)))dK¯it = 0.
(22)
The solution (Y¯ , U¯ , Z¯, K¯) exists thanks to theorem [19, Theorem 4.1]. Thanks
to the comparison result C.1, we have that Y i,nt ≤ Y¯ it for all n, and thus
Y it ≤ Y¯ it . (23)
We want to prove the reverse inequality, which is a bit more involved. To this
end we will use a couple of lemmas. Fix ǫ¯ such that 3 + (M + ǫ¯)4 < η. Here we
consider again, for all i ∈ J and for all ǫ < ǫ¯, the probability Pρi+ǫ introduced
as
Pρ
i+ǫ
dP
= E(ρi + ǫ)
For each i ∈ J define
ηit = ξ
i
1{t≥T} +
∫ t∧T
0
f isdAs +
∫ t∧T
0
gisds+max
j∈Ai
(Y jt − Ct(i, j))1{t<T}. (24)
Lemma 3.1:
Y¯ it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣Ft
]
(25)
is the Pρ
i+ǫ Snell’s envelope of ηi.
Proof. The reasoning is standard for the connection between reflected BSDE and
optimal stopping, minus the fact that we have to consider a different probability.
By adding ǫ
∫ τ
t
∫
E U¯
i
s(e)φs(de)dAs to both sides of the equation solved by Y¯
i,
considered between t and a generic τ ≥ t we obtain
Y¯ it + ǫ
∫ τ
t
∫
E
U¯ is(e)φs(de)dAs = Y¯
i
τ +
∫ τ
t
f isdAs +
∫ τ
t
gisds
+
∫ τ
t
U¯ is(e)(ρ
i
s(e)+ǫ−1)φs(de)dAs−
∫ τ
t
U¯ is(e)q(dsde)−
∫ τ
t
Z¯isdWs+K¯
i
τ−K¯it .
Since K¯ is increasing, and Y¯ iτ ≥ ξi1{τ≥T}+max
j∈Ai
(Y jτ −Cτ (i, j))1{τ<T}, we have
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Y¯ it + ǫ
∫ τ
t
∫
E
U¯ is(e)φs(de)dAs +
∫ t
0
f isdAs +
∫ t
0
gisds ≥
ξi +max
j∈Ai
(Y jτ − Cτ (i, j))1{τ<T} +
∫ τ
0
f isdAs +
∫ τ
0
gisds
+
∫ τ
t
U¯ is(e)(ρ
i
s(e) + ǫ− 1)φs(de)dAs −
∫ τ
t
Z¯is −
∫ τ
t
U¯ is(e)q(dsde).
Being a Pρ
i+ǫ-martingale, by taking expectation under Pρ
i+ǫ the term
+
∫ τ
t
U¯ is(e)(ρ
i
s(e) + ǫ− 1)φs(de)dAs −
∫ τ
t
U¯ is(e)q(dsde)−
∫ τ
t
Z¯isdWs
disappears and we obtain
Y¯ it + ǫE
ρi+ǫ
[∫ τ
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣ Ft
]
+
∫ t
0
f isdAs +
∫ t
0
gisds
≥ Eρi+ǫ
[
ξi1{τ≥T} +max
j∈Ai
(Y jτ − Cτ (i, j))1{τ<T} +
∫ τ
0
f isdAs +
∫ τ
0
gisds
∣∣∣∣ Ft
]
.
By taking the ess sup
a∈Ait
over τ ≥ t we obtain
Y¯ it + ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣ Ft
]
+
∫ t
0
f isdAs +
∫ t
0
gisds ≥ Rρ
i+ǫ(ηi), (26)
where Rρ
i+ǫ(ηi) indicates the Snell envelope of ηi under the probability Pρ
i+ǫ.
For the reverse inequality, consider the stopping time
Dδt = inf
{
s ≥ t : Y¯s ≤ max
j∈Ai
(Y js − Cs(i, j)) + δ
}
∧ T. (27)
We repeat the reasoning above, but in this case K¯Dδt = K¯t and
Y¯Dδt ≤ ξ
i
1{Dδt≥T} +maxj∈Ai (Y
j
Dδt
− CDδt (i, j))1{Dδt<T},
and we obtain
Y¯ it + ǫE
ρi+ǫ
[∫ Dδt
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣∣ Ft
]
+
∫ t
0
f isdAs +
∫ t
0
gisds
≤ Eρi+ǫ
[
ξi1{Dδt≥T} +maxj∈Ai (Y
j
Dδt
− CDδt (i, j)) +
∫ Dδt
0
f isdAs +
∫ Dδt
0
gisds
∣∣∣∣∣ Ft
]
+δ.
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By taking the ess sup and sending δ to zero we obtain
Y¯ it + ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣ Ft
]
+
∫ t
0
f isdAs +
∫ t
0
gisds ≤ Rρ
i+ǫ(ηi),
that together with (26) completes the proof.
On the other hand we have
Lemma 3.2: The process
Y it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U is(e)φs(de)dAs
∣∣∣∣Ft
]
is a Pρ
i+ǫ-supermartingale such that
Y it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U is(e)φs(de)dAs
∣∣∣∣Ft
]
≥ ηit
Proof. Clearly we have
Y it +
∫ t
0
f isdAs +
∫ t
0
gisds ≥
ξi1{t≥T} +max
j∈Ai
(Y jt − Ct(i, j))1{t<T} +
∫ t
0
f isdAs +
∫ t
0
gisds = η
i
t,
and since ǫ ess supτ≥t E
ρi+ǫ
[∫ τ
t
∫
E U
i
s(e)φs(de)dAs
∣∣Ft] ≥ 0 we obtain the sec-
ond property, that is
Y it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U is(e)φs(de)dAs
∣∣∣∣Ft
]
≥ ηit
To show it is a supermartingale consider the equation solved by Y i between t
and a generic stopping time τ , where we add to both sides of the equation the
quantity ǫ
∫ τ
t
∫
E
U is(e)φs(de)dAs and take conditional expected value under the
measure Pρ
i+ǫ:
Y it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫE
ρi+ǫ
[∫ τ
t
∫
E
U is(e)φs(de)dAs
∣∣∣∣Ft
]
= Eρ
i+ǫ
[
Yτ +
∫ τ
0
f isdAs +
∫ τ
0
gisds+K
i
τ
∣∣∣∣ Ft
]
−Kit .
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By taking ess supτ≥t on both sides it becomes
Y it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U is(e)φs(de)dAs
∣∣∣∣Ft
]
= ess sup
τ≥t
E
ρi+ǫ
[
Yτ +
∫ τ
0
f isdAs +
∫ τ
0
gisds+K
i
τ
∣∣∣∣ Ft
]
−Kit .
The term
ess sup
τ≥t
E
ρi+ǫ
[
Yτ +
∫ τ
0
f isdAs +K
i
τ
∣∣∣∣ Ft
]
is a Pρ
i+ǫ-supermartingale (it is a Snell envelope) from which we are subtracting
an increasing process. The right hand side then a Pρ
i+ǫ-supermartingale and so
is the left hand side.
With this two lemmas in hand, we can show that P-a.s. Y¯t ≤ Yt.
Proposition 3.3: It holds that P-a.s.
Y¯t ≤ Yt.
Proof. Since the Snell envelope of a process is the smallest super-martingale
that dominates the process, by the lemmas above we have that Pρ
i+ǫ-a.s.
Y¯ it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣Ft
]
≤ Y it +
∫ t
0
f isdAs +
∫ t
0
gisds+ ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U is(e)φs(de)dAs
∣∣∣∣Ft
]
.
Since Pρ
i+ǫ ∼ P, this holds also P-a.s. We must now show that
ǫ ess sup
τ≥t
E
ρi+ǫ
[∫ τ
t
∫
E
U¯ is(e)φs(de)dAs
∣∣∣∣Ft
]
→ 0
for ǫ → 0, and that the same holds for the integral of U i. This can be done as
in the proof of proposition 3.2.
The same applies to the integral of U i. This tells us that for all t
Y¯t ≤ Yt P-a.s.
Since both processes are ca`dla`g, this holds P-a.s. for all t.
By combining this lemma and (23), we obtain that Y is indistinguishable
from Y¯ . Once we know this is, it means that
∫ T
t
∫
E
U is(e)(ρ
i
s(de)−1)φs(de)dAs−
∫ T
t
U is(e)q
i(dsde)−
∫ T
t
ZisdWs+K
i
T−Kit
=
∫ T
t
∫
E
U¯ is(e)(ρ
i
s(de)−1)φs(de)dAs−
∫ T
t
U¯ is(e)q
i(dsde)−
∫ T
t
Z¯isdWs+K¯
i
T−K¯it .
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Then, reasoning as in the proof of uniqueness 4.1, it is possible to show that U =
U¯ since the inaccessible jumps of both sides are the same, Z = Z¯ by considering
the predictable bracket against
∫ t
0
(Zs − Z¯s)dWs and thus that Kt = K¯t.
(Y i, U i, Zi,Ki)i∈J is almost the solution to system (10), in the sense that
is solves

Y it = ξ
i +
∫ T
t
f isdA
i
s +
∫ T
t
gisds+
∫ T
t
∫
E
U is(e)(ρ
i
s(de)− 1)φs(de)dAs
− ∫ T
t
U is(e)q
i(dsde)− ∫ T
t
ZisdWs +K
i
T −Kit
Y it ≥ max
j∈Ai
(Y jt − Ct(i, j))∫ T
0
(Y it− −maxj∈Ai (Y
j
t− − Ct(i, j)))dKit = 0.
(28)
We only have to show that the Ki is continuous. This also means that Y i
jumps are totally inaccessible. This is a crucial property for the existence of
optimal stopping times. It also means that Y i are Upper Semi Continuous in
Expectation (USCE see [28] )
Proposition 3.4: The processes Ki are continuous.
Proof. Since (Ki)i∈J are predictable process, their jump times are predictable
stopping times. Also all jumps are non-negative since (Ki)i∈J are increasing.
Suppose then there exists j1 and τ such that ∆K
j1
τ > 0, with τ a predictable
stopping time. Since the martingale part has only totally inaccessible jumps, it
holds that
∆Y j1τ = −∆Kj1τ < 0.
Thanks to the Skorohod condition in 28, it holds that
Y
j1
τ− = maxk∈Aj1
(Y kτ− − Ct(j1, k)).
This means that for some index j2,
Y
j2
τ− − Cτ (j1, j2) = Y j1τ− ≥ Y j1τ ≥ Y j2τ − Cτ (j1, j2)
where the first inequality is because ∆Y j1τ < 0. We deduce ∆Y
j2
τ < 0 and
∆Kj2τ > 0. Then again
Y
j2
τ− = maxk∈Aj2
(Y kτ− − Ct(j2, k)),
and there is j3 such that
Y
j3
τ− − Cτ (j2, j3) = Y j2τ− ≥ Y j2τ ≥ Y j3τ − Cτ (j2, j3)
and −∆Y j3τ = ∆Kj3τ > 0. Since the set of indexes is finite, by iterating this
procedure it is possible to find a finite sequence of numbers j1, . . . , jp = j1 such
that
Y
j1
τ− = Y
j2
τ−−Cτ (j1, j2), Y j2τ− = Y j3τ−−Cτ (j2, j3), . . . , Y
jp−1
τ− = Y
jp
τ−−Cτ (jp−1, jp).
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This last set of equalities implies
p−1∑
k
Cτ (jk, jk+1) = 0. (29)
Using condition (11), we can write
Cτ (j1, j2) + Cτ (j2, j3) > Cτ (j1, j3)
Cτ (j1, j2) + Cτ (j2, j3) + Cτ (j3, j4) > Cτ (j1, j3) + Cτ (j3, j4) > Cτ (j1, j4)
...
p−1∑
k=1
Cτ (jk, jk+1) > Cτ (j1, jp) = Cτ (j1, j1) = 0
which contradicts (29). Thus Kj1τ = 0 and K
i are continuous.
SinceKi are continuous, there is no need for limits in the Skorohod condition
and we have a solution for (10). Note that all the Y i are USCE and have only
inaccessible jumps.
4 Verification theorem
Now that we have established existence of a solution to the system, we can use
it to represent the value function. The idea is the following. We “glue together”
the solutions to the system in accordance with strategies: given a strategy in
Ait, we start with Y it and consider its dynamic between t and the first switching
time. Then we switch to another Y jt according to the strategy. This way we
obtain a “switched process” that contains the rewards minus the cost, plus a
P-martingale part and the integral of the U parts of the equations against the
ρ. This last piece will be altogether a martingale under the probability induced
by the strategy, thus by taking expected value under that measure we obtain
the gain for this strategy.
First, define
Definition 4.1. Given a strategy a in Ait, the cumulated switching cost Das is
defined as
Das =
∑
n≥1
Cθn(αn−1, αn)1{θn≤t} D
a
T = lim
s→T
Das . (30)
Das is a ca`dla`g adapted increasing process. The value function is rewritten
as
v(t, i) = ess sup
a∈Ait
J(t, i, a) = Ea
[
ξaT +
∫ T
t
fass dAs +
∫ T
t
gass ds−DaT
∣∣∣∣∣Ft
]
.
(31)
We have the main result
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Theorem 4.1: Let (Y i, U i, Zi,Ki)i∈J be the solution to the system (10). Then
Y it = ess sup
a∈Ait
J(t, i, a) = v(t, i) P-a.s. (32)
Moreover, the strategy a∗ = (θ∗n, α
∗
n) defined as (θ
∗
0 , α
∗
0) = (t, i) and
θ∗n = inf
{
s ≥ θ∗n−1 : Y
α∗n−1
s = max
j∈Aα∗
n−1
(Y js − Cs(α∗n−1, j))
}
(33)
α∗n = arg max
j∈Aα∗
n−1
(
Y kθ∗n − Cθ∗n(α
∗
n−1, j)
)
(34)
is an optimal strategy.
Proof. Step 1. We first show it in the case where the ρi also satisfy 0 < c ≤ ρit(e)
for some constant c. Consider (Y i, U i, Zi,Ki)i∈J be the solution to the system
(10). Let a ∈ Ait, and for this a define
KˆaT = K
i
θ1 −Kit +
∑
n≥1
(
Kαnθn+1 −Kαnθn
)
and
Uar =
∑
n≥0
Uαnr 1{θn<r≤θn+1} Z
a
r =
∑
n≥0
Zαnr 1{θn<r≤θn+1}
Now rewrite the equation for Y i between t and θ1:
Y it = Y
i
θ1 +
∫ θ1
t
f isdAs +
∫ θ1
t
gisds+
∫ θ1
t
∫
E
U is(e)(ρ
i
s − 1)φs(de)dAs
−
∫ θ1
t
∫
E
U is(e)q(dsde)−
∫ θ1
t
ZisdWs +K
i
θ1 −Kit
≥ (Y α1θ1 − Cθ1(i, α1))1{θ1<T} + ξα01{θ1=T} +
∫ θ1
t
fass dAs +
∫ θ1
t
gass ds
+
∫ θ1
t
∫
E
Uas (e)(ρ
a
s − 1)φs(de)dAs −
∫ θ1
t
∫
E
Uas (e)q(dsde)
−
∫ θ1
t
Zas dWs +K
i
θ1 −Kit
= Y α1θ2 1{θ1<T} +
∫ θ2
t
fass dAs +
∫ θ2
t
gass ds
+
∫ θ2
t
∫
E
Uas (e)(ρ
a
s − 1)φs(de)dAs −
∫ θ2
t
∫
E
Uas (e)q(dsde)+
+
∫ θ2
t
Zas dWs + (K
i
θ1 −Kit) + (Kα1θ2 −Kα1θ1 )− Cθ1(i, α1)1{θ1<T} + ξα01{θ1=T},
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where we used first the barrier condition and then the equation for Y α1θ1 between
θ1 and θ2. This process can be repeated until we obtain
Y it ≥ ξaT +
∫ T
t
fass dAs +
∫ T
t
gass ds+
∫ T
t
∫
E
Uas (ρ
a
s − 1)φs(de)dAs
−
∫ T
t
∫
E
Uas (e)q(dsde)−
∫ T
t
Zas dWs + Kˆ
a
T −DaT ,
which ends thanks to the fact that a is an admissible strategy and thus P(θn <
T ∀n ≥ 0) = 0. This can be rewritten as (forgetting about the non-negative
KˆaT )
Y it ≥ ξaT +
∫ T
t
fass dAs +
∫ T
t
gass ds−
∫ T
t
Zas dWs
−
∫ T
t
∫
E
Uas (e)(p(dsde)− ρas (e)φs(de)dAs)−DaT . (35)
Now, by taking Ea expectation, we have that
Y it ≥ Ea
[
ξaT +
∫ T
t
fass dAs +
∫ T
t
gass ds−DaT
∣∣∣∣∣ Ft
]
− Ea
[∫ T
t
∫
E
Uas (e)(p(dsde) − ρas(e)φs(de)dAs) +
∫ T
t
Zas dWs
∣∣∣∣∣ Ft
]
,
now the term
∫ T
t
∫
E
Uas (e)(p(dsde) − ρas (e)φs(de)dAs) −
∫ T
t
Zas dWs is a P
a-
martingale, as stated by proposition 2.2. Thus we have:
Y it ≥ Ea
[
ξaT +
∫ T
t
fass dAs −DaT
∣∣∣∣∣ Ft
]
P
a-a.s. (36)
To prove that Y i is indeed the ess sup, consider the strategy a∗ defined above.
We first prove that it is indeed an admissible strategy, by showing that P(θ∗n <
T ∀n ≥ 0) = 0. Assume, as done in [24], that this does not hold and P(θ∗n <
T ∀n ≥ 0) > 0. By the definition of a∗ this means that
P
(
Y
α∗n
θ∗n+1
= Y
α∗n+1
θ∗n+1
− Cθ∗n+1(α∗n, α∗n+1), α∗n+1 ∈ Aa∗n , ∀n ≥ 0
)
> 0.
Since J is finite, there exists a loop i0, i1, . . . , ik, i0 of elements of J and a
subsequence nq(ω)q≥0 such that
P
(
Y ilθ∗nq+l
= Y
il+1
θ∗nq+l
− Cθ∗nq+l (il, il + 1), l = 0, . . . , k; ik+1 = i0 ∀q ≥ 0
)
> 0.
(37)
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Consider now θ∗ = lim θ∗n and the set Θ = {θ∗n < θ∗, ∀n ≥ 0}. Thanks to
property 11 we know that
P({θ∗ < T } ∩Θc) = 0.
Indeed on Θc we know that for some n¯ we have θ∗n = θ
∗ for all n ≥ n¯. This would
mean that we keep switching over a cycle with cost zero at θ∗ (see proposition
3.4 or remark 2.5). Indeed we would have
Y
j0
θ∗ = Y
j1
θ∗ − Cθ∗(j0, j1), Y j1θ∗ = Y j2θ∗ −Cθ∗(j1, j2), . . . , Y jkθ∗ = Y j0θ∗ −Cθ∗(jk, j0),
and this again contradicts the no free loop property. Now this tells us that θ∗ is
not a totally inaccessible stopping time (see [15, Chapter 4, 79] or [25, Chapter
3,3]), since it must hold that P(Θ) > 0. Since the jumps of the Y i are totally
inaccessible, this means that there is no jump at θ∗ and thus we can take the
limit in (37) obtaining
P
(
Y ilθ∗ = Y
il+1
θ∗ − Cθ∗(il, il + 1), l = 0, . . . , k; ik+1 = i0 ∀q ≥ 0
)
> 0.
This can be rewritten as
P
(
k∑
l=0
Cθ∗(il, il+1) = 0; ik+1 = i0
)
> 0
which contradicts the non free loop property (see again remark 2.5).
Now that we know that a∗ ∈ Ait , we write as before,
Y it = Y
i
θ∗1
+
∫ θ∗1
t
f
a∗s
s dAs +
∫ θ∗1
t
g
a∗s
s ds+
∫ θ∗1
t
∫
E
Ua
∗
s (e)(ρ
a
∗
s − 1)φs(de)dAs
−
∫ θ∗1
t
∫
E
Ua
∗
s (e)q(dsde)−
∫ θ1
t
Za
∗
s dWs
=
(
Y
α∗1
θ∗1
− Cθ∗1 (i, α∗1)
)
1{θ∗1<T} + ξ
α∗0
1{θ∗1=T} +
∫ θ∗1
t
f
a∗s
s dAs +
∫ θ∗1
t
g
a∗s
s ds
+
∫ θ∗1
t
∫
E
Ua
∗
s (e)(ρ
a
∗
s − 1)φs(de)dAs −
∫ θ∗1
t
∫
E
Ua
∗
s (e)q(dsde)−
∫ θ1
t
Za
∗
s dWs,
but with the difference that Kiθ∗1
−Kit = 0 thanks to the Skorohod condition in
(10) and to the way a∗ is defined. Repeating this as before, but with equalities,
we obtain that
Y it = ξ
a∗T +
∫ T
t
f
a∗s
s dAs +
∫ T
t
g
a∗s
s ds−Da∗T
−
∫ T
t
∫
E
Ua
∗
s (e)(p(dsde)− ρa
∗
s φs(de)dAs)−
∫ T
t
Za
∗
s dWs.
25
By taking Pa
∗
-expected value conditional on Ft we obtain that
Y it = J(t, i, a
∗) Pa
∗
-a.s. (38)
Since we assumed that the ρi are bounded from below by a constant c > 0, then
the probabilities Pa introduced are equivalent to P and relations (36) and (38)
hold also P-a.s. In that case we have that Y it = v(t, i) P-a.s. by combining the
two relations.
Step 2. The general case where the ρi can touch zero is more complicated,
but both in the cases of a generic a and a∗ we can proceed in the same way.
Take a step backwards and consider the relation (35)
Y it ≥ ξaT +
∫ T
t
fass dAs +
∫ T
t
gass ds−
∫ T
t
Zas dWs
−
∫ T
t
∫
E
Uas (e)(p(dsde)− ρas (e)φs(de)dAs)−DaT .
Consider now ǫ¯ such that 3 + (M + ǫ)4 < η. For all 0 < ǫ < ǫ¯ we add
ǫ
∫ T
t
∫
E U
a
s φs(de)dAs to both sides of the previous relation, obtaining
Y it + ǫ
∫ T
t
∫
E
Uas φs(de)dAs ≥ ξaT +
∫ T
t
fass dAs +
∫ T
t
gass ds−
∫ T
t
Zas dWs
−
∫ T
t
∫
E
Uas (e)(p(dsde)− (ρas (e) + ǫ)φs(de)dAs)−DaT .
We denote by Pa+ǫ the probability induced by the kernel ρa + ǫ, and we have
Pa+ǫ ∼ P. Then by taking expectation under Pa+ǫ, we obtain that P-a.s.
Y it + ǫE
a+ǫ
[∫ T
t
∫
E
Uas φs(de)dAs
∣∣∣∣∣ Ft
]
≥ Ea+ǫ
[
ξaT +
∫ T
t
fass dAs −DaT
∣∣∣∣∣ Ft
]
(39)
We have already seen that (see proposition 3.2)
ǫEa+ǫ
[∫ T
t
∫
E
Uas φs(de)dAs
∣∣∣∣∣ Ft
]
→ 0 for ǫ→ 0. (40)
If we show that for ǫ→ 0
E
a+ǫ
[
ξaT +
∫ T
t
fass dAs −DaT
∣∣∣∣∣ Ft
]
→ Ea
[
ξaT +
∫ T
t
fass dAs −DaT
∣∣∣∣∣ Ft
]
,
then we obtain that P-a.s. for all a ∈ Ait
Y it ≥ J(t, i, a). (41)
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Denote by X the square integrable random variable X = ξaT +
∫ T
t
fass dAs−DaT .
And consider the difference between the two terms∣∣Ea+ǫ [X | Ft]− Ea [X | Ft]∣∣ =
∣∣∣∣E
[
La+ǫT
La+ǫt
X
∣∣∣∣ Ft
]
− E
[
LaT
Lat
X
∣∣∣∣ Ft
]∣∣∣∣
=
∣∣∣∣E
[(
La+ǫT
La+ǫt
− L
a
T
Lat
)
X
∣∣∣∣ Ft
]∣∣∣∣
≤ E
[(
La+ǫT
La+ǫt
− L
a
T
Lat
)2∣∣∣∣∣ Ft
]1/2
E
[
X2
∣∣ Ft]1/2 .
It is clear that (
La+ǫT
La+ǫt
− L
a
T
Lat
)2
→ 0 P-a.s.
so we want to use the dominated convergence theorem to prove that the condi-
tional expected value converges to zero. It holds that(
La+ǫT
La+ǫt
− L
a
T
Lat
)2
≤ C
(
La+ǫT
La+ǫt
)2
+ C
(
LaT
Lat
)2
We already know, thanks to proposition 2.2, that the second term is bounded
by √
E((ρa)4)T
E((ρa)4)t e
η
2
AT
which is integrable
E
[√
E((ρa)4)T
E((ρa)4)t e
η
2AT
]
≤ CE
[E((ρa)4)T
E((ρa)4)t
]
+ CE
[
eηAT
] ≤ C + CE [eηAT ] .
For the first term we obtain a similar estimate, we have that
(
La+ǫ
T
La+ǫt
)2
can be
rewritten explicitly as
∏
t<Tn≤T
(ρtn(ξn) + ǫ)
2e2
∫
T
t
∫
E
(1−ρs(e)−ǫ)φs(de)dAs
≤
∏
t<Tn≤T
(ρtn(ξn) + ǫ¯)
2e2
∫
T
t
∫
E
(1−ρs(e)−ǫ)φs(de)dAs
≤
∏
t<Tn≤T
(ρtn(ξn) + ǫ¯)
2e
1
2
∫
T
t
∫
E
(1−(ρs(e)+ǫ¯)
4)φs(de)dAs
· e− 12
∫
T
t
∫
E
(1−(ρs(e)+ǫ¯)
4)φs(de)dAse2AT−2At
=
√
E((ρa + ǫ¯)4)T
E((ρa + ǫ¯)4)t e
− 12
∫
T
t
∫
E
(1−(ρs(e)+ǫ¯)
4)φs(de)dAse2AT−2At
≤
√
E((ρa + ǫ¯)4)T
E((ρa + ǫ¯)4)t e
(L+ǫ¯)4(AT−At)−
1
2 (AT−At)+2(AT−At) ≤
√
E((ρa + ǫ¯)4)T
E((ρa + ǫ¯)4)t e
η
2AT .
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The last term is integrable (as above), and thus we have found an integrable
function that is greater than
(
La+ǫT
La+ǫt
− L
a
T
Lat
)2
.
Then we can apply the dominated convergence theorem and obtain that
E
a+ǫ
[
ξaT +
∫ T
t
fass dAs −DaT
∣∣∣∣∣ Ft
]
→ Ea
[
ξaT +
∫ T
t
fass dAs −DaT
∣∣∣∣∣ Ft
]
,
which together with (40) tells us that
Y it ≥ J(t, i, a) P-a.s.
Using the same computation we can show that
Y it = J(t, i, a
∗) P-a.s.
and thus P-a.s.
Y it = v(t, i)
The representation of Y i as an essential supremum, together with the fact
that it is ca`dla`g, also tells us that it is unique. Thanks to this we can prove
uniqueness of the solution to the system, in a quite straightforward way:
Proposition 4.1: The solution to the system (10) is unique.
Proof. Consider two sets of solutions (Y i, U i, Zi,Ki)i∈J and (Y¯
i, U¯ i, Z¯i, K¯i)i∈J .
From theorem 4.1 we know that for all i Y it and Y¯
i
t both coincide with the value
function v(t, i). Since both are ca`dla`g this means that Y i = Y¯ i up to indistin-
guishability. This in turn lets us write, by considering the equations for Y i and
Y¯ i that
∫ T
t
∫
E
U is(e)(ρ
i
s(e)−1)φs(de)dAs−
∫ T
t
∫
E
U is(e)q(dsde)−
∫ T
t
ZisdWs+K
i
T−Kit
=
∫ T
t
∫
E
U¯ is(e)(ρ
i
s(e)−1)φs(de)dAs−
∫ T
t
∫
E
U¯ is(e)q(dsde)−
∫ T
t
Z¯isdWs+K¯
i
T−K¯it .
(42)
Since both sides must have the same jumps, this means that for all jump Tn
with mark ξn
U iTn(ξn) = U¯
i
Tn(ξn).
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This means that U = U¯ in L1,0(p), indeed
E
[∫ T
0
∫
E
|Us(e)− U¯ is(e)|φs(de)dAs
]
= E
[∫ T
0
∫
E
|Us(e)− U¯ is(e)|p(dsde)
]
= E

 ∑
0<Tn≤T
|U iTn(ξn)− U¯ iTn(ξn)|

 = 0.
Now (42) becomes
∫ T
t
(Zis − Z¯is)dWs = KiT −Kit − K¯iT + K¯it .
Consider it between 0 and T . By taking the predictable bracket against
∫ T
0
(Zis−
Z¯is)dWs on both sides we obtain that, since the K
i and K¯i are finite variation
processes, ∫ T
0
(Zis − Z¯is)2dWs = 0,
which tells us that also the Z component is unique. This leaves us with only K:
KiT −Kit − K¯iT + K¯it = 0.
It is easy to see that by setting t = 0 we obtain KiT = K¯
i
T and from that for
any t ∈ [0, T ] Kit = K¯it .
A A comparison theorem for BSDE driven by
MPP and Brownian motion
In this section we establish a comparison theorem for BSDE driven by marked
point process and Brownian motion. Consider the following BSDE
Yt = ξ+
∫ T
t
fs(Ys, Us)dAs+
∫ T
t
gs(Ys, Zs)ds−
∫ T
t
∫
E
Us(e)q(dsde)−
∫ T
t
ZsdWs.
(43)
The solution is a triple (Y, U, Z) ∈ L2,β(A) ∩ L2,β(W )× L2,β(p)× L2,β(W ).
It is possible to prove, in a quite standard way, that a solution exists under the
following hypotheses
Assumption (R):
1. The final condition ξ : Ω→ R is GT measurable and E
[
eβAT |ξ|2] <∞.
2. For every ω ∈ Ω, t ∈ [0, T ], r ∈ R, the mapping ft(ω, r, ·) : L2(E, E , φt(ω, de))→
R satisfies the assumptions:
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(i) for every U ∈ L2,β(p) the mapping
(ω, t, r) 7→ ft(ω, r, Ut(ω, ·))
is ProgG ⊗ B(R)-measurable;
(ii) there exists Lf ≥ 0 and LU ≥ 0 such that for every ω ∈ Ω, t ∈ [0, T ],
r, r′ ∈ R, z, z′ ∈ L2(E, E , φt(ω, de)) we have
|ft(ω, r, z(·))− ft(ω, r′, z′(·))|
≤ Lf |r − r′|+ LU
(∫
E
|z(e)− z′(e)|2φt(ω, de)
)2
;
(iii) we have
E
[∫ T
0
eβAt |ft(0, 0)|2dAt
]
<∞.
3. (i) g is Prog × B(R)× B(Rd)-measurable.
(ii) There exist Lg ≥ 0, LZ ≥ 0 such that for every ω ∈ Ω, t ∈ [0, T ],
y, y′ ∈ R, z, z′ ∈ Rd
|g(ω, t, y, z)− g(ω, t, y′, z′)| ≤ Lg|y − y′|+ LZ |z − z′|
(iii) we have
E
[∫ T
0
eβAs |g(s, 0, 0)|2ds
]
<∞.
In that case we have the result
Theorem A.1: Suppose that assumption (R) hold for some β > 2Lf + L
2
U .
Then there exists a unique solution to equation (43) (L2,β(A) ∩ L2,β(W )) ×
L2,β(p)× L2,β(W ).
We do not give the proof here as it is quite standard and a straightforward
extension of the one in [12].
We want to prove a comparison theorem for this equation. It is well known
that BSDE with jumps component require additional assumptions for this result
to hold (see [3] for a counterexample), and BSDE driven marked point processes
are no exception. There are a number of works that provide a comparison
principle for BSDE with jumps, and we cite among others [10, 29, 33, 36]. We
give here a result for the BSDE (43). Compared to the case of point processes
that have a compensator absolutely continuous with respect to the Lebesgue
measure, we need to add some integrability condition on the process A since we
will be using Girsanov changes of measure.
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Theorem A.2: Let (ξi, f i, gi)i=1,2 be two sets of data for which the hypotheses
above hold. Let (Y i, U i, Zi)i=1,2 be the corresponding solutions. Assume that
ξ2 ≤ ξ1 a.s, f2t (Y 1t , U1t ) ≤ f1t (Y 1t , U1t ) and g2t (Y 1t , Z1t ) ≤ g1t (Y 1t , Z1t ) a.s. for all
t. Assume there is a P ⊗ E-measurable function γ such that −1 ≤ γ ≤ C and
for all t, y ∈ R+ × R and u2, u1 ∈ L2(E, E , φt(ω, de))
f2t (y, u
2)− f2t (y, u1) ≤
∫
E
γt(e)(u
2(e)− u1(e))φt(de). (44)
Assume also that for some η > 3 + (C + 1)4 we have E
[
eηAT
]
< ∞. Then we
have that Y 2t ≤ Y 1t a.s. for all t.
Proof. To simplify notation suppose that the Brownian motion is in d = 1, the
general case is done as in the case with only a diffusion part. Define Y¯ = Y 2−Y 1,
U¯ = U2 − U1, Z¯ = Z2 − Z1, ξ¯ = ξ2 − ξ1, f¯ = f2(Y 1, U1) − f1(Y 1, U1) and
g¯ = g2(Y 1, Z1)− g1(Y 1, Z1). Y¯ satisfies
Y¯t = ξ¯+
∫ T
t
(f2s (Y
2
s , U
2
s )−f1s (Y 1s , U1s ))dAs+
∫ T
t
(g2s(Y
2
s , Z
2
s )−g1s(Y 1s , Z1s ))dAs
−
∫ T
t
∫
E
U¯s(e)q(dsde)−
∫ T
t
Z¯sdWs (45)
Define the quantities
αs =
f2s (Y
2
s , U
2
s )− f2s (Y 1s , U2s )
Y¯s
1{Y¯s 6=0} ≤ Lf
βs =
g2s(Y
2
s , Z
2
s )− g2s(Y 1s , Z2s )
Y¯s
1{Y¯s 6=0} ≤ Lg
θs =
g2s(Y
1
s , Z
2
s )− g2s(Y 1s , Z1s )
Z¯s
1{Z¯s 6=0} ≤ LZ .
The equation can be thus rewritten as
Y¯t = ξ¯ +
∫ T
t
αsY¯sdAs +
∫ T
t
(f2s (Y
1
s , U
2
s )− f2s (Y 1s , U1s ))dAs +
∫ T
t
f¯sdAs
+
∫ T
t
βsY¯sds+
∫ T
t
θsZ¯sds+
∫ T
t
g¯sds−
∫ T
t
∫
E
U¯s(e)q(dsde)−
∫ T
t
Z¯sdWs.
Consider now the positive process Γ solution to{
dΓt = αtdAt + βtdt
Γ0 = 1.
(46)
We have that
Γt = e
∫
t
0
αsdAse
∫
t
0
βsds = BtCt,
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where Bt = exp
{∫ t
0
αsdAs
}
and Ct = exp
{∫ t
0
βsds
}
< eLgT . We notice that
B2t ≤ e2LfAt < eβAt . (47)
We consider now the dynamic of the product Y¯ Γ. We obtain
ΓT ξ¯ = ΓtY¯t +
∫ T
t
αsY¯sΓsdAs +
∫ T
t
βsY¯sΓsds−
∫ T
t
αsY¯sΓsdAs
−
∫ T
t
Γs(f
2
s (Y
1
s , U
2
s )− f2s (Y 1s , U1s ))dAs −
∫ T
t
Γsf¯sdAs
−
∫ T
t
βsY¯sΓsds−
∫ T
t
θsZ¯sΓsds−
∫ T
t
Γsg¯sds
+
∫ T
t
∫
E
ΓsU¯s(e)q(dsde) +
∫ T
t
ΓsZ¯sdWs.
Remembering that ξ¯, f¯ and g¯ are non-positive while Γ is non-negative we obtain
Y¯tΓt ≤
∫ T
t
Γs(f
2
s (Y
1
s , U
2
s )− f2s (Y 1s , U1s ))dAs +
∫ T
t
θsZ¯sΓsds
−
∫ T
t
∫
E
ΓsU¯s(e)q(dsde)−
∫ T
t
ΓsZ¯sdWs.
Using the condition (44) the last inequality becomes
Y¯tΓt ≤
∫ T
t
∫
E
γs(e)ΓsU¯s(e)φs(e)dAs +
∫ T
t
θsZ¯sΓsds
−
∫ T
t
∫
E
ΓsU¯s(e)q(dsde)−
∫ T
t
ΓsZ¯sdWs. (48)
We have that ΓU¯ ∈ L2,0(p) and ΓZ¯ ∈ L2,0(W ) and the terms in q(dsde) and
dW are martingales, indeed
E
[∫ T
0
∫
E
|ΓsU¯s(e)|2φs(de)dAs
]
< E
[∫ T
0
∫
E
eβAs |U¯s|2(e)φs(de)dAs
]
<∞
E
[∫ T
0
|ΓsZ¯s|2ds
]
< E
[∫ T
0
eβAs |Z¯s|2ds
]
<∞
Now reorder the terms in (48) to obtain
Y¯tΓt ≤ −
∫ T
t
ΓsZ¯s(dWs − θsds)
−
∫ T
t
∫
E
ΓsU¯s(e)(p(dsde)− (γs(e) + 1)φs(de)dAs.
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Consider ǫ¯ such that η > 3 + (C + 1+ ǫ¯)4. Then for ǫ < ǫ¯ we add to both sides
of the previous inequality the term
ǫ
∫ T
t
ΓsU¯s(e)φs(de)dAs,
obtaining
Y¯tΓt + ǫ
∫ T
t
ΓsU¯s(e)φs(de)dAs ≤ −
∫ T
t
ΓsZ¯s(dWs − θsds)
−
∫ T
t
∫
E
ΓsU¯s(e)(p(dsde) − (γs(e) + 1 + ǫ)φs(de)dAs. (49)
Now we can consider γs(e)+1+ǫ (which satisfies, together with the condition on
A in the statement of the theorem, assumption (S)) and θs (which is bounded)
as Girsanov kernels. We can introduce the probability Pγ,θ,ǫ ∼ P through the
exponential martingale here denoted Lγ,θ,ǫ. It is equivalent since the part rela-
tive to the point process of Girsanov kernel is strictly positive. All P-martingales
are Pγ,θ,ǫ martingales and thus by taking Pγ,θ,ǫ expectation conditional on Ft
in (49) they vanish. Thus for any ǫ < ǫ¯ we have that
Y¯tΓt + ǫE
γ,θ,ǫ
[∫ T
t
ΓsU¯s(e)φs(de)dAs
∣∣∣∣∣ Ft
]
≤ 0 Pγ,θ,ǫ-a.s.
and thus
Y¯tΓt + ǫE
γ,θ,ǫ
[∫ T
t
ΓsU¯s(e)φs(de)dAs
∣∣∣∣∣ Ft
]
≤ 0 P-a.s.
since they are equivalent. To conclude the theorem we just have to show that
ǫEγ,θ,ǫ
[∫ T
t
ΓsU¯s(e)φs(de)dAs
∣∣∣∣∣ Ft
]
→ 0. (50)
This can be done as in the proof of proposition 3.2.
Then (50) holds and the theorem is proven.
B A monotonic limit result
We establish a monotonic limit proposition, as the one introduced in [32], for
BSDEs of a very particular type. The generator is linear in U , and it is the kind
of equation we need in this paper. Consider the following sequence of BSDE
Y nt = ξ +
∫ T
t
fsdAs +
∫ T
t
∫
E
Uns (e)(ρs(e)− 1)φs(de)dAs +
∫ T
t
gsds
−
∫ T
t
∫
E
Uns q(dsde)−
∫ T
t
Zns dWs +K
n
T −Knt (51)
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Kn are known non-decreasing predictable processes starting from zero that are
square integrable, that is E
[
(KnT )
2
]
< ∞. In the following, ρ is a P ⊗ E-
measurable random field such that 0 ≤ ρs(e) ≤ M for some constant M , and
the hypothesis on ξ, f and g are the ones already listed in appendix A for
β > (max{|M − 1|, 1})2.
Proposition B.1: Assume that for β > (max{|L− 1|, 1})2, Y nt ր Yt for some
Yt ∈ L2,β(A) ∩ L2,β(W ) and
‖Un‖L2,β(p) + ‖Zn‖L2,β(W ) ≤ C.
AssumeKn are non decreasing ca`dla`g predictable withKn0 = 0 and E
[
(KnT )
2
]
<
∞. Then there exists U ∈ L2,β(p), Z ∈ L2,β(W ) and K predictable ca`dla`g
increasing process with E[K2T ] <∞, such that
Yt = ξ +
∫ T
t
fsdAs +
∫ T
t
∫
E
Us(e)(ρs(e)− 1)φs(de)dAs +
∫ T
t
gsds
−
∫ T
t
∫
E
Us(e)q(dsde)−
∫ T
t
ZsdWs +KT −Kt.
Proof. First notice that Y is also the L2,β([0, T ]) limit of the Y n. Thanks to
the bound on Un and Zn, we can extract a weakly convergent subsequence
(Unk , Znk) to some (U,Z). This implies that for every fixed stopping time τ ,∫ τ
0
∫
E
Uns (e)q(dsde)
w
⇀
∫ τ
0
∫
E
Us(e)q(dsde)∫ τ
0
Zns dWs
w
⇀
∫ τ
0
ZsdWs
since the application that associates
∫ τ
0
∫
E
Vs(e)q(dsde) ∈ L2(Fτ ) to V ∈ L2,β(p)
is continuous, and the same for the application that associates
∫ τ
0
XsdWs ∈
L2(Fτ ) to X ∈ L2,β(W ) . Notice also that the linear application that to
V ∈ L2,β(p) associates ∫ τ
0
∫
E
Vs(e)(ρs(e) − 1)φs(de)dAs ∈ L2(Fτ ) is continu-
ous.
If we define Kτ as
Kτ = Y0 − Yτ −
∫ τ
0
fsdAs −
∫ τ
0
gsds−
∫ τ
0
∫
E
Us(e)(ρs(e)− 1)φs(de)dAs
+
∫ τ
0
∫
E
Us(e)q(dsde) +
∫ τ
0
ZsdWs,
since Knτ satisfies
Knτ = Y
n
0 − Y nτ −
∫ τ
0
fsdAs −
∫ τ
0
gsds−
∫ t
0
∫
E
Uns (e)(ρs(e)− 1)φs(de)dAs
+
∫ τ
0
∫
E
Uns (e)q(dsde) +
∫ τ
0
Zns dWs
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it follows that Knkτ
w
⇀ Kτ , for all τ . We can deduce that Kτ inherits the
following properties from Knτ :
• K0 = 0 and E[K2T ] <∞.
• K is increasing.
Thanks to Lemma 2.2 in [32], we also know that both Y and K are ca`dla`g.
C Approximation and comparison of the spe-
cific reflected BSDE
In this appendix we establish a comparison result for reflected BSDE of the form
(52). We first show we can approximate the reflected BSDE with a sequence
of penalized standard BSDE, on which we then apply the comparison theorem
A.2. It is well known that general comparison theorems do not hold in this
framework with jumps, both for normal BSDE and reflected ones. Nevertheless,
with additional hypotheses as in theorem A.2, it is possible to compare them.
Some examples of papers in which a comparison result for reflected BSDE with
jumps is established is [14, 18, 35, 34], along many others.
The equation we study is again


Yt = ξ +
∫ T
t
fsdAs +
∫ T
t
Us(e)(ρs(e)− 1)φs(de)dAs +
∫ T
t
gsds
− ∫ T
t
Us(e)q(dsde) −
∫ T
t
ZsdWs +KT −Kt
Yt ≥ ht∫ T
0 (Yt− − ht−)dKt = 0.
(52)
We assume that ρ and A satisfy assumption (S) for appropriate M > 0 and
η > 3 +M4. For β > (M ′)2 (where M ′ = max(M, |M − 1|), we assume that
data ξ is a FT -measurable random variable such that E
[
eβAT |ξ2] < ∞, f, g
to be progressive processes in L2,β(A) and L2,β(W ) respectively and h to be
a ca`dla`g adapted process such that E
[
supt∈[0,T ] e
(β+δ)At|ht|
2
]
< ∞ for some
δ > 0. Then this equation has one unique solution in
(
L2,β(A) ∩ L2,β(W )) ×
L2,β(p)× L2β(W )× I2 for β > (M ′)2 thanks to [19, Theorem 4.1].
We start by defining for all n ≥ 0 the following penalized BSDE
Y nt = ξ +
∫ T
t
fsdAs +
∫ T
t
∫
E
Uns (e)(ρs(e)− 1)φs(de)dAs +
∫ T
t
gsds
−
∫ T
t
Uns (e)q(dsde)−
∫ T
t
Zns dWs +K
n
T −Knt , (53)
whereKnt = n
∫ t
0 (Y
n
s − hs)− ds. We see that for each n this is a standard BSDE
with generators f¯ns (u) = fs+
∫
E
(e)u(e)(ρs(e)−1)φs(de) and g¯ns (y) = gs+n(y−
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hs)
−, thus existence and uniqueness in
(
L2,β(A) ∩ L2,β(W ))×L2,β(p)×L2β(W )
for β > (L′)2 is assured by theorem A.1, where L′ = max{|L − 1|, 1}. The
comparison theorem A.2 tells us that Y nt ≤ Y n+1t since all the hypotheses are
verified (in particular g¯n(y) ≤ g¯n+1(y) for all y ∈ R. We want to prove we can
approximate (52) with (53). Let us start by some lemmas
Lemma C.1: Let Y n be the solution to (53). Then there exists a Yˆ such that
Y nt ր Yˆt ≤ Yt, where Y is the solution to the RBSDE (52).
Proof. Consider ǫ¯ > 0 such that η > 3 + (L′ + ǫ)4, where η is the parameter
appearing in assumption (S). Then ρ+ǫ induces an equivalent probability Pρ+ǫ ∼
P. Then it is possible to show that for any 0 < ǫ < ǫ¯ Y satisfies
Yt+ǫΓ
U = ess sup
τ≥t
E
ρ+ǫ
[∫ τ∧T
t
fsdAs +
∫ τ∧T
t
gsds+ hτ1{τ<T} + ξ1{τ≥T}
∣∣∣∣∣ Ft
]
,
(54)
where
ΓU = ess sup
τ≥t
E
ρ+ǫ
[∫ τ
t
∫
E
Us(e)φs(de)dAs
∣∣∣∣ Ft
]
.
As already said, we have that Y n ≤ Y n+1 thanks to the comparison theorem.
Now for fixed n consider Y n between t and a generic stopping time τ , we have
Y nt +ǫ
∫ τ
t
∫
E
Uns (e)φs(de)dAs (55)
≥ Eρ+ǫ
[
Y nτ ∧ hτ1{τ<T} + ξ1{τ≥T} +
∫ τ
t
fsdAs +
∫ τ
t
gsds
∣∣∣∣ Ft
]
. (56)
Define now τ∗t = inf{s ≥ t : Kns −Knt > 0} ∧ T . Take ω such that τ∗t (ω) < T .
Then ∃tk ց τ∗t (ω) such that Y ntk(ω) ≤ htk(ω). Then Y nτ∗t (ω) ≤ hτ∗t (ω), since Y n
and h are ca`dla`g. Then
Y nτ∗t 1{τ
∗
t <T}
= Y nτ∗t ∧ hτ∗t 1{τ∗t <T}
and
Y nt + ǫ
∫ τ∗t
t
∫
E
Uns (e)φs(de)dAs = Y
n
τ∗t
∧ hτ∗t 1{τ∗t <T} + ξ1{τ∗t ≥T} +
∫ τ∗t
t
gsds
+
∫ τ∗t
t
fsdAs +
∫ τ∗t
t
∫
E
Uns (e)(ρs(e) + ǫ− 1)φs(de)dAs
−
∫ τ∗t
t
∫
E
Uns (e)q(dsde)−
∫ τ∗t
t
Zns dWs. (57)
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By taking ρ−expectation conditional on Ft we obtain, together with (56)
Y nt + ǫΓ
Un
= ess sup
τ≥T
E
ρ+ǫ
[
Y nτ ∧ hτ1{τ<T} + ξ1{τ≥T} +
∫ τ∧T
t
fsdAs +
∫ τ∧T
t
gsds
∣∣∣∣∣ Ft
]
.
Where
ΓU
n
= ess sup
τ≥t
E
ρ+ǫ
[∫ τ
t
∫
E
Us(e)φs(de)dAs
∣∣∣∣ Ft
]
Comparing this last to (54) we notice that Pρ+ǫ-a.s Y nt + ǫΓ
Un ≤ Yt + ǫΓU .
Since ΓU
n
is non-negative, this also means Y nt ≤ Yt + ǫΓU . Since the sequence
Y n is non-decreasing we have the existence of a limit Yˆ such that
Y nt ր Yˆt ≤ Yt + ǫΓU .
The last inequality holds Pρ+ǫ and P almost surely as they are equivalent. Now
we just have to show that ΓU is bounded so we can send ǫ to zero and prove
the lemma. This is done as in the proof of proposition 3.2.
We establish here a lemma on the norms of the solutions to the penalized
equations:
Lemma C.2: Let (Y n, Un, Zn) be the solution to the penalized BSDE (53).
Then there exist a constant Cp depending on ξ, f, g, h but independent of n
such that
E
[∫ T
0
eβAs |Y ns |2(dAs + ds)
]
+ E
[∫ T
0
∫
E
eβAs |Uns (e)|2φs(de)dAs
]
+ E
[∫ T
0
eβAsZ2sds
]
< Cp.
Proof. The bound is obtained by applying Itoˆ’s formula to eβ(At+t)(Y nt )
2, as in
the proof of [19, Proposition 3.1] In the computation appears the term∫ T
0
eβ(As+s)Y ns dK
n
s =
∫ T
0
eβ(As+s)Y ns n(Y
n
s − hs)−ds ≤
∫ T
0
eβ(As+s)hsdK
n
s ,
where the last inequality is due to the fact that the integrand is non zero only
when hs ≥ Y ns . This is in turn bounded by
+γE
[
sup
t
e(β+δ)(At+t)h2t−
]
+
1
γ
E

(∫ T
0
e(β−δ)
As+s
2 dKns
)2
for any γ > 0.
The last term is estimated again by considering the dynamic of e(β−δ)
(At+t)
2 Y nt .
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Proposition C.1: We have that Yˆt = Yt and thus Y
n
t ր Yt.
Proof. First notice that by Lebesgue dominated convergence theorems we have
that Y n
L2,β(A)→ Yˆ . Thanks to lemma C.2, we know that (Un, Zn) are bounded
in L2,β(p) × L2,β(W ) for β > (L′)2. Then thanks to proposition B.1 we know
that there exist (Uˆ , Zˆ, Kˆ) that solve
Yˆt = ξ +
∫ T
t
fsdAs +
∫ T
t
gsds+
∫ T
t
∫
E
Uˆs(e)(ρs(e)− 1)φs(de)dAs
−
∫ T
t
∫
E
Uˆs(e)q(dsde)−
∫ T
t
ZˆsdWs + KˆT − Kˆt. (58)
Now it holds that Yˆt ≥ ht. Indeed if we take (53) between 0 and T and we take
expectation:
nE
[∫ T
0
(Y ns − hs)−ds
]
= E[Y n0 ]
− E
[
ξ −
∫ T
0
(
fs
∫
E
U − sn(e)(ρs(e)− 1)φs(de)
)
dAs −
∫ t
0
gsds
]
,
and, dividing by n, E
[∫ T
0
(Y ns − hs)−ds
]
→ 0, where we used the fact that
E
∫ T
0
∫
E U
n
s (e)(ρs(e)− 1)φs(de)dAs ≤M from lemma C.2. Then
E
[∫ T
0
(Yˆs − hs)−ds
]
= E
[∫ T
0
lim
n
(Y ns − hs)−ds
]
≤ lim inf
n
E
[∫ T
0
(Y ns − hs)−ds
]
= 0.
Then P-a.s.
∫ T
0
(Y ns −hs)−ds = 0 and since the process are ca`dla`g, P-a.s. Yˆs ≥ hs
for all t < T . Since YˆT = ξ, this holds also for T . This means that
Yˆt +
∫ t
0
fsdAs +
∫ t
0
gsds ≥ ξ1{t≥T} + ht1{t<T} +
∫ t
0
fsdAs +
∫ t
0
gsds. (59)
Introduce again (see the proof of lemma C.1) the equivalent probability
P
ρ+ǫ ∼ P through a Girsanov transfomr with kernel ρ + ǫ. Define the non-
negative quantity
ΓˆUt = ess sup
τ≥t
E
ρ+ǫ
[∫ τ
t
∫
E
Uˆs(e)φs(de)dAs
∣∣∣∣ Ft
]
.
If we consider equation (58) between t and a stopping time τ and add
ǫ
∫ τ
t
∫
E
Uˆs(e)φs(de)dAs
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to both sides, we obtain after taking ess sup over all stopping times on both
sides that
Yˆt +
∫ t
0
fsdAs +
∫ t
0
gsds+ ǫΓˆ
U
t = ess sup
τ≥t
ψˆτ − Kˆt,
where
ψˆt = ξ +
∫ t
0
fsdAs +
∫ t
0
gsds+ Kˆt.
Thus
Yˆt +
∫ t
0
fsdAs +
∫ t
0
gsds+ ǫΓˆ
U
t (60)
is a Pρ+ǫ-supermartingale as it is the difference of a supermartingale (it is a Snell
envelope) and an increasing process. Notice that since Pρ+ǫ ∼ P, the inequality
(59) also holds Pρ+ǫ-a.s. Also if we add ΓˆUt to the left hand side of (59), the
inequality is still true. Then (60) is a Pρ+ǫ-supermartingale that dominates
ψt = ξ1{t≥T} + ht1{t<T} +
∫ t
0
fsdAs +
∫ t
0
gsds.
On the other hand we have that (see the proof of lemma C.1)
Yt + ǫΓ
U = Yt + ǫ ess sup
τ≥t
E
ρ+ǫ
[∫ τ
t
∫
E
Us(e)φs(de)dAs
∣∣∣∣ Ft
]
is the Pρ+ǫ Snell envelope of the same quantity ψt. As the Snell envelope is the
smallest supermartingale that dominates ηt, it holds that P
ρ+ǫ-a.s.
Yt + ǫΓ
U ≤ Yˆ + ǫΓˆU .
But since the two probabilities are equivalent, this means that the inequality
holds also P-a.s. Now we have already shown in the proof of lemma C.1 that
ΓUt ≤ E
[
eηAt
∣∣ Ft]+ E
[∫ T
0
∫
E
eβAsU2s (e)φsdedAs
∣∣∣ Ft]
4β
.
The same holds for ΓˆUt . Thus by sending ǫ to zero we obtain that Yt ≤ Yˆt P-a.s.
Since the processes are ca`dla`g this holds up to indistinguishability. Confronting
it with lemma C.1 we obtain that Yt = Yˆt.
Thanks to the approximation result, we can provide a comparison theorem
for reflected BSDE of the form (52).
Theorem C.1: Assume (S) holds for ρ and A. We are given two sets of data
ξi, f i, gi, hi satisfying assumptions at the beginning of the section for some β >
L′, and such that ξ1 ≤ ξ2, f1s ≤ f2s , g1s ≤ g2s and h1s ≤ h2s. Then we have
that the respective solutions (Y i, U i, Zi,Ki) are such Y 1t ≤ Y 2t for all t ∈ [0, T ],
P-almost surely.
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Proof. We can approximate each RBSDE with the BSDE defined above. That
is for i = 1, 2:
Y
i,n
t = ξ
i +
∫ T
t
f isdAs +
∫ T
t
gisds+
∫ T
t
∫
E
U i,ns (ρs(e)− 1)φs(de)dAs
−
∫ T
t
U i,ns (e)q(dsde)−
∫ T
t
Zi,ns +K
i,n
T −Ki,nt
with Ki,nt = n
∫ t
0 (Y
i,n
s − his)−ds. Remember that Y i,nt ր Y it thanks to proposi-
tion C.1. Since h1s ≤ h2s, we have that (y − h1s)− ≤ (y − h2s)− and we can apply
the comparison theorem A.2 and obtain that
Y
1,n
t ≤ Y 2,nt ∀t ∈ [0, T ], P-a.s. ∀n ≥ 1.
By taking the limit for n→ +∞, we obtain that Y 1t ≤ Y 2t ∀t ∈ [0, T ], P-a.s. .
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