Abstract. Let ϕ : E → E ′ be an isogeny of prime degree ℓ between elliptic curves defined over a number field. We describe how to perform ϕ-descents on the nontrivial elements in the Shafarevich-Tate group of E ′ which are killed by the dual isogeny ϕ ′ . This makes computation of ℓ-Selmer groups of elliptic curves admitting an ℓ-isogeny over Q feasible for ℓ = 5, 7 in cases where a ϕ-descent on E is insufficient and a full ℓ-descent would be infeasible. As an application we complete the verification of the full Birch and Swinnerton-Dyer conjectural formula for all elliptic curves over Q of rank zero or one and conductor less than 5000.
Introduction
Let E/k be an elliptic curve over a number field k. The Mordell-Weil group E(k) of rational points on E is known [23, 30] to be a finitely generated abelian group. Let L(E/k, s) be the Hasse-Weil L-function of E. When k = Q it is known [31, 4] to be an entire function on the complex plane. Its order of vanishing at s = 1 is called the analytic rank, denoted r an (E/Q). Birch and Swinnerton-Dyer have conjectured [2] that rank(E(Q)) = r an (E/Q), that the Shafarevich-Tate group X(E/Q) is finite and that its order is related to the leading term of the Taylor expansion of L(E/Q, s) at s = 1 by a formula recalled below.
For any ℓ ≥ 2, the Mordell-Weil and Shafarevich-Tate groups are also related by an exact sequence of finite abelian groups
The middle term is the ℓ-Selmer group of E. Its computation is referred to as an ℓ-descent on E. This gives an unconditional bound on the Mordell-Weil rank or, when the rank is known (e.g. for elliptic curves over Q of analytic rank 0 or 1), information on the ℓ-torsion in the Shafarevich-Tate group. A detailed description of how to do an ℓ-descent when ℓ is a prime is given in [26] . In practice, ℓ-descents typically require class and unit group information in an extension of k obtained by adjoining the coordinates of one or more nontrivial points in E[ℓ]. So, even over Q, ℓ-descents are not usually feasible for primes larger than 3.
When E admits an isogeny ϕ : E → E ′ of degree ℓ one can compute Selmer groups associated to ϕ and the dual isogeny ϕ ′ . The two are related by a 5-term exact sequence (see (2.2) below), which often allows one to compute the full ℓ-Selmer group. The advantage to this approach is that, generically, a full ℓ-descent would require working with an extension of degree ℓ 2 −ℓ (assuming E admits an ℓ-isogeny), whereas the ϕ-and ϕ ′ -Selmer groups can be determined from class and unit group information in extensions of degree ℓ − 1. In many cases, the ϕ-and ϕ ′ -Selmer groups can actually be determined with very little explicit computation. For details in various specific cases, the reader may wish to consult [1, 8, 13, 14, 17, 27, 28, 29] . General treatments are given in [26] and [22] , the latter also containing a recent and rather thorough review of the existing literature. The disadvantages are that this does not apply to general elliptic curves and that, even when it does, it may fail to yield sufficient information to compute the ℓ-Selmer group.
The latter issue can be dealt with if one can determine the subgroup
In principle this can be achieved by computing the Cassels pairing [5] on
. When E[ℓ] ≃ Z/ℓZ × µ ℓ as a Galois module, the pairing can be evaluated by writing it as a sum of local pairings [15] . However, such splittings do not occur generically; over Q this is only possible for ℓ ≤ 5. In general one can try to reduce to the split case by passing to an appropriate extension [15, Section 2.5], but there is no guarantee that this will yield the required information over Q.
In this paper we give an alternative method for computing the subgroup ϕ (X(E/k) [ℓ] ), analogous to the approach for computing ℓ 2 -Selmer groups developed in [11, 12] . Given C ∈ X(E ′ /k)[ϕ ′ ] we compute a finite set, called the ϕ-Selmer set of C, which consists of certain everywhere locally solvable coverings of C. This set is nonempty precisely when C admits a lift to X(E/k) [ℓ] . We refer to our method as a second ϕ-descent. Together with ϕ-and ϕ ′ -descents on E ′ and E, this always allows one to determine the ℓ-Selmer group. All of the descents involved require class and unit group information in extensions of degree at most ℓ, making computation of ℓ-Selmer groups of general elliptic curves admitting an ℓ-isogeny over Q feasible in practice for ℓ = 5, 7.
As an application we complete the proof of the following theorem.
Theorem 1.1. Let E be an elliptic curve over Q of conductor N < 5000 and such that r an (E/Q) ≤ 1. Then the full Birch and Swinnerton-Dyer conjecture holds for E. This means that r an (E/Q) is equal to the rank of E(Q), X(E/Q) is finite and that L (r) (E/Q, 1) r! = Ω(E) · p c p (E) · Reg(E(Q)) · #X(E/Q) #E(Q) 2 tors , where c p (E) denotes the Tamagawa number at the prime p, Reg(E(Q)) is the regulator of E and Ω(E) is the integral over E(R) of the absolute value of the minimal invariant differential of E.
Several remarks are in order. Firstly we note that the bound of 5000 on the conductor is an arbitrary one, but it seemed to provide a good balance between challenge and feasibility. The restriction on the rank is less so. If r an (E/Q) ≤ 1 then it is known [19, 31, 4] that r an (E/Q) is equal to the rank of E(Q) and X(E/Q) is finite. However, there is no curve of rank greater than one for which X(E/Q) is known to be finite. The rank conjecture has been verified by John Cremona [9] for many individual curves with r an (E/Q) ≤ 3, in particular for all curves of conductor up to 130,000. Thus the hypothesis in Theorem 1.1 that r an (E/Q) ≤ 1 can be stated in terms of the algebraic rank instead. However, there is no curve of algebraic rank greater than three for which the rank conjecture is known, as there is no known method for proving that the analytic rank is what it appears to be in such cases. Theorem 1.1 extends the efforts begun in [18] , where the authors proved the ℓ-part of BSD (i.e. the claim that the order of X(E/Q) predicted by the formula is a rational number and that the exponent of ℓ in its prime factorization is the same as the exponent of the actual order of X(E/Q)) for such curves of conductor up to 1000 without complex multiplication, for ℓ = 2 and for ℓ such that the mod-ℓ Galois representation attached to E is irreducible and ℓ ∤ p c p (E). In [21] the second author extended this to such curves of conductor up to 5000 for ℓ = 2, 3 and for all ℓ ≥ 5 such that the mod-ℓ representation is irreducible, regardless of complex multiplication or Tamagawa numbers.
The restriction to irreducible mod ℓ representations above owes itself to a result of Kolyvagin [19] which allows one to obtain upper bounds for ord ℓ (#X(E/Q)) through suitable Heegner index computations. Neither Kolyvagin's original result nor any of its various extensions (e.g. [18, 3.2 -3.5] or [21, 5.1 -5.4 ]) yield effective upper bounds when E has CM and reducible mod ℓ representation or when ℓ | #E ′ (Q) tors for some Q-isogenous curve E ′ . The remaining CM curves were dealt with in [22] by means of ℓ-isogeny descent, using knowledge of class groups of cyclotomic fields to avoid much of the explicit computation. In the remaining cases ℓ | #E ′ (Q) tors , so ℓ ≤ 7. For the majority of these the ℓ-primary part of X was computed in [13, 14] by an ℓ-isogeny descent. However, for the eleven pairs (E, ℓ) listed in Table 1 (the first entry in each pair is an isogeny class labeled as in the Cremona database [9] ), this was insufficient. We use second ℓ-isogeny descents to compute X(E/Q)[ℓ ∞ ] for these 11 remaining cases and complete the proof of Theorem 1.1. Remark 1.2. Some of the 11 pairs in Table 1 may have been handled independently by other authors using alternative means. We note in particular that (570l,5) has been dealt with by computation of the Cassels-Tate pairing [15, sec. 2.5].
1.1. Organization. Section 2 gives definitions and basic properties of the ϕ-coverings we aim to compute. In Section 3 we define a descent map which ultimately gives a more concrete realization of these abstractly defined objects. We then develop a cohomological description of the descent map and use this to derive several important properties in Section 4. In Section 5 we show how to write down explicit models in projective space for the coverings parametrized by our descent. In particular, this gives an explicit inverse to the descent map. In Section 6 we give an algorithm for computing the ϕ-Selmer set of an element
. With the material of the preceding sections this is a rather standard reduction to computational algebraic number theory. Following this we introduce a fake Selmer set which is easier to compute, but may differ from the genuine Selmer set slightly. We conclude with the proof of Theorem 1.1 and some explicit examples. In two of these we use a second ℓ-isogeny descent to determine the ℓ-primary part of the Shafarevich-Tate group with ℓ = 5 or 7. In a third, we give an example where a second isogeny descent is needed to compute the analytic order of X. Namely, we find a generator of the Mordell-Weil group of canonical height approximately 242 by writing down an explicit model for a degree 25 covering of E, and use this to compute the regulator. This last example makes essential use of recent work by Fisher on minimization and reduction of genus one normal curves of degree 5 [16] .
1.2. Notation. Throughout ℓ will denote an odd prime, n will denote an integer and K will denote a perfect field of characteristic not dividing nℓ with algebraic closurē K and with absolute Galois group G K . The symbol k will denote a number field; the completion of k at a prime v will be denoted k v .
For a projective curve C/K and a commutative K-algebra A we use C ⊗ K A to denote the extensions of scalars C × Spec K Spec A. In the special case that A =K this will also be denoted byC. The function field of C is denoted κ(C). We use Div(C) to denote the group of K-rational divisors on C. If P ∈ C(K) is a point, the corresponding divisor in Div(C) will be denoted [P ] . The quotient of Div(C) by the subgroup of K-rational principal divisors is denoted by Pic(C). The group of K-rational divisor classes on C is Pic(C) G K . We remind the reader that the obvious map Pic(C) → Pic(C) G K is injective, but may fail to be surjective.
ϕ-coverings
A K-torsor under E is a smooth, projective curve C/K together with algebraic group action of E on C which is defined over K and is simply transitive onK-points (we will always assume the action of E is fixed even if it is not explicitly given in the notation). Any point P ∈ C(K) gives an isomorphism (defined over the field of definition of P ) ψ P : C ≃ E sending a point Q ∈ C(K) to the unique R ∈ E(K) such that Q = P + R. We say that an isomorphism of curves ψ : C ≃ E is compatible with the torsor structure if it is of this type. The K-isomorphism classes of K-torsors under E are parameterized by the Weil-Châtelet group, H 1 (K, E). A K-torsor under E is trivial (i.e. isomorphic to E acting on itself by translations) if and only if it has a K-rational point. Hence, for a number field k, the Tate-Shafarevich group,
parameterizes isomorphism classes of everywhere locally solvable torsors.
Definition 2.1. Let ϕ : E → E ′ be an isogeny of elliptic curves defined over K of degree not divisible by the characteristic of K, and let C be a K-torsor under E ′ . A ϕ-covering of C is a morphism of curves D π → C defined over K which fits into a commutative diagram
where ψ C and ψ D are isomorphisms of curves defined overK, with ψ C compatible with the torsor structure on C. Two ϕ-coverings of C are isomorphic if they are K-isomorphic as C-schemes. The set of all K-isomorphism classes of ϕ-coverings of C defined over K is denoted by Cov (ϕ) (C/K). If K = k is a number field, we define the ϕ-Selmer set of C, denoted Sel (ϕ) (C/k), to be the set of all isomorphism classes of ϕ-coverings of C which are everywhere locally solvable.
Since the possible choices for ψ C differ by translations and ϕ is surjective onKpoints, all ϕ-coverings of C areK-isomorphic as C-schemes. Geometrically they are Galois coverings of C with group isomorphic to E[ϕ]. So by the twisting principle Cov (ϕ) (C/K) is, if nonempty, a principal homogeneous space for H 1 (K, E[ϕ]), with the action given by twisting. Every ϕ-covering D π → C comes equipped with the structure of a K-torsor under E. Indeed, any isomorphism ψ D as in the definition gives an action
The isomorphism class of the torsor does not depend on ψ D as we have assumed that ψ C is compatible with the torsor structure on C.
The map ϕ : E → E ′ gives E the structure of a ϕ-covering of E ′ (considered as the trivial torsor). Considering the elements of Cov (ϕ) (E ′ /K) as twists of this canonical element gives a canonical identification Cov
The ϕ-Selmer set is finite and, at least in principle, computable [7] . We refer to its computation as a ϕ-descent on C. This also applies when C = E ′ . In this case the ϕ-Selmer set is a finite abelian group, and it sits in an exact sequence
Remark 2.2. The reader is cautioned that the middle term in (2.1) is almost always referred to as the ϕ-Selmer group of E (with E rather than E ′ present in the notation). This is reasonable given that it is a subgroup of
). However, we find it convenient to adopt this nonstandard notation since in our interpretation of coverings it is the codomain of the covering map which plays the primary role.
Our interest in ϕ-descents stems from the following relation to ϕ-divisibility in the Shafarevich-Tate group.
Proof. We may assume C ∈ X(E ′ /k), otherwise the statement is trivial. Suppose C is killed by n and consider the following commutative diagram.
By the exact sequence (2.1), C admits a lift to an n-covering C
The image of this map is exactly the fiber above (C, π) under the map denoted ϕ * in the diagram above. From this one deduces the result from commutativity and the fact that the horizontal maps are surjective.
There is also a Selmer group associated to ϕ ′ . It is related to the ϕ-and deg(ϕ)-Selmer groups by the 5-term exact sequence [26, Lemma 6 
It is also worth noting that the order of Sel (ϕ ′ ) (E/k) can be computed from the order of Sel (ϕ) (E ′ /k) using a formula of Cassels in [6] , and vice versa. Lemma 2.3 shows that one can compute the final term in (2.2) by doing ϕ-descents on the elements of
. Together with the ϕ-and ϕ ′ -descents on E ′ and E, this allows for computation of the deg(ϕ)-Selmer group. Since the elements of X(E ′ /k)[ϕ ′ ] would presumably be obtained by the ϕ ′ -descent on E we refer to this as a second isogeny descent on E.
Remark 2.4. For C ∈ X(E ′ /k) it is well known that the condition in Lemma 2.3 is equivalent to requiring that C pair trivially with all elements of X(E ′ /k)[ϕ ′ ] under the Cassels pairing defined in [5] . The fact that the pairing is alternating implies that the order of the final term in (2.2) is a square whose prime factors divide deg(ϕ).
2.1. ℓ-isogeny coverings. For the remainder of the paper we assume that deg(ϕ) is an odd prime ℓ and let C π → E be a ϕ ′ -covering of an elliptic curve E defined over K. By definition there is an isomorphism ψ C : C ≃ E ′ such that π = ϕ ′ • ψ C , which gives C the structure of a K-torsor under E ′ . Let X = π −1 (0 E ) denote the set of points lying above the identity on E. The action of E ′ on C restricts to an action of
gives an embedding of C in P ℓ−1 as a genus one normal curve of degree ℓ. We remind the reader that a genus one normal curve of degree n ≥ 3 defined over K is a smooth projective curve of genus one embedded in P n−1 via the complete linear system associated to some K-rational effective divisor of degree n (see [10, 
If D ρ → C is a ϕ-covering of C, then composing the covering maps gives D the structure of ℓ-covering of E. This results in a map (which depends on both C and the map π)
Definition 2.5. We define Cov
to be the subset consisting of elements D, such that Ψ π (D) is self orthogonal with respect to the Weil-pairing cup product
Remark 2.6. Equivalently, Cov
0 (C/K) is the set of isomorphism classes of ϕ-coverings which map via Ψ π into the kernel of the obstruction map, Ob ℓ : [10] . Indeed, it is known that Ob ℓ is quadratic and that the associated bilinear form is the cup product ∪ ℓ figuring in our definition.
If k is a number field and D ∈ Cov (ϕ) (C/k) is everywhere locally solvable, the local global principle for the Brauer group of k shows that D ∈ Cov
0 (C/k). We also have a geometric description of Cov
0 (C/K) if and only if there is a model for D as a genus one normal curve of degree ℓ in P ℓ−1 defined over K with the property that the pull-back of any x ∈ X ⊂ C is a hyperplane section.
is self orthogonal with respect to the Weil pairing cup product if and only if ψ *
is linearly equivalent to some K-rational divisor (see [10] , [11] 
, the pull-back of P under ϕ is linearly equivalent to ℓ[0 E ]. This follows from the well-known fact that two divisors on an elliptic curve are linearly equivalent if and only if they have the same degree and the same sum. Indeed, the divisors in question both have degree ℓ and sum to 0 E in the group E(K).
The Descent Map
In this section we define a map on Cov (ϕ) 0 (C/K) taking values in a quotient of the multiplicative group of a certainétale K-algebra. Ultimately we will see that this map is injective. Its image gives a concrete realization of Cov (ϕ) 0 (C/K) which is more amenable to computation.
. Define Y to be the set of divisors on C,
Then Y is a G K -set of hyperplane sections of C ⊂ P ℓ−1 that are supported entirely on X. Use F = Map K (X,K) and H = Map K (Y,K) to denote theétale K-algebras corresponding to X and Y . We will identify K with the subalgebras of constant maps in F and in H. The action of G K on Y is determined by the action of G K on X. This induces a 'norm map,'
As a G K -set, Y splits as the union of (at least) the two G K -stable subsets,
This gives rise to a splitting of
As G K -sets Y 1 and X are isomorphic, so we may identify H 1 with F . The 'norm map' ∂ also splits as ∂ = (∂ 1 , ∂ 2 ), where
Remark 3.1. For ℓ = 3, X is a set of three colinear points on C ⊂ P 2 and Y 2 is a singleton containing the line through these three points. The map
. This means that l is a Galois equivariant family of linear forms parametrized by the G K -set Y , with the property that evaluating the coefficients of l at y ∈ Y yields a linear form l y ∈K[u 1 , . . . , u ℓ ] defining the hyperplane section y ∈ Div(C). Note that under the splitting, H ≃ F × H 2 , we have l = (l 1 , l 2 ) and the divisor defined by
with the property that for all d as above, the image of the class of d is equal to the class of l(d). 
defines a homomorphism from the group of K ′ -rational divisors with support disjoint from the support of div(h) to K ′× . Given d as in the statement we can choose a linear form u ∈ K[u 1 , . . . , u ℓ ] such that d and the hyperplane section defined by u have disjoint supports. Then l/u ∈ κ(C ⊗ H) is a Galois equivariant family of rational functions. The corresponding homomorphisms patch together to give a homomorphism from the group of K-rational divisors with support disjoint from X and the support of div(u) to H × . Modulo the choice for u we get a well defined homomorphism from K-rational divisors with support disjoint from X to H × /K × . This proves the first statement.
For the second, define
by setting the value of l on Ξ ∈ Pic(C) equal to the class of l(d), where d ∈ Div(C) is any K-rational divisor representing Ξ with support disjoint from X. If this is welldefined, then it is clearly the unique homomorphism with the stated property. That such d exists follows from [20, page 166] where it is shown that any K-rational divisor class which is represented by a K-rational divisor contains a K-rational divisor avoiding a given finite set.
Next we use Weil reciprocity to show that the result does not depend on the choice for d. Let h ∈ κ(C)
× be any rational function whose zeros and poles are disjoint from X and choose a linear form u ∈ K[u 1 , . . . , u ℓ ] whose corresponding divisor has support disjoint from X and the support of div(h). Weil reciprocity gives
× ∂F × which shows that the homomorphism is well defined.
It is worth noting that for a point P ∈ C(K) \ X, the image of the class of [P ] in Pic(C) under this homomorphism is given by evaluating l on any choice of homogeneous coordinates in K for P . In general one must use the moving lemma to find a linearly equivalent divisor with support disjoint from X. We will abuse notation slightly by writing l(P ) for the image of the class of [P ].
Proposition 3.4. The choice of l induces a well defined map
0 (C/K). By Lemma 2.7 we have a model for (D, ρ) as a genus one normal curve of degree ℓ in P ℓ−1 = P ℓ−1 (z 1 : · · · : z ℓ ) such that the pull-back of any x ∈ X is a hyperplane section of D, defined by the vanishing of some linear form
Moreover, these h x may be chosen so that they patch together to give a linear form h ∈ F [z 1 , . . . , z ℓ ] cutting out the divisor ρ
we see that ∂h and l • ρ cut out the same divisor on D. Hence there exists some ∆ ∈ H × such that
in the homogeneous coordinate ring of D ⊗ K H. We define Φ((D, ρ)) to be the class of
Note that a different choice for h would alter ∆ by an element of
, so the extremal terms in (3.2) define the image of (D ′ , π ′ ) under the descent map. Thus the image of (D ′ , π ′ ) is also the class of ∆, which shows that Φ is well-defined.
It remains to show that Φ has the stated property. For this let
and such that the support of d contains no points lying above X. The divisor [ρ(Q)] on C is linearly equivalent to the
On the other hand, the relation (3.1) defining ∆ gives, l(ρ
) is represented by ∆ as required.
3.3.
Image of the descent map. Recall that we identify K with the constant maps in F and H. Under this identification we have ∂(a) = a ℓ , for all a ∈ K. Thus
and a subset
where P ∈ C(K) is any point.
The defining property of Φ and the next lemma show that the image of Φ is contained in H K . Ultimately we will see that H K is equal to the image of Φ. Lemma 3.5. H K does not depend on the choice for P ∈ C(K).
Proof. Let P ′ ∈ C(K) and choose some (D, ρ) ∈ Cov Then, for some ∆ ∈H × , we have l • ρ = ∆∂h in the coordinate ring of D ⊗KH. If Q, Q ′ are points of D lying above P and P ′ , we have
This shows that the coset l(P ) · ∂F × does not depend on P . The same holds for its G K -invariant subset, which proves the lemma.
The next lemma shows that non membership in H K is stable under base change.
Proof. The assumptions imply that in (H ⊗KK ′ ) × we have
′ . This shows that α x is algebraic overK, and hence lies inK. Thus α ∈F and we have ∆ = l(P )∂(α) inH. This shows that ∆ represents a class in H K .
Towards Cohomology
4.1. Affine maps. We say that a map f : X →K × is affine if for all x ∈ X and P,
An easy calculation shows that this is actually equivalent to the a priori weaker condition for all x ∈ X and
This results in the following.
Proof. α lies in the kernel of ∂ 2 if and only if for every
Let Aff(X, µ ℓ ) denote the G K -module of affine maps from X to µ ℓ . Given an affine map α ∈ Aff(X, µ ℓ ) and x ∈ X, projecting onto the linear part gives a well defined homomorphism (P → α(
Since α is affine this does not depend on the choice for x ∈ X, so we get a morphism of
, µ ℓ ) whose kernel consists of the constant maps. Using the ϕ-Weil pairing we have an identification
This gives an exact sequence of G K -modules
Taking Galois cohomology of (4.2) and identifying H 2 (K, µ ℓ ) with Br(K)[ℓ], we obtain the following exact sequence
There is an isomorphism
Proof. Lemma 4.1 gives a morphism of short exact sequences,
where the copies ofK × are embedded as the constant maps. Taking Galois cohomology gives a morphism of long exact sequences,
where the equalities follow from Hilbert's Theorem 90. From this we see that H 0 K is isomorphic to the quotient of H 1 (K, Aff(X, µ ℓ )) by the image of H 1 (K, µ ℓ ). On the other hand, the latter is isomorphic to the kernel of Υ by exactness of (4.3).
For any x 0 ∈ X we can use the ϕ-Weil pairing to define a map
A different choice of x 0 gives a map which differs by a constant. Nondegeneracy of the Weil pairing shows that we have a well defined embedding
The following lemma gives an alternative description of this embedding. , where Q ∈ D is any point chosen so that h(Q) and h(P + Q) are both defined and invertible inF . 
where R ∈ E is any point chosen so that both numerator and denominator are defined and nonzero. Thus, we have
Considered as an element ofF × = Map(X,K × ) modulo the constant maps, the righthand side of (4.7) is represented by the map
On the other hand, the left-hand side of (4.7) represents the image of P in µ ℓ (F )/µ ℓ , so we are done. 4.2. Some diagrams. The maps in (4.2) and (4.6) fit together to give a commutative and exact diagram:
Taking Galois cohomology and making the identifications described below yields another commutative and exact diagram:
where the map pr 1 is induced by the projection pr 1 :
The bottom row of (4.9) is obtained directly by taking Galois cohomology of the bottom row of (4.8). Using Hilbert's Theorem 90 we may identify the quotient of
The top row of (4.9) is then seen to be the quotient of the long exact sequence coming from the top row of (4.8) by the images of H 1 (K, µ ℓ ). A completely formal diagram chase shows that the rows of (4.9) have isomorphic kernels (so that κ K is the kernel of the top row as well).
Recall that the image of Φ is contained in H K which is a coset of H 0 K (see (3.3) and (3.4)). We define F K and F 0 K to be their images in F × /K × F ×ℓ under pr 1 . By (4.9) we have that
For ℓ = 3, it is relatively easy to show that all three sets are equal (Recall that in this case
These constants can be computed as follows. 
Proof of Lemma 4.4. Let
, and let ψ : C → E ′ be an isomorphism (defined over some extension of K) such that ϕ
The value of the connecting homomorphism Υ on ξ is defined by choosing a lift of ξ under (4.2) to a cochain with values in Aff(X, µ ℓ ), and then taking its coboundary. So Υ(ξ) is represented by the coboundary of the 1-cochain G K ∋ σ → e ϕ (ξ σ , ψ(·)) ∈ Aff(X, µ ℓ ), which is the 2-cocycle
Using Galois equivariance of the Weil pairing and that ξ is a 1-cocycle, this simplifies to
This is same as the cup product computed above, which proves the lemma.
Proof of corollary 4.5. Recall that H 1 (K, E[ϕ]) acts simply transitively on Cov (ϕ) (C/K) by twisting. We need only show that this restricts to a transitive action of
After identifying all with their images in Cov (ℓ) (E/K), the twist of D by ξ is the class of D + ξ. For the cup products defining Cov
The desired conclusion follows.
where Φ 0 is the isomorphism in (4.4). Proof of Proposition 4.7. Let ξ ∈ ker(Υ), and fix models for (D, ρ) and (D ξ , ρ ξ ) as genus one normal curves of degree ℓ in P ℓ−1 . We can also fix equations for an isomorphism (of coverings) ψ : D ξ → D defined overK, with the property that ψ σ (Q) = ψ(Q) + ξ σ for all Q ∈ D ξ and σ ∈ G K .
Choose linear forms h and h ξ with coefficients in F defining the pull-backs of [x] ∈ Div(C ⊗ K F ) by ρ and ρ ξ , respectively. For some ∆, ∆ ξ ∈ H × , necessarily representing the images of (D, ρ) and (D ξ , ρ ξ ) under Φ, we have
in the coordinate rings of D ⊗ K H and D ξ ⊗ K H, respectively. Applying ψ * to the first relation and comparing with the second gives
in the coordinate ring of D ξ . Specializing to a point Q in D ξ (K) not lying above any x ∈ X ⊂ C (i.e. so that both h ξ and h • ψ are invertible at Q) we have
Note that h ξ (Q) and h(ψ(Q)) depend on a choice of homogeneous coordinates for Q, but that their ratio does not. This is G K -invariant since ∆ and ∆ ξ are in H × . Un-
corresponds to the class of the 1-cocycle
which a priori takes values in Aff(X, µ ℓ ) ⊂ µ ℓ (F ). We need to show that the image of this cocycle under the map induced by Aff(X, µ ℓ ) → E[ϕ] is cohomologous to ξ. For this we make use of the following commutative diagram.
Here the left square is the same as in diagram (4.8). Since the horizontal maps are all injective, it will be enough to show that, for any σ ∈ G K , the images of ξ σ and η σ in the lower-right corner are equal. Using the fact that h and h ξ are defined over H and rearranging, we have
Making use of the fact that ψ σ (Q σ ) = ψ(Q σ ) + ξ σ we can rewrite this as
By Lemma 4.3 this represents the image of
under the embedding given by the bottom row of (4.11). But
(see [28, X.3.5] ) so the images of η σ and ξ σ in the lower right corner of (4.11) are equal. From this the proposition follows.
Proof of corollary 4.8. Note that Cov 
Here δ ϕ is the connecting homomorphism in the Kummer sequence.
Proof of Proposition 4.9. Let P ∈ Pic 0 (C) ⊂ E ′ (K) and choose a representative d ∈ Div(C) whose support is disjoint from X. 
So the image of P under the connecting homomorphism is given by the cocycle
On the other hand, the image of P under l is represented by
The condition defining the image of (D, ρ) under the descent map is, in the coordinate ring of
Under the isomorphism (∂F
is sent to the class of the cocycle σ → α σ /α , where α ∈F × is any element such that ∂α represents l(P ). The argument above shows we may take α = n j=1
. Hence, the image of
Note that both h and h σ are linear forms satisfying the hypothesis of Lemma 4.3. Applying this lemma as was done in the proof of proposition 4.7, to each factor appearing, we see that the image of η σ in H 1 (K, E[ϕ]) is equal to the class of the cocycle
This is the same as the image under the connecting homomorphism, so the diagram commutes.
Inverse of the descent map
The purpose of this section is to prove the following theorem.
Theorem 5.1. Given ∆ ∈ H K we can explicitly compute a set of ℓ(ℓ − 3)/2 quadrics (when ℓ = 3, a ternary cubic) with coefficients in K which define a genus one normal curve D ∆ of degree ℓ in P ℓ−1 and a tuple ρ ∆ of homogeneous forms of degree ℓ which define a morphism D ∆ → C ⊂ P ℓ−1 giving D ∆ the structure of a ϕ-covering of C. Moreover, the class of (D ∆ , ρ ∆ ) lies in Cov Let P X be the projective space over K whose coordinates correspond to the elements of X. We have an identification of (F \ {0})/K × and P X (K). The action of F × on (F \ {0})/K × by multiplication corresponds to an action of F × on P X by K-automorphisms.
Given ∆ ∈ H × , we can define a schemeD ∆ ⊂ P X × C by the rule
This condition is invariant under scaling and the action of the Galois group, soD ∆ is defined over K. Moreover, the action of α ∈ F × on P X induces a K-isomorphism D ∂(α)∆ ≃D ∆ . ThusD ∆ only depends on the class of ∆ in H × /K × ∂F × . Define D ∆ ⊂ P X to be the image ofD ∆ under the projection of P X × C onto the first factor. ThenD ∆ is the graph of a morphism ρ ∆ : D ∆ → C.
The following lemma gives some justification for this construction. Proof. For the first statement it is enough to show that the pull back of any x ∈ X is a hyperplane section of D ∆ (see Lemma 2.7). For this we can work geometrically. OverK, l 1 splits as (l x ) x∈X where l x defines the hyperosculating plane to C at x. The condition definingD ∆ gives l x = a∆ x z ℓ x , for x ∈ X. From this it is clear that the fiber above x ∈ X is cut out by the hyperplane z x = 0. This proves the first statement.
It also shows that z is a linear form defining the pullback of [x] under ρ ∆ . From the defining equation we see that l • ρ ∆ = a∆∂(z), from which it follows that Φ((D ∆ , π ∆ )) is represented by ∆.
To make the construction more explicit, we can proceed as follows.
× splits as a pair of equations
over F and H 2 , respectively. In terms of a basis for F over K, z ℓ and ∂ 2 (z) can be written as forms of degree ℓ in K[z 1 , . . . , z ℓ ].
When ℓ = 3, writing l 1 (u 1 , . . . , u ℓ ) = ∆ 1 az ℓ in terms of this basis and comparing coefficients yields 3 equations, linear in the u i , cubic in z j and with coefficients in K. Together with l 2 = a∆ 2 ∂ 2 (z) we have 4 equations of this form (recall H 2 = K when ℓ = 3). Using linear algebra this system of equations reduces to
where all forms on the right hand side are of degree 3. Then D ∆ is the plane cubic with homogeneous ideal generated by f and the ρ i define a map to P 2 (which contains C). When ℓ ≥ 5 the same approach will yield homogeneous forms of degree ℓ. This is perfectly acceptable for defining ρ ∆ , however the model for D ∆ should be defined as an intersection of quadrics (see [10, I.1.3] ). Since F is a subalgebra of H 2 we may consider both equations in (5.1) as being defined over H 2 . There is a quadratic form Q(z) with coefficients in H 2 such that ∂ 2 (z) = z ℓ−2 Q(z) (this is clear from the definition of Y 2 and ∂ 2 ). To get something homogeneous we take the ratio of the two equations in (5.1) and multiply through by z 2 . This gives
Writing this out in a basis for H 2 over K (extending that for F over K used above) yields ℓ(ℓ − 1)/2 quadrics in z whose coefficients are K-rational rational functions on C. Elimination will result in some number of quadrics in z with coefficients in K. Then D ∆ is the subscheme of P X ≃ P ℓ−1 whose homogeneous ideal is generated by these quadrics, and ρ ∆ is obtained as above. Proof. To prove this we may work geometrically. OverK the linear form l splits as l = (l (x,P ) ), where x ∈ X, P ∈ E ′ [ϕ ′ ]/{±1} and l (x,P ) cuts out the divisor (ℓ − 2)[x] + [x + P ] + [x − P ] on C. For distinct (x, P ) we have distinct rational functions
. In particular, for any x, the functions G (x,P ) lie in the Riemann-Roch space L (2[x] ), which has dimension 2. If we fix
, we can find a P , b P ∈K such that
The functions G (x,P ) have distinct divisors, so a P , b P = 0, for P = P 0 .
In an appropriate basis forF overK, the homogeneous equation (5.2) corresponds to a system of equations
. Using the relations above to eliminate the G (x,P ) we obtain a set of quadrics
and with coefficients inK. The coefficients here are all nonzero elements ofK, so the quadrics are linearly independent. Thus, we have a set of #X · #
= ℓ(ℓ − 3)/2 independent quadrics as required.
It remains to prove that (D ∆ , ρ ∆ ) is in fact a ϕ-covering of C.
Proof of Theorem 5.1. Fix an isomorphism (overK) of C and E ′ and use it to identify the two. We may arrange for this isomorphism to identify X and E ′ [ϕ ′ ]. Let us compute the image under the descent map of the ϕ-covering in Cov
For this we should embed E in P ℓ−1 in such a way that the pull back of any flex point is a hyperplane section. This amounts to finding a basis for the Riemann-Roch space of the divisor ϕ
The standard construction of the ϕ-Weil pairing shows that such functions exist. Nondegeneracy of the pairing shows that the G x are linearly independent, and hence form a basis for L(ϕ
is the hyperplane section of g(E) cut out by z x = 0. Let
The image of (E, ϕ) under the descent map is represented by the∆ ∈H × such that l(ϕ(Q)) =∆∂(g(Q)). This implies that∆ represents a class in HK.
Let D∆ ρ∆ −→ P ℓ−1 be as defined by the construction above. It is clear that ρ∆
, and that the image of this open subscheme under g is contained in D∆. Since D∆ is complete, this is then true on all of E. Thus g(E) ⊂ D∆ and ρ∆ • g = ϕ. By definition g(E) is a genus one normal curve of degree ℓ. Its homogeneous coordinate ring is generated by aK-vector space of quadrics of dimension ℓ(ℓ − 3)/2 (resp. a ternary cubic for ℓ = 3). We already have such collection of quadrics (resp. a ternary cubic) which vanish on D∆, so g(E) = D∆. This proves the theorem for∆. Now let ∆ ∈ H × be a representative for some class in H K , and let D ∆ ρ ∆ −→ P ℓ−1 be as given by the construction. Since∆ represents a class in HK, the ratio ∆/∆ lies in ∂F × . Therefore D ∆ and D∆ areK-isomorphic as a P ℓ−1 -schemes. It follows that ρ ∆ gives D ∆ the structure of a ϕ-covering of C ⊂ P ℓ−1 . The theorem then follows from Lemma 5.3.
Computing the Selmer Set
We now specialize to the case that K = k is a number field. The material of the preceding sections can be applied both to k and to any completion k v . To objects defined over k we attach subscripts v to denote the corresponding object over k v obtained by extension of scalars. We assume C ∈ Sel (ϕ ′ ) (E/k) and is embedded in P ℓ−1 using the linear system corresponding to the pull back of [0 E ] under the covering map. Since C is everywhere locally solvable, the natural map Pic(C) → Pic(C) G k is an isomorphism. We assume that the constants c ∈ k × and β ∈ H × 2 (defined by (4.10)) are integral and that all coefficients involved in the linear form l are likewise integral. This can be achieved by scaling.
Functoriality of l gives rise to the following commutative diagram.
We make identifications Pic
Definition 6.1. We define the algebraic ϕ-Selmer set of C to be
Proposition 4.9 shows that Sel alg (E ′ /k) is isomorphic to the ϕ-Selmer group of E ′ . The ϕ-Selmer set of C is an affine space for the ϕ-Selmer group of E ′ . It is also evident that Sel 
Propositions 3.4, 4.7 and Corollary 4.8 show that the descent map gives an isomorphism of affine spaces Φ :
alg (C/k) . To perform a ϕ-descent on C it thus suffices to compute the algebraic ϕ-Selmer set. Using the method of section 5, one can then construct explicit models for the elements of the ϕ-Selmer set as genus one normal curves of degree ℓ in P ℓ−1 . An algorithm for computing the algebraic Selmer set is given in Theorem 6.2 below. For its statement we require the following notation.
Let F ′ denote the splitting field of X. Over this field l 1 splits as (l x ) x∈X . We say that l 1 has bad reduction at a prime v of k if there a prime w of F ′ above v and some x ∈ X such that l x ≡ 0 mod w.
Let S be the finite set of primes of k consisting of those primes such that
Theorem 6.2. The following algorithm returns a set of representatives in H × for the algebraic ϕ-Selmer set of C.
Compute Sel 
For the most part the steps in this algorithm are typical of explicit descents. The first step can be achieved by computing certain S-unit and class group information in F (see for example [24, Proposition 12.8] ). The second step requires only extracting ℓ-th roots in H × 2 . By (4.10) H kv is contained in the set
. By Hensel's lemma this set is finite and l v : C(k v ) → H kv is locally constant. The sizes of the local images in step (3) can be determined a priori. To compute G v in practice we compute the images of random k v -points (given up to sufficient precision) until their images generate a sufficiently large space. For further details we refer the reader to the discussion of the analogous situations considered in [26, 11] . The fourth step can be reduced to linear algebra over F ℓ .
The proof of Theorem 6.2 will make use of the next few lemmas. 
Now consider the following diagram with exact rows
By definition, the unramified subgroups are the kernels of these vertical maps. So it will suffice to show that H
is injective. This follows from exactness since, as we have just seen, the lower-left term is trivial.
Lemma 6.4. If v ∤ ℓ, and ℓ does not divide the product of the Tamagawa numbers of E and
) is equal to the unramified subgroup,
, which is itself equal to the unramified subgroup by [25, Lemma 3.1] and [26, Lemma 3.1] .
∈ S and let F ′ denote the splitting field of X. By Lemma 6.3 it suffices to prove the statement for pr 1 l v (C(k v )). Let P ∈ C(k v ) \ X be given by primitive integral coordinates. Then pr 1 l v (P ) = l 1 (P ) ∈ F × v . The algebra F v splits as a product of finite extensions of k v . Since v ∤ ℓ it is enough to show that l 1 (P ) has valuation divisible by ℓ in each factor. If K w is some factor, we have an unramified tower of field extensions
where w|w|v is some prime of F ′ . Over F ′ , l 1 splits as a tuple of linear forms l x with coefficients in F ′ , each defining the hyperosculating plane to C at x ∈ X. Since the extensions are unramified it will suffice to show that ord w (l x (P )) ≡ 0 mod ℓ , for each x ∈ X.
For this one makes use of the norm condition corresponding to the constant c ∈ K × . We have
It will suffice to show that at most one summand can be nonzero, for then all must be divisible by ℓ. By assumption the special fiber of (an integral model for) C ⊗ kv F ′ w is nonsingular, so the points x mod w are distinct. Each linear form l x reduces mod w to define the hyperosculating plane to the special fiber at the point x mod w. So ord w (l x (P )) > 0 if and only if P ≡ x mod w. Since the x ∈ X have distinct reductions, this can occur for at most one x. Proposition 6.6.
∆ is unramified outside S,
.
Proof. Let Z be the set in the proposition. It is clear from the preceding lemmas that Sel
For the other containment, let ∆ ∈ Z and v / ∈ S. We need to show that res 
Proof of Theorem 6.2. Suppose ∆ ∈ V 3 .
Step (4) ensures that for all v ∈ S, res v (∆) ∈ l v C(k v ). Moreover, since S is not empty this also ensures that ∆ represents a class in H k (cf. Lemma 3.6). By Lemma 6.3, step (1) ensures that ∆ is unramified outside S. Proposition 6.6 then shows that ∆ represents a class in Sel
alg (C/k). This shows that the algorithm computes a subset of the algebraic ϕ-Selmer set. The reverse containment follows from the fact (see (4.10) 
6.1. The Fake Selmer Set. In practice it is often easier to compute the image of the algebraic Selmer set under the projection pr 1 :
We define the fake ϕ-Selmer set of C to be
The projection pr 1 induces a map
f ake (C/k) . In general this can fail to be injective or surjective (it is possible to construct examples of both phenomena). Nevertheless, the fake Selmer set often yields useful information on the genuine Selmer set. For example, if the fake Selmer set is empty, then so is the Selmer set.
From (4.10) it follows that the fake ϕ-Selmer set is contained in the sets
δ is unramified outside S,
In particular, if either of these sets is empty, then so is the ϕ-Selmer set of C.
Examples
We have implemented the algorithm of Theorem 6.2 in the computer algebra system Magma [3] , for ℓ = 3, 5, 7 and k = Q. This was used for all computations below. 7.1. Proof of Theorem 1.1. As described in the introduction, the proof of Theorem 1.1 has been reduced to determination of ℓ-primary parts of X for the 11 isogeny classes in table 1. For each the situation is similar. All are of rank 0, the mod-ℓ Galois representation is reducible, and the optimal curve E has a Q-rational ℓ-torsion point. The quotient by the cyclic subgroup generated by this point gives an ℓ-isogeny ϕ : E → E ′ . It is a well known result of Cassels [6] that the ℓ-part of the BSD conjecture is invariant under isogeny, so it suffices to determine the order of X(E/Q) [ℓ] . The order predicted by the conjecture is 1, while that of X(E ′ /Q) is ℓ 2 . Since E(Q) ≃ Z/ℓZ one can perform ϕ-and ϕ ′ -descents on E ′ and E more or less by hand using the method described in [13, 14] . One gets that Sel
. The description in [13, 14] also gives models for the elements of X(E ′ /Q)[ϕ ′ ] as everywhere locally solvable genus one normal curves of degree ℓ. A second ϕ-descent on any of the nontrivial elements C gives Sel (ϕ) (C/Q) = ∅ (in all 11 cases it was in fact sufficient to compute fake Selmer sets). From this it follows that ϕ(X(E/Q)[ℓ]) = 0 and hence that that X(E/Q)[ℓ] = 0. Two explicit examples are given below; the computations for the others are similar.
) must be a square, it suffices to do the second ϕ-descent on just one nontrivial element of
7.2. The pair (1950y, 5). Let E denote the elliptic curve labeled 1950y1 in Cremona's database. The Mordell-Weil group is cyclic of order 5. Denote the corresponding isogeny by ϕ : E → E ′ . The method for ϕ and ϕ ′ -descents described in [13, 14] gives Sel (ϕ) (E ′ /Q) = 0 and an explicit isomorphism of Sel (ϕ ′ ) (E/Q) with the subgroup of Q × /Q ×5 generated by 2, 3 and 13. The image of E(Q) under the connecting homomorphism is generated by 2 · 3 · 13
2 . This implies that the F 5 -dimensions of X(E/Q)[ϕ] and X(E ′ /Q)[ϕ ′ ] are 0 and 2, respectively. The classes of 2 ±1 modulo Q ×5 are represented by the genus one normal curve:
This has good reduction outside the primes dividing 1950. The action of
The quotient by this action gives C the structure of a ϕ ′ -covering of E (well defined up to composition with a translation by a point in E(Q) ≃ Z/5Z). To prove that X(E/Q) [5] = 0 it suffices to show that the ϕ-Selmer set of C is empty.
The quotient evidently identifies the points lying on any given coordinate hyperplane. Let F = Q(θ), where θ is a 5-th root of 2. The hyperplane {x 1 = 0} intersects C transversely at the point P = (0 : −6θ 3 : −θ 2 : θ : 6) and at each of its G Q -conjugates. These 5 points form a torsor X under E ′ [ϕ ′ ] = µ 5 . They are flex points; the linear form
defines a hyperplane meeting C at P with multiplicity 5. One can check that N F/Q (l 1 ) ≡ u 5 1 modulo the homogeneous ideal of C, so the constant c ∈ Q × corresponding to our choice for l 1 is 1. l 1 has good reduction at all primes, so the fake Selmer set is contained in the set
δ is unramified outside {2, 3, 5, 13}
and N F/Q (δ) ∈ Q
×5
. F has class number 1, so to compute V we only need generators of a subgroup of the {2, 3, 5, 13}-unit group of F of finite index prime to 5. This can be achieved through standard algorithms. One finds that V is a cyclic group of order 5, generated by the unit α = θ 3 + θ 2 − 1. To cut this down any further we need to make use of the local conditions at the primes in {2, 3, 5, 13}. First we consider p = 3. E has split multiplicative reduction and the Tamagawa numbers of E and E ′ at 3 satisfy c 3 (E)/c 3 (E ′ ) = 5. This implies that E ′ (Q 3 )/ϕ(E(Q 3 )) = 0 (see for example [22, Section 3] ). It follows that the local image
consists of a single element. The F 3 -point (2 : 1 : 1 : 2 : 1) on C is nonsingular. So it lifts to a Q 3 -point in the 3-adic neighborhood
One can check that l 1 (2, 1, 1, 2, 1) is a unit in F 3 (i.e. has valuation 0 in each factor of F 3 ). Hence for every P ∈ U, the class of
is the same. A direct computation shows that
. It follows that the fake Selmer set must be contained in {α 2 } ⊂ V .
We now consider the local condition at p = 5. We have dim E ′ (Q 5 )/ϕ(E(Q 5 )) = 1. As above we find neighborhoods Specifically, this shows that there exists no ϕ-covering of C that is locally solvable outside {2, 13} (since we didn't use the local conditions there). From Lemma 2.3 and remark 2.4 it follows that X(E/Q) [5] = 0 as expected. (1230k, 7) . Let E be the curve labeled 1230k1 in Cremona's Database. As above E(Q) is cyclic of order 7. We let ϕ : E → E ′ by the quotient of E by E(Q). Fisher's method for 7-isogeny descent gives an explicit isomorphism of the ϕ ′ -Selmer group of E with the subgroup of Q × /Q ×7 generated by {2, 3, 5}. Up to sign, the class in
The pair
×7 is represented by the curve:
The first ϕ-descent shows that this curve violates the Hasse principle. The second ϕ-descent shows that it does not lift to an element of order 7 in X(E/Q).
Any coordinate hyperplane intersects C in 7 distinct flexes. The most convenient to work with are those given by P = (0 : θ 5 : −θ 4 : −6θ 3 : 6θ 2 : 3θ : −9) defined over F = Q(θ), where θ is a 7-th root of 9. The 7 possible choices correspond to the 7 distinct lifts of the class represented by C to the ϕ ′ -Selmer group. The hyperplane defined by l 1 = 250111u 1 −209538θu 2 +102354θ 2 u 3 −29225θ 3 u 4 +29225θ 4 u 5 −34118θ 5 u 6 +23282θ 6 u 7 , meets C at P with multiplicity 7. Modulo the homogeneous ideal of C we have N F/Q (l 1 ) ≡ (41 −2 u 1 ) 7 , so again we may take c = 1. We then compute the class group of F (it is trivial) and generators for a finite, and prime to 7, index subgroup of the {2, 3, 5, 7, 41}-unit group of F . Using these we determine representatives in F × for the subset of the unramified outside {2, 3, 5, 7, 41}-subgroup of F × /Q × F ×7 consisting of elements whose norm is a 7-th power. This gives a 5-dimensional space which contains the fake ϕ-Selmer set. As in the previous example, the local conditions for p ∈ {2, 3, 5, 7, 41} can then be used to reduce this to the empty set, establishing that the ϕ-Selmer set of C is empty as well. An L-function computation shows that E has rank 1. Solving for Reg(E(Q))·#X(E/Q) in the conjectural formula yields 242.0138.... This suggests that any point of infinite order in E(Q) will be very large. We do first and second 5-isogeny descents to compute a generating set for E(Q).
E(Q) contains the point P = (−49091 : 35573052 : 1) of order 5. The quotient of E by the subgroup generated by P gives a 5-isogeny ϕ : E → E ′ . The ϕ-and ϕ ′ -Selmer groups of E ′ and E have dimensions 0 and 2, respectively. This confirms the fact that E and E ′ have rank 1 and that there is no nontrivial 5-torsion in X for either curve. The genus one normal curve C : 
together with the appropriate covering map C → E, represents the image of a generator of the free part of E(Q) under the connecting homomorphism E(Q) → Sel (ϕ ′ ) (E/Q). We know C(Q) is nonempty, but a naive search still reveals no Q-points. A ϕ-descent on C computes that the algebraic ϕ-Selmer set has size 1 (this is in agreement with the fact that ϕ-Selmer group of E ′ is trivial). Using the method of section 5 we construct the corresponding ϕ-covering. To ensure the coefficients of our model are manageable we use the minimization and reduction algorithms for genus one normal curves implemented in Magma by Fisher [16] . What we obtain is the curve D ⊂ P 4 with defining equations 5z 1 z 2 − 2z 1 z 3 + 3z 1 z 4 + 4z 1 z 5 − 5z The image of Q under the composition D → C → E has infinite order. One can check directly that the canonical height of the point 1 is 242.0138... and that it, together with the torsion point P , generates E(Q). Its image under ϕ generates E ′ (Q) (since E ′ (Q)/ϕ(E(Q)) ⊂ Sel (ϕ) (E ′ /Q) = 0). In particular, the smallest nontrivial point on E ′ has canonical height 5 · 242.0138... = 1210.069... . So it would have been no easier to work on the isogenous curve.
Finding the generator via a 4-descent on E would likely have required searching for points on a 4-covering up to the impractical naive height of 10 13 . One could potentially improve this by extending to either an 8-or a 12-descent (both implemented in Magma). The later requires class and unit group computations in a number field of degree 8 and relatively large discriminant. While not entirely infeasible this would take a significant amount of time, even without requiring that the computations be performed rigorously. The 8-descent runs into problems factorizing a 1600 digit integer which plays much the same role as our constant c ∈ Q × . By way of contrast, our computation was complete in about one minute (the majority of which was spent searching for points on D).
