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Resumen
En este trabajo se propone una metodolog´ıa para disen˜o racional de estructuras inte-
grando algoritmos de optimizacio´n topolo´gica y de forma. El algoritmo utiliza el me´todo
de los Auto´matas Celulares Hı´bridos (HCA) para optimizacio´n topolo´gica y un algoritmo
basado en perturbacio´n de la malla para optimizacio´n de forma. Para realizar la transicio´n
entre el algoritmo HCA y el algoritmo de optimizacio´n de forma, se emplea un proceso
de deteccio´n de bordes en ima´genes digitales y se genera un modelo geome´trico utilizando
esplines parame´tricas. Para la utilizacio´n de la metodolog´ıa en problemas de disen˜o se
desarrolla una aplicacio´n con interfaz gra´fica para el control del proceso. La metodolog´ıa
es empleada para resolver dos problemas de disen˜o estructural cuyos resultados son pre-
sentados.
Palabras clave: Disen˜o estructural, optimizacio´n topolo´gica, optimizacio´n de forma.
Abstract
A rational structural design methodology integrating topology and shape optimization
is presented in this thesis. The Hybrid Cellular Automaton (HCA) algorithm for topology
optimization and a grid perturbation based shape optimization algorithm are integrated.
An intermediate image processing module is used as link between the two optimization
stages. A graphical interface for the user is developed for the application of the methodo-
logy in structural design problems. Results for two design problems are shown as test of
the performance of the proposed methodology.
Keywords: Structural design, topology optimization, shape optimization.
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1. Introduccio´n
1.1. Justificacio´n
El disen˜o estructural supone un compromiso entre criterios de desempen˜o. Por un lado es
necesario que el disen˜o cumpla el propo´sito estructural para el cual fue concebido, es decir,
que resista las condiciones de carga previstas estando sujeto a las restricciones propias
de cada problema en particular. De otro lado se encuentran los intereses del cliente que
suelen enfocarse en minimizar ciertos aspectos como el costo o el peso de los elementos
en aplicaciones que as´ı lo requieran.
El proceso para encontrar el mejor compromiso entre estos dos aspectos ha sido tradi-
cionalmente de tipo indirecto, teniendo como punto de partida una configuracio´n inicial
basada en la experiencia del disen˜ador. A partir de este disen˜o inicial se realizan alteracio-
nes en las variables del sistema y se evalu´a su comportamiento obteniendo disen˜os con un
desempen˜o cada vez mejor. Este proceso continu´a hasta que se agota el tiempo disponible
para la entrega del disen˜o, o en el mejor de los casos, hasta que no se consigue mejor´ıa en
el compromiso evaluado. En esta forma de enfrentar un problema de disen˜o estructural
gran parte del e´xito del proceso depende de una adecuada seleccio´n del disen˜o inicial. Un
buen disen˜o inicial permite evolucionar con velocidad hacia soluciones cada vez mejores
mediante la exploracio´n del espacio de disen˜o.
En el otro extremo, un disen˜o inicial inadecuado puede retardar de forma importante
el proceso completo al requerir incluso la seleccio´n de nuevos disen˜os iniciales con la
repeticio´n del proceso completo, pero en ninguno de los dos casos hay certeza de alcanzar el
1
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mejor disen˜o. Por lo tanto la eficacia de esta clase de proceso de disen˜o esta profundamente
ligada a la experiencia y capacidad de la persona o grupo encargado del disen˜o y no
garantiza el ma´ximo aprovechamiento de los recursos disponibles [11].
Las te´cnicas de disen˜o o´ptimo estructural ayudan a tomar decisiones en el proceso de
disen˜o. La ventaja de estos me´todos, respecto al proceso indirecto descrito anteriormente,
radica en que todos los pasos dados en el proceso que aplica te´cnicas de optimizacio´n
se pueden considerar como decisiones lo´gicas. En todo momento las variaciones en el
disen˜o tienen como objetivo minimizar o maximizar una medida de desempen˜o de la
estructura (peso, costo o efectividad), mientras se cumplen una serie de restricciones. Dos
de los principales enfoques en optimizacio´n estructural son la optimizacio´n topolo´gica y
la optimizacio´n de forma.
En este trabajo se propone una metodolog´ıa racional de disen˜o estructural aplicando
los principios del disen˜o o´ptimo en ingenier´ıa, integrando el algoritmo de optimizacio´n
topolo´gica por el me´todo de los Auto´matas Celulares Hı´bridos (HCA, por sus siglas en
ingle´s) [83] con un algoritmo para optimizacio´n de forma. La integracio´n de estas dos
te´cnicas permite salvar las principales debilidades que presenta cada una de las te´cnicas
al ser utilizadas por separado.
La optimizacio´n topolo´gica permite encontrar la distribucio´n o´ptima de material en el
dominio de disen˜o [16]. Sin embargo es una te´cnica con ciertas desventajas inherentes
a su formulacio´n, por lo que los resultados obtenidos requieren de procesos adicionales
para su utilizacio´n adema´s de ser generalmente susceptibles de mejoras en su desempen˜o.
Debido a la discretizacio´n del dominio de disen˜o requerida para la optimizacio´n topolo´gica,
los bordes del disen˜o resultante no son suaves. Aplicando un proceso de suavizado a los
contornos se resuelve esta situacio´n. Sin embargo es comu´n encontrar valores de esfuerzo
relativamente altos en zonas espec´ıficas de los bordes tras el suavizado [46].
La optimizacio´n de forma procura encontrar el perfil o´ptimo de la estructura para una
condicio´n de carga dada y bajo unas restricciones definidas. A diferencia de la te´cnica
de optimizacio´n topolo´gica, el resultado de este enfoque depende ampliamente del di-
sen˜o inicial seleccionado. Por lo tanto la utilizacio´n del disen˜o obtenido por optimizacio´n
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topolo´gica como disen˜o inicial resulta ventajosa. Por lo tanto se puede concluir que un
complemento natural para la optimizacio´n topolo´gica es la optimizacio´n forma.
El disen˜o global de la estructura, logrado mediante la aplicacio´n del algoritmo de optimiza-
cio´n topolo´gica, busca ser mejorado en su comportamiento local mediante el planteamien-
to de un problema de optimizacio´n de forma coherente con el problema de optimizacio´n
resuelto inicialmente. Aunque el enfoque de los dos me´todos de optimizacio´n que se pro-
pone integrar en este trabajo es completamente distinto, los problemas de optimizacio´n
planteados para resolver por cada me´todo deben ser equivalentes en sus objetivos.
Aunque existe una gran cantidad de trabajos relacionados con la optimizacio´n topolo´gica y
la optimizacio´n de forma, en pocos de ellos se intenta la integracio´n de los dos me´todos [67,
79]. En este trabajo se realiza por primera vez la integracio´n del me´todo de los Auto´matas
Celulares Hı´bridos para optimizacio´n topolo´gica con un algoritmo de optimizacio´n de
forma. De forma esquema´tica el problema que se plantea en este trabajo se resume en la
Figura 1-1.
Figura 1-1.: Integracio´n de las te´cnicas de optimizacio´n topolo´gica y optimizacio´n de
forma.
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1.2. Objetivos
1.2.1. Objetivo General
Desarrollar una metodolog´ıa para disen˜o estructural bidimensional por medio de optimi-
zacio´n topolo´gica por el me´todo de los Auto´matas Celulares Hı´bridos y optimizacio´n de
forma.
1.2.2. Objetivos Espec´ıficos
1. Identificar el contorno de una imagen obtenida tras la aplicacio´n del algoritmo de
los Auto´matas Celulares Hı´bridos para optimizacio´n topolo´gica.
2. Parametrizar el contorno obtenido usando esplines con puntos de control distribuidos
uniformemente.
3. Plantear el problema de optimizacio´n de forma por el me´todo de variaciones apli-
cadas a los puntos de control de la forma de la estructura.
4. Integrar los algoritmos de optimizacio´n topolo´gica, procesamiento de imagen y op-
timizacio´n de forma en un solo algoritmo.
5. Desarrollar una herramienta computacional para aplicar la metodolog´ıa presentada
en problemas de disen˜o bidimensionales.
1.3. Optimizacio´n Estructural
El planteamiento y la solucio´n de un problema de optimizacio´n cualquiera se puede ha-
cer desde dos puntos de vista. En el primero se puede emplear un me´todo directo o de
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Figura 1-2.: Te´cnicas de optimizacio´n estructural: a) optimizacio´n de taman˜o, b) optimi-
zacio´n de forma y c) optimizacio´n topolo´gica [15].
bu´squeda, cuya finalidad es encontrar un mı´nimo global para una determinada funcio´n ob-
jetivo bajo las restricciones establecidas en el problema ya sea por medios determin´ısticos
o estoca´sticos. Por otro lado esta´n los me´todos indirectos o de criterios de optimalidad,
que buscan identificar un mı´nimo local para la funcio´n objetivo con base en un grupo de
condiciones de optimalidad bien definidas [11]. En este trabajo se emplean me´todos que
aplican criterios de optimalidad, ya que los problemas de disen˜o contemplados requieren
la identificacio´n de mı´nimos locales de la funcio´n objetivo.
Existen tres enfoques principales en el campo de la optimizacio´n estructural [58]. Estas
son la optimizacio´n de taman˜o o parame´trica, la optimizacio´n topolo´gica y la optimizacio´n
de forma, Figura 1-2.
La optimizacio´n de taman˜o, tambie´n conocida como optimizacio´n parame´trica, busca en-
contrar el valor o´ptimo de para´metros geome´tricos de la estructura,por ejemplo espesores,
seccio´n transversal, espaciamiento entre refuerzos, etc. El objetivo generalmente es mini-
mizar peso, esfuerzo, desplazamiento, costo, o un compromiso entre estas medidas. Por
ejemplo las variables de disen˜o para la optimizacio´n estructural del casco de un buque
se muestran en la Figura 1-3. Debido a la facilidad para calcular la sensibilidad para
la optimizacio´n de taman˜o estos problemas son considerados como estado del arte [78]
y la implementacio´n de esta te´cnica se encuentra disponible en paquetes comerciales de
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Figura 1-3.: Variables de disen˜o para optimizacio´n estructural de un mo´dulo del casco de
un buque [41].
software.
En este trabajo se consideran las dos te´cnicas de optimizacio´n estructural restantes. La
optimizacio´n topolo´gica de estructuras so´lidas procura determinar la conexio´n entre miem-
bros de la estructura y el nu´mero, forma y ubicacio´n de agujeros en el disen˜o. La optimi-
zacio´n de forma tiene como objetivo encontrar la forma o´ptima de los contornos partiendo
de un disen˜o inicial buscando el mejor desempen˜o meca´nico para las restricciones dadas.
A continuacio´n se explican con mayor detalle los fundamentos de estos dos me´todos de
optimizacio´n.
1.4. Optimizacio´n Topolo´gica
El te´rmino topolog´ıa se refiere a la rama de las matema´ticas que trata especialmente
de la continuidad y de otros conceptos originados de ella, como las propiedades de las
figuras con independencia de su taman˜o o forma [28]. La topolog´ıa maneja conceptos
como proximidad, nu´mero de agujeros que presenta un objeto y atributos matema´ticos
como la conectividad, compacidad y metricidad. El a´rea de la topolog´ıa que interviene
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en los modelos que se plantean en este trabajo se conoce como topolog´ıa geome´trica o de
dimensiones bajas, ya que maneja espacios de dimensio´n cero a cuatro [10].
El disen˜o utilizando optimizacio´n topolo´gica puede verse como un me´todo para encontrar
la forma o´ptima de distribuir cierta cantidad de material en una regio´n para formar una
estructura [16]. Para empezar solamente se conocen las cargas aplicadas, las condiciones
de soporte y la regio´n en el espacio disponible para que habite la estructura. Igualmente
pueden existir restricciones adicionales como orificios en ciertos lugares con algu´n taman˜o
y forma espec´ıficos. Por lo que en general, al comenzar a resolver un problema de op-
timizacio´n topolo´gica no se tiene ningu´n dato sobre la forma que tendra´ la estructura
generada. En te´rminos matema´ticos se parte de un dominio del problema Ω y se busca
determinar un subdominio o´ptimo Ωmat de ce´lulas materiales, es decir, que contienen ma-
terial. Esta es la razo´n para usar la optimizacio´n topolo´gica como fase inicial para generar
una estructura fundamental de un objeto a partir de las cargas, condiciones de frontera y
espacio disponible, antes de aplicar otras te´cnicas de optimizacio´n que requieren un buen
disen˜o inicial para alcanzar un o´ptimo en el espacio de disen˜o.
Las aplicaciones de la optimizacio´n topolo´gica son muy amplias. Entre las principales se
puede mencionar el ana´lisis estructural [58, 69] y de elementos de ma´quinas [24], donde
generalmente se busca minimizar la cantidad de material sujeto a las restricciones que
implican las teor´ıas de falla de los materiales. Igualmente la optimizacio´n topolo´gica tiene
cabida en el modelamiento de dina´mica de fluidos [42], el modelamiento de elementos con
aplicacio´n te´rmica [75] y aplicaciones en el campo de la biomeca´nica [57].
La utilizacio´n de la optimizacio´n topolo´gica involucra normalmente cientos de variables
de disen˜o, debido a que el nu´mero de variables de disen˜o depende del taman˜o del dominio
de disen˜o, as´ı como de la resolucio´n deseada para la estructura final [74]. Por esta razo´n
la seleccio´n del me´todo de optimizacio´n que se aplica en un algoritmo debe presentar un
comportamiento adecuado en te´rminos de costo computacional.
Para la realizacio´n de este trabajo se utiliza el algoritmo de auto´matas celulares h´ıbri-
dos (HCA, por su sigla en ingle´s), que combina el uso de auto´matas celulares para el
disen˜o con el ana´lisis estructural por elementos finitos en un algoritmo para optimizacio´n
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Figura 1-4.: Papel del paquete de elementos finitos como parte de un algoritmo de opti-
mizacio´n estructural.
topolo´gica [83, 81].
El papel que desempen˜a el programa de elementos finitos en la optimizacio´n estructural
puede verse en la Figura 1-4. Este ana´lisis estructural permite conocer los valores de
las variables indicativas del desempen˜o de la estructura que se utilizan como criterio de
comparacio´n de las diferentes configuraciones planteadas en la ejecucio´n del algoritmo de
optimizacio´n topolo´gica.
Normalmente se utilizan funciones continuas para describir la densidad de los elementos
que componen el dominio de disen˜o pero se busca un resultado discreto, es decir, que haya
o no material en cada ce´lula. Para lograr esto se requiere penalizar los valores intermedios,
para llevar hacia 0 o 1 el valor de la densidad normalizada de cada elemento. En la medida
que se logre este objetivo la imagen resultante sera´ en blanco y negro, mientras que zonas
con problemas de densidades intermedias resultan grises en la imagen final. En la pra´ctica
es dif´ıcil evitar en su totalidad la aparicio´n de estas zonas grises incluso inrtroduciendo
en la funcio´n objetivo la penalidad a las densidades intermedias.
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1.5. Optimizacio´n de Forma
La optimizacio´n de forma busca determinar el perfil o´ptimo de los l´ımites de una estruc-
tura de forma que se maximize o minimize una medida de desempen˜o bajo una serie de
restricciones de disen˜o, manteniendo fija la topolog´ıa [15].
La optimizacio´n de forma resulta un problema mas complejo respecto a los mencionados
anteriormente, ya que las coordenadas de los puntos sobre las fronteras de la estructura
son las variables de disen˜o, lo cual implica que var´ıan durante el proceso de optimizacio´n.
Justamente por esto la optimizacio´n de forma tiene como particularidad, respecto a otros
problemas de optimizacio´n, que se debe determinar la existencia de un dominio o´ptimo.
La existencia de un dominio o´ptimo solamente ocurre en los siguientes casos:
1. cuando se imponen restricciones muy severas al conjunto de dominios factibles.
2. cuando la funcio´n objetivo cumple una serie de suposiciones cualitativas.
3. cuando el problema es de un tipo especial, donde solo intervienen los valores propios
del operador Laplaciano [19].
Para poder describir las soluciones o´ptimas de un problema de optimizacio´n de forma,
se deben obtener primero las condiciones de optimalidad. Lo que usualmente se hace
comparando el costo de la funcio´n o´ptima con los costos de la funcio´n evaluada en puntos
factibles. Lo cual se expresa de la forma yi − y∗i = 0, donde y∗i es el valor o´ptimo de cada
variable de estado y yi son los valores factibles para las variables de estado obtenidos por
ana´lisis de elementos finitos [27].
Una dificultad de la optimizacio´n de forma es que al variar las coordenadas de los puntos,
se debe transferir estos cambios a la malla empleada en el modelo por elementos finitos.
Esto puede llevar a deformaciones excesivas de la malla si el problema de optimizacio´n
de forma no se encuentra bien definido y delimitado. Para superar esta dificultad se han
propuesto diversos me´todos. Puede tratarse el problema de optimizacio´n de forma sin
necesidad de enmallar [87]. Tambie´n puede plantearse una malla fija, pero esta opcio´n
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para ofrecer suficiente detalle llega a requerir un enmallado muy fino con el consiguiente
costo computacional [31].
Los problemas cla´sicos que se abordan aplicando optimizacio´n de forma incluyen el pro-
blema isoperime´trico en el que se debe encontrar entre todos los dominios factibles con un
per´ımetro dado aque´l que tenga una me´trica mayor, relacionada con el comportamiento
meca´nico. El mismo problema visto desde otro punto es minimizar el per´ımetro entre un
conjunto de dominios factibles con un me´trica determinada [19].
Otro problema en el que se aplica la optimizacio´n de forma es el de determinar el mejor
perfil aerodina´mico inmerso en un flujo bajo ciertas restricciones de taman˜o. Igualmente la
optimizacio´n de forma resulta u´til en el disen˜o de estructuras con diferentes caracter´ısticas
espec´ıficas [45, 50]. Tambie´n se aplica la te´cnica de optimizacio´n de forma a problemas
que incluyen efectos te´rmicos acoplados al comportamiento estructural [62].
1.6. Integracio´n de las te´cnicas de optimizacio´n
topolo´gica y de optimizacio´n de forma
Como se menciono´ anteriormente los resultados de la optimizacio´n topolo´gica pueden
tomarse como un disen˜o inicial a partir de unas cargas, restricciones y dominio espacial.
Este disen˜o inicial puede ser a su vez optimizado aplicando optimizacio´n de forma. Para
lograr esto se debe partir del planteamiento del problema, donde se identificara´ el dominio
de disen˜o en el espacio, las cargas aplicadas y sus puntos de aplicacio´n, las posibles formas
de soporte de la estructura. Con esta informacio´n se alimenta el preprocesador de un
programa de elementos finitos para crear el modelo y realizar los ca´lculos. Igualmente
se contara´ con un programa de optimizacio´n cuyo preprocesador tendra´ como entradas
las mismas del programa de elementos finitos mas el objetivo de la optimizacio´n y las
restricciones adicionales del problema. El resultado tras un proceso iterativo sera´ una
estructura optimizada topolo´gicamente, un ejemplo se observa en la Figura 1-5.
Para realizar la optimizacio´n de forma partiendo de este resultado inicial, se pueden
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Figura 1-5.: Ejemplo del resultado de la optimizacio´n topolo´gica de (a) una estructura
en dos dimensiones y (b) una estructura tridimensional [83].
utilizar diferentes enfoques. El que se aplica en este trabajo contempla el suavizado de
la forma de la estructura inicial, identificando los contornos mediante un algoritmo de
procesamiento de imagen. El contorno identificado se convierte a l´ıneas suaves a partir de
las cuales se forma el modelo geome´trico inicial para la optimizacio´n de forma. Al modelo
inicial se aplican pequen˜os desplazamientos o perturbaciones en los puntos de control
y como en el proceso anterior se alimenta el preprocesador del programa de elementos
finitos. En este caso el algoritmo de optimizacio´n que se aplica es el de forma y se busca
determinar los valores o´ptimos de las perturbaciones para cada uno de los puntos de
control en las l´ıneas que definen la forma de la estructura. El resultado es un conjunto de
contornos suaves que limitan la estructura y que minimizan la funcio´n objetivo definida
al plantear el problema.
1.7. Modelo del material para optimizacio´n estructural
La amplia variedad de materiales de ingenier´ıa disponibles requiere diferentes aproxima-
ciones al problema de optimizacio´n de forma que consideren las particularidades de cada
grupo de materiales. El uso de materiales isotro´picos requerira´ un enfoque diferente al
empleado para analizar materiales compuestos con propiedades aniso´tropicas.
En el caso de los materiales compuestos la aproximacio´n que se encuentra con mayor
frecuencia es la de utilizar la teor´ıa matema´tica de la homogeneizacio´n, donde se reemplaza
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el compuesto de estructura perio´dica por un modelo de un material equivalente [38]. Son
las propiedades de este material equivalente las que se obtienen aplicando la teor´ıa de
homogeneizacio´n perio´dica. Una teor´ıa de homogeneizacio´n au´n mas general es la conocida
como H-convergencia [4], la cual es aplicable a otra variedad de problemas adema´s de la
optimizacio´n de forma.
La utilizacio´n de material isotro´pico en el ana´lisis tiene como ventaja la simplificacio´n
del problema ya que las propiedades del material sera´n independientes de la direccio´n
o cualquier otra consideracio´n geome´trica. En este trabajo se asume la utilizacio´n de
material isotro´pico, teniendo en cuenta que el algoritmo de optimizacio´n por el me´todo de
los HCAs hace esta suposicio´n y que resulta aplicable a un amplio rango de estructuras
meta´licas.
2. Optimizacio´n topolo´gica por el
me´todo de los auto´matas celulares
h´ıbridos
2.1. El me´todo de los auto´matas celulares h´ıbridos
Para la realizacio´n de este trabajo se utiliza el me´todo de los auto´matas celulares h´ıbri-
dos (HCA, por su sigla en ingle´s) como te´cnica para la optimizacio´n topolo´gica. Este
me´todo reduce las inestabilidades nume´ricas usando los principios de los auto´matas ce-
lulares (CA, por su sigla en ingle´s). Los CAs forman sistemas dina´micos discretos. Cada
auto´mata celular corresponde a una espacio de una malla regular en el espacio. Cada CA
tendra´ asociado un estado, entre un nu´mero finito de estados posibles. El estado de un
CA en un instante dado, dependera´ de su estado anterior y el de sus CAs vecinos. Es decir
que el estado de un CA depende de una norma local. La actualizacio´n de los estados de
toda la red de auto´matas se actualiza de forma sincronizada, por lo cual el tiempo en un
sistema de CA es tambie´n una variable discreta. Los me´todos convencionales con CAs no
realizan el ana´lisis global de la variables de estado. En el me´todo de HCA se usan como
variables de estado la densidad de energ´ıa de deformacio´n de cada auto´mata celular. La
evaluacio´n de estas variables se realiza aplicando un ana´lisis por elementos finitos, lo cual
permite reducir a cero el residuo entre el trabajo externo y la energ´ıa interna en cada
iteracio´n [83]. El algoritmo HCA discretiza el dominio de disen˜o en un arreglo regular de
auto´matas; cada auto´mata modifica localmente las variables de disen˜o de acuerdo a una
regla de disen˜o. Esta regla lleva la densidad energ´ıa de deformacio´n local (SED) a una
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SED objetivo local usando una estrategia de control.
El me´todo de HCA permite descomponer problemas complejos esta´ticos y dina´micos en
un conjunto de reglas locales. Estas reglas operan sobre un gran nu´mero de CAs cuyo
comportamiento solo requiere el conocimiento de las reglas en su vecindario. El vecindario
de auto´matas celulares no tiene restricciones de taman˜o o localizacio´n,la u´nica condicio´n es
que este vecindario este definido de la misma forma para cada uno de los CAs. La ventaja
de esto es que al tener los ca´lculos limitados a vecindarios y reglas locales ide´nticas para
todo el dominio, se tiene una gran capacidad de ca´lculo computacional paralelo.
El taman˜o del vecindario generalmente se limita a las ce´lulas adyacentes pero puede
extenderse de diferentes maneras. En la Figura 2-1 se muestran algunas de las formas de
vecindarios ma´s utilizadas. Los vecindarios empleados con mayor frecuencia son los que
incluyen cuatro ce´lulas vecinas, conocidos como de von Neumann y los que incluyen ocho
ce´lulas vecinas o de Moore. Es posible tambie´n reducir al vecindario a cero ce´lulas vecinas
o ampliarlo tanto como lo requiera el modelo. En este trabajo se emplea un arreglo de
vecindario tipo von Neumann mientras no se indique lo contrario.
Figura 2-1.: Diferentes arreglos de vecindarios para un auto´mata celular. a) Vac´ıo, Nˆ = 0;
b) von Neumann, Nˆ = 4; c) Moore Nˆ = 8; d) radial Nˆ = 12; e) extendido,
Nˆ = 24.
Para definir el comportamiento de un auto´mata localizado en los l´ımites del dominio
de disen˜o, se suele extender el dominio empleando diversos me´todos. En la Figura 4-3
se muestran diferentes tipos de condiciones de borde obtenidos al extender el dominio de
disen˜o. Un borde fijo se define de forma que el vecindario se completa con ce´lulas que tienen
un estado fijo preestablecido. Una condicio´n de borde adiaba´tico se obtiene duplicando el
valor del auto´mata celular en el vecindario virtual extendido. El borde reflectivo repite el
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valor de estado del miembro opuesto del vecindario en el miembro ficticio. La condicio´n
de borde perio´dico se usa cuando el dominio de disen˜o se considera asociado a una forma
toroidal. En el algoritmo de optimizacio´n topolo´gica utilizando auto´matas celulares se
emplean condiciones de borde fijo donde las ce´lulas adicionales se consideran espacios
vac´ıos sin propiedades f´ısicas ni meca´nicas.
Figura 2-2.: Condiciones de borde para un auto´mata celular. a) Fijo; b) adiaba´tico; c)
reflectivo; d) perio´dico.
En el me´todo de HCA, se divide el dominio de disen˜o en un arreglo regular de CAs. El
estado del i -e´simo auto´mata esta asociado a una variable de disen˜o xi, que representa
la masa del auto´mata celular, y a una variable de estado yi, que representa el est´ımulo
meca´nico del CA. Una regla de evolucio´n local Ri modifica la variable de disen˜o hasta
que la variable de estado alcanza un valor o´ptimo y∗i . Para obtener el est´ımulo meca´nico
yi de cada CA se utiliza el me´todo de los elementos finitos (FEM, de su sigla en ingle´s)
como medio para modelar la comunicacio´n entre auto´matas. El modelo para el material
utilizado en el algoritmo de HCA se conoce como modelo de la densidad artificial para
optimizacio´n topolo´gica [15]. Este modelo considera las propiedades del material en cada
elemento constantes. Se utiliza la densidad relativa como variable de disen˜o y se modela
el mo´dulo ela´stico como una funcio´n potencial de la variable de disen˜o, segu´n
Ei(xi) = x
p
iE0 (p ≥ 1) (2-1)
ρi(xi) = xiρ0 (0 ≤ p ≤ 1) (2-2)
donde E0 y ρ0 son el mo´dulo de Young y la densidad del material base respectivamente.
ρi es la densidad variable del elemento y p es una potencia de penalizacio´n cuyo fin es
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castigar las densidades intermedias y obtener como solucio´n una estructura “blanco y
negro”.
El me´todo de optimizacio´n topolo´gica utilizando HCA se resume en la Figura 2-3. En la
primera etapa se define el dominio de disen˜o, las propiedades del material, las condiciones
de carga y el valor inicial de las variables de disen˜o x(0). En seguida en el mo´dulo de
ana´lisis estructural se obstinen los valores de las variables de estado y(t) aplicando el
me´todo de los elementos finitos. Aplicando la regla de evolucio´n a los auto´matas celulares
se obstinen un nuevo disen˜o, es decir, un nuevo conjunto de valores de las variables de
disen˜o x(t+ 1). Con este nuevo disen˜o se verifica si hay convergencia de acuerdo con los
criterios establecidos. Si no se obtiene convergencia, se realiza una nueva iteracio´n desde
el mo´dulo de ana´lisis estructural. Una vez verificada la convergencia se obtendra´ el disen˜o
o´ptimo buscado.
Se consideran dos me´todos para generar la regla de evolucio´n que lleve al sistema a su
configuracio´n o´ptima. En primer lugar esta la te´cnica de relacio´n, que se basa en el disen˜o
de ma´ximo esfuerzo. El segundo me´todo se trata de estrategias de control. Para este
u´ltimo se define una sen˜al de error ei(t) como
ei(t) = yi(t)− y∗i (2-3)
y la sen˜al de error efectiva se define como
ei(t) =
ei(t) +
∑Nˆ
k=1 ek(t)
Nˆ + 1
(2-4)
se busca entonces que la sen˜al de error en un CA sea ei(t) = 0, lo cual corresponde a la
condicio´n de equilibrio. Si esto no se cumple se modifica la variable de disen˜o xi hasta
alcanzar esta condicio´n de equilibrio. Para realizar las modificaciones en las variables de
disen˜o buscando alcanzar la condicio´n de equilibrio, se pueden utilizar diferentes tipos de
control. Empleando un control de dos posiciones el cambio en las variables de disen˜o sera´
dxi(t)
dt
=

+cFT si ei(t) > 0
0 si ei(t) = 0
+cRT si ei(t) < 0
(2-5)
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Figura 2-3.: Algoritmo me´todo de los auto´matas celulares h´ıbridos.
donde cFT y c
R
T son constantes positivas. Otra opcio´n de control ma´s elaborada es el control
proporcional-integral-derivativo, donde el cambio en las variables de control esta dado por
dxi(t)
dt
= cP ei(t) + cI
∫ t
0
ei(τ)dτ + cD
dei(t)
dt
(2-6)
donde cP , cI y cDson constantes positivas que representan las ganancias proporcional, in-
tegral y derivativa. La eleccio´n de estas constantes resulta de importancia para garantizar
la estabilidad en la convergencia del me´todo.
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2.2. Planteamiento del problema de optimizacio´n
topolo´gica
Un aspecto fundamental del planteamiento de un problema de optimizacio´n es identificar
el objetivo que se busca alcanzar al aplicar algu´n me´todo de optimizacio´n. Para el caso del
me´todo de los HCA se trata el problema como un problema de optimizacio´n multiobjetivo.
Se busca minimizar la masa de la estructura y simulta´neamente minimizar la energ´ıa de
deformacio´n que equivale a maximizar la rigidez. Discretizando el dominio enN elementos,
se puede expresar la energ´ıa de deformacio´n como
U =
N∑
i=1
Uiv0i (2-7)
donde v0i es el volumen del i-e´simo elemento y Ui es su energ´ıa de deformacio´n. La masa
total en el dominio de disen˜o esta dada segu´n
M =
N∑
i=1
mi =
N∑
i=1
xim0i (2-8)
donde m0i es la masa ma´xima y xi es la densidad relativa, que tambie´n se puede definir
como
xi =
mi
m0i
(2-9)
por lo que el valor de las variables de disen˜o xi que representan la densidad relativa, se
encontrara´ entre 0 y 1. Hechas estas consideraciones se puede plantear el problema de
optimizacio´n multiobjetivo de la siguiente forma:
min
x
ω
U(x)
Uo
+ (1− ω)M(x)
M0
(2-10)
s.a. 0 ≤ x ≤ 1
si se define el est´ımulo meca´nico Si como
Si =
Ui
xi
(2-11)
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se obtiene la condicio´n de optimalidad
S∗i =
1− ω
ω
ρ0
p
U0
M0
(2-12)
Se observa que para obtener una solucio´n para la forma de la estructura y su masa, se
debe dar un valor al coeficiente ω. El conjunto de todas las soluciones obtenidas para
los diferentes valores de ω tales que 0 ≤ ω ≤ 1, se conoce como la frontera de Pareto,
Figura 2-4. Un aumento en dicho coeficiente conlleva un incremento en la masa de la
estructura obtenida.
Figura 2-4.: Frontera de Pareto compuesta por todos los puntos de solucio´n del problema
de optimizacio´n.
2.3. Restricciones del problema de optimizacio´n
2.3.1. Restriccio´n de masa
A partir de la relacio´n existente entre la masa de la estructura y el coeficiente de ponde-
racio´n ω, como se observa en la Figura 2-4, se plantea la forma de la restriccio´n de masa
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para el problema de optimizacio´n topolo´gica. En la expresio´n,
min
x
U/U0 (2-13)
s.a. M/Mo ≤ mf
0 ≤ xi ≤ 1,
se restringe la masa final de la estructura, siendo un problema paralelo al planteado en la
Ecuacio´n 2-10. Para un punto interior, si λm es el multiplicador de Lagrange asociado a
la restriccio´n de masa, el Lagrangiano esta´ dado por
L = U
U0
+ λm
(
M
M0
−mf
)
, (2-14)
aplicando la definicio´n de est´ımulo meca´nico planteada en la Ecuacio´n 2-11, se llega a la
condicio´n de equilibrio dada por
y∗i = λm
ρ0
p
U0
M0
, (2-15)
comparando las dos condiciones de optimalidad 2-12 y 2-15 se obtiene la relacio´n
λm =
1− ω
ω
. (2-16)
Para encontrar el valor de λm que cumpla la restriccio´n de masa, es apropiado tener
en cuenta que −∞ ≤ λm ≤ ∞ mientras que 0 ≤ ω ≤ 1, por lo que resulta ma´s fa´cil
encontrar el valor de ω asociado a λm. Si se define la restriccio´n de masa comoM/M
∗ ≤ 1,
donde M∗ = mfM0, resulta que ω es proporcional a la masa final, entonces la regla de
actualizacio´n puede ser escrita como
ω (t+ 1) = ω(t)
M∗
M
, (2-17)
La experiencia computacional muestra que limitando el cambio en el valor de ω se tiene
una mejor convergencia, en este caso
0,8 ≤ ω(t+ 1)
ω(t)
≤ 1,2.
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2.3.2. Restriccio´n de desplazamiento
Para aplicar una restriccio´n de desplazamiento en el problema de optimizacio´n topolo´gica,
se plantea la siguiente expresio´n:
min
x
M(x)
M0
+
U(x)
U0
(2-18)
s.a. umax ≤ u∗
0 ≤ x ≤ 1,
donde u expresa desplazamientos, siendo el ma´ximo admisible umax = max (ui). Para un
punto interior , la condicio´n de optimalidad se cumple si
1
M0
∂M(x)
∂xi
+
1
U0
∂U(x)
∂xi
+ λu
∂umax
∂xi
= 0 (2-19)
para hallar la derivada del desplazamiento que aparece en el tercer te´rmino, se considera
la relacio´n existente entre el vector global de fuerzas f , la matriz de rigidez global K y el
vector de desplazamiento global u; dada por
f = Ku (2-20)
como el vector de fuerza externa f no depende de xi, derivando se obtiene
∂f
∂xi
=
∂ (Ku)
∂xi
=
∂K
∂xi
u+K
∂u
∂xi
= 0 (2-21)
de donde se obtiene la derivada de los desplazamientos
∂u
∂xi
= −K−1∂K
∂xi
u (2-22)
como cada xi aparece solamente en su correspondiente matriz de rigidez ki, se puede
escribir
∂K
∂xi
=
∂ki
∂xi
(2-23)
y considerando que el material es isotro´pico y trabaja en su zona ela´stica, aplicando la
Ecuacio´n 2-1 de la pa´gina 15 se obtiene
ki = k0ix
p
i (2-24)
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donde k0i corresponde a la matriz de rigidez del elemento so´lido, es decir Ei = E0i o
xi = 1. Se tiene entonces que
∂ki
∂xi
= pk0ix
p−1
i =
pk0ix
p
i
xi
=
pki
xi
, (2-25)
introduciendo este resultado en la ecuacio´n 2-22 se obtiene
u˙ =
∂u
∂xi
= −K−1 p
xi
kiui (2-26)
en consecuencia, la derivada del desplazamiento ma´ximo es
u˙max =
∂umax
∂xi
(2-27)
por lo que la ecuacio´n 2-19, se puede escribir como
moi
M0
− pvoi
U0
Ui
xi
+ λuu˙max = 0 (2-28)
y aplicando la definicio´n de est´ımulo se llega a la condicio´n de optimalidad:
S∗i =
Ui
xi
=
ρoiU0
pMo
+
Uoλu
pvoi
u˙max = 0 (2-29)
2.3.3. Restriccio´n de esfuerzo
La imposicio´n de restricciones de esfuerzo asegura la obtencio´n de estructuras que no
fallara´n debido a la condicio´n de carga aplicada. El criterio de falla utilizado en el me´todo
de los HCAs se basa en la energ´ıa de esfuerzo, definida como
σi =
√
2EiUi (2-30)
que se relaciona con la densidad de energ´ıa de deformacio´n (SED, por sus siglas en ingle´s)
mediante la expresio´n
SED = Ui =
²1∫
0
σi d²i. (2-31)
la cual, teniendo en cuenta que
σi = Ei²i, (2-32)
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queda como
Ui =
²1∫
0
Ei²id²i =
Ei²
2
1
2
=
σ21
2Ei
(2-33)
Para un estado general de esfuerzo en un cuerpo ela´stico isotro´pico, alineando los ejes
coordenados con las direcciones principales se tiene que
Ui =
1
2Ei
[
σ2a + σ
2
b + σ
2
c − 2ν (σaσb + σbσc + σcσa)
]
(2-34)
y combinando las ecuaciones 2-30 y 2-34 se obtiene
σi =
√
σ2a + σ
2
b + σ
2
c − 2ν (σaσb + σbσc + σcσa) (2-35)
que para el caso bidimensional se reduce a
σi =
√
σ2a + σ
2
b − 2ν (σaσb) (2-36)
Se observa que el elemento con ma´xima energ´ıa de esfuerzo corresponde al elemento con
esfuerzo ma´ximo. Ahora definiendo el esfuerzo ma´ximo como la suma vectorial del esfuerzo
en cada eje, se obtiene
σmax = max
{√
σ2ix + σ
2
iy + σ
2
iz
}
para 3d (2-37)
σmax = max
{√
σ2ix + σ
2
iy
}
para 2d (2-38)
De este ana´lisis se concluye que minimizar la ma´xima energ´ıa de esfuerzo equivale a
minimizar el esfuerzo ma´ximo. Adema´s por la ecuacio´n 2-30, el minimizar la densidad de
energ´ıa de deformacio´n es equivalente a minimizar el esfuerzo ma´ximo. De manera que por
la funcio´n objetivo propuesta en la ecuacio´n 2-10 se resuelve un problema de optimizacio´n
en el que se minimiza la masa y el esfuerzo ma´ximo de la estructura.
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3. Algoritmo de optimizacio´n de forma
aplicando perturbacio´n de la malla
3.1. Optimizacio´n de forma
La optimizacio´n de forma busca determinar el perfil o´ptimo de los l´ımites de una es-
tructura de forma que maximize o minimize una medida de desempen˜o bajo una serie
de restricciones de disen˜o [15]. En esta te´cnica se refinan los contornos que definen la
estructura mientras que la topolog´ıa se mantiene fija [56].
Los principales campos de aplicacio´n en los que se emplean te´cnicas de optimizacio´n de
forma comprenden el disen˜o estructural, meca´nica de fluidos, ciencias te´rmicas y aplica-
ciones en biomeca´nica [36]. En cada uno de estos casos la optimizacio´n de forma ofrece
ventajas particulares. En disen˜o estructural, estas te´cnicas se aplican principalmente para
situaciones en las que la reduccio´n de peso es un factor de vital importancia [9, 88] o
donde se busca reducir esfuerzos en zonas espec´ıficas de los elementos [55]. En el caso
de problemas de interaccio´n de fluido-estructura la determinacio´n de perfiles o´ptimos de
elementos aerodina´micos [6, 30], el estudio del flujo al encontrar obsta´culos [1, 2, 25],
aplicaciones en ingenier´ıa naval para el disen˜o de estructuras marinas [44] y optimizacio´n
de forma en cascos y ape´ndices de los buques [3, 9, 20, 68] se encuentran entre las prin-
cipales aplicaciones de los me´todos de optimizacio´n de forma. Igualmente en el disen˜o de
elementos en los que se busca optimizar el flujo de calor o deformaciones termo-ela´sticas
utilizan optimizacio´n de forma [13, 17, 47, 53, 54]. Finalmente el disen˜o de pro´tesis e
implantes usando optimizacio´n de forma es un tema con gran cantidad de investigacio´n
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reciente [40, 48, 49, 65, 80, 82].
La principal dificultad encontrada en los problemas de optimizacio´n de forma, es la inexis-
tencia de soluciones cla´sicas. Este tema concierne principalmente a la matema´tica teo´rica.
Sin embargo, la consecuencia de esto en el caso de aplicaciones nume´ricas es que los al-
goritmos no logran convergencia o resultan demasiado sensibles a la seleccio´n del disen˜o
inicial [5]. En este trabajo este asunto no es considerado y no debe presentar ninguna difi-
cultad ya que la intencio´n en la propuesta de integracio´n con el algoritmo de optimizacio´n
topolo´gica es garantizar un disen˜o inicial muy bueno.
Existen diferentes enfoques propuestos para el planteamiento de un problema de opti-
mizacio´n de forma. En general, cualquiera de estos enfoques es va´lido para resolver un
problema espec´ıfico de optimizacio´n de forma, sin embargo, la eficiencia de alguno de los
planteamientos puede verse favorecida por caracter´ısticas propias del problema. El me´to-
do de la base de vectores tiene como variables de disen˜o los valores de ponderacio´n que
definen la participacio´n en el disen˜o final de cada uno de los disen˜os que componen el
conjunto de disen˜os de prueba conocido como base de vectores [25, 82]. El me´todo de
perturbacio´n del contorno modifica los contorno de la estructura a partir de un vector de
perturbaciones. Los componentes del vector definen la magnitud de los desplazamientos
en cada uno de los nodos que describen el perfil del elemento [2, 33, 76].
Otros enfoques menos difundidos buscan superar la eficiencia de los anteriores. El me´todo
isogeome´trico busca unificar el modelo empleado para el problema de optimizacio´n y el del
ana´lisis estructural, de manera que se ahorra la transicio´n en cada iteracio´n cuando los mo-
delos son de diferente naturaleza [84]. En el me´todo de optimizacio´n de forma interactiva
algunos de los para´metros como coeficientes de ponderacio´n de las funciones objetivo son
modificados durante el proceso de optimizacio´n con base en los resultados parciales [86].
Otro enfoque para plantear el problema de optimizacio´n de forma es el isoperime´trico.
En esta aproximacio´n se busca encontrar el disen˜o factible, con un per´ımetro fijo, que
maximice un me´trica de comportamiento meca´nico [19]. Este enfoque es considerado uno
de los problemas cla´sicos en optimizacio´n de forma.
Para el caso de los materiales compuestos la aproximacio´n que se utiliza con mayor fre-
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cuencia es aplicar la teor´ıa matema´tica de homogeneizacio´n, donde se reemplaza el com-
puesto de estructura perio´dica por un modelo de un material equivalente [38]. De hecho,
son las propiedades de e´ste material equivalente las que se obtienen aplicando la teor´ıa
de homogeneizacio´n perio´dica o la de H-convergencia [4].
En el caso de los problemas de optimizacio´n de forma que incluyen fluidos o transferencia
de calor, un enfoque empleado es el de las ecuaciones adjuntas [30, 52, 53, 73]. E´ste permite
evaluar el gradiente de una funcio´n objetivo respecto a una gran cantidad de variables
de disen˜o, lo cual lo hace u´til en problemas de complejidad considerable [32]. En esta
tesis se emplea el enfoque de perturbacio´n del contorno para desarrollar el algoritmo de
optimizacio´n de forma ya que es el que mejor se adapta a la aproximacio´n de integracio´n
con la optimizacio´n topolo´gica que motiva este trabajo.
En optimizacio´n de forma aplicada al disen˜o estructural es necesaria la evaluacio´n de
variables de estado que evalu´en el comportamiento meca´nico de la estructura cada vez
que se modifica el disen˜o con el fin de determinar la factibilidad del disen˜o. Las variables
de estado para el caso de optimizacio´n estructural comprenden por lo general esfuerzos,
deformaciones o energ´ıa de deformacio´n. Estas variables de disen˜o pueden emplearse en el
modelo de optimizacio´n como restricciones o en la funcio´n objetivo, ya sea directamente
o como parte de una funcio´n objetivo multi-criterio. El me´todo de los elementos finitos
(FEM, por sus siglas en ingle´s) es el ma´s aplicado para la evaluacio´n de las variables de
estado en optimizacio´n de forma [37]. Otro me´todo ampliamente utilizado para la evalua-
cio´n de las variables de estado en optimizacio´n de forma es el me´todo de los elementos
de contorno (BEM, por sus siglas en ingle´s). Este me´todo resulta especialmente adecuado
para usarse en optimizacio´n de forma ya que el enmallado se realiza solamente en los
contornos del modelo, de forma que el problema de optimizacio´n y al ana´lisis estructural
esta´n definidos solamente con los perfiles del modelo [21, 29].
En vista que empleando ya sea FEM o BEM, es necesario en cada iteracio´n del proceso
de optimizacio´n regenerar la malla debido a la alteracio´n de los contornos del modelo,
existen trabajos que presentan me´todos sin malla. Por ejemplo, componer la geometr´ıa de
la estructura haciendo una aproximacio´n a partir de primitivas y operaciones booleanas
entre ellas [87]. El uso del me´todo de Galerkin sin elementos (FEG, por sus siglas en
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ingle´s) evita igualmente la necesidad de enmallar nuevamente en cada iteracio´n [18]. En
este trabajo se aplica el me´todo de los elementos finitos para la evaluacio´n de esfuerzos
en la estructura en cada iteracio´n del algoritmo de optimizacio´n de forma.
Para resolver el problema de optimizacio´n planteado se dispone de diversos me´todos. Los
me´todos de optimizacio´n indirectos basados en las condiciones de optimalidad son emplea-
dos con mayor frecuencia en me´todos de optimizacio´n topolo´gica [39] como es el caso del
me´todo de los Auto´matas Celulares Hı´bridos [83]. Sin embargo son pocos las aplicaciones
de este enfoque para optimizacio´n de forma [51]. La mayor´ıa de los trabajos conocidos por
el autor emplean me´todos de directos de bu´squeda basados en gradiente como programa-
cio´n lineal secuencial (SLP, por sus siglas en ingle´s) o programacio´n secuencial cuadra´tica
(SQP, por sus siglas en ingle´s). Algunos trabajos plantean el problema de optimizacio´n
para la utilizacio´n de me´todos estoca´sticos; por ejemplo los me´todos evolutivos como al-
goritmos gene´ticos [8, 17, 54, 72] u otros enfoques como el recocido simulado [66, 77].
El algoritmo de optimizacio´n de forma desarrollado en este trabajo utiliza el me´todo de
programacio´n secuencial cuadra´tica para la solucio´n del problema de optimizacio´n.
3.2. Planteamiento del problema de optimizacio´n de
forma
El principal aspecto a tener en cuenta en el planteamiento del problema de optimiza-
cio´n de forma en este trabajo, es mantener la coherencia con el problema resuelto por
el algoritmo de optimizacio´n topolo´gica. En otro caso el resultado ser´ıa un me´todo de
optimizacio´n de forma inva´lido para el propo´sito de integracio´n con el me´todo HCA para
optimizacio´n topolo´gica que constituye el nu´cleo de este trabajo. Por lo tanto el mantener
la coherencia con el problema de optimizacio´n topolo´gica presentado en el Cap´ıtulo 2 es la
u´nica forma de garantizar la validez de la integracio´n de los me´todos y que la aplicacio´n
de la optimizacio´n de forma entregue un disen˜o con un rendimiento superior al que se
obtiene aplicando optimizacio´n topolo´gica.
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Figura 3-1.: Ejemplo de contorno generado por esplines a trave´s de un conjunto de nodos.
El problema de optimizacio´n de forma se plantea utilizando el enfoque de perturbacio´n
del contorno. Los bordes se definen mediante una serie de nodos o puntos de control. A
trave´s de cada conjunto de estos puntos que define un lazo cerrado, se trazan esplines
parame´tricas que representan el contorno, Figura 3-1. De esta manera se puede alterar
fa´cilmente la forma de los contornos modificando la localizacio´n de los nodos. El cambio
en la posicio´n de los nodos implica el cambio en la forma del contorno como se muestra
en la Figura 3-2.
La utilizacio´n de este enfoque implica que las condiciones de frontera aplicadas a la es-
tructura deben trasladarse a los nodos que definen el modelo de optimizacio´n de forma.
Estos nodos con condiciones de frontera asociadas son excluidos del conjunto de variables
de disen˜o.
Las coordenadas horizontales y verticales de los nodos que definen el modelo de optimi-
zacio´n de forma esta´ dadas por
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Figura 3-2.: Efecto del cambio en la posicio´n de un nodo en el contorno construido con
esplines.
ui = u0i + dui, (3-1)
vi = v0i + dvi, (3-2)
donde u0i y v0i son las coordinadas horizontales y verticales, respectivamente, del i -e´simo
nodo en el disen˜o inicial. Como dui y dvi son las perturbaciones horizontales y verticales
en el mismo nodo.
El vector de variables de disen˜o ~x para el problema de optimizacio´n de forma puede
escribirse como
~x =
[
x1 x2 · · · x2n−1 x2n
]
(3-3)
donde x2i−1 = dui y x2i = dvi para i = 1, 2, . . . , n, con n igual al nu´mero de nodos del
modelo que no tienen asociadas condiciones de frontera como se muestra en la Figura 3-3.
La funcio´n objetivo usada para el problema de optimizacio´n de forma, manteniendo la
coherencia con el algoritmo de optimizacio´n topolo´gica, corresponde al peso de la es-
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Figura 3-3.: Variables de disen˜o asociadas a un nodo para el problema de optimizacio´n
de forma.
tructura. Para el caso del dominio bidimensional que comprende este trabajo, la funcio´n
objetivo tiene la forma de
F (~x) =
∫
Ω
ρ dV = ρ · t
∫
Ω
dA (3-4)
donde t es el espesor del elemento y ρ es la densidad del material.
El modelo utilizado se construye a partir de contornos cerrados. Un lazo exterior que
corresponde al borde externo de la estructura y una serie de lazos interiores, cada uno
correspondiente a un agujero en la estructura, Figura 3-4. De acuerdo a este enfoque la
funcio´n objetivo para el problema de optimizacio´n de forma queda definida por
F (~x) = ρ · t
[∫
Ωext
dA−
∑(∫
Ωint
dA
)]
. (3-5)
Por lo tanto el problema de optimizacio´n de forma se puede plantear como
min
~x
ρ · t
[∫
Ωext
dA−
∑(∫
Ωint
dA
)]
(3-6)
s.a. ~x ≥ 0 (3-7)
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Figura 3-4.: Modelo geome´trico para optimizacio´n de forma a partir de contornos
cerrados.
3.3. Restricciones del problema de optimizacio´n
3.3.1. Restriccio´n de desplazamiento
En la estrategia de modelado escogida para el algoritmo de optimizacio´n de forma los
bordes de la estructura son generados al trazar esplines cerradas a trave´s de los nodos que
pertenecen a un contorno en particular. Este trazado se realiza siguiendo una secuencia
para los nodos determinada en el disen˜o inicial. Esta secuencia de trazado de los contornos
mantiene la misma secuencia en cada una de las iteraciones del proceso de optimizacio´n
topolo´gica. Por lo tanto es necesario imponer unas restricciones de desplazamiento para
mantener la validez geome´trica de los contornos generados. Por otro lado, la restriccio´n
de desplazamiento debe evitar que debido a perturbaciones excesivas en los nodos, dos
contornos lleguen a cruzarse e invaliden la configuracio´n geome´trica del modelo.
Teniendo en cuenta estas situaciones, se plantea una restriccio´n de desplazamiento de la
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forma
ti(~x) =
√
x22i−1 + x
2
2i < di(~x), (3-8)
donde
di(~x) =
1
2
mı´n
(√
(ui − uj)2 + (vi − vj)2
)
, con j 6= i, (3-9)
con ui y vi siendo las coordenadas horizontales y verticales del i -e´simo nodo, respectiva-
mente.
Esta formulacio´n establece que la magnitud de la perturbacio´n en un nodo i, dada por√
x22i−1 + x
2
2i debe ser menor que un valor l´ımite para dicho nodo di(~x), que corresponde
a la mitad de la distancia al nodo ma´s cercano al nodo i.
En este punto se debe notar que dependiendo de la cantidad de nodos empleados en la
construccio´n del modelo geome´trico, esta restriccio´n de desplazamiento puede afectar en
determinada medida los resultados de la optimizacio´n de forma. En el caso que se use una
alta densidad de nodos para construir el disen˜o inicial, las perturbaciones permitidas en
los nodos sera´n pequen˜as respecto al mismo modelo construido con una menor densidad
de nodos. Teniendo esto en cuenta, la cantidad de nodos a utilizar en la generacio´n del
disen˜o inicial para el algoritmo de optimizacio´n de forma es un para´metro importante en
la preparacio´n del proceso de optimizacio´n de forma. Este para´metro debe ser definido por
el usuario, quien evalu´a el compromiso entre la fidelidad del modelo inicial y la restriccio´n
de desplazamiento aqu´ı descrita.
3.3.2. Restriccio´n de masa
Con el fin de conservar la coherencia del problema de optimizacio´n de forma con el pro-
blema planteado para optimizacio´n topolo´gica, se incluye en el algoritmo la posibilidad de
que el usuario defina una restriccio´n a la masa. Esta restriccio´n tiene la formaM/M0 ≤ ml,
donde M0 es el valor de masa del disen˜o inicial. Dando un valor por defecto al l´ımite ml
de 1, se garantiza la reduccio´n en el peso de la estructura.
34 3. Algoritmo de optimizacio´n de forma aplicando perturbacio´n de la malla
Figura 3-5.: Criterio de falla de Von Mises para dos dimensiones.
3.3.3. Restriccio´n de esfuerzo
La restriccio´n de esfuerzo para el problema de optimizacio´n de forma busca garantizar la
resistencia del disen˜o optimizado para la condicio´n de carga aplicada. El criterio empleado
para esta restriccio´n es el criterio de esfuerzo de Von Mises. Para el caso de esfuerzo plano,
el criterio de Von Mises se puede escribir como
σ2a − σaσb + σ2b < σ2Y , (3-10)
donde σa y σb son los esfuerzos principales en la estructura y σY es el esfuerzo admisible
para el disen˜o. Esta ecuacio´n representa el a´rea de una elipse como se muestra en la
Figura 3-5.
El valor ma´ximo de esfuerzo de Von Mises encontrado en el disen˜o es comparado con el
esfuerzo admisible definido como l´ımite para la restriccio´n. Este esfuerzo permisible puede
ser el esfuerzo de fluencia del material o incluir un factor de seguridad de disen˜o definido
por el usuario.
4. Integracio´n de los algoritmos de
optimizacio´n topolo´gica y de forma
La integracio´n de los algoritmos de optimizacio´n topolo´gica y optimizacio´n de forma debe
permitir utilizar el resultado del proceso de optimizacio´n topolo´gica como disen˜o inicial
para la optimizacio´n de forma. En el caso de la optimizacio´n topolo´gica el dominio de
disen˜o es discretizado en auto´matas celulares, sin embargo para la optimizacio´n de forma
se requiere una descripcio´n ma´s detallada de los contornos que definen la estructura.
El enfoque propuesto para esta tarea consiste en utilizar un proceso de deteccio´n de bordes
en la imagen de la estructura entregada por el algoritmo de optimizacio´n topolo´gica
y a partir de esta informacio´n generar un modelo geome´trico cuyos bordes tengan la
caracter´ısticas de suavidad requeridas para el proceso de optimizacio´n de forma.
4.1. Deteccio´n de bordes en ima´genes digitales
Los bordes definen los contornos de una figura en una imagen, por lo que la deteccio´n de
bordes es un proceso de primera importancia en el campo del procesamiento de ima´genes.
La deteccio´n de bordes se aplica a todo tipo de ima´genes con el fin de individualizar,
registrar o identificar objetos que aparecen en la escena. Se busca reducir la cantidad
de informacio´n que contiene la imagen, conservando las propiedades estructurales de los
objetos que aparecen en la imagen [34].
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En el caso particular de la imagen de una estructura obtenida por optimizacio´n topolo´gica,
la deteccio´n de bordes permite identificar la informacio´n ma´s relevante de la estructura.
Esta informacio´n corresponde a los bordes que describen la geometr´ıa del elemento. Con un
procesamiento posterior a la deteccio´n de bordes, se puede construir un modelo geome´trico
de la estructura compuesto de puntos, l´ıneas y a´reas. Un modelo de este tipo resulta
conveniente dada su compatibilidad con programas de disen˜o o manufactura asistida por
computador.
En este cap´ıtulo se presentan algunas herramientas disponibles para realizar la detec-
cio´n de bordes de la imagen de una estructura obtenida por optimizacio´n topolo´gica para
construir un modelo geome´trico al cual posteriormente se aplicara´ un algoritmo de opti-
mizacio´n de forma. En particular se consideran las funciones disponibles en MatLab para
tener compatibilidad con los algoritmos de optimizacio´n topolo´gica y de forma propuestos
en este trabajo.
4.1.1. Representacio´n Digital de Ima´genes
Para entender los procesos de deteccio´n de bordes se debe conocer previamente la forma
en que son representadas las ima´genes digitalmente. La obtencio´n de una imagen digital
requiere el uso de sistemas de deteccio´n especiales para el tipo de fuente de energ´ıa que se
quiere captar, por ejemplo, luz del espectro visible, ultrasonido, rayos x, etc. La imagen
captada por el sistema de deteccio´n corresponde a una funcio´n bidimensional continua
f(x, y) [34]. El valor que toma esta funcio´n f en un punto del plano (x,y) es un valor
escalar positivo cuyo significado f´ısico depende de la fuente de la imagen, Figura 4-1.
En el caso de ima´genes de estructuras obtenidas por optimizacio´n topolo´gica las ima´genes
son monocroma´ticas, por lo que los valores de la funcio´n representan tonos de grises. Para
este tipo de ima´genes se define el nivel de gris l en un punto como la intensidad en dicho
punto (x0, y0), es decir l = f(x0, y0). Los valores del nivel de gris para cualquier punto
se encuentran en el intervalo[0, L − 1] o´ [Lmin, Lmax], conocido como escala de grises,
donde 0 corresponde a blanco y L-1 es negro.
4.1 Deteccio´n de bordes en ima´genes digitales 37
Figura 4-1.: Proceso de adquisicio´n de una imagen digital [34].
Para obtener la imagen digital a partir de la funcio´n continua f(x, y) se deben realizar los
procesos de muestreo y cuantizacio´n. El muestreo consiste en discretizar las coordenadas
espaciales de la funcio´n de imagen f(x, y). La cuantizacio´n es un proceso similar pero
aplicado a los valores de amplitud de la funcio´n en cada uno de los puntos escogidos para
el muestreo, de forma que la escala de grises se compone de un nu´mero finito de valores.
El resultado del muestreo y la cuantizacio´n es una matriz de nu´meros reales.
Como en este trabajo se emplea MatLab como herramienta de programacio´n y procesa-
miento de imagen, se utiliza la convencio´n de representacio´n manejada por este paquete.
Suponiendo que el muestreo de la imagen arroja una matriz de M filas por N columnas,
se emplea una numeracio´n con enteros con la coordenada (x, y) = (1, 1) para el origen de
la imagen [35], de forma que la funcio´n de imagen digital queda como
f(x, y) =

f(1, 1) f(1, 2) · · · f(1, N)
f(2, 1) f(2, 2) · · · f(2, N)
...
...
. . .
...
f(M, 1) f(M, 2) · · · f(M,N)

(4-1)
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Cada elemento de la matriz imagen se conoce como elemento de imagen o p´ıxel. La
convencio´n de coordenadas descrita anteriormente se muestra en la Figura 4-2.
Figura 4-2.: Convencio´n de coordenadas para una imagen digital empleada por MatLab.
4.1.2. Me´todos de Deteccio´n de Bordes
Los bordes en una imagen se caracterizan por ser a´reas con fuertes contrastes de inten-
sidad. En un caso ideal, un borde es una discontinuidad en una gra´fica de la intensidad
como se muestra en la Figura 4-3a. Sin embargo, en los casos reales los bordes se presen-
tan como rampas de intensidad en un intervalo pequen˜o de la imagen, como se aprecia en
la Figura 4-3b [70].
Existen diferentes enfoques para realizar la deteccio´n de bordes en una imagen. La ma-
yor´ıa de los me´todos desarrollados pueden dividirse en dos grupos. En primer lugar se
encuentran los me´todos basados en el gradiente de la intensidad. En este caso el me´todo
busca encontrar los ma´ximos y mı´nimos en el gradiente de la intensidad de la funcio´n
imagen. Como se muestra en la Figura 4-4a, estos ma´ximos y mı´nimos corresponden a
la ubicacio´n de los bordes de la imagen [43, 71].El segundo enfoque consiste en obtener
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Figura 4-3.: Cambio en la intensidad en el borde de una imagen para el caso (a) ideal y
(b) real.
la segunda derivada de la intensidad y encontrar los ceros en la distribucio´n resultante,
Figura 4-4b.
Los me´todos de deteccio´n de bordes ma´s utilizados por su desempen˜o, pertenecen en su
gran mayor´ıa al grupo de me´todos basados en el gradiente. A continuacio´n se describe el
funcionamiento de los ma´s importantes entre e´stos.
Me´todo de Sobel
El me´todo de Sobel se basa en encontrar los ma´ximos y mı´nimos de la primera derivada
de la intensidad en la imagen. Para esto se debe obtener el gradiente de la intensidad
en la imagen bidimensional. El gradiente absoluto se calcula a partir de dos gradientes
direccionales obtenidos aplicando ma´scaras de convolucio´n sobre toda la superficie de la
imagen [61].
Una ma´scara de convolucio´n es una operacio´n de suma ponderada de los valores en el
vecindario de un p´ıxel [60]. Por ejemplo, para el a´rea de la imagen y la ma´scara de pesos
mostradas en la Figura 4-5, se tiene un vecindario de 3x3 y una ma´scara del mismo
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Figura 4-4.: Comportamiento en un borde de una imagen del (a) gradiente y (b) segunda
derivada de la intensidad.
taman˜o . La operacio´n de convolucio´n reemplaza el pixel I11 por el valor I
′
11 segu´n:
I ′11 =
∑2
i=0
∑2
j=0 Iij ×Mij∑2
i=0
∑2
j=0Mij
(4-2)
si el denominador de la expresio´n anterior resulta ser cero, se toma el valor de:
I ′11 =
2∑
i=0
2∑
j=0
Iij ×Mij (4-3)
El me´todo de Sobel aplica dos ma´scaras de convolucio´n de 3x3 pixels para obtener los
gradientes Gx y Gy, en las direcciones x y y respectivamente, Figura 4-6. La magnitud
del gradiente en un p´ıxel esta´ dada por
|G| =
√
G2x +G
2
y (4-4)
o para agilizar los ca´lculos se puede usar la aproximacio´n
|G| = |Gx|+ |Gy| (4-5)
Las ma´scaras se aplican desde el inicio de la imagen desplaza´ndolas horizontalmente por
cada fila de p´ıxeles. El efecto obtenido es que la ma´scara Gx resalta los bordes horizontales
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Figura 4-5.: Elementos para operacio´n de convolucio´n, (a) vecindario del pixel I11 y (b)
ma´scara de convolucio´n de 3x3 pixels.
Figura 4-6.: Ma´scaras de convolucio´n aplicadas en el me´todo de Sobel para deteccio´n de
bordes.
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mientras la ma´scara Gy resalta los verticales. Los bordes a resaltar corresponden a aquellos
p´ıxeles cuyo valor de magnitud del gradiente supere cierto umbral determinado en el
algoritmo.
Me´todo de Canny
El me´todo de Canny es considerado como el algoritmo o´ptimo para deteccio´n de bordes
en una imagen [26]. Por esta razo´n este algoritmo o sus variaciones son los ma´s empleados
para esta tarea. Este algoritmo resulta bastante ma´s complejo que el de Sobel y se puede
resumir en seis operaciones de procesamiento aplicadas sobre la imagen [22, 22, 23].
El primer paso del algoritmo consiste en reducir el ruido en la imagen. Esto se logra
aplicando una ma´scara de convolucio´n a la imagen. La ma´scara que se utiliza es un filtro
Gaussiano, que consiste en una sola operacio´n de convolucio´n. El resultado es una versio´n
ligeramente borrosa de la imagen.
Una vez se ha eliminado el ruido y suavizado la imagen, se procede a ubicar los bordes
usando el gradiente de la imagen. Para esto se aplica el mismo operador empleado en el
me´todo de Sobel, ver Figura 4-6, y se calcula la magnitud del gradiente o fuerza de borde
usando la forma aproximada
|G| = |Gx|+ |Gy| . (4-6)
El tercer paso del algoritmo de Canny es determinar la direccio´n de los bordes en cada
punto de la imagen. Esto se hace mediante la ecuacio´n
θ = arctan
Gy
Gx
. (4-7)
Para evitar la indeterminacio´n cuando Gx = 0, la direccio´n de borde se hace 0
o si Gy
tambie´n es cero o 90o en otro caso.
El siguiente paso consiste en discretizar las direcciones de borde obtenidas en el paso
anterior. Como la imagen se representa por una matriz, para un elemento dado solo
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existen ocho posibles direcciones en las que se encuentra otro pixel. Se debe entonces
tomar las direcciones calculadas con 4-7 y reemplazarlas por la direccio´n ma´s cercana
entre las ocho factibles.
A continuacio´n se realiza un filtrado de los puntos que se han identificado como bordes para
descartar aquellos que no se encuentran en la direccio´n de borde, de forma que las l´ıneas
presentadas como resultado sean finas. Igualmente el algoritmo incluye un mecanismo de
histe´resis que evita discontinuidades en los bordes detectados debidos a pixels cuya fuerza
de borde no alcanza el umbral establecido. Esto se hace estableciendo otro umbral ma´s
bajo que se acepta solo si e´stos bordes de´biles esta´n conectados con bordes fuertes.
4.2. Modelo geome´trico a partir de una imagen de
bordes
Para generar un modelo geome´trico a partir de la imagen de un contorno se emplea un
factor de densidad de nodos, Kf . Este factor determina que´ porcentaje de pixels del
contorno se conservan y son usados como nodos del modelo geome´trico. La experiencia
adquirida en el desarrollo de este trabajo muestra que valores entre 0.02 y 0.1 para Kf
son suficientes para una correcta representacio´n de los contornos.
En la Figura 4-7 se muestra la ubicacio´n de los nodos para dos valores diferentes del
factor Kf . La seleccio´n del valor para este para´metro supone un compromiso entre la
fidelidad del modelo generado respecto a la geometr´ıa inicial y la complejidad del modelo
resultante, que afectara´ directamente el nu´mero de variables de disen˜o para el problema
de optimizacio´n de forma.
La ubicacio´n de cada p´ıxel seleccionado es tomada como un nodo. A trave´s del conjunto
de nodos de cada lazo se traza una espline cerrada que representa cada contorno de la
imagen. La formulacio´n de un segmento entre dos nodos esta´ dado por [14]
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Figura 4-7.: P´ıxeles que se conservan como nodos para dos valores diferente de Kf .
Yi(t) = ai + bit+ cit
2 + dit
3 (4-8)
El resultado es un conjunto de esplines, una por cada contorno, obtenidas a partir de la
imagen de los bordes detectados. A partir de estas l´ıneas se pueden entonces definir a´reas.
Posteriormente, mediante operaciones booleanas se realiza la extraccio´n de los agujeros
del a´rea principal, con lo que se obtiene un modelo nume´rico la estructura que inicialmente
estaba representada como una imagen, ver Figura .
Figura 4-8.: Modelo con esplines para dos valores diferente de Kf .
5. Herramienta de disen˜o
La metodolog´ıa propuesta para la integracio´n de el algoritmo de optimizacio´n topolo´gica
por el me´todo de los Auto´matas Celulares Hı´bridos y el algoritmo de optimizacio´n de
forma se implementa en una herramienta computacional para la aplicacio´n en problemas
de disen˜o en dos dimensiones. Esta implementacio´n tiene como objetivo entregar al usuario
una interfaz de control amigable que permita la configuracio´n de los para´metros de los
algoritmos de optimizacio´n durante el proceso de disen˜o.
La implementacio´n de los diferentes mo´dulos que componen la herramienta se realiza
empleando el lenguaje de programacio´n de alto nivel Matlab. La seleccio´n de este lenguaje
se basa en la implementacio´n existente del algoritmo de optimizacio´n topolo´gica por el
me´todo de los HCAs y la posibilidad de realizar el ana´lisis estructural por el me´todo de
los elementos finitos empleando Comsol multiphysics.
5.1. NDOPTI - Herramienta para optimizacio´n
topolo´gica por el me´todo de los auto´matas
celulares h´ıbridos
El algoritmo de optimizacio´n topolo´gica por el me´todo de los HCAs se encuentra imple-
mentado en la herramienta ndopti. Para este trabajo se utiliza la versio´n ma´s reciente
denominada 5.3 beta. Sobre esta versio´n del algoritmo de optimizacio´n topolo´gica se rea-
liza la integracio´n del procesamiento de imagen y del algoritmo de optimizacio´n de forma,
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que se llamara´ ndopti ver. 6.0 beta.
El uso de la herramienta es bastante intuitivo y los pasos a seguir durante el proceso se
muestran a continuacio´n. La ventana principal de la aplicacio´n, Figura 5-1, se compone
de cuatro partes principales; un a´rea de gra´ficos y tres paneles de controles para el manejo
de la aplicacio´n. En el primer panel se define el dominio de disen˜o del problema, dado por
las dimensiones exteriores ma´ximas y la inclusio´n de agujeros interiores si se desea.
Figura 5-1.: Ventana principal de Ndopti
Una vez determinado el dominio de disen˜o, en el panel de condiciones de frontera el
usuario define las restricciones de desplazamiento y la cargas aplicadas. Esto se puede
hacer a trave´s de coordenadas de la celda sobre la que se desea aplicar una condicio´n de
frontera o utilizando el mouse para picar sobre el punto deseado en el dominio de disen˜o.
El comando de revisar permite ver al usuario el estado de las condiciones de frontera
aplicadas hasta el momento, Figura 5-2.
Tras definir el espacio de disen˜o y las condiciones de frontera, se debe realizar un ana´lisis
de elementos finitos de la condicio´n inicial, cuyos resultados sera´n empleados como valores
de referencia para la normalizacio´n de valores en el proceso de optimizacio´n. Este ana´lisis
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Figura 5-2.: Espacio de disen˜o y condiciones de frontera.
se realiza empleando el panel ubicado debajo del a´rea de gra´ficos en la ventana principal.
Seleccionando el boto´n HCA en la ventana principal, se abre una nueva ventana en la que el
usuario introduce sus preferencias para el algoritmo de optimizacio´n topolo´gica descritas
en el Cap´ıtulo 2. Esta ventana de configuracio´n, con las opciones predeterminadas, se
muestra en la Figura 5-3.
Figura 5-3.: Ventana de configuracio´n del algoritmo HCA en Ndopti.
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Una vez que el usuario ha definido los para´metros para los auto´matas celulares y los
criterios de convergencia, se puede ejecutar el algoritmo de optimizacio´n topolo´gica. El
tiempo de procesamiento depende principalmente del taman˜o del dominio de disen˜o, pero
la inclusio´n del algoritmo de optimizacio´n de forma permite utilizar un dominio de disen˜o
relativamente pequen˜o en este punto para luego refinar los contornos del resultado.
El algoritmo de optimizacio´n topolo´gica muestra tras converger, tres resultados gra´ficos
al usuario. Dos ventanas de gra´ficos muestran la evolucio´n de la energ´ıa de deformacio´n
y la masa de la estructura para cada iteracio´n, Figura 5-4. En otra ventana se presenta
la estructura obtenida del proceso, que sera´ la base para generar el disen˜o inicial para el
algoritmo de optimizacio´n de forma como se muestra en la Figura 5-5.
Figura 5-4.: Comportamiento t´ıpico de la (a) energ´ıa de deformacio´n y (b) la masa para
cada iteracio´n del algoritmo HCA.
5.2. Mo´dulo para optimizacio´n de forma
Al entrar al mo´dulo de optimizacio´n de forma el usuario se encuentra con la ventana que
se muestra en la Figura 5-6, en la que se controla todo el proceso de configuracio´n y
ejecucio´n de la optimizacio´n de forma.
El disen˜o de esta ventana se ha realizado cuidando que se mantenga la coherencia en la
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Figura 5-5.: Ventana con el resultado de la optimizacio´n topolo´gica.
disposicio´n y flujo del proceso respecto a ndopti ver. 5.3 beta, para que el usuario pueda
manejar la herramienta siguiendo un proceso similar al usado para realizar la optimizacio´n
topolo´gica. La ventana contiene cuatro zonas principales que incluyen: a´rea de gra´ficos,
controles de procesamiento de imagen, configuracio´n de condiciones de frontera y seleccio´n
de vista.
5.2.1. Procesamiento de imagen
La fase de procesamiento de imagen de la herramienta se encarga de tomar el disen˜o
resultante del algoritmo de optimizacio´n topolo´gica y transformarlo en el disen˜o inicial
utilizado como entrada para el algoritmo de optimizacio´n de forma. El diagrama de flujo
del mo´dulo de procesamiento de imagen y generacio´n del modelo geome´trico se muestra
en la Figura 5-7.
El paquete de procesamiento de ima´genes de MatLab incluye funciones espec´ıficas para
la operacio´n de deteccio´n de bordes en ima´genes. En primer lugar se encuentra la funcio´n
imcontour que dibuja l´ıneas de contorno de varios niveles a partir de la informacio´n en
la imagen.
50 5. Herramienta de disen˜o
Figura 5-6.: Ventana principal del mo´dulo para optimizacio´n de Ndopti.
Otra funcio´n disponible para realizar la deteccio´n de bordes en el paquete de procesa-
miento de ima´genes es la funcio´n edge. Esta funcio´n toma una imagen en escala de grises
o binaria como entrada y arroja una imagen en blanco y negro del mismo taman˜o con los
bordes identificados. Esta funcio´n permite elegir entre seis algoritmos diferentes que in-
cluyen: Sobel, Prewitt, Roberts, Laplaciano, ceros y Canny. La funcio´n utiliza por defecto
el me´todo de Sobel [59], de forma que si el u´nico argumento de entrada es la matriz de la
imagen, se aplica e´ste me´todo.
Dependiendo de el me´todo de deteccio´n de bordes elegido, la funcio´n edge puede tener
otra serie de argumentos de entrada. En este trabajo se utiliza el caso del me´todo de
Canny, que como se menciono´ en 4.1.2 en la pa´gina 42, es el me´todo que se considera
o´ptimo para la deteccio´n de bordes en una imagen. En este caso la funcio´n edge acepta
dos argumentos de entrada aparte de la imagen, que son el umbral de sensibilidad para la
deteccio´n de los bordes y la desviacio´n esta´ndar del filtro Gaussiano aplicado para reducir
el ruido en la imagen.
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Figura 5-7.: Diagrama de flujo del procesamiento de imagen y construccio´n del modelo
geome´trico.
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En la implementacio´n de la herramienta el usuario puede modificar el valor del umbral
utilizado por el me´todo de deteccio´n de bordes. Cuando el usuario activa el boto´n de
aplicar la deteccio´n de bordes, se ejecuta la funcio´n y se presenta en el a´rea de gra´ficos el
resultado como se ve en la Figura 5-8.
Figura 5-8.: Ventana del mo´dulo de optimizacio´n de forma tras ejecutar la deteccio´n de
bordes.
5.2.2. Construccio´n del modelo geome´trico
Para la generacio´n del modelo utilizando esplines como se describio´ en el Cap´ıtulo 4, se
utiliza un algoritmo que separa los lazos correspondiente al contorno exterior y a cada
uno de los agujeros en la figura. Para esto se emplea la funcio´n bwboundaries.
La experiencia adquirida en el desarrollo de este trabajo mostro´ que en ocasiones el
procesamiento de ima´genes realizado hasta este punto puede generar bordes dobles en los
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lazos. Para corregir esta situacio´n se utiliza un algoritmo que elimina los bordes repetidos
mediante el ana´lisis de los pixels en cada lazo, Anexo ??.
Una vez se tienen los contornos bien definidos, se obtiene el modelo geome´trico utilizando
esplines mediante la funcio´n flim2curve incluida en Comsol. Esta funcio´n toma como
para´metro la relacio´n entre los nodos a utilizar para trazar el contorno y el nu´mero de
pixels que forman el contorno. Con el comando solid2 se generan a´reas so´lidas limitadas
por cada contorno para finalmente mediante operaciones booleanas, restar los agujeros
del a´rea definida por el contorno exterior.
En la interfaz gra´fica, el usuario puede definir el para´metro de densidad de nodos para
el modelo en la casilla correspondiente. Al ejecutar el co´digo se construye el modelo
geome´trico y se presenta el resultado en el a´rea de gra´ficos, Figura 5-9.
Figura 5-9.: Ventana del mo´dulo de optimizacio´n de forma tras la construccio´n del modelo
geome´trico.
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5.2.3. Condiciones de frontera
La aplicacio´n de las condiciones de frontera al modelo generado en los pasos anteriores
permite la evaluacio´n estructural del disen˜o y la definicio´n del vector de variables de di-
sen˜o. Como en este trabajo se emplea Comsol Multiphysics como herramienta de ana´lisis
estructural, en esta parte se genera el co´digo de entrada adecuado a la sintaxis de este pa-
quete. En este punto el usuario debe introducir estas condiciones de frontera conservando
la coherencia con las que definio´ inicialmente para aplicar optimizacio´n topolo´gica.
Las condiciones de frontera se dividen en dos grupos que en la interfaz constituyen dos
subpaneles. En el primero se definen restricciones de desplazamiento y en el segundo se
agregan las fuerzas externas aplicadas a la estructura. En ambos casos la ubicacio´n de las
condiciones de frontera se realiza sobre los nodos que definen el modelo geome´trico. Por
lo tanto se debe permitir al usuario identificar y seleccionar fa´cilmente los nodos sobre los
que quiere ubicar una restriccio´n o carga. Teniendo en cuenta que el modelamiento con
esplines desarrollado para este trabajo genera un modelo con un nu´mero relativamente
pequen˜o de nodos, la seleccio´n del punto de aplicacio´n de una condicio´n de frontera se
hace por nu´meros asignados a cada nodo.
La numeracio´n de los nodos se realiza automa´ticamente al generar el modelo geome´trico.
La numeracio´n puede ser vista por el usuario al momento de aplicar las condiciones de
frontera, seleccionando en el panel de seleccio´n de vista el boto´n correspondiente. En el
caso del ejemplo actual, el resultado se muestra en la Figura 5-10.
En el primer subpanel, que corresponde a los soportes el usuario debe seleccionar el nu´mero
de nodo y el tipo de restriccio´n que desea aplicar. Al seleccionar el boto´n de aplicar, se
almacena la condicio´n definida y el usuario puede ingresar otra restriccio´n. En el caso de
ingresar diferentes condiciones sobre un mismo nodo, se conserva aquella que se definio´ en
u´ltimo lugar.
Para el panel de cargas, el proceso es similar excepto que el usuario debe ingresar el valor
de las componentes x y y de la carga aplicada a cada nodo.
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Figura 5-10.: Numeracio´n de los nodos para la aplicacio´n de condiciones de frontera.
56 5. Herramienta de disen˜o
5.2.4. Panel de vista
El panel ubicado debajo del a´rea de gra´ficos permite al usuario observar los resultados
de los diferentes pasos en los algoritmos aplicados, as´ı como la numeracio´n de los no-
dos y los resultados de la optimizacio´n de forma. Las vistas ma´s adecuadas se activan
automa´ticamente durante el proceso de ana´lisis.
El primer boto´n muestra la imagen obtenida por optimizacio´n topolo´gica como entrada
inicial de la herramienta de optimizacio´n de forma. El segundo boto´n muestra el resulta-
do del algoritmo de deteccio´n de bordes. El tercer boto´n muestra el modelo geome´trico
construido con esplines. La cuarta opcio´n muestra este mismo modelo con la numeracio´n
de los nodos para permitir al usuario definir las condiciones de frontera.
Los siguientes botones disponibles muestran los resultados tras ejecutar la optimizacio´n
de forma. Aqu´ı se puede ver la geometr´ıa resultante tras la optimizacio´n. Igualmente se
da la opcio´n de observar la evolucio´n de la funcio´n objetivo y los valores ma´ximos de
esfuerzo en cada iteracio´n.
5.2.5. Aplicando la optimizacio´n de forma
Una vez el usuario ha definido el modelo, se selecciona el boto´n de optimizacio´n de forma.
Una pequen˜a ventana permite introducir los para´metros del algoritmo de optimizacio´n.
Para solucionar el problema de optimizacio´n de forma se utiliza la funcio´n para optimi-
zacio´n con restricciones fmincon. Los argumentos de entrada para esta funcio´n incluyen
la funcio´n objetivo evalobj que se muestra en el Anexo A.2 y la funcio´n que evalu´a las
restricciones no lineales del problema de optimizacio´n shapenonlin,
6. Aplicacio´n
En esta seccio´n se muestran dos aplicaciones de la te´cnica de disen˜o estructural propuesta
en este trabajo. En primer lugar se realiza el proceso completo de optimizacio´n topolo´gica
y de forma para disen˜ar una estructura tipo Mitchell. Este es un problema t´ıpico que
permite evaluar el comportamiento del algoritmo ya que se conoce cua´l debe ser el com-
portamiento del resultado. En segundo lugar se presenta la aplicacio´n del algoritmo de
optimizacio´n de forma en el disen˜o de un elemento estructural de un buque patrullero
de r´ıo disen˜ado en COTECMAR. En este caso se cuenta con un disen˜o inicial obtenido
mediante la aplicacio´n de reglas de casa clasificadora [7], por lo que solo se utiliza el
algoritmo de optimizacio´n de forma para refinar los contornos de los aligeramientos del
elemento.
6.1. Disen˜o de una estructura tipo Michell
El primer ejemplo de aplicacio´n que se analiza corresponde a una estructura tipo Michell
[64]. Este tipo de problema permite evaluar el desempen˜o de la herramienta desarrollada
teniendo en cuenta que los resultados o´ptimos para este problema de optimizacio´n son
bien conocidos. El problema de disen˜o correspondiente se muestra en la Figura 6-1. Un
dominio de disen˜o de 40x80 ce´lulas con restricciones de desplazamiento en sus dos esquinas
inferiores y una carga vertical en la mitad del borde inferior definen el problema. El
resultado obtenido tras ejecutar el algoritmo HCA utilizando un l´ımite de restriccio´n de
masa de M/M0 < 0,4 se muestra en la Figura 6-2. Se requirieron 24 iteraciones en total
para alcanzar convergencia.
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Figura 6-1.: Problema de disen˜o de una estructura tipo Michell.
Figura 6-2.: Solucio´n del problema de optimizacio´n topolo´gica de una estructura tipo
Michell utilizando Ndopti.
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A continuacio´n se construye el modelo de los contornos sobre este resultado utilizando
esplines. Utilizando un valor de 4.0% para la densidad de nodos en el modelo se obtiene
la geometr´ıa que se presenta en la Figura 6-3.
Figura 6-3.: Disen˜o inicial para el problema de optimizacio´n de forma construido a partir
del resultados de la optimizacio´n topolo´gica.
La aplicacio´n del me´todo de optimizacio´n de forma utilizando este disen˜o inicial permite
alcanzar una reduccio´n del 4.47% en el peso del elemento tras 13 iteraciones. La variacio´n
en la forma de los contornos se muestra en la Figura 6-4.
6.2. Disen˜o de un elemento estructural de un buque
El trabajo del autor en la Corporacio´n de Ciencia y Tecnolog´ıa para el Desarrollo de la
Industria Naval, Mar´ıtima y Fluvial, COTECMAR, ofrecio´ la oportunidad de aplicar la
herramienta de optimizacio´n de forma desarrollada en este trabajo en la revisio´n del disen˜o
de un elemento estructural de un buque. Se trata de la patrullera de apoyo fluvial liviana
PAFL, ver Figura 6-5, cuyos dos primeros prototipos se encuentran en construccio´n al
momento de la redaccio´n de este documento [63]. Esta unidad esta´ disen˜ada para adelantar
operaciones de patrullaje y apoyo en r´ıos y canales de bajo calado, incluso 0.75 m. De
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Figura 6-4.: Resultado de la optimizacio´n de forma en la estructura tipo Michell.
manera que la optimizacio´n del peso de los elementos estructurales y equipos del buque
resulta indispensable para cumplir este requerimiento y aumentar la capacidad de carga
u´til del buque. Las caracter´ısticas principales del buque son:
Eslora total: 30 m.
Manga: 7.00 m.
Puntal: 3.10 m.
Calado: 0.75 m.
Desplazamiento: 116.0 ton.
Velocidad en aguas profundas: ±9,00 nudos.
Velocidad en aguas someras: ±6,00 nudos.
Alcance @ 9 nudos: 1560 km.
Autonom´ıa: 12 d´ıas.
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Figura 6-5.: Buque patrullero de apoyo fluvial liviano - PAFL.
Partiendo del hecho que en un buque de acero de este tipo el peso de la estructura
representa entre un 65 y 70% del peso total [85], la optimizacio´n de las propiedades
geome´tricas del arreglo estructural puede representar reducciones significativas en el peso
total.
Para la aplicacio´n del algoritmo de optimizacio´n de forma, se eligieron los elementos
estructurales transversales que conectan el fondo y la cubierta de tanques, conocidos en
el medio naval como varengas, Figura 6-6. Estos elementos t´ıpicamente se encuentran al
interior de tanques de combustible o agua, por lo que poseen aberturas para permitir el
flujo del contenido. Estos aligeramientos en la placa deben adema´s permitir el paso de
una persona para la construccio´n e inspeccio´n de los tanques.
El algoritmo de optimizacio´n de forma permite entonces modificar los contornos de estos
aligeramientos, trazados inicialmente con rectas y arcos circulares, para reducir el peso
total del buque garantizando su resistencia estructural. El disen˜o inicial de las varengas
se realizo´ siguiendo las normas ABS para la construccio´n de buques de acero para servicio
fluvial [7]. Los l´ımites establecidos en estas normas pueden ser traspasados si se realiza
un proceso de ca´lculo directo documentado.
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Figura 6-6.: Ubicacio´n de las varengas en el arreglo estructural del buque.
La condicio´n de carga para el elemento se muestra en la Figura 6-7a y considera la presio´n
hidrosta´tica generada en las la´minas del fondo y costado del casco, as´ı como una presio´n
sobre la cubierta de tanques correspondiente a la peor condicio´n de carga en aver´ıa que
representa la inundacio´n total del compartimiento superior.
Un aspecto importante en este problema es que algunas formas del elemento esta´n go-
bernadas por criterios adicionales. La forma del fondo y los costados del casco obedece a
ca´lculos hidrosta´ticos y de resistencia al avance, mientras que la cubierta de tanques debe
ser plana por requerimientos de funcionalidad y construccio´n. Por lo tanto, el conjunto
de variables de disen˜o se reduce a los contornos de los aligeramientos en el elemento. En
la Figura 6-7b se muestra el modelo del disen˜o inicial para el problema de optimizacio´n
de forma. Adoptando la geometr´ıa obtenida aplicando las reglas de ABS y utilizando una
densidad de nodos de 4% para la generacio´n del modelo resultan 187 nodos en total.
Para el problema de optimizacio´n de forma se tienen 164 variables de disen˜o que correspon-
den a los dos grados de libertad de los 82 nodos que definen la forma de los aligeramientos.
Los para´metros restantes corresponden a las propiedades f´ısicas del acero naval ASTM
A131 [12]. El criterio de convergencia aplicado en el algoritmo de optimizacio´n de forma
se satisface cuando no hay variacio´n en la funcio´n objetivo, es decir
∆Fi(~x) = Fi(~x)− Fi−1(~x) ≈ 0 (6-1)
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Figura 6-7.: Geometr´ıa del elemento estructural con (a) condicio´n de carga y (b) modelo
geome´trico para optimizacio´n de forma.
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La convergencia se alcanza tras 24 iteraciones del algoritmo con una reduccio´n del 4.21%
en el peso del elemento. La evolucio´n del valor de la funcio´n objetivo para cada iteracio´n
y la forma resultante de los aligeramiento se muestra en la Figura 6-8.
Figura 6-8.: Funcio´n objetivo vs. iteracio´n en optimizacio´n de forma de la varenga de la
PAFL.
7. Conclusiones
La revisio´n del estado del arte referente a los me´todos de optimizacio´n topolo´gica y op-
timizacio´n de forma, realizada como parte de este trabajo, ofrece un amplio panorama
de los diversos enfoques que pueden emplearse en el desarrollo de este tipo de aplica-
ciones. Existen trabajos dirigidos a integrar algoritmos de optimizacio´n topolo´gica y de
forma, pero el desarrollo presentado en este documento es el primer trabajo enfocado a la
integracio´n de un algoritmo de optimizacio´n de forma con el algoritmo de optimizacio´n
topolo´gica por el me´todo de los Auto´matas Celulares Hı´bridos.
La optimizacio´n de forma puede considerarse como un complemento natural a la optimi-
zacio´n topolo´gica, teniendo en cuenta que la utilizacio´n de estos dos me´todos en conjunto
permite superar adecuadamente las mayores deficiencias propias de cada te´cnica. La irre-
gularidad en los bordes resultantes de la optimizacio´n topolo´gica se vence mediante la
generacio´n de un modelo geome´trico con bordes suaves y la posterior optimizacio´n de la
forma de los contornos. Por otro lado, la mayor dificultad de las te´cnicas de optimizacio´n
de forma es la generacio´n de un buen disen˜o inicial. Esta situacio´n se supera utilizando
el resultado de la optimizacio´n topolo´gica para generar el disen˜o inicial. La seleccio´n del
enfoque de perturbacio´n de los contornos para el algoritmo de optimizacio´n de forma se
basa en la concordancia que tiene esta te´cnica con los objetivos de la integracio´n de los
algoritmos de optimizacio´n.
Se ha desarrollado la integracio´n de el algoritmo de optimizacio´n topolo´gica por el me´todo
de los Auto´matas Celulares Hı´bridos con el algoritmo de optimizacio´n de forma. Esta
metodolog´ıa constituye una herramienta para disen˜o estructural que permite reducir el
peso del disen˜o al tiempo que se garantiza la resistencia estructural para las condiciones
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de carga definidas aplicando los conceptos de optimizacio´n durante todo el proceso.
La herramienta computacional desarrollada en este trabajo permite la aplicacio´n direc-
tamente de la metodolog´ıa a problemas de disen˜o estructural. Este desarrollo permite al
usuario el planteamiento del problema de forma intuitiva y el control sobre los para´metros
de los algoritmos de optimizacio´n y procesamiento de imagen.
El planteamiento modular de la herramienta de disen˜o permite realizar adaptaciones e in-
tercambios en el me´todo de disen˜o para emplear alguno de los mo´dulos con otro algoritmo
o realizar posteriores mejoras a los desarrollos presentados en este trabajo.
Esta metodolog´ıa resulta especialmente ventajosa en aplicaciones que requieren la mayor
reduccio´n de peso posible, por ejemplo, aplicaciones en transporte y biomeca´nica. Las
reducciones de peso alcanzadas en las aplicaciones realizadas hasta el momento resultan
importantes, con disen˜os finales con detalles en las formas que dif´ıcilmente se explorar´ıan
en un proceso de disen˜o tradicional.
La aplicacio´n de la metodolog´ıa propuesta en este trabajo a miembros estructurales de
buques ha mostrado las posibilidades de la te´cnica en el desarrollo de productos con altos
requerimientos de optimizacio´n del peso estructural.
Los me´todos de fabricacio´n de piezas disponibles actualmente en la industria permiten
que los disen˜os obtenidos aplicando la metodolog´ıa presentada sean factibles de construir
en la industria. Herramientas de control nume´rico pueden sin mayor problema cortar un
material con la geometr´ıa definida aplicando las te´cnicas presentadas en este trabajo. Por
lo tanto, la herramienta desarrollada no se limita a aplicaciones acade´micas sino que sus
resultados son disen˜os factibles para la produccio´n y utilizacio´n en proyectos industriales.
8. Recomendaciones
Una implementacio´n del me´todo de los elementos finitos espec´ıficamente desarrollada para
el algoritmo de optimizacio´n de forma puede mejorar el rendimiento de la aplicacio´n y
reducir´ıa los requerimientos de software adicional.
La evaluacio´n estructural en el algoritmo de optimizacio´n de forma puede realizarse me-
diante una implementacio´n del me´todo de elementos de frontera teniendo en cuenta la
aproximacio´n usada para la generacio´n del modelo geome´trico.
Implementar la metodolog´ıa propuesta para estructuras tridimensionales ampliar´ıa el ran-
go de aplicacio´n de la metodolog´ıa. En este caso los algoritmos de optimizacio´n debera´n
ser ligeramente modificados. La mayor parte de trabajo estar´ıa en la generacio´n del mo-
delo inicial para la optimizacio´n de forma, teniendo en cuenta que se pasar´ıa de utilizar
l´ıneas a usar superficies para describir los l´ımites del disen˜o.
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A. Funciones de Matlab
A.1. Co´digo de la interfaz gra´fica: Shapeopt.
Funcio´n A.1: Shapeopt.m
function varargout = shapeopt(varargin)
% SHAPEOPT M−file for shapeopt.fig
% SHAPEOPT, by itself, creates a new SHAPEOPT or raises the
% existing singleton*.
%
% H = SHAPEOPT returns the handle to a new SHAPEOPT or the handle
% to the existing singleton*.
%
% SHAPEOPT('CALLBACK',hObject,eventData,handles,...) calls the
% local function named CALLBACK in SHAPEOPT.M with the given
% input arguments.
%
% SHAPEOPT('Property','Value',...) creates a new SHAPEOPT or
% raises the existing singleton*. Starting from the left,
% property value pairs are applied to the GUI before
% shapeopt OpeningFunction gets called. An unrecognized property
% name or invalid value makes property application stop.
% All inputs are passed to shapeopt OpeningFcn via varargin.
%
% *See GUI Options on GUIDE's Tools menu. Choose "GUI allows
% only one instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
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% Edit the above text to modify the response to help shapeopt
% Last Modified by GUIDE v2.5 24−Sep−2009 18:44:10
% Begin initialization code − DO NOT EDIT
gui Singleton = 1;
gui State = struct('gui Name', mfilename, ...
'gui Singleton', gui Singleton, ...
'gui OpeningFcn', @shapeopt OpeningFcn, ...
'gui OutputFcn', @shapeopt OutputFcn, ...
'gui LayoutFcn', [] , ...
'gui Callback', []);
if nargin \&\& ischar(varargin{1})
gui State.gui Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui mainfcn(gui State, varargin{:});
else
gui mainfcn(gui State, varargin{:});
end
% End initialization code − DO NOT EDIT
% −−− Executes just before shapeopt is made visible.
function shapeopt OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to shapeopt (see VARARGIN)
% a = imread('topopt−mitchell.bmp');
axes(handles.axes);
imshow('c:\data\ndopti.bmp');
handles.ind rest={};
handles.ind load={};
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handles.constrain={'free'};
handles.Fx = {'0'};
handles.Fy = {'0'};
% Choose default command line output for shapeopt
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes shapeopt wait for user response (see UIRESUME)
% uiwait(handles.figure1);
% −−− Outputs from this function are returned to the command line.
function varargout = shapeopt OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
%% Canny treshold
function canny treshold Callback(hObject, eventdata, handles)
tresh = str2double(get(hObject,'String'));
if isnan(tresh)
errordlg('You must enter a numeric value','Bad Input','modal')
uicontrol(hObject)
return
end
handles.thresh = tresh;
guidata(hObject, handles);
function canny treshold CreateFcn(hObject, eventdata, handles)
handles.thresh = str2double(get(hObject,'String'));
72 A. Funciones de Matlab
if ispc \&\& isequal(get(hObject,'BackgroundColor'), ...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
guidata(hObject, handles);
%% Canny apply
function canny apply Callback(hObject, eventdata, handles)
[a,map] = imread('c:\data\ndopti.bmp');
b = im2bw(a, 0.45);
b = mat2gray(b);
[bw,thresh] = edge(b,'canny',handles.thresh,0.1);
handles.bw = bw;
axes(handles.axes);
imshow(bw);
set(handles.plot edge,'Value',1);
guidata(hObject, handles);
%% Spline Density
function spline density Callback(hObject, eventdata, handles)
density = str2double(get(hObject,'String'));
if isnan(density)
errordlg('You must enter a numeric value','Bad Input','modal')
uicontrol(hObject)
return
end
handles.density = density;
guidata(hObject, handles);
function spline density CreateFcn(hObject, eventdata, handles)
handles.density = str2double(get(hObject,'String'));
if ispc \&\& isequal(get(hObject,'BackgroundColor'),...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
guidata(hObject, handles);
%% Spline Apply
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% −−− Executes on button press in spline apply.
function spline apply Callback(hObject, eventdata, handles)
% Separar cada uno de los contornos
B = bwboundaries(handles.bw,'noholes');
% figure, imshow(label2rgb(L, @bone, [.5 .5 .5]))
% Remover los bordes dobles
g = cell(length(B),1);
% c = cell(length(B),1);
clear img g ccc nodelist
length(B)
for k =1:length(B)
img = zeros(size(handles.bw));
xy = B{k};
for i=1:length(xy)
img(xy(i,1),xy(i,2))=1;
end
tam=size(img);
for i=1:tam(1)
f=0; c=1; c1=0; c2=tam(2);
while f==0 \&\& c<tam(2)
if img(i,c)==1
c1=c;
f=1;
else
c=c+1;
end
end
f=0; c=tam(2);
while f==0 \&\& c>1
if img(i,c)==1
c2=c;
f=1;
else
c=c−1;
end
end
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if c1 6=0
for j=c1:c2
img(i,j)=1;
end
end
end
cc = flim2curve(img,{1,[]},'keepfrac',handles.density);
g{k} = solid2(cc);
solid = g{k};
xy = get(solid,'mp');
coord{k} = xy;
tc0=OrdenCoord(coord{k});
coord{k}=tc0;
tc= geomspline(tc0,'splinemethod','centripetal','closed','on');
% geomplot(tc,'pointmode','off')
ccc{i}=tc;
g{i}= solid2(ccc{i});
end
handles.coord=coord;
coordmatrix=coord{1};
for i=2:length(coord)
coordmatrix=[coordmatrix,coord{i}];
end
handles.coordmatrix=coordmatrix;
s1 = g{1};
for i=2:length(B)
s0 = g{i};
s1 = s1 − s0;
% figure, geomplot(s1), axis off
end
s2 = rotate(s1,pi);
handles.s2=s2;
axes(handles.axes);
geomplot(s2), axis equal, axis off
for i=1:length(handles.coordmatrix)
nodelist{i}=num2str(i);
node ind(i)=i;
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end
set(handles.rest node,'String',nodelist);
set(handles.loads node,'String',nodelist);
handles.node ind=node ind;
set(handles.plot spline,'Value',1);
guidata(hObject, handles);
%% Soportes − nodos
% −−− Executes on selection change in rest node.
function rest node Callback(hObject, eventdata, handles)
% hObject handle to rest node (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% −−− Executes during object creation, after setting all properties.
function rest node CreateFcn(hObject, eventdata, handles)
% hObject handle to rest node (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc \&\& isequal(get(hObject,'BackgroundColor'),...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
%% Supports − Apply button
% −−− Executes on button press in rest apply.
function rest apply Callback(hObject, eventdata, handles)
node = get(handles.rest node,'Value');
rest = get(handles.rest type,'Value');
ind var = handles.node ind;
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place = find(ind var==node);
ind var(place)=[];
ind rest=handles.ind rest;
ind rest=[ind rest,[node]];
constrain=handles.constrain;
if rest==1
constrain=[constrain,'pinned'];
elseif rest==2
constrain=[constrain,'fixed'];
end
handles.Fx=[handles.Fx,'0'];
handles.Fy=[handles.Fy,'0'];
% handles.rest flag=1;
handles.constrain=constrain;
handles.ind rest=ind rest;
handles.node ind=ind var;
guidata(hObject, handles);
% hObject handle to rest apply (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
%% Support type menubox
% −−− Executes on selection change in rest type.
function rest type Callback(hObject, eventdata, handles)
% Hints: contents = get(hObject,'String') returns rest type
% contents as cell array
% contents{get(hObject,'Value')} returns selected item from
% rest type
% −−− Executes during object creation, after setting all properties.
function rest type CreateFcn(hObject, eventdata, handles)
% handles
% types list={'pinned','fixed'}
% set(handles.rest type,'String',types list);
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if ispc \&\& isequal(get(hObject,'BackgroundColor'), ...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
%% Load node selection
% −−− Executes on selection change in loads node.
function loads node Callback(hObject, eventdata, handles)
% hObject handle to loads node (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns loads node contents
% as cell array contents{get(hObject,'Value')} returns
% selected item from loads node
% −−− Executes during object creation, after setting all properties.
function loads node CreateFcn(hObject, eventdata, handles)
% hObject handle to loads node (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc \&\& isequal(get(hObject,'BackgroundColor'), ...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
%% load magnitudes
function loads fx Callback(hObject, eventdata, handles)
% hObject handle to loads fx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of loads fx as text
% str2double(get(hObject,'String')) returns contents of loads fx
% as a double
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% −−− Executes during object creation, after setting all properties.
function loads fx CreateFcn(hObject, eventdata, handles)
% hObject handle to loads fx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc \&\& isequal(get(hObject,'BackgroundColor'), ...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function loads fy Callback(hObject, eventdata, handles)
% hObject handle to loads fy (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of loads fy as text
% str2double(get(hObject,'String')) returns contents of ...
% loads fy as a double
% −−− Executes during object creation, after setting all properties.
function loads fy CreateFcn(hObject, eventdata, handles)
% hObject handle to loads fy (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc \&\& isequal(get(hObject,'BackgroundColor'),...
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
%% Loads − Apply Button
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% −−− Executes on button press in loads apply.
function loads apply Callback(hObject, eventdata, handles)
% hObject handle to loads apply (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
node = get(handles.loads node,'Value');
loadx = get(handles.loads fx,'String');
loady = get(handles.loads fy,'String');
ind var = handles.node ind;
place = find(ind var==node);
ind var(place)=[];
ind load=handles.ind load;
ind load=[ind load,[node]];
Fx=handles.Fx;
Fy=handles.Fy;
Fx=[Fx,loadx];
Fy=[Fy,loady];
handles.constrain=[handles.constrain,'free'];
handles.Fx=Fx;
handles.Fy=Fy;
handles.ind load=ind load;
handles.node ind=ind var;
guidata(hObject, handles);
% handles.constrain=constrain;
% handles.ind rest=ind rest;
% handles.node ind=ind var;
% guidata(hObject, handles);
%% Loads − Reset button
% −−− Executes on button press in loads reset.
function loads reset Callback(hObject, eventdata, handles)
% hObject handle to loads reset (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
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%% Plot topology
% −−− Executes on button press in plot topology.
function plot topology Callback(hObject, eventdata, handles)
% hObject handle to plot topology (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of plot topology
%% Plot Shape
% −−− Executes on button press in plot shape.
function plot shape Callback(hObject, eventdata, handles)
% hObject handle to plot shape (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
load C:\temp\ultimo.mat
load C:\temp\xyfree.mat
load C:\temp\tamlazo.mat
for i=1:length(t)/2
tt(i,1) = t(2*i−1);
tt(i,2) = t(2*i);
end
% tt'
xyfree(:,1:2) = xyfree(:,1:2)+tt;
n = length(tamlazo)
elem=1;
coordmatrix(1:2,node ind) = xyfree';
for i=1:n
coord{i} = coordmatrix(:,elem:elem+tamlazo(i)−1);
elem=elem + tamlazo(i);
end
% Construir modelo so´lido
clear c g,
for i=1:n
tc0=coord{i};
tc= geomspline(tc0,'splinemethod','centripetal','closed','on');
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c{i}=tc;
g{i}= solid2(c{i});
end
s1 = g{1};
for i=2:length(g)
s0 = g{i};
s1 = s1 − s0;
end
s2 = rotate(s1,pi);
handles.s2=s2;
axes(handles.axes);
cla
geomplot(s2), axis equal, axis off
s2
guidata(hObject, handles);
% Hint: get(hObject,'Value') returns toggle state of plot shape
%%
% −−− Executes on button press in plot mass.
function plot mass Callback(hObject, eventdata, handles)
% hObject handle to plot mass (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of plot mass
% −−− Executes on button press in plot edge.
function plot edge Callback(hObject, eventdata, handles)
% hObject handle to plot edge (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of plot edge
% −−− Executes on button press in plot spline.
function plot spline Callback(hObject, eventdata, handles)
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% hObject handle to plot spline (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of plot spline
%% Plot node numbering
% −−− Executes on button press in plot numbers.
function plot numbers Callback(hObject, eventdata, handles)
% hObject handle to plot numbers (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
axes(handles.axes);
geomplot(handles.s2), axis equal, axis off, hold on
cont=1;
for i=1:length(handles.coord)
mat=handles.coord{i};
for k=1:length(mat)
axes(handles.axes);
text(−mat(1,k)+7,−mat(2,k),num2str(cont),'FontSize',8);
cont=cont+1;
end
end
% Hint: get(hObject,'Value') returns toggle state of plot numbers
%% Plot Stress
% −−− Executes on button press in plot stress.
function plot stress Callback(hObject, eventdata, handles)
% hObject handle to plot stress (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of plot stress
%% Exit button
% −−− Executes on button press in exit shape.
function exit shape Callback(hObject, eventdata, handles)
% hObject handle to exit shape (see GCBO)
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% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
%% Run Shape optimization − button
% −−− Executes on button press in run shape.
function run shape Callback(hObject, eventdata, handles)
% hObject handle to run shape (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
coordmatrix=handles.coordmatrix;
save C:\temp\coordmatrix.mat coordmatrix
for i=1:length(handles.node ind)
xyfree(:,i) = coordmatrix(:,handles.node ind(i));
end
save C:\temp\xyfree.mat xyfree
for i=1:length(handles.coord)
tamlazo(i) = length(handles.coord{i});
end
save C:\temp\tamlazo.mat tamlazo
node ind = handles.node ind;
save C:\temp\node ind.mat node ind
ind load = handles.ind load;
save C:\temp\ind load.mat ind load
ind rest = handles.ind rest;
save C:\temp\ind rest.mat ind rest
index = [handles.node ind,handles.ind rest,handles.ind load];
n desvar = length(handles.node ind);
t0 = zeros(1,2*n desvar);
options = optimset('MaxIter',10);
x = fmincon(@evalobj,t0,[],[],[],[],[],[],@shapenonlin,options);
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A.2. Funcio´n Objetivo del problema de optimizacio´n de
forma: EvalObj.
Funcio´n A.2: evalobj.m
%% Evaluar funcion objetivo
function fobj = evalobj(t)
%% Cargar entradas
clear coord xyfree tamlazo
load C:\temp\coord.mat
load C:\temp\xyfree.mat
load C:\temp\tamlazo.mat
%% Agregar las perturbaciones a los nodos libres
for i=1:length(t)/2
tt(i,1) = t(2*i−1);
tt(i,2) = t(2*i);
end
xyfree(:,1:2) = xyfree(:,1:2)+tt;
%% Incluir los valores perturbados en el arreglo de coordenadas
n = length(tamlazo);
ind=1;
elem=1;
limold=0;
lim = tamlazo(1);
while elem≤length(xyfree)
if xyfree(elem,3)≤lim
ind1=xyfree(elem,3)−limold;
coord{ind}(:,ind1)=xyfree(elem,1:2);
elem=elem+1;
else
ind=ind+1;
limold=lim;
lim=lim+tamlazo(ind);
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end
end
%% Construir modelo so´lido
clear c g,
for i=1:n
tc0=OrdenCoord(coord{i});
tc= geomspline(tc0,'splinemethod','centripetal','closed','on');
c{i}=tc;
g{i}= solid2(c{i});
end
s1 = g{1};
for i=2:length(g)
s0 = g{i};
s1 = s1 − s0;
end
s2 = rotate(s1,pi);
figure, geomplot(s2), axis equal, axis off
clear fem
fem.geom=s1;
fem.mesh = meshinit(fem,'report','off');
fem.xmesh = meshextend(fem);
%% Integrar para calcular area
fobj = postint(fem,'1')
save('c:\temp\ultimo','t')
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A.3. Restricciones del problema de optimizacio´n de
forma: shapenonlin.
Funcio´n A.3: shapenonlin.m
function [c,ceq]=shapenonlin(t)
%% ===== Displacement ===== %%
[desplz,tt] = evalpert(t);
dmax = 1;
c = desplz − dmax;
%% ===== Stress ===== %%
constr = handles.constrain;
freenodes = handles.node ind;
loadnodes = handles.ind load;
restnodes = handles.ind rest;
constrain = handles.constrain;
load fx = handles.Fx;
load fy = handles.Fy;
size ind = size(loadnodes) + size(restnodes) + 1;
ind = cell(size ind,1);
ind{1} = freenodes;
for i=2:length(restnodes)+1
ind{i}= restnodes(i−1);
end
a=length(ind);
for i = a+1:length(loadnodes)+a
ind{i} = restnodes(i−a);
end
A.3 Restricciones del problema de optimizacio´n de forma: shapenonlin. 87
%% COMSOL Multiphysics Model M−file
flclear xfem
% COMSOL version
clear vrsn
vrsn.name = 'COMSOL 3.3';
vrsn.ext = 'a';
vrsn.major = 0;
vrsn.build = 511;
vrsn.rcs = '$Name: $';
vrsn.date = '$Date: 2007/02/02 19:05:58 $';
xfem.version = vrsn;
%% Library materials
clear lib
lib.mat{1}.name='Structural steel';
lib.mat{1}.varname='mat1';
lib.mat{1}.variables.sigma='4.032e6[S/m]';
lib.mat{1}.variables.mur='1';
lib.mat{1}.variables.k='44.5[W/(m*K)]';
lib.mat{1}.variables.epsilonr='1';
lib.mat{1}.variables.rho='7850[kg/mˆ3]';
lib.mat{1}.variables.C='475[J/(kg*K)]';
lib.mat{1}.variables.nu='0.33';
lib.mat{1}.variables.alpha='12.3e−6[1/K]';
lib.mat{1}.variables.E='2000e9[Pa]';
%% Application mode 1
clear appl
appl.mode.class = 'SmePlaneStress';
appl.module = 'SME';
appl.gporder = 4;
appl.cporder = 2;
appl.assignsuffix = ' smps';
bnd.E = 'mat1 E';
bnd.rho = 'mat1 rho';
bnd.nu = 'mat1 nu';
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% Boundary conditions
clear pnt
pnt.constrcond = constrain;
pnt.ind = ind;
pnt.Fx = load fx;
pnt.Fy = load fy;
appl.pnt = pnt;
fem.appl=appl;
clear units;
units.basesystem = 'SI';
fem.units = units;
xfem.fem{1} = fem;
% Multiphysics
xfem=multiphysics(xfem);
% Extend mesh
xfem.xmesh=meshextend(xfem, ...
'geoms',[1]);
% Solve problem
xfem.sol=femstatic(xfem,'linsolver','spooles');
% Save current fem structure for restart purposes
fem0=xfem;
% figure
% postplot(xfem,'tridata',{'mises smps','cont',...
% 'internal','unit','m'},'trimap','jet(1024)')
% axis equal
% colorbar off
%% ===== Linear constraints ===== %%
ceq=[];
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A.4. Implementacio´n del algoritmo HCA: hcagui.
Funcio´n A.4: hcagui.m
function varargout = hcagui(varargin)
% HCAGUI M−file for hcagui.fig
% HCAGUI, by itself, creates a new HCAGUI or raises the existing
% singleton*.
%
% H = HCAGUI returns the handle to a new HCAGUI or the handle to
% the existing singleton*.
%
% HCAGUI('CALLBACK',hObject,eventData,handles,...) calls the local
% function named CALLBACK in HCAGUI.M with the given input
% arguments.
% HCAGUI('Property','Value',...) creates a new HCAGUI or raises
% the existing singleton*. Starting from the left, property
% value pairs are applied to the GUI before
% hcagui OpeningFunction gets called. An unrecognized property
% name or invalid value makes property application stop. All
% inputs are passed to hcagui OpeningFcn via varargin.
%
% *See GUI Options on GUIDE's Tools menu. Choose "GUI allows
% only one instance to run (singleton)".
%
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help hcagui
% Last Modified by GUIDE v2.5 24−Jul−2004 14:38:38
% Begin initialization code − DO NOT EDIT
gui Singleton = 1;
gui State = struct('gui Name', mfilename, ...
'gui Singleton', gui Singleton, ...
'gui OpeningFcn', @hcagui OpeningFcn, ...
'gui OutputFcn', @hcagui OutputFcn, ...
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'gui LayoutFcn', [] , ...
'gui Callback', []);
if nargin & isstr(varargin{1})
gui State.gui Callback = str2func(varargin{1});
end
if nargout
[varargout{1:nargout}] = gui mainfcn(gui State, varargin{:});
else
gui mainfcn(gui State, varargin{:});
end
% End initialization code − DO NOT EDIT
% −−− Executes just before hcagui is made visible.
function hcagui OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to hcagui (see VARARGIN)
% Choose default command line output for hcagui
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes hcagui wait for user response (see UIRESUME)
% uiwait(handles.ndhcafig);
% DEFAULT VALUES
global cells strenergy
disp('storing cells...')
set(handles.resethca,'UserData',cells);
disp('cells stored')
cset = mean(mean(strenergy));
ctol = prod(size(cells))*0.005;
set(handles.cset,'String',cset);
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set(handles.ctol,'String',ctol);
set(handles.kpedt,'String',num2str(0.25));
set(handles.kiedt,'String',num2str(0.25));
set(handles.kdedt,'String',num2str(0.25));
% −−− Outputs from this function are returned to the command line.
function varargout = hcagui OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
% −−− Executes during object creation, after setting all properties.
function cset CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function cset Callback(hObject, eventdata, handles)
% −−− Executes on button press in resethca.
function resethca Callback(hObject, eventdata, handles)
global cells
disp('retrieving cells...')
cells = get(hObject,'UserData');
disp('cells retrieved')
% −−− Executes on button press in runhca.
function runhca Callback(hObject, eventdata, handles)
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global cells targets fixedU fixedF Ymodul Pratio pPower
cset = str2num(get(handles.cset,'String'))*targets;
seqz = str2num(get(handles.seqz,'String'));
scond = get(handles.scondcbx,'Value');
kf = str2num(get(handles.kfedt,'String'));
kp = str2num(get(handles.kpedt,'String'));
ki = str2num(get(handles.kiedt,'String'));
kd = str2num(get(handles.kdedt,'String'));
ke = str2num(get(handles.keedt,'String'));
kn = str2num(get(handles.knedt,'String'));
kt = [kf kp ki kd ke kn];
xfilter = get(handles.xfilter,'Value');
sfilter = get(handles.sfilter,'Value');
bcond = get(handles.bcond,'Value');
ttype = get(handles.ttype,'Value');
backt = str2num(get(handles.backtedt,'String'));
itmax = str2num(get(handles.itmax,'String'));
ctol = str2num(get(handles.ctol,'String'));
movflg = get(handles.movcbx,'Value');
matflg = get(handles.matcbx,'Value');
filestr = get(handles.movedt,'String');
switch get(handles.neigh,'Value');
case 1; n = 0;
case 2; n = 4;
case 3; n = 8;
case 4; n = 12;
case 5; n = 24;
case 6; n = prod(size(cells))−1;
end
kstr = [];
if get(handles.kfcbx,'Value'); kstr=[kstr 'f']; end
if get(handles.kpcbx,'Value'); kstr=[kstr 'p']; end
if get(handles.kicbx,'Value'); kstr=[kstr 'i']; end
if get(handles.kdcbx,'Value'); kstr=[kstr 'd']; end
if get(handles.kecbx,'Value'); kstr=[kstr 'e']; end
if get(handles.kncbx,'Value'); kstr=[kstr 'n']; end
if ¬size(kstr)
cells = ndhcao(cells, fixedF, fixedU, Ymodul, Pratio, pPower,...
cset, kt, n, itmax, ctol);
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else
tic
if ttype==1 | ttype==2
cells = hcastruc(cells, fixedF, fixedU, Ymodul, Pratio,...
pPower, cset, seqz, scond, kt, n, bcond, itmax, ctol,...
kstr, ttype, backt, movflg, matflg, filestr, xfilter,...
sfilter);
disp('hcastruc is done')
elseif ttype==3 | ttype==4
cells = hcabone(cells, fixedF, fixedU, Ymodul, Pratio,...
pPower, cset, seqz, scond, kt, n, bcond, itmax, ctol,...
kstr, ttype, backt, movflg, movstr);
disp('hcabone is done')
else
cells = hcameca(cells, fixedF, fixedU, Ymodul, Pratio,...
pPower, cset, kt, n, bcond, itmax, ctol, kstr, backt,...
movflg, movstr);
disp('hcamech is done')
end
toc
end
% −−− Executes on button press in closendhca.
function closendhca Callback(hObject, eventdata, handles)
global cells
disp('retrieving cells...')
cells = get(handles.resethca,'UserData');
disp('cells retrieved')
close
% −−− Executes during object creation, after setting all properties.
function ndhcafig CreateFcn(hObject, eventdata, handles)
% −−− Executes during object creation, after setting all properties.
function kfedt CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
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set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function kfedt Callback(hObject, eventdata, handles)
% −−− Executes during object creation, after setting all properties.
function itmax CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function itmax Callback(hObject, eventdata, handles)
% −−− Executes during object creation, after setting all properties.
function ctol CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function ctol Callback(hObject, eventdata, handles)
% −−− Executes during object creation, after setting all properties.
function neigh CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
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get(0,'defaultUicontrolBackgroundColor'));
end
% −−− Executes on selection change in neigh.
function neigh Callback(hObject, eventdata, handles)
% −−− Executes during object creation, after setting all properties.
function kpedt CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function kpedt Callback(hObject, eventdata, handles)
% −−− Executes during object creation, after setting all properties.
function backtedt CreateFcn(hObject, eventdata, handles)
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function backtedt Callback(hObject, eventdata, handles)
% −−− Executes on button press in kfcbx.
function kfcbx Callback(hObject, eventdata, handles)
% −−− Executes on button press in kpcbx.
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function kpcbx Callback(hObject, eventdata, handles)
% −−− Executes on button press in kdcbx.
function kdcbx Callback(hObject, eventdata, handles)
% −−− Executes on button press in checkbutton.
function checkbutton Callback(hObject, eventdata, handles)
global cells
disp('checking cells...');
figure;
himgc = imagesc(−cells,[−1 0]);
colormap(gray); axis equal; axis tight; axis off;
disp('cells checked');
% −−− Executes during object creation, after setting all properties.
function keedt CreateFcn(hObject, eventdata, handles)
% hObject handle to keedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function keedt Callback(hObject, eventdata, handles)
% −−− Executes on button press in kecbx.
function kecbx Callback(hObject, eventdata, handles)
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% −−− Executes during object creation, after setting all properties.
function kiedt CreateFcn(hObject, eventdata, handles)
% hObject handle to kiedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function kiedt Callback(hObject, eventdata, handles)
% hObject handle to kiedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of kiedt as text
% str2double(get(hObject,'String')) returns contents of kiedt
% as a double
% −−− Executes on button press in kicbx.
function kicbx Callback(hObject, eventdata, handles)
% hObject handle to kicbx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of kicbx
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% −−− Executes during object creation, after setting all properties.
function kdedt CreateFcn(hObject, eventdata, handles)
% hObject handle to kdedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function kdedt Callback(hObject, eventdata, handles)
% hObject handle to kdedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of kdedt as text
% str2double(get(hObject,'String')) returns contents of kdedt
% as a double
% −−− Executes on button press in kdcbx.
function checkbox10 Callback(hObject, eventdata, handles)
% hObject handle to kdcbx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of kdcbx
% −−− Executes during object creation, after setting all properties.
function knedt CreateFcn(hObject, eventdata, handles)
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% hObject handle to knedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function knedt Callback(hObject, eventdata, handles)
% hObject handle to knedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of knedt as text
% str2double(get(hObject,'String')) returns contents of knedt
% as a double
% −−− Executes on button press in kncbx.
function kncbx Callback(hObject, eventdata, handles)
% hObject handle to kncbx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of kncbx
% −−− Executes during object creation, after setting all properties.
function bcond CreateFcn(hObject, eventdata, handles)
% hObject handle to bcond (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
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% handles empty − handles not created until after all CreateFcns
% called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
% −−− Executes on selection change in bcond.
function bcond Callback(hObject, eventdata, handles)
% hObject handle to bcond (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns bcond contents as
% cell array
% contents{get(hObject,'Value')} returns selected item from
% bcond
% −−− Executes during object creation, after setting all properties.
function movedt CreateFcn(hObject, eventdata, handles)
% hObject handle to movedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
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end
function movedt Callback(hObject, eventdata, handles)
% hObject handle to movedt (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of movedt as text
% str2double(get(hObject,'String')) returns contents of movedt
% as a double
% −−− Executes on button press in movcbx.
function movcbx Callback(hObject, eventdata, handles)
% hObject handle to movcbx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of movcbx
% −−− Executes during object creation, after setting all properties.
function csetmin CreateFcn(hObject, eventdata, handles)
% hObject handle to csetmin (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
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% −−− Executes during object creation, after setting all properties.
function seqz CreateFcn(hObject, eventdata, handles)
% hObject handle to seqz (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
function seqz Callback(hObject, eventdata, handles)
% hObject handle to seqz (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of seqz as text
% str2double(get(hObject,'String')) returns contents of seqz as
% a double
% −−− Executes on button press in scondcbx.
function scondcbx Callback(hObject, eventdata, handles)
% hObject handle to scondcbx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of scondcbx
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% −−− Executes on selection change in ttype.
function ttype Callback(hObject, eventdata, handles)
% hObject handle to ttype (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: contents = get(hObject,'String') returns ttype contents as
% cell array
% contents{get(hObject,'Value')} returns selected item from
% ttype
% −−− Executes during object creation, after setting all properties.
function ttype CreateFcn(hObject, eventdata, handles)
% hObject handle to ttype (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles empty − handles not created until after all CreateFcns
% called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc
set(hObject,'BackgroundColor','white');
else
set(hObject,'BackgroundColor',...
get(0,'defaultUicontrolBackgroundColor'));
end
% −−− Executes on button press in xfilter.
function xfilter Callback(hObject, eventdata, handles)
% hObject handle to xfilter (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
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% Hint: get(hObject,'Value') returns toggle state of xfilter
% −−− Executes on button press in sfilter.
function sfilter Callback(hObject, eventdata, handles)
% hObject handle to sfilter (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of sfilter
% −−− Executes on button press in matcbx.
function matcbx Callback(hObject, eventdata, handles)
% hObject handle to matcbx (see GCBO)
% eventdata reserved − to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hint: get(hObject,'Value') returns toggle state of matcbx
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A.5. Optimizacio´n topolo´gica estructural usando HCAs:
hcastruc.
Funcio´n A.5: hcastruc.m
function Xnew = hcastruc(X, fxF, fxU, Ymod, nu, p, tgS, s, scond, k,...
neighbors, bcond, itmax, vtol, ctype, ttype, T, movflg, matflg,...
filestr, xfilter, sfilter)
% HCASTRUC Hybrid Cellular Automata
%
% Andres Tovar − Univ. of Notre Dame
% creation: 06−01−04
% last mod: 07−17−04
% INPUT PARAMETERS
[nely, nelx] = size(X);
% START MOVIE
if movflg
movstr = [filestr,'.avi'];
mov = avifile(movstr);
end
% IDENTIFICATION OF PASSIVE AND ACTIVE ELEMENTS
passive0 = (X==0);
passive1 = (X==1);
X(passive0) = 0.001;
X(passive1) = 1.000;
% START HCA ALGORITHM
warning off MATLAB:nearlySingularMatrixUMFPACK
str='running hcastruc...';
figure; colormap(gray);
title('running hca...'); axis off; pause(1e−6); disp(str);
% FE−ANALYSIS
[SED] = fea(X, fxF, fxU, Ymod, nu, p);
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% MECHANICAL STIMULUS
if ttype==1
S = SED;
else
S = SED./X;
end
% PLOT
it = 0;
SE = sum(sum(SED));
M = sum(sum(X));
hfig = imagesc(−X,[−1 0]); axis equal; axis tight; axis off;
str = [ ' t: ' sprintf('%4i',it) ...
' SE: ' sprintf('%10.4f',SE) ...
' M: ' sprintf('%6.3f',M)];
title(str); pause(1e−6); disp(str);
% ADD FRAME TO MOVIE
if movflg
frm = getframe(gca);
mov = addframe(mov,frm);
end
% EFFECTIVE RELATIVE MASS
if xfilter
if bcond==1 %fixed bcond
efX = doavgf(X,neighbors,0);
elseif bcond==2 %periodic bcond
efX = doavgp(X,neighbors);
end
else
efX = X;
end
% EFFECTIVE STIMULUS
if sfilter
if bcond==1 %fixed bcond
efS = doavgf(S,neighbors,0);
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elseif bcond==2 %periodic bcond
efS = doavgp(S,neighbors);
end
else
efS = S;
end
% EFFECTIVE ERROR SIGNAL
efE = zeros(size(efS));
efE(efS > tgS) = efS(efS > tgS) − (1+s)*tgS(efS > tgS);
efE(efS < tgS) = efS(efS < tgS) − (1−s)*tgS(efS < tgS);
% FOR INTEGRAL CONTROL: CREATE HISTORY OF STATES FOR INTEGRAL CONTROL
efEhis = zeros(size(efE,1),size(efE,2),T+1);
for t=1:T+1
%for t=T:T+1
%for t=T+1:T+1
% efEhis stores efE as many times as T+1
efEhis(:,:,t) = efE;
end
% efEsum is the sum of all stored efS to be used in integral control
efEsum = efE*(T+1);
% FOR CONVERGENCE
Mtol = inf;
% FOR CONVERGENCE PLOT
ITplt = 0; SEplt = SE; Mplt = M;
% FOR DERIVATIVE CONTROL
%efEold = zeros(size(efE)); %modified
efEold = efE; %default
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
% LOOP
%−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Xnew = X;
Mold = 0;
while (it<itmax & Mtol>vtol)
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it = it + 1;
% SURFACE CONDITION
xid = efE 6=0;
if scond
xid = (efX < 0.999 & efX > 0.001);
end
% UPDATE RULE
switch ctype
case 'f'
Xnew(xid) = efX(xid) + k(1)*sign(efE(xid));
case 'p'
Xnew(xid) = efX(xid) + k(2)*efE(xid)./tgS(xid);
case 'i'
Xnew(xid) = efX(xid) + k(3)*efEsum(xid)./tgS(xid);
case 'd'
Xnew(xid) = efX(xid) + k(4)*(efE(xid) − ...
efEold(xid))./tgS(xid);
case 'e' %ratio approach
if ttype==1
Xnew(xid) = k(5)*efX(xid).*(efS(xid)./tgS(xid)).ˆ(1/p);
elseif ttype==2
%Xnew(xid) = k(5)*efX(xid).*(efS(xid)./...
tgS(xid)).ˆ(1/p+1);
Xnew(xid) = k(5)*efX(xid).*(tgS(xid)./efS(xid)).ˆ...
(1/p−1);
end
case 'n' %ratio approach variable set point
if ttype==1
Xnew(xid) = k(5)*efX(xid).*(S(xid)./efS(xid)).ˆ(1/p);
elseif ttype==2
Xnew(xid) = k(5)*efX(xid).*(efS(xid)./S(xid)).ˆ(1/p−1);
end
case 'pi'
Xnew(xid) = efX(xid) + k(2)*efE(xid)./tgS(xid);
Xnew(xid) = Xnew(xid) + k(3)*efEsum(xid)./tgS(xid);
case 'pd'
Xnew(xid) = efX(xid) + k(2)*efE(xid)./tgS(xid);
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Xnew(xid) = Xnew(xid) + k(4)*(efE(xid) − ...
efEold(xid))./tgS(xid);
case 'id'
Xnew(xid) = efX(xid) + k(3)*efEsum(xid)./tgS(xid);
Xnew(xid) = Xnew(xid) + k(4)*(efE(xid) − ...
efEold(xid))./tgS(xid);
case 'pid'
Xnew(xid) = efX(xid) + k(2)*efE(xid)./tgS(xid);
Xnew(xid) = Xnew(xid) + k(3)*efEsum(xid)./tgS(xid);
Xnew(xid) = Xnew(xid) + k(4)*(efE(xid) − ...
efEold(xid))./tgS(xid);
end
% DENSITY SATURATION
Xnew(Xnew < 0.001) = 0.001;
Xnew(Xnew > 0.999) = 0.999;
% PASSIVE ELEMENTS
Xnew(passive0) = 0.001;
Xnew(passive1) = 1.000;
% FE−ANALYSIS
[SEDnew] = fea(Xnew, fxF, fxU, Ymod, nu, p);
% MECHANICAL STIMULUS
if ttype==1
Snew = SEDnew;
else
Snew = SEDnew./Xnew;
end
% CONVERGENCE
Mnew = sum(sum(Xnew));
Mtol = (abs(Mnew − M) + abs(M − Mold))/2;
% UPDATE
SED = SEDnew;
X = Xnew;
S = Snew;
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Mold = M;
M = Mnew;
% FOR DERIVATIVE CONTROL
efEold = efE;
% EFFECTIVE RELATIVE MASS
if xfilter
if bcond==1 %fixed bcond
efX = doavgf(X,neighbors,0);
elseif bcond==2 %periodic bcond
efX = doavgp(X,neighbors);
end
else
efX = X;
end
% EFFECTIVE STIMULUS
if sfilter
if bcond==1 %fixed bcond
efS = doavgf(S,neighbors,0);
elseif bcond==2 %periodic bcond
efS = doavgp(S,neighbors);
end
else
efS = S;
end
% EFFECTIVE ERROR SIGNAL
efE = zeros(size(S));
efE(efS > tgS) = efS(efS > tgS) − (1+s)*tgS(efS > tgS);
efE(efS < tgS) = efS(efS < tgS) − (1−s)*tgS(efS < tgS);
% FOR INTEGRAL CONTROL: SUM OF STORED EFFECTIVE STIMULI EST
efEsum = efEsum + efE − efEhis(:,:,1);
efEhis(:,:,T+2) = efE;
for t=1:T+1
efEhis(:,:,t) = efEhis(:,:,t+1);
end
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% PLOT DENSITIES
SE = sum(sum(SED));
hfig = imagesc(−X,[−1 0]); axis equal; axis tight; axis off;
str = [ ' t: ' sprintf('%4i',it) ...
' SE: ' sprintf('%10.4f',SE) ...
' M: ' sprintf('%6.3f',M)];
title(str); pause(1e−6); disp(str);
% ADD FRAME TO MOVIE
if movflg
frm = getframe(gca);
mov = addframe(mov,frm);
end
% STORE FOR CONVERGENCE PLOT
ITplt = [ITplt; it];
SEplt = [SEplt; SE];
Mplt = [Mplt; M];
end
% PASSIVE 0
X(find(passive0)) = 0;
% CLOSE MOVIE
if movflg
mov = close(mov);
end
% CONVERGENCE PLOT
%figure;
%plot(ITplt,SEplt,'b');
%title('SE vs T'); %pause(1e−2);
%figure;
%plot(ITplt,Mplt,'r');
%title('M vs T'); %pause(1e−2);
% SAVE FINAL RESULTS
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save('c:\data\ndopti.bmp',hfig);
cells = Xnew;
if matflg
table = [ITplt, SEplt, Mplt];
matstr = [filestr,'.mat'];
save(matstr,'cells','table');
end
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