ABSTRACT An integrated approach to static real-time voltage stability assessment in bulk power systems based on mutual information theory is proposed. An advanced maximum-relevance minimumredundancy (MRMR) algorithm is designed to explore the invisible association between operation variables and the voltage stability margin (VSM). Multiple MRMR procedures with different selected variables are generated in parallel. A set of inter-complementary features is generated one by one using the MRMR criterion that additional VSM information should be reflected in new obtained variables. A functional expression of the relationship between input variables and the VSM is obtained by curve fitting. The performance of the proposed approach is tested on 21-and 1648-bus systems provided by PSS/E. The impacts of training set size, a number of selected feature sets, length of feature sets, and robustness to topology change are studied. Experimental results indicate that compared with other traditional methods, the proposed technique provides faster and more accurate assessment results. Given the proposed method's efficiency, it is suitable for real-time voltage stability assessment.
I. INTRODUCTION
Power systems, among the most complex artificial systems, must increasingly be pushed to their limits due to pressure from a competitive energy market, unmatched infrastructure investment, economic benefit requirements, rapid load growth and limited transmission capacity [1] . These pressures have led to a higher likelihood of voltage collapse and resulted in several wide-spread blackouts [2] . Generally, voltage stability is a complex and dynamic phenomenon. However, a large number of research studies have focused on static voltage stability. Consequentially, a static voltage stability assessment can provide a result with acceptable accuracy and faster assessment speed than a dynamic voltage stability assessment, especially in large-scale power systems. Therefore, the main concern of this paper is quasi-steady state voltage stability assessment.
Static voltage stability assessment (SVSA) aims to find the distance from the current operating point (OP) to the voltage collapse point when the generation and load are increased slowly. A literature review reveals that there are two main methods for determining the SVSM. The conventional method is a model-based approach. In this technique, power flow is solved iteratively from a basic OP to the voltage stability limit by increasing the load and generation output. When the maximum voltage stability limit or the maximum loadability limit is reached, the Jacobian matrix will be singular. Based on this idea, there are many areas of research, such as P-V curve technology [3] , the continuation power flow method [4] , sensitivity techniques [5] , singular value decomposition methods [6] and impedance-based approaches [7] , [8] . However, there are still some problems to be solved for these techniques, such as the difficulty of establishing accurate power system models, poor robustness to incomplete data and low assessment speed. Therefore, these methods are not suitable for online (i.e., real-time) applications.
With the rapid spread of wide area measurement systems (WAMS) [9] and the development of high-performance computing, artificial intelligence systems (AIS) have been applied to power system stability assessment in recent years [10] . For an AIS, a set of offline training databases is generated first, and then a classification criterion is obtained to predict current status based on new measurement data [11] , [12] . Compared with a conventional model-based method, the advantages of an AIS include excellent estimation speed, high precision and the need for relatively few operation parameters. In recent literature, extreme learning machines (ELMs) [13] , decision trees (DT) [14] , multi-linear regression models (MLRM) [15] and relationship exploration (RE) [16] methods have been proposed for online VSM assessment. However, some disadvantages exist in these techniques when applied to a large-scale system for online applications, such as a lack of a clear relationship between system operation variables and an instability event, poor robustness to incomplete core feature data, low assessment accuracy and the complexity of decision-making rules.
In an attempt to address the above issues, this paper introduces a real-time static voltage stability assessment system for large-scale power systems that has low computational complexity, fast selection speed and accurate predictive performance. An integrated method based on a maximumrelevance minimum-redundancy (MRMR) criterion is proposed to find a set of relevant and complementary features with a favorable relationship to the target class. This method has been widely used in bioinformatics and the gene selection field [17] , [18] . As a transparent tool, the MRMR criterion is suitable for parallel computing. Moreover, it can provide a wider variety of superior features to cope with incomplete data. From the perspective of information theory, the voltage stability margin (VSM) can be represented more efficiently and completely by the MRMR features. According to test results, this approach can make a more accurate assessment and is suitable for online SVSA.
The architecture of this paper is as follows: Section II presents the concept of the static voltage stability margin (SVSM) and the mathematical background for the MRMR criterion. Section III introduces the proposed multiple MRMR ensemble approach for SVSA. The performance of the proposed approach in 21-and 1648-bus systems is shown in Sections IV and V, respectively. Finally, conclusions drawn from this work are presented in Section VI.
II. BACKGROUND ON THE VSM AND THE MRMR ALGORITHM A. VOLTAGE STABILITY MARGIN (VSM)
Operators need to know the distance between current operating points (OP) and the voltage stability collapse point. Therefore, in stability assessment, knowledge of the risk indices is more desirable than a deterministic security assessment. For voltage stability, risk assessment is related to saddle-node bifurcation, which corresponds to the maximum possible active power transfer [19] . When the power system cannot supply continuously increasing load demand, voltage collapse situations are more likely to occur. Consequently, the load power margin is often associated with the voltage stability margin, as shown in Fig. 1 . The initial load is changed accordingly in an increasing direction until the maximum load point is reached. Therefore, the maximum load active power can be obtained from the P-V curve based on continuation power flow (CPF) [4] . As shown in Fig. 2 , P 0 is the load active power of the current operating point, and P max is maximum load active power. The voltage stability margin M is defined as (1) .
The value of M ranges from 0 to 100%, and a higher score indicates a more secure operation state. In this paper, PSS/E software is employed to obtainP max . In the simulations, different increase profiles for generators/loads are performed for different initial OPs, and the maximum load active power that can guarantee power flow convergence is regarded as the P max .
B. THE MRMR ALGORITHM AND ITS FUNDAMENTAL PROPERTIES
Tens of thousands of operation variables are obtained from a practical power system by WAMS and a synchronized phasor measurement unit (PMU) [8] . Among these variables, some have been proved to have a favorable relationship to the stability boundary [12] , [15] . At the present time, how to identify these features and use them appropriately in conjunction with the power system's vast amount of available data is a critical problem that remains unaddressed. An SVSA approach based on mutual information theory is proposed in this paper. Mutual information is a measurement of statistical similarity that can aid the exploration of functional relationships in large dataset. As a powerful data-mining technology, it has already been successfully applied to quantum systems, financial systems and biological systems [17] , [18] .The maximum-relevance minimumredundancy (MRMR) feature selection technique aims to find a set of relevant and complementary features based on mutual information. The basis of this technique is that if two features have an intimate connection with each other, they play a similar role in classification or prediction. Therefore, it is unnecessary to include both in selected feature sets, irrespective of whether both are highly correlated to the object class. A list of features that show the maximum relevance to the stability boundary and have minimum redundancy will be selected. Therefore, the MRMR algorithm consists of relevance calculation and redundancy calculation. Specifically, a power system dataset D is represented as S samples and F = {f 1 , f 2 , f 3 ....f F , } features (operation parameters). y is the target variable VSM. The object of the MRMR algorithm is to find a subspace M = {m 1 , m 2 , m 3 ....m M , }, R M , from F, R F , that can characterize target class y comprehensively and complementarily [16] .
1) RELEVANCE CALCULATION
The relevance of the dataset D to the target class y, denoted by U(D, y), is measured by the mean value of all mutual information (MI) values between individual features and the target class y as follows.
where F is the size of the feature set. MI (f i , y) represents the level of ''Similarity'' between features and target class y, which is defined as follows.
where f i,x is the xth element of feature vector f i , y x is the xth element of target variable y, p(f i,x ) and p(y x ) represent the marginal probability density functions of f i,x and y x , respectively, and p(f i,x , y x ) represents their joint probability distribution.
2) REDUNDANCY CALCULATION
The features selected according to formula (2) may have redundancy. V (F) represents the mutual dissimilarity of different features, which can be calculated by equation (4):
where f i , f j represent the ith and jth features, respectively, and MI (f i , f j ) is calculated by formula (5), representing their mutual information.
where p(f i,x , f j,x ) represents the joint probability distribution of f i,x , f j,x .
3) MRMR
The objective of the MRMR algorithm is to find a set of features that show maximum relevance to the target variables (VSM) and have minimum relevance to one another based on expressions (2) and (4) above. In practice, maximum relevance U(D,y) and minimum redundancy V (F) cannot always be achieved simultaneously. An optimization is made to combine them into a single criterion, given by expression (6) , as shown at the bottom of this page, below [18] . H (f i ) and H (f j ) are the entropy of the ith and jth features, respectively. The MRMR algorithm is implemented as an incremental search procedure called ''first-order algorithm'' [18] , summarized as follows.
a) The first feature selection. Mutual information values between each candidate feature and the target class are calculated by formula (3) . A dataset (D) for selected features is
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b) The second feature selection. Mutual information values between the first selected feature and other candidate features are calculated by formula (5) . The feature with the minimum MI(f i , f j ) value is chosen as the second selected feature. c) Subsequent feature selection. With these two selected features' data, relevance and redundancy in dataset D can be calculated by formulas (2) and (4), respectively. Then the maximum-relevance minimum-redundancy criterion, which is expressed as formula (6), can be implemented. The subsequent features are selected one by one by using this criterion repeatedly. If the specified number of selected features has been reached, the algorithm terminates.
C. ADVANCED MRMR ALGORITHM
Although the traditional MRMR algorithm described above is a fast and effective feature extraction method, there are some obstacles to overcome before it is implemented in a power system in practice. In certain conditions, the data of selected superior features obtained by a PMU may be missing due to equipment failure, thus limiting the classification and prediction capability of the MRMR procedure. Moreover, the traditional MRMR process finds only one feature set. This feature set is not guaranteed to be the only or the best possible feature set [18] . Alternative sets of equivalent or better quality may exist. From another point of view, a single MRMR feature set is unlikely to adequately account for the diversity of power system operation conditions. To make MRMR more robust to incomplete data and more adaptable to power system operation state changes, a multiple MRMR ensemble (mRMRe) scheme for SVSA is proposed, which is shown in Fig. 3 . In this procedure, a power system dataset is generated first, and M different MRMR procedures are generated in parallel such that each procedure has a different first selected feature. Subsequently, M different MRMR solution algorithms are run and M different feature sets are obtained. Robustness against missing data has been improved since there are more alternative feature sets to use. The multiple feature sets complement each other, and the final decision/result can be generated in a plural manner. As a benefit, aggregated error can be reduced ,and the accuracy of classification and prediction tend to increase over the results for individual sets.
III. PROPOSED ENSEMBLE APPROACH BASED ON ADVANCED mRMRe ALGORITHM
For this study, the power system voltage stability boundary is sampled and a large number of realistic operating points are generated. After that, the advanced mRMRe method is used to explore the relationship between power system operation variables and the voltage stability margin (VSM). The proposed method consists of 3 stages: the data generation stage, online-update stage and assessment stage. The flow diagram of the assessment procedure is illustrated in Fig. 4 , with the details described below. 
A. DATA GENERATION STAGE
At the data generation stage, a large power system dataset is established based on different operating points. The purpose is to construct a statistical model that approximates the probability distribution of all stochastic variables based on large historical datasets from an on-site PMU. MATLAB and Python programs are used to control PSS/E simulators, and the PSS/E data are collected automatically. This procedure can be summarized as follows.
1) The load parameters are randomly selected with respect to their distribution functions. Meanwhile, optimal power flow (OPF) is utilized to determine other variables, such as real/reactive power distribution and tap changer position [19] . Then, an original generation/load distribution is generated.
2) As shown in Fig. 1 , different generation/load increase directions result in different voltage stability boundary points for the same original generation/load distribution. In this paper, to record more power system behavior and augment the knowledge base, the load increase rate of different areas is set to be different, and power factors are held constant. Meanwhile, the incremental load is primarily balanced through the generators in the same area. The result is increase directions similar to realistic load increase directions.
3) Topology change is another factor to be considered. In practice, lists of possible power system topologies are available from electric power company companies [20] . In this paper, the test systems' lists of possible topologies contain a complete original network topology and some arbitrarily changed N-k scenarios.
4) Based on the obtained generation/load increase direction and the given topologies, the power flow simulator (PSS/E) is employed, and the CPF [4] is used to determine maximum load active power. Meanwhile, operation variables' pre-fault data are collected, and the voltage stability margin is calculated by formula (1).
B. ONLINE-UPDATE STAGE
The feature sets with maximum relevance to the voltage stability margin and minimum redundancy to one another are constructed. The functional expressions of the relationships between the sets are obtained based on curve fitting. The main process of this stage is summarized as follows.
1) Based on the dataset collected at the data generation stage, multiple MRMR procedures are implemented in parallel, and M different feature sets are obtained by the advanced mRMRe algorithm. There are N variables in each feature, and the feature selected first, the feature with most relevance to the target variable VSM, is chosen to be different for each procedure.
2) Functional expressions of the relationships between the selected variables and the VSM are explored by MATLAB. The relationships between the first two pivotal variables and the corresponding VSM in 21-and 1648-bus systems are shown in Fig. 5 and Fig. 6 , respectively. In comparison, an indistinct relationship in the 1648-bus power system is shown in Fig. 7 . Each point in these figures represents an operating point. Fig. 5 shows a nonlinear relationship between selected features and the corresponding VSM. Fig. 6 shows a linear relationship. Fig. 7 shows a relationship that cannot be represented by a functional expression. Therefore, curve fitting is employed, and the M tested feature sets and their functional expressions are recorded in Table 1 . For each topology, its feature sets' data include a list of selected variable names with their functional expressions and corresponding parameters.
Although the massive database mentioned above contains as many typical OPs as possible, the topology of a power system may change at any moment. If an unknown topology change is encountered in a power system, the online-update procedure is employed based on the current operation condition to produce a new assessment model. This procedure is illustrated in Fig. 4 . Additionally, the results obtained are recorded in Table 1 . It should be noted that the mRMRe algorithm has rapid training and assessment speeds. This property allows the online-update procedure to produce an accurate result in 10 min. for the 1648-bus system tested in Section VI. 
C. ONLINE-UPDATE STAGE
With new variable data obtained from the power system, the VSM can be estimated directly via the functional expression described above. Since there are M different solutions in the mRMRe process and each selected feature set can provide a VSM estimate, a aggregate decision that can provide a more accurate result has been implemented. The final assessment result R F is calculated using equation (7).
M is the total number of selected feature sets, N is the number of variables in each feature set, and R ij is the estimation result for the jth selected variable in the ith feature set.
IV. CASE STUDY IN 21-BUS SYSTEM
The proposed mRMRe method for SVSA is applied to a 21-bus system. The 21-bus system topology is shown in Fig. 8 and consists of 6 generators, 8 loads and 23 transmission lines. In each SVSA process, 80% of the obtained operation states are used for training and the remaining 20% for testing. A 10-fold cross validation method is implemented. The tests are conducted on a computer with an Intel core i7 CPU (3.60 GHz), 16 G of memory, and a 1 T hard disk.
A. FEATURE SELECTION AND FUNCTIONAL EXPRESSION BY ADVANCED mRMRe
In total, 2264 operation states with 386 variables are produced for the test system. Among the 2264 samples generated, there are 280 insecurity samples (VSM ≤ 0). Thus, 1811 samples are chosen randomly for training and 453 samples remain for assessment. Based on the training database, 6 MRMR procedures (M = 6) are generated in parallel to search for variables with a useful informational relationship to the VSM. Each MRMR results list contains 5 selected variables (N = 5), which are shown in Table 2 . Next, curve fitting establishes the mapping relationship between the power system operation variables and the VSM. The relationship obtained between the first two pivotal variables of feature set 1 and its corresponding VSM is shown in Fig. 4 . The expression of the first feature set based on curve fitting is provided in Table 3 .
B. STATIC VOLTAGE STABILITY ASSESSMENT TEST
With the functional expression obtained above, the VSM can be calculated using the selected variables' data. In the testing stage, three statistical parameters are employed to evaluate the assessment accuracy of mRMRe. 
2) DIGITAL PREDICTION PERFORMANCE
For degree of security prediction, the performance of the proposed approach is measured using a statistical index called the residual squared error (R 2 ). In regression, the R 2 coefficient of determination is a statistical measure of how well the regression line approximates the real data points [21] . In this paper, R 2 is employed to measure the total difference between the obtained VSM and its corresponding actual value. The accuracy of an MRMR regression is given as follows.
where x i is the selected operation variable, n is the number of test samples, d (x i ) is the estimated VSM value, and y i is the actual VSM. In general, the closer a value of R 2 is to 1, the better the prediction is. In practice, the R 2 value depends on the individual application and the measurement methods. Based on experience from previous research [22] , R 2 > 0.9 is a basic criterion in this paper. The statistical assessment of mRMRe accuracy is shown in Table 4 . The experimental results indicate that, compared with other methods, the proposed approach has better assessment ability and prediction accuracy.
V. PERFORMANCE EXAMINATION IN A 1648-BUS SYSTEM A. SELECTED RELATIONSHIPS, VSM FUNCTIONAL EXPRESSION AND ONLINE SVSA TEST
The mRMRe-based SVSA system has been implemented in a 1648-bus system. In total, 8168 operation states with 31838 variables are produced in the test system. Among the 8168 samples generated, 6535 samples are chosen randomly for training, while 1633 samples remain for testing. Then, 10 MRMR procedures (M = 10) are generated in parallel, and each MRMR results list contains 5 selected variables (N = 5). Sample discovered relationships are shown in Fig. 6 and Fig. 9 . Some of the results obtained are presented in Table 1 . The statistical accuracy of the assessment based on the mRMRe approach in the 1648-bus system is recorded in Table 4 . 
B. COMPARISON WITH OTHER AIS TOOLS
A comparison test is implemented to examine the performance of the mRMRe-based approach and other typical AISs. For a fair comparison, all methods use the same database, and the number of input features is set to be the same. The assessment accuracy of different AIS tools for a 21-bus system and for a 1648-bus system is represented in Table 4 , where ''Pre'' is prediction and ''Cla'' is classification. More detailed comparison is as follows:
1) mRMRe COMPARED WITH ELM
As shown in Table 4 , the ELM has better classification accuracy than the mRMRe method. However, the final result of the ELM is achieved through a voting majority based on individual output. Therefore, providing a precise degree of security through this voting procedure is very difficult. 
2) mRMRe COMPARED WITH RE
As a mutual information-based method, RE has an assessment speed similar to that of the mRMRe method. However, as shown in Table 4 , the mRMRe method has a higher assessment accuracy than RE. There are essential differences between the two.
a) The MIC algorithm [23] plays a very important role in searching nonlinear relationships in RE. However, in [24] , the authors prove that the mutual information (MI) used in the mRMRe algorithm is actually more equitable than that produced by MIC, and the features selected by MI can provide more information about target variables. Therefore, the mRMRe process has more accurate and impartial evaluation criteria than RE does.
b) RE just chooses the features with the highest linear/nonlinear relationship to the target class. Any internal connection between selected variables, which may affect assessment efficiency dramatically, is neglected. Features with additional important information cannot be selected because their PCC/MIC scores are not high enough.
In the mRMRe process, a feature's MI score with respect to the target class is not the only consideration. The redundancy of features is also addressed. The minimum redundancy criterion requires that each selected feature provides its own complementary information about the target class.
A comparison test between the mRMRe and RE methods is carried out. Four, 8, 12, 16, 20, 24 , and 28 variables are selected in two groups. The methods' assessment accuracies when given the same number of features are shown in Fig. 10 . The assessment accuracy of the mRMRe method is much better than that of RE. The target class information is also represented more efficiently and completely by the mRMRe method.
3) mRMRe COMPARED WITH DT
As shown in Table 4 , the mRMRe method has exhibited higher assessment accuracy than the DT method has. Moreover, the DT method requires that there be no loss of data from the selected input variables, otherwise, the assessment accuracy significantly declines. This sensitivity to data loss is due to the sequential processing nature of the DT method. The features selected in the early stages have a very significant influence on the correctness of the final results [22] . However, the mRMRe method, which has a parallel data processing structure, can provide sufficient alternative feature set choices to counteract any data loss.
4) mRMRe COMPARED WITH MULTI-LINEAR REGRESSION MODELS (MLRM)
For the 1648-bus system, the multi-linear regression model method provides the worst accuracy among the proposed AIS methods. When applied to large-scale systems, the rules obtained by MLRM are very complex, since it is difficult to represent the VSM using only a simple linear relationship. However, the mRMRe method overcomes this difficulty by using linear and nonlinear curve fitting. In addition, the assessment accuracy of the mRMRe method, as shown in Table 4 , is stable. 
C. IMPACTS OF SELECTED FEATURE SETS' NUMBER M
In the advanced mRMRe process, M MRMR procedures are generated in parallel. Determining how many procedures are sufficient is critical, so the impact of the number of feature sets (M) is tested. To focus on the essential characteristics, the influence of feature set length is weakened. The test is based on feature set length N = 2. The test results are shown in Fig. 11 . From Fig. 11 , we can observe that as the number of procedures increases from 1 to 10, the assessment accuracy increases remarkably, for example, from 0.8105 to 0.9423 in the 21-bus system. This phenomenon is explained by the more valuable feature sets and more complete target class description provided by the advanced mRMRe algorithm. As a benefit, aggregated error can be reduced, and the accuracy of prediction tends to noticeably increase. Furthermore, 6 MRMR procedures ensure prediction accuracy R 2 > 0.9 in the 21-bus system and 9 MRMR procedures are needed in the 1648-bus system.
D. IMPACT OF TRAINING SET SIZE
To determine how many samples are needed for mRMRe accuracy, the impact of training sample size is analyzed. Six groups of data with 100%, 80%, 50%, 25%, 10%, and 5%, respectively, of the training samples are generated from the database, and each group is tested in the 21-bus and 1648-bus systems, with parameters N = 5 and M = 10. All assessment results are shown in Fig. 11 . As the sample size increases from 50% to 100%, the prediction accuracy also increases, for example, from 0.8067 to 0.9423 in the 1648-bus system. This result indicates that high prediction accuracy depends on sufficient samples. More specifically, a sample size of at least 70% is needed for the basic accuracy requirement in the 21-bus system, and 80% is needed for the 1648-bus system.
The necessary sample size, number of selected feature sets M and length of feature sets N determined above can be used as references for other power systems of similar size. In practice, a larger, sufficient sample size, more MRMR procedures in parallel, and a larger feature set size provide a better result. If a system of a different scale is encountered, to obtain the necessary detailed characteristics, testing similar to that shown in Fig. 10-12 is advisable. 
E. DATA PROCESSING SPEED
When a new topology is encountered, its assessment speed is another factor to be considered [25] . Although the mRMRe method has very fast training and assessment speeds, the parallel computing technique is used to improve data processing efficiency further. In this test, 10 MRMR procedures are implemented on ten different computers. The computation time of the test is shown in Table 5 . The results indicate that if an unfamiliar topology is encountered in the 1648-bus system, the online-update stage can give its accurate assessment result in 10 min. If the topology of power system is recorded in the list of known topologies, the program can give its assessment results in 0.67 seconds. Additionally, in an online applications, where more unrecorded topologies are encountered, there will be more topologies accumulated in the dataset, and previously unseen topologies will be encountered increasingly infrequently. Then, the online-update procedure will rarely be required, and seamless online estimation can be achieved.
F. COMPENSATION FOR ASSESSMENT RESULT OVERESTIMATION
For the operators of actual power systems, it is important to ensure that the assessment results are not overestimated. If the assessment result is underestimated, the estimated results are lower than the true VSM. A stable case may be false-alarmed as unstable. There is little impact on power system stability because the emergency control measures always strengthen the power system. However, if the assessment result is overestimated and an unstable case is misjudged as stable, nothing will be done to prevent voltage stability collapse, with potentially disastrous results. To avoid overestimation of the VSM, a compensation criterion is employed, which is given by equation (12) .
whereR ij is the compensated assessment result. ω is the overestimate compensation factor, which ranges from 0 to 1. T is a user-defined threshold that enables the compensation procedure.
The basic idea of the compensation criterion is that if the obtained assessment result is greater than the threshold (R ij > T ), compensation is unnecessary because the voltage stability margin is good enough to withstand the overestimate. However, if the VSM is lower than the threshold (R ij < T ), the current operating point is close to the voltage stability boundary. Then, the assessment result will be adjusted by multiplying by a compensation factor (R ij = ω · R ij ) to lower the final result. Thus, using the proposed method, overestimation can be compensated for, and misjudgment can be avoided.
Moreover, to verify the efficacy of this compensation method and to obtain an optimal value for compensation factor ω, a parameter comparison test has been implemented. The test is based on the same dataset, feature sets and functional expressions of the 1648-bus system. The proposed compensation method is employed, and the assessment procedure is repeated with different ω values. T is defined as T = 0.4 A instable , A stable and A cla are used to evaluate classification performance. The ''ω-accuracy'' curves are plotted and shown in Fig. 13 . As shown in Fig. 13 , when the value of ω decreases from 1 to 0.6, influences caused by the compensation method become stronger. More unstable cases can be correctly classified. On the other hand, some minimally stable cases are alarmed as unstable, and the assessment accuracy for stable cases is decreased. Therefore, 0.85 may be the optimal value for ω because 99.85% of unstable cases can be classified correctly, and the assessment accuracy for stable cases is 97.59%. If operators prefer to guarantee that all of the unstable cases must be correctly classified, ω = 0.8 may be a suitable solution to meet this requirement.
VI. CONCLUSION
The concept of maximum-relevance minimum-redundancy feature sets is introduced in this paper to take full advantage of the massive data of a power system. A comprehensive framework for online static voltage stability assessment is proposed, and its validity is verified in 21-bus and 1648-bus systems. Some performance tests are performed for the proposed mRMRe method, and the experiment's conclusions can be summarized as follows.
The target class information can be represented more efficiently and completely by the mRMRe method.
Meanwhile, the mRMRe method has higher assessment accuracy than other white-box AIS tools.
When a previously unseen topology change is encountered, the mRMRe technique can refresh the selected variables and corresponding functional expression using newly obtained samples. The mRMRe method has fast training and prediction speeds that can meet the requirements of real-time online use.
In practical applications, the use of a sample size, number of MRMR procedures in parallel and number of variables in each feature set equal to or greater than the experimentally determined parameters is recommended. The recommended parameters for the 21-bus system and the 1648-bus system are provided in this paper.
To further improve assessment accuracy, future researches are proposed to different regression techniques (such as metaheuristic regression) and add more data sources, obtained from transmission/substation equipment, renewable energy generation, users' smart meters, etc., as input features to the algorithm.
