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Abstract
Autoencoder-based geometric shaping is proposed that includes optimizing bit mappings. Up to 0.2 bits/QAM symbol gain in
GMI is achieved for a variety of data rates and in the presence of transceiver impairments. The gains can be harvested with
standard binary FEC at no cost w.r.t. conventional BICM.
1 Introduction
Constellation shaping is now a well-established technique in
the optical communications research community for improv-
ing the system throughput and operate close to the theoretically
achievable information rate and at high spectral efficiency.
Both probabilistic shaping [1–3] and geometric shaping [4, 5,
10–12], each having its benefits and drawbacks, are of signif-
icant interest to both system vendors and researchers. Prob-
abilistic shaping refers to optimizing the probabilities of the
constellation points, typically applied to rectangular quadra-
ture amplitude modulation (QAM), whereas geometric shaping
refers to optimizing the positions of the constellation points.
Probabilistic shaping provides slightly higher shaping gains
than geometric shaping in terms of the generalized mutual
information (GMI), since non-rectangular constellations lack
an obvious Gray-like code. This problem can be avoided, in
trade-off for increased complexity, by employing Geometric
shaping with iterative demapping and decoding [5], or with
non-binary forward error correction (FEC) [4]. Also prob-
abilistic shaping includes similar trade-off, as it requires a
shaping encoder, such as the constant composition distribu-
tion matcher [3, 6, 7]. Such encoders may be problematic due
to their error-propagation and inherent serialized processing,
making it challenging for parallelized implementation. Hence,
a geometric constellation shape with Gray-like code combines
low implementation complexity and shaping gain. Such con-
stellations have been proposed in [11], yet the applied method
switches in between two independent optimization methods
and is not scalable in a straight forward manner.
In this paper, an autoencoder is used to optimize a geomet-
ric shaped constellation in terms of GMI by jointly optimizing
the bit mapping and the position of the constellation points.
The proposed method makes no assumption on the chan-
nel model and is easily scalable to constellations of higher
order and higher dimension. The optimization builds upon the
autoencoder-based geometric shaping, optimized for mutual
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Fig. 1. Schematic autoencoder model applied directly on bits.
information (MI) only [12]. The following myths about geo-
metric shaping are debunked with the proposed method:
1. Conventional bit-interleaved coded modulation (BICM) is
penalized with geometric shaping due to the non-Gray
labeling. We show that the proposed autoencoder arrives at
a Gray-like code, which does not exhibit this problem.
2. The implementation penalty is higher for geometric shap-
ing than rectangular QAM. We show that in the operating
regions of interest and with the application of modulation-
format independent digital signal processing (DSP) chain,
the penalty is the same.
3. Iterative demapping or non-binary FEC are required for
geometric shaping schemes. We show that the proposed
labelings do not have this requirement because they are
GMI optimized.
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Fig. 2 Geometric constellation shape of order M=256 (top)
and a zoomed-in version (bottom) including bit mappings.
2 Methology
2.1 Autoencoder
Similar to the setup in [12], an autoencoder with embedded
channel model is trained for a geometric constellation shape of
order M :
~x = f(~s),
~y = c(~x, P 3, κ, κ3),
~r = g(~y)
(1)
where f(·) is the encoder neural network, c(·) is a fiber channel
model and g(·) is the decoder neural network. The used fiber
channel model [8] is dependent on the launch power P , and
on the fourth and sixth order moment of the transmitted con-
stellation, κ and κ3. The channel input ~x represents samples
from a constellation and the channel output ~y the respective
observations.
In contrast to the setup in [12], where the autoencoder is
trained with a dataset of one-hot encoded vectors and softmax
output layer, here the input space is ~s ∈ S = {0, 1}m, the set of
all possible bit sequences of length m = log2M . Accordingly,
the target space is given by ~r ∈ R = {x ∈ R|0 < x < 1}m,
which refers to an output layer with sigmoid activation func-
tion, and represents the posterior probabilities of the bits being
1 or 0, p(~s|~y). A training batch of size K, {~s(1), ~s(2), ..., ~s(K)},
is uniformly sampled from S and propagated through the
autoencoder. The weights of the autoencoder are updated with
stochastic gradient descent according to a loss function:
L({~s(1), ..., ~s(K)}) = 1
K
K∑
k=1
l(~s(k), ~r(k)),
l(~s, ~r) = − 1
m
m∑
i=1
si log(ri) + (1− si) log(1− ri).
(2)
Since the input and output vectors represent bit sequences, the
encoder neural network is learning both a geometric constella-
tion shape and a bit mapping rule. Following the mismatched
decoding principle (described in e.g. [1]), the log-likelihood
loss in Eq. (2) is an upper bound to the conditional entropy L ·
m ≥ H(S|Y) and minimizing it thus leads to the maximiza-
tion of the GMI = H(S)−H(S|Y), where H(S) = m is the
entropy of the input. In Fig. 2 (top), an example constellation
of order M=256 is shown, with a zoomed-in version (bot-
tom), illustrating that a Gray-like bit mapping is achieved
(only a selected subset of labels shown for clarity). An imple-
mentation of the presented autoencoder is available online as
Python/TensorFlow programs [14].
2.2 System simulation and DSP chain
A QPSK-hybrid quasi-pilot-based DSP chain is considered
which also takes advantage of the distribution of the modu-
lation format. The system is adopted from [9], and is briefly
summarized below and in Fig. 3 for completeness. The FEC-
encoded modulation symbols are interleaved with 10% QPSK
symbols, which carry data at rate 2 bits/symbol. A Zaddoff-
Chu pre-amble sequence is inserted before the 1st transmitted
block for frame synchronization. Square-root raised cosine
pulse shape is applied at the transmitter with a roll-off fac-
tor of 0.01. The entire waveform is sent on a standard single
mode fiber (α = 0.2 dB
km
, D = 17 ps
nm·km , γ = 1.3
1
W ·km ), simu-
lated with the split-step Fourier method. At the receiver, the
pre-amble is used to detect the start of transmission. Then the
QPSK symbols are detected with the Viterbi&Viterbi method.
The high spectral efficiency operating point easily results in
error-free QPSK symbols, which after detection are used as
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Fig. 3 Setup of pilot based system including transceiver
impairments.
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Fig. 4 (left) MI vs. distance for the studied modulation formats. Geometric shaping achieves similar gain to probabilistic shaping,
both with and without impairments. (right) GMI and achieved error-free data rates as a function of the transmission distance with
the impairments on. The shaping gain is 1 span, and comes for free.
pilots for two sample per symbol CMA equalization and one
sample per symbol carrier phase estimation (CPE). After phase
tracking, MI is used to estimate the achievable information rate,
the symbols are demapped and the soft bits are sent for FEC
decoding. The autoencoder decoder part g(~y) is only used for
the optimization and is replaced by classical Gaussian auxil-
iary channel for the actual MI and GMI estimation and FEC
decoding as in [1, 9]. Iterative demapping and decoding is
not performed. The FEC is the LTE standard turbo code [13].
The data rate is controlled easily by puncturing the FEC. For
example, a data rate of 6 bits/QAM symbol is achieved with
256QAM by puncturing the rate R= 1
3
mother code to a new
code rate of R= 3
4
, corresponding to 33% overhead. For sim-
plicity, a data rate step of 0.5 bits/symbol is considered in this
paper, although a smaller step is straight forward to achieve.
3 Results
The proposed designs are evaluated with a wavelength division
multiplexed (WDM) system of 5 channels, 20 GBd each, with
22 GHz spacing. An Erbium doped fiber amplifier-based link
is considered with amplifier spacing of 80 km and noise figure
of 5 dB. At each distance, the launch power is swept and the
performance at the optimal launch power is reported in each
case for the central WDM channel. For simpler comparisons,
the data rate achieved by the QAM symbols is reported only,
and the constant (for all formats) addition of the 2 bit/symbol
10% QPSK symbols is not shown. In order to evaluate the geo-
metric shaping method in a realistic environment, the following
impairments are introduced at the receiver and transmitter: 1)
laser linewidth of 10 kHz, modelled with a Wiener process;
2) frequency offset between transmitter laser and local oscilla-
tor of 50 MHz; 3) ADC sampling frequency of 80 GSa/s; 4)
ADC resolution of 6 bits, modelled with a uniform quantiza-
tion step. A family of three geometric shapes optimized as in
Section 2 are evaluated. The shapes are optimized for transmis-
sion at 2, 5 and 10 spans. The optimal of the three is reported at
each distance. For reference, a standard, Gray-coded 256QAM
and a probabilistic shaped Gray-coded 256QAM achieved with
the Maxwell-Boltzmann probability mass function [2] are stud-
ied. The latter is optimized at each distance and each launch
power. The MI at the optimal launch power of all formats is
given in Fig. 4 (left) as a function of the transmission distance
both with (solid lines) and without (dashed lines) impairments.
Geometric shaping achieves between ≈ 50% and ≈ 90% of
the probabilistic shaping gain, both with and without impair-
ments, demonstrating that geometric shapes are not penalized
more than rectangular constellations by the transceiver impair-
ments, provided that a proper DSP is employed. Up to 0.2
bits/symbol of implementation penalty can be noticed for all
formats, slightly more pronounced at the short distances/high
rates. It should be noted that an efficient transmission sys-
tem should switch to a larger constellation for those operating
points, for which the quantization loss is no longer the dom-
inant effect, but rather the linear and nonlinear transmission
noise. Finally, the effects of the mapping on the total achievable
throughput is studied in Fig. 4 (right) with the impairments on.
The GMI at the optimal launch power is reported with solid
lines, and the maximum distance, at which error-free transmis-
sion was achieved at the optimal launch power for a given
input data rate is given in dashed lines. As seen, the GMI
gain is slightly lower (0.2 bits/symbol) than the MI gain (up to
0.3 bits/symbol) and is translated to one span of achieved error-
free distance. Since there is no change to the BICM structure,
the demapper and decoder, but only to the mapping function,
this gain comes for free.
4 Conclusion
Autoencoder based GMI optimization of geometric shapes
and mapping functions was proposed for high spectral effi-
ciency WDM systems. Neither changes to the BICM coding
structure nor iterative demapping and/or non-binary FEC are
required in order to achieve shaping gain. The shaping gain
of 0.2 bits/symbol or alternatively 1 span of transmission
therefore comes for free, including in the presence of typical
transceiver impairments, such as ADC quantization and limited
sampling frequency, as well as laser phase noise.
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