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Jetson TK1を用いた物理レンダリング




















































1 つの Jetson TK1 の Terga K1 プロセッサ（9）は以下のような仕様になっている。
CUDA（10）は，NIVIDA社のGPUのアーキテクチャや開発言語のことを指している。
NVIDIA Terga K1 SoCプロセッサ
・NVIDIA Kepler GPU（11）：192 CUDA Coresを持つ
・NVIDIA ARM Cortex-A15（12） CPU：4つのARM11（13） Core を持つ32bit CPU
4 つの CPU コアおよび GPU が共有メモリで連携している Jetson TK1 を 9 台連携さ
せることにより，8 あるいは 9 分割して物理レンダリングを行なう。9 台の通信には，
1GBit/10GBitのEthernetおよびスイッチングHUBを用いて，通信遅延が少なくなるよう










それぞれの Jetson TK1 では，オペレーティングシステムとして次のように Linux 
Ubuntu（14） が稼働している。開発環境なども合わせて記述すると以下のようになる。
・Operating System: Linux Ubuntu L4T R19 ARM版
・Python: Python 3.3 ARM版



























location <30,10,1.5> //カメラの位置 
look_at <0,0,0>       //カメラの焦点位置 
angle 15      // カメラの画角
}
//環境光の設定
global_settings { ambient_light White }
//光源の設定
li ght_source { 
<10,-10,20>   //光源の位置 
color White*2         //光源の明るさ
}
//背景色の設定
background { color White }
//床として使うオブジェクト
pl ane { 
<0,0,1>, 0            //平面の設定 0x+0y+z=0 
texture { T_Silver_3A }       //テキスチャの設定
}
//球体の位置と半径の設定およびテキスチャの設定























context = pylux.Context（ "sample context" ）
context.worldBegin（）
context.lightSource（ "inﬁnite", ［］） # 光の設定
context.lookAt（ 0,10,100, 0,-1,0, 0,1,0 ）
（19）  https://columbiegg.com/httpov/





context.camera（ "perspective", ［ "fov", 30.0 ］ ） # カメラの画角の設定
context.attributeBegin（ ）






































M ATERIAL 0 //white diffuse 
RGB         1 1 1 
SPECEX      0 
SPECRGB     1 1 1 
REFL        0 
REFR        0 
REFRIOR     0 





SCATTER     0 
ABSCOEFF    0 0 0 
RSCTCOEFF   0 
EMITTANCE   0
C AMERA 
RES         800 800 
FOVY        25 
ITERATIONS  300 
FILE        test.bmp 
frame 0 
EYE         0 4.5 12 
VIEW        0 0 -1 
UP          0 1 0




TRANS       0 0 0 
ROTAT       0 0 90 
SCALE       .01 10 10
図8　CUDA RayTracerによるレンダリング例（34）
（34）  Ricky Arietta, https://github.com/rarietta/CUDA-Raytracer
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rtContextSetRayTypeCount（ context, 1 ）;
rtContextSetEntryPointCount（ context, 1 ）;
rtBufferCreate（ context, RT_BUFFER_OUTPUT, &buffer ）;
rtBufferSetFormat（ buffer, RT_FORMAT_FLOAT4 ）;
rtBufferSetSize2D（ buffer, width, height ）;
rtContextDeclareVariable（ context, "result_buffer", &result_buffer ）;
rtVariableSetObject（ result_buffer, buffer ）;
sprintf（ path_to_ptx, "%s/%s", sutil::samplesPTXDir（）,
"optixHello_generated_draw_color.cu.ptx" ）;
rtProgramCreateFromPTXFile（ context, path_to_ptx, "draw_solid_color",
&ray_gen_program ）;
rtProgramDeclareVariable（ ray_gen_program, "draw_color", &draw_color ）;
rtVariableSet3f（ draw_color, 0.462f, 0.725f, 0.0f ）;
rtContextSetRayGenerationProgram（ context, 0, ray_gen_program ）;
これと連動するCUDAの記述は以下の通りになる。これも，必要な部分だけを抜き出した。
rtDeclareVariable（uint2, launch_index, rtLaunchIndex, ）;
rtBuffer<ﬂoat4, 2>   result_buffer;
rtDeclareVariable（ﬂoat3, draw_color, , ）;
RT_PROGRAM void draw_solid_color（）
{ 
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Jetson TK1という，汎用計算も可能なGPU（Graphic Processing Unit）が組み込まれた
組込み型のボードコンピュータがNVIDIAからリリースされたことを受け，これを複数
台組み合わせて，リアルタイム・レンダリングを可能とするようなシステムを制作するこ
とを研究の目標としている。この研究ノートでは，そのシステム制作に必要な物理レンダ
リングを行なうライブラリの選定・評価を行なった結果について記した。オープンソース
であり，Jetson TK1上でも稼働でき，GPUによる高速レンダリングが可能で，かつネット
ワークを介した分散レンダリングが可能なものについて調査した。この研究は，本学の個
人研究助成によって助成された。
