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Abstract. We prove a tight lower bound on the asymptotic performance
ratio ρ of the bounded space online d-hypercube bin packing problem,
solving an open question raised in 2005. In the classic d-hypercube bin
packing problem, we are given a sequence of d-dimensional hypercubes
and we have an unlimited number of bins, each of which is a d-dimensional
unit hypercube. The goal is to pack (orthogonally) the given hypercubes
into the minimum possible number of bins, in such a way that no two
hypercubes in the same bin overlap. The bounded space online d-hypercube
bin packing problem is a variant of the d-hypercube bin packing problem,
in which the hypercubes arrive online and each one must be packed in an
open bin without the knowledge of the next hypercubes. Moreover, at each
moment, only a constant number of open bins are allowed (whenever a new
bin is used, it is considered open, and it remains so until it is considered
closed, in which case, it is not allowed to accept new hypercubes). Epstein
and van Stee [SIAM J. Comput. 35 (2005), no. 2, 431–448] showed that ρ
is Ωplog dq and Opd{ log dq, and conjectured that it is Θplog dq. We show
that ρ is in fact Θpd{ log dq. To obtain this result, we elaborate on some
ideas presented by those authors, and go one step further showing how to
obtain better (offline) packings of certain special instances for which one
knows how many bins any bounded space algorithm has to use. Our main
contribution establishes the existence of such packings, for large enough d,
using probabilistic arguments. Such packings also lead to lower bounds
for the prices of anarchy of the selfish d-hypercube bin packing game. We
present a lower bound of Ωpd{ log dq for the pure price of anarchy of this
game, and we also give a lower bound of Ωplog dq for its strong price of
anarchy.
1 Introduction and main results
The bin packing problem is an iconic problem in combinatorial optimization that
has been largely investigated from many different viewpoints. In special, it has
served as a proving ground for new approaches to the analysis of approximation
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algorithms. It is one of the first problems for which approximation algorithms
were proposed in the beginning of seventies, and also ideas to prove lower bounds
for online algorithms and probabilistic analysis first appeared [1]. We believe that
the technique we present in this paper is novel and contributes with new ideas
that may possibly be incorporated into this area of research.
We prove bounds for two variants of the bin packing problem, in which the
items to be packed are d-dimensional cubes (also referred to as d-hypercubes or
simply hypercubes, when the dimension is clear). More precisely, we show results
for the online bounded space d-hypercube bin packing problem and the selfish
hypercube bin packing game. Before we state our results in the next section, we
define these problems and mention some known results.
The d-hypercube bin packing problem (d-CPP) is defined as follows. We are
given a list L of items, where each item h P L is a d-hypercube of side length
sphq ď 1, and an unlimited number of bins, each of which is a unit d-hypercube.
The goal is to find a packing P of the items of L into a minimum number of
bins. More precisely, we have to assign each item h to a bin, and specify its
position px1phq, . . . , xdphqq in this bin. As usual, we consider that each bin is
defined by the region r0, 1sd, and thus, we must have 0 ď xiphq ď 1´ sphq, for
i “ 1, . . . , d. Additionally, we must place the items parallel to the axes of the
bin and guarantee that items in the same bin do not overlap. The size of the
packing P is the number of used bins (those with at least one item assigned to
it). Throughout this paper, the bins are always assumed to be unit hypercubes
of the same dimension of the items that have to be packed.
The d-CPP is in fact a special case of the d-dimensional bin packing problem (d-
BPP), in which one has to pack d-dimensional parallelepipeds into d-dimensional
unit bins. For d “ 1, both problems reduce to the well known bin packing problem.
In the online variant of d-CPP, the hypercubes arrive online and must be
packed in an open bin (without the knowledge of the next hypercubes). The
online bounded space variant of the d-CPP is a more restricted variant of the
online d-CPP. Whenever a new empty bin is used, it is considered an open bin and
it remains so until it is considered closed, after which it is not allowed to accept
other hypercubes. In this variant, during the packing process, only a constant
number of open bins is allowed. The corresponding problem or algorithm in which
the whole list of items is known beforehand is called offline.
As it is usual, for bin packing problems, we consider the asymptotic perfor-
mance ratio to measure the quality of the algorithms. For an algorithm A, and
an input list L, let ApLq be the number of bins used by the solution produced
by algorithm A for the list L, and let OPTpLq be the minimum number of bins
needed to pack L. The asymptotic performance ratio of algorithm A is defined as
R8A “ lim sup
nÑ8
sup
L
"
ApLq
OPTpLq : OPTpLq “ n
*
. (1)
Given a packing problem Π, the optimal asymptotic performance ratio for Π is
defined as
R8Π “ inf tR8A : A is an algorithm for Πu . (2)
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Many results have been obtained for the online d-BPP and d-CPP problems
(see [2,3,4,5,6,7]). Owing to space limitation, we mention only results for the
online bounded space versions of these problems. For the online bounded space
1-BPP, Csirik [8] presented an algorithm with asymptotic performance ratio at
most Π8 « 1.69103, shown to be an optimal online bounded space algorithm by
Seiden [9]. For the online bounded space d-BPP, d ě 2, a lower bound of pΠ8qd
follows from [10]; Epstein and van Stee [11] showed that this bound is tight.
For the online bounded space d-CPP, Epstein and van Stee [11] showed that
its asymptotic performance ratio is Ωplog dq and Opd{ log dq, and conjectured
that it is Θplog dq. They also showed an optimal algorithm for this problem, but
left as an interesting open problem to determine its asymptotic performance
ratio. One of our main results builds upon their work and shows a lower bound
that matches the known upper bound.
Theorem 1. The asymptotic performance ratio of the online bounded space
d-hypercube bin packing problem is Ωpd{ log dq.
In view of the previous results [11], we have that the asymptotic performance
ratio of the online bounded space d-hypercube bin packing problem is Θpd{ log dq.
Results on lower and upper bounds for d P t2, . . . , 7u have also been obtained by
Epstein and van Stee [12].
The technique that we use to prove the above theorem can also be used to
obtain lower bounds for a game theoretic version of the d-CPP problem, called
selfish d-hypercube bin packing game.
This game starts with a set of d-hypercubes arbitrarily packed into unit bins.
Each of these hypercubes is (controlled by) a player. For simplicity, in the game
context, we will use the terms hypercube, item and player in an interchangeable
manner. For a game with n items, a configuration is a vector p “ pp1, . . . , pnq,
where pi indicates in which bin item i is packed. (Equivalently, a configuration
is a packing of the items into bins.) The cost of an item is defined as the ratio
between its volume and the total occupied volume of the respective bin. In this
game, an item can migrate to another bin only when its cost decreases. Players
may act selfishly by changing their strategy (that is, moving to another bin) to
minimize their costs. For a given game configuration p, its social cost, denoted
by SCppq, is the total cost paid by the players (which is precisely the number of
used bins). The optimal social goal is a game configuration of minimum social
cost, which we denote by OPTpLq.
An important concept in game theory is the Nash equilibrium [13]. In the
selfish hypercube bin packing game, a (pure) Nash equilibrium is a stable packing
where no player can reduce his cost by unilaterally changing his strategy (that
is, moving to another bin), while the strategies of all other players remain
unchanged. The pure Nash equilibrium may not be resilient to the action of
coalitions, as it does not assume that players negotiate and cooperate with
each other. Aumann [14] introduced the concept of strong Nash equilibrium in
coalitional game theory; in this case, a group of players may agree to coordinate
their actions in a mutually beneficial way. A strong Nash equilibrium is a game
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configuration where no group of players can reduce the cost of each of its members
by changing strategies together, while non-members maintain their strategies.
Throughout the paper, the Nash equilibrium is considered only in the setting
of pure strategies (for pure strategies, a player chooses only one strategy at a
time, while for mixed strategies, a player chooses an assignment of probabilities
to each pure strategy). Given a game G, we denote by N pGq (resp. SN pGq) the
set of configurations in Nash equilibrium (resp. strong Nash equilibrium).
To measure the quality of an equilibrium, Koutsoupias and Papadimitriou [15]
proposed a measure in a game-theoretic framework that nowadays is known as
the price of anarchy (resp. strong price of anarchy), which is the ratio between
the worst social cost of a Nash equilibrium (resp. strong Nash equilibrium) and
the optimal social cost. The price of anarchy measures the loss of the overall
performance due to the decentralized environment and the selfish behavior of the
players. As it is common for bin packing problems, for bin packing games one
also considers asymptotic price of anarchy. The (asymptotic) price of anarchy of
a class G of games is defined as
PoApGq :“ lim sup
mÑ8
sup
GPG, OPTpGq“m
max
pPN pGq
SCppq
m
. (3)
The (asymptotic) strong price of anarchy of a class G of games, denoted SPoApGq,
is defined analogously, considering only configurations that are strong Nash
equilibria.
We are interested in the case G is the class of the selfish d-hypercube bin
packing games, with the natural cost function (proportional model) we have
defined. (Note that, other cost functions can also be defined for bin packing
games.) We will prove bounds for the asymptotic prices of anarchy of this class
of games. The corresponding measures will be denoted by PoApdq and SPoApdq,
where d indicates the dimension of the items in the game. Although we may not
mention explicitly, the prices of anarchy considered are always asymptotic.
The case d “ 1 of this game was first investigated by Bilò [16], who referred
to it as selfish bin packing game. He proved that this game always converges to a
pure Nash equilibrium and proved that PoAp1q P r1.6, 1.666s. Yu and Zhang [17]
improved this result to PoAp1q P r1.6416, 1.6575s. Epstein and Kleiman [18]
obtained (independently) the same lower bound and improved the upper bound
to 1.6428; they also proved that SPoAp1q P r1.6067, 1.6210s. Very recently,
Epstein, Kleiman and Mestre [19] showed that SPoAp1q « 1.6067. For d “ 1,
Ma et al. [20], obtained results considering another cost function. The case
d “ 2 was first investigated by Fernandes et al. [21]. They showed in [22] that
PoAp2q P r2.3634, 2.6875s and SPoAp2q P r2.0747, 2.3605s. For a survey on bin
packing games with selfish items, we refer the reader to Epstein [23].
Our second set of results concern lower and upper bounds for PoApdq and
SPoApdq.
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Theorem 2. Let PoApdq be the price of anarchy of the selfish d-hypercube bin
packing game. There is an absolute constant d0 such that, for all d ě d0, we have
PoApdq ě d
5 log d
. (4)
We remark that our proof of Theorem 2, presented in Section 3, may be
adapted to prove the following statement: for any ε ą 0 there is d0 “ d0pεq such
that, for any d ě d0, we have PoApdq ě p1{4´ εqd{ log d.
Theorem 3. Let SPoApdq be the strong price of anarchy of the selfish d-hypercube
bin packing game. There is an absolute constant d0 such that, for all d ě d0, we
have
SPoApdq ě log d. (5)
The proof of Theorem 3 uses arguments similar to those used in the proof of
Theorem 2 and is therefore omitted (see Appendix C). We also prove that the
price of anarchy of the selfish d-hypercube bin packing game is at most 2d (see
Appendix G). We believe the probabilistic technique used to obtain the lower
bounds in Theorems 1, 2 and 3 is novel and promising for obtaining lower bounds
for other packing problems and games.
2 Notation, special packings and central lemmas
The open d-hypercubes Qdkpεq defined below will be crucial in what follows.
Definition 1. Let d ě 2 be an integer. For all integer k ě 2 and 0 ă ε ď 1, let
Qdkpεq “ p1` εq
ˆ
0,
1
k
˙d
“
ˆ
0,
1` ε
k
˙d
“
"
x P R : 0 ă x ă 1` ε
k
*d
Ă r0, 1sd
(6)
be the open d-hypercube of side length p1` εq{k ‘based’ at the origin.
For convenience, given ε ą 0 and a positive integer q, we write q´ε for q{p1`εq.
The quantity ε will often be clear from the context, and in those cases we simply
write q´ for q´ε. Note that, for instance, we have
Qdkpεq “
ˆ
0,
1
k´
˙d
. (7)
In what follows, we are interested in certain types of packings U of hypercubes
into a unit bin. If a packing P of hypercubes is made up of packings U1, . . . ,UN ,
with each Ui being a packing into a unit bin, then we write P “ pU1, . . . ,UN q,
and denote by |P| the number of bins N in P.
Definition 2 (Packings of type Hdkpεq and Hdpεq). Let d ě 2 be fixed. For
any integer k ě 2 and 0 ă ε ď 1{pk´ 1q, a packing U of pk´ 1qd copies of Qdkpεq
into a unit bin is said to be a packing of type Hdkpεq. A packing P “ pU1,U2, . . . q
is said to be of type Hdpεq if for each i there is some k such that Ui is a packing
of type Hdkpεq.
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In the definition above, the upper bound on ε guarantees that pk´ 1qd copies
of Qdkpεq can be packed into a unit bin (and hence Hdkpεq exists): it suffices to
notice that, under that assumption on ε, we have pk ´ 1qp1` εq{k ď 1.
Packings of type Hdkpεq and Hdpεq are called homogeneous packings. They
will be important for us because they are Nash equilibria (see Lemma 3), and
also because they can be used to create instances for which any bounded space
algorithm performs badly (following ideas of Epstein and van Stee [11,12]).
Two packing lemmas. For the next definition, suppose D is a given set of
integers, and ε is a positive real number.
Definition 3 (Packings of type p1 ` εqD´1). A packing U of d-hypercubes
into a unit bin is of type p1` εqD´1 if, for every member Q of U , there is some
integer k P D such that Q is a copy of Qdkpεq.
In what follows, we shall restrict to packings U of type p1` εqD´1, where D
is one of the following sets: (a) D “ Zě2 “ tk P Z : k ě 2u or (b) D “ Z2` , where
Z2` denotes the set t2i : i ě 1u. Following [18,19], we consider D “ Z2` to deal
with strong Nash equilibria (see Appendix C).
Let U be a packing of type p1` εqD´1 for some D Ă Zě2 and ε ą 0. Let
KpUq “ tk P D : U contains a copy of Qdkpεqu (8)
and
kmaxpUq “ maxtk : k P KpUqu. (9)
For every k P KpUq, let
νkpUq be the total number of copies of Qdkpεq in U . (10)
Clearly, we have 0 ď νkpUq ď pk ´ 1qd for every k (recall that we suppose ε ą 0).
Finally, we define the weight of U as
wpUq “
ÿ
kPKpUq
pk ´ 1q´dνkpUq. (11)
We shall be interested in packings U with large weight. In that direction, we prove
the following two technical results that are the core of our contribution. The first
is essential to derive the lower bound for the online bounded space d-hypercube
bin packing problem (Theorem 1) and a lower bound for PoA (Theorem 2); the
second is essential to derive a lower bound for SPoA (Theorem 3). We remark
that the technique of using weight functions in the analysis of packing algorithms
dates back to the seventies (see [11] and the references therein).
Lemma 1 (Packing lemma A). There is an absolute constant d0 for which
the following holds for any d ě d0. Let
S “
R
2d
9 log d
V
. (12)
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The unit bin admits a packing U of type p1 ` S´2qZ´1ě2 with kmaxpUq “ S and
with
wpUq ě d
5 log d
. (13)
Lemma 2 (Packing lemma B). There is an absolute constant d0 for which
the following holds for any d ě d0. Let
S1 “ rlog2 d´ log2 log d´ 3s (14)
and ε “ 2´2pS1´1q. The unit bin admits a packing U of type p1`εqZ´1
2` with kmaxpUq “
2S
1´1 and with wpUq ě log d.
3 Proofs of Theorems 1 and 2
To prove Theorem 1, one can use Lemma 1 to produce suitable instances that
are ‘hard’ for algorithms for the online bounded space d-hypercube bin packing
problem; see, e.g., [11, Lemma 2.3]. A detailed proof is given in Appendix A.
To prove Theorem 2, we shall use Lemma 1 and the next two lemmas, the
proofs of which are presented in Appendix B.
Lemma 3. Let d ě 2 and ε ą 0 be given. Any packing P “ pU1,U2, . . . q of
type Hdpεq is a Nash equilibrium.
Lemma 4. If U is a packing of d-hypercubes into a unit bin of type p1` εqZ´1ě2,
where
0 ă ε ď 1
kmaxpUq ´ 1 , (15)
then PoApdq ě wpUq.
We now prove Theorem 2. Let d0 be as in Lemma 1 and suppose d ě d0.
Moreover, let U be as given in that lemma. We now invoke Lemma 4 with ε “ S´2.
Note that condition (15) does hold, as ε “ S´2 ď 1{pS ´ 1q “ 1{pkmaxpUq ´ 1q.
Combining Lemma 4 and Lemma 1, we conclude that PoApdq ě wpUq ě d{5 log d.
4 Proof of Lemma 1
We shall describe packings in terms of words of certain languages. For that, we
define the languages we are interested in, show the properties we require, and
then prove their existence. Owing to space limitation, we present only an outline
of the proof of Lemma 1.
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4.1 Separated families of languages
Let an integer d ě 2 be fixed. We consider sets of words Lk Ă rksd “ t1, . . . , kud
for k ě 2. We refer to such Lk as languages or k-languages. Such languages Lk
will specify ‘positions’ where we shall place Qdkpεq in certain packings (roughly
speaking, for each w P Lk, we put a certain copy Qpwq of Qdkpεq in our packings
(see (18)–(24) for the definition of Qpwq)).
We now introduce some conditions on the Lk that will help us make sure that
we have a packing when we consider the Qpwq (w P Lk) all together.
Definition 4 (Gapped languages). Suppose k ě 2 and let a k-language Lk Ă
rksd be given. We say that Lk misses j at coordinate i0 if every word w “
pwiq1ďiďd in Lk is such that wi0 ‰ j. Furthermore, Lk is said to be gapped if,
for each 1 ď i ď d, either Lk misses k ´ 1 at i or Lk misses k at i.
The reason we are interested in gapped languages is as follows. Suppose Lk
is a gapped language as in Definition 4, and suppose w “ pwiq1ďiďd and w1 “
pw1iq1ďiďd are distinct words in Lk. Then Qpwq and Qpw1q do not overlap (this
can be checked from (23) and Fact 4(ii ); see Lemma 6(i)). Thus, if we let Pk be
the collection of the Qpwq (w P Lk), then Pk is a packing. We now introduce a
certain notion of ‘compatibility’ between two languages Lk and Lk1 , so that Pk
and Pk1 can be put together to obtain a packing if they come from ‘compatible’
languages Lk and Lk1 .
Definition 5 (Separated languages). Suppose 2 ď k ă k1 and Lk Ă rksd
and Lk1 Ă rk1sd are given. We say that Lk and Lk1 are separated if, for any w “
pwiq1ďiďd P Lk and any w1 “ pw1iq1ďiďd P Lk1 , there is some i such that wi ă
k ă k1 “ w1i.
Suppose Lk and Lk1 are gapped and separated. Consider the corresponding
packings Pk and Pk1 as above. Fact 4(i ) and (23) imply that PkYPk1 is a packing.
To check this, let w “ pwiq1ďiďd P Lk and any w1 “ pw1iq1ďiďd P Lk1 be given.
Then, by definition, there is some i such that wi ă k ă k1 “ w1i. This implies
that Qpwq “ Qpkqpwq and Qpw1q “ Qpk1qpw1q are disjoint ‘in the ith dimension’
(see Fact 4(i ) and Lemma 6(i)).
Definition 6 (Separated families). Let L “ pLkq2ďkďS be a family of k-lan-
guages Lk Ă rksd. If, for every 2 ď k ă k1 ď S, the languages Lk and Lk1 are
separated, then we say that L is a separated family of languages.
Remark 1. For 2 ď k ď d, let Lk “
 
w “ pwiq1ďiďk P rksd : wk “ k and wi ă
k for all i ‰ k(. One can then check that L “ pLkq2ďkďd is a family of gapped,
separated languages. Consider the packing P “ Ť2ďkďd Pk with the Pk defined
by the Lk as above. We have νkpPq “ |Lk| “ pk´1qd´1 (recall (10)) and wpPq “ř
2ďkďd 1{pk´ 1q „ log d (recall (11)). The existence of P implies a weak form of
Theorem 1 (namely, a lower bound of Ωplog dq instead of Ωpd{ log dq); for details,
see the proof of Theorem 1 in Appendix A.
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Remark 1 above illustrates the use we wish to make of families of gapped,
separated languages. Our focus will soon shift onto producing much ‘better’
families than the one explicitly defined in Remark 1. Indeed, the main result in
this section is the following lemma, for which we give a probabilistic proof (see
Section 5 and Appendix D).
Lemma 5 (Many large, separated gapped languages). There is an ab-
solute constant d0 such that, for any d ě d0, there is a separated family L “
pLkq2ďkďS of gapped k-languages Lk Ă rksd such that
|Lk| ě 10
11
pk ´ 1qd, (16)
for every 2 ď k ď S, where
S “
R
2d
9 log d
V
. (17)
Fix L “ pLkq2ďkďS a family of separated, gapped k-languages Lk Ă rksd.
We shall now give, for every sufficiently small ε ą 0, the construction of a
packing Uε “ UεpLq of d-hypercubes into the unit bin r0, 1sd using L. Choosing L
suitably, we shall be able to prove Lemma 7 below, which takes us very close to
the proof of Lemma 1.
The packing Uε. The packing Uε “ UεpLq contains copies of the hyper-
cubes Qdkpεq for 2 ď k ď S. In fact, for each w P Lk (2 ď k ď S), we place a
copy Qpwq of Qdkpεq in Uε. To specify the location of the copy Qpwq of Qdkpεq
in Uε, we need a definition.
Definition 7 (Base point coordinates of the Qpwq). For every k ě 2
and 0 ă ε ă 1{pk ´ 1q, let
xpkqpjq “ xpkqε pjq “
$’&’%
j ´ 1
k´
“ pj ´ 1qp1` εq
k
, if 1 ď j ă k
1´ 1
k´
“ 1´ 1` ε
k
, if j “ k.
(18)
Moreover, for 1 ď j ď k, let
ypkqpjq “ xpkqpjq ` 1
k´
“ xpkqpjq ` 1` ε
k
. (19)
Note that, for each 2 ď k ď S, we have
0 “ xpkqp1q ă ypkqp1q “ xpkqp2q ă ypkqp2q “ xpkqp3q ă ¨ ¨ ¨ ă ypkqpk ´ 2q
“ xpkqpk ´ 1q ă xpkqpkq ă ypkqpk ´ 1q ă ypkqpkq “ 1. (20)
For convenience, for every k ě 2 and every 1 ď j ď k, let
Ipkqpjq “ pxpkqpjq, ypkqpjqq Ă r0, 1s. (21)
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Now, for each word w “ pwiq1ďiďd P Lk (2 ď k ď S), let
xrws “ xpkqrws “ pxpkqpw1q, . . . , xpkqpwdqq P Rd, and (22)
Qpwq “ Qpkqpwq “ xpkqrws `Qdkpεq Ă r0, 1sd. (23)
Putting together the definitions, one checks that
Qpwq “ Qpkqpwq “ Ipkqpw1q ˆ ¨ ¨ ¨ ˆ Ipkqpwdq
“ `xpkqpw1q, ypkqpw1q˘ˆ ¨ ¨ ¨ ˆ `xpkqpwdq, ypkqpwdq˘ Ă r0, 1sd. (24)
Definition 8 (Packing Uε “ UεpLq). Suppose L “ pLkq2ďkďS is a family
of separated, gapped k-languages Lk Ă rksd. Let 0 ă ε ď S´2. Define the
packing Uε “ UεpLq as follows. For each 2 ď k ď S and each w P Lk, place the
copy Qpwq “ Qpkqpwq Ă r0, 1sd of Qdkpεq in Uε.
To prove that Uε is indeed a packing, that is, that the hypercubes in Uε are
pairwise disjoint, the following fact can be used (see Appendix D).
Fact 4 The following assertions hold.
(i ) Suppose 2 ď k ă k1 ď S and 0 ă ε ď S´2. Then
ypkqpk ´ 1q ă xpk1qpk1q. (25)
In particular, the intervals Ipkqpjq p1 ď j ă kq are disjoint from Ipk1qpk1q.
(ii ) For any 2 ď k ď S, the intervals Ipkqpjq p1 ď j ď kq are pairwise disjoint,
except for the single pair formed by Ipkqpk ´ 1q and Ipkqpkq.
For the next lemma, recall (8) and (10), and Definition 3.
Lemma 6. Suppose L “ pLkq2ďkďS is a family of separated, non-empty gapped
k-languages Lk Ă rksd. Suppose 0 ă ε ď S´2. Let Uε “ UεpLq be the family of all
the hypercubes Qpwq “ Qpkqpwq Ă r0, 1sd with w P Lk and 2 ď k ď S. Then the
following assertions hold: (i) the hypercubes in Uε are pairwise disjoint and form
a packing of type p1 ` εqZ´1ě2; (ii) for every 2 ď k ď S, we have νkpUεq “ |Lk|;
(iii) |KpUεq| “ S ´ 1.
Lemma 7. There is an absolute constant d0 for which the following holds for
any d ě d0. Let S “ r2d{p9 log dqs. The unit bin admits a packing U of type
p1` S´2qZ´1ě2 and with kmaxpUq “ S such that wpUq ě p10{11qpS ´ 1q.
Lemma 7 is an immediate corollary of Lemmas 5 and 6. From it, the proof of
Lemma 1 follows easily: taking the packing U given in this lemma, we have that
wpUq ě p10{11qpS ´ 1q ě d{p5 log dq, as long as d is large enough.
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5 Proof of Lemma 5
We need the following auxiliary fact, which follows from standard Chernoff bounds
for the hypergeometric distribution.
Fact 5 There is an absolute constant d0 such that, for any d ě d0, there are
sets F1, . . . , Fd Ă rds such that (i) for every 1 ď k ď d, we have |Fk| “ rd{2s and
(ii) for every 1 ď k ă k1 ď d, we have |Fk X Fk1 | ă 7d{26.
We now proceed to prove Lemma 5. Let S “ r2d{9 log ds and let F1, . . . , Fd be
as in Fact 5. In what follows, we only use Fk for 2 ď k ď S. For each 2 ď k ď S,
we shall construct Lk Ă rksd in two parts. First, let
L1k Ă prksr tk´ 1uqFk “ tw “ pwiqiPFk : wi P rksr tk´ 1u for all i P Fku (26)
and then set
Lk “ L1k ˆ rk ´ 1srdsrFk
“ tw “ pwiq1ďiďd : Dw1 “ pw1iqiPFk P L1k such that wi “ w1i for all i P Fk
and wi P rk ´ 1s for all i P rdsr Fku.
(27)
Note that, by (26) and (27), the k-language Lk will be gapped (k ´ 1 is missed
at every i P Fk and k is missed at every i P rds r Fk). We shall prove that
there is a suitable choice for the L1k with |L1k| ě p10{11qpk ´ 1qd ensuring
that L “ pLkq2ďkďS is separated. Since we shall then have
|Lk| “ |L1k|pk ´ 1qd´|Fk| ě 1011 pk ´ 1q
d, (28)
condition (16) will be satisfied. We now proceed with the construction of the L1k.
Fix 2 ď k ď S. For 2 ď ` ă k, let
Jp`, kq “ Fk r F`, (29)
and note that
|Jp`, kq| ą
R
d
2
V
´ 7
26
d ě 3
13
d. (30)
Let v “ pviqiPFk be an element of prksr tk ´ 1uqFk chosen uniformly at random.
For every 2 ď ` ă k, we say that v is `-bad if vi ‰ k for every i P Jp`, kq.
Moreover, we say that v is bad if it is `-bad for some 2 ď ` ă k. It is clear that
Ppv is `-badq “
ˆ
1´ 1
k ´ 1
˙|Jp`,kq|
ď e´|Jp`,kq|{S ď exp
ˆ
´ 3d
13r2d{9 log ds
˙
ď d´1,
(31)
for every large enough d, whence
Ppv is badq ď Sd´1 ď 1
4 log d
ď 1
11
(32)
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if d is large enough. Therefore, at least p10{11qpk´1q|Fk| words v P prksrtk´1uqFk
are not bad, as long as d is large enough. We let L1k Ă prksr tk ´ 1uqFk be the
set of such good words. The following claim completes the proof of Lemma 5.
Claim. With the above choice of L1k p2 ď k ď Sq, the family L “ pLkq2ďkďS of
the languages Lk as defined in (27) is separated.
Proof. Fix 2 ď ` ă k ď S. We show that L` and Lk are separated. Let u “
puiq1ďiďd P L` and w “ pwiq1ďiďd P Lk be given. By the definition of Lk, there
is v “ pviqiPFk P L1k such that wi “ vi for all i P Fk. Furthermore, since v P L1k
is not a bad word, it is not `-bad. Therefore, there is i0 P Jp`, kq “ Fk r F` for
which we have vi0 “ k. Observing that i0 R F` and recalling the definition of L`,
we see that ui0 ă ` ă k “ vi0 “ wi0 , as required.
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Appendix. Omitted proofs
A Proof of Theorem 1
Let A be any algorithm for the online bounded space d-hypercube bin pack-
ing problem. Let M be the maximum number of bins that A is allowed to
leave open during its execution. To prove that A has asymptotic performance
ratio Ωpd{ log dq, we construct a suitable instance I for A.
Let a packing U as in the statement of Lemma 1 be fixed. The instance I
will be constructed by choosing a suitable integer N and then arranging the
hypercubes in 2MN copies of U in a linear order, with all the hypercubes of the
same size appearing together. Let us now formally describe I.
Let
N “
ź
kPKpUq
pk ´ 1qd (33)
and, for every k P KpUq, let
Npk “ Npk ´ 1qd “
ź
k1PKpUqrtku
pk1 ´ 1qd. (34)
Recall that U contains νkpUq copies of Qdkpεq for every k P KpUq. Let K “ |KpUq|
and suppose KpUq “ tk1, . . . , kKu. The instance I that we shall construct is the
concatenation ofK segments, say I “ I1 . . . IK , with each segment I` (1 ď ` ď K)
composed of a certain number of copies of Qdk`pεq. For every 1 ď ` ď K, set
fp`q “ 2MNνk`pUq, (35)
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and
I` “ pQdk`pεq, . . . , Qdk`pεqq “ Qdk`pεqfp`q. (36)
That is, I` is composed of a sequence of fp`q copies of Qdk`pεq. This completes
the definition of our instance I.
Let us first state the following fact concerning the offline packing of the
hypercubes in I. This fact is clear, as we obtained I by rearranging the hypercubes
in 2MN copies of U .
Fact 6 The hypercubes in I can be packed into at most 2MN unit bins.
We now prove that, when A is given the instance I above, it will have
performance ratio at least as bad as wpUq{2. In view of (13) in Lemma 1, this
will complete the proof of Theorem 1.
Let us examine the behaviour of A when given input I. Fix 1 ď ` ď K
and suppose A has already seen the hypercubes in I1 . . . I`´1 and it has already
packed them somehow. We now consider what happens when A examines the fp`q
hypercubes in I`, which are all copies of Qdk`pεq.
Clearly, since ε ą 0, the fp`q copies of Qdk`pεq in I` cannot be packed into
fewer than
fp`q
pk` ´ 1qd “
2MNνk`pUq
pk` ´ 1qd “ 2MNpkνk`pUq ěMNpkνk`pUq `M (37)
unit bins. Therefore, even if some hypercubes in I` are placed in bins still
left open after the processing of I1 . . . I`´1, the hypercubes in I` will add at
least MNpkνk`pUq new bins to the output of A. Thus, the total number of bins
that A will use when processing I is at leastÿ
kPKpUq
MNpkνkpUq “MN ÿ
kPKpUq
pk ´ 1q´dνkpUq “MN wpUq. (38)
In view of Fact 6, it follows that the asymptotic performance ratio of A is at
least
MN wpUq
2MN
“ 1
2
wpUq, (39)
as required. This completes the proof of Theorem 1.
B Proofs of Section 3
We start with the proof of Lemma 3, which depends on the following simple
result.
Proposition 1. Suppose d ě 2, ` ě k ` 1 and k ą 1. Thenˆ
1´ 1
k
˙d
` 1
`d
ă
ˆ
1´ 1
`
˙d
. (40)
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Proof. Inequality (40) is equivalent to
`dpk ´ 1qd ` kd ă p`´ 1qdkd. (41)
That is, `
`dpk ´ 1qd ` kd˘1{d ă p`´ 1qk. (42)
Since d ě 2, we have`
`dpk ´ 1qd ` kd˘1{d ď ``2pk ´ 1q2 ` k2˘1{2 . (43)
Therefore, it suffices to prove that (42) holds for d “ 2, that is,
`2pk ´ 1q2 ` k2 ă p`´ 1q2k2. (44)
A quick calculation shows that (44) is equivalent to
p2k ´ 1q ` ą 2k2. (45)
Since 2 ă k ` 1 ď `, we conclude that (44) holds, and this completes the proof.
Proof. [Proof of Lemma 3] Recall that, for any integer q, we let q´ “ q´ε “
q{p1` εq. Let 2 ď k ă ` be integers and suppose P includes a packing Upkq of
type Hdkpεq and a packing Up`q of type Hd` pεq. It suffices to show that the cost of
a copy of Qd` pεq within Up`q is smaller than the cost that it would incur if it were
moved into Upkq. Recall that the volume of Qdkpεq is p1` εqd{kd “ 1{kd´. Thus,
we have to show the following inequality:
1{`d´
pk ´ 1qd{kd´ ` 1{`d´
ą 1{`
d´
p`´ 1qd{`d´
, (46)
which is equivalent to ˆ
k ´ 1
k´
˙d
` 1
`d´
ă
ˆ
`´ 1
`´
˙d
, (47)
which, in turn, is equivalent toˆ
k ´ 1
k
˙d
` 1
`d
ă
ˆ
`´ 1
`
˙d
(48)
(recall that q´ “ q{p1` εq). Inequality (48) is precisely inequality (40) asserted
in Proposition 1.
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Proof. [Proof of Lemma 4] Let U be a packing as in the statement of Lemma 4.
We shall again use the quantities N and Npk as defined in (33) and (34). Consider
the packing P “ pU1, . . . ,UN q, where each Un (1 ď n ď N) is a copy of U . Fix k P
KpUq. Let νkpPq be the total number of copies of Qdkpεq in P. Then νkpPq “
NνkpUq “ Npkpk ´ 1qdνkpUq. In view of (15) (recall the observation just after
Definition 2), the νkpPq copies of Qdkpεq in P may be arranged into νkpPq{pk ´
1qd “ NpkνkpUq copies of packings of type Hdkpεq. Doing this for every k P KpUq,
and taking the resulting collection of packings of type Hdkpεq (k P KpUq), we
obtain a packing P 1 of all the hypercubes in P. Clearly,
(i ) P 1 is a packing of type Hdpεq and
(ii ) the number of bins in P 1 is
|P 1| “
ÿ
kPKpUq
NpkνkpUq “ N ÿ
kPKpUq
pk ´ 1q´dνkpUq “ N wpUq. (49)
Lemma 3 and (i ) tell us that P 1 is a Nash equilibrium. On the other hand, the
fact that P uses N bins and (ii ) tell us that
PoApdq ě |P
1|
|P| “
N wpUq
N
“ wpUq, (50)
as required.
C Proof of Theorem 3 stated in Section 1
Theorem 3 follows from Lemma 2 and the next two lemmas. These lemmas are
the analogue of Lemmas 3 and 4 for the strong price of anarchy.
Definition 9 (Packings of type Hd2`pεq). A packing P “ pU1,U2, . . . q is said
to be of type Hd2`pεq if for each i there is some integer k ě 1 such that Ui is a
packing of type Hd2kpεq.
Lemma 8. Let d ě 2 and ε ą 0 be given. Any packing P “ pU1,U2, . . . q of
type Hd2`pεq is a strong Nash equilibrium.
Proof. The proof is by contradiction. Suppose there is a packing P of type Hd2`pεq
that is not a strong Nash equilibrium. Recall that P is a homogeneous packing
and each bin in P has the maximum number of identical copies of Qdkpεq, where
k “ 2t, for some t. Let S be a set of hypercubes (coalition) that can migrate to
another bin, say B1, decreasing the cost of each of its items. Let h be a smallest
hypercube in S. Suppose h is in bin B, and has side length sphq. Since h can
migrate to bin B1, it follows that sphq is smaller than (and also divides) the
side length sph1q of any item h1 in B1. Thus, we can replace each hypercube h1
originally in B1 by psph1q{sphqqd hypercubes of side length sphq, with the same
total volume. Likewise, each hypercube h1 P S that migrates to B1 can be replaced
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by psph1q{sphqqd hypercubes of side length sphq. After this replacement, the new
equivalent packing configuration of bin B1 has only hypercubes of side length
sphq, and has an occupied volume larger than the occupied volume of bin B
(before the migration), a contradiction, because bin B had the best possible
occupied volume with items of side length sphq.
Lemma 9. If U is a packing of d-hypercubes into a unit bin of type p1` εqZ´1
2` ,
where
0 ă ε ď 1
kmaxpUq ´ 1 , (51)
then SPoApdq ě wpUq.
Lemma 9 follows from Lemma 8, in the same way that Lemma 4 follows from
Lemma 3.
The proof of Theorem 3 follows from Lemmas 2 and 9 in the same way that
Theorem 2 follows from Lemmas 1 and 4.
D Proofs of Section 4 (Proof of Lemma 1)
Proof. [Proof of Fact 4] Assertion (ii ) is clear (recall (20)). The second assertion
in (i ) follows from inequality (25), and therefore it suffices to verify that inequality.
We have ypkqpk ´ 1q “ xpkqpk ´ 1q ` 1{k´ “ pk ´ 1q{k´ “ 1 ` ε ´ p1 ` εq{k.
Moreover, xpk1qpk1q “ 1´ 1{pk1q´ “ 1´ p1` εq{k1. Therefore, (25) is equivalent
to
ε ă p1` εq
ˆ
1
k
´ 1
k1
˙
. (52)
Since k ` 1 ď k1 ď S and ε ď S´2, inequality (52) does hold.
Proof. [Proof of Lemma 6] Let us check that theQpwq in Uε are indeed pairwise
disjoint. Let w “ pwiq1ďiďd P Lk and w1 “ pw1iq1ďiďd P Lk1 with 2 ď k ď k1 ď S
with w ‰ w1 be given, and consider Qpwq “ Qpkqpwq and Qpw1q “ Qpk1qpw1q. We
have to show that
Qpwq XQpw1q “ ∅. (53)
Suppose first that k “ k1. In that case, both w and w1 are in Lk “ Lk1 .
Since w ‰ w1, there is some 1 ď i ď d such that wi ‰ w1i. Furthermore, since Lk
is gapped, either k ´ 1 or k is missed by Lk at i. In particular, the pair twi, w1iu
cannot be the pair tk ´ 1, ku and therefore
Ipkqpwiq X Ipkqpw1iq “ ∅ (54)
(recall Fact 4(ii )). Expression (24) applied to Qpwq and Qpw1q, together with (54),
confirms (53) when k “ k1.
Suppose now that k ă k1. Since Lk and Lk1 are separated, there is some 1 ď
i0 ď d such that wi0 ă k ă k1 “ w1i0 . Fact 4(i ) tells us that
Ipkqpwi0q X Ipk
1qpw1i0q “ ∅. (55)
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Expression (24) applied to Qpwq and Qpw1q, together with (55), confirms (53) in
this case also. We therefore conclude that Uε is indeed a packing.
The hypercubes in Uε are copies of the hypercubes Qdkpεq for 2 ď k ď S,
and therefore Uε is a packing of type p1 ` εqZ´1ě2. This concludes the proof of
assertion 6(i). Assertions 6(ii) and 6(iii) are clear.
Lemma 7 is an immediate corollary of Lemmas 5 and 6.
Proof. [Proof of Lemma 1] Let U be as given in Lemma 7. We claim that U
will do. In fact,
wpUq ě 10
11
ˆR
2d
9 log d
V
´ 1
˙
ě d
5 log d
, (56)
where the last inequality holds as long as d is large enough. This completes the
proof of Lemma 1.
E Proof of Fact 5
Let r “ rd{2s. We select each Fk (1 ď k ď d) among the r-element subsets of rds
uniformly at random, with each choice independent of all others. Let s “ 7d{26.
Note that, for any k ‰ k1, we have Ep|Fk X Fk1 |q “ r2{d. Let λ “ r2{d. Let
t “ s´ λ ě s´ pd{2` 1q2{d ě 7d
26
´ 1
d
ˆ
d2
4
` d` 1
˙
ě d
52
´ 2 ě d
53
, (57)
as long as d is large enough. We may now apply a Chernoff bound for the hyper-
geometric distribution (see, for example, [24, Theorem 2.10, inequality (2.12)])
to see that
Pp|Fk X Fk1 | ě sq “ Pp|Fk X Fk1 | ě λ` tq ď exp
ˆ
´2pd{53q
2
rd{2s
˙
ď e´3d{532 (58)
for every large enough d. Therefore, the expected number of pairs tk, k1u (1 ď
k ă k1 ď d) for which |Fk X Fk1 | ě s is less than d2 expp´3d{532q, which tends
to 0 as dÑ8. Therefore, for any large enough d, a family of sets F1, . . . , Fd as
required does exist.
F Proof of Lemma 2
The packing Uε,2` . The construction of Uε,2` “ Uε,2`pLq will be based on a
variant of Lemma 5 (namely, Lemma 10), to be stated in a short while. Let
S1 “ rlog2 d´ log2 log d´ 3s . (59)
For 2 ď k ď S1, let tpkq “ 2k´1. Moreover, let T pS1q “ ttpkq : 2 ď k ď S1u “
t2, 22, . . . , 2S1´1u.
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Lemma 10 (Many large, separated gapped languages (variant)). There
is an absolute constant d0 such that, for any d ě d0, there is a separated family L “
pLtqtPT pS1q of gapped t-languages Lt Ă rtsd, where S1 is as in (59), and
|Lt| ě 10
11
pt´ 1qd (60)
for every t P T pS1q.
The proof of Lemma 10 is very similar to the proof of Lemma 5, and is omitted
here. With Lemma 10 at hand, we may define the packing Uε,2` . Let languages Lt
(t P T pS1q) as in Lemma 10 be fixed. For each w P Lt, we consider xrws “ xptqrws
as defined in (22), namely,
xrws “ xptqrws “ pxptqpw1q, . . . , xptqpwdqq P Rd. (61)
Furthermore, we consider Qpwq “ Qptqpwq as defined in (23), namely,
Qpwq “ Qptqpwq “ xptqpwq `Qdt pεq Ă r0, 1sd. (62)
We now define the packing Uε,2` .
Definition 10 (Packing Uε,2` “ Uε,2`pLq). Suppose L “ pLtqtPT pS1q is a fam-
ily of separated, gapped t-languages Lt Ă rtsd. Let 0 ă ε ď 2´2pS1´1q. Define the
packing Uε,2` “ Uε,2`pLq as follows. For each t P T pS1q and each w P Lt, place
the copy Qpwq “ Qptqpwq Ă r0, 1sd of Qdt pεq in Uε,2` .
We now state, without proof, the analogue of Lemma 6 for Uε,2`
Lemma 11. Suppose L “ pLtqtPT pS1q is a family of separated, non-empty gapped
t-languages Lt Ă rtsd. Suppose 0 ă ε ď 2´2pS1´1q. Let Uε,2` “ Uε,2`pLq be the
family of all the hypercubes Qpwq “ Qptqpwq Ă r0, 1sd with w P Lt and t P T pS1q.
Then the following assertions hold.
(i ) The hypercubes in Uε,2` are pairwise disjoint and form a packing of type
p1` εqZ´1
2` .
(ii ) For every t P T pS1q, we have νtpUε,2`q “ |Lt|.
(iii ) We have |KpUε,2`q| “ S1 ´ 1.
The following result is an immediate corollary of Lemmas 10 and 11.
Lemma 12. There is an absolute constant d0 for which the following holds for
any d ě d0. Let
S1 “ rlog2 d´ log2 log d´ 3s (63)
and ε “ 2´2pS1´1q. The unit bin admits an pS1 ´ 1, 10{11q-good packing U of type
p1` εqZ´1
2` and with kmaxpUq “ 2S
1´1.
The proof of Lemma 2 follows from Lemma 12 in the same way that the proof
of Lemma 1 follows from Lemma 7.
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G Upper bound for the prices of anarchy
It is not difficult to obtain a simple upper bound for the price of anarchy of the
selfish hypercube bin packing game. Such a bound can be obtained using the
following result.
Theorem 7 (Meir and Moser [25]). Every set S of d-hypercubes whose largest
hypercube has side length ` ď 1 can be packed into a unit bin if VolpSq ď
`d ` p1´ `qd, where VolpSq is the total volume of the hypercubes in S.
Proposition 2. For the prices of anarchy of the selfish d-hypercube bin packing
game, we have
SPoApdq ď PoApdq ď 2d. (64)
Proof. The fact that SPoApdq ď PoApdq follows directly from the definitions. We
therefore only address the second inequality in (64). Let P “ tB1, . . . , Bku be a
packing that is a Nash equilibrium, where each Bi is a packing into a unit bin.
The proof is based on volume arguments. We prove that each bin in P has volume
occupation of at least 1{2d, except possibly for one bin. For simplicity, if B is a
packing, we denote by VolpBq the total volume of the hypercubes in B, and by
HpBq the set of hypercubes in B. Let P 1 “ tB P P : VolpBq ă 1{2du. We will
prove that |P 1| is at most 1. First, note that, if B P P 1 then, the side length of any
hypercube in B is smaller than 1{2. The proof is by contradiction. Suppose there
are at least two distinct bins B1, B2 P P 1 such that 1{2d ą VolpB1q ě VolpB2q,
and let b P HpB2q. Since P is a Nash equilibrium, HpB1q Y tbu cannot be packed
in only one bin. If ` “ maxtsphq : h P HpB1q Y tbuu, by Theorem 7 we conclude
that
VolpHpB1q Y tbuq ą `d ` p1´ `qd. (65)
Thus,
VolpB1q ą p1´ `qd ` `d ´Volptbuq ě p1´ `qd ě 1{2d, (66)
a contradiction to the choice of B1. Therefore, there is at most one bin in P 1
(and consequently at most one bin in P with volume occupation smaller than
1{2d) and we can conclude that |P| ď 2dVolpHpPqq ` 1 ď 2dOPTpHpPqq ` 1.
This completes the proof.
Exponentially better upper bounds than the one in Proposition 2 can be
proved for SPoApdq. However, we do not quite see how to close the exponential
gap between our lower and upper bounds (in fact the gap is doubly exponential
in the case of SPoApdq). We shall address these topics elsewhere.
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