We introduce a new general class of statistical tests. The class contains Neyman's smooth tests and data-driven efficient score tests as special examples. We prove general consistency theorems for the tests from the class. The paper shows that the tests can be applied for simple and composite parametric, semi-and nonparametric hypotheses. Our tests are additionally incorporated with model selection rules. The rules allow to modify the tests by changing the penalty.
More generally, L p −distance based tests, as well as graphical tests based on confidence bands, usually belong to this type. Although, these tests works and are capable of giving very good results, but each of these tests is asymptotically optimal only in a finite number of directions of alternatives to a null hypothesis (see Nikitin (1995) ).
Nowadays, there is an increasing interest to the second approach of constructing test statistics. The idea of this approach is to construct tests in such a way that the tests would be asymptotically optimal in some sense, or most powerful, at least in a reach enough set of directions. Test statistics constructed following this approach are often called score test statistics. The pioneer of this approach was Neyman (1937) . See also, for example, Wilks (1938) , Le Cam (1956) , Neyman (1959) , Cox and Hinkley (1974) , Bickel and Ritov (1992) , Ledwina (1994) for subsequent developments and improvements, and Fan et al. (2001) , Bickel et al. (2006) and Li and Liang (2007) for recent results in the field. This approach is also closely related to the theory of efficient (adaptive) estimation - Bickel et al. (1993) , Ibragimov and Has ′ minskiȋ (1981) . Additionally, it was shown, at least in some basic situations, that data-driven score tests are asymptotically optimal in the sense of intermediate efficiency in an infinite number of directions of alternatives (see Inglot and Ledwina (1996) ) and show good overall performance in practice (Kallenberg and Ledwina (1995) , ).
Another important line of development in the area of optimal testing concerns with minimax testing, see Ingster (1993) ), and adaptive minimax testing, see Spokoiny (1996) . Those tests are optimal in a certain minimax imsart-aos ver. 2007/04/13 file: NT_AOS_2.tex date: February 1, 2008 sense against wide classes of nonparametric alternatives. We do not discuss minimax testing theory in this paper, except for Remark 21 below. See Bickel et al. (2006) for a recent general overview of this and other existing theories of statistical testing, and a discussion of some advantages and disadvantages of different classes of testing methods.
This paper attempts to generalize the theory of data-driven score tests.
The classical score tests have been substantially generalized in recent statistical literature: see, for example, the generalized likelihood ratio statistics for nonparametric models in Fan et al. (2001) , tailor-made tests in Bickel et al. (2006) and the semiparametric generalized likelihood ratio statistics in Li and Liang (2007) . The situation is similar to the one in estimation theory: there is a classical estimation method based on the use of maximum likelihood equations, and there is a more general method of M-estimation.
In this paper we propose a generalization of the theory of data-driven score tests. We introduce the notions of NT-and GNT-tests, generalizing the concepts of Neyman's smooth test statistics and data-driven score tests, for both simple and composite hypotheses. The main goal of this paper is to give an unified approach for proving consistency of NT-and GNT-tests.
Usually proofs of consistency for data-driven tests consists of two parts: 1) establishing large deviation inequalities for the test statistic 2) deriving consistency of the test from these inequalities.
Our method gives the tool to pass through step 2 automatically. Additionally, the method allows a lot of freedom in the choice of penalties, dimension growth rates and flexibility in model regularity assumptions.
The method is applicable to dependent data and statistical inverse probimsart-aos ver. 2007/04/13 file: NT_AOS_2.tex date: February 1, 2008 lems. We conjecture (and provide some initial support for this claim in the paper) that both semi-and nonparametric generalized likelihood ratio statistics from Fan et al. (2001) and Li and Liang (2007) , score processes from Bickel et al. (2006) , and empirical likelihood from Owen (1988) , could be used to build consistent data-driven NT-and GNT-tests.
Moreover, for any NT-or GNT-test, we have an explicit rule to determine, for every particular alternative, whether the test will be consistent against this alternative. This rule allows us to describe, in a closed form, the set of "bad" alternatives for every NT-and GNT-test. In Section 2, we describe the framework and introduce a class of SNTstatistics. In Section 3, we propose a general definition of a model selection rule. Section 4 is devoted to the definition of NT-statistics. This is the main concept of this paper. In Section 5, we study behaviour of NT-statistics for the case when the alternative hypothesis is true, while in Section 6 we investigate what happens under the null hypothesis. In the end of Section 6, a consistency theorem for NT-statistics is given. Section 7 is devoted to some direct applications of our method. In Section 8, a new notion concerning the use of quadratic forms in statistics is introduced. This section is somewhat auxiliary for this paper. In Section 9, we introduce a notion of GNT-statistics. This notion generalizes the notion of score tests for composite hypotheses. We prove a general consistency theorem for GNT-statistics.
2. Notation and basic assumptions. Let X 1 , X 2 , . . . be a sequence of random variables with values in an arbitrary measurable space X. Suppose that for every m the random variables X 1 , . . . , X m have the joint distribution P m from the family of distributions P m . Suppose there is a given functional F acting from the direct product of the families ⊗ ∞ m=1 P m = (P 1 , P 2 , . . .)
to a known set Θ, and that F(P 1 , P 2 , . . .) = θ. We consider the problem of testing the hypothesis 
where n is the number of available observations Y 1 , . . . , Y n and l 1 , . . . , l k , l i : Y → R, are some known Lebesgue measurable functions. We call T k the simplified statistic of Neyman's type (or SNT-statistic).
Here l 1 , . . . , l k can be some score functions, as was the case for the classical Neyman's test, but it is possible to use any other functions, depending on the problem under consideration. We prove below that under additional assumptions it is possible to construct consistent tests of such form without using scores in (1). We will discuss different possible sets of meaningful additional assumptions on l 1 , . . . , l k below (see Sections 5 -9).
Scores (and efficient scores) are based on the notion of maximum likelihood. In our constructions it possible to use, for example, truncated, penalized or partial likelihood to build a test. In this sense, our theory generalizes the score tests theory, like M-estimation generalizes classical likelihood estimation. It is even possible to use functions l 1 , . . . , l k such that they are unrelated to any kind of a likelihood.
Example 1. Basic example of an SNT-statistic is the Neyman's smooth test statistic for simple hypotheses (see Neyman (1937) or Ledwina (1994) 
We see that Neyman's classical test statistic is an SNT-statistics.
Example 2. Partial likelihood. Cox (1975) Consider a random variable Y having the density f Y (y; θ). Let Y be transformed into the sequence
where the components may themselves be vectors. The full likelihood of the sequence (2) is
where x (j) = (x 1 , . . . , x j ) and s (j) = (s 1 , . . . , s j ). The second product is called the partial likelihood based on S in the sequence {X j , S j }. The partial likelihood is useful especially when it is substantially simpler than the full likelihood, for example when it involves only the parameters of interest and not nuisance parameters. In Cox (1975) some specific examples are given.
Assume now, for simplicity of notation, that θ is just a real parameter and that we want to test the simple hypothesis H 0 : θ = θ 0 against some class of alternatives. Define for j = 1, . . . , m functions
and σ 2 j := var(t j ). If we define l j := t j /σ j , we can form the SNT-test statistic
Consistency theorems for SNT-statistics will follow from consistency the- 3. Selection rule. Since it was shown that for applications of efficient score tests it is important to select the right number of components in the test statistic (see Bickel and Ritov (1992) , Eubank et al. (1993) , Kallenberg and Ledwina (1995) , Fan (1996) , Kallenberg (2002) R, where N is the set of natural numbers. Assume that π(1, n) < π(2, n) < . . . < π(d(n), n) for all n and π(j, n) − π(1, n) → ∞ as n → ∞ for every j = 2, . . . , d(n). Call π(j, n) a penalty attributed to the j-th model M j and the sample size n. Then a selection rule S for the sequence of statistics {T k } is an integer-valued random variable satisfying the condition
We call T S a data-driven test statistic for testing validity of the initial model.
The definition is meaningful, of course, only if the sequence {T k } is increasing in the sense that
In statistical literature, one usually tries to choose penalties such that they possess some sort of minimax or Bayesian optimality. Classical examples of the penalties constructed via this approach are Schwarz's penalty π(j, n) = j log n (see Schwarz (1978) ), and minimum description length penalties, see Rissanen (1983) . For more examples of optimal penalties and recent developments, see Abramovich et al. (2007) , Birgé and Massart (2001) or Bunea et al. (2007) . In this paper, we do not aim for optimality of the penalization; our goal is to be able to build consistent data-driven tests based on different choices of penalties. The penalization technic that we use in this paper allows for many possible choices of penalties. It seems that in our framework it is possible to use most of the penalties from the abovementioned papers. As an illustration, see Example 3 below.
Example 2 (continued). We have an interesting possibility concerning the statistic P L m . This statistic depends on the number m of components in the sequence (2). Suppose now that Y can be transformed into sequences Given a linear subspace S of some Hilbert space H, we call Gaussian linear process on S, with mean s ∈ H and variance ε 2 , any process Y indexed by S of the form
for all t ∈ S, and where Z denotes a linear isonormal process indexed by S (i.e. Z is a centered and linear Gaussian process with covariance structure
u ). Birgé and Massart considered estimation of s in this
model.
Let S be a finite dimensional subspace of S and set γ(t) = t 2 − 2Y (t).
One defines the projection estimator on S to be the minimizer of γ(t) with respect to t ∈ S. Given a finite or countable family {S m } m∈M of finite dimensional linear subspaces of S, the corresponding family of projection estimators s m , built for the same realization of the process Y, and given a nonnegative function pen defined on M, Birgé and Massart estimated s by a penalized projection estimator s = s m , where m is any minimizer with respect to m ∈ M of the penalized criterion
They proposed some specific penalties pen such that the penalized projection estimator has the optimal order risk with respect to a wide class of loss functions. The method of model selection of this paper has a relation with the one of Birgé and Massart (2001) .
In the model of Birgé and Massart γ(t) is the least squares criterion and s m is the least squares estimator of s, which is in this case the maximum likelihood estimator. Therefore s m 2 is the Neyman score for testing the hypothesis s = 0 within this model. Risk-optimizing penalties pen proposed in Birgé and Massart (2001) satisfy the conditions of Definition 2 (after the change of notations pen(m) = π(m, n); for the explicit expressions of pen ′ s see the original paper). Therefore, s m 2 is, in our terminology, the datadriven SNT-statistic. As follows from the consistency Theorem 9 below, s m 2 can be used for testing s = 0 and has a good range of consistency.
4. NT-statistics. Now we introduce the main concept of this paper.
Suppose that we are under the general setup of Section 2. 
where the mathematical expectation E 0 is taken with respect to P 0 , and P 0 is the (fixed and known in advance) distribution function of some auxilliary random variable Y, where Y is assuming its values in the space Y. Assume that E 0 l(Y ) = 0 and L is well defined in the sense that all its elements are finite. Put
We call T k a statistic of Neyman's type (or NT-statistic).
If, for example, Y ′ i s are equally distributed, then the natural choice for P 0 is their distribution function under the null hypothesis. Thus, L will be the inverse to the covariance matrix of the vector l(Y ). Such a constraction is often used in score tests for simple hypothesis. But our definitions allow to use a reasonable substitution instead of the covariance matrix. This possibility can help for testing in a semi-or nonparametric case, where instead of finding a complicated covariance in a nonparametric situation one could use P 0 from a much simpler parametric family, thus getting a reasonably working test and avoiding a considerable amount of technicalities. Of course, this P 0 will have to satisfy consistency conditions, but after that we get the consistent test regardless of the unusual choice of P 0 . Consistency conditions put a serious restriction on possible P 0 ; they are a mathematical formalization of the idea of how P 0 should be connected to Y ′ i s.
Example 2 (continued). It is possible to define by the formula (8) a version of the partial likelihood statistic P L m for the case when θ is multidimensional or even infinite dimensional. In Cox (1975) it is shown that under additional regularity assumptions E(t j ) = 0. In this case P L m will be an NT-statistic (but not an SNT-statistic).
Example 4 (trivial). If for the SNT-statistic T k defined by (1) additionally E 0 l(Y ) = 0, then T k is obviously an NT-statistic. Therefore, in most situations of interest the notion of NT-statistics is more general than the one of SNT-statistics. The first reason for introducing SNT-statistics as a special class is that for this special case there is a well-developed theory for finding asymptotic distributions of corresponding quadratic forms, and therefore there could be some asymptotic results and rates for SNT-statistics such that they are stronger than the corresponding results for NT-statistics (see Remark 1). The second reason is that there exist SNT-statistics of interest such that they are not NT-statistics. Though, they will not be studied in this paper.
Example 5. Statistical inverse problems. The most well-known example here is the deconvolution problem. This problem appears when one has noisy signals or measurements: in physics, seismology, optics and imaging, engineering. It is a building block for many complicated statistical inverse problems. It is possible to construct data-driven score tests for the problem (see Langovoy (2007b) ).
The problem is formulated as follows. Suppose that instead of X i one observes Y i , where
and ε ′ i s are i.i.d. with a known density h with respect to the Lebesgue measure λ; also X i and ε i are independent for each i and E ε i = 0, 0 < E ε 2 < ∞.
Assume that X has a density with respect to λ. Our null hypothesis H 0 is the simple hypothesis that X has a known density f 0 with respect to λ. Let us choose for every k ≤ d(n) an auxiliary parametric family {f θ }, θ ∈ Θ ⊆ R k such that f 0 from this family coincides with f 0 from the null hypothesis H 0 .
The true F possibly has no relation to the chosen {f θ }. Set 
against a wide class of alternatives. The following construction was proposed in Kallenberg and Ledwina (1999) .
). The score test statistic from Kallenberg and Ledwina (1999) is
where R i stands for the rank of X i among X 1 , . . . , X n and S i for the rank of
Under the null hypothesis L k = E k×k , and The selection rule proposed in Kallenberg and Ledwina (1999) to choose the number of components k in T k was (12)
This selection rule satisfies Definition 2, and so the data-driven statistic T S from Kallenberg and Ledwina (1999) is a data-driven NT-statistic.
5. Alternatives. Now we shall investigate consistency of tests based on data-driven NT-statistics. In this section we study the behavior of NTstatistics under alternatives.
We impose additional assumptions on the abstract model of Section 2. 
exists. Another assumption we impose is that l(Y i ) ′ s satisfy both the law of large numbers and the multivariate central limit theorem, i.e. that for the
where L is defined by (7) and N (0, L −1 ) denotes the k−dimensional normal distribution with mean 0 and covariance matrix L −1 .
These assumptions put a serious restriction on the choice of the function l and leave us with a uniquely determined P 0 . In this paper we are not using the full generality of Definition 3. Nonetheless, random variables of interest X 1 , . . . , X n are still allowed to be arbitrarily dependent and nonidentically distributed, and their transformed counterparts Y 1 , . . . , Y n are still allowed to be dependent. Now we formulate the following consistency condition:
where l 1 , . . . , l k are as in Definition 3.
We assume additionally (without loss of generality) that theorem, we have to modify our notations a little bit. We remind that in Definition 3 L is a k × k−matrix. Below we will sometimes need to denote it L k in order to stress the model dimension. Accordingly, ordered eigenvalues of L k will be denoted λ
We have the sequence of matrices {L k } ∞ k=1 and each matrix has its own eigenvalues. When it will be possible, we will use the simplified notation from Definition 3.
Theorem 3. Let C and (14) holds and
Remark 4. Condition (15) means that not only n tends to infinity, but that it is also possible for k to grow infinitely, but at the controlled rate. Now suppose that the alternative distribution P is such that C is satisfied and that there exists a sequence {r n } ∞ n=1 such that lim n→∞ r n = ∞ and
Note that in A we do not require uniformity in y, i.e. r n gives us the rate, but the exact bound can depend on y. In some sense condition A is a way to make the weak law of large numbers for l K (Y i ) ′ s more precise. As an illustration, we prove the next lemma. Theorem 6. Let A , C , (14) and (15) holds and
Then T S → P ∞ as n → ∞ .
6. The null hypothesis. Now we study the asymptotic behavior of data-driven NT-statistics under the null hypothesis. We need one more definition first.
Definition 4. Let {T k } be a sequence of NT-statistics and S be a selection rule for it. Suppose that λ 1 ≥ λ 2 ≥ . . . are ordered eigenvalues of L, where L is defined by (7). We say that the penalty π(k, n) in S is of proper weight, if the following conditions holds:
1. there exists sequences of real numbers {s(k, n)}
where {u n } ∞ n=1 is some real sequence such that lim n→∞ u n = ∞.
where {m n } ∞ n=1 is some real sequence such that lim n→∞ m n = ∞.
For notational convenience, we define for l = (l 1 , . . . , l k ) from Definition 3
and, using the notation L from Definition 3, a quadratic form
The first reason for the new notation is that T k = Q k (l), where T k is the statistic from Definition 3. It is more convenient to formulate and prove Theorem 7 below using the quadratic form Q k rather than T k itself. And the main value of introducing Q k will be seen in Section 8, where Q k is the central object.
Below we use the notation of Definitions 3 and 4. 
(B)
for all k ≥ 1 and y ∈ [s(k, n); t(k, n)] , where P 0 is as in Definition 4.
We call ϕ a proper majorant for (large deviations of) the statistic T S . Equivalently, we say that (large deviations of) the statistic T S are properly majorated by ϕ.
To prove consistency of a test based on some test statistic, usually it is required to use some large deviations inequality for this test statistic. NTstatistics are no exception from this. In order to prove consistency of an NT-test, one has to choose some specific large deviations inequality to use in the proof. Part of the model regularity assumptions and the rate d(n)
will be determined by this choice. Without a general consistency theorem, if one would like to use another inequality, the proof of consistency should be started anew.
In our method it is easier to prove different types of consistency theorems. Sometimes, it is desirable to have a better rate d(n) by the cost of more restrictive regularity assumptions, arising from the use of a strong probabilistic inequality; sometimes, it is better to use a simple inequality that requires less regularity assumptions, but gives worse rate d(n). The meaning of Definitions 4 and 5 and Theorem 9 below is that one can be sure in advance that whatever inequality he chooses, he will succeed in proving a consistency theorem, provided that the chosen inequality satisfies condi-
tions (B) and (B2). Moreover, once an inequality is chosen, the rate of d(n)
is obtained from Theorem 9.
Some of the previously published proofs of consistency of data-driven tests relied heavily on the use of Prohorov's inequality. For many test statistics this inequality can't be used to estimate the large deviations. This is usually the case for more complicated models where the matrix L is not diagonal. This is typical for statistical inverse problems and even for such a basic problem as the deconvolution.
Theorem 7. Let {T k } be a sequence of NT-statistics and S be a selection rule for it. Assume that the penalty in S is of proper weight and that large deviations of statistics T k are properly majorated. Suppose that
Remark 8. In Definition 5 we need s(k, n) to be sure that the penalty π is not "too light", i.e. that the penalty somehow affects the choice of the model dimension and protects us from choosing a "too complicated" model. In nontrivial cases, it follows from (B2) that s(k, n) → ∞ as k → ∞.
But t(k, n) is introduced for the reason of statistical sense. Practically, the choice of t(k, n) is dictated by the form of inequality (B) established for the problem. Additionally, one can drop assumptions 1 and 3 in Definition 4 and still prove a modified version of Theorem 7. But usually it happens that if the penalty does not satisfy all the conditions of Definitions 4 and 5, then T S has the same distribution under both alternative and null hypotheses and the test is inconsistent. Then, formally, the conclusions of Theorem 7
holds, but this has no statistical meaning. Now we formulate the general consistency theorem for NT-statistics. We understand consistency of the test based on T S in the sense that under the null hypothesis T S is bounded in probability, while under fixed alternatives T S → ∞ in probability.
Theorem 9. Let {T k } be a sequence of NT-statistics and S be a selection rule for it. Assume that the penalty in S is of proper weight. Assume that conditions (A), (14) and (15) are satisfied and that
Then the test based on T S is consistent against any (fixed) alternative distribution P satisfying condition (C).
Applications.
As the first application, we have the following result. for all k ≥ 2 and
Example 1 (continued). As a simple corollary, we derive the following theorem that slightly generalizes Theorem 3.2 from Kallenberg (2002) .
Theorem 11. Let T S be the Neyman's smooth data-driven test statistic for the case of simple hypothesis of uniformity. Assume that π(k, n) − π(1, n) ≥ 2k for all k ≥ 2 and that for all k ≤ d(n)
Proof. It is enough to note that in this case M (k) = (k − 1)(k + 3) and apply Theorem 10.
Remark 12. In my point of view, the precise rate at which d(n) tends to infinity is not crucial for many practical applications.
Example 5 (continued). In Kallenberg and Ledwina (1999) the following consistency result was established.
Theorem 13. Suppose that d(n) = o n log n 1/10 . Let P be an alternative and let F and G be the marginal distribution functions of X and Y under P. Let
is consistent against P).
For this problem, our condition C is equivalent to the following one: 
For continuous F and G (23) is asymptotically equivalent to (22) 
We see that Theorem 6 is applicable to get a result similar to Theorem 13.
We do not go into technical details here.
8. Quadratic forms of P-type. Now we introduce another notion, concerning quadratic forms.
Definition 6. Let Z 1 , Z 2 , . . . , Z n be identically distributed (not necessarily independent) random vectors with k components each. Denote their common distribution function by F. Let Q be a k × k symmetric matrix.
Then Q(x) := x Q x T defines a quadratic form, for x ∈ R k . We say that Q(x)
is a quadratic form of Prohorov's type (or just P −type) for the distribution
satisfying (B1) it holds that for all k, and for all y ∈ [s(k, n); t(k, n)]
with ϕ being a proper majorant for P F and of the form
where λ 1 , λ 2 , . . . , λ k are the eigenvalues of matrix Q, and C 1 , C 2 are uniform in the sense that they do not depend on y, k, n. We will shortly say that Q(x) is of P −type for Z ′ i s.
We have the following direct consequence of Theorem 9 .
Corollary 14. Suppose that for T S condition A holds, L is of P-type for the distribution function of the vector
and that the penalty in S is of proper weight. Then the test based on T S is consistent against any alternative P satisfying (C).
If Z 1 , Z 2 , . . . , Z n are i.i.d. and Q is a diagonal positive definite matrix, then Q(x) is of P-type because of the Prohorov inequality. Definition 6 is meant to incorporate all the cases when Prohorov's inequality or some of its variations holds. Thus, Definition 6 is just some specification of the general condition (B) from Theorem 7. The definition is useful in the sense that it shows which kind of majorating functions ϕ could (and typically would) occur in condition (B) when.
The simple sufficient condition for L to be of P-type is not known. But there is a method that makes it possible to establish P-type property in many particular situations. This method consists of two steps. On the first step, one approximates the quadratic form Q(l(Y )) by the simpler quadratic form Q(N ), where N is the Gaussian random variable with the same mean and covariance structure as l(Y ). This approximation is possible, for example, under conditions given in Bentkus and Götze (1996) or Götze and Tikhomirov (1999) . These authors gave the rate of convergence for such approximation. Then the second step is to establish a large deviation result for the quadratic form Q(N ); this form has a more predictable distribution. For strongly dependent random variables, one can hope to use some technics from Horváth and Shao (1999) .
On the side note, many of the conditions for the existence of such approximation of Q(l(Y )) are rather technical and specific on the structure of L. For example, sometimes assumptions on the 5 largest eigenvalues of L can be required. See the above papers by Gotze, Bentkus, Tikhomirov and references therein.
9. GNT-statistics. The notion of NT-statistics is helpful if the null hypothesis is simple. However, for composite hypotheses it is not always possible to find a suitable L from Definition 3. Therefore the concept of NTstatistics needs to be modified to be applicable for composite hypotheses.
The following definition can be helpful. 
where the expectation E 0 is taken w.r.t. P 0 , and P 0 is (possibly unknown) distribution function of Y ′ s under the null hypothesis. Assume that E 0 l(Y ) = 0 and that L (0) is well-defined in the sense that all of its elements are finite.
Let L k denote, for every k, a k × k symmetric positive definite (known) matrix with finite elements such that for the sequence {L k } it holds that
Let l * 1 , . . . , l * n be sufficiently good estimators of l(Y 1 ), . . . , l(Y n ) with respect to P 0 in the sense that for every ε > 0
where · denotes the Euclidian k−norm of a given vector. Set
We call GT k a generalized statistic of Neyman's type (or a GNT-statistic).
Let the selection rule S satisfy Definition 3. We call GT S a data-driven GNT-statistic.
Remark 15. Now it is not obligatory to know functions l 1 , . . . , l k explicitly (in Definition 3 we assumed that we know those functions). It is only important that we should be able to choose reasonably good L and l * j 's. Definition 7 generalizes the idea of efficient score test statistics with estimated scores.
Remark 16. Establishing (28) in parametric problems is usually not difficult and can be done if a √ n−consistent estimate of the nuisance parameter is available (see Langovoy (2007a) ). In semiparametric models, finding estimators for the score function that satisfy (28) Schick (1987) , Klaassen (1987) for general results related to the topic. See also Example 10 below.
Example 7 (trivial). If Y 1 , . . . , Y n are equally distributed and T k is an NT-statistic, then T k is also a GNT-statistic. Indeed, put in Definition 7
Example 8. Let X 1 , . . . X n be i.i.d. random variables with density f (x).
Consider testing the composite hypothesis
where B ⊂ R q and {f (x; β), β ∈ B} is a given family of densities. In Inglot et al. (1997) , the data-driven score test for testing H 0 was constructed using score test for composite hypotheses from Cox and Hinkley (1974) .
Here we briefly describe the construction from Inglot et al. (1997) . Let F be the distribution function corresponding to f and set
T with j depending on the context. Let I be the k × k identity matrix. Define 
Let β denotes the maximum likelihood estimator of β under H 0 . Then the score statistic is given by
As follows from the results of Cox and Hinkley (1974) , Section 9.3, pp.323-324, in a regular enough situation W k ( β) satisfies Definition 7 and is a GNTstatistic. Practically useful sets of such regularity assumptions are given in Inglot et al. (1997) .
Example 9. Consider the problem described in Example 5, but with the following complication introduced. Suppose that the density h of ε is unknown.
The score function for (θ, η) at (θ 0 , η 0 ) is
wherel θ 0 is the score function for θ at θ 0 andl η 0 is the score function for η 
The Fisher information matrix of parameter (θ, η) is
where G θ,η (y) is the probability measure corresponding to the density g (y ; (θ, η)).
Let us write I(θ 0 , η 0 ) in the block matrix form:
where 
The efficient score test statistics for composite deconvolution problem is
f (y) dλ(y). Finally set
then the efficient score statistic is
where l * (·) is an estimator of l * , while L is an estimator of L. Inglot and Ledwina proposed, under additional regularity assumptions on the model, certain estimators for these quantities such that conditions (27) and (28) are satisfied. Therefore, W k becomes a GNT-statistic and its asymptotic properties can be studied by the method of this paper.
Remark 17. In general, it seems to be possible to use the idea of a score process and some other technics from Bickel et al. (2006) in order to construct and analyze NT-and GNT-statistics. This can be seen by the fact that such applications as in Examples 6 and 8 naturally appear in both papers. The difference with the above paper would be that we prefer to use test statistics of the form (29) rather than integrals or supremums of score processes.
In semi-and nonparametric models, generalized likelihood ratios from Fan et al. (2001) and Li and Liang (2007) , as well as different modifications of empirical likelihood, could also be a powerful tool for constructing NTand GNT-statistics.
A general consistency theorem for GNT-statistics is required. Without a general consistency theorem, one has to perform the whole proof of consistency anew for every particular problem. This becomes difficult in cases where sample splitting, complicated estimators and infinitedimensional parameters are involved. Therefore, in my opinion, for most of the semi-and nonparametric problems general consistency theorems are the most convenient tool for proving consistency of data-driven NT-and GNT-tests. If one has a general consistency theorem analogous to Theorem 9 for data-driven NT-statistics, then at least some consistency result will follow automatically.
Now we prove consistency theorems for data-driven GNT-statistics. First, note that Definitions 4 and 5 are also meaningful for a sequence of GNT- 
Definition 8. We would say that the penalty in the data-driven test statistic GT S is of proper weight, if this penalty is of proper weight for R S in the sense of Definition 4. We say that GT S is properly majorated, if R S is properly majorated in the sense of Definition 5.
Due to conditions (27) and (28) selection rule for it. Assume that the penalty in S is of proper weight and that large deviations of GT k are properly majorated. Suppose that d(n) ≤ min{u n , m n }. Then under the null hypothesis it holds that S = O P 0 (1) and
To ensure consistency of GT S against some alternative distribution P, it is necessary and sufficient to show that under P it holds that GT S → ∞ in P −probability as n → ∞. There are different possible additional sets of assumptions on the construction that make it possible to prove consistency against different sets of alternatives. For example, suppose that
and that l * 1 , . . . , l * n are sufficiently good estimators of l(Y 1 ), . . . , l(Y n ) with respect to P, i.e. that for every ε > 0
These assumptions are very strong: they mean that the estimators, plugged in GT k , are not only good at one point P 0 , but that the estimators also possess some globally good quality.
Theorem 19. Let {GT k } be a sequence of GNT-statistics and S be a selection rule for it. Assume that the penalty in S is of proper weight. Assume that conditions A , (14) and (15) are satisfied and that
Then the test based on T S is consistent against any (fixed) alternative distribution P satisfying C , C1 and (39).
Remark 20. Substantial relaxation of assumptions (38) and (39) should be possible. Indeed, these assumptions ensure us not only that GT S → ∞, but also that GT S → R S under P, where R S is as in Definition 8. This is much stronger than required for our purposes, since for us GT S → ∞ is enough and the order of growth is not important for proving consistency.
Remark 21. In the literature on nonparametric testing, some authors consider the number of observations n tending to infinity and alternatives (of specific form) that tend to the null hypothesis at some speed. For such alternatives, some kind of minimax rate for testing can be established.
The hardness of the testing problem, and the efficiency of the test, can be measured by this rate. See, for example, Abramovich and Heller (2005) , Ingster and Suslina (2003) , Spokoiny (1998) . We do not consider rates for testing in this paper, but it is possible to consider local alternatives in this general setup as well. For example, minimax optimality of the penalized likelihood estimators, in a rather general setting of l 0 −type penalties, was studied in Abramovich et al. (2007) . In Fan et al. (2001) , it was shown that, for certain class of statistical problems, the generalized likelihood ratio statistics achieve optimal rates of convergence given in Ingster and Suslina (2003) . In our case, this remains to be investigated.
Appendix.
Proof. (Theorem 3) . By the law of large numbers, as n → ∞ ,
We get
and, because K and C K are constants determined by fixed P, condition (15) yields On the other hand, by (13)
where N is a (K − 1)−dimensional multivariate normal distribution with the expectation vector equal to zero. This implies that T k = O P (1) for all
and λ
1 , . . . , λ
are constants and K < ∞. Now by (42)
and the theorem follows.
Because of assumption A we can prove the following lemma.
Lemma 22.
Proof. Denote x n := x λ K n , and remember that by C we have 
Here we get two cases. First, suppose C K > 0. Then we continue as follows:
by A , and so we proved the lemma for the case C K > 0. In case if C K < 0, we write
and then we proceed analogously to the previous case. From this expansion and the CLT it follows that
and we see that r n = exp(ny 2 /2σ) is even more than enough.
Proof. (Theorem 6). Let x > 0. Since T j > T K if j > K and (14) holds, we get by Theorem 3 that
Now by Lemma 22 and (16) we get P 0 (S ≥ K) ≤ P 0 (43) holds for some K ≤ k ≤ d(n) = P 0 (45) holds for some K ≤ k ≤ d(n)
But now by condition (B) we have
if only d(n) ≤ min{u n , m n } (see Definition 4). Thus, because of the Condition (B), for each ε > 0 there exists K = K ε such that for all n > n(ε) we have P 0 (S ≥ K) ≤ ε, i.e. S = O P 0 (1). Now, by standard inequalities, it is possible to show that T S = O P 0 (1).
Let us write for an arbitrary real t > 0 P 0 (|T S | ≥ t) = In the next proof we will need the following theorem from Prohorov (1973) .
Theorem 23. Let Z 1 , . . . , Z n be i.i.d. random vectors with values in R k . Let EZ i = 0 and let the covariance matrix of Z i be equal to the identity matrix. Assume Z 1 k ≤ L a.e. Then, for 2k ≤ y 2 ≤ nL −2 , we have Since ϕ is exponentially decreasing in y under (21), it is a matter of simple calculations to prove that (B2) is satisfied with u n = d(n) for any sequence {d(n)} such that (21) holds.
Proof. (Theorem 18). Consider the auxiliary random variable
This is not a test statistic, but formally this random variable satisfies Definition 3. Therefore Theorem 7 is applicable for R k . Since under the null hypothesis GT k → R k and GT S → R S in P 0 −probability by Definition 7,
we get the statement of the theorem by the Slutsky lemma.
Proof. (Theorem 19). Consider the random variable R k defined in the proof of Theorem 18. Theorems 3, 6 and 7 are valid for the random variable R S . Under the assumptions of the theorem, GT S → R S in P −probability, and we get the statement of the theorem by the Slutsky lemma. 
