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Physical systems behave according to their underlying dynamical equations which, in turn, can
be identified from experimental data. Explaining data requires selecting mathematical models that
best capture the data regularities. Identifying dynamical equations from the available data and
statistical model selection are both very difficult tasks.
Motivated by these fundamental links among physical systems, dynamical equations, experimental
data and statistical modeling, we discuss in this invited Contribution our information geometric
measure of complexity of geodesic paths on curved statistical manifolds underlying the entropic
dynamics of classical physical systems described by probability distributions. We also provide several
illustrative examples of entropic dynamical models used to infer macroscopic predictions when only
partial knowledge of the microscopic nature of the system is available. Finally, we present entropic
arguments to briefly address complexity softening effects due to statistical embedding procedures.
PACS numbers: Probability Theory (02.50.Cw), Riemannian Geometry (02.40.Ky), Chaos (05.45.-a), Com-
plexity (89.70.Eg), Entropy (89.70.Cf).
I. INTRODUCTION
The intimate connection between dynamics, on the one
hand, and modeling, prediction, and complexity, on the
other, is quite remarkable in science [1]. In real-world ex-
periments, we usually gather data of the state of a phys-
ical system at various points in space and time. Then,
to achieve some comprehension of the physics behind the
behaviour of the system, we must reconstruct the un-
derlying dynamical equations from the data. Deducing
dynamics from experimental observations (data) is a fun-
damental part of science [2, 3]. We observe the trajecto-
ries of planets to deduce the laws of celestial mechanics;
we consider monetary parameters to determine economic
laws; we observe atoms to deduce quantum mechanics.
A current challenge is the analysis of data gathered from
networks of interferometric gravitational-wave detectors
to search for a stochastic gravitational-wave background
[4].
A very recent and extremely interesting work shows
that deducing the underlying dynamical equations from
experimental data is NP hard (the NP complexity class
denotes a class of problems that have solutions which can
be quickly checked on a classical computer) and is com-
putationally intractable [5]. This hardness result holds
true for both classical and quantum systems, and regard-
less of how much experimental data we gather about the
system. These results imply that various closely related
problems, such as finding the dynamical equation that
best approximates the data, or testing a dynamical model
against experimental data, are intractable in general.
By analyzing the available data about a system of in-
terest, it is possible to identify classes of regularities of
the system itself. It is generally agreed that something
almost entirely random, with practically no regularities,
would have an effective complexity near zero [6]. Instead,
structured systems (where correlations among system’s
constituents arise) can be very complex. Structure and
correlation are not completely independent of random-
ness. Indeed, both maximally random and perfectly or-
dered systems possess no structure [7, 8]. What then is
the meaning of complexity? It appears that:
• A good measure of complexity is best justified
through utility in further application [9];
• A good measure of complexity is most useful for
comparison between things, at least one of which,
has high complexity by that measure [6];
• A good measure of complexity for many-body sys-
tems ought to obey the so-called slow law growth
[10]: complexity ought not to increase quickly, ex-
cept with low probability, but can increase slowly;
• A good measure of complexity is one for which the
motivations for its introduction and the features it
is intended to capture are stated in a clear manner
[7].
In general, good measures of complexity are introduced
within formulations that deal with the whole sequence of
events that lead to the object whose complexity is being
described [9]. For such measures, that which is reached
only through a difficult path is complex. For instance,
when defining the complexity of a noisy quantum chan-
nel, the concept of pattern plays a role, in some sense
[11]. The thermodynamic and the logical depths are two
such measures as well. The thermodynamic depth is the
measure of complexity proposed by Lloyd and Pagels and
it represents the amount of entropy produced during a
state’s actual evolution [12]. The logical depth is a mea-
sure of complexity proposed by Bennett and it represents
the execution time required for a universal Turing ma-
chine to run the minimal program that reproduces (say)
a system’s configuration [13].
2Since the path leading to an object (or, state) is cen-
tral when defining a measure of complexity, simple ther-
modynamic criteria applied to the states to be com-
pared are inadequate. Thermodynamic potentials mea-
sure a system’s capacity for irreversible change, but do
not agree with intuitive notions of complexity [10]. For
instance, the thermodynamic entropy, a measure of ran-
domness, is a monotonic function of temperature where
high (low) temperature corresponds to high (low) ran-
domness. However, given that there are many functions
that vanish in the extreme ordered and disordered lim-
its, it is clear that requiring this property does not suffi-
ciently restrict a complexity measure of statistical nature
(statistical complexity [8] is a quantity that measures the
amount of memory needed, on average, to statistically re-
produce a given configuration). Despite these facts, it is
undisputable that thermodynamics does play a key role
when investigating qualitative differences in the complex-
ity of reversible and dissipative systems [13].
The difficulty of constructing a good theory from a
data set can be roughly identified with cripticity while
the difficulty of making predictions from the theory can
be regarded as a rough interpretation of logical depth.
Both cripticity and logical depth are intimately related
to the concept of complexity. Making predictions can
be very difficult in general, especially in composite sys-
tems where interactions between subsystems are intro-
duced. The introduction of interactions leads to fluc-
tuation growth which, in turn, can cause the dynamics
to become nonlinear and chaotic. Such phenomena are
very common and can occur in both natural (cluster of
stars) and artificial (financial network) complex dynam-
ical systems [14]. A fundamental problem in the physics
of complex systems is model reduction, that is finding a
low-dimensional model that captures the gross features
of a high-dimensional system [15]. Sometimes, to make
reliable macroscopic predictions, considering the dynam-
ics alone may not be sufficient and entropic arguments
should be taken into account as well [16].
As stated earlier, one of the major goals of physics is
modelling and predicting natural phenomena using rel-
evant information about the system of interest. Taking
this statement seriously, it is reasonable to expect that
the laws of physics should reflect the methods for manip-
ulating information. This point of view constitutes quite
a departure from the conventional line of thinking where
laws of physics are used to manipulate information. For
instance, in quantum information science, information is
manipulated using the laws of quantum mechanics. This
alternative perspective is best represented in the so-called
Entropic Dynamics (ED) [17], a theoretical framework
built on both maximum relative entropy (MrE) meth-
ods [18] and information geometric techniques [19]. The
most intriguing question being pursued in ED stems from
the possibility of deriving dynamics from purely entropic
arguments. Indeed, the ED approach has already been
applied for the derivation of Newton’s dynamics [20] and
aspects of quantum theory [21].
In this invited Contribution, inspired by the ED ap-
proach to physics and motivated by these fundamental
links among physical systems, dynamical equations, ex-
perimental data and statistical modeling, we present our
information geometric measure of complexity of geodesic
paths on curved statistical manifolds underlying the en-
tropic dynamics of classical physical systems described by
probability distributions. We also provide several illus-
trative examples of entropic dynamical models used to in-
fer macroscopic predictions when only partial knowledge
of the microscopic nature of the system is available. Fi-
nally, we emphasize the relevance of entropic arguments
in addressing complexity softening effects due to statis-
tical embedding procedures.
II. COMPLEXITY
In [22], the so-called Information Geometric Approach
to Chaos (IGAC) was presented. The IGAC uses the
ED formalism to study the complexity of informational
geodesic flows on curved statistical manifolds underly-
ing the entropic dynamics of classical physical systems
described by probability distributions.
A geodesic on a curved statistical manifold MS rep-
resents the maximum probability path a complex dy-
namical system explores in its evolution between ini-
tial and final macrostates. Each point of the geodesic
is parametrized by the macroscopic dynamical variables
{θ} defining the macrostate of the system. Further-
more, each macrostate is in a one-to-one correspondence
with the probability distribution {p (x|θ)} representing
the maximally probable description of the system being
considered. The quantity x is a microstate of the mi-
crospace X . The set of macrostates forms the parameter
space Dθ while the set of probability distributions forms
the statistical manifold MS.
The IGAC is the information geometric analogue
of conventional geometrodynamical approaches [23, 24]
where the classical configuration space is being replaced
by a statistical manifold with the additional possibility
of considering chaotic dynamics arising from non con-
formally flat metrics (the Jacobi metric is always confor-
mally flat, instead). It is an information geometric exten-
sion of the Jacobi geometrodynamics (the geometrization
of a Hamiltonian system by transforming it to a geodesic
flow [25]).
The reformulation of dynamics in terms of a geodesic
problem allows the application of a wide range of well-
known geometrical techniques in the investigation of the
solution space and properties of the equation of motion.
The power of the Jacobi reformulation is that all of the
dynamical information is collected into a single geometric
object in which all the available manifest symmetries are
retained- the manifold on which geodesic flow is induced.
For example, integrability of the system is connected with
existence of Killing vectors and tensors on this manifold.
The sensitive dependence of trajectories on initial condi-
3tions, which is a key ingredient of chaos, can be inves-
tigated from the equation of geodesic deviation. In the
Riemannian [23] and Finslerian [24] (a Finsler metric is
obtained from a Riemannian metric by relaxing the re-
quirement that the metric be quadratic on each tangent
space) geometrodynamical approach to chaos in classi-
cal Hamiltonian systems, a very challenging problem is
finding a rigorous relation among sectional curvatures,
Lyapunov exponents, and the Kolmogorov-Sinai dynam-
ical entropy [26].
A. Information metric
An n-dimensional C∞ differentiable manifold is a set
of pointsM admitting coordinate systems CM and satis-
fies the following two conditions: 1) each element c ∈ CM
is a one-to-one mapping fromM to some open subset of
Rn; 2) For all c ∈ CM, given any one-to-one mapping ξ
from M to Rn, we have that ξ ∈ CM ⇔ ξ ◦ c−1 is a C∞
diffeomorphism. In this Contribution, the points of M
are probability distributions. Furthermore, we consider
Riemannian manifolds (M, g). The Riemannian metric
g is not naturally determined by the structure of M as
a manifold. In principle, it is possible to consider an
infinite number of Riemannian metrics on M. A funda-
mental assumption in the information geometric frame-
work is the choice of the Fisher-Rao information metric
as the metric that underlies the Riemannian geometry of
probability distributions [19, 27, 28], namely
gµν (θ)
def
=
∫
dxp (x|θ) ∂µ log p (x|θ) ∂ν log p (x|θ) , (1)
with µ, ν = 1,..., n for an n-dimensional manifold and
∂µ
def
= ∂
∂θµ
. The quantity x labels the microstates of the
system. The choice of the information metric can be mo-
tivated in several ways, the strongest of which is Cencov’s
characterization theorem [29]. In this theorem, Cencov
proves that the information metric is the only Rieman-
nian metric (except for a constant scale factor) that is
invariant under a family of probabilistically meaningful
mappings termed congruent embeddings by Markov mor-
phism [29, 30].
Given a statistical manifold MS with a metric gµν ,
the ED is concerned with the following issue [17]: given
the initial and final states, what trajectory is the sys-
tem expected to follow? The answer turns out to be
that the expected trajectory is the geodesic that passes
through the given initial and final states. Furthermore,
the trajectory follows from a principle of inference, the
MrE method [18]. The objective of the MrE method is to
update from a prior distribution q to a posterior distri-
bution P (x) given the information that the posterior lies
within a certain family of distributions p. The selected
posterior P (x) is that which maximizes the logarithm
relative entropy S[p |q ],
S[p |q ] def= −
∫
dxp (x) log
p (x)
q (x)
. (2)
Since prior information is valuable, the functional S[p |q ]
has been chosen so that rational beliefs are updated only
to the extent required by the new information. We em-
phasize that ED is formally similar to other generally
covariant theories: the dynamics is reversible, the trajec-
tories are geodesics, the system supplies its own notion
of an intrinsic time, the motion can be derived from a
variational principle of the form of Jacobi’s action prin-
ciple rather than the more familiar principle of Hamilton.
In short, the canonical Hamiltonian formulation of ED is
an example of a constrained information-dynamics where
the information-constraints play the role of generators of
evolution. For more details on the ED, we refer to [17].
A geodesic on a n-dimensional curved statistical man-
ifold MS represents the maximum probability path a
complex dynamical system explores in its evolution be-
tween initial and final macrostates θinitial and θfinal, re-
spectively. Each point of the geodesic represents a
macrostate parametrized by the macroscopic dynamical
variables θ ≡ (θ1,..., θn) defining the macrostate of the
system. Each component θk with k = 1,..., n is a solution
of the geodesic equation [17],
d2θk
dτ2
+ Γklm
dθl
dτ
dθm
dτ
= 0. (3)
Furthermore, as stated earlier, each macrostate θ is in
a one-to-one correspondence with the probability distri-
bution p (x|θ). This is a distribution of the microstates
x.
B. Entropic motion
The main objective of ED is to derive the expected
trajectory of a system, assuming it evolves from a known
initial state θi to a known final state θf . The ED frame-
work implicitly assumes there exists a trajectory, in the
sense that, large changes are the result of a continuous
succession of very many small changes. Therefore, the
problem of studying large changes is reduced to the much
simpler problem of studying small changes. Focusing on
small changes and assuming that the change in going
from the initial state θi to the final state θf = θi + ∆θ
is sufficiently small, the distance ∆l between such states
becomes,
∆l2
def
= gµν (θ)∆θ
µ∆θν . (4)
Following Caticha’s work in [17], we explain how to de-
termine which states are expected to lie on the expected
trajectory between θi and θf . First, in going from the
initial to the final state the system must pass through
a halfway point, that is, a state θ that is equidistant
from θi and θf . Upon choosing the halfway state, the
expected trajectory of the system can be determined. In-
deed, there is nothing special about halfway states. For
instance, we could have similarly argued that in going
from the initial to the final state the system must first
4traverse a third of the way, that is, it must pass through
a state that is twice as distant from θf as it is from θi. In
general, the system must pass through an intermediate
states θξ such that, having already moved a distance dl
away from the initial θi, there remains a distance ξdl to
be covered to reach the final θf . Halfway states have ξ
= 1, third of the way states have ξ = 2, and so on. Each
different value of ξ provides a different criterion to select
the trajectory. If there are several ways to determine a
trajectory, consistency requires that all these ways should
agree. The selected trajectory must be independent of ξ.
Therefore, the main ED problem becomes the following:
initially, the system is in state p(x|θi) and new informa-
tion in the form of constraints is given to us; the system
has moved to one of the neighboring states in the family
p(x|θξ); the problem becomes that of selecting the proper
p(x|θξ). This new formulation of the ED problem is pre-
cisely the kind of problem to be addressed using the MrE
method. We recall that the MrE method is a method for
processing information. It allows us to go from an old
set of rational beliefs, described by the prior probability
distribution, to a new set of rational beliefs, described by
the posterior distribution, when the available information
is just a specification of the family of distributions from
which the posterior must be selected. Usually, this fam-
ily of posteriors is defined by the known expected values
of some relevant variables. It should be noted however,
that it is not strictly necessary for the family of poste-
riors to be defined via expectation values, nor does the
information-constraints need to be linear functionals. In
ED, constraints are defined geometrically. Whenever one
contemplates using the MrE method, it is important to
specify which entropy should be maximized. The selec-
tion of a distribution p(x|θ) requires that the entropies
to be considered must be of the form,
S [p|q] def= −
∫
dxp (x|θ) log
(
p (x|θ)
q (x)
)
. (5)
Equation (5) defines the entropy of p (x|θ) relative to the
prior q(x). The interpretation of q(x) as the prior fol-
lows from the logic behind the MrE method itself. The
selected posterior distribution should coincide with the
prior distribution when there are no constraints. Since
the distribution that maximizes S [p|q] subject to no con-
straints is p ∝ q, we must set q(x) equal to the prior.
That said, let us return to our ED problem. Assuming we
know that the system is initially in state p(x|θi) but have
obtained no information reflecting that the system has
moved. We therefore have no reason to believe that any
change has occurred. The prior q(x) should be chosen so
that the maximization of S [p|q] subject to no constraints
leads to the posterior p = p(x|θi). The correct choice is
q(x) = p(x|θi). If on the other hand we know that the
system is initially in state p(x|θi) and furthermore, we
obtain information that the system has moved to one of
the neighboring states in the family p(x|θξ), then the cor-
rect selection of the posterior probability distribution is
obtained by maximizing the entropy,
S [θ|θi] def= −
∫
dxp(x|θ) log
(
p(x|θ)
p(x|θi)
)
, (6)
subject to the constraint θ = θξ. For the sake of reason-
ing, let us assume that the system evolves from a known
initial state θi to a known final state θf = θi +∆θ. Fur-
thermore, let us denote with θξ = θi +dθ (ξ ∈ R+0 ) an
arbitrary intermediate state infinitesimally close to θi.
Thus, the distance d (θi, θf )
def
= dl2i→f between θi to and
θf is given by,
dl2i→f
def
= gµν (θ)∆θ
µ∆θν , (7)
while the distance between θi to and θξ reads,
dl2i→ξ
def
= gµν (θ) dθ
µdθν . (8)
Finally, the distance between θξ and θf becomes,
dl2ξ→f
def
= gµν (θ) (∆θ
µ − dθµ) (∆θν − dθν) . (9)
The MrE maximization problem is to maximize
S[θξ|θi] = S [θi + dθ|θi],
S [θi + dθ|θi] def= −1
2
gµν (θ) dθ
µdθν = −1
2
dl2i→ξ, (10)
under variations of dθ subject to the geometric con-
straint,
ξdli→ξ = dlξ→f , (11)
or equivalently, ξ2dl2i→ξ − dl2ξ→f = 0. It must then be
true that,
δ
[
−1
2
gµν (θ) dθ
µdθν − λ (ξ2dl2i→ξ − dl2ξ→f)
]
= 0, (12)
where λ denotes a Lagrangian multiplier. Substituting
Eqs. (8) and (9) into Eq. (12), we obtain{[
1 + 2λ
(
ξ2 − 1)] dθµ + 2λ∆θµ} δ (dθµ) = 0. (13)
Since (13) must hold for any δ (dθµ), it must be the case
that {[
1 + 2λ
(
ξ2 − 1)] dθµ + 2λ∆θµ} = 0, (14)
that is,
dθµ = χ∆θµ, (15)
where χ = χ (ξ, λ) is defined as,
χ (ξ, λ)
def
=
1
(1− ξ2)− 12λ
. (16)
To find the value of the Lagrange multiplier λ, observe
that the geometric constraint in Eq. (11) can be rewrit-
ten as, ξ2dl2i→ξ − dl2ξ→f = 0. Then, using Eqs. (8), (9)
and (15), we obtain[
ξ2χ2 − (1− χ)2
]
gµν (θ)∆θ
µ∆θν = 0, (17)
5thus,
ξ2χ2 − (1− χ)2 = 0. (18)
Combining Eqs. (16) and (18), we find
χ (ξ)
def
=
1
1 + ξ
and, λ (ξ)
def
= − 1
2ξ (1 + ξ)
. (19)
In conclusion, it has been determined that
dl2i→ξ
def
=
1
(1 + ξ)
2∆θ
2, (20)
and,
dl2ξ→f
def
=
ξ2
(1 + ξ)
2∆θ
2. (21)
From Eqs. (20) and (21), it follows that
dli→ξ + dlξ→f =
1
1 + ξ
∆θ +
ξ
1 + ξ
∆θ = ∆θ. (22)
However, recall that dl2i→f
def
= gµν (θ)∆θ
µ∆θν = ∆θ2,
that is
dli→f = ∆θ. (23)
Combining Eqs. (22) and (23), we arrive at
dli→f = dli→ξ + dlξ→f . (24)
In other words, given
∆θ
def
= dθ + (∆θ − dθ) , (25)
we have shown by means of entropic arguments that,
‖∆θ‖ = ‖dθ‖+ ‖∆θ − dθ‖ , (26)
where ‖∆θ‖ def=
√
dl2i→f , ‖dθ‖
def
=
√
dl2i→ξ and,
‖∆θ − dθ‖ def=
√
dl2ξ→f . Given Eq. (25), Eq. (26) holds
true iff dθ and ∆θ − dθ are collinear. Therefore, the ex-
pected trajectory is a straight line: the triangle defined
by the points θi, θξ, and θf degenerates into a straight
line. This is sufficient to determine a short segment of the
trajectory: all intermediate states lie on the straight line
between θi and θf . The generalization beyond short tra-
jectories is immediate: if any three nearby points along a
curve lie on a straight line the curve is a geodesic. This re-
sult is independent of the arbitrarily chosen value ξ so the
potential consistency problem we mentioned before does
not arise. Summarizing, the answer to the ED problem
is the following: the expected trajectory between a known
initial and final state is the geodesic that passes through
them. However, the question of whether the actual tra-
jectory is the expected trajectory remains unanswered
and depends on whether the information encoded in the
initial state is sufficient for prediction.
C. Volumes in curved statistical manifolds
Once the distances among probability distributions
have been assigned using the Fisher-Rao information
metric tensor gµν (θ), a natural next step is to obtain
measures for extended regions in the space of distribu-
tions. Consider an n-dimensional volume of the statisti-
cal manifold Ms of distributions p (x|θ) labelled by pa-
rameters θµ with µ = 1,..., n. The parameters θµ are
coordinates for the point p and in these coordinates it
may not be obvious how to write an expression for a vol-
ume element dVMs . However, within a sufficiently small
region any curved space looks flat. That is to say, curved
spaces are locally flat. The idea then is rather simple:
within that very small region, we should use Cartesian
coordinates wherein the metric takes a very simple form,
namely the identity matrix δµν . In locally Cartesian co-
ordinates χα the volume element is given by the product
dVMs def= dχ1dχ2.....dχn, which in terms of the old coor-
dinates reads,
dVMs def=
∣∣∣∣∂χ∂θ
∣∣∣∣ dθ1dθ2... dθn. (27)
The problem at hand then is the calculation of the Ja-
cobian
∣∣∣∂χ∂θ ∣∣∣ of the transformation that takes the metric
gµν into its Euclidean form δµν . Let the new coordinates
be defined by χµ
def
= Ξµ
(
θ1,...., θn
)
where Ξ denotes a
coordinates transformation map. A small change dθ cor-
responds to a small change dχ,
dχµ
def
= Xµmdθ
m where Xµm
def
=
∂χµ
∂θm
, (28)
and the Jacobian is given by the determinant of the
matrix Xµm,
∣∣∣∂χ∂θ ∣∣∣ def= |det (Xµm)|. The distance between
two neighboring points is the same whether we compute
it in terms of the old or the new coordinates, dl2 =
gµνdθ
µdθν = δαβdχ
αdχβ . Therefore the relation between
the old and the new metric is gµν = δαβX
α
µX
β
ν . Tak-
ing the determinant of gµν , we obtain g
def
= det (gµν) =[
det
(
Xαµ
)]2
and therefore
∣∣det (Xαµ )∣∣ = √g. Finally,
we have succeeded in expressing the volume element to-
tally in terms of the coordinates θ and the known metric
gµν (θ), dVMs
def
=
√
gdnθ. Thus, the volume of any ex-
tended region on the manifold is given by,
VMs def=
∫
dVMs =
∫ √
gdnθ. (29)
Observe that
√
gdnθ is a scalar quantity and is there-
fore invariant under orientation preserving general coor-
dinate transformations θ → θ′. The square root of the
determinant g (θ) of the metric tensor gµν (θ) and the flat
infinitesimal volume element dnθ transform as,
√
g (θ)
θ→θ′→
∣∣∣∣∂θ′∂θ
∣∣∣∣√g (θ′), dnθ θ→θ′→
∣∣∣∣ ∂θ∂θ′
∣∣∣∣ dnθ′, (30)
6respectively. Therefore, it follows that√
g (θ)dnθ
θ→θ′→
√
g (θ′)dnθ′. (31)
Equation (31) implies that the infinitesimal statistical
volume element is invariant under general coordinate
transformations that preserve orientation (that is, with
positive Jacobian). For more details on these aspects, we
suggest Caticha’s 2012 tutorial [31].
D. Information geometric complexity
The elements (or points) {p (x|θ)} of an n-dimensional
curved statistical manifoldMs are parametrized using n
real valued variables
(
θ1,..., θn
)
,
Ms def=
{
p (x|θ) : θ = (θ1,..., θn) ∈ D(tot)θ } . (32)
The set D(tot)θ is the entire parameter space (available to
the system) and is a subset of Rn,
D(tot)θ
def
=
n⊗
k=1
Iθk = (Iθ1 ⊗ Iθ2 ...⊗ Iθn) ⊆ Rn (33)
where Iθk is a subset of R and represents the en-
tire range of allowable values for the macrovariable
θk. For example, considering the statistical manifold
of one-dimensional Gaussian probability distributions
parametrized in terms of θ = (µ, σ), we obtain
D(tot)θ
def
= Iµ ⊗ Iσ = [(−∞, +∞)⊗ (0, +∞)] , (34)
with Iµ ⊗ Iσ ⊆ R2. In the IGAC, we are interested in a
probabilistic description of the evolution of a given sys-
tem in terms of its corresponding probability distribution
onMs which is homeomorphic to D(tot)Θ . Assume we are
interested in the evolution from τinitial to τfinal. Within
the present probabilistic description, this is equivalent
to studying the shortest path (or, in terms of the MrE
methods [18], the maximally probable path) leading from
θ (τinitial) to θ (τfinal).
Is there a way to quantify the complexity of such path?
We propose the so-called information geometric entropy
(IGE) SMs (τ) as a good complexity quantifier [32]. In
what follows, we highlight the key-points leading to the
construction of this quantity.
The IGE, an indicator of temporal complexity of
geodesic paths within the IGAC framework, is defined
as [32],
SMs (τ) def= log v˜ol [Dθ (τ)] , (35)
where the average dynamical statistical volume
v˜ol [Dθ (τ)] (which we also choose to name the in-
formation geometric complexity (IGC)) is given by,
v˜ol [Dθ (τ)] def= 1
τ
∫ τ
0
dτ ′vol [Dθ (τ ′)] . (36)
Note that the tilde symbol in (36) denotes the operation
of temporal average. The volume vol [Dθ (τ ′)] in the RHS
of (36) is given by,
vol [Dθ (τ ′)] def=
∫
Dθ(τ ′)
ρ(Ms, g)
(
θ1,..., θn
)
dnθ, (37)
where ρ(Ms, g)
(
θ1,..., θn
)
is the so-called Fisher density
and equals the square root of the determinant of the met-
ric tensor gµν (θ) with θ ≡
(
θ1,..., θn
)
,
ρ(Ms, g)
(
θ1,..., θn
) def
=
√
g (θ). (38)
The integration space Dθ (τ ′) in (37) is defined as follows,
Dθ (τ ′) def=
{
θ : θk (0) ≤ θk ≤ θk (τ ′)} , (39)
where k = 1,.., n and θk ≡ θk (s) with 0 ≤ s ≤ τ ′ such
that,
d2θk
ds2
+ Γklm
dθl
ds
dθm
ds
= 0. (40)
The integration space Dθ (τ ′) in (39) is an n-dimensional
subspace of the whole (permitted) parameter space
D(tot)θ . The elements of Dθ (τ ′) are the n-dimensional
macrovariables {θ} whose components θk are bounded
by specified limits of integration θk (0) and θk (τ ′) with
k = 1,.., n. The limits of integration are obtained via
integration of the n-dimensional set of coupled nonlinear
second order ordinary differential equations characteriz-
ing the geodesic equations. Formally, the IGE is defined
in terms of a averaged parametric (n+ 1)-fold integral
(τ is the parameter) over the multidimensional geodesic
paths connecting θ (0) to θ (τ). Further conceptual de-
tails about the IGE and the IGC can be found in [33].
III. APPLICATIONS
In the following, we outline several selected appli-
cations concerning the complexity characterization of
geodesic paths on curved statistical manifolds within the
IGAC framework.
A. Gaussian statistical models
In [32, 34], we apply the IGAC to study the dynamics
of a system with l degrees of freedom, each one described
by two pieces of relevant information, its mean expected
value and its variance (Gaussian statistical macrostates).
This leads to consider a statistical model on a non-
maximally symmetric 2l-dimensional statistical manifold
Ms. It is shown that Ms possesses a constant negative
scalar curvature proportional to the number of degrees
of freedom of the system, RMs = −l. It is found that
the system explores statistical volume elements onMs at
7an exponential rate. The information geometric entropy
SMs increases linearly in time (statistical evolution pa-
rameter) and, moreover, is proportional to the number
of degrees of freedom of the system, SMs τ→∞∼ lλτ where
λ is the maximum positive Lyapunov exponent charac-
terizing the model. The geodesics on Ms are hyperbolic
trajectories. Using the Jacobi-Levi-Civita (JLC) equa-
tion for geodesic spread, we show that the Jacobi vector
field intensity JMs diverges exponentially and is propor-
tional to the number of degrees of freedom of the sys-
tem, JMs
τ→∞∼ l exp (λτ). The exponential divergence of
the Jacobi vector field intensity JMs is a classical fea-
ture of chaos. Therefore, we conclude that RMs = −l,
JMs
τ→∞∼ l exp (λτ) and SMs τ→∞∼ lλτ . Thus, RMs ,
SMs and JMs behave as proper indicators of chaotic-
ity and are proportional to the number of Gaussian-
distributed microstates of the system. This proportion-
ality, even though proven in a very special case, leads
to conclude there may be a substantial link among these
information geometric indicators of chaoticity.
B. Gaussian statistical models and correlations
In [35], we apply the IGAC to study the information
constrained dynamics of a system with l = 2 micro-
scopic degrees of freedom. As working hypothesis, we
assume that such degrees of freedom are represented by
two correlated Gaussian-distributed microvariables char-
acterized by the same variance. We show that the pres-
ence of microcorrelations lead to the emergence of an
asymptotic information geometric compression of the sta-
tistical macrostates explored by the system at a faster
rate than that observed in absence of microcorrelations.
This result constitutes an important and explicit connec-
tion between micro-correlations and macro-complexity in
statistical dynamical systems. The relevance of our find-
ing is twofold: first, it provides a neat description of the
effect of information encoded in microscopic variables on
experimentally observable quantities defined in terms of
dynamical macroscopic variables; second, it clearly shows
the change in behavior of the macroscopic complexity of
a statistical model caused by the existence of correlations
at the underlying microscopic level.
C. Random frequency macroscopic IHOs
The problem of General Relativity is twofold: one
is how geometry evolves, and the other is how particles
move in a given geometry. The IGAC focuses on how par-
ticles move in a given geometry and neglects the other
problem, the evolution of the geometry. The realization
that there exist two separate and distinct problems was a
turning point in our research and lead to an unexpected
result. In [20], we explore the possibility of using well es-
tablished principles of inference to derive Newtonian dy-
namics from relevant prior information codified into an
appropriate statistical manifold. The basic assumption
is that there is an irreducible uncertainty in the location
of particles so that the state of a particle is defined by
a probability distribution. The corresponding configura-
tion space is a statistical manifold the geometry of which
is defined by the Fisher-Rao information metric. The
trajectory follows from a principle of inference, the MrE
method. There is no need for additional physical postu-
lates such as an action principle or equation of motion,
nor for the concept of mass, momentum and of phase
space, not even the notion of time. The resulting en-
tropic dynamics reproduces Newton’s mechanics for any
number of particles interacting among themselves and
with external fields. Both the mass of the particles and
their interactions are explained as a consequence of the
underlying statistical manifold.
Following this line of reasoning, in [36, 37] we present
an information geometric analogue of the Zurek-Paz
quantum chaos criterion in the classical reversible limit.
This analogy is illustrated by applying the IGAC to a set
of n-uncoupled three-dimensional anisotropic inverted
harmonic oscillators (IHOs) characterized by a Ohmic
distributed frequency spectrum.
D. Regular and chaotic quantum spin chains
In [38, 39], we study the entropic dynamics on curved
statistical manifolds induced by classical probability dis-
tributions of common use in the study of regular and
chaotic quantum energy level statistics. Specifically,
we propose an information geometric characterization of
chaotic (integrable) energy level statistics of a quantum
antiferromagnetic Ising spin chain in a tilted (transverse)
external magnetic field. We consider the IGAC of a Pois-
son distribution coupled to an Exponential bath (spin
chain in a transverse magnetic field, regular case) and
that of a Wigner-Dyson distribution coupled to a Gaus-
sian bath (spin chain in a tilted magnetic field, chaotic
case). Remarkably, we show that in the former case the
IGE exhibits asymptotic logarithmic growth while in the
latter case the IGE exhibits asymptotic linear growth. In
view of these findings, we conjecture our IGAC might find
some potential physical applications in quantum energy
level statistics as well.
E. Complexity reduction and statistical embedding
In [40], we characterize the complexity of geodesic
paths on a curved statistical manifold Ms through the
asymptotic computation of the IGC and the Jacobi vec-
tor field intensity JMs . The manifold Ms is a 2l-
dimensional Gaussian model reproduced by an appropri-
ate embedding in a larger 4l-dimensional Gaussian man-
ifold and endowed with a Fisher-Rao information metric
gµν (θ) with non-trivial off diagonal terms. These terms
emerge due to the presence of a correlational structure
8(embedding constraints) among the statistical variables
on the larger manifold and are characterized by macro-
scopic correlational coefficients rk. First, we observe a
power law decay of the information geometric complex-
ity at a rate determined by the coefficients rk and con-
clude that the non-trivial off diagonal terms lead to the
emergence of an asymptotic information geometric com-
pression of the explored macrostates onMs. Finally, we
also observe that the presence of such embedding con-
straints leads to an attenuation of the asymptotic ex-
ponential divergence of the Jacobi vector field intensity.
We are confident the work presented in [40] constitutes
a further non-trivial step towards the characterization of
the complexity of microscopically correlated multidimen-
sional Gaussian statistical models, and other models of
relevance in realistic physical systems.
F. Scattering induced quantum entanglement
In [41, 42], we present an information geometric anal-
ysis of entanglement generated by s-wave scattering be-
tween two Gaussian wave packets. We conjecture that
the pre and post-collisional quantum dynamical scenar-
ios related to an elastic head-on collision are macro-
scopic manifestations emerging from microscopic statis-
tical structures. We then describe them by uncorrelated
and correlated Gaussian statistical models, respectively.
This allows us to express the entanglement strength in
terms of scattering potential and incident particle ener-
gies. Furthermore, we show how the entanglement dura-
tion can be related to the scattering potential and inci-
dent particle energies. Finally, we discuss the connection
between entanglement and complexity of motion. We
are confident that the work presented in [41, 42] repre-
sents significant progress toward the goal of understand-
ing the relationship between statistical microcorrelations
and quantum entanglement on the one hand and the ef-
fect of microcorrelations on the complexity of informa-
tional geodesic flows on the other. It is also our hope
to build upon the techniques employed in this work to
ultimately establish a sound information geometric in-
terpretation of quantum entanglement together with its
connection to complexity of motion in more general phys-
ical scenarios.
G. Suppression of classical chaos and quantization
In [43], we study the information geometry and the en-
tropic dynamics of a 3d Gaussian statistical model. We
then compare our analysis to that of a 2d Gaussian statis-
tical model obtained from the higher-dimensional model
via introduction of an additional information constraint
that resembles the quantum mechanical canonical min-
imum uncertainty relation. We show that the chaotic-
ity (temporal complexity) of the 2d Gaussian statisti-
cal model, quantified by means of the IGE and the Ja-
cobi vector field intensity, is softened with respect to the
chaoticity of the 3d Gaussian statistical model. In view of
the similarity between the information constraint on the
variances and the phase-space coarse-graining imposed
by the Heisenberg uncertainty relations, we suggest that
our work provides a possible way of explaining the phe-
nomenon of suppression of classical chaos operated by
quantization.
In the same vein of our work in [43], a recent inves-
tigation claims that quantum mechanics can reduce the
statistical complexity of classical models [44]. Specifi-
cally, it was shown that mathematical models featuring
quantum effects can be as predictive as classical mod-
els although implemented by simulators that require less
memory, that is, less statistical complexity. Of course,
these two works use different definitions of complexity
and their ultimate goal is definitively not the same. How-
ever, it is remarkable that both of them exploit some
quantum feature, Heisenberg’s uncertainty principle in
[43] and the quantum state discrimination (information
storage) method in [44], to exhibit the complexity soft-
ening effects.
Is there any link between Heisenberg’s uncertainty
principle and quantum state discrimination? Recently, it
was shown that any violation of uncertainty relations in
quantum mechanics also leads to a violation of the second
law of thermodynamics [45]. In addition, it was reported
in [46] that a violation of Heisenberg’s uncertainty prin-
ciple allows perfect state discrimination of nonorthog-
onal states which, in turn, violates the second law of
thermodynamics [47]. The possibility of distinguishing
nonorthogonal states is directly related to the question
of how much information we can store in a quantum state.
Information storage and memory are key quantities for
the characterization of statistical complexity. In view of
these considerations, it would be worthwhile exploring
the possible thermodynamic link underlying these two
different complexity measures.
IV. CLOSING REMARKS
In this Contribution, we presented our information
geometric measure of complexity of geodesic paths on
curved statistical manifolds underlying the entropic dy-
namics of classical physical systems described by proba-
bility distributions within the IGAC framework. We also
provided several illustrative examples of entropic dynam-
ical models used to infer macroscopic predictions when
only partial knowledge of the microscopic nature of the
system is available. Finally, among other things, we also
presented entropic arguments to briefly address complex-
ity softening effects due to statistical embedding proce-
dures.
All too often that which is correct is not new and that
which is new is not correct. Being moderately conser-
vative people, we hope that what we presented satisfies
at least of one these two sub-optimal situations. We
9are aware that several issues remain unsolved within the
IGAC framework and much more work remains to be
done. However, we are immensely gratified that our sci-
entific vision is gaining more attention and is becoming
a source of inspiration for other researchers [48].
To conclude, we would like to outline the three possible
lines of research for future investigations:
• Extend the IGAC to a fully quantum setting where
density matrices play the analogous role of the clas-
sical probability distributions: since quantum com-
putation can be viewed as geometry [49, 50] and
computational tasks have, in general, a thermo-
dynamic cost [51], we might envision a thermody-
namics of quantum information geometric flows on
manifolds of density operators whose ultimate in-
ternal consistency check forbids the prediction of
the impossible thermodynamic machine.
• Understand the role of thermodynamics as the pos-
sible bridge among different complexity measures:
softening effects in the classical-to-quantum transi-
tions can occur provided that the various quantum
effects being exploited by the different complexity
measures do not violate the second law of thermo-
dynamics;
• Describe and understand the role of thermody-
namics within the IGAC: thermodynamics plays a
prominent role in the entropic analysis of chaotic
dynamics [52]. Chaoticity and entropic arguments
are the bread and butter of the IGAC. Further-
more, inspired by [53], we could investigate the
possible connection between thermodynamics inef-
ficiency measured by dissipation and ineffectiveness
of entropic dynamical models in making reliable
macroscopic predictions.
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