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The minimal index is shown to be multiplicative: if M, cM, c M, are 
factors, then Ind(M,, M,) = Ind(M,, M,) Ind(M,, M,), extending a previous result 
(H. Kosaki and R. Longo, J. Funct. Anal. 107 (1992) 458470). If M is an infinite 
factor, it follows that the dimension (the square root of the index) is an involutive 
homomorphism d: Sect,(M) --+ Iw + of the semiring of sectors with finite index. The 
result is applied to the study of the class of endomorphisms with a braid group 
symmetry that satisfies the relation between index and statistics in Quantum Field 
Theory (R. Longo, Commun. Math. Phys. 126 (1989), 217-247 and 130 (1990) 
285-309); the analysis is generalized to this case. For these endomorphisms, the set 
of possible index values has several gaps besides the Jones restriction, for example, 
the index does not he in the interval (4, 3 &). As a consequence, subfactors arising 
in low-dimensional Quantum Field Theory cannot be arbitrary. 0 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
In this paper we show the multiplicativity of the minimal index of 
subfactors and apply this result to the analysis of certain braid group repre- 
sentations that describe symmetries of endomorphisms of factors, with 
sufficiently small index, abstracting the structure that emerges from the 
superselection sector analysis in Quantum Field Theory. In particular for 
this class of braided endomorphisms, the set of the possible index values 
has more restrictions besides the Jones series, for example, there are at 
most two accumulation points for this set below 5. 
We explain now in more detail the content of this paper. 
Multiplicativity of the Minimal Index. An elementary basic fact on the 
Jones index of II,-subfactors is the multiplicativity: if M, c M2 c M, are 
finite factors, the index with respect to the trace satisfies 
Ind(M,, M3) = Ind(M,, M,) Ind(M,, 44,). (1.1) 
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In the setting of an inclusion of infinite factors N c M the natural index to 
consider is the minimal index, see [17]; in contrast with the index with 
respect to the trace, it has the additivity property [lS] 
Ind(N, M)“* =I Ind(N,, M,,)“* 
for any partition of the unity by projections eiE N’ n M; it is also 
obviously submultiplicative, and we prove here that it is actually multi- 
plicative; namely, the formula (1.1) holds in this framework. 
In the special case of the inclusions obtained by the Jones extension 
N c M t M,, the multiplicativity of the index was shown in [ 171, and we 
use this result as a step in our proof. 
In the context of Quantum Field Theory the multiplicativity of minimal 
index is checked directly, and in fact our proof, elementary and simple, is 
inspired by this structure and provides an abstract version of the fusion 
rule algebra, see [6, 7, 18, 193. 
As a corollary we obtain the additivity of the relative entropy of Connes 
and Stormer [4], in the case considered by Pimsner and Popa [22] of 
inclusions of factors. 
Braided Endomorphisms. The work of V. R. F. Jones [ 1 l] showed that 
the set of the possible values for the index of subfactors is 
{ 
4cos*t,n>3 
I 
u[4, co]. (1.2) 
The values in the discrete part of this set are taken by irreducible subfac- 
tors of the hyperlinite factor [ 111; moreover, all values in (1.2) are possible 
for irreducible inclusions of (non-injective) factors [23]. 
If N c M is a finite index inclusion of factors, there is a natural braid 
group representation associated with N c M (giving rise to the Jones poly- 
nomial) which is unitary iff Ind(N, M) < 4 [ 12, 131. In Quantum Field 
Theory a connection between index and statistics [18] shows that 
IWp) = d(p)*, (1.3) 
where p is a DHR localized endomorphism representing a superselection 
sector, d(p) is the associated statistical dimension [6], and Ind(p) is the 
minimal index of p. Also, in low-dimensional theories, the statistics give 
rise to a braid group symmetry for p, see [7, 18, 191. This structure leads 
us to the notion of braided endomorphism of a factor M (Section 3). It is 
perhaps instructive to formulate it here in terms of the associated Connes 
M-M correspondence YE’: there is an M-linear unitary R on the Hilbert 
space X O,,,, 31p that satisfies 
R,,R,,R,, = R,,R,,&,, (1.4) 
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where suffixes specify on which component of Z Ow % @lM X’ we put the 
operator R, namely, we are considering a generalized form of the quantum 
Yang-Baxter equation without parameters (case M= @ and %’ finite- 
dimensional) cf. [ 10, 71. 
We show that for a braided endomorphism satisfying an abstract index 
formula (1.3) the set sl, of the possible values for Ind(p) have more 
restrictions besides the Jones series, for example, 
IWd4(4,3 ,/%. 
The lowest values in the accumulation set CVB of XB are contained in the 
increasing sequences { pt } 
that converge to ,U~Z 5.082, with at most one exception assuming all 
sectors generated by p are standard braided (Theorem 3.5). 
This rules out the occurrence of several subfactors in Quantum Field 
Theory, for example, certain subfactors of Haagerup, Schou, and Ocneanu 
[14] cannot have a braid group symmetry of this kind. 
Besides the Jones restriction (1.2), our analysis is based on results of 
Ocneanu and Wenzl and the reduction to these cases given in [19]; in fact, 
we have a classification of the braid group representations of our context 
for a sufficiently small index that directly extends the analysis in [19]. 
At the present time it is unclear which of the considered values in &, if 
any, actually occurs. A liner analysis would be possible after the determina- 
tion of the unitary braid group representations where the Artin generators 
have three eigenvalues. Further restrictions on the index values are 
obtained in Section 4 in the case of an essentially selfconjugate standard 
braided endomorphism. 
Besides Quantum Field Theory (see also [Zl]), examples of standard 
braided endomorphisms are given by the Jones subfactors [ll], the Hecke 
algebra subfactors obtained by certain Ocneanu-Markov traces analyzed 
by Wenzl [25], Wenzl subfactors from the Birman-Wenzl algebra [26], 
and we expect further interesting examples to arise from actions of 
quantum groups on factors. 
2. MULTIPLICATIVITY OF THE MINIMAL INDEX 
Let M be an infinite factor and End(M) the semigroup of the (normal) 
endomorphisms of M. Besides the product (composition), End(M) is 
equipped with a sum and a conjugation up to inner automorphisms [19], 
therefore Sect(M), the quotient of End(M) modulo inner automorphisms, 
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is a semiring with involution. Given p E: End(M) the dimension of p is 
defined by 
d(p) = InWW), W1’2, 
where Ind(p(M), M) is the minimal index of p(M) in M; d(p) depends only 
on the class [p] in Sect(M). The endomorphisms (sectors) with finite 
dimension are denoted End,(M) (resp. Sect,(M)). 
In [18] we showed the additivity of the dimension 
d(p,OP2)=d(p,)+d(p,). (2.1) 
Moreover 
d(p) = 4% (2.2) 
where p is the conjugate of p [19], and we prove here the multiplicativity 
of the dimension 
2.1. THEOREM. Let pi, POE End(M), then 
d(p,p,)=d(p,)d(Pd; (2.3) 
therefore, d( .) is an in involutive homomorphism of SectO(M) into R+. 
Proox To begin with we recall the special case of the formula (2.3) 
obtained in [ 173, 
d(M) = 4pJ2, (2.4) 
where fi is the conjugate of p E End(M). If p E End(M) then p@@ is 
selfconjugate, hence by (2.4) 
d((pOP)*)=d(pW)*; (2.5) 
the left hand side of (2.5) is 
d((pOP)*)=d(p*O~*Op~OPp) 
= d(p*) + d(D*) + d(pD) + d(i+) 
= 2d(p*) + 2d(p)*, 
where we used the additivity property (2.1), (2.2) and (2.4). 
As to the right hand side we have, again by using (2.1) and (2.2) 
d(pOP)* = (d(p) + d(iW* = 44p)*, 
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therefore 
4P2) = d(P)*? 
which is a special case of (2.3). 
To obtain the general result, let pl, p2 E End(M), then by (2.6) 
4(P, 0 P2Y) = 4P, 0 P2J2 
but 
(2.6) 
(2.7) 
~~~P*0P*~*~=~~P,P20P*P*0P:0PI~ 
= 4PlP2) + 4P2Pl) + d(d) + d(d) 
and 
4~10~2)~ = CO,) + &412 = 4~1)~ +4~2)~ + 24~1) 4~219 (2.8) 
so that by comparing (2.7) and (2.8) and using (2.6) we have 
Since d(p1p2), d(p,p,) < d(p,) d(pz) by [19, Corollary 4.53, we have 
4PIP2) = 4P,) 4P2). I 
We conjecture that Theorem 2.1 completely characterizes the dimension 
by the properties (2.1), (2.2), and (2.3); for finite depth subfactors [S], we 
may show that in fact the values of the dimension are fixed by these 
properties. 
An insight to the multiplicativity of the Jones index is also present in 
cu 
2.2 COROLLARY. Let M, c M2 c M3 be inclusions of factors. Then 
Ind(M,, MA = MM,, M2) IndW,, MA, 
namely, the minimal index is multiplicative. Therefore if Ind(M,, M,) < co 
and .zl : M2 -+ M, and E* : M, + M, are the minimal expectations, then Ed . .z2 
M, --t M, is the minimal expectation. 
ProoJ: We may suppose that Ind(M,, MS) < 00, so that Ind(M,, M2) 
and Ind(M,, M,) are both finite [19], and that the Mi are infinite 
(tensoring by a type I, factor). Suppose that there exists 
A, P~EEWW with M, = P~P~(MJ, M2 = P~(MJ. 
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Then 
InWL MS) = ~P~P,)* = 4p2J2 4~~)’ 
= Wp2(Wp %I Id (PAWS &I 
= Ind(p2W3h MA InW2plW3)~ Pi) 
= IndW2, M,) Ind(M,, M,), 
therefore the corollary is proved in this case. Now if M, and M, are 
both isomorphic to M, there exists p2 E End(M,) with M2 = p2(M3) and 
rl E End(M,) with q(Mj) = M, ; setting p1 - p;‘yI E End(M,) we have 
M, = p2p1(M3) as above. For the general case choose a factor N such that 
the M,@ N are isomorphic to N (Lemma 2.3) then 
Ind(M,, M,) = Ind(M, @ N, M, 0 N) 
= Ind(M, 0 N, M2 0 N) Ind(M, 0 N, M, @ N) 
= IndWf,, M2) Ind(M,, Md, 
see [ 111, and the proof is complete. 1 
2.3. LEMMA. Let {Mi, ie I} be a set of factors. There exists a factor N 
such that MiQ N is isomorphic to N for all i E I. 
Proof Choose a normal state oj of Mi and consider the infinite tensor 
product 
Xi=MjQMiQ .” 
with respect to cpi-wi@wiO .... Then N = @ /$ Xi has the desired 
property. i 
Pimsner and Popa [22] consider the Connes-Stormer [43 entropy 
H(N, M) of an inclusion of II, factors N c M; it follows immediately by 
their characterization and the additivity of the square root of the minimal 
index that 
ZY( N, M) = log( Ind( N, M)), (2.9) 
where Ind denotes the minimal index as before. Hiai [15] showed the 
validity of the formula (2.9) in the setting of infinite factors where H(N, M) 
is now defined as the supremum over all normal conditional expectations 
E: M + N of the Connes entropy H,(N, M) [3]. We thus have 
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2.4. COROLLARY. Let M, c M2 c M, be factors. Then 
WM,, M,)=fWfI, M,)+fWz, Md 
Proof: Immediate by Corollary 2.2 and (2.9). 1 
2.5. COROLLARY. Let M, 2 M, 3 . . . be a decreasing sequence of factors 
with Mi+ 1 c Mi irreducible with finite index. Denote by Ai = M: n M, the 
relative commutant and by Ed: M, + Mi the minimal expectation. Then 
tr(x) = liy sk(x) XEAEUA~ 
I 
defines a Markov trace on A, namely, tr is a tracial state and 
tr(xy) = tr(x) tr( y) XEAi+I, yEMin A. 
ProofI By Corollary 2.2 the family .si is consistent, i.e., .si+ 1 . si = si+ , 
and defines a trace tr on A. If XE Ai+ 1 then Ed E MinM:+, = @ thus 
ei(x) = tr(x) and for y E Mi n A we have 
tr(xy) = lip ~Jxy) = li” Q(E~(xY)) = liy sk(.si(x) y) = tr(x) tr(y). 1 
The version of Corollary 2.5 for increasing sequences is obtained by 
considering the commutants. Compare with [9]. 
3. THE INDEX OF A BRAIDED ENDOMORPHISM 
Let M be a factor and p E End,(M) an endomorphism with finite index. 
Let E = Ep: M+ p(M) be the minimal expectation of M onto p(M); we 
call 
qjzp-l.E 
the minimal left inverse of p. Note that in particular by Theorem 2.1, 4’ is 
the minimal left inverse of p*. 
We now define a braided endomorphism of M to be a pair (p, E) where 
p E End(M) and E is a unitary in p*(M)’ n M that satisfies the braiding 
relation 
&P(E)& = P(E)EP(E). 
Shortly we may also say that p itself is a braided endomorphism and then 
specify .sp = E as above. Note that the unitaries 
gi s pi- I(&) 
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satisfy the Artin relations 
gigi+lgi=gi+lgigi+l 
gig,= gjgi, Ii-j1 >2, 
and therefore provide a unitary representation rr of the braid group lBW. 
A braided endomorphism (p, E) is standard if p E End,(M) and 
lld(~)ll =d(p)-‘, (3.1) 
where 4 is the minimal left inverse of p. Note that d(s) E p(M)’ n M hence 
it is automatically scalar if p is irreducible. 
As in Jones work [12] and in algebraic Quantum Field Theory 
[7, 18, 193 the method of Markov traces gives kink invariants. Namely if 
(p, E) is a braided endomorphism with d(s) = (o,)/d(p), w,~%, and n is 
the associated representation of IfI, as above we have 
3.1. PROPOSITION. The representation II gives rise to a link invairiant S, 
S,(L)= (-d(p))“-‘( -w,)-‘qYP’(x(a)), 
where L is the link given by the closure of a E B, and I is the exponent sum 
ofa. 
The validity of Proposition 3.1 does not depend on the standardness 
assumption, namely d(p) = Id( -’ might be different to Ind(p)“‘. 
A topological insight to the standardness notion can be given if p is 
essentially selfconjugate, namely p2 contains a sector of dimension one. 
In this case M1p(M) 1p2(M)3 ... is the canonical tunnel [ 11, 19, 201 
and the comments at the end of Section 4 apply. Note also that for any 
sector p, the sector pp is selfconjugate. 
Assume now that M is infinite and p2 decomposes with irreducible 
components pi (with multiplicity), namely, 
P2=PloP2Q ... OP,, 
then by Theorem 2.1 
d(p)‘= d(p,)+d(p,)+ ... +d(pA 
where we will arrange the pi so that 
db,)~d(p,)d ... Gd(p,), 
and since d( p , ) > 1, we have 
4p I2 2 n, (3.2) 
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namely, the number n of channels of p is finite and we denote it by np 
n,rn. 
Note that if p is a standard braided endomorphism with only one 
channel (i.e., p2 is irreducible), then p is an automorphism; indeed in this 
case E, is a scalar, thus #(sp)=sp~U and d(p) = 1, cf. [6]. 
We state now an immediate consequence of Theorem 2.1 and the 
analysis made in [193. The same conclusion on rc holds true for arbitrary 
essentially selfconjugate standard braided endomorphisms in the case sp 
” has 2 (resp. 3) eigenvalues and one spectral projection corresponds to a 
one-dimensional subrepresentation of p2. 
3.2. THEOREM. Let p be a standard braided endomorphism. If p is essen- 
tially selfconjugate with 2 (resp. 3) channels then R is a Jones [ 131 (resp. 
Birman- Wenzl-Murakami [ 11) representation of B, determined by d(p) up 
to tensoring by a one-dimensional representation of B, . 
Next results are obtained by reduction to the analysis of Jones [ 111, 
Wenzl [26] (by Theorem 3.2), and Ocneanu and Wenzl [25] (2-channel 
sectors, cf. [7]). 
Recall that the square root of the index of a Hecke algebra subfactor 
takes values in the set H [25], 
H = sWl0 71 
sin( It/l) (3.3) 
while for a Wenzl subfactor from the Birman-Wenzl algebra it takes values 
in H + 1 or it belongs to 
sin(3/1)7t 
i i sin(rt/l) 
cH, 
see [26]. 
3.3. THEOREM. Let p be a standard braided endomorphism. Then 
IMP) $ (4,3 ,h. 
Proof: Suppose Ind(p) < 3 &; because of the inequality (3.2) 
n = n, < d(p)2 < 5. 
If n = 4 then either d(p,) = 1 and Ind(p) = 4 or d(p,) 2 fi and 
Ind(p) = d(p,) + ... +d(p,)a:++Jz3,/% 
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which is not possible, so we may assume n < 3. If now n = 2 then by the 
Wenzl analysis 
but H*n(4,3fi)=qS, h w ere H2-{h2,h~H}. If n=3 and d(p,)>fi 
then 
Wp) a 3 a, 
so we conclude that d(p,) = 1, namely, p, is an automorphism and p is 
essentially selfconjugate. By the Theorem 3.2 we have that the gi generate 
the Birman-Wenzl algebra and by the analysis of Wenzl [26] we may 
assume that 
d(p)+lEH. 
But (4,$)n(Hkl)‘=qL( 
Define 3; as the set of possible values of the index of a standard braided 
endomorphism. 
3.4. COROLLARY. The set 9; n (4,2 + 2 fi) contains no accumulation 
point. 
Proof. Let Ind(p) < 2 + 2 ,/%‘. As before n < 4. If n = 4 and d(p,) 2 A 
then Ind(p) 3 2 + 2 ,/k If d(p,) = 1 then 
3 + d(p,) = Ind(p) < 2 + 2 3, 
hence d(p,) < 2 fi - 1, therefore by Jones’ theorem [6] 
d(p,) E 2 cos ;, k = 1, 2, . . . . 7 . 
If n=2 then d(p)EH but H*n(4,2+2&)=& The case n=3: if 
d(p , ) = 1 we are in the Birman-Wenzl algebra case by Theorem 3.3 and 
d(p)EH+l, but (Hfl)*n(4,2+2$) is a finite set. If d(p,)>l then 
d(p,) b fi therefore 
Ind(p) >, 2 @ + d(p3). 
Therefore d(p,) < Ind(p) -2 4~ 2 and d(p,), d(p2), d(p,) belongs to a 
finite subset of the Jones sequence. m 
Define inductively the sequence of positive numbers pi by pO = 2 
108 ROBERTO LONGO 
then {pi} is increasing and pi + p where 
p=l+dGQ 
2 
&iE, 
in particular ,u: g 4.828, p: z 5.025, &z 5.070. Let 4;8 be the set of the 
possible values of the index of a standard braided endomorphism p such 
that each subsector of powers p” of p is a standard braided endomorphism 
and by a& the set of the accumulation points of &. 
Set lo = (5 + 2 .@ + ,/?)/2 z 5.032. 
3.5. THEOREM. ~~~n(O,~*)~{~~,i~~}u{~O}, 
Proof: Let p be a standard braided endomorphism such that each 
channel pi of p is standard braided and assume that d(p) <p. The 
number of channels is n,, ,< 5. If np = 5 then d(p)2 = 5 (otherwise d(p)2 2 
4+&>~‘). If n,=4 then 
(otherwise d(p)‘2 3 + fi > p). If np = 2 then YB c H2 and if np = 3 and 
d(p,) = 1 then &E (Hf 1)2. In all these cases Ind(p) can take only fintely 
many values, so it suffices to prove the statement assuming np = 3 and 
4Pl) > 1. 
Specializing to this case observe first that if a bound d(p,) < K< 2 occurs, 
then d(p)2 = d(p,) + d(p,) + d(p,) can take only finitely many values (sum 
of 3 elements in the Jones sequence), therefore if Iz E A&, A< p2, then 
A=d,+d,+d,, 
with d, = fi, d2 E {fi, (1 + $)/2} and d3 > 2, d: E A%,; the case 
d2 = (1 + &2 is possible only if d3 = 2 and gives the value Iz = A,, 
(otherwise by Corollary 3.4 we would have A> p2). 
So we arrive at the conclusion that if 1 E a&n (0, ,u’), A #A,, then 
1=2&t, (3.4) 
with t2 E a#,. By Corollary 3.4 an induction argument on formula (3.4) 
completes the proof, as soon as we show that the accumulation point 5 
does not occur. 
To see this last point, note more generally that if p2 = p1 @ .. . 0 pn has 
1 < k < n channels pi, . . . . pk of dimension 1, then Ind(p) > 2k by an argu- 
ment similar to the one following Eq. (4.1); in particular, the case n = 4, 
k = 3 does not produce index values in the considered range. 1 
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3.6. COROLLARY. Let p be a DHR superselection sector [6]. Zj 
d(p)* < 3 3 then the statistics of p is a Jones or Ocneanu-Wenzl or 
Birman- Wenzl-Murakami representation of B, (up to tensoring by a one- 
dimensional representation of 5,). 
ProoJ: By Theorem 3.2 and the classification given in [ 191 we have 
only to show that, if d(p) = 2, then sp has at most 3 eigenvalues. Assuming 
that d(p) = 2 and np = 4 we have 
where d(ak) = 1, hence a;‘p = p therefore ak = PO, where d(b) = 1 and f3k, 
k=l , . . . . 4 form a 4-element group, see also [2, 161. Let ek be the projec- 
tions corresponding to ak, then the statistics operator has eigenvalues pk, 
&pek= pkekT with, see [24], 
Now 
dflek) = dfl) de,) %@)Y 
where sZ,,,(fl) is multiplicative [24], hence s2,,(/?)4 = 1; moreover 
0(6k)* = 1, thus the p: differ from an 8th root of the unity or E: =p, a 
constant, 
pk=zk& ” ‘k 3 IPI = 1 
By the index-statistics theorem p is standard braided and evaluating the left 
inverse of p yields 
namely, [Cl _ 1 rkl = 2. This iS possible Only if some pk iS repeated, namely, 
E, has at most 3 eigenvalues and we are in the previous case. 1 
4. MORE ON ESSENTIALLY SELFCONJUGATE SECTORS 
Let A4 be an infinite factor, p E End,(M) a standard braided endo- 
morphism and g, = p’-‘(s) the corresponding braid group presentation as 
before. We specialize here to the case p is essentially selfconjugate, namely, 
p=ep 
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for some OE Aut(M). It is not difficult to give a definition of a standard 
braided subfactor that generalizes this context with similar conclusions; for 
example this covers the case of an inclusion of non-isomorphic type III 
factors with index less than 4 (see [27]), see, however, Lemma 2.3. 
4.1. THEOREM. Let PE End(M) be a standard braided endomorphism. 
If p is essentially selfconjugate, we have 
(a) Wd4 (4,5). 
(b) The value Ind(p) = 5 is taken by a Wenzl subfactor. 
(c) The gi define a generalized Birman- Wenzl algebra (a Birman- 
Wenzl algebra with possibly more than 3 eigenvalues of g,). 
Proof All the conclusions will follow by Theorem 3.2 (and its proof) as 
soon as we show that if d(p)2 E (4,5) then pp has 3 irreducible components. 
To this end, notice first that if pp has 2 irreducible components, the gi 
define a Jones representation as before and therefore d(p) < 2 because 
the gi are unitary. To complete the argument, we shall show that if 
d(p)2 E (4,5) then pp cannot have 4 irreducible components. Assume on 
the contrary that 
p~=idOplOp~Op~, 
with d(p,) G d(p,) <d(p,). Then d(p,) = 1 (otherwise d(p12 2 1+ 3 fi) 
and d(p,) 2 $ (otherwise d(p) = 2). We first treat the case d(p,) = 1; since 
pp is selfconjugate we have 
pp=id@a@a-‘@q, (4.1) 
where a eAut(M), q is selfconjugate, u3 is inner, and d(q) > a. Multi- 
plying both sides of (4.1) by a we see that orpp contains the identity, thus 
ap = p, modulo inner automorphisms, namely, we can choose ~1 so that 
(see PW 
Ma = Pwf), 
where M” denotes the fixed-point algebra of a. Since p is irreducible it 
follows ~1~ = id and M” is a subfactor of index 3 of M. Therefore 
Ind(p) = Ind(p(M), M) = Ind(p(M), Ma) Ind(M*, M) = 3 Ind(p(M), M”) 
and Ind(p)= 3 or Ind(p) 26, that rules out the possibility expressed in 
formula (4.1). 
Taking into account that pp is selfconjugate, we are left with the case 
pP=id@a@q@f, (4.2) 
where x2 = id and d(q) 2 $. 
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By reasoning in analogy as above we arrive at the situation where 
M" 1 p(M) and 
Ind(p) = Ind(p(M), M”) Ind(M”, M) = 2 Ind(p(M), M”). 
If Ind(p) > 4 then Ind(p) > 2(( 1 + ,/?)/2)* > 5 and the decomposition (4.2) 
does not hold. 
Therefore if the index were in the interval (4, 5) the braid group 
representation would be a Birman-Wenzl representation, that is not 
possible for these values of the index [26]. On the other hand the value 
Ind(N, M) = 5 is attained by a Wenzl subfactor [26]. g 
We conclude this section with a comment on the meaning of the 
standardness assumption (3.1). In the above situation the associated Jones 
projections e; may be given the topological description given by Kauffman, 
see C11, 
e, *-- w . . . 
I IF I 1 
1 i-1 i+1 n 
and if the standardness condition (3.1) is satisfied S, extends to a link 
invariant on the Kauffman algebra, see [ 1). A finer description of this 
structure can be given by representing the category of tangles, see [8]; we 
hope to return to this point elsewhere. 
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