Siegel's results [Siegel, C. L. (1929) In §1 we define, study, and prove the nondegeneracy of graded Padd approximations (GPA) to solutions of linear differential equations with rational function coefficients. We follow Siegel's studies (1) in applying GPA to diophantine approximations of values of the E-functions of Siegel at rational points. In §2, where the definition of E-functions used in this paper is presented, the methods of §1 are applied and the main result of the paper is proved: THEOREM I. Let fi(x), ..., f,,(x) be E-functions satisfying linear differential equations over 0(x). Then for any E > 0 and an arbitrary rational number r, r :& 0, there exists a constant co = co(E, r, fl, ..., fQ) > 0 with the following property. On, E) > 0 and I I is the distance to the nearest integer.
In §1 we define, study, and prove the nondegeneracy of graded Padd approximations (GPA) to solutions of linear differential equations with rational function coefficients. We follow Siegel's studies (1) in applying GPA to diophantine approximations of values of the E-functions of Siegel at rational points. In §2, where the definition of E-functions used in this paper is presented, the methods of §1 are applied and the main result of the paper is proved: THEOREM I. Let fi(x), ..., f,,(x) be E-functions satisfying linear differential equations over 0(x). Then for any E > 0 and an arbitrary rational number r, r :& 0, there exists a constant co = co(E, r, fl, ..., fQ) > 0 with the following property. On, E) > 0 and I I is the distance to the nearest integer.
The second inequality in Theorem II follows from the first one by the transfer principle. Moreover, if in Definition 2.1 of E-functions we can replace mem by cm, then E in the second inequality of Theorem II can be replaced by (log loglql)-Y, y > 0. Bounds of Theorem I and Theorem II were proved in 1964 in ref. 2 by Baker, when fi(x) = erix and O6 = eri for rational numbers ri.
The idea of constructing the approximating form (though in a simpler case) was proposed and carried out by Siegel (1), who examined the important property of the normality of systems of functions employed in §1. Complete proofs are presented for normal systems of functions. For E-functions for which the normality condition was established in ref. A(') = S ill -8,k, a(Y)? forj, l = 1, ..., ki; i = 1, ..., n.
We assume that functions fi: i = 1, ..., n are linearly independent (over C) and that all functions f (i)(x) are regular at x =0:j = 1, ..., ki; i = 1, ..., n.
For number-theoretic applications we do not need a GPA with the maximal possible order of zero at x = 0 for the remainder function. Instead, we use only E-GPA with an order Abbreviation: GPA, graded Pad6 approximation(s).
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of zero slightly smaller than the maximal possible one. Our parameters are: (i) N-the level of the graded structure; (ii) E-"the defect in the order t of zero of the remainder function at x = 0"; and (iii) Di: (i = 1, ..., n) the weights of the E-GPA (degrees of Pade approximants in x). The integer parameters Di are sufficiently large with respect to N and e1 and we put D = max(Di: i= 1, ..., n). 
x (I(il) + 1)R ? ),.e j (x)}.
In particular, we obtain a system of Pade-type approxima- For number-theoretical applications we need to have n linearly independent remainder functions of the form R$mo) (x) [or linear forms approximating f1(x), ..., fn(x) in the sense of
Siegel (1)]. These n linearly independent forms always exist, as the following general result that we present shows. Remark. The proof above of Theorem I corresponds to the case when r is not a singularity of the system of differential equations 1.1. In this case, as it is easily seen, numbers fI(r), ., (r) are linearly independent over Q. However, Theorem I holds with a similar proof, even when r is a singularity of the system 1.1, when f1(r), ..., fM(r) are not necessarily linearly independent over Q [e.g., r can be a zero of f,{x)].
For the proof in this case we use the same system of approximating forms that was constructed in the proof of Theorem 2.2, applying Lemma 2.1 and using the regularity of functions f1(x) at x = r. It is necessary to divide polynomials p( J) (x) by the highest power of (x -r) by which they are divisible.
