The Ewens sampling formula is well-known as a distribution of a random partition of the positive integer n. For the number of distinct components of the Ewens sampling formula, we derive its Edgeworth expansion. It is different from the Edgeworth expansion for the sum of independent and identically distributed random variables. It contains the digamma function of the parameter of the Ewens sampling formula. Especially, for the random permutation, the Edgeworth expansion contains Euler's constant. The Edgeworth expansion is examined numerically using its graph.
Introduction
A random partition of the positive integer n appears in many statistical contexts. For example, Bayesian statistics, patterns of communication and genetics. From the point of view of genetics, Ewens (1972) discovered a distribution of a random partition of n, partially intuitively. The distribution is called the Ewens sampling formula or the Multivariate Ewens distribution. Antoniak (1974) derived exactly the sampling formula using Ferguson's Dirichlet process as a nonparametric prior distribution. Though Taga and Isii (1959) did not treat a random partition, we can derive the Ewens sampling formula by using their stochastic model. Nowadays there are many studies of the Ewens sampling formula and other related formulae, which includes Pitman's generalization of the Ewens sampling formula, that is, the Pitman sampling formula (Pitman (1992) ). See for example Johnson et al. (1997) , Arratia et al. (2003) and Pitman (2006) .
In this paper, we consider the Ewens sampling formula and let K n be the number of distinct components of the sampling formula with the parameter θ > 0. K n is the complete sufficient statistic for θ. Therefore the study of the property of K n is necessary for the statistical inference of θ. We shall study the asymptotic distribution of K n . The distribution of K n is given by
where θ [n] = θ(θ + 1) · · · (θ + n − 1) and n k is a signless Stirling number of the first kind or a Stirling number of the third kind (see for example Johnson et al. (1997; Chapter 41) and Arratia et al. (2003; Section 5.2) .
It is well-known that K n has the normal distribution asymptotically. This fact is usually represented by
→ means the convergence in distribution (see for example Arratia et al. (2003; p. 103) ). Maples et al. (2012; Thorem 1.1) obtained the same convergence for the generalized Ewens sampling formula. In the case of θ = 1, we denote K n by K 0n . K 0n is the number of cycles in a random permutation. The convergence
is known as Goncharov's theorem (see for example Billingsley (1995; p. 361) and Arratia et al. (2003; p. 19-20) ). The rate of this convergence was given by Hwang (1998; Example 1):
For the generalized Ewens sampling formula, the probability, the large deviation estimate P (|(K n − µ n )/σ n − a| < ) is obtained by Maples et al. (2012; Theorem 4.2) .
The purpose of this paper is to derive the Edgeworth expansion for (K n − θ log n)/ √ θ log n and show the rate of convergence to normal distribution. This result also gives the Edgeworth expansion for (K 0n − log n)/ √ log n. The Edgeworth expansion for (K n − θ log n)/ √ θ log n contains the digamma function. Specifically, the Edgeworth expansion for (K 0n − log n)/ √ log n contains Euler's constant.
This paper is organized as follows. In Section 2, we introduce a Poisson random variable whose total variation distance is close to K n . In Section 3, using the Edgeworth expansion of the Poisson distribution and the result of Section 2, we get the Egdeworth expansion for (K n − θ log n)/ √ θ log n. As a corollary, we have the Egdeworth expansion for K 0n . In Section 4, we numerically examine the Egdeworth expansion for (K n − θ log n)/ √ θ log n obtained in Section 3 using its graph. Based on the asymptotic behavior of (K n − θ log n)/ √ θ log n observed in Section 4, we give an alternative form stating the asymptotic normality of K n in Section 5.
Total variation distance between K n and a Poisson distribution
Let random variables ξ j (j = 1, 2, . . . ) be independent and take the value 0 and 1 with the probabilities given by
Then K n can be written as
(see for example Johnson et al. (1997; p. 234, (41.12 ))). We put
and let P n be the random variable having the Poisson distribution with mean θH θn . We denote the total variation distance between the distribution of non-
where (Barbour and Hall (1984;  Theorem 2)). We have
Hence, it follows from (2.1) that
We note that Arratia and Tavaŕe (1992; p. 326) gave the result similar to (2.3) only with a brief remark.
Let ψ(θ) be the digamma function defined by ψ(θ) = Γ (θ)/Γ(θ). It can be written as
where γ is Euler's constant (see for example Johnson et al. (2005; p. 8-9) ). We let the random variable P * n have the Poisson distribution with mean θ(log n − ψ(θ)). We consider the total variation distance between the distributions of P n and P * n , which is given by (Yannaros (1991;  Theorem 2.1)). Since, as n → ∞,
we have
Applying (2.2) and (2.5) to the right-hand side of (2.4), we get
By (2.3) and (2.6), we have the following lemma.
Lemma 2.1.
Edgeworth expansion for K n
Let φ(x) be the probability density function of the standard normal distribution. The Edgeworth expansion of P * n having the Poisson distribution P o(θ(log n − ψ(θ)))) is given by
which holds uniformly in x ∈ R (see, for example, Barndorff-Nielsen and Cox (1990; p. 96, (4.18) ). Using the relation
we have from (3.1), as n → ∞,
which holds uniformly in x ∈ R. Putting
We expand the right-hand side of (3.3) in δ by the relation (3.2). Using the relation log n log n − ψ(θ)
we have, as n → ∞,
Therefore, we have from (3.2), (3.3) and (3.4)
Hence, we have, as n → ∞,
For the first term of the right-hand side of (3.5), we have
Applying the same method as in (3.4) to the second term of right-hand side of (3.5), we get the following lemma.
Lemma 3.1. We have, as n → ∞,
which holds uniformly in x ∈ R.
Thus, from (2.7) and (3.6) we have the following proposition.
Proposition 3.2. For the number K n of distinct components of the Ewens sampling formula with the parameter θ > 0, the Edgeworth expansion is, as n → ∞,
As a corollary, we have the following which includes (1.1) as a special case.
Corollary 3.3. We have, uniformly in x ∈ R,
Since ψ(1) = −γ, we also have the following corollary.
Corollary 3.4. For the number K 0n of cycles in a random permutation, we have
Numerical examination
We examine the relation (3.7) by numerical computation using R. Its lefthand side, which is the distribution function F n of (K n − θ log n)/ √ θ log n, is obtained approximately by using the random numbers of R. We plot the function F n , with the standard normal distribution function and the Edgeworth expansion given by the right-hand side except for the last term of (3.7). In the following Figs. 1.1-1 .10, the dotted lines denote the standard normal distribution function, the solid lines denote the Edgeworth expansion and the step functions denote the distribution function F n . Since K n does not take the value less than 1, the distributions and the Edgeworth expansion are plotted without the unnecessary left-tails. In the following figures, the headings give the values of parameter θ and the sample size n. Figures 1.1 and 1.2 show, for θ such as 1.33 or 1.5, that both the Edgeworth expansions and the standard normal distribution functions are good approximations to the distribution functions F n at the range close to the median, even for a small n up to 25. It is a property of the Edgeworth expansion that the approximation is not so good at the tails. Figure 1 .3 shows, for a small θ such as 0.25, that the standard normal distribution function is above the distribution functions F n . By the effect of the second term of the right-hand side of (3.7), the Edgeworth expansion is a good approximation of F n . Figure 1 .4 shows, for a large θ such as 2.25, that the standard normal distribution function is bellow F n . By the effect of the second term of the right-hand side of (3.7), the Edgeworth expansion is also a good approximation of F n .
Figures 1.5 and 1.6 show, for θ larger than or equal to 2.75, that the standard normal distribution functions are below the distribution functions F n . For a medium sample size n such as 25 or 50, the second term of the right-hand side of (3.7) strongly effects the right-tails and the Edgeworth expansions exceed the value 1. Figures 1.7 and 1.8 show, for θ larger than or equal 2.75, that a large sample size n is necessary in order to make the Edgeworth expansions under one.
From Figs. 1.1 and 1.2, it is seen that (K n −θ log n)/ √ θ log n has the approximate normal distribution for a small sample size n and θ in the neighborhood of θ = 1.4. While, for θ larger than 1.4, Figs. 1.7 and 1.8 show that the distribution of (K n − θ log n)/ √ θ log n is different from the normal distribution even for a comparatively large sample size n. A huge sample size is necessary for (K n − θ log n)/ √ θ log n to have the approximate normal distribution for θ larger As stated in Section 1, the asymptotic normality of K n is expressed usually in the form such that (K n − θ log n)/ √ θ log n has the standard normal distribution N (0, 1) approximately. This is based on the fact that E(K n ) = θH θn and Var(K n ) = θH θn − θ 2 n j=1 1/(θ + j − 1) 2 are approximately θ log n for a large n. But, by (2.5) the better approximation to E(K n ) and Var(K n ) is θ(log n − ψ(θ)). Using this approximation, we consider an alternative form of the asymptotic normality of K n in the next section.
Concluding remarks
From (2.7) and (3.2), we have
We examine the relation (5.1) by numerical computation. We plot the distribution function F * n of (K n − θ(log n − ψ(θ))/ θ(log n − ψ(θ)), the standard normal distribution function, and the Edgeworth expansions given by the right-hand side of (5.1). The distribution function F * n is obtained approximately by using the random numbers of R. In the following Figs. 2.1-2.4, the dotted lines denote the standard normal distribution function, the solid lines denote the Edgeworth expansion and the step functions denote the distribution function F * n . For a small value of θ, (K n − θ(log n − ψ(θ)) θ(log n − ψ(θ)) has the approximately standard normal distribution, even for a not so large n, as seen in Figs. 2.1 and 2.2.
For a large θ, a large sample size n is necessary for (K n − θ(log n − ψ(θ))/ θ(log n − ψ(θ)) to have the approximately standard normal distribution, as seen in Figs. 2.3 and 2.4. But, its approximation is better than the case of (K n − θ log n)/ √ θ log n. Therefore, it is preferable that the asymptotic normality of K n is expressed by saying that (K n − θ(log n − ψ(θ))/ θ(log n − ψ(θ)) has the approximately standard normal distribution, instead of (K n − θ log n)/ √ θ log n. The author would like to further research the normal approximation of K n and its application to the statistical inference of θ.
