Principal component regression (PCR) is a widely-used two-stage procedure: we first perform principal component analysis (PCA) and next consider a regression model in which selected principal components are regarded as new explanatory variables. We should remark that PCA is based only on the explanatory variables, so the principal components are not selected using the information on the response variable. In this paper, we propose a one-stage procedure for PCR in the framework of generalized linear models. The basic loss function is based on a combination of the regression loss and PCA loss. The estimate of the regression parameter is obtained as the minimizer of the basic loss function with sparse penalty. The proposed method is called the sparse principal component regression for generalized linear models (SPCR-glm). SPCR-glm enables us to obtain sparse principal component loadings that are related to a response variable, because the two loss functions are simultaneously taken into consideration. A combination of loss functions may cause 1 the identifiability problem on parameters, but it is overcome by virtue of sparse penalty. The sparse penalty plays two roles in this method. The parameter estimation procedure is proposed using various update algorithms with the coordinate descent algorithm. We apply SPCR-glm to two real datasets, Doctor visit data and mouse consomic strain data. SPCR-glm provides easier interpretable PC scores and clearer classification on PC plots than the usual PCA.
Introduction
Principal component regression (PCR) (Massy, 1965; Jolliffe, 1982 ) is a widely-used twostage procedure: we first perform principal component analysis (PCA) (Pearson, 1901 ). However, we should remark that the PCA is based only on the explanatory variables, so the principal components are not selected using the information on the response variable. If the response variable has a close relation to the principal components with small eigenvalues, PCR cannot present enough prediction accuracy.
To overcome this problem, Kawano et al. (2015) proposed a one-stage procedure for PCR. The basic loss function is based on a combination of the regression squared loss and PCA loss . The estimate of the regression parameter is obtained as the minimizer of the basic loss function with sparse penalty. The proposed method was called the sparse principal component regression (SPCR). SPCR enables us to obtain sparse principal component loadings that are related to a response variable, because the two loss functions are simultaneously taken into consideration. A combination of loss functions may cause the identifiability problem on parameters, but it is overcome by virtue of sparse penalty. The sparse penalty plays two roles in this method. The parameter estimation procedure was proposed using various iterative algorithms with the coordinate descent algorithm. However, the response variable is restricted to a continuous variable.
In this paper, we propose a one-stage procedure for PCR in the framework of generalized linear models (McCullagh and Nelder, 1989) . The regression loss is replaced by the negative log-likelihood function. The proposed method is called the sparse principal component regression (SPCR-glm). The most different point in SPCR-glm from the SPCR is the parameter estimation procedure, because the negative log-likelihood function in the generalized linear models is more difficult than the regression squared loss. To obtain the parameter estimate, we propose a novel update algorithm combining various ideas with coordinate descent algorithm (Friedman et al., 2007; Wu and Lange, 2008 ).
We apply SPCR-glm to two real datasets, Doctor visit data and mouse consomic strain data, with Poisson regression model and multi-class logistic model, respectively.
SPCR-glm provides easier interpretable PC scores and clearer classification on PC plots than the usual PCA. For the doctor visit data, we can also obtain clearer interpretable PC scores. For the consomic strain mouse data, we can also pick up some characteristic mouse consomic strains with smaller within-variance. This paper is organized as follows. In Section 2, we review the sparse principal component analysis (SPCA) and SPCR. In Section 3, we propose SPCR-glm and introduce some special cases of SPCR-glm. In Section 4, we provide a parameter estimation procedure for SPCR-glm and discuss the selection of tuning parameters in SPCR-glm. Monte Carlo simulations and real data analyses are illustrated in Sections 5, 6 and 7. Concluding remarks are given in Section 8. The R language software package spcr, which implements SPCRglm, is available on the Comprehensive R Archive Network (R Core Team, 2016). Supplementary materials can be found in https://sites.google.com/site/shuichikawanoen /research/suppl_spcr-glm.pdf.
Preliminaries

Sparse principal component analysis
T be an n × p data matrix with n observations and p variables.
Without loss of generality, the columns of the matrix X are assumed to be centered. 
where B = (β 1 , . . . , β k ) is a p × k principal component loading matrix, k denotes the number of principal components, I k is the k × k identity matrix, and || · || 2 is the L 2 norm defined by ||z|| 2 = √ z T z for an arbitrary finite vector z. Let X = UDV T , where U is an n × p matrix with
is a p × p orthogonal matrix, and
To easily interpret the principal component loading matrix B, Zou et al. (2006) proposed the sparse principal component analysis (SPCA) given by
where A = (α 1 , . . . , α k ) is a p × k matrix, λ and λ 1,j 's (j = 1, . . . , k) are non-negative regularization parameters, and || · || 1 is the L 1 norm defined by ||z|| 1 = p j=1 |z j | for an arbitrary finite vector z = (z 1 , . . . , z p )
T . After simple calculation, SPCA is represented
Given a fixed B, the minimizer A is obtained by solving the reduced rank Procrustes rotation, which is introduced in Zou et al. (2006) . Given a fixed A, the minimization problem for B is consistent with that in the elastic net (Zou and Hastie, 2005) , so it can be solved using the LARS algorithm (Efron et al., 2004) 
where γ 0 is an intercept, γ = (γ 1 , . . . , γ k ) T is a coefficient vector, λ β and λ γ are nonnegative regularization parameters, w is a positive tuning parameter, and ξ is a tuning parameter on [0, 1). In Formula (3), the first term is the squared loss function of a linear regression model that employs the principal components B T x as explanatory variables, and the second term is the loss function of PCA, which is used in SPCA. Sparse regularizations in SPCR have two roles: the first is to estimate some parameters to be zero and the second is to overcome an identification problem on the parameters (for details, see Kawano et al., 2015) .
The minimization problem (3) is a quadratic programming problem with respect to each parameter {B, γ 0 , γ}, so that it is easy to construct the parameter estimation procedure, which was proposed using the coordinate descent algorithm by Kawano et al.
(2015).
In SPCR, the resposne variable is restricted to a continuous variable. In Section 3, the SPCR is extended to the framework of generalized linear models (McCullagh and Nelder, 1989 ) to deal with various types of data, including the binary, count and multiclass data.
Sparse principal component regression for generalized linear models
We assume that the response variable given the explanatory variables is generated from the exponential family 
where
Suppose that 
subject to
w is a positive tuning parameter, A is a p × k matrix, λ β and λ γ are non-negative reg- In numerical studies, we encountered the problem that SPCR-glm sometimes failed to give many sparse estimates of the loading matrix B. To obtain many sparse estimates of B, we propose to assign different regularization parameters for the components of B: the
where λ β,lj is a nonnegative regularization parameter. We call this procedure the adaptive sparse principal component regression for generalized linear models (aSPCR-glm). In numerical studies, we utilized λ β,lj = λ β /|β † lj | q with q ≥ 0, whereβ † lj is an estimate of β lj derived from SPCR-glm. This idea is based on the adaptive lasso by Zou (2006).
Sparse principal component logistic regression
Suppose that we have a binary response variable y i ∈ {0, 1}. The logistic regression model is given when φ = 1, u(κ i ) = log{1 + exp(κ i )}, and v(y i , φ) = 0. The regression loss function is
Sparse principal component Poisson regression
Suppose that we have a count response variable y i ∈ {0, 1, 2, . . .}. The Poisson regression model is given when φ = 1, u(κ i ) = exp(κ i ), and v(y i , φ) = − log y i !. The regression loss function is
Sparse principal component multiclass-logistic regression
We assume that the categorical values with G levels are observed for response variable C.
The multiclass-logistic regression model is given by
, (g = 1, . . . , G), 
We note that, by slightly modifying the density (4) with the response vectors, the minimization problem for the multiclass-logistic regression is a special case of SPCR-glm.
There is an identifiability problem in the symmetric modeling. The probabilities with {γ 0g , γ g } are identical to these with {γ 0g − γ * 0 , γ g − γ * }. This is not overcome if any constraints are not imposed. This crucial problem was discussed in Friedman et al. 
Related work
As a related work, we refer to PLS generalized linear regression (PLS-GLR) proposed by Bastien et al. (2005) . PLS-GLR can perform the partial least squares (Wold, 1975; Frank and Friedman, 1993) under the situation that the response variable belongs to the exponential family or is censored. Although PLS-GLR is similar to our proposed method SPCR-glm, PLS-GLR does not integrate the two loss functions for generalized linear models and PCA with the L 1 type regularization. In addition, PLS-GLR is a twostage procedure, but SPCR-glm is a one-stage procedure. In Sections 5, 6 and 7, we will compare the two methods through numerical studies.
Implementation
Computational algorithm
Since SPCR-glm is a special case of aSPCR-glm, we focus on an estimation algorithm for aSPCR-glm. We estimate the parameters {B, γ 0 , γ} in aSPCR-glm by the coordinate In SPCR, it is easy to implement the coordinate descent algorithm, because the optimization is a quadratic programming problem. But, in aSPCR-glm, the optimization is not a quadratic programming problem, because the log-likelihood function (4) is a nonlinear convex function in general. Therefore, for the current estimates of the parameters {B,γ 0 ,γ}, we employ a second-order Taylor expansion to the negative log-likelihood function around current estimates. The Taylor expansion leads to the approximated minimization problem given by
This approximation leads to the updated equations given as follows.
β lj given γ 0 , γ j and A: The coordinate-wise update for β lj has the form:
and S(z, η) is the soft-threshholding operator with
Here y * j = Xα j .
γ j given γ 0 , β lj and A: The update expression for γ j is given bŷ
A given γ 0 , β lj and γ j : The estimate of A is obtained bŷ
where (X T X)B = UDV T .
γ 0 given β lj , γ j and A: The estimate of γ 0 is derived from
The update procedure can be directly implemented for the logistic model and Poisson regression model. The multiclass-logistic regression model has a special structure, as described in Section 3.3, so we need a slight modification, which is given in the supplementary material Appendix A.
The updates described earlier lead us to the parameter estimation procedure, which is summarized in the following steps:
Step 1 Set the values of the tuning parameters {w, ξ} and the regularization parameters {λ β , λ β,lj , λ γ }.
Step 2 Initialize the parameters {A, B, γ 0 , γ}.
Step 3 Update the objective η i (i = 1, . . . , n).
Step 4 Update the estimates of the parameters.
Step 5 Repeat Step 3 and Step 4 until convergence.
Selection of tuning parameters
We have four tuning parameters. To reduce the computational cost, the two tuning parameters w and ξ are fixed in advance. The tuning parameter w is set to be a small value, because the regression loss is more important than the PCA loss. The tuning parameter ξ is set to be a small value, because the sparse regularization is more important than the ridge regularization. The latter idea is often used in the elastic net. The remaining parameters λ β and λ γ are automatically selected by the cross-validation.
Let us divide the original dataset into K datasets (y
The K-fold cross-validation criterion for aSPCR-glm is given by
where C k (k = 1, . . . , K) is the set of indexes for the divided dataset (y (k) , X (k) ), and
are the estimates computed with the data removing the k-th part. The K-fold cross-validation criterion for the multiclass-logistic model is given by
are the estimates computed with the data removing the k-th part.
We employed K = 5 in our simulation. The candidates of the regularization parameters λ β and λ γ were determined according to the function glmnet in R.
Illustrative example
We generated a dataset {(y i , x i ); i = 1, . . . , 200} for a binary response variable and 10-dimensional explanatory variables. The explanatory variables were given by
T , where
Here,
T , (Σ) ij = 0.8 |i−j| , and Q is a 2 × 2 matrix whose i-th column is the eigenvector corresponding to the i-th largest eigenvalue of Var(u). Note that u i presents four clusters which have four centers at a j 's.
We can easily show that ν 1 = (0, 1, 0, . . . , 0 We applied SPCR-glm with k = 3 into the dataset, and then conducted PCA and PLS-GLR described in Section 3.4. The tuning parameters in SPCR-glm were set to w = 0.01, ξ = 0.001, λ β = 3, and λ γ = 0.1. Figure 1 shows the true scatter plot of 
Simulation studies
To investigate the performances of our proposed method, Monte Carlo simulations were conducted. We used four models in this study: two for binary data and two for count data.
In the first model, we considered the 20-dimensional covariate vector x = (x 1 , . . . , x 20 )
T according to a multivariate normal distribution N(0 20 , Σ 2 ), and generated the response y by
We used Σ 2 = blockdiag(Σ * Σ 2 ) , and generated the response y 
In the fourth model, we considered the 30-dimensional covariate vector x = (x 1 , . . . , x 30 ) T according to a multivariate normal distribution N(0 30 , Σ 3 ), and generated the response y by y i ∼ P oi(λ i ), log (λ i ) = 0.5x
The sample size was set to n = 200, 400. For Cases 1 and 2, we used SPCR-glm for binary data (SPCR-Log) and aSPCR-glm for binary data with q = 0.1, 0.5, 1 (aSPCRLog(q)). For Cases 3 and 4, we used SPCR-glm for count data (SPCR-Poi) and aSPCRglm for count data with q = 0.1, 0.5, 1 (aSPCR-Poi(q)). The proposed methods were fitted to the simulated data with one or five components (k = 1, 5) for Cases 1 and 3, and two or five components (k = 2, 5) for Cases 2 and 4. The regularization parameters λ β and λ γ were selected by five-fold cross-validation in Section 4.2. The tuning parameters w and ζ were set to 0.01 and 0.001, respectively. Our proposed methods were compared with PLS-GLR and PCR. The performance was evaluated by the value of the negative expected log-likelihood function −E log f (y|x;θ) (EL). The simulation was conducted 100 times. EL was estimated by 1,000 random samples. Tables 1 and 2 We also computed the true positive rate (TPR) and the true negative rate (TNR) for aSPCR-Log(q), SPCR-Log, aSPCR-Poi(q), and SPCR-Poi, which are defined by TPR = 1 100
is the estimated j-th coefficient for the k-th simulation, and |{ * }| is the number of elements included in a set { * }. Tables 3 and 4 represent the means and standard deviations of TPR and TNR, and present similar results. In Table 3 , many methods provide higher ratios of TPRs except for aSPCR-Log(1), while aSPCR-Log(1) provides higher ratios of TNRs. The results for Cases 3 and 4 show that TPRs are higher in almost all situations, but TNRs of aSPCR-Poi(0.1) and aSPCR-Poi are too lower.
Applications
In this section, two real data analyses are illustrated. We observe easier interpretable PC scores and clearer classification on PC plots than the usual PCA.
Doctor visits data
We applied SPCR-glm to the doctor visits data in Cameron and Trivedi (1986) . This dataset consists of 5,190 observations originating from the Australian Health Survey that contains information on the number of consultations with a doctor or specialist and on 11 variables: (1) Gender, (2) Age, (3) Income, (4) Illness, (5) Reduced, (6) Health, (7) Private, (8) Freepoor, (9) Freerepeat, (10) Nchronic, and (11) Lchronic. The dataset is available from the package AER in R.
To model a relationship between the number of consultations, which is count data, and the 11 variables, we utilized SPCR-glm with k = 5. We compared SPCR-glm with PCR and PLS-GLR. The tuning parameters in SPCR-glm were set to w = 0.1, ξ = 0.001, λ γ = 0, λ β = 10. The reason why λ γ = 0 is that we do not aim to select the number of principal components automatically. Nchronic is a chronic condition not limiting activity while Lchronic is that limiting activity.
Meanwhile, it is difficult to interpret the principal component loadings for PCR and PLS-GLR (Appendix B). Takada We analyzed the male data in this dataset by the usual PCA and our method SPCRglm with k = 3, w = 0.01, ξ = 0.001, λ β = 4, and λ γ = 10. There were very few missing observations with the ratio 0.39%, which were imputed by the package mice in R. The resulting PC plots are shown in Figure 3 and the PC loadings and regression coefficients by SPCR-glm are given in Tables 6 and 7 .
Mouse consomic strain data
The first PC (PC1) by SPCR-glm largely depended on the score
where PERIPENAL is the fat value around kidney and ALP is the Alkaline Phosphatase value. B6 and MSM presented around zero value of PC1, which implies that PC1 is an index related to CSs. CS11 clearly presented around zero value on PC2 and a lower value on PC1 and was separate from other mice in Figure 3(a) . In fact, CS11 had a small PERIPENAL and a large ALP, which showed a small score on PC1. In Figure 3 (c), CS11
was not separate from other mice. where LEAN_WEIGT is the weight after removing the white fat pad and KIDNEY_AVERAGE is the mean of two kidney (right and left) weights divided by LEAN_WEIGHT. There were many traits related to the weight. Among those, the above two traits were selected. For example, the BODY_WEIGHT largely depended on the individuals among the same CS, so that the within-variance was large, but the LEAN_WEIGHT did not largely depend on the individuals among the same CS, so that the within-variance was small. This would be why
LEAN_WEIGHT was more favorable than other traits related to the weight. In Figure 3 (a), the PC2 clearly separates the basic strain MSM from other strains. The MSM was a small mouse with a large kidney and the consomic strains had a more similar property to B6
than MSM, because the consomic strains were based on the B6, which is explained from PC2.
The third PC (PC3) by SPCR-glm largely depended on the score −0.87 × TESTIS_AVERAGE − 1.79 × T_CHOLESTEROL + 0.87 × ALB1,
where TESTIS_AVERAGE is the mean of two thestis weights, T_CHOLESTEROL is the cholesterol value, and ALB1 is the albmin value. In Figure 3 (b), CS5, CS9 and CS18 were separate from other mice, but not in Figure 3(d) . In fact, CS5 and CS18 had a small TESTIS_AVERAGE and a small T_CHOLESTEROL and CS9 had a very large T_CHOLESTEROL.
However, we have not yet found a significant property on ALB1. It may imply that ALB1 has a significant property which has not been found.
CS1, CS13T and CSY had the zero regression coefficient, as seen in Table 7 . This implies that they did not have any significant property on the three PCs. In fact, their
CSs were known to have no significant property.
Conclusion
We presented a one-stage procedure for PCR in the framework of generalized linear models with sparse regularization. We called this procedure SPCR-glm. SPCR-glm enabled us to treat various types of response variable. The estimation algorithm was obtained based on the coordinate descent algorithm. Through the numerical studies, our proposed method was superior to competing methods in terms of prediction accuracy, TPR, TNR, and interpretable of the principal component loadings.
