The introduction of electro-optical tracking with CCDs has revitalised the research potential of the transit telescope. Termed the Time-Delay Integration (TDI) readout technique (or drift scanning), this method o ers exceedingly good at-elding performance.
INTRODUCTION
The widespread adoption of CCDs as the imaging device of choice over the past fteen years is certainly well-documented (Mackay 1986; Janesick et al. 1989) . The standard readout mode is intuitively simple: an image is accumulated by tracking the telescope at the sidereal rate and allowing light to fall upon a silicon array. Once a desired integration time is reached, the camera's shutter is closed and the charge is read out. While this technique is suitable for telescopes capable of mechanical tracking, it is obviously extremely restrictive for transit instruments, or those operating with the telescope sidereal tracking disabled.
Zenith pointing instruments, such as Liquid Mirror Telescopes (LMTs) (Gibson 1991) , are restricted to observing the strip of sky which transits at or near the telescope's zenith over the course of the year. It was this particular drawback which led Wood (1909) to dismiss the instrument as an oddity with little or no practical application. Only recently has detector technology advanced to the point where zenith pointing telescopes such as LMTs could make meaningful contributions to astronomy. The advent of electro-optical tracking with CCDs by groups at Cambridge University (Wright & Mackay 1981 ) and the University of Arizona (McGraw, Angel & Sargent 1980) has ushered in a new era for such telescopes.
The Cambridge technique is known as \drift scanning". Instead of using the CCD in the standard mode, one reads the CCD continuously at some given slower rate, at the same time mechanically moving the CCD itself to avoid image smear. Each point in the { 3 { sky is therefore sampled for an equal time by every pixel in the column; hence, it has been detected with the mean e ciency of all the pixels in the column. There will thus be no detector nonuniformities along each column of output data (Mackay 1982) . Nonuniformities between columns will still exist, but these are more easily and accurately corrected by a one-dimensional calibration image. Conventional two-dimensional at elding can routinely reduce CCD nonuniformities to 0.3-0.5% rms, although with some e ort values of 0.1% and lower can be achieved (Tyson & Seitzer 1988; Tyson 1990) . Drift scanning the CCD during readout leads both simply and naturally to nonuniformities < 0.1% rms (Mackay 1986 ).
The drift scanning technique has been successfully applied to faint galaxy number counts and photometry (IIIa-J magnitudes down to 27) by Hall & Mackay (1984) , and Mackay & Astill (1984) , using the 4m telescopes at Mount Stromlo and Kitt Peak in their park positions. Boroson, Thompson & Shectman (1983) used an RCA CCD in scanning mode on the Palomar 1.5m telescope to obtain high precision photometric images of three early-type galaxies. Gehrels et al. (1990, and references therein) have been involved with a long-term survey of solar system objects with a drift scanned CCD at Kitt Peak.
A second approach is the \Time-Delay Integration" (TDI) technique of CCD readout (McGraw, Angel & Sargent 1980; McGraw et al. 1984; McGraw, Cawson & Keane 1986) , developed for use with the Steward Observatory 1.8m CCD/Transit Instrument (CTI), Essentially, the TDI mode is a variant of drift scanning in which the CCD is kept physically xed and the CCD is read exactly at the sidereal rate. The at elding advantages of drift scanning apply equally. The integration time per object is determined by the size of the { 4 { CCD, and is generally shorter than that of the drift scanning method. This is o set by the simplicity of design and operation of TDI. Because of the digital nature of the images, observations from di erent nights can be co-added to increase the total integration time.
The rst scienti c results obtained with the CTI operating in the TDI mode (high accuracy relative astrometry) have been recently presented (Benedict et al. 1991) . The TDI mode is also in use on the Palomar 5m telescope (again, in the park position) as part of a grism CCD transit survey to search for quasars at large redshift (Schmidt, Schneider & Gunn 1986) . In fact, the most distant known object in the universe (quasar PC 1247+3406, at a redshift of 4.897) was discovered as part of this TDI survey (Schneider, Schmidt & Gunn 1991) . As part of a photometric survey for Cepheids and other variables in Crux and Centaurus, Caldwell, Keane & Schechter (1991) used an RCA CCD in TDI mode at the 1m Swope telescope at the Las Campanas Observatory. Bloemhof, Townes & Vanderwyck (1986) and Bloemhof et al. (1988) have also exploited the TDI technique with linear HgCdTe arrays to image faint circumstellar dust shells using the 3m IRTF on Mauna Kea.
While the advantages of the drift scanning and TDI readout techniques are not disputed, there has been very little attention given to some of the potential drawbacks of these novel approaches. Two in particular merit further investigation.
First, as noted by McGraw, Angel & Sargent (1980) , images acquired using the TDI (and drift scanning) mode have an elongated shape in the east-west direction, because the rows must be shifted discretely, whereas the incoming image moves across the CCD continuously. The resulting image is thus composed of the convolution of the seeing disk { 5 { with the CCD pixel response function. While the McGraw et al. papers do acknowledge this e ect, there has thus far been no quantitative analysis as to its magnitude or importance.
A second image distortion which seems to have been neglected in discussions of the TDI technique is caused by the unavoidable curvature of objects across the face of the CCD at non-zero latitudes, leading to an asymmetric north-south elongation. Drift scanned systems operate in a mode whereby the chip is physically moved to avoid image smearing. By designing the moving components such that the CCD moves on an arc, matching the star and galaxy paths, the drift scanning approach can reduce this north-south image deformation source. Unfortunately the TDI technique rests upon the assumption of a stationary CCD; hence the image degradation cannot be avoided entirely without correcting optics.
Again, there has been no quantitative analysis of this form of degradation to date.
The work presented here is the rst quantitative study of these two main sources of image deformation introduced by the TDI (and to a lesser extent, drift scanning) CCD readout technique: (1) the discrete shifting of CCD pixels to match a continuously moving object (an east-west deformation), and (2) the curvature of objects across the CCD columns (a north-south deformation). Sections 2.1 and 2.2, respectively, explore these two sources.
The main conclusions are outlined in Section 3.
It is important to stress that this report is not exhaustive, but is meant only to draw attention to several drawbacks to direct imaging with a CCD in the TDI mode. A complete systematic overview of the problem hinges upon access to TDI data. Such a programme is underway (Hickson, Gibson & Hogg 1992, in preparation) and will be presented in these { 6 { pages once imaging data from the UBC/Laval 2.7m LMT galaxy survey (Gibson & Hickson 1991 ) is available. { 7 { 2 ANALYSIS 2.1 Image Deformation Along a CCD Column: East-West Determining the full TDI response function for a CCD in the east-west (EW) direction h( ) is a two-step procedure. First, the response ( ) due solely to the discrete shifting of the pixels to match the sidereal rate is generated by passing a delta-function ( ) along a single column of the detector. For a particular pixel n and o set ! from ( ) to the centre of some reference pixel (e.g. for pixel n = 0, ! could range from -1/2 to +1/2 pixel) when the CCD clocking occurs, this \discrete shifting" contributor to the total EW response can be uniquely determined by simply sliding the triangle function ( ) (Bracewell 1978) appropriately and sampling the function at the centres of the pixels beneath ( ). Second, there is the well-known further broadening (e.g. Dick, Jenkins & Ziabicki 1989) due to the inherent width of the pixel ( ) (i.e., the box function { Bracewell 1978) . This \pixel width" broadening is an a iction relevant not only to TDI data, but also to CCD data read out using the conventional standard techniques mentioned in x1, and more extensively in the Dick et al. paper.
Assuming that the pixels have uniform sensitivity throughout their area, the EW response of the n th pixel to a delta-function of illumination h n is then given by the convolution of the triangle discrete shifting function ( ) with the box pixel width function ( ). i.e., h n = ( ) ( ) = h( ) = h(n ? ! ? 1=2);
( 1) where the ordinate has for convenience been chosen to be = n ? ! ? 1=2, where { 8 { ! measures the distance of ( ) from the centre of the pixel n at the time charge is transferred.
For a delta-function, the resulting intensity I n is simply the convolution of ( ) with h( ). i.e.,
( 2) For an extended image with intensity f ( ), the response is given by the convolution (4) where is the standard deviation in units of CCD pixels, and is the o set of the Gaussian's peak from the centre of the reference pixel at the time when the CCD clocking occurs (taken to be zero in the calculations which follow).
By substituting (4) into (3), the output EW intensity distribution of our assumed intrinsically Gaussian PSF, resulting from the use of the TDI readout technique, is easily generated.
The sampling of the PSF , where FWHM=2:355 (recall that for critical sampling 0:85 pixels), then determines a unique value of the ratio of the peak intensity of the convolved output PSF to that of the input PSF of the seeing disk via equation (3).
{ 9 {
This, and the ratio of the FWHM of the convolved PSF to that of the seeing disk's PSF as a function of the sampling are given by the dashed lines in Figures 1 and 2 . Also shown in these gures are the similar ratios for a CCD read out using standard techniques (dotted curves). The expected intensity distributions for this standard readout mode were simply generated by convolving the intrinsic Gaussian PSF with the box response function representative of the pixel width (Dick, Jenkins & Ziabicki 1989) . The EW response functions for both the standard and TDI modes are shown in Figure 3a . The solid horizontal lines seen in Figures 1 and 2 represent the ideal situation in which there is no image deformation introduced by the detector/readout selection.
The key point to note from Figures 1 and 2 is that the discrete shifting of the CCD rows during TDI readout results in a severe penalty in the shape of the EW pro le of a Gaussian PSF for images which are even mildly undersampled (i.e., < 0:85). A penalty exists for both standard and TDI modes, but is signi cantly larger for the latter. The deformation manifests itself as a reduction in an observed object's peak intensity and a symmetrical smearing of its intrinsic PSF FWHM about this peak.
A numerical application of this convolution calculation is now given. An initial Gaussian with a standard deviation = 0:686 pixels (corresponding to a 2048 2048 CCD with 15 m pixels in use on an f = 5m focal length telescope in 1 00 :0 seeing { i.e., mildly undersampled) is used in (3). Recalling that = 0 in this example, the convolved TDI output I n , found by numerically solving (3), is compared with the input Gaussian f ( ) in Figure  3b (dashed curve). The FWHM of the convolved TDI output is 1 00 :25, as opposed to the input FWHM of 1 00 :0, while the central peak is approximately 81.0% of its initial value.
{ 10 { Note also that the convolution is symmetrical about its peak intensity and is not shifted relative to the intrinsic PSF f ( ). For contrast, these values are 1 00 :09 and 92.6%, respectively, when the standard readout technique is used in this sample calculation (the dotted curve in Figure 3b ). The solid curve represents the intrinsic Gaussian PSF which in an ideal readout mode would retain exactly its peak and FWHM characteristics.
It is important to remember that this small elongation of the FWHM of the seeing disk is only seen in the east-west direction of the images. Its e ect on automatic object classi cation by shape parameters alone is under investigation (Hickson, Gibson & Hogg 1992, in preparation) . For surveys in which shape parameters are not a key factor in object classi cation, such as the UBC/Laval LMT galaxy survey (Gibson & Hickson 1991) 
Again from Figure 4 , the maximum deviation is given by = d ? a, so cos( + a) = cos a cos b:
To rst order in (7) becomes
Since a is the telescope's colatitude we obtain = (1 ? cos b) tan`:
{ 12 { Therefore, the telescope's latitude`and half the detector's angular eld of view b specify the maximum deviation of a star trail.
We quantify the NS elongation in the same way as the EW e ect in x2.1. First we numerically determine the response function h along the NS axis of the CCD. As before we consider the response to a delta-function ( ) which follows a known trajectory across the chip as a function of the phase de ned in Figure 5 . h is then determined by the amount of time ( ) spends in each column (i.e., n = 0; 1; :::; n; :::; N ) of the CCD, where N is the column in which the trail goes o the chip and is de ned as N = (int) + . Following Figure 5 , the components of the response function corresponding to each pixel 
As in x2.1, let us evaluate the case in which the image PSF f ( ) is described by the Gaussian of equation (4) Figures 6 and 7 are the NS analogy of Figures 1 and 2; that is, Figure 6 shows the ratio of the peak intensity of the convolved NS image pro le (11) to that of input Gaussian's (4) as a function of the star trail deviation from linearity , in pixels (dashed curve). The ratio of the FWHM of the convolved PSF to that of the Gaussian as a function of is given in Figure 7 , again by the dashed curve. Also shown in these gures are the similar ratios for a CCD read out using using either the standard or drift scan techniques (dotted curves). Recall that in the drift scan mode, the CCD is moved mechanically in an arc to ensure that objects traverse the chip linearly, hence drift scanning e ectively avoids the additional NS image smear that star trail curvature in icts upon TDI data, and is thus subject only to the pixel broadening response that a ects the standard readout technique.
The expected intensity distributions for these cases were simply generated by convolving the intrinsic Gaussian PSF with the box response function representative of the pixel width (Dick, Jenkins & Ziabicki 1989) . The NS response functions for both the standard/drift scan and TDI modes are shown in Figure 8a . The solid horizontal lines seen in Figures 6 and 7 represent the ideal situation in which there is no image deformation introduced by the detector/readout selection.
The discrete shifting of the charge in the EW direction discussed in x2.1 resulted in a { 14 { symmetrical deformation of the PSF about the peak, with no shift in the peak's location (e.g. Figure 3b ). This conclusion does not apply to the NS image deformation described by equation (11). The convolved intensity distribution I is near-Gaussian, but the trajectory of the object across the CCD leads to a shift of the peak intensity of I to the north (for telescope's in the northern hemisphere). The magnitude of this peak shift is usually quite small ( < 0 00 :1), unless one has severely undersampled data, in which case the shift can be up to 0 00 :3, and does not pose a problem in obtaining accurate relative astrometry (e.g. Benedict et al. 1991 ). The reader is referred to the Benedict et al. study for a more detailed study of the astrometric accuracy of TDI data, a study which we have chosen to not duplicate here.
From Figures 6 and 7, one can conclude that for this CCD/telescope con guration, the TDI readout technique introduces a severe distortion and image shift for deviations from linearity > 0:8 pixels. A penalty exists for both standard/drift scanning and TDI modes, but is signi cantly larger for the latter. Extending this analysis to include any con guration is not as trivial as it was in x2.1 for the EW scenario. There is no longer a single quantity (which in x2.1 was the sampling ) which uniquely determines the magnitude of the pro le smearing. Two input parameters ( and ) now contribute to the output image I. Exploring the e ects of varying these parameters over their entire parameter space is not feasible, nor important, here, as our goal is to simply bring the e ect to the reader's attention.
A speci c example is provided in Figure 8b . The response function shown in Figure   8a was constructed using equations (10) for the CCD/telescope set-up of x2.1 (i.e., a { 15 { 2048 2048 CCD with 15 m pixels, used in conjunction with an f = 5m focal length mirror in 1 00 :0 seeing at a latitude`= +50 ). For this particular instrument, equation (9) yields a value = 1:87 pixels for the maximum deviation of a star trail from the reference CCD centre. Convolving the Gaussian PSF with this response function via (11) yields the near-Gaussian NS intensity distribution I shown by the dashed curve in Figure   8b . Note that the convolved NS image pro le is slightly asymmetrical, with a peak shift of 0:42 pixels to the north (i.e., 0 00 :26). The FWHM is 1 00 :38, as opposed to the input FWHM of 1 00 :0, while the maximum has been reduced to 72.2% of its initial value.
For contrast, these values are 1 00 :09 and 92.6%, respectively, when either the standard or drift scanning techniques are used in this sample calculation (dotted curve). The solid curve represents the intrinsic Gaussian PSF which in an ideal readout mode would retain exactly its peak and FWHM characteristics.
It is important to stress once again that the asymmetrical image shift and deformation shown in Figure 8b is present only in the north-south structure of pure TDI CCD data.
Data which has been accumulated using the Cambridge drift scanning technique (in which the CCD is physically moved in order to compensate for this star trail curvature at nonzero latitudes) minimises this problem. As in x2.1, varying simply results in a linear shift of the convolved output I along the ordinate of Figure 8b . Table 1 lists the characteristics of the three TDI instruments introduced in x2.1.
Included also are estimates of the magnitude of the two NS deformations seen in Figures   6 and 7, as well as the image shift of Figure 8b . See Benedict et al. (1991) for a further discussion of CTI TDI images.
{ 16 { Again, while the results presented here are speci c to a particular CCD/site con guration with an assumed Gaussian PSF, it is not di cult for to extend this analysis to any CCD/site. By generating the CCD's north-south response function h, and calculating the star trail deviation from linearity using (9), one can generate the output intensity distribution I from (11) for any input PSF f ( ).
{ 17 {
CONCLUSIONS
As can be seen from the discussion in x2, the two main sources of TDI/drift scanning image deformation can be substantial. The discrete shifting of the CCD rows during readout results in a severe penalty in the shape of the east-west pro le of a Gaussian PSF for images which are even mildly undersampled (i.e., < 0:85 pixels). The deformation manifests itself as a reduction in an observed object's peak intensity and a symmetrical elongation the PSF about this peak.
Similarly, in x2.2 we see that the curvature of objects across the columns of the CCD at non-zero latitudes can result in non-negligible north-south image distortions for data accumulated using the TDI technique. For the CCD/telescope con guration explored here, the TDI method introduces a severe distortion and image shift for star trails which deviate from linearity by as little as 0:8 pixels. The deformation manifests itself as a reduction (and shift) in the output PSF peak intensity and an asymmetrical elongation of the PSF about this peak. Note also that this deformation is present only in TDI CCD data. Use of the Cambridge drift scanning technique (i.e., mechanically moving the CCD to match the path of object's at non-zero latitudes) will minimise this problem.
TDI users who deem that their work does demand the minimising of the north-south image structure deformation (i.e., minimising ) are faced with a few options. Assuming an allowable maximum deviation of 1 pixel, say, before image degradation becomes intolerable, one can use equation (13) { 25 {
