A new scheme for the problem of centralized coded caching with non-uniform demands is proposed. The distinguishing feature of the proposed placement strategy is that it admits equal sub-packetization for all files while allowing the users to allocate more cache to the files which are more popular. This creates natural broadcasting opportunities in the delivery phase which are simultaneously helpful for the users who have requested files of different popularities. For the case of two files, we propose a new delivery strategy based on interference alignment which enables each user to decode his desired file following a two-layer peeling decoder. Furthermore, we extend the existing converse bounds for uniform demands under uncoded placement to the nonuniform case. To accomplish this, we construct N! auxiliary users, corresponding to all permutations of the N files, each caching carefully selected sub-packets of the files. Each auxiliary user provides a different converse bound. The overall converse bound is the maximum of all these N! bounds. We prove that our achievable delivery rate for the case of two files meets this converse, thereby establishing the optimal expected memory-rate trade-off for the case of K users and two files with arbitrary popularities under uncoded placement.
W IRELESS traffic has been dramatically increasing in recent years, mainly due to the increasing popularity of video streaming services. Caching is a mechanism for Content Distribution Networks (CDNs) to cope with this increasing demand by placing the contents closer to the users during offpeak hours. The attractive possibility of replacing expensive bandwidth with cheap memories has caused an outburst of research in the recent years [1] [2] [3] [4] [5] [6] [7] [8] [9] . Coded caching [1] is a canonical formulation of a two-stage communication problem between a server and many clients which are connected to the server via a shared broadcast channel. The two stages consist of filling in the caches of the users during off-peak hours and transmitting the desired data to them at their request, typically during the peak hours. The local caches of the users act as side information for an instance of the index coding problem where different users may have different demands. Logically, if a content is more likely to be requested, it is desirable to cache more of it during the first stage. Furthermore, by diversifying the contents cached at different users, broadcasting opportunities can be created which are simultaneously helpful for several users [1] .
In general, there exists a trade-off between the amount of cache that each user has access to and the delivery rate at the second stage. Significant progress has been made towards characterizing this trade-off for worst case and average case demands under uniform file popularities [1] [2] [3] , [10] , [11] . The optimal memory-rate region under uncoded placement is known [3] , [12] , and the general optimal memory-rate region has been characterized within a factor of 2 [2] . Furthermore, many achievability results have been proposed based on coded placement [11] , [13] , [14] . Some of these schemes outperform the optimal caching scheme under uncoded placement [3] , establishing that uncoded placement is in general sub-optimal.
By contrast, the coded caching problem with non-uniform file popularities, an arguably more realistic model, has remained largely open. The existing achievability schemes are generally speaking straightforward generalizations of the caching schemes that are specifically tailored to the uniform case. Here we briefly review some of these works.
A. Related Work
The main body of work on non-uniform coded caching has been concentrated around the decentralized paradigm where there is no coordination among different users [10] . The core idea here is to partition the files into L groups where the files within each group have similar popularities [15] . Within each group, one performs the decentralized coded caching strategy of [10] as if all the files had the same probability of being requested. In the delivery phase, coding opportunities among different groups are ignored and as a result, the total delivery rate is the sum of the delivery rates for the L partitions. It was subsequently suggested to use L = 2 groups [16] [17] [18] and to allocate no cache at all to the group which contains the least popular files. This simple scheme was proven to be within 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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a multiplicative and additive gap of optimal for arbitrary file popularities [18] . The problem of centralized coded caching with non-uniform demands has also been extensively studied [19] [20] [21] [22] [23] . Here, in order to create coding opportunities among files with varying popularities, a different approach has been taken. Each file is partitioned into 2 K subfiles corresponding to all possible ways that a given subfile can be shared among K users. This creates coding opportunities among subfiles that are shared among equal number of users, even if they belong to files with different popularities. The delivery rate can be minimized by solving an optimization problem that decides what portion of each file must be shared among i users, for any i ∈ [0 : K ]. It was proven in [21] that if the size of the cache belongs to a set of base-cases M of size N K + 1, the best approach is to allocate no cache at all to the least popular files while treating the other files as if they were equally probable of being requested. Memory-sharing among such points must be performed if the cache size is not a member of M. The set of base-cases depends on the popularities of the files, the number of users and the number of files, and can be computed via an efficient algorithm [21] .
The graph-based delivery strategies that are predominantly used in this line of research [17] , [21] are inherently limited, in that they do not capture the algebraic properties of summation over finite fields. For instance, one can easily construct examples where the chromatic-number index coding scheme in [17] is sub-optimal, even for uniform file popularities. Suppose we have only one file A = {A 1 , A 2 , A 3 } and 3 users each with a cache of size 1/3 file. Assume user i caches A i . In this case, the optimal delivery rate is 2/3 but the clique-cover (or chromatic-number) approach in [17] only provides a delivery rate of 1. This is due to the fact that from A 1 ⊕ A 2 and A 2 ⊕ A 3 one can recover A 1 ⊕ A 3 , a property that the graph-based model in [17] fails to reflect. This issue was addressed in a systematic manner by Yu et. al. in [3] which introduced the concept of leaders. Our delivery scheme in this paper provides an alternative mechanism for overcoming this limitation, which transcends the uniform file popularities and can be applied to nonuniform demands. This is accomplished via interference alignment as outlined in the proof of achievability of Lemma 1 in Section VI.
In [23] it was proven that a slightly modified version of the decentralized scheme in [16] is optimal for the centralized caching problem when we have only two users. In [22] , a centralized caching strategy was proposed for the case where the number of users K is prime and the case where K divides K t , where K t is the subpacketization of each file. The placement scheme allows for equal subpacketization of all the files while more stringent requirements are imposed for caching subfiles of less popular files. This concept is closely related to what was presented in [24] which serves as the placement scheme for the current paper.
B. Our Contributions
In this paper, we first propose a centralized placement strategy for an arbitrary number of users and files, which allows for equal subpacketization of all the files while allocating less cache to the files which are less likely to be requested. This creates natural coding opportunities in the delivery phase among all the files regardless of their popularities. Next, we propose a delivery strategy for the case of two files and an arbitrary number of users. This delivery strategy consists of two phases. First, each file is compressed down to its entropy conditioned on the side information available at the users who have requested it. Simultaneously, this encoding aims at aligning the subfiles which are unknown to the users who have not requested them. In the second phase of the delivery strategy, the two encoded files are further encoded with an MDS code and broadcast to the users. Each user will be able to decode his desired file following a two-layer peeling decoder. By extending the converse bound for uncoded placement first proposed in [3] to the non-uniform case, we prove that our joint placement and delivery strategy is optimal for two files with arbitrary popularities under uncoded placement. To summarize, our main contributions are the following:
• A new placement strategy is developed for non-uniform caching with K users and N files (Section V). This scheme allows for equal sub-packetization of every file, while allocating more cache to files that are more popular.
A simple modification of the proposed scheme can be applied to user-dependent file popularities. More broadly, the proposed multiset indexing approach to subpacketization can be expected to find applications in other coding problems of combinatorial nature with heterogeneous objects, such as Coded Data shuffling [25] , Coded Map-Reduce [26] , and Fractional Repetition codes [27] for Distributed Storage. • An extension of the converse bound under uncoded placement first proposed in [3] to non-uniform caching with K users and N files is established (Section VII). • A new delivery strategy is presented for the case of two files which relies on source coding and interference alignment (Section VI). The achievable expected delivery rate meets the extended converse bound under uncoded placement, hence establishing the optimal memory-rate tradeoff for non-uniform demands for the case of two files. If each file has probability 1/2, this approach leads to an alternative delivery strategy for uniform caching of two files, which can be of independent interest. The rest of the paper is organized as follows. We introduce the notation used throughout the paper and the formal problem statement in Sections II and III. In Section IV we will explain the main ideas behind our caching strategy via a case study. The general placement and delivery strategy are presented in Sections V and VI. We will then propose our converse bound under uncoded placement in Section VII. In Section VIII we will prove that our proposed caching strategy is optimal for the case of two files. Finally, in Section IX, we will provide numerical results, and conclude the paper in Section X.
For n + 1 non-negative integers a, b 1 , . . . , b n that satisfy For a real number a, define a as the largest integer no greater than a. Similarly, define a as the smallest integer no less than a. For q ∈ R + and a discrete random variable X with support X define H q (X) as the entropy of X in base q:
Suppose we have a function f (·) : D → R where D is a discrete set of points in R n . Let T be the convex hull of D. Define
as the lower convex envelope of f (·) evaluated at point t ∈ T .
III. MODEL DESCRIPTION AND PROBLEM STATEMENT
We follow the canonical model in [1] except here we concentrate on the expected delivery rate as opposed to the worst case delivery rate. For the sake of completeness, we repeat the model description here. We have a network consisting of K users that are connected to a server through a shared broadcast link. The server has access to N files W 1 , . . . , W N each of size F symbols over a sufficiently large field F q . Therefore, H q (W i ) ≤ F. Each user has a cache of size M symbols over F q . An illustration of the network has been provided in Figure 1 . The communication between the server and the users takes place in two phases, placement and delivery.
In the placement phase, each user stores some function of all the files Z i = f i (W 1 , . . . , W N ), i ∈ [K ] in his local cache. Therefore, for a fixed (normalized) memory size M, a placement strategy M consists of K placement functions
. After the placement phase, each user requests one file from the server. We represent the request of the i 'th user with d i ∈ [N] which is drawn from a known probability distribution p. Furthermore, the requests of all the users are independent and identically distributed. After receiving the request vector d, the server transmits a delivery message X d,M,F through the broadcast link to all the users. User i then computes a functionŴ d i = g i (X d,M,F , Z i , d) in order to estimate W d i . For a fixed placement strategy M, fixed file size F, and fixed request vector d we say that a delivery rate of R d,M,F is achievable if a delivery message X d,M,F and decoding functions g i (·), i ∈ [K ] exist such that
and
For a fixed placement strategy M, we say that an expected delivery rateR M is achievable if there exists a sequence of achievable delivery rates
Finally, for a memory of size M, we say that an expected delivery rateR is achievable if there exists a placement strategy M = (Z 1 , . . . ,
, for which an expected delivery rate ofR M ≤R is achievable. Our goal in this paper is to characterize the minimum expected delivery rate for all M under the restriction of uncoded placement. In other words, the placement functions must be of the form
where A j ⊆ [F] for all j ∈ [N], and W j | A j refers to the subset of symbols of the file W j which are indexed in the set A j .
IV. MOTIVATING EXAMPLE: THE CASE OF FOUR USERS AND TWO FILES
Consider the caching problem with two files W 1 and W 2 and K = 4 users. Assume the probability of requesting W 2 is lower than the probability of requesting W 1 . In this section we will demonstrate how to find the optimal expected delivery rate for any memory size for this particular choice of parameters, while explaining the main principles behind our joint placement and delivery strategy. We start by fixing two integers r 1 , r 2 such that 0 ≤ r 2 ≤ r 1 ≤ K . As we will see soon, any choice of (r 1 , r 2 ) corresponds to a particular (M 1 , M 2 ) where M i is the amount of cache that each user allocates to file W i , normalized 
by the size of one file. For the sake of brevity, we will explain our strategy only for (r 1 , r 2 ) = (2, 1). The delivery rate for other possible choices of (r 1 , r 2 ) will be summarized at the end of this section. Next, we will characterize the entire (M 1 , M 2 , R) region that can be achieved by our algorithm. Finally, we will illustrate how to find the optimal choice of (M 1 , M 2 ) for a particular cache size M.
Define the parameter S = K r 1 r 1 r 2 . We divide each of the two files into S subfiles and index them as {4} . In our placement strategy, user j stores the subfiles W 1,τ 1 ,τ 2 for which j ∈ τ 1 , as well as the subfiles W 2,τ 1 ,τ 2 for which j ∈ τ 2 . Since τ 2 ⊆ τ 1 , the users naturally store fewer subfiles of W 2 than W 1 . In our running example, each user stores six subfiles of W 1 but only three subfiles of W 2 . The cache contents of each user has been summarized in Table I .
Note that this placement scheme results in a memory of size M = 3 4 . As we will see soon, the memory size is in
K is the amount of cache dedicated by each user to file W i . It is important to note that despite the fact that each user has allocated more cache to file W 1 , all the subfiles are of equal size. This is a key property of the proposed placement scheme which allows us to efficiently transmit messages in the delivery phase which are simultaneously helpful for users who have requested files of different popularities.
Let us now turn to the delivery phase. To make matters concrete, let us suppose that the first three users have demanded W 1 and the last user is interested in W 2 . Therefore, our demand vector is d = (1, 1, 1, 2). We define i as the subset of users who have requested file W i . In this case, 1 = {1, 2, 3} and 2 = {4}.
For the delivery phase, we construct a compressed description W * i for each file W i . For users in i recovering
Moreover, among all W * i that satisfy this property, our particular construction minimizes both max
The general construction of W * i is presented in Section VI, along with proofs of its properties. For the example at hand, our construction specializes to
where
and W * (1)
Therefore, the subfiles of W * 1 are W * (1)
We can represent this in matrix form as follows. 
If a user in 1 successfully receives W * 1 , he can, with the help of side information already stored in his cache, recover the entire W 1 . For instance, user 1 only needs to solve the following set of equations for
This is possible since user 1 knows the left-hand side of the equation, and the matrix on the right hand-side is invertible. Therefore, our goal boils down to transferring the entire W * 1 to all the users in 1 . Following a similar process, we construct the description W * 2 as follows
That is, in this example, , he can remove the columns of C which correspond to the subfiles he already knows. The resulting matrix will be square (or overdetermined) which is invertible owing to the MDS structure of C. This will allow every user to decode [W * 1 ; W * 2 ]. Subsequently, each user in i can proceed to decode W i with the help of his side information. Recall that we started by dividing each file into 12 subfiles, and the delivery message consists of 12 linear combinations of such subfiles. Therefore, the delivery rate for this particular request vector is R = 1.
As we will see in the next section, the delivery rate of our strategy only depends on the request vector d through N = Range(d), the set of indices of all the files that have been requested at least once. Therefore, we showed that with N = 2, K = 4, (r 1 , r 2 ) = (2, 1), and assuming N = {1, 2}, we can achieve a delivery rate of R = 1. We can perform the same process for every choice of (r 1 , r 2 ) ∈ Z 2 that satisfies 0 ≤ r 2 ≤ r 1 ≤ K . The result is summarized in Table II . Note that if N = {i }, the delivery rate is simply 1 − r i K . By performing memory-sharing among all such points, we are able to achieve the lower convex envelope of the points in Table II . The expected delivery rate as a function of (r 1 , r 2 ) for a probability distribution of ( p 1 , has been plotted in Figure 2 . Note that the dotted half of the figure where r 2 > r 1 would correspond to switching the roles of the two files W 1 and W 2 and allocating more cache to the less popular file. The next question is how to find the best delivery rate for a particular cache size M. For this, we first have to restrict Figure 2 to the trajectory r 1 + r 2 = M K .
As an example, we have plotted the thick red curve on the figure which corresponds to r 1 +r 2 = 3 (or M = 3/4). In order to find the best caching strategy for a cache size of M = 3/4, we need to choose the global minimum of this red curve. This can be done efficiently due to the convexity of the curve, and as we will see in Section VIII-A, can be even performed via binary search over the set of break points of the curve. As marked on the figure with a red circle, for this particular example with K = 4, N = 2, ( p 1 , p 2 ) = (0.8, 0.2), M = 3/4, the expected delivery rate is 0.79 which can be achieved by allocating a cache of size M 1 = r 1 /K = 0.5 to file W 1 and M 2 = r 2 /K = 0.25 to file W 2 . Theorem 3 from Section VIII will tell us that under the restriction of uncoded placement, this is the best expected delivery rate that one can achieve for the given (K , N, p, M) . 
and all (τ 1 , . . . , τ N ) such that i ∈ τ j . 5: end for 6: Return (Z 1 , . . . , Z K ).
V. THE PLACEMENT STRATEGY
In this section we describe our general placement strategy. Note that our placement strategy can be applied to an arbitrary number of files and users and can even be adapted to userspecific file popularities (see Remark 2) . Without loss of generality, suppose that the files are indexed in decreasing order of their popularity. In other words, file W i is at least as popular as file W i+1 for all i ∈ [N − 1]. The placement strategy begins with selecting integers r 1 , . . . , r N such that 0 ≤ r N ≤ · · · ≤ r 1 ≤ K . Each r i is proportional to the amount of cache that we are willing to allocate to file W i . We divide each file into
subfiles of equal size. We label each subfile by N sets τ 1 , . . . , τ N where |τ j | = r j for j ∈ [N] and τ j ⊆ τ j −1 for j ∈ [2 : N] and τ 1 ⊆ [K ]. It should be evident that there are exactly S such subfiles. Next, for file W i , we require each user k to store the subfile W i,τ 1 ,...,τ N if and only if k ∈ τ i . This process has been summarized in Algorithm 1, and an illustration for the case of N = 2 has been provided in Figure 3 . We can compute the amount of cache dedicated by each user to file i as follows
This results in a total normalized cache size of
Remark 1. In the special case of r 1 = · · · = r N , all the sets τ i will be equal, and can be represented by only one set τ . In this case, our placement phase is equivalent to the uniform placement strategy proposed in [1] . . This caching scheme preserves the property that each file has the same number of subfiles, while allowing each user to give higher priority to a different file.
Remark 3. The combinatorial designs in the Maddah-Ali and Niesen placement strategy [1] have recently been used in other closely related fields such as Coded Data Shuffling [25] and Coded Map-Reduce [26] . Despite being very useful at capturing the symmetric commonalities of different objects, it is not trivial how one can systematically generalize this combinatorial design to heterogeneous networks. We believe that our proposed multiset indexing tool provides a flexible, yet systematic extension of this scheme to asymmetric settings. For instance, consider a uniform caching problem with heterogeneous cache sizes. Let us assume that we have S different cache sizes M 1 , · · · , M S . Define (r 1 , · · · , r S ) = ( K M 1 N , · · · , K M S N ) and for simplicity assume r i ∈ Z. Divide each file W i into subfiles of equal size W i,τ 1 ,··· ,τ S such that |τ j | = r j , τ j ⊆ τ j −1 and τ 1 ⊆ [K ]. We could then let the users with cache size M j store W i,τ 1 ,··· ,τ S for all i ∈ [N] if and only if their indices are in τ j . As a second example, suppose we want to design a Fractional Repetition code [27] for distributed storage where some servers store more data than the others, and play a central role in the data-recovery criterion or the repair process in a distributed storage network. Again, one can systematically design such a storage code with the proposed multiset-indexing framework.
VI. DELIVERY STRATEGY FOR
represent the subsets of the users that have requested files W 1 and W 2 , respectively. Therefore 1 ∩ 2 = ∅ and 1 ∪ 2 = [K ]. Also define K 1 = | 1 | and K 2 = | 2 | = K − K 1 . Note that if K 1 = 0, a delivery rate of R = 1 − r 2 K can be trivially achieved. Similarly, if K 2 = 0, we can achieve a delivery rate of R = 1 − r 1 K . Let us now assume that both files have been requested.
The general idea behind the delivery scheme is as follows. First, we encode each file W i , i ∈ [2] as W * i in such a way that decoding W * i provides enough information for each user in i to decode W i . In other words, we want that H q (W i |Z j , W * i ) = 0 for all j ∈ i , i ∈ [2] . The server transmits sufficient information for all the users in [K ] to recover both W * 1 and W * 2 . Subsequently, each user in i proceeds to recover W i based on W * i and the contents of his cache. Moreover, the goal is for W * i to have a significant overlap with the cache of the users outside i , i.e., max j ∈[K ]\ i H q (W * i |Z j ) is as small as possible. The following lemma lays the foundation for our search for the ideal W * 1 and W * 2 . Lemma 1. Suppose 1 = ∅ and 2 = ∅. For each i ∈ [2] , assume W * i satisfies
Then W * i must satisfy
Furthermore, there exist W * 1 and W * 2 that satisfy Equations (18), (19) and (20) with equality.
Proof of converse:
To prove Equation (19) , note that
But, H q (W i |Z m ) is the number of subfiles of W i unknown to user m, multiplied by the size of one subfile, which is given by
To prove Equation (20), let us concentrate on one arbitrary pair (m, ) where m ∈ i and ∈ [K ]\ i .
where (a) follows from Equation (18) and (b) is due to our placement strategy. To see why (b) holds, note that H q (W i |Z , Z m ) is the number of subfiles of W i unknown to both users and m, multiplied by the size of one subfile. This is given by
Most of this section will be dedicated to constructing W * 1 and W * 2 that satisfy the achievability part of Lemma 1. Once we have designed such W * 1 and W * 2 , we will construct a delivery message that helps all the users decode both.
Let (ρ 1 , ρ 2 ) be an arbitrary pair of sets such that ρ 2 ⊆ ρ 1 ⊆ 1 and s i = |ρ i | ≤ r i for i ∈ [2] . Let W 2,ρ 1 ,ρ 2 be a column vector whose elements are the subfiles of W 2 of the form W 2,ρ 1 ∪x 1 ,ρ 2 ∪x 2 for all x 2 ⊆ x 1 ⊆ 2 . The order of the elements in W 2,ρ 1 ,ρ 2 is immaterial, as long as it is known to the users. This vector has κ 2 (s 1 , s 2 ) elements where
. (25) However, note that each user in 2 knows all but θ 2 (s 1 ,
From the perspective of a user in 1 , the story is entirely different. He either knows the entire W 2,ρ 1 ,ρ 2 (if his index is in the set ρ 2 ) or he does not know anything about W 2,ρ 1 ,ρ 2 . We shall encode the vector W 2,ρ 1 ,ρ 2 of length κ 2 (s 1 , s 2 ) as a new vector W * 2,ρ 1 ,ρ 2 of length θ 2 (s 1 , s 2 ) in such a way that decoding W * 2,ρ 1 ,ρ 2 enables each user in 2 to decode W 2,ρ 1 ,ρ 2 . By doing so, we are simultaneously aligning the subfiles of W 2 which are unknown to the users in 1 to the extent possible.
Let C 2,s 1 ,s 2 be an arbitrary MDS matrix with θ 2 (s 1 , s 2 ) rows and κ 2 (s 1 , s 2 ) columns. We know that if we remove any of 
(28)
where we have defined s 3 = s 1 − s 2 , and (a) follows from applying the Vandermonde identity to each summation. We can also compute the number of subfiles in W * 2 which are unknown to a user j ∈ 1 as
It is not difficult to see that H q (W * 2 |Z j ) = e j F S which matches the lower-bound presented in Lemma 1, Equation (20) . Furthermore, H q (W * 2 |Z m ) for m ∈ 2 is upper-bounded by length(W * 2 ) F S which matches Equation (19) . Quite similarly, by reversing the roles of the two files in the description above, one can find a column vector W * 1 of length S
with S ( K −2 r 1 ) ( K r 1 ) subfiles unknown to any user in 2 . This also serves as a proof for the achievability part of Lemma 1. Now that we defined W * 1 and W * 2 , it is left to construct a delivery message that enables all the users in [K ] to decode both. To accomplish this, we construct the delivery message as
where C represent an MDS matrix with S max
rows and S ( K −1 r 1 ) ( K r 1 )
columns.
Note that the number of rows of C is chosen to be the maximum number of subfiles of [W * 1 ; W * 2 ] unknown to any user in [K ] . The resulting delivery rate is
The delivery strategy has been summarized in Algorithm 2.
A. Correctness
In this section we prove the correctness of Algorithm 2 by establishing that upon receiving X d every user will be able to recover his requested file. The decoding process for each user 
Let C be an S R by S MDS matrix.
7:
Return X d = CW i . 8: end if 9: end for 10: for i ∈ [2] do 11: for s 1 ∈ [0 : min{r 1 , | [2] \{i} |}] do 12: for s 2 ∈ [0 : min{r 2 , s 1 }] do 13 :
15:
Let C i,s 1 ,s 2 be a θ i (s 1 , s 2 ) by κ i (s 1 , s 2 ) MDS matrix. 16 :
Let W i,ρ 1 ,ρ 2 be a vertical concatenation of the subfiles
20: end for 21: end for 22: end for 23: end for 24: end for 25 
,
. 26 : Let C be a S R by S ( K −1 r 1 ) ( K r 1 )
MDS matrix. 27 : for i ∈ [2] do 28:
Let W * i be a vertical concatenation of the vectors
is done in two phases reminiscent of a peeling algorithm. In the first phase, each user decodes both W * 1 and W * 2 . In the second phase, each user i discards W * d i whered i is the index of the file that has not been requested by user i . He then proceeds to decode W d i using only W * i and the side information stored in his cache.
Decoding Step 1: First let us show that after receiving X d , every user can recover the entire [W * 1 ; W * 2 ]. Remember that C is an MDS matrix with S R rows and S ( K −1 r 1 ) ( K r 1 )
2 ) columns. Let γ i represent the set of columns of C corresponding to the elements of [W * 1 ; W * 2 ] which user i already knows from the side information available in his cache.
Let Cγ i represent the submatrix of C obtained by removing the columns indexed in γ i . If this matrix is square (or overdetermined), user i will be able to invert it and recover [W * 1 ; W * 2 ]. Therefore, we need to prove that |γ i | ≥ S ( K −1 r 1 ) ( K r 1 )
− S R. This inequality directly follows from Equations (28), (29) and (31):
Decoding
Step 2: Now we show that if a user in 1 has the entire W * 1 , he can decode it for W 1 . Similarly, if a user in 2 has the entire W * 2 , he can recover W 2 . It should however be noted that users in d i will not be able to recover Wd i . The proof idea is very similar to Step 1. Remember that W * 1 = {W * 1,ρ 1 ,ρ 2 |ρ 2 ⊆ ρ 1 ⊆ 2 }. We will show that once a user in 1 has access to W * 1,ρ 1 ,ρ 2 he will be able to decode
The matrix C 1,s 1 ,s 2 is an MDS matrix with θ 1 (s 1 , s 2 ) rows and κ 1 (s 1 , s 2 ) columns. The number of subfiles of W 1,ρ 1 ,ρ 2 unknown to user i ∈ 1 is equal to θ 1 (s 1 , s 2 ). User i can thus discard the remaining κ(s 1 , s 2 ) − θ 1 (s 1 , s 2 ) columns of C 1,s 1 ,s 2 and invert the resulting square matrix in order to recover his unknowns.
B. Expected Achievable Rate
To summarize, we characterized the delivery strategy for every choice of (M 1 , M 2 ) of the form M i = r i K with r i ∈ [0 : K ], and a non-trivial request vector. Two questions are left to be addressed. First, what if M i K is not an integer, and second, for a fixed total cache size of M, what are the optimal values of M 1 and M 2 ? To answer the first question, we observe that the lower convex envelope of all the points (M 1 , M 2 , R) with M i K ∈ Z is achievable by simply performing memorysharing among such points. If (M 1 K , M 2 K ) is not a pair of integers, we rely on this memory-sharing strategy to find an achievability scheme. We postpone the second question to Section VIII-A, once we have a better understanding of the optimal memory-sharing strategy for arbitrary (M 1 , M 2 ). For now, we write the achievable expected delivery rate as the minimum over all possible choices of (M 1 , M 2 ) that satisfy M 1 + M 2 = M. Theorem 1. Consider the coded caching problem with 2 files W 1 and W 2 , and K users each equipped with a cache of size M. Denote the probability of requesting file W i by p i where p 1 + p 2 = 1. Then the following expected delivery rate is achievable.
Proof: Based on the proof of correctness of Algorithm 2, we know that if we allocate a cache of size M i = r i /K to file i for i ∈ [2] , and if both files are requested, then we can achieve a delivery rate of R r 1 ,r 2 = max{R 1 (r 1 , r 2 ), R 2 (r 1 , r 2 )}. If only file i has been requested, then we can easily achieve a delivery rate of K −r i K . By performing memory-sharing among all such points (r 1 , r 2 ), we are able to achieve the lower convex envelope of all the points ((r 1 , 2 , and 0 ≤ r 1 , r 2 ≤ K and r i ∈ Z. By restricting this lower convex envelope to the plane which yields a cache of size M, we can characterize the achievable expected rate,
We can then choose the pair (t 1 , t 2 ) for which the rateR t 1 ,t 2 is minimized.
Remark 4. In the special case of r 1 = r 2 , our joint placement and delivery strategy achieves the same delivery rate as in [3] . This is because
. Although the two placement strategies become equivalent when r 1 = r 2 , the delivery strategies remain distinct. In other words, Algorithm 2 offers an alternative delivery strategy for the uniform caching of two files, which can be of independent interest.
Remark 5. The key of our proposed delivery strategy is to construct, for each requested file W i , a compressed description W * i that will be decoded by every user, even those who did not request W i . One of the main results of our paper is that for the case of two users, this leads to optimal performance. Unfortunately, the same basic strategy fails to attain the lower bound developed below in Section VII. Nonetheless, we conjecture that this lower bound can indeed be attained using our general placement scheme together with an improved delivery strategy. However, the delivery strategy must fundamentally rely on the alignment of the undesired messages at each user, in a more subtle way than through the computation of W * i . In particular, such alignments must occur across the subfiles of multiple undesired files, not just one.
VII. CONVERSE BOUND FOR UNCODED PLACEMENT
In this section we will derive a converse bound for the expected delivery rate under uncoded placement for arbitrary K , N and p. For a request vector d, we define Range(d) as the set of indices of the files that are requested at least once in d. That is,
To prove our converse bound, we will follow in the footsteps of Lemma 2 in [3] which provides an uncoded converse bound for uniform file popularities. To start with, fix a request vector d and let N = Range(d) and let u i be the index of an arbitrary user such that d u i = W i , and let U = {u i |i ∈ N }.
The general idea behind the proof in [3] is to construct a virtual user whose cache contains a subset of the symbols stored by the users in U. This is done in such a way that the virtual user can recover all the files {W i |i ∈ N } after receiving the delivery message X d . For instance, let us fix a bijective function π : [|N |] → N . The virtual user can store the entire cache of user u π (1) , but since (X d , Z u π(1) ) enables him to decode W π (1) , he will only cache the symbols in Z u π (2) which do not belong to W π (1) . Similarly, he can discard the symbols in Z u π(3) which belong to either W π (1) or W π (2) , and so on. The converse bound is simply H q ({W i |i ∈ N }|Z ) where Z is the cache of the virtual user.
This converse bound depends on the particular request vector d and the choice of the "leaders" U. To remove these dependencies, one can take the average of the converse bound over all possible request vectors that share the same Range(d) = N as well as all possible choices of the leaders. Finally, note that the converse bound also depends on π(·) which indicates in which order different files indexed in N are processed by the virtual user. We create one virtual user for each π. Since every such virtual user must be able to recover all the files {W i |i ∈ N }, the overall converse bound will be the maximum of the |N |! bounds obtained in this fashion.
Theorem 2.
Consider the problem of coded caching with N files with probabilities ( p 1 , . . . , p N ) and K users such that each user has a cache of size M. The expected delivery rate under uncoded placement must satisfȳ
where the maximum is taken over all bijections π : [|N |] → N , and
Proof: The proof closely follows that of Lemma 2 in [3] with a few minor but important differences. To start with, we assume that all the users together have dedicated a total (normalized) cache of size t i to file W i where 0 ≤ t i ≤ K . Since each user has a cache of size M, we must have N i=1 t i = K M. As can be seen in the statement of Theorem 2, the converse bound for a particular request vector d, only depends on d through N , the set of indices of the files that have been requested at least once. For a fixed request vector, we also define i ⊆ [K ], i ∈ N as the set of indices of the users who have requested file W i . For i ∈ N , let u i ∈ i be the index of an arbitrary user who has requested file W i , and let U = {u i |i ∈ N }. Suppose an auxiliary user has access to the entire cache of user u π(i) except for the symbols which belong to the files within {W π( ) | ∈ [|N |], < i }, for all i ∈ [|N |]. Provided that this auxiliary user has received X d , he must be able to recover all the files within {W i |i ∈ N }. For this to be feasible, the delivery rate must satisfy [3] 
where K π(i), j represents the subset of the users that have cached the j 'th symbol of file W π(i) . We take the average of the expression above over all request vectors d that have the same Range(d) = N and over all possible choices of the set U. We obtain
Similarly, we can build a new virtual user for every possible bijection π : [|N |] → N . Each virtual user, gives us a new converse bound. Therefore, we have
Let a n,i represent the number of symbols of file W i cached by exactly n users, normalized by F. We can write
For any i , consider the sequence c n,i =
where a b = 0 if b > a. Let g i : R → R be the continuous piecewise linear function whose corner points are c n,i . In other words,
Note that g i (x) is a convex function for any i ∈ [|N |]. Furthermore, the sequence a n,i , n ∈ [0 : K ] satisfies K n=0 a n,i = 1 and a n,i ≥ 0. Therefore, by Jensen's inequality we have for every (r 1 , r 2 ) ∈ T . As a result, the following delivery rate
Define Q
As long as t 1 is in the open interval between two fixed consecutive members of Q, the value of c does not change. As a result, the expression above provides us with the slope of the line segment which connects two consecutive points in the piecewise linear functionR(t 1 ). Our goal is to find the value of t 1 ∈ Q such that the slope of this curve is non-negative at t 1 + and non-positive at t 1 − . This is given by Equation (57). Note that we are using the identity (1 + a − a)g(a) + (a − a)g(a + 1) = (a − a)g(a − 1) + (a − a + 1)g(a) to simplify the expressions for m + (t 1 ) and m − (t 1 ). Similar analysis can be made if M > 1.
IX. NUMERICAL RESULTS
In this section we provide a numerical analysis of our caching strategy and compare it with the literature. First, we fix K = 6, M = 1 and N = 2, and find the optimal expected delivery rate (under uncoded placement) as a function of the probability of the first file, using Theorem 3. To accomplish this, we first have to find the optimal (t 1 , t 2 ) = (M 1 K , M 2 K ) as a function of p 1 following Theorem 4. This optimal expected delivery rate has been plotted in Figure 4 . A few valuable insights can be gained from this curve. Firstly, when the probabilities of the two files are close, the heuristic approach of applying uniform coded caching is indeed optimal. The range of probabilities for which this property holds ultimately depends on K and M, but for our example is given by | p 1 − p 2 | < 0.48. This is the region that has been marked by (t 1 , t 2 ) = (3, 3) on the figure. Similarly, when one file is very popular (in this case | p 1 − p 2 | > 0.78), it is optimal to allocate the entire cache to it, and ignore the other file in the placement phase. This region has been labeled as (t 1 , t 2 ) = (6, 0).
But perhaps the most interesting scenario is when the probabilities lie somewhere in between. Figure 4 tells us that there is a range of probabilities (in this example 0.48 < | p 1 − p 2 | < 0.78) for which no memory-sharing strategy is optimal. For this range, one must rely on Algorithm 3 with non-trivial choices of (t 1 , t 2 ) to attain the optimal expected delivery rate. For this particular example, we must set (t 1 , t 2 ) = (4, 2) for 0.48 < | p 1 − p 2 | < 0.70 and (t 1 , t 2 ) = (5, 1) for 0.70 < | p 1 − p 2 | < 0.78. Now, let us instead fix p 1 and find the optimal expected delivery rate as a function of the cache size M. For K = 6, we rely on the previous plot to choose p 1 = 0.85 in order to emphasize the scenario where grouping is strictly suboptimal, at least at M = 1. In Figure 5 we have plotted the optimal expected delivery rate for this choice of p 1 , and compared it to the two possible grouping strategies [15] [16] [17] [18] : R un corresponds to the uniform caching which ignores the differences in the probabilties of the two files, whereas R nc is the delivery rate for a caching strategy that creates two groups each containing one file, and ignores the coding opportunities between the two. The expression for R un can be given [3] by the lower convex envelop of the points
where r = K M 2 ∈ N. As for R nc , it is easy to see that if M ≤ 1, the best memory allocation is to assign the entire cache to W 1 . If M > 1, the remaining memory is given to file W 2 . This results in a delivery rate of
As visible in Figure 5 , the most discrepancy between the grouping and optimal strategies occur around M = 1, where the optimal expected delivery rate is 0.582, whereas R nc ≈ 0.623 and R un ≈ 0.625, about 7 percent larger than the optimal rate. On the other hand, at the extreme values of M, all three strategies are optimal. This is not very surprising: if M = 0 or M = 2, all three strategies are equivalent. It is therefore natural that in the vicinity of such extreme values there is no major difference in their performances.
X. CONCLUDING REMARKS
The majority of the existing literature on coded caching with non-uniform demands is focused on grouping strategies which can achieve constant additive or multiplicative gaps to the optimal expected delivery rate. This paper serves as a step towards the ambitious task of designing nonuniform coded caching strategies which are optimal under uncoded placement. Moreover, we believe that there is great potential to the multiset indexing extension of the uniform placement strategy proposed in this paper, as it can be readily applied to other combinatorial problems of heterogeneous nature. Our delivery strategy for the case of two files may also serve as a stepping stone for a closer investigation of the application of interference alignment in coded caching.
