In this paper, we establish a convergence result for the operator splitting scheme Z τ introduced by Ignat [8], with initial data in H 1 , for the nonlinear Schrödinger equation:
Introduction
Consider the following Cauchy problem of the nonlinear Schrödinger equation in R d+1 :
where λ ∈ {−1, 1}. Nonlinear Schrödinger equations appear in various models of quantum mechanics (see, e.g., [2, 12, 13] ). In this paper, we are concerned with operator splitting schemes, which are useful for the numerical computation of semilinear-type equations (1.1). The idea of such schemes is to divide the problem (1.1) into a linear flow and a nonlinear flow, as described below. We define N (t)φ as the solution of the flow
that is, N (t)φ = exp(itλ|φ| p )φ. Next, we set S(t)φ as the solution of the linear Schrödinger propagation
which admits the Fourier multiplier formula S(t)φ = e it∆ φ. Then we split the flow of (1.1) into the flows N (t) and S(t) with a small switching time. Namely, for a fixed time interval [0, T ] and a small value τ > 0, we can consider the Lie approximation Z(nτ )φ = S(τ )N (τ ) n φ, 0 ≤ nτ ≤ T, or the Strang approximation Z(nτ )φ = S(τ /2)N (τ )S(τ /2) n φ, 0 ≤ nτ ≤ T.
Convergence of these two schemes has been studied by Besse et al. [1] for globally Lipschitz continuous nonlinearities and by Lubich [10] for Schrödinger-Poisson and cubic NLS equations with initial data in the space H 4 (R 3 ). On the other hand, Ignat and Zuazua [6, 7] and Ignat [5] developed various numerical schemes for which they proved Strichartz type estimates to obtain the convergence of the schemes with initial data of low regularity. Along the same lines, Ignat [8] introduced the following modified version of the splitting scheme:
Here, S τ (t) denotes the frequency localized Schrödinger flow given by S τ (t)φ = S(t)Π τ φ,
and χ ∈ C K (R d ) is a cut-off function supported in B d (0, 2) such that χ ≡ 1 on B d (0, 1), where k ∈ N some large number. In fact, it is sufficient to set K = 2d.
The aim of this paper is to determine an optimal estimate for the splitting scheme Z τ (nτ ). In particular, we prove a convergence result for p in the energy-subcritical range when the initial data φ belongs to the space H 1 (R d ). Before stating our result, we recall some previous results.
• (Lubich [10] ) Let d = 3 and p = 2. Suppose that φ ∈ H 4 (R 3 ), and consider a time T > 0 such that sup 0≤t≤T u(t) H 4 (R 3 ) < ∞. Then, the approximation Z satisfies • (Ignat [8] ) Let 1 ≤ d ≤ 3 and 1 ≤ p < 4 d . For any φ ∈ H 2 (R d ) and any time T > 0, the approximation Z τ satisfies max
In order to obtain a convergence result with the low regularity assumption, Strichartz-type estimates are employed in [8] along with the Duhamel-type formula for Z τ , given by 4) and comparison this with the Duhamel formula of the solution u to (1.1), expressed as u(t) = S(t)φ + iλ A key ingredient of the convergence analysis in [8] is to obtain the stability (uniformly in τ ∈ (0, 1)) of the scheme Z τ in the discrete space ℓ q (nτ ∈ I; L r (R d )), which consists of functions u : τ Z ∩ I → L r (R d ) with norm given by
In the present work, we take into account the nonlinearity in the energy-subcritical range: |u| p u for p ∈ (0, p d ), where p d is defined by
A theory of well-posedness on (1.1) for φ ∈ H 1 (R d ) is well understood as follows.
Theorem A (See, e.g., [2] .). Let 1 ≤ d ≤ 3 and p ∈ (0, p d ), and suppose that φ belongs to H 1 (R d ). Then for some T > 0, there exists a solution u ∈ C [0, T ); H 1 (R d ) to (1.1) in the sense of the Duhamel formula (1.5). In addition, one of the following is true:
• The solution exists globally, i.e., T = ∞ and sup t∈(0,∞) u(t) H 1 (R d ) < ∞.
• The solution to (1.1) with initial data u(0) = φ exists for a maximal time interval [0, T max ) for some T max ∈ (0, ∞], in the sense that u ∈ C [0, T max ); H 1 (R d ) and
We shall denote T max = ∞ if the solution u to (1.1) exists globally. It is well known that if 0 < p < 4 d , then we always have T max = ∞, due to the mass conservation property. On the other hand, if the equation is defocusing, i.e., λ = −1 in (1.1), then the solution u exists globally for 0 < p < p d by the energy conservation law. We refer the reader to Cazenave [2] for the details. Now, we state the main result of this paper. for any τ ∈ (0, 1).
This result answers an open question that was raised in [8] . As the main preliminary, we obtain the global (-in-time) stability of Z τ with φ ∈ H 1 (R d ) in the space ℓ q (nτ ∈ [0, T ]; W 1,r (R d )) for any T < T max . When p ∈ (0, 4 d ), the stability result on Z τ with φ ∈ L 2 (R d ) in the space ℓ q (nτ ∈ (0, ∞); L r (R d )) was obtained in [8, Theorem 1.1] for every admissible pair (q, r). A crucial observation in its proof is that the scheme Z τ does not increase its L 2 (R d ) norm. Meanwhile, the same does not hold for the H 1 (R d ) norm, and this fact makes it not easy to iterate the local H 1 stability in a direct way. Also, it has not been known if the scheme Z τ admits an energy conservation law. Hence, it is far from trivial to get the uniform bound of Z τ H 1 even for the defocusing case λ = −1 though the solution u always exists globally. Nevertheless, it turns out that for any case λ ∈ {−1, 1}, the scheme Z τ is stable until the solution u to (1.1) blows up. This is the content of the following theorem.
. Then for any time T < T max and any admissible pair (q, r), we have
for any τ ∈ (0, 1).
Towards this global H 1 stability result, we first prove the corresponding local (-in-time) stability result (see Proposition 4.1). Then for any T < T max , we extend the local H 1 stability onto (0, T ) by an induction after dividing (0, T ) into small pieces of subintervals. This inductive step is provided separately for the cases 0 < p < 
obtained by Ignat [8] . In the estimate, we will see that one may extend the local stability of Z τ to the Sobolev space ℓ q (nτ ∈ J; W 1,r (R d )) on the next interval J once the value |J| 1− dp 4
This procedure breaks down in the case that 4 d ≤ p < p d , since we do not have a priori bound on Z τ (nτ ) ℓ q (nτ ∈(0,T );L r ) with some (q, r). Instead, we shall apply the local H 1 stability result of Proposition 4.1 recursively in a direct way. To make it possible, the major task is to control the growth of the Z τ H 1 (R d ) norm when iterating the local H 1 stability result. For this aim, we turn to verify that the scheme Z τ converges to the solution u in H 1 (R d ) as τ > 0 goes to 0 + on an interval where the H 1 stability of Z τ is known. It then enables us to utilize the fact that u(t) H 1 is bounded on the interval [0, T ] for any fixed T < T max . Consequently, we have a good control on Z τ H 1 (R d ) when τ > 0 is small enough. By exploiting this idea, we will obtain the global H 1 stability by iterating the local H 1 stability for the case τ ∈ (0, τ 0 ) with a suitable choice of τ 0 = τ 0 (φ) > 0.
On the other hand, the proofs of Theorem 1.1 and Theorem 1.2 follow relatively easily for the case τ ∈ (τ 0 , 1) with a fixed constant τ 0 = τ 0 (φ) > 0. The proofs are given in Section 3. The other sections are mainly concerned with τ ∈ (0, τ 0 ).
For the reader's convenience, we outline and explain the main ideas for the stability and convergence results on Z τ of this paper, with recalling the L 2 stability results in [8] . In what follows, we use the notations stated at the end of this section.
Local stability results on
The local L 2 stability (uniformly in τ ∈ (0, 1)) of Z τ was proved by Ignat [8] for initial data φ ∈ L 2 (R d ) and the mass-subcritical p ∈ (0, 4/d). The proof of this result shares the main ingredients with the proof of the local well-posedness of the continuous problem (1.1). One thing is the Duhamel formula given by (1.5) for solution u and (1.4) for Z τ . The other one is the Strichartz estimates whose time discrete version was obtained by Ignat [8] (see Theorem 2.2 below). The stability result is given as
Arguing similarly to [8] , we show that Z τ is locally stable with initial data φ ∈ H 1 for the energy-subcritical range p ∈ (0, p d ) as follows
This is the content of Proposition 4.1.
Global L
2 stability result on Z τ by Ignat [8] .
Assume that φ ∈ L 2 (R d ). Let T 0 be the local L 2 stability time which is determined by d, p and φ L 2 . An important fact is that the nonlinear flow Z τ does not increase its L 2 (R d ) norm since both S τ and N do so. As a consequence, one may iterate the local L 2 stability result on Z τ recursively with a uniform length of interval. More precisely, for any k ∈ N ∪ {0},
Then, for a fixed T ∈ (0, ∞), we sum up the above estimates to get sup τ ∈(0,1)
(1.6)
d . In the remaining of this summary, we fix φ ∈ H 1 (R d ) and let u ∈ C([0, T max ); H 1 (R d )) be the solution of (1.1). We take an arbitrary T < T max and aim to show the H 1 stability of Z τ on the interval [0, T ].
To begin with, we let T 0 = T 0 ( φ H 1 , d, p) denote the local H 1 stability time given as above. Assuming T > T 0 , we may modify T 0 slightly so that T /T 0 ∈ N. We then have a partition [0, T ] = ∪ 0≤j<T /T0 I j , where I j = [jT 0 , (j + 1)T 0 ). Also, we consider here only τ ∈ (0, 1) such that T 0 /τ ∈ N for simplicity but the proofs are given without this restriction. It is then possible to take m j ∈ N such that m j τ = jT 0 for each j ∈ {0, 1, · · · , T /T 0 − 1}.
We mention that the case 0 < p < 4 d is relatively easy to obtain the global H 1 stability. It follows by combining the local H 1 stability and the global L 2 stability result (1.6) as we explain now. For an inductive argument, we consider Z τ (m j τ ) as initial data for each j ∈ {0, 1, · · · , T /T 0 − 1}. Then the formula (1.4) can be written as
Now we introduce the admissible pair (q 0 , r 0 ) = ( 4(p+2) dp , p + 2) which is useful in applying the Strichartz estimates thanks to the equality:
By applying the Strichartz estimates (Corollary 2.3) to (1.7), we obtain
for any admissible pair (q, r). We can estimate the last term with Lemma 2.6 and Hölder's inequality as
(1.10)
Since we have the bound (1.6), by choosing T 0 suitably smaller if necessary, we may obtain the following estimate
Using this inductive estimate, we get the global H 1 stability result on Z τ for 0 < p <
is not enough to estimate (1.10) efficiently because 1 − dp 4 ≤ 0 in the exponent of T 0 . Also we do not have a priori bound on Z τ ℓ q (0,T ;L r ) for any (q, r) at this stage. Hence, the above approach is not valid for the case p ≥
, we shall iterate the local H 1 stability in a direct way. To do so, we need to control the growth of norm Z τ (·) H 1 when applying the local H 1 stability result. For this aim, we make use of the fact that u(t) H 1 is uniformly bounded for t ∈ (0, T ) with verifying that Z τ (t) converges to u in the H 1 space locally in time. Instead of showing the local H 1 convergence directly, we choose an auxiliary function ψ ∈ H 2 (R d ) such that φ − ψ H 1 ≤ δ with a suitable δ = δ(φ) > 0. Let us denote by Z τ (φ) (resp., Z τ (ψ) the flow of Z τ with initial data φ (resp., ψ). Then, using the triangle inequality along with the H 1 stability of Z τ (see Lemma 5.1) and that of (1.1) (see Lemma 2.5), one has 12) where u ψ is the solution to (1.1) with initial data ψ. By a virture of that ψ ∈ H 2 and p ≥ 1, we prove in Lemma 5.1 the following estimate
Combining (1.12) and (1.13), we may choose τ 0 = τ 0 (δ) > 0 such that
provided 3Cδ < L/2. Given this bound, we may apply the local H 1 stability to extend the stability of
Since we have a gap in the second inequality of (1.14) for a small δ > 0, we may iterate this argument with same T inc for several times as long as the inequality (1.14) holds. By elaborating this strategy, we prove the
Remark 1.4. The additional term L 2p in the T inc (compared to the T 0 ) is necessary when we obtain the H 1 stability estimate of the flow Z τ with respect to the inital data (see Lemma 5.1).
We keep using the above notations T < T max and m j with replacing T 0 by a suitable time T * = T * (φ, T ). For our purpose, it is sufficient to estimate
by (2.17) and regularity of u with M 1 given in (2.7). The key ingredient for the convergence analysis is to split Z τ (nτ ) − Π τ u(nτ ) by rearranging with the Duhamel formulas (1.5) and (1.7) as follows:
(1.15)
For (q, r) ∈ {(q 0 , r 0 ), (∞, 2)}, we shall estimate each term on the right hand side using the Strichartz estimates, Lemma 2.8, and Proposition 2.9 as follows:
where T * = T * (d, p, T, φ) > 0 is chosen suitably for the estimate (see (6.3) ). Collecting these estimates together in (1.15), we finally obtain
Now, we first get an estimate with choosing (q, r) = (q 0 , r 0 ) and then insert it into the above with (q, r) = (∞, 2). Then we obtain an inductive estimate which proves Theorem 1.2.
The remainder of this paper is organized as follows. In Section 2, we recall the Strichartz estimates and the discrete versions of these for the modified linear flow S τ (t). In addition, we present some estimates for N (τ ) and Π τ , and recall a detail regarding the well-posedness result for (1.1). Section 3 is devoted to prove the main theorems for τ with a lower bound τ 0 (φ) > 0. In Section 4, we prove the local H 1 stability result on the splitting scheme Z τ , and we prove Theorem 1.2 for the mass-subcritical case p ∈ 0, 4 d . In Section 5, we present the proof of Theorem 1.2 for the case that p ∈ [1, p d ). In Section 6, we present the proof of Theorem 1.1 by using the result of Theorem 1.2. The appendix Appendix A is devoted to give some technical estimates which are used in proving the main theorems.
Notations
• We denote by C a generic positive constant determined by d and p.
• If a constant depends on some other values, we mark it like as C T (depending on time T ) or C(d, p, T, φ) (depending on dimension d, nonlinear exponent p, time T and initial data φ). We also use the notations α d,p , β d,p , and γ d,p to denote positive constants determined by d and p.
• For 0 ≤ a < b < ∞, we often write
• The letter d always denotes the dimension of the space, from 1 to 3.
• The pair (q 0 , r 0 ) denotes the admissible pair 4(p+2) dp , p + 2 .
• We write 'local' to mean 'local-in-time' for the sake of simplicity.
• The notation 'stable' means 'stable uniformly in τ ∈ (0, 1)'.
• We often abbreviate
Preliminary lemmas
In this section, we will introduce some basic lemmas that will be used throughout the paper. We begin by introducing a few notations. For any interval I ⊂ [0, ∞), we define the space
, the norm of which is given by
Now, we state the Strichartz estimates for the Schrödinger equation.
Theorem 2.1. Let (q, r) and (q,r) be any admissible pairs. Then, we have that
Strichartz [11] proved (2.1) for S(t) with q = r. The other two estimates follow by a duality argument and the Christ-Kiselev lemma [3] . Later, it was extended by Keel and Tao [9] to all admissible pairs, including the endpoint case (q, r) = (2, 2d d−2 ). These estimates for S(t) are extended easily to frequency localized operator S τ (t) using that S τ (t)φ = S(t)(Π τ φ) and (2.17). Next we recall the time discrete versions of the Strichartz estimates, obtained by Ignat [8] .
Theorem 2.2 ([8, Theorem 2.1])
. Let (q, r) and (q,r) be any admissible pairs. Then, we have that
,
Because the operators S τ and ∇ are commutative, the above result immediately implies the following corollary.
Corollary 2.3. Let (q, r) and (q,r) be any admissible pairs. Then, we have that
By combining the Strichartz estimates in Theorems 2.1 and 2.2 with the Christ-Kiselev lemma [3] , the following result was derived.
Corollary 2.4 ([8, Lemma 4.5]).
For any admissible pairs (q, r) and (q,r) with (q,q) = (2, 2), we have that
Now we state the well-posedness result on the NLS equation (1.1), the details of which are presented in Sections 4 and 5 of [2] .
, and denote by u the solution of
. Then, the following statements are true:
(1) For any T < T max and any admissible pairs (q, r), there is a positive constant
(2) There exists a constant c d,p > 0 such that if u φ1 and u φ2 are solutions of (1.1) corresponding to initial data φ 1 and
where
In the remaining part of this section, we prove some basic estimates that are used frequently in this paper.
Lemma 2.6. For any p ∈ (0, ∞), there exists a positive constant c p such that
and
for all v, w ∈ C. Furthermore, for weakly differentiable f :
Proof. The estimates (2.10) and (2.11) follow from a direct calculation using the mean value theorem (see also Lemma 4.2 in [8] ). For the latter estimate, we notice that
where (2.11) is used for the last inequality. The lemma is proved.
The following lemma is required for showing the local stability of Z τ with respect to the initial data.
, and let (q 0 , r 0 ) denote the admissible pair ( 4(p+2) dp , p+2). Then, for any time interval J and functions a, b :
, provided the right hand side is finite.
Proof. The proof basically follows by combining Lemma 2.6 and estimates in [2, Section 4.4]. First, we employ (2.10) and Hölder's inequality, to deduce that
, where the Sobolev embedding is used for the last inequality, with the fact that r 0 = p + 2 < p d + 2.
Next, by differentiating and rearranging, we have that
which together with Lemma 2.6 yields that we can split the first term on the right hand side of (2.13) into
.
(2.15) From Hölder's inequality and the Sobolev embedding, we estimate the first right term of (2.15) as
Using this we estimate the second right term of (2.15) as
For the third term, we notice that
Then, similarly to (2.16) we obtain
Collecting the above estimates gives the desired bound for the first term of (2.13), with help of the Sobolev embedding
The second and third terms of the right hand side of (2.13) can be estimated as we did for the right hand sides of (2.15). The proof is done.
Lemma 2.8. For any 1 ≤ r < ∞ and f : R d → C, we have that
Moreover, for any 1 ≤ q ≤ r < ∞ we have that 
−K , and
By applying Young's inequality, we obtain that
which gives estimate (2.18). By applying Young's inequality to (2.20) with q < r,
where 1/r + 1 = 1/α + 1/q. This verifies the estimate (2.19). The proof is finished.
Finally, we state estimates on the solution u, which will be crucially employed in the proofs of the convergence restuls on Z τ .
) the solution of (1.1). Then, for any admissible pair (q, r) and T < T max we have that
(2.22)
Here, the constants M 1 , M 2 > 0 are those referred to in (2.7) and (2.9).
The proof is presented in the appendix Appendix A.
3. The stability of Z τ for τ 0 (φ) < τ < 1
In this section, we provide the proofs of the main theorem for τ with a lower bound τ 0 (φ) > 0 chosen depending on the initial data φ ∈ H 1 (R d ). We begin with the L 2 convergence.
Proof of Theorem 1.1 for τ ∈ (τ 0 (φ), 1). Since Z τ does not increase L 2 norm and u preserves L 2 norm, we have
It finishes the proof.
Next we prove the global H 1 stability.
Proof of Theorem 1.2 for τ ∈ (τ 0 (φ), 1). Let (q, r) be any admissible pair. By Hölder's inequality and Lemma 2.8, we have
On the other hand, we know that the L 2 norm of Z τ does not increase, i.e.,
So, we have
The proof is done.
In this section, first we prove the local H 1 stability result on the scheme Z τ in the space ℓ q (nτ ∈
Then, we have the following proposition. 
where (q, r) ∈ {(q 0 , r 0 ), (∞, 2)} and T 0 > 0 is defined by
Proof. To obtain the estimate (4.2), we consider the following set
If Λ is an infinite set, then (4.2) follows trivially. Therefore, we suppose that Λ is a finite set, and let N * be the largest element of Λ. It is then sufficient to find a lower bound on N * , as the form of N * ≥ First we verify that the set Λ is non-empty. Indeed, by the definitions of Z τ and C(d, p) given in (1.2) and (4.1) respectively, we find that
which means that 0 ∈ Λ.
Let (q, r) denote either (q 0 , r 0 ) or (∞, 2). Then, using the Duhamel formula (1.4) we have
where (4.1) is used for the second inequality. We can bound the last term of (4.5) by applying the Strichartz estimate (2.5) as follows:
To estimate the right hand side of (4.6), we apply Lemma 2.6 and Hölder's inequality with reminding (1.8). Then,
To proceed further, we utilize the Sobolev embedding
Collecting estimates (4.6) and (4.7) in (4.5), we obtain
Consequently,
This estimate yields that N * obeys the following estimate
Indeed, if (4.9) does not hold, then it follows directly from (4.8) that N * + 1 ∈ Λ, in view of definition (4.4). However, it is not possible by the maximality of N * . Thus (4.9) is true, and hence
where we used the identity 1
This shows that (4.2) is true with the choice of
The proof is finished.
Remark 4.2. In the above proof, we note that the estimate (4.2) holds for any admissible (q, r), i.e.,
Indeed, estimate (4.5) holds for any admissibile pair and its right hand side is bounded as in (4.6).
We recall the L 2 stability result on Z τ from [8] .
Proposition 4.3 ([8]). Assume that
, we have
(4.12)
Now we are ready to prove the global H 1 stability of Z τ for the mass-subcritical case.
Proof of Theorem 1.2 for the case that 0 < p < 
and set I j = [jT 0 , (j + 1)T 0 ) for j ∈ N ∪ {0}. By Section 3, we may only consider τ ∈ [0, T 0 ). Then, for each j ≥ 1, it is possible to choose a unique m j ∈ N such that m j τ ∈ I j−1 and (m j + 1)τ ∈ I j . Note that
for any admissible pair (q, r). By applaying the Strichartz estimates of Corollary 2.3 to the Duhamel formula (1.7) of Z τ (m j τ + nτ ), we obtain
where we can estimate the last term using Lemma 2.6 and Hölder's inequality as
where we used also the equality (1.8) and
By applying estimate (4.12), we estimate the right hand side as follows.
We insert this estimate into (4.15). Then, choosing γ α,p > 0 smaller in (4.13) if necessary, we arrive at the following estimate:
This estimate with (q, r) = (q 0 , r 0 ) yields
By inserting this back into (4.16) and using (4.14), we obtain
for any admissible pair (q, r). By applying this with (q, r) = (∞, 2), we finally deduce that for b ∈ N,
where we have used Proposition 4.1 for the final inequality. Then, by combining this with (4.17) we complete the proof of Theorem 1.2 for the case that 0 < p < 4 d .
Global H
In this section, we prove Theorem 1.2 for the case that 1 ≤ p < p d . The structure of the proof is to apply the local H 1 stability inductively after dividing the interval (0, T max ) into a set of intervals of the same size. In doing so, the main task is to control the growth of H 1 norm of Z τ . As a preliminary step for that, we shall obtain the local H 1 stability of Z τ with respect to initial data in H 1 (R d ), and the H 1 convergence property of Z τ with initial data in H 2 (R d ). In the following, we write Z τ (φ) to denote the flow Z τ corresponding to the initial data φ.
Then there exists a constant β d,p > 0 such that for any given M > 0, if we set T 0 > 0 as
then the following statements hold:
for any admissible pairs (q, r) and τ ∈ (0, 1).
If we assume that
Proof. In the proof, we utilize the admissible pair (q 0 , r 0 ) = ( 4(p+2) dp , p + 2). We divide the proof into two parts corresponding to (5.2) and (5.3)
Step I. Proof of (5.2). Let φ 1 and φ 2 ∈ H 1 (R d ) such that φ 1 H 1 ≤ M and φ 2 H 1 ≤ M . We consider the difference between the Duhamel formulas of Z τ (φ 1 ) and Z τ (φ 2 ) provided by (1.4). Then by applying the Strichartz estimate (2.3), we have
for any admissible pair (q, r). By the local H 1 stability of Proposition 4.1 with choosing β d,p > 0 in (5.1) small enough, we have for j ∈ {1, 2} that
We proceed to use bound (5.5) to estimate the last term of (5.4). By applying Lemma 2.7 and the Sobolev embedding in (5.4) along with (5.5), we obtain that
To estimate the last term, we employ Young's inequality (2.19) to get
Note that (2p − 1)Λ = dp 2(p+2) < 1 since p < p d . Therefore, for τ ∈ (0, 1) the above estimate together with the Sobolev embedding and (5.5) yields
Inserting this inequality into (5.6), we have
0 −q 0 . Then, the above estimate with (q, r) = (∞, 2) yields that
By inserting this into (5.6) for general pairs (q, r), we obtain (5.2).
Step II. Proof of (5.3). Assume that φ ∈ H 2 (R d ). Then, we see from Lemma 2.5 that
For our aim, it is sufficient to estimate Z τ (nτ ) − Π τ u(nτ ) instead of Z τ (nτ ) − u(nτ ), because we have that
thanks to (2.17) and (5.8). By utilizing the Duhamel formulas (1.5) and (1.4), we decompose
Let (q, r) be an admissible pair. We proceed to find an estimate on the ℓ q (0, T 0 ; W 1,r ) norm of Z τ (φ) − Π τ u using decomposition (5.9). First we estimate the final term of (5.9) using Proposition 2.9 as follows:
(5.10)
Next we estimate the first part on the right hand side of (5.9). For this, by applying the Strichartz estimate (2.3) and Lemma 2.7 in order, we arrive at the following estimate
On the other hand, we recall from Proposition 4.1 with the T 0 given in (5.1) that Z τ (φ) enjoys the following local stability
Also we see from (5.7) that
Furthermore, by (2.8) (with φ 1 = φ and φ 2 = 0) and (2.17) we have that
By applying the above estimate, we get
provided β d,p > 0 is small enough in (5.1). By inserting this estimate and (5.10) into (5.9), we finally obtain
This implies that (5.3) holds.
We are now ready to complete the proof of Theorem 1.2.
Proof of Theorem 1.2 for the case that p ∈ [1, p d ). For the simplicity of the exposition, we proceed with the proof under the assumption that d = 3. The same proof works for the cases d ∈ {1, 2} with minor modifications.
We take an initial data φ ∈ H 1 , and fix a time T < T max . Then, we find from (2.7) that 
If T < 2T 0 , the stability follows just using the local stability result of Proposition 1.1. Thus we may consider only the case T > 2T 0 . Then, by replacing β d,p with a suitable β ∈ (β d,p /2, β d,p ), we may assume that T /T 0 ∈ N.
For an inductive argument, we divide the interval [0, T ] into
In order to obtain the global stability, we need to control the growth of Z τ H 1 when applying the local stability iteratively. For this aim, we exploit the fact that Z τ would get close to u in H 1 -norm as τ → 0 + . Instead of showing the convergence in a direct way, we choose an auxiliary function
with δ = δ(T /T 0 , d, p) > 0 sufficiently small (less than one). Then, combining this with (2.7) we find that
Let u ψ k be the solution to (1.1) with initial data ψ k . Also, we denote by Z τ (ψ k ) the flow of Z τ with initial data ψ k . Then, given estimate (5.12), we may apply Lemma 5.1 to obtain
where C(d, p, T, ψ k ) denotes the constant determined in (5.3). By setting
On the other hand, we note that T 0 usually dose not lie on τ N for given τ > 0. In this reason, for the inductive argument, we need to introduce the function η :
which converges to zero as τ → 0 + , by the continuity of u(t) in H 1 (R d ) (see Lemma 2.5).
In order to prove the H 1 stability of Z τ on interval [0, T ], it is sufficient to verify the following claim.
Claim: There exists a small τ 0 > 0 such that for all k ∈ {0, 1,
and max
hold for all τ ∈ (0, τ 0 ), where C k are constants determined by d, p and k.
We apply an induction process to prove this claim.
Step 1. First we show that the claim holds for k = 0. By the triangle inequality, we have
where u ψ denotes the solution of (1.1) with initial data ψ. Given the upper bound (5.12), we may apply (2) of Lemma 2.5 and Lemma 5.1 to yield that
By combining this with (5.11), we obtain that
provided that δ > 0 and τ > 0 are sufficiently small. Therefore, (5.14) and (5.15) hold true for k = 0.
Step 2. Suppose that the claim holds for some k ∈ {0, 1,
Then we aim to show that the claim is also true for the (k + 1)-step. Let us consider τ ∈ (0, T 0 ). We are able to choose a unique n k ∈ N such that n k ∈ I k but (n k + 1)τ ∈ I k+1 . Consequently, 
Given the upper bounds (5.12) and (5.16), we may apply Lemma 5.1 to yield that
and by Lemma 2.5 we have that
By inserting the above estimates and (5.13) into (5.19), we arrive at the following estimate
Now we apply the assumption (5.17) along with (5.18) in the above. Then we get
By choosing C k+1 = (CC k + C), we obtain the estimate (5.15) for the (k + 1)-step. Furthermore, this implies that (5.14) holds once we choose δ > 0 and τ 0 > 0 sufficiently small, depending on C k . Because the number of steps here is bounded by T /T 0 , we can choose values of δ > 0 and τ 0 > 0 depending on T /T 0 , d and p such that the claim is true for all k ∈ {0, 1, 2 · · · , T /T 0 − 1}. Therefore we have for a value τ 0 = τ 0 (φ) > 0 that sup
This proves the theorem for (q, r) = (∞, 2). Given estimate (5.20), the stability of Z τ for general pair follows using the local H 1 stability result of Proposition 4.1 (see also Remark 4.2). The proof is finished.
6. The L 2 convergence result between Z τ with u
In this section, we provide the proof of Theorem 1.1. The key ingredient is to compare the Duhamel formulas of Z τ and u given in (1.4) and (1.5) respectively. Also, the global H 1 stability of Z τ obtained in Theorem 1.2 is used essentially.
Proof of Theorem 1.1. We take an initial data φ in H 1 (R d ) and consider the solution u ∈ C [0, T max ); H 1 (R d ) of (1.1). Let us fix a time T < T max . Then, from Theorem 1.2 and Lemma 2.5, we see that Z τ and u satisfy the following estimates
For our purpose, it is sufficient to estimate
by (2.17) and (6.2). Now, we take T * > 0 such that
where θ d,p > 0 will be chosen later. We split the interval [0, T ] into sub-intervals I j , where
By the results of Section 3 we may consider τ ∈ (0, T * ) only. We set m 0 = 0 and define m j ∈ N as the unique number such that m j τ ∈ I j−1 and (m j + 1)τ ∈ I j . Notice that 
By combining this with (1.5), we obtain the following decomposition:
For (q, r) ∈ {(q 0 , r 0 ), (∞, 2)}, we apply the triangle inequality to obtain that
(6.6)
To estimate right hand side, we use the inequality (2.17) with (6.2) to deduce that
Given this, by employing the Strichartz estimate (2.2) for the first term in the right hand side of (6.6), we obtain the estimate
(6.7)
Now we have the following estimates on A 1 and A 2 .
Claim: For each (q, r) ∈ {(q 0 , r 0 ), (∞, 2)} the following estimates holds:
This claim is verified at the end of the proof. By inserting (6.8) into (6.7), we get
(6.9)
Choosing (q, r) = (q 0 , r 0 ) in the above, we find
Then, using this to bound the right hand side of (6.9) and utilizing (6.4), we arrive at the following estimates:
where j = 1, · · · , T /T * − 1. Inductively, this implies that for (q, r) ∈ {(q 0 , r 0 ), (∞, 2)},
It proves Theorem 1.1.
Now, it only remains to show that claim (6.8) holds. To estimate A 1 (q, r), we use (2.10) to find that
(6.10)
After applying the Strichartz estimate (2.3) to A 1 (q, r), we use (6.10) with Hölder's inequality to find
To proceed further, we use the Sobolev embedding
By inserting these estimates into (6.11), we get
where we also used equality (4.10). Now, by choosing θ d,p > 0 small enough when defining T * > 0 in (6.3), we deduce from (6.12) the following estimate
On the other hand, by applying (2.22) of Proposition 2.9 we find
Combining the above two estimates on A 1 and A 2 , we obtain the desired estimate (6.8). Thus, the proof is complete.
Appendix A. Proof of Proposition 2.9
This appendix is devoted to the proof of Proposition 2.9. To this end, we perform the decomposition
Then, the proof of Proposition 2.9 follows directly from Lemmas Appendix A.2 and Appendix A.3 below. To prove Lemma Appendix A.2, we shall employ the following result.
Lemma Appendix A.1. For any admissible pairs (q, r) and ( q, r), we have that
Proof. First, we recall the following estimate from Lemma 4.3 and Lemma 4.6 in [8] :
where (q, r) and ( q, r) are any admissible pairs. We notice that S τ (t)η(x) = S τ (t)Π τ /4 η(x), by the support property of the frequency space. By using this and (A.3) with Lemma 2.8, we obtain that
This proves the estimate (A.1). Next, by using (A.1) we get that
Thus, by applying Lemma 2.8 again we obtain (A.2).
Then, for any admissible pair (q, r) and T < T max we have that
(A.4)
If we assume further that φ ∈ H 2 and p ≥ 1, then
(A.5)
Here, the constants M 1 , M 2 > 0 are constants defined in (2.7) and (2.9), respectively.
Proof. Let (q 0 , r 0 ) denote the admissible pair ( 4(p+2) dp , p + 2). First, we show that (A.4) holds. For any admissible pair (q, r), we have that
from Lemma Appendix A.1. For the first term on the right hand side of (A.6), we apply Lemma 2.6, Hölder's inequality, and Lemma 2.8 to obtain that
, owing to Lemma 2.5. Now, we estimate the second term on the right hand side of (A.6). Similarly to (2.12), we deduce that
where the second inequality follows from the identities ∂ t Π τ u = Π τ ∂ t u and ∂ t u = i∆u+iλ|u| p u. By Hölder's inequality and Lemma 2.8, the first term on the right hand side of (A.7) is bounded by
which is bounded by
owing to Lemma 2.5. For the final term of (A.7), we can apply Hölder's inequality and Lemma 2.8 again to obtain that 4(p + 2) − dp 4(p + 2)(2p + 1) and 1 r 2 := 1 2 − 4(p + 2) − dp 2d(p + 2)(2p + 1) so that (q 2 , r 2 ) is an admissible pair whenever Then, by (A.8) and the Sobolev embedding, we obtain that
One may check that s ∈ [0, 1] whenever
by Lemma 2.5. For the case that 0 < p < 
Because s ∈ [0, 1] whenever 0 ≤ p ≤ .
In order to show that N (τ ) − I τ Π τ u Here, (A.11) follows from (A.10) and the Sobolev embedding
. By combining the above estimates with Lemma 2.5, we prove that (A.9) holds.
Finally, we employ a similar argument as in the proof of (A.4) to show that
(A.12)
More precisely, we have from (A.7) that
By applying Hölder's inequality and the Sobolev embedding, we get that Here, the constants M 1 , M 2 ≥ 1 are defined in (2.7) and (2.9), respectively.
Proof. We begin the proof by splitting
Then, for each j = 0, 1 we can apply (2.6) to obtain that .
(A.13)
For the first part of (A.13), we recall that N (τ )a = e iτ λ|a| p a for a ∈ C. Then by the mean value theorem, one has
For the case that j = 0, similarly to (A.8), we have that 
Finally, the right hand side is bounded by C T M 2p+1 2 τ thanks to Lemma 2.5. For the second part of (A.13), we proceed as follows: 
