Abstract-This paper deals with the drive-response type synchronization of delayed reaction-diffusion neural networks with Markovian jumping parameters. In terms of linear matrix inequalities, a sufficient condition is proposed to ensure the drive system and the response system to be stochastically synchronized. An example is provided to demonstrate the effectiveness of the proposed result.
INTRODUCTION
During the past decades, synchronization of neural networks with or without time delays has received considerable attention due to its potential application in the areas of secure communication, parallel recognition, and associative memory [1, 2] . As is known to all, the latching phenomenon usually happens in neural networks, which can be dealt with effectively by extracting finite state representation from trained network. In other words, the neural networks may have finite modes and the mode may jump from one to another at different times. The jumping between different modes can be governed by a Markov chain [3] [4] [5] [6] . Therefore, it is necessary to study the synchronization problem for neural networks with Markovian jumping parameters. On the other hand, in electronic implementation of neural networks, the density of the electromagnetic field is generally asymmetrical, which will lead to reactiondiffusions [7] . Thus, much effort has been devoted to the study of the synchronization of reaction-diffusion neural networks in the past few years [8] [9] [10] [11] . According to the authors' knowledge, however, for the synchronization of reaction-diffusion neural networks with Markovian jumping parameters, no results have been reported so far.
In this paper, we are concerned with the drive-response type synchronization of delayed reaction-diffusion neural networks with Markovian jumping parameters. The jumping parameters considered here are generated from a continuoustime discrete-state homogeneous Markov process, which is governed by a Markov process with finite state space. Based on the Lyapunov functional method, a sufficient condition is presented, which ensures the drive system and the response system to be stochastically synchronized. The criterion is expressed as a set of linear matrix inequalities (LMIs), and thus can be easily checked by using standard numerical software Matlab. In order to illustrate the effectiveness of the proposed condition, a numerical example is given.
II. PROBLEM FORMULATION
Consider the following delayed reaction-diffusion neural network with Markovian jumping parameters:
,
T n x t z x t z x t z =  is the state vector;
is the activation function which satisfies the Lipschitz condition, i.e., there exists constants 0
are, respectively, the connection weight matrix, the delayed connection weight matrix, the charge rate matrix, and the diffusion rate matrix; 
is the transition rate from mode i at time t to mode j at time t h + , and
. Note that the boundary conditions are chosen to be of the Dirichlet type as in [12] . In the paper, system (1) is considered as a drive system. The response system is given by
where ( , ) y t z is the state vector of the response system, ( , ) t z ϕ is a continuous vector function, U is the state feedback controller to be designed later.
Let ( , ) ( , ) ( , ) e t z y t z x t z = − be the synchronization error. Then, the error dynamical system can be described by Lemma 1 [12] . If ( , ) e t z is a solution of system (3), then for any {1, , , , , , 1, , ( ( , )) ( ( , )) . 
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Integrating both sides of (7) with respect to 1 1 1 , , , , , 
T i e t z PD e t z dz (6), (8), we get ( ( , ), , ) . Ψ . Then, By Dynkin's formula [13] and (9) (1) and system (2) are stochastically synchronized. Remark 1. Theorem 1 gives a sufficient condition to ensure the stochastic synchronization of the delayed reaction-diffusion neural networks with Markovian jumping parameters. The condition, which is expressed as a set of linear matrix inequalities (LMIs), can be easily checked by using standard numerical software Matlab.
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IV. NUMERICAL EXAMPLE
Consider a drive-response system described by system (1) and (2) 
Thus, by Theorem 1, it can be concluded that System (1) and system (2) V. CONCLUSIONS In this paper, we have dealt with the problem of driveresponse type synchronization for a class of neural networks, which include time-delays, Markovian jumping parameters, and reaction-diffusions. A sufficient condition which ensures the drive system and the response system to be stochastically synchronized has been proposed in terms of LMIs. In order to illustrate the effectiveness of the proposed condition, a numerical example has been provided. It should be noted that the transition probabilities considered here are assumed to be completely known in order to facilitate research. As noted by Zhang and Boukas [14] , however, obtaining the ideal information on all transition probabilities is questionable or generally expensive. Thus, one of our future research directions will be further investigate the synchronization problem of the networks with partially unknown transition probabilities.
