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ON THE REDUCTIONS OF CERTAIN
TWO-DIMENSIONAL CRYSTABELLINE
REPRESENTATIONS
BODAN ARSOVSKI
Abstract. One part of Coleman and Mazur’s halo conjecture says that the
(re-normalized) slopes of overconvergent eigenforms lying over the boundary of
weight space are in a disjoint union of arithmetic progressions of rational num-
bers. Extensive computational evidence (by Buzzard) and all currently known
results (by Buzzard, Kilford, McMurdy, and Roe) indicate that the slopes on
the locally reducible part of the eigencurve over the boundary of weight space
are actually integers. Buzzard and Gee formulated a conjecture which sug-
gests that there is a local reason behind this: their conjecture says that the
reductions modulo p of certain crystabelline representations are irreducible if
their (re-normalized) slopes are not integers.
We prove this conjecture for slopes up to p−1
2
outside of a small exceptional
region, and we show that this exceptional region contains counterexamples to
the conjecture (i.e. locally reducible representations). We suspect that the
eigenvalues of Up avoid this exceptional region, which is surprising. Thus,
on one hand, the main result in this paper implies that the local situation is
more complicated than the global situation and that an optimal global result is
unlikely to be proved locally. On the other hand, the slopes in the exceptional
region are half-integers, so the main result in this paper proves (locally) that
the slopes on the locally reducible part of the eigencurve over the boundary
of weight space are half-integers up to a certain point. Moreover, we suspect
that the exceptional region consists only of half-integer slopes even past that
point, so that a proof of a revised version of the local conjecture would provide
evidence supporting the halo conjecture just the same.
1. Introduction
1.1. Motivation. Let p be an odd prime number.1 By weight space we mean the
rigid analytic space W associated with the Iwasawa algebra Zp[[Z
×
p ]]—it is the union
of p− 1 open unit disks, consists of continuous characters of Z×p , and its “bound-
ary” is the union of sufficiently small annuli. The eigencurve (of tame level 1)
was introduced by Coleman and Mazur in [14] and generalized for arbitrary tame
levels by Buzzard in [6]—it is a rigid analytic space C which parametrizes finite
slope overconvergent eigenforms (of the specified tame level). It maps onto weight
space by sending an eigenform to its weight-character and onto Grigm by sending an
eigenform to its Up-eigenvalue. There is a conjecture by Coleman and Mazur which
Date: June 2018.
1We assume that p is odd since most of the paper must be rewritten for p = 2, but there are no
major obstacles to adapting the methods to the 2-adic setting as well.
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roughly says that the part of the eigencurve that lies over the boundary of weight
space is a disjoint union of countably infinitely many connected components the
weight map on each of which is finite and flat, that there is a well-defined notion
of re-normalized slopes of these components, and that these slopes are in a disjoint
union of arithmetic progressions of rational numbers. An analogue of this conjec-
ture for a definite quaternion algebra was proved by Liu, Wan, and Xiao in [20], and
some individual cases of the conjecture for small primes were proved by Buzzard,
Kilford, McMurdy, and Roe in [10], [18], [19], [22]; moreover, the re-normalized
slopes which appear in the last four papers are always integers. Buzzard and Gee
suggested in [7] that there is a local reason behind this—they formulated a local
conjecture which in particular implies that the slopes on the locally reducible part
of the eigencurve over the boundary of weight space are integers. The main result
in this paper (theorem 1) implies that this conjecture is true for slopes up to p−12
outside of a small exceptional region in which the slopes are half-integers, and that
this exceptional region does indeed contain counterexamples to the conjecture (i.e.
locally reducible representations). In particular, we can deduce that the slopes on
the locally reducible part of the eigencurve over the boundary of weight space are
half-integers up to a certain point; the precise statement of this is corollary 3. More-
over, we suspect that the exceptional region consists only of half-integer slopes even
when the slopes are bigger than p−12 , so that a revised version of the conjecture ex-
cluding this exceptional region would imply that the slopes on the locally reducible
part of the eigencurve over the boundary of weight space are always half-integers,
which would be just as compelling evidence supporting the halo conjecture.
1.2. Main results. The main conjecture is concerned with what Berger and Breuil
refer to in [4] as crystabelline representations. These are the potentially crystalline
representations of GQp that become crystalline on a cyclotomic extension of Qp
by a p-power root of unity. The absolutely irreducible two-dimensional positive
ones can be up to a twist parametrized by an integral weight k > 2, an eigenvalue
a ∈ Qp such that vp(a) > 0, and a ramified character ε : Q
×
p → Q
×
p , as follows. Let
ε = εpε
p be the decomposition of ε into a product of two characters such that εp has
conductor pn with n > 2 and εp has conductor which is coprime to p. In particular,
εp is a homomorphism (Zp/p
nZp)
× → Q
×
p . Consider the extension F = Qp(ζF ) of
Qp, where ζF is a primitive p
nth root of unity, so that the maximal unramified
subfield of F is Qp. There is a surjection
Gal(F/Qp) ∼= Gal(Qp/Qp)/Gal(Qp/F ) −−−→ Gal(Fp/Fp),
and the map that sends z ∈ Z to the preimage of the zth power of the arithmetic
Frobenius in Gal(Fp/Fp) is a surjection Z −→ Gal(F/Qp). The kernel of this sur-
jection is pnZ, so we can identify Gal(F/Qp) with (Zp/p
nZp)
× and view εp as a
homomorphism Gal(F/Qp)→ Q
×
p . Let Dk,a,ε = D = Qpe1 ⊕Qpe2 be the weakly
admissible filtered ϕ-module with Hodge–Tate weights (0, k − 1), a filtration
Filk−1(DF ) = F ⊗Qp Qp(e1 + e2),
a Frobenius map ϕ such that ϕ(e1) = ε
p(p)a−1pk−1e1 and ϕ(e2) = ae2, and an ac-
tion of the Galois group Gal(F/Qp) such that g(e1) = εp(g)
−1e1 and g(e2) = e2. We
define Vk,a,ε as the potentially crystalline representation that becomes crystalline
on F and such that Dcris(V
∗
k,a,ε|GF ) = Dk,a,ε. This is an absolutely irreducible
two-dimensional crystabelline representation with Hodge–Tate weights (0, k − 1),
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and all such representations are twists of representations that arise in this way (see
proposition 2.4.5 in [4]). We define V k,a,ε as the semi-simplification of the reduc-
tion modulo the maximal ideal m of Zp of a Galois stable Zp-lattice in Vk,a,ε (the
resulting representation is independent of the choice of the lattice). Let vT be the
re-normalization of vp such that vT = p
n−2(p− 1) · vp. Let πp be the number
πp = p
1/pn−2(p−1),
so that vT(πp) = 1. The following is conjecture 4.2.1 in [7].
Conjecture A. If vT(a) 6∈ Z then V k,a,ε is irreducible.
Let κ be an integer such that the reduction modulo p of εp is the map u 7→ u
κ. Thus
the congruence class κ+ (p− 1)Z ∈ Z/(p− 1)Z is uniquely determined by εp, and
we make a choice of an integer representative of this congruence class. Let us write
h for the number in {1, . . . , p− 1} that is congruent to h mod p− 1. For α ∈ Z>0,
let us define Dα as
Dα =
{
x ∈ Qp
∣∣∣ vT (x2 − 1(2α−1)!(εp(1 + p)− 1)2α−1) > 2α− 12} .
Thus Dα is the union of two closed disks. These disks are centered at the square
roots of 1(2α−1)!(εp(1 + p)− 1)
2α−1 and have radii π
−α+1/4
p . Both centers of the
disks have vT-valuation α−
1
2 , and therefore all points of Dα have vT-valuation
α− 12 . For l ∈ Z, let us define Irrl as
Irrl = ind(ω
k+κ−2l−1
2 )⊗ ω
l.
We show the following theorem.
Theorem 1. If vT(a) <
p−1
2 is not an integer and ⌈vT(a)⌉ = ν then
V k,a,ε ∈ {Irrk+κ−ν−1, . . . , Irrk+κ−3,Π}\{Irr1, . . . , Irrν−1},
where
Π ∼=
{
(µλω
p−1 ⊕ µλ−1)⊗ ω
2ν−1 if a ∈ Dν and k + κ ≡p−1 2ν + 1,
Irrk+κ−2 otherwise,
and λ+ λ−1 is the reduction of (−1)ν
Γ(2ν)a2−(εp(1+p)−1)
2ν−1
Γ(ν)Γ(2ν)ν/(2ν−1)a(4ν−1)/(2ν−1)
modulo m.
If ν = 1 then {Irrk+κ−ν−1, . . . , Irrk+κ−3,Π}\{Irr1, . . . , Irrν−1} = {Π}\∅ = {Π}. So
theorem 1 completely classifies V k,a,ε when vT(a) < 1, and in particular we have
the following corollary.
Corollary 2. Suppose that vT
(
a2 + 1− εp(1 + p)
)
>
3
2 , i.e. that the eigenvalue a
belongs to one of the two closed disks centered at the two square roots of εp(1 + p)− 1
with radii π
−3/2
p , and in particular that vT(a) =
1
2 . If k + κ ≡p−1 3, then
V k,a,ε ∼= µλω
p ⊕ µλ−1ω
is reducible, where λ+ λ−1 is the reduction of a−3(εp(1 + p)− 1− a
2) modulo m.
For larger vT(a) theorem 1 determines V k,a,ε only over two components of weight
space: if vT(a) <
p−1
2 is not an integer and ⌈vT(a)⌉ = ν > 1 then V k,a,ε
∼= Irrp−1
when k + κ ≡p−1 ν + 1 and V k,a,ε ∼= Irrν when k + κ ≡p−1 ν + 2. In general, there
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is the possibility that V k,a,ε is one of at most ⌊vT(a)⌋ additional irreducible rep-
resentations. We expect that these possibilities do indeed happen, i.e. that the re-
gion defined by vT ∈ (ν − 1, ν) is split into regionsRk+κ−ν−1, . . . ,Rk+κ−3,R where
Vk,a,ε is Irrk+κ−ν−1, . . . , Irrk+κ−3,Π respectively, and that the only regions among
them that are empty are precisely the ones that correspond to Irr1, . . . , Irrν−1. The
asymmetry of the conclusion of theorem 1 is one indication that the equations defin-
ing these regions are very complicated. Let us finally remark that p−12 seems to
be a hard upper bound, and that while we suspect that the methods employed in
this paper can be adapted to prove similar statements which imply conjecture A
outside of an exceptional region defined by small closed disks that look like Dα,
we also suspect that proving anything along these lines for higher slopes would be
significantly more difficult.
1.3. Implications for the eigencurve. Let N be a tame level (so N is a positive
integer which is coprime to p). Suppose that f is an eigenform of weight k > 2,
Up-eigenvalue ap ∈ Zp, level Γ1(Np
n) for some n > 2, and ramified character ψ.
Thus ψ can be decomposed into a product of two characters ψpψ
p such that ψp
has conductor pm for some 1 6 m 6 n and ψp has conductor which is coprime
to p. This eigenform corresponds to a point on the eigencurve C (of tame level
N) that lies over the subset W >p
−1/(p−1)
⊂ W consisting of characters χ such that
|χ(1 + p)− 1| > p−1/(p−1) (which is what we refer to when we say the “boundary
of weight space”). Let ρf,p denote the restriction to the decomposition group at p
of the Galois representation associated with f , i.e. ρf,p = ρf |GQp . Let ρf,p be the
reduction of ρf,p modulo m. We call ρf,p the local representation associated with
f . In similar fashion we can associate a local representation with each point of
the eigencurve C , and by the “locally reducible part of the eigencurve” we mean
the part of C consisting of the points whose associated local representations are
reducible. The following corollary is an application of theorem 1 to such points on
the eigencurve.
Corollary 3. (1) If vT(ap) <
p−1
2 is not an integer and ρf,p is reducible then
(ap, k + (p− 1)Z) ∈ ∪16α6 p−12
(Dα × {2α+ 1− κ+ (p− 1)Z}) ,
and in particular vT(ap) is a half-integer.
(2) The slopes of points on the locally reducible part of the eigencurve over the
boundary of weight space that are less than p−12 are half-integers.
Proof that theorem 1 implies corollary 3. Part (2b) of theorem 9.1.10 in [21] implies
that if m < n (i.e. if ψp is induced by a character modulo p
n−1) then either ap = 0
or p2 ∤ Npn. So it follows from the assumptions ap 6= 0 and n > 2 that m = n,
i.e. that the conductor of ψp exactly divides the level of f . In particular, m > 2.
As shown in section 3.2 of [17], ρf,p must then be isomorphic to Vk,ap,ψ. Therefore
theorem 1 implies part (1) of corollary 3. Since vT(ap) <
p−1
2 < k − 1, f is classical.
This follows from Coleman’s result that small slope overconvergent modular forms
are classical (theorem 6.1 in [12], completed for p ∈ {2, 3} in section B of [13]).
Therefore, part (2) follows from the fact that vT(x) = α−
1
2 for all x ∈ Dα.
1.4. Organization of the paper. In section 2 we recall a bijective correspondence
V k,a,ε ↔ B(Vk,a,ε), where B(Vk,a,ε) is a certain representation of GL2(Qp). This
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follows from the p-adic local Langlands correspondence and its compatibility with
reduction modulo p, and it makes our task of proving theorem 1 (i.e. computing
V k,a,ε) equivalent to proving theorem 5 (i.e. computing B(Vk,a,ε)). In the same
section we construct a surjective homomorphism indGI(n)Z Σk−2 −→ B(Vk,a,ε), where
indGI(n)Z Σk−2 is a certain locally algebraic Fp-representation which is the reduction
modulo m of a lattice in a certain Qp-representation ind
G
I(n)Z Σ˜k−2. In section 3 we
further set the scene by introducing all of the notation and definitions which are
used in the remainder of the paper. In section 4 we prove technical lemmas which
roughly say the following.
(1) It is enough to show theorem 5 for sufficiently large k.
(2) The kernel In,a = ker(ind
G
I(n)Z Σk−2 −→ B(Vk,a,ε)) is related to the image
of a certain endomorphism T − a ∈ EndG(ind
G
I(n)Z Σ˜k−2). In particular,
integral elements of im(T − a) reduce modulo m to elements of In,a.
(3) There is a filtration of indGI(n)Z Σk−2 such that im(T − a) contains integral
elements which reduce modulo m to generators for all but 2(p− 1) of its sub-
quotients. We conclude that the factors of B(Vk,a,ε) are quotients of these
2(p− 1) representations. Let us temporarily label them Q1, . . . , Q2(p−1).
(4) Certain elements of indGI(n)Z Σ˜k−2/ im(T − a) which reduce modulo m to
non-trivial elements of the subquotients Q1, . . . , Q2(p−1) can be expanded
into certain series. If all of the terms of their series have positive valuation
then the reduced elements are in In,a, i.e. their image in B(Vk,a,ε) is trivial,
and that gives us non-trivial information about the factors of B(Vk,a,ε).
Finally, in section 5 we use these results to extract enough information about the
factors of B(Vk,a,ε) to allow us to prove theorem 5. This part is highly technical,
and we defer a more elaborate outline of it to subsection 3.2.
acknowledgements
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other things, the idea to compute a certain parabolic induction by expressing it as
a quotient of a certain compact induction, and the insight that the corresponding
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2. The local Langlands correspondence
In this section we use the p-adic local Langlands correspondence and its compati-
bility with reduction modulo p to rephrase theorem 1 in terms of certain Banach
algebra representations of GL2(Qp). Thus theorem 5 is equivalent to theorem 1,
and that reduces our task of proving theorem 1 to proving theorem 5.
2.1. Setup. Let us recall that Vk,a,ε is a potentially crystalline representation cor-
responding to k > 2, a ∈ Qp, and ε = εpε
p is the product of two characters such that
εp has conductor p
n with n > 2 and εp has conductor which is coprime to p. We may
assume without loss of generality that εp(p) = 1. Let us fix embeddings Q →֒ Qp
and Q →֒ C. The characters in the Weil–Deligne representation corresponding to
Vk,a,ε are εpµap1−k and µa−1 , where µx is the unramified character of the Weil
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group that sends the geometric Frobenius to x. So the corresponding admissible
representation of G = GL2(Qp) via the classical local Langlands correspondence is
a principal series
PS(εpµap1−k , µa−1)
:= {smooth maps G→ C | f(( x yz )g) = εp(x)µap1−k (x)µa−1(z)|x/z|
1/2f(g)}.
Let W be a finite-dimensional representation of a closed subgroup H of G. By a
locally algebraic (l.a.) map H →W we mean a map which on an open subgroup
of H is the restriction of a rational map on (the algebraic group) H, and we say
that W is locally algebraic if the map h ∈ H 7→ hw ∈W is locally algebraic for all
w ∈ W . We have fixed embeddings Q →֒ Qp and Q →֒ C, so let us consider the
corresponding Qp-representation ind
G
B(εpµap1−k | |
1/2 × µa−1 | |
−1/2). Here B is the
Borel subgroup of G consisting of those elements that are upper triangular, and for
a closed subgroup H of G and a locally algebraic finite-dimensional representation
W of H we define the compact induction of W by
indGHW := {l.a. maps G→W | f(hg) = hf(g) & supp f is compact in H\G}.
Let K be the maximal hyper-special compact open subgroup GL2(Zp) ⊂ G, let Z
be the center of G, and let I(n) be the subgroup of K consisting of those elements
that are upper triangular modulo pn. Let F ∈ {Qp,Fp}. For an open subgroup H
of G, a locally algebraic finite-dimensional representation W of H, and elements
g ∈ G and w ∈ W , let g •H,F w be the unique element of ind
G
HW that is supported
on Hg−1 and maps g−1 to w. Since H\G is discrete, every element of indGHW can
be written as a finite linear combination of functions of the type g •H,F w. It is
easy to check that g1(g2 •H,F hw) = g1g2h •H,F w. For open subgroups H1 ⊆ H2 of
G such that [H2 : H1] <∞, let
indH2H1 W := {maps H2 →W | f(h1h2) = h1f(h2)}
and let g •H1,F w be the unique function in ind
H2
H1
W that is supported on H1g
−1
and maps g−1 to w. Then indH2H1 W
∼= F[H2]⊗F[H1] W (since H1 has finite index
in H2) and h2 •H1,F w corresponds to h2 ⊗ w under this isomorphism. Moreover,
it is easy to check that g •H2,F h2 •H1,F w corresponds to gh2 •H1,F w under the
isomorphism indGH2 ind
H2
H1
W ∼= indGH1 W . Let us define the characters
τ : (
x y
tpn z )(
p 0
0 p ) ∈ I(n)Z 7→ εp(x) ∈ Q
×
p ,
ρ : ( x y0 z ) ∈ B 7→ εp(x)µap1−k (x)µa−1(z)|x/z|
1/2 ∈ Q
×
p .
Let Ψ ∈ HomG(|det|
k−2
2 ⊗ indGI(n)Z τ, |det|
− 12 ⊗ indGB ρ) be the element defined by
linearly extending
Ψ
(
γ •I(n)Z,Qp v
)
= (g 7→ δ(gγ)v)
where
δ(g) =
{
|det(b)|−
1
2 ρ(b)τ(u) if g = bu with b ∈ B and u ∈ I(n),
0 if g 6∈ BI(n).
Since δ(bg)v = bδ(g)v for b ∈ B and g ∈ G and since the stabilizer of v contains the
open subgroup Γ1(p
n), Ψ is well-defined. Since γ2(g 7→ δ(gγ1)v) = (g 7→ δ(gγ2γ1)v)
for γ1, γ2 ∈ G, it is indeed a homomorphism. Since Ψ
(
1 •I(n)Z,Qp v
)
(1) = v, it is
non-trivial. Let π be the representation indGB ρ, which must be irreducible since the
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ratio of the characters εpµap1−k and µa−1 is neither the norm nor its inverse (this
is a theorem due to Bernstein and Zelevinsky). Thus Ψ is surjective. Let
Symk−2(Q
2
p) := Sym
k−2(Q
2
p)⊗ |det|
k−2
2 .
For each (R,H) ∈ {(Qp, G), (Zp,KZ), (Fp,KZ)} we can view Sym
k−2(R2) as the
H-module of homogeneous polynomials in x and y of total degree k − 2 with coef-
ficients in R, with H acting by
( g1 g2g3 g4 ) · v(x, y) = v(g1x+ g3y, g2x+ g4y)
for (
g1 g2
g3 g4 ) ∈ H and v(x, y) ∈ Sym
k−2(R2). Let Σk−2 be the reduction of
Symk−2(Z
2
p)⊗ |det|
k−2
2 ⊗ τ
modulo m, and let
Σ˜k−2 = Sym
k−2(Q
2
p)⊗ τ.
Breuil and Berger construct (definition 4.2.4 in [4]) an admissible unitary Banach
space G-representation B(Vk,a,ε) over Qp whose locally algebraic vectors are
Symk−2(Q
2
p)⊗ |det|
− 12 ⊗ π
and which contains an open G-stable lattice L . They define B(Vk,a,ε) as the semi-
simplification of L ⊗ Fp (the resulting representation is independent of the choice
of the lattice L ). In general, ifH is a closed subgroup ofG, there is an isomorphism
U ⊗ indGHW
∼= indGH(Res
G
H U ⊗W ) given by u⊗ f 7→ (g 7→ gu⊗ f(g)), so we get a
surjective map
indGI(n)Z Σ˜k−2
Sym(Ψ):=Symk−2(Q
2
p)⊗Ψ−−−−−−−−−−−−−−−−−→ Symk−2(Q
2
p)⊗ |det|
− 12 ⊗ π.(♥)
Let I := ker Sym(Ψ) ⊆ indGI(n)Z Σ˜k−2. Let T ∈ EndG(ind
G
I(n)Z Σ˜k−2) be defined by
T (γ •I(n)Z,Qp v) =
∑
µ∈Fp
γ( p [µ]
0 1
) •I(n)Z,Qp
(
( 1 −[µ]0 p ) · v
)
,
where [ξ] denotes the Teichmüller lift of ξ ∈ Fp to Zp. Under the identification
EndG(ind
G
I(n)Z Σ˜k−2)
∼= {l.a. I(n)Z-bi-invariant maps G→ EndQp(Σ˜k−2)},
this is precisely the element that corresponds to the map that is supported on
I(n)Z( p 00 1 )I(n)Z and sends (
p 0
0 1 ) to the linear endomorphism v(x, y) 7→ v(px, y).
Let us write σt for Sym
t(F
2
p), and let us write h for the number in {1, . . . , p− 1}
that is congruent to h mod p− 1 and h for the number in {0, . . . , p− 2} that is
congruent to h mod p− 1. If R is either Zp or Fp, if H is a subgroup of GLn(R),
and if V is an Fp[H ]-module, let V (m) denote the twist V ⊗ det
m.
Theorem 4. For t ∈ {0, . . . , p− 1}, λ ∈ Fp, and a character ψ : Q
×
p → F
×
p let
π(t, λ, ψ) = (indGKZ σt/(T − λ))⊗ ψ,
where T is the Hecke operator corresponding to the double coset of ( p 00 1 ). Let ω be the
mod p reduction of the cyclotomic character. Let ind(ωt+12 ) be the unique irreducible
representation whose determinant is ωt+1 and that is equal to ωt+12 ⊕ ω
p(t+1)
2 on
inertia. Then there is the following bijective correspondence.
V k,a,ε B(Vk,a,ε)
(µλω
t+1 ⊕ µλ−1)⊗ ψ ⇐⇒
(
π(t, λ, ψ) ⊕ π(p− 3− t, λ−1, ωt+1ψ)
)ss
,
ind(ωt+12 )⊗ ψ ⇐⇒
(
indGKZ σt/T
)
⊗ ψ.
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Proof. Potentially semi-stable representations that become semi-stable on an
extension of Qp by a p-power root of unity are trianguline (see section 2.3 of [3]).
Therefore the result follows from theorem A in [2].
Theorem 4 gives a correspondence between V k,a,ε and B(Vk,a,ε) which allows to
rephrase theorem 1 in the following equivalent way. For l ∈ Z, let us define BIrrl as
BIrrl =
(
indGKZ σk+κ−2l−2/T
)
⊗ ωl.
For µ ∈ Fp and l ∈ Z, let us define BRedl(µ) as
BRedl(µ) = ind
G
KZ σp−2/(T
2 − µT + 1)⊗ ωl.
Theorem 5. If vT(a) <
p−1
2 is not an integer and ⌈vT(a)⌉ = ν then
B(Vk,a,ε) ∈ {BIrrk+κ−ν−1, . . . ,BIrrk+κ−3,BΠ}\{BIrr1, . . . ,BIrrν−1},
where
BΠ ∼=
{
BRed2ν−1(µ)
ss if a ∈ Dν and k + κ ≡p−1 2ν + 1,
BIrrk+κ−2 otherwise,
and µ is the reduction of (−1)ν
Γ(2ν)a2−(εp(1+p)−1)
2ν−1
Γ(ν)Γ(2ν)ν/(2ν−1)a(4ν−1)/(2ν−1)
modulo m.
Proof that theorem 1 is equivalent to theorem 5. Follows from the correspondence
V k,a,ε ↔ B(Vk,a,ε) given in theorem 4.
3. Assumptions, notation, and outline of the proof
3.1. Assumptions and notation. In this subsection we summarize in one place
the assumptions which we make and the notation which we use in the subsequent
sections. First let us collate some key notation.
k, r k > 2 is the weight, and r = k − 2.
vT vT = p
n−2(p− 1) · vp.
πp πp = p
1/pn−2(p−1), so that vT(πp) = 1.
a the eigenvalue; 0 < vT(a) <
p−1
2 is not an integer.
ν ν = ⌈vT(a)⌉ ∈ {1, . . . ,
p−1
2 }.
εp a ramified character (Zp/p
nZp)
× → Q
×
p .
τ a character defined by (
x y
tpn z )(
p 0
0 p ) ∈ I(n)Z 7→ εp(x) ∈ Q
×
p .
κ ∈ Z the reduction modulo p of εp is the map u 7→ u
κ.
I(n) consists of the elements of K that are upper triangular modulo pn.
g •H,F w the element of ind
G
HW supported on Hg
−1 and mapping g−1 7→ w.
σt Sym
t(F
2
p).
V (m) the twist V ⊗ detm.
Σ˜k−2 Sym
k−2(Q
2
p)⊗ |det|
k−2
2 ⊗ τ .
Σk−2 the reduction of Sym
k−2(Z
2
p)⊗ |det|
k−2
2 ⊗ τ modulo m.
I the kernel of the map in (♥).
h the number in {1, . . . , p− 1} that is congruent to h mod p− 1.
h the number in {0, . . . , p− 2} that is congruent to h mod p− 1.
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Now let us introduce some new definitions. Bym≫ 0 we denotem being sufficiently
large. Let It denote the left Fp[KZ]-module of degree t homogeneous functions
F2p → Fp that vanish at the origin, where Z is defined to act trivially and α ∈ K
is defined to act as (αf)(x, y) = f((x, y)α). Let χt denote the one-dimensional
left Fp[I(m)Z]-module where α = (
a b
c d ) acts as multiplication by d
t and ( p 00 p ) acts
trivially. For α ∈ Zp, let O(α) denote the sub-Zp-module
α indGI(n)Z(Sym
k−2(Z
2
p)⊗ |det|
k−2
2 ⊗ τ) ⊆ indGI(n)Z(Sym
k−2(Z
2
p)⊗ |det|
k−2
2 ⊗ τ).
We abuse this notation and write f = O(α) for an element f ∈ O(α), and we also
write h = O(α) when h ∈ αZp. If f, g ∈ ind
G
I(n)Z Σ˜k−2, we write f ≡I g if f is equal
to g modulo I, i.e. if f − g ∈ I. Let Θk,a,ε be the image
im
(
indGI(n)Z(Sym
k−2(Z
2
p)⊗ |det|
k−2
2 ⊗ τ) −−−→ indGI(n)Z Σ˜k−2/I
)
.
Let Θk,a,ε = Θk,a,ε ⊗ Fp, and let In,a be the kernel of the quotient map
indGI(n)Z Σk−2 −−−→ Θk,a,ε.
If k > 2p, let η ∈ indGI(n)Z Σ˜k−2 be the element defined by
η = xr − 2xr−p+1yp−1 + xr−2p+2y2p−2,
and let
ηα =
∑
µ∈Fp
[µ]α( 1 [µ]
0 1
)η
for α ∈ {0, . . . , p− 1}. We slighly abuse notation and write ηs, η ∈ Σr for the re-
ductions of ηs, η ∈ Σ˜r modulo m. The caveat here (that k has to be at least as large
as 2p in order for η to be defined) ultimately does not represent an issue, since in
lemma 7 we show that it is enough to prove theorem 5 for sufficiently large k.
Lemma 6. There are the following key properties of η.
(1) η = (xp−1 − yp−1)2xr−2p+2.
(2) η(x, py) = xr + O
(
p2
)
.
(3) If α ∈ {1, . . . , p− 1} then
ηα = (−1)
α−1(α− 1)xr−αyα + (−1)ααxr−α−p+1yα+p−1 + O(p).
(4) η = η0 − ηp−1.
(5) η0 = x
r + O(p).
(6) For µ ∈ Fp,
( 1 [µ]
0 1
)η = (1 − [µ]p−1)(η0 −
p
p−1ηp−1) +
1
p−1
∑p−1
α=1[µ]
p−1−αηα.
Proof. The first two properties follow from the definition of η. If β ∈ Z>0 then∑
µ∈Fp
[µ]β =
{
p− 1 if p− 1 | β,
0 otherwise.
So if α ∈ {1, . . . , p− 1} then
ηα =
∑
µ∈Fp
[µ]α( 1 [µ]
0 1
)(xr − 2xr−p+1yp−1 + xr−2p+2y2p−2)
=
∑
µ∈Fp
[µ]α(xr − 2xr−p+1([µ]x + y)p−1 + xr−2p+2([µ]x + y)2p−2)
= C0x
r−αyα + C1x
r−α−p+1yα+p−1.
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Here the third equality comes from
∑
µ∈Fp
[µ]α isolating the coefficients of xr−αyα
and xr−α−p+1yα+p−1, and of xr in the case when α = p− 1. Then the resulting
coefficient of xr is always zero, and
C0 = −2(p− 1)
(
p−1
α
)
+ (p− 1)
(
2p−2
α
)
= (−1)α(1 − α) + O(p),
C1 = (p− 1)
(
2p−2
α+p−1
)
= (−1)αα+ O(p),
as can be seen for example by using Lucas’s theorem. This implies the third prop-
erty. The fourth property follows from
η0 − ηp−1 =
∑
µ∈Fp
([µ]0 − [µ]p−1)( 1 [µ]
0 1
)η = ( 1 00 1 )η = η.
Therefore we can write η0 = η + ηp−1 and deduce the fifth property from the third
property. Finally, the sixth property is precisely η = η0 − ηp−1 when µ = 0, and
when µ 6= 0 we have 1− [µ]p−1 = 0 and∑p−1
α=1[µ]
p−1−αηα =
∑p−1
α=1[µ]
−α
∑
λ∈Fp
[λ]α( 1 [λ]
0 1
)η
=
∑p−1
α=1
∑
λ∈Fp
[λ/µ]α( 1 [λ/µ][µ]
0 1
)η
=
∑
ϑ∈Fp
(∑p−1
α=1[ϑ]
α
)
( 1 [ϑ][µ]
0 1
)η
= (p− 1)( 1 [µ]
0 1
)η.
Here we change the variable λ to ϑ = λ/µ and note that∑p−1
α=1[ϑ]
α =
{
p− 1 if ϑ = 1,
0 otherwise.
Hence the sixth property holds true for all µ ∈ Fp.
Let us briefly summarize the new definitions in a tabular.
It Fp[KZ]-module of degree t maps F
2
p → Fp that vanish at the origin.
χt one-dimensional Fp[I(m)Z]-module, (
a b
c d )g = d
tg and ( p 00 p )g = g.
O(α) O(α) = α indGI(n)Z(Sym
k−2(Z
2
p)⊗ |det|
k−2
2 ⊗ τ).
f ≡I g f − g ∈ I, where f, g ∈ ind
G
I(n)Z Σ˜k−2.
Θk,a,ε open G-stable lattice in ind
G
I(n)Z Σ˜k−2/I.
Θk,a,ε Θk,a,ε = Θk,a,ε ⊗ Fp.
In,a the kernel of the quotient map ind
G
I(n)Z Σk−2 −→ Θk,a,ε.
η element of indGI(n)Z Σ˜k−2 satisfying lemma 6.
ηα ηα =
∑
µ∈Fp
[µ]α( 1 [µ]0 1 )η for α ∈ {0, . . . , p− 1}.
k ≫ 0 means “k is sufficiently large”.
Recall that we write σh = Sym
h(F
2
p). Then σh ⊂ Ih (i.e. there is an injective map
σh → Ih that sends a polynomial to the corresponding function F
2
p → Fp). Due to
lemma 3.2 in [1] there is a map
f ∈ Ih 7−−−→
∑
u,v f(u, v)(vX − uY )
−h ∈ σ−h(h),(♣)
that gives an isomorphism Ih/σh ∼= σ−h(h), and therefore the only two factors of Ih
are σh (“the submodule”) and σ−h(h) (“the quotient”). If h 6= p− 1 then σ−h(h)
is not a submodule of Ih (since the actions of (
λ 0
0 λ ) on σ−h(h) and Ih do not
match), and hence σh is the only submodule. If h = p− 1 then σ−h(h) = σ0 is
also a submodule: the submodule of those functions that are equal to a constant
everywhere except at the origin.
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Let us finally recall from (♥) that
indGI(n)Z Σ˜k−2/I
∼= Symk−2(Q
2
p)⊗ |det|
− 12 ⊗ π,
which is precisely the locally algebraic subrepresentation of B(Vk,a,ε). Since Θk,a,ε
is an openG-stable lattice in indGI(n)Z Σ˜k−2/I and since B(Vk,a,ε) is locally algebraic
and semi-simple, it follows that
Θk,a,ε ∼= B(Vk,a,ε).
Thus our task of proving theorem 5 amounts to computing Θk,a,ε.
3.2. Outline of the proof. Let us recall that Θk,a,ε ∼= ind
G
I(n)Z Σr/In,a by the
definition of In,a. Lemmas 10 and 11 explicitly describe the subquotients of a cer-
tain filtration of indGI(n)Z Σr. Lemmas 12 and 15 show how all but 2(p− 1) of these
subquotients are completely in In,a. Let us temporarily label themQ1, . . . , Q2(p−1).
So we conclude that the factors of Θk,a,ε are quotients of Q1, . . . , Q2(p−1). These
representations are twists of
indGKZ σ0, ind
G
KZ σ1, ind
G
KZ σ1, . . . , ind
G
KZ σp−2, ind
G
KZ σp−2, ind
G
KZ σp−1.
That is, there is one twist of indGKZ σ0 amongQ1, . . . , Q2(p−1), there are two twists of
indGKZ σ1, and so on. For each Qj we want to find a concrete element of ind
G
I(n)Z Σr
that (1) is in In,a (and therefore has trivial image in Θk,a,ε), and (2) represents an
element of Qj that generates the image imS of some Hecke operator S ∈ EndG(Qj).
That Hecke operator is always a polynomial in T of degree at most two, where T
is as in the statement of theorem 4. For each B among the representations
{BIrrk+κ−ν−1, . . . ,BIrrk+κ−3,BΠ}\{BIrr1, . . . ,BIrrν−1},
there exist precisely two among Q1, . . . , Q2(p−1) that map surjectively onto B. The
following procedure finds a generator for each of the Q1, . . . , Q2(p−1) that does not
map surjectively onto any B. Moreover, for each B, it finds a generator for precisely
one of the representations that map surjectively onto B. Therefore we conclude
that there is a subset Q′ ⊂ {Q1, . . . , Q2(p−1)} such that each B is a quotient of
precisely one representation in Q′, and such that the factors of Θk,a,ε are quotients
of representations in Q′. Let us state the procedure.
A typical instance of an element that represents a generator of a subquotient Qj is
given by the reduction modulo m of the right side of the equation in the statement
of lemma 17. Lemma 17 allows us to rewrite this element (modulo I and terms
that have positive valuation) into a completely different shape, one that can by
lemma 15 be expanded (modulo I) into a series
C1 + · · ·+ Cp−1 + O
(
πppa
−2 + pa−1
)
such that vT(Cj) = j − vT(a). If ν = 1 then all of the terms in this series have
positive valuation, which means that the reduction modulo m of the right side of
the equation in the statement of lemma 17 is in the ideal In,a. This ultimately
allows us to find instances of the type of element we want in In,a. If ν > 1 then the
computation is significantly more subtle: it follows from lemma 16 that if we take
the correct linear combination of left sides of the equation in lemma 17 (in a way
that the resulting linear combination of the constants cξ contains only the terms
[ξ]0, . . . , [ξ]p−1−ν), then the terms in the series that have non-positive valuations
cancel out. Then we can still use lemma 15 to conclude that the corresponding
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linear combination of right sides of lemma 17 is the sum of terms that have positive
valuations and terms in I, so that the reduction modulo m of it is an instance
of the type of element we want in the ideal In,a. This procedure works on the
complement of Q′ ⊂ {Q1, . . . , Q2(p−1)}. Whenever we find in In,a a representative
of a generator of a given subquotient Qj of ind
G
I(n)Z Σr, we conclude that the
corresponding subquotient of indGI(n)Z Σr/In,a
∼= Θk,a,ε is trivial. Ultimately we
conclude that the factors of Θk,a,ε are quotients of representations in Q
′.
Similarly, whenever we find in In,a a representative of a generator of the image
imS of a Hecke operator S on a given subquotient Qj of ind
G
I(n)Z Σr, we conclude
that the corresponding subquotient of indGI(n)Z Σr/In,a
∼= Θk,a,ε is a quotient of
Qj/S. By using the classification in theorem 4, we show that the only way a
reducible Θk,a,ε can be built from the representations in Q
′ is from a copy of a
twist of indGKZ σp−2. This is precisely the Qj that maps surjectively onto BΠ.
Thus it follows that the only possible quotients of the other representations in Q′
must be precisely the BIrrl from the statement of theorem 5, and in order to finish
the proof of theorem 5 we must find out whether BΠ is reducible or irreducible.
We do this by finding in In,a a representative of a generator of the image imS
of a Hecke operator S on Qj , where either S = T
2 − µT + 1, in which case we get
BΠ ∼= BRed2ν−1(µ)
ss, or S = T , in which case we get BΠ ∼= BIrrk+κ−2. The way
we find a generator of S(Qj) is significantly more involved than the way we find
generators for the other subquotients: it comes from the first few terms of the series
expansion in lemma 15 (which represent in a sense a “first order approximation”).
Vaguely speaking, the region Dα is precisely where this “first order approximation”
is more dominant than the “zeroth order approximation”.
We give the main proof in section 5, but before that we show a collection of technical
lemmas backing it in section 4.
4. Technical lemmas
4.1. Local constancy of Vk,a,ε. The first lemma in this section shows that it is
enough to prove theorem 5 for sufficiently large k, and therefore we assume that k
is sufficiently large throughout the paper. This is necessary as to ensure that η is
properly defined.
Lemma 7. If theorem 5 is true for sufficiently large k then it is true for all k.
Proof. Equivalently we want to show that if theorem 1 is true for sufficiently large k
then it is true for all k. The representations Vk,a,ε belong to a certain family V (α, β)
of trianguline representations which is defined by Colmez in subsection 4.5 of [15],
where (α, β) belongs to a parameter space of pairs of characters Q×p → Q
×
p . If x
k−1
denotes the characterQ×p → Q
×
p which maps z to z
k−1, then due to proposition 4.13
in [15] we have
Vk,a,ε = V (εpµap1−kx
k−1, µa−1).
Proposition 3.9 in [11] implies that the local representations V (α, β) are locally
constant in the pair (α, β) of characters α, β : Q×p → Q
×
p . If k ≡ k
′ mod (p− 1)pm
then both µap1−k′x
k′−1 and µap1−kx
k−1 send p to a, and
(µap1−k′x
k′−1)(1 + pz) = (µap1−kx
k−1)(1 + pz) · (1 + pz)k
′−k
ON THE REDUCTIONS OF CRYSTABELLINE REPRESENTATIONS 13
for z ∈ Zp. Since (1 + pz)
k′−k = 1 + O(pm), we have µap1−k′x
k′−1 → µap1−kx
k−1 as
m→∞. Thus, for each triple (k, a, ε) there is some m such that V k,a,ε ∼= V k′,a,ε
whenever k′ ≡ k mod (p− 1)pm. In particular, we can find an arbitrarily large k′
such that V k,a,ε ∼= V k′,a,ε, which completes the proof.
4.2. Concrete elements of the ideal I. Recall that I is the kernel of the map
in (♥). Lemma 9 says that I contains the image of the Hecke operator T − a.
Since there is an explicit formula for this Hecke operator, the lemma lets us write
concrete elements of I. In order to prove lemma 9 we need an auxiliary lemma
about the decomposition of K into double cosets.
Lemma 8. The group K can be decomposed as the disjoint union of double cosets
∪16j6n+1I(n)xjB, where
(x1, . . . , xn+1) =
(
( 1 00 1 ), (
1 0
pn−1 1 ), (
1 0
pn−2 1 ), . . . , (
1 0
p 1 ), (
1 0
1 1 )
)
.
Proof. There is the decomposition of K as the (not disjoint) union of single
cosets K = ∪y∈SI(n)y, where S = {(
1 0
t 1 ) | t ∈ Zp} ∪ {(
−tp −1
1 0 ) | t ∈ Zp}. Together
with the Iwasawa decomposition G = KB, this gives a decomposition of G as the
(not disjoint) union of double cosets G = ∪y∈SI(n)yB. Since
(−tp −11 0 ) = (
1 −1/(1−tp)
0 1/(1−tp) )(
1 0
1 1 )(
1−tp −1
0 1 ),
it follows that I(n)yB = I(n)( 1 01 1 )B for all y ∈ {(
−tp −1
1 0 ) | t ∈ Zp}. And, since
( 1 0ups 1 ) = (
1 0
0 u )(
1 0
ps 1 )(
1 0
0 1/u )
when u is a unit and s ∈ {0, . . . , n− 1}, we have ∪y∈SI(n)yB = ∪16j6n+1I(n)xjB.
Finally, if
( 1 0q1 1 ) = (
x y
0 z )(
1 0
q2 1 )(
a b
cpn d ) = (
⋆ ⋆
(aq2+cp
n)z (d+bq2)z )
for some ( x y0 z ) ∈ B and (
a b
cpn d ) ∈ I(n)Z, then it must be that z =
1
d+bq2
and hence
q1 =
aq2+cp
n
d+bq2
∈ Zp. So if q1 and q2 are in {0, p
n−1, . . . , p, 1} then q1 = q2. Therefore
the cosets I(n)xjB are disjoint for 1 6 j 6 n+ 1.
Lemma 9. The image im(T − a) ⊆ indGI(n)Z Σ˜k−2 is contained in I.
Proof. For (
g1 g2
g3 g4 ) ∈ G and v ∈ Σ˜r, recall that we define
( g1 g2g3 g4 ) · v(x, y) = v(g1x+ g3y, g2x+ g4y),
and that u0 ∈ I(n) acts on Σ˜r = Sym
r(Q
2
p)⊗ τ as u0v = τ(u0)(u0 · v). Thus, since
Sym(Ψ) and T are homomorphisms, for any u0 ∈ I(n) we have
Sym(Ψ)T (γ •I(n)Z,Qp v) = Sym(Ψ)T (γu
−1
0 •I(n)Z,Qp u0v)
= τ(u0) Sym(Ψ)T (γu
−1
0 •I(n)Z,Qp (u0 · v)).
If that last expression is f then we have
f(g) = τ(u0)
(∑
µ∈Fp
δ
(
gγu−10 (
p [µ]
0 1
)
)) (
gγu−10 (
p [µ]
0 1
)( 1 −[µ]0 p )u0 · v
)
= pk−2τ(u0)
(∑
µ∈Fp
δ
(
gγu−10 (
p [µ]
0 1
)
))
(gγ · v) .
The first equality comes directly from expanding T by using its definition and then
using the definition of Sym(Ψ). The second equality comes from the equation
(gγu−10 (
p [µ]
0 1
)( 1 −[µ]0 p )u0) · v = (gγu
−1
0 (
p 0
0 p )u0) · v = p
k−2(gγ · v).
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Suppose that γ = g−1bx−1i u (any element of G can be written in this form for some
b ∈ B and u ∈ I(n)). Then we can choose u0 = u and therefore get that
f(g) = pk−2τ(u)δ(b)
(∑
µ∈Fp
δ
(
x−1i (
p [µ]
0 1
)
))
(gγ · v) .
Let us attempt to simplify this depending on the value of i.
(1) If i = 1 then xi = (
1 0
0 1 ) and hence∑
µ∈Fp
δ
(
x−1i (
p [µ]
0 1
)
)
=
∑
µ∈Fp
δ
(
( p [µ]
0 1
)
)
= ap2−k,
since δ (( p [µ]0 1 )) = |p|
− 12 (ap1−k)|p|
1
2 = ap1−k.
(2) If i = 2 then we can write
x−1i (
p [µ]
0 1
) = ( p [µ]/(1−[µ]p
n−1)
0 1−[µ]pn−1
)( 1/(1−[µ]p
n−1) 0
−pn 1−[µ]pn−1
) ∈ BI(n),
and consequently∑
µ∈Fp
δ
(
x−1i (
p [µ]
0 1
)
)
= ap1−k
∑
µ∈Fp
ε−1p (1− [µ]p
n−1) = 0,
since the sum of all pth roots of unity is zero.
(3) Suppose that 3 6 i 6 n+ 1 and write s = n+ 1− i. Suppose that
x−1i (
p [µ]
0 1
) = (
p [µ]
−ps+1 1−[µ]ps
) = (
y1 y2
0 y4 )(
z1 z2
z3p
n z4 )
for some (
y1 y2
0 y4 ) ∈ B and (
z1 z2
z3p
n z4
) ∈ I(n). Then −p
s+1
1−[µ]ps =
z3p
n
z4
, which cannot
happen since −ps+1 = −pn+2−i 6∈ O(pn). So we get a contradiction. It follows
that x−1i (
p [µ]
0 1 ) 6∈ BI(n). Consequently,∑
µ∈Fp
δ
(
x−1i (
p [µ]
0 1
)
)
= 0
whenever 3 6 i 6 n+ 1.
By combining these results we get that∑
µ∈Fp
δ
(
x−1i (
p [µ]
0 1
)
)
= δi=1ap
2−k,
where δi=1 = 1 if i = 1 and δi=1 = 0 if i 6= 1. Finally, since
Sym(Ψ)(γ •I(n)Z,Qp v)(g) = δi=1τ(u)δ(b) (gγ · v) ,
we get that f = a Sym(Ψ)(γ •I(n)Z,Qp v). This implies that
Sym(Ψ)(T − a)(γ •I(n)Z,Qp v) = 0
for any γ ∈ G and any v ∈ Σ˜r, and therefore that im(T − a) ⊆ ker Sym(Ψ) = I.
4.3. Subquotients of indGI(n)Z Σr. Lemma 11 gives a filtration of ind
KZ
I(n)Z Σr
which has (r + 1)pn−1 subquotients, each of which is Iu(v) for some u, v. This is
a filtration and not a series since each Iu(v) has precisely two factors. Therefore
indKZI(n)Z Σr has a series with 2(r + 1)p
n−1 factors, which correspond to 2(r + 1)pn−1
subquotients of indGI(n)Z Σr. Lemmas 12 and 13 show that In,a contains generators
for all but 2(p− 1)pn−1 of these subquotients. Thus there is a surjective homomor-
phism indGI(n)Z W −→ Θk,a,ε, where W is a certain quotient of Σr such that the
KZ-representation indKZI(n)Z W has exactly 2(p− 1)p
n−1 factors.
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Lemma 10. There is a filtration
Fp[KZ]⊗Fp[I(n)Z] χt =Mpn−1 ⊃Mpn−1−1 ⊃ · · · ⊃M0 = {0}
with the following properties. Let i ∈ {0, . . . , pn−1 − 1} be such that the digits of i
in base p are {c1, . . . , cn−1}, so that i = c1 + · · ·+ cn−1p
n−2. For all f ∈ It−2i(i)
and all i1, . . . , in−1 ∈ {0, . . . , p− 2} define ef,i1,...,in−1 to be the element∑
ξ,ξj∈Fp
ξi11 · · · ξ
in−1
n−1 f(−ξ, 1)(
1 0
[ξ]+[ξ1]p+···+[ξn−1]p
n−1 1 )⊗Fp[I(n)Z] 1
+
∑
ξj∈Fp
ξi11 · · · ξ
in−1
n−1 f(−1, 0)(
−[ξ1]p−···−[ξn−1]p
n−1
−1
1 0
)⊗
Fp[I(n)Z]
1
of Fp[KZ]⊗Fp[I(n)Z] χt.
(1) Mi+1 is the linear span of all ef,i1,...,in−1 for all i1, . . . , in−1 ∈ {0, . . . , p− 2}
such that 0 6 i1 + · · ·+ in−1p
n−2 6 i and all f ∈ It−2i(i). In particular,
Mi+1 contains ef,c1,...,cn−1.
(2) Mi+1/Mi ∼= It−2i(i). An explicit isomorphism
It−2i(i)
∼=
−−−→Mi+1/Mi
is given by the map that sends f ∈ It−2i(i) to the element ef,c1,...,cn−1 +Mi
of Mi+1/Mi.
Proof. First let us show that Fp[KZ]⊗Fp[I(1)Z] χt
∼= It. We have
Fp[KZ]⊗Fp[I(1)Z] χt
∼= InfKZKZ/K(1)Z Fp[GL2(Fp)]⊗Fp[B(Fp)] χt,
where K(1) is the kernel of the map GL2(Zp) −→ GL2(Fp) and B(Fp) ⊂ GL2(Fp) is
the subgroup consisting of upper triangular matrices. Therefore we want to show
that Fp[GL2(Fp)]⊗Fp[B(Fp)] χt
∼= It. Here we abuse notation and write χt and It
for the obvious GL2(Fp)-modules. Let δ[u,v] ∈ It be the map that is supported on
{(λu, λv) |λ ∈ F×p } and such that δ[u,v](λu, λv) = λ
t for λ ∈ F×p . Consider the map
Fp[GL2(Fp)]⊗Fp[B(Fp)] χt −→ It that is defined by linearly extending
( 1 0ξ 1 )⊗ 1 7→ δ[−ξ,1],
( 0 −11 0 )⊗ 1 7→ δ[−1,0].
This is clearly bijective, and it is easy to check that it is indeed a homomorphism
(by verifying that it is GL2(Fp)-equivariant). Next let us show that if m > 1 then
there is a series
Fp[I(m)Z]⊗Fp[I(m+1)Z] χt = Np ⊃ Np−1 ⊃ · · · ⊃ N0 = {0},
and Ni+1/Ni ∼= χt−2i(i). Let q = p
m. All actions factor through quotients by
K(m+ 1) = ker(GL2(Zp) −→ GL2(Z/p
m+1Z)),
so, if J(m) is the submodule of GL2(Z/p
m+1Z) consisting of those elements that
are upper triangular modulo pm, then we want to show that there is a series
Fp[J(m)]⊗Fp[B(Z/pm+1Z)] χt = Np ⊃ Np−1 ⊃ · · · ⊃ N0 = {0}
of J(m)-modules such that Ni+1/Ni ∼= χt−2i(i). A linear basis for Np is given by{
e(ξ) = ( 1 0[ξ]q 1 )⊗ 1 | ξ ∈ Fp
}
.
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In fact, since ( 1 0ξˆq 1 )⊗ 1 is independent of the choice of lift ξˆ ∈ Zp, we slightly abuse
notation and write ( 1 0ξq 1 )⊗ 1 for e(ξ). Then, if α = (
u b
cq v ),
α( 1 0ξq 1 )⊗ 1 = (
1 0
(c+vξ)q/(u+bξq) 1 )(
u+bξq ⋆
0 detα/(u+bξq) )⊗ 1
= vt( 1 0(c+vξ)q/u 1 )⊗ 1,
so J(m) acts on Np as (
u b
cq v ) : e(ξ) 7→ v
te( c+vξu ). Let
δi =
∑
ξ ξ
ie(ξ),
for i ∈ {0, 1, . . . , p− 1}, with the convention that 00 = 1 (i.e. δ0 =
∑
ξ e(ξ)). Then
the linear span Ni+1 = span{δ0, . . . , δi} is stable under J(m), since
( u bcq v )δi = (
u b
cq v )
∑
ξ ξ
ie(ξ) =
∑
ξ(
−c+uξ
v )
ivte(ξ) =
∑i
j=0
(
i
j
)
uj(−c)i−jvt−iδj .
By isolating the coefficient of δi in this equation we can see that (
u b
cq v ) ∈ J(m)
acts on Ni+1/Ni as multiplication by u
ivt−i. Since Ni+1/Ni is one-dimensional, it
follows that indeedNi+1/Ni ∼= χt−2i(i). Now we note that this implies the existence
of a series
Fp[I(1)Z]⊗Fp[I(n)Z] χt = N
′
pn−1 ⊃ N
′
pn−1−1 ⊃ · · · ⊃ N
′
0 = {0}
We obtain this series by writing
Fp[I(1)Z]⊗Fp[I(n)Z] χt = ind
I(1)Z
I(n)Z χt = ind
I(1)Z
I(2)Z · · · ind
I(n−1)Z
I(n)Z χt
and using induction. The direct result of the induction is that
N ′i+1/N
′
i
∼= χt−2(c1+···+cn−1)(c1 + · · ·+ cn−1),
where {c1, . . . , cn−1} are the digits of i in base p, so that i = c1 + · · ·+ cn−1p
n−2.
Since the sum of the (p-adic) digits of i is congruent to i modulo p− 1, it follows
that N ′i+1/N
′
i
∼= χt−2i(i). Finally, after inducing up to KZ, we get the existence of
a series
Fp[KZ]⊗Fp[I(n)Z] χt =Mpn−1 ⊃Mpn−1−1 ⊃ · · · ⊃M0 = {0},
where Mi+1/Mi ∼= ind
KZ
I(1)Z χt−2i(i) = It−2i(i). Moreover, the above description of
the linear bases consisting of δj shows thatMi+1 is the linear span of all ef,i1,...,in−1
for all i1, . . . , in−1 ∈ {0, . . . , p− 2} such that 0 6 i1 + · · ·+ in−1p
n−2 6 i and all
f ∈ It−2i(i), and that if {c1, . . . , cn−1} are the digits of i in base p then ef,c1,...,cn−1
is a representative of the element f ∈Mi+1/Mi.
Lemma 11. Recall that u 7→ uκ is the reduction modulo p of εp. There is a series
Σr = span{y
r, xyr−1, . . .} ⊃ span{xyr−1, . . .} ⊃ · · · ⊃ span{xr} ⊃ {0}.(♠)
The factors of this series are the one-dimensional modules
χr−κ(κ), χr−κ−2(κ+ 1), . . . , χ−r−κ+2(r + κ− 1), χ−r−κ(r + κ).
And Fp[KZ]⊗Fp[I(n)Z]Σr has a filtration whose factors are Iu−2i(v + i) for each
χu(v) and i ∈ {0, . . . , p
n−1 − 1}, with∑
ξ,ξj∈Fp
ξc11 · · · ξ
cn−1
n−1 f(−ξ, 1)(
1 0
[ξ]+[ξ1]p+···+[ξn−1]p
n−1 1 )⊗Fp[I(n)Z] ϑ
+
∑
ξj∈Fp
ξc11 · · · ξ
cn−1
n−1 f(−1, 0)(
−[ξ1]p−···−[ξn−1]p
n−1
−1
1 0
)⊗
Fp[I(n)Z]
ϑ,
representing f ∈ Iu−2i(v + i), where {c1, . . . , cn−1} are the digits of i in base p and
ϑ is a representative of a generator of χu(v).
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Proof. It is clear that the submodules of Σr described in (♠) form a series whose
factors are one-dimensional. The exact description of the one-dimensional modules
in question follows from the fact that ( u v ) sends x
jyr−j to εp(u)u
jvr−jxjyr−j.
The rest follows immediately from lemma 10.
Let U be the submodule of Σr generated by
{xr} ∪ {(xyp − xpy)xr−p−1−iyi | 0 6 i 6 r − p− 1},
and let W = Σr/U .
Lemma 12. If h ∈ U then 1 •I(n)Z,Fp h ∈ In,a. Hence there are the inclusions
indGI(n)Z U ⊆ In,a ⊆ ind
G
I(n)Z Σr and a surjective homomorphism
indGI(n)Z W −−−→ Θk,a,ε.
Proof. The proof is nearly identical to the proofs of lemmas 4.1 and 4.3 in [8]: we
use the explicit formula for T to show that
(T − a)
(
−a−1 •I(n)Z,Qp (xy
p − xpy)xr−p−1−iyi
)
= 1 •I(n)Z,Qp (xy
p − xpy)xr−p−1−iyi + O
(
pa−1
)
for all i ∈ {0, . . . , r − p+ 1} and
(T − a)
(
−( 1 00 p ) •I(n)Z,Qp (xy
p − xpy)xr−py−1
)
= 1 •I(n)Z,Qp x
r + O(a).
Due to lemma 9 the reductions modulo m of the left sides of these two equations
are in In,a. The assumption 0 < vT(a) <
p−1
2 implies that 0 < vp(a) < 1, so the
reductions modulo m of the right sides are 1 •I(n)Z,Fp (xy
p − xpy)xr−p−1−iyi and
1 •I(n)Z,Fp x
r , respectively.
Lemma 13. The quotient W = Σr/U is spanned by {η1, . . . , ηp−1} and splits into
linear factors
W ⊃ span{η1, . . . , ηp−2}+ U ⊃ · · · ⊃ span{η1}+ U ⊃ U.
Here we slighly abuse notation and write ηs ∈ Σr for the reduction of ηs ∈ Σ˜r mod-
ulo m. The factors of this series are the one-dimensional modules
χ−r−κ(r + κ), . . . , χ2−r−κ(r + κ− 1),
with ηs representing a generator of χ2s−r−κ(r + κ− s).
Proof. Let h ∈ Σr. If s > p then
xr−sys = xr−s+p−1ys−p+1 + (xyp − xpy)xr−s−1ys−p ∈ xr−s+p−1ys−p+1 + U.
By repeatedly using this equation we can write h as h0 + h
′, where h0 is in the
linear span of {xr−sys | 0 6 s < p} and h′ ∈ U . Since xr ∈ U , it follows that Σ
is the linear span of U ∪ {xr−sys | 0 < s < p}. Let fs = x
r−sys ∈ Σr. The linear
subspace span{f0, f1, . . . , fs} ⊆ Σr is a submodule of Σr since it is stable under the
action of I(n)Z. Therefore if gs = fs + U ∈W there is a series
W = span{g1, . . . , gp−1} ⊇ span{g1, . . . , gp−2} ⊇ · · · ⊇ span{g1} ⊇ {0},
and since dimW = p− 1 it follows that all of those inclusions are proper. Hence
W has a series whose factors are one-dimensional, and one can find that they are
precisely the modules
χ−r−κ(r + κ), . . . , χ2−r−κ(r + κ− 1)
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by looking at the action of ( u v ) just as in the proof of lemma 11. Finally, lemma 6
implies that gs = x
r−sys + U = (−1)sηs + U ∈W, and that completes the proof.
4.4. Series expansions of elements of indGI(n)Z Σ˜r. In lemma 15 we give the
first few terms of a certain series expansion modulo I of the element
h =
∑
ξ∈Fp
cξ(
1 0
ξps 1 ) •I(n)Z,Qp η.
Here, by slight abuse of notation, ξ ∈ Zp denotes an arbitrary lift of ξ ∈ Fp. In
lemma 16 we fine-tune this series expansion for s = 0 and cξ = [ξ]
p−1−α with
α ∈ {1, . . . , p− 1} and write it in terms of ( p 00 1 ) •I(n)Z,Qp ηα. In lemma 17 we pick
constants cξ for which h can be written modulo I as an element that reduces modulo
m to a very convenient element of indGI(n)Z Σr. This allows us to find an element in
the ideal In,a whenever the terms of the series expansions coming from lemmas 15
and 16 have positive valuation. Recall that we write f ≡I g if f − g ∈ I. Let us
define
γ(α, s)ξ =
∑
µ∈Fp
[µ]p−1−αε−1p (1− ξ[µ]p
s)
for α ∈ {0, . . . , p− 1} and s ∈ Z>0 and ξ ∈ Zp. We wish to compute the leading
term of γ(α, s)ξ, i.e. the reduction modulo πp of ‖γ(α, s)ξ‖pγ(α, s)ξ. Since
γ(α, s)ξ = γ(α, s+ vp(ξ))‖ξ‖pξ,
it is enough to do that when ξ is a unit. If s > n then
γ(α, s)ξ =
∑
µ∈Fp
[µ]p−1−α =

p− 1 if α = 0,
0 if 0 < α < p− 1,
p if α = p− 1.
If (α, s) = (p− 1, n− 1) and ξ is a unit then γ(α, s)ξ = 0. The following lemma
gives the leading term of γ(α, s)ξ in all remaining cases.
Lemma 14. If ξ is a unit and s < n and (α, s) 6= (p− 1, n− 1) then
γ(α, s)ξ =
{
(−1)α+1
α! (1− ζ
p)(1− ζ)α−p(1 + O(πp)) if s < n− 1,
(−1)α
α! p(1− ζ)
α−p+1(1 + O(πp)) if s = n− 1,
where ζ = ε−1p (1− ξp
s).
Proof. Let
fα(z) =
∑p−1
m=0m
p−1−αzm ∈ Zp[z].
Then, since ε−1p (1− ξ[µ]p
s) = ζ [µ] + O(1− ζp), we have
γ(α, s)ξ = fα(ζ) + O(1− ζ
p).
Thus we equivalently want to show that
fα(ζ) =
{
(−1)α+1
α! (1− ζ
p)(1− ζ)α−p(1 + O(πp)) if s < n− 1,
(−1)α
α! p(1− ζ)
α−p+1(1 + O(πp)) if s = n− 1.
We have fp−1(z) =
1−zp
1−z and, for α < p− 1,
(1− z)fα(z) =
∑p−1
m=0(m
p−1−α − (m− 1)p−1−α)zm + (1− zp)gα(z) + O(p)
=
∑p−1
β=α+1 cβfβ(z) + (1− z
p)gα(z) + O(p),
for some cα+1, . . . , cp−1 ∈ Zp such that cα+1 = p− 1− α and for some polynomial
gα ∈ Zp[z]. If s < n− 1 and α < p− 1, or if s = n− 1 and α < p− 2, then the
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term on the right side of the above expression for (1− ζ)fα(ζ) that has the lowest
valuation is (p− 1− α)fα+1(ζ), and all other terms are O(πp(p− 1− α)fα+1(ζ)).
Therefore
fα(ζ) =
p−1−α
1−ζ fα+1(ζ)(1 + O(πp)).
So if we compute fα(ζ) in the boundary cases
(α, s) ∈ {(p− 2, n− 1)} ∪ {(p− 1, u) | 0 < u < n− 1} ,
then we can compute it in all cases by induction. We have fp−1(z) =
1−zp
1−z and
fp−2(z) = z
(
∂
∂z fp−1(z)
)
= − pz
p
1−z −
z(1−zp)
(1−z)2 ,
so that fp−1(ζ) =
1−ζp
1−ζ if s < n− 1, and fp−2(ζ) =
−p
1−ζ if s = n− 1. That proves
the boundary cases, and the full claim follows by induction.
Lemma 15. Let s ∈ {0, . . . , n− 1} and write errs = π
ps+1
p + pa. For each ξ ∈ Fp
let cξ ∈ Zp[G], and suppose that ∑
ξ∈Fp
cξ = O(p)
in the sense that the coefficient of each g ∈ G ⊂ Zp[G] in
∑
ξ∈Fp
cξ is O(p). Then∑
ξ∈Fp
cξ(
1 0
ξps 1 ) •I(n)Z,Qp η
≡I a
−1( p 00 1 )
∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp
∑p−1
α=1 γ(α, s+ 1)ξηα + O
(
errsa
−2
)
.
Here, by slight abuse of notation, ξ ∈ Zp denotes an arbitrary lift of ξ ∈ Fp.
Proof. First of all, it is enough to prove the lemma when each cξ is in Zp. Once
we do that, we can conclude the full result for cξ ∈ Zp[G] by writing
cξ =
∑
g∈G cξ(g)g ∈ Zp[G],
and by using the lemma with the constants cξ(g) ∈ Zp for each g ∈ G ⊂ Zp[G].
So let us assume that cξ ∈ Zp. Moreover, it is enough to prove the lemma when∑
ξ∈Fp
cξ = 0. Indeed, since vT(π
ps+1
p ) ∈ Z and vT(ap) 6∈ Z, the two valuations are
never the same and so
O
(
errsa
−1
)
= O
(
πp
s+1
p a
−1
)
∪O(p) ⊇ O(p).
That means that we can tweak c0 by adding a term O(p) to it to make
∑
ξ∈Fp
cξ = 0
and in the process change the left and the right side of the main equation by terms
that get absorbed in O
(
errsa
−2
)
. So let us assume that
∑
ξ∈Fp
cξ = 0. The proof
proceeds by induction on s, starting from s = n− 1 and going down to 0. Directly
from the definition of T we have
T
(
1 •I(n)Z,Qp η
)
=
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp
(
( 1 −[µ]0 p ) · η
)
.
If µ 6= 0 then
( 1 −[µ]0 p ) · η = (x
p−1 − (py − [µ]x)p−1)2xr−2(p−1)
=
(
p
(
p−1
1
)
[µ]p−2xp−2y + O
(
p2
))2
xr−2(p−1) = O
(
p2
)
,
so that
T
(
1 •I(n)Z,Qp η
)
= ( p 00 1 ) •I(n)Z,Qp η(x, py) + O
(
p2
)
.
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Therefore we have
T
∑
ξ∈Fp
cξ(
1 0
ξpn−1 1 ) •I(n)Z,Qp η
=
∑
ξ∈Fp
cξ(
p 0
ξpn 1 ) •I(n)Z,Qp η(x, py) + O
(
p2
)
= ( p 00 1 ) •I(n)Z,Qp
∑
ξ∈Fp
cξ(
1 0
ξpn 1 )η(x, py) + O
(
p2
)
= ( p 00 1 ) •I(n)Z,Qp
∑
ξ∈Fp
cξη(x, py) + O
(
p2
)
= O
(
p2
)
.
The third equality follows from the fact that n > 2, and the last equality follows
from the fact that
∑
ξ∈Fp
cξ = 0. So∑
ξ∈Fp
cξ(
1 0
ξpn−1 1 ) •I(n)Z,Qp η
= O
(
p2a−1
)
− (T − a)
(
a−1
∑
ξ∈Fp
cξ(
1 0
ξpn−1 1 ) •I(n)Z,Qp η
)
,
and therefore ∑
ξ∈Fp
cξ(
1 0
ξpn−1 1 ) •I(n)Z,Qp η ≡I O
(
p2a−1
)
.(⋆)
This implies the base case s = n− 1, and in fact it is a slightly stronger statement
since O
(
p2a−1
)
⊂ O
(
errn−1a
−2
)
. Now let s ∈ {0, . . . , n− 2} and suppose that the
theorem holds true for s+ 1. If s < n− 2 then γ(α, s+ 2)ξ = O(errs) and therefore
the induction hypothesis implies that∑
ξ∈Fp
cξ(
1 0
ξˆps+1 1 ) •I(n)Z,Qp η ≡I O
(
errsa
−1
)
for any lifts ξˆ ∈ Zp. If s = n− 2 then O
(
p2a−1
)
⊂ O
(
errsa
−1
)
and therefore the
above equation is implied by the stronger statement (⋆). In particular, this equation
is true for all s ∈ {0, . . . , n− 2}, and we also emphasize that it is true for any choice
of lifts since we apply it for several different choices, one for each µ ∈ Fp. If ξ ∈ Zp
is the original lift of ξ ∈ Fp coming from the statement of the lemma, then we write
ξµ = ξ/(1− ξ[µ]p
s+1). Now if we consider the above equation with the lift ξˆ = ξµ,
multiply it by ( 1 [µ]0 1 ), and then sum over all µ ∈ Fp, we get that∑
µ∈Fp
( 1 [µ]
0 1
)
∑
ξ∈Fp
cξ(
1 0
ξµp
s+1 1 ) •I(n)Z,Qp η ≡I O
(
errsa
−1
)
.
For q = ps+1 we have 1 + ξµ[µ]q = 1/(1− ξ[µ]q). Then the equations
( 1 [µ]
0 1
)( 1 0ξµq 1 ) = (
1 0
ξµq/(1+ξµ[µ]q) 1 )(
1+ξµ [µ]q [µ]
0 1/(1+ξµ[µ]q)
) = ( 1 0ξq 1 )(
1/(1−ξ[µ]q) [µ]
0 1−ξ[µ]q )
and
( 1/(1−ξ[µ]q) [µ]0 1−ξ[µ]q )η = ε
−1
p (1− ξ[µ]q)(
1 [µ]
0 1
)η + O(p)
imply that∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp
(∑
µ∈Fp
ε−1p (1− ξ[µ]q)(
1 [µ]
0 1
)η
)
≡I O
(
errsa
−1
)
,
since O(p) ⊆ O
(
errsa
−1
)
. Recall that
( 1 [µ]
0 1
)η = (1− [µ]p−1)η0 −
∑p−1
α=1[µ]
p−1−αηα + O(p).
Since
∑
µ∈Fp
ε−1p (1 − ξ[µ]q)(1 − [µ]
p−1) = 1, it follows that∑
µ∈Fp
ε−1p (1− ξ[µ]q)(
1 [µ]
0 1
)η
≡I η0 −
∑
µ∈Fp
ε−1p (1− ξ[µ]q)
∑p−1
α=1[µ]
p−1−αηα + O(p)
≡I η0 −
∑p−1
α=1 γ(α, s+ 1)ξηα + O(p).
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Therefore, since O(p) ⊂ O
(
errsa
−1
)
,∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp
(
η0 −
∑p−1
α=1 γ(α, s+ 1)ξηα
)
≡I O
(
errsa
−1
)
.(♦)
We know that
T
∑
ξ∈Fp
cξ(
1 0
ξps 1 ) •I(n)Z,Qp η
=
∑
ξ∈Fp
cξ(
p 0
ξps+1 1
) •I(n)Z,Qp η(x, py) + O
(
p2
)
= ( p 00 1 )
∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp η(x, py) + O
(
p2
)
= ( p 00 1 )
∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp η0 + O(p),
since due to lemma 6 we have η(x, py) = η0 + O(p). Hence
a−1( p 00 1 )
∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp η0 ≡I
∑
ξ∈Fp
cξ(
1 0
ξps 1 ) •I(n)Z,Qp η + O
(
pa−1
)
,
which implies that (♦) is equivalent to∑
ξ∈Fp
cξ(
1 0
ξps 1 ) •I(n)Z,Qp η
≡I a
−1( p 00 1 )
∑
ξ∈Fp
cξ(
1 0
ξps+1 1 ) •I(n)Z,Qp
∑p−1
α=1 γ(α, s+ 1)ξηα + O
(
errsa
−2
)
.
This concludes the induction step and completes the proof.
Lemma 16. Let err0 = π
p
p + pa. If α ∈ {1, . . . , p− 1} and ζ = ε
−1
p (1− p) then∑
ξ∈Fp
[ξ]p−1−α( 1 0ξ 1 ) •I(n)Z,Qp η ≡I a
−1Cα(
p 0
0 1 ) •I(n)Z,Qp ηα + O
(
err0a
−2
)
,
where
Cα =
∑p−1
s=1(−1)
α−sγ(s, 1)1γ(α− s, 1)1 = −
1
α! (1− ζ)
α + O
(
πα+1p
)
.
Proof. It is clearly true that
ε−1p (1 + ξ[µ]p) = ζ
−[ξµ] + O(1− ζp) = ζ−[ξµ] + O
(
πpp
)
for all ξ, µ ∈ Fp. Let β ∈ F
×
p , and let us apply lemma 15 with s = 1 and
cϑ =

1 if ϑ = 0,
−1 if ϑ = β,
0 otherwise.
Since n > 2, this application of lemma 15 shows that
1 •I(n)Z,Qp η ≡I (
1 0
βˆp 1 ) •I(n)Z,Qp η + O
(
err0a
−1
)
for any lift βˆ ∈ Zp of β ∈ Fp. When n > 2 this is true because all of the coefficients
a−1γ(α, 2)ξ appearing on the right side of the conclusion of lemma 15 are
a−1γ(α, 2)ξ = O
(
err0a
−1
)
,
and the error term is in O
(
err1a
−2
)
⊂ O
(
err0a
−1
)
. The equation is true when n = 2
as well since the error term in that case is O
(
p2a−1
)
⊂ O
(
err0a
−1
)
, as shown in the
proof of lemma 15 (see equation (⋆)). Moreover, it is similarly true when β = 0 (in
that case we need to use lemma 15 with some s > 1). Let us apply this equation
to βˆ = −ξ/(1 + ξ[µ]p) and then multiply by
( 1 0ξp 1 )
∑
µ∈Fp
[µ]s( 1 [µ]
0 1
) ∈ Zp[G]
with s ∈ {1, . . . , p− 1}. On the left side we get
( 1 0ξp 1 )
∑
µ∈Fp
[µ]s( 1 [µ]
0 1
) •I(n)Z,Qp η = (
1 0
ξp 1 ) •I(n)Z,Qp ηs.
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On the right side we get
( 1 0ξp 1 )
∑
µ∈Fp
[µ]s( 1 [µ]
0 1
)( 1 0
−ξp/(1+ξ[µ]p) 1 ) •I(n)Z,Qp η
= ( 1 0ξp 1 )(
1 0
−ξp 1 )
∑
µ∈Fp
[µ]s( 1 [µ]
0 1
)ε−1p (1 + ξ[µ]p) •I(n)Z,Qp η + O(p)
= 1 •I(n)Z,Qp
∑
µ∈Fp
[µ]s( 1 [µ]
0 1
)ε−1p (1 + ξ[µ]p)η + O(p)
= −1 •I(n)Z,Qp
∑p−2
j=0
∑
µ∈Fp
[µ]p−1−jζ−[ξµ]ηs+j + O
(
πpp + p
)
.
The first equality follows from the equations
( 1 [µ]
0 1
)( 1 0
−ξp/(1+ξ[µ]p) 1 ) = (
1 0
−ξp 1 )(
1/(1+ξ[µ]p) [µ]
0 1+ξ[µ]p )
and ( 1/(1+ξ[µ]p) [µ]0 1+ξ[µ]p )η = ε
−1
p (1 + ξ[µ]p)(
1 [µ]
0 1
)η + O(p). A variant of this is used in
the proof of lemma 15. The third equality follows from the equation
( 1 [µ]
0 1
)η = (1− [µ]p−1)η0 −
∑p−1
β=1[µ]
p−1−βηβ + O(p)
which, since s > 0 and therefore ([µ]s − [µ]p−1+s)η0 = 0, implies that∑
µ∈Fp
[µ]s( 1 [µ]
0 1
)ε−1p (1 + ξ[µ]p)η
= −
∑
µ∈Fp
∑p−1
β=1[µ]
p−1−β+sε−1p (1 + ξ[µ]p)ηβ + O(p)
= −
∑
µ∈Fp
∑p−1
β=1[µ]
p−1−β+sζ−[ξµ]ηβ + O
(
πpp + p
)
= −
∑
µ∈Fp
∑p−2+s
β=s [µ]
p−1−β+sζ−[ξµ]ηβ + O
(
πpp + p
)
= −
∑
µ∈Fp
∑p−2
j=0 [µ]
p−1−jζ−[ξµ]ηs+j + O
(
πpp + p
)
.
Here we replace ε−1p (1 + ξ[µ]p) with ζ
−[ξµ] + O
(
πpp
)
, we change the range of the sum
from 1 6 β 6 p− 1 to s 6 β 6 p− 2 + s (which we can do since [µ]p−1−β+sζ−[ξµ]ηβ
depends only on the congruence class of β mod p− 1), and we change the variable
β to j = β − s. Due to lemma 15 with s = 0 and cξ = [ξ]
p−1−α∑
ξ∈Fp
[ξ]p−1−α( 1 0ξ 1 ) •I(n)Z,Qp η + O
(
err0a
−2
)
≡I a
−1( p 00 1 )
∑p−1
s=1
∑
ξ∈Fp
[ξ]p−1−α( 1 0ξp 1 )
(∑
λ∈Fp
[λ]p−1−sζ [ξλ]
)
•I(n)Z,Qp ηs
≡I a
−1( p 00 1 )
∑p−1
j=1 Cα,j •I(n)Z,Qp ηj + O
(
(πpp + p)a
−1
)
.
For the second congruence we replace each ( 1 0ξp 1 ) •I(n)Z,Qp ηs with
−1 •I(n)Z,Qp
∑p−2
l=0
(∑
µ∈Fp
[µ]p−1−lζ−[ξµ]
)
ηs+l + O
(
πpp + p
)
and we look at all pairs (s, l) such that s+ l = j ∈ {1, . . . , p− 1}. For each j and
each s there is precisely one such j since l ∈ {0, . . . , p− 2}. Thus we can take
Cα,j = −
∑p−1
s=1
∑
ξ,λ,µ∈Fp
[ξ]p−1−α[λ]p−1−sζ [ξλ][µ]s−jζ−[ξµ] + O
(
err0a
−1
)
.
If α < p− 1 that is equal to
−
∑p−1
s=1
∑
ξ,λ,µ∈Fp
[ξ]j−α[ξλ]p−1−s[ξµ]s−jζ [ξλ]−[ξµ] + O
(
err0a
−1
)
= −
∑p−1
s=1
∑
ξ,λ,µ∈Fp
[ξ]j−α[λ]p−1−s[µ]s−jζ [λ]−[µ] + O
(
err0a
−1
)
= δj=α(1 − p)
∑p−1
s=1
∑
λ,µ∈Fp
[λ]p−1−s[µ]s−jζ [λ]−[µ] + O
(
err0a
−1
)
.
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For the first equality we change the variable λ to λ/ξ and the variable µ to µ/ξ.
We can do this since the contribution by the term with ξ = 0 to the sum is zero.
For the second equality we use the fact that∑
ξ∈Fp
[ξ]j−α =
{
p− 1 if p− 1 | j − α,
0 otherwise.
If α = p− 1 then there is the extra term
−
∑p−1
s=1
∑
λ,µ∈Fp
[λ]p−1−s[µ]s−j = (1− p)
∑
λ∈Fp
[λ]p−1−j = δj=p−1(p− p
2).
coming from the term with ξ = 0. Hence, since O(p) ⊆ O
(
err0a
−1
)
,
Cα,j = δj=α
∑p−1
s=1
∑
λ,µ∈Fp
[λ]p−1−s[µ]s−jζ [λ]−[µ] + O
(
err0a
−1
)
= δj=α
∑p−1
s=1(−1)
j−sγ(s, 1)1γ(j − s, 1)1 + O
(
err0a
−1
)
.
The second equality follows from the definitions of γ(s, 1)1 and γ(j − s, 1)1. Since
Cα,α = Cα + O
(
err0a
−1
)
and Cα,j = O
(
err0a
−1
)
when α 6= j, we have∑
ξ∈Fp
[ξ]p−1−α( 1 0ξ 1 ) •I(n)Z,Qp η ≡I a
−1Cα(
p 0
0 1 ) •I(n)Z,Qp ηα + O
(
err0a
−2
)
.
Moreover, if n > 2 we have
Cα =
∑p−1
s=1(−1)
α−sγ(s, 1)1γ(α− s, 1)1
=
∑p−1
s=1
(−1)s(1−ζp)2
s!(α−s)!(1−ζ)2p−s−α−s (1 + O(πp))
=
∑α
s=1
(−1)s(1−ζp)2
s!(α−s)!(1−ζ)2p−α (1 + O(πp))
= (1−ζ)
α
α!
∑α
s=1(−1)
s
(
α
s
) (1−ζp)2
(1−ζ)2p (1 + O(πp))
= − (1−ζ)
α
α! (1 + O(πp)).
Here we change the range of summation from 1 6 s 6 p− 1 to 1 6 s 6 α since
(1−ζp)2
(1−ζ)2p−s−α−s =
(1−ζp)2
(1−ζ)p+1−α = O
(
πp−1p (1 − ζ)
α
)
for s > α. For the fifth equality we use the fact that (1− ζp)(1− ζ)−p = 1 + O(πp).
Similarly, if n = 2 we have
Cα =
∑p−1
s=1(−1)
α−sγ(s, 1)1γ(α− s, 1)1
=
∑p−1
s=1
(−1)sp2
s!(α−s)!(1−ζ)2p−2−s−α−s (1 + O(πp))
=
∑α
s=1
(−1)sp2
s!(α−s)!(1−ζ)2p−2−α (1 + O(πp))
= (1−ζ)
α
α!
∑α
s=1(−1)
s
(
α
s
)
p2
(1−ζ)2p−2 (1 + O(πp))
= − (1−ζ)
α
α! (1 + O(πp)),
since p2(1− ζ)2−2p = γ(0, 1)21(1 + O(πp)) = 1 + O(πp) due to lemma 14.
Lemma 17. Suppose that u ∈ Z>0 and s ∈ {1, . . . , p− 1}. If
cξ = (−1)
u+r+κ
∑
µ∈Fp
∑u
j=0
(
u
j
)
[µ]u−j [ξ]−j+s−r−κ( 0 −11 [µ] ) ∈ Zp[G]
for each ξ ∈ Fp, then∑
ξ∈Fp
cξ(
1 0
[ξ] 1 ) •I(n)Z,Qp η
≡I
∑
ξ∈Fp
[ξ]u( 1 0[ξ] 1 ) •I(n)Z,Qp ηs
+ (−1)u+r+κ
∑
β≡s−r−κ mod p−1
(
u
β
)
( 0 −11 0 ) •I(n)Z,Qp ηu−β + O(πp).
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Proof. Let us write B(ξ) = cξ(
1 0
[ξ] 1 ) and let us denote by A the expression
A =
∑
ξ∈Fp
cξ(
1 0
[ξ] 1 ) •I(n)Z,Qp η = B(0) •I(n)Z,Qp η +
∑
ξ 6=0B(ξ) •I(n)Z,Qp η.
If β ∈ {1, . . . , p− 2} then [0]β = 0, and [0]0 = 1. Therefore
B(0) •I(n)Z,Qp η
=
∑
µ∈Fp
(−1)u+r+κ
∑
j
(
u
j
)
[µ]u−j [ξ]−j+s−r−κ( 0 −11 [µ] ) •I(n)Z,Qp η
=
∑
µ∈Fp
(−1)u+r+κ
∑
β≡s−r−κ mod p−1
(
u
β
)
[µ]u−β( 0 −11 [µ] ) •I(n)Z,Qp η
= (−1)u+r+κ
∑
β≡s−r−κ mod p−1
(
u
β
)
( 0 −11 0 ) •I(n)Z,Qp
∑
µ∈Fp
[µ]u−β( 1 [µ]
0 1
)η
= (−1)u+r+κ
∑
β≡s−r−κ mod p−1
(
u
β
)
( 0 −11 0 ) •I(n)Z,Qp ηu−β .
Now let us attempt to simplify
∑
ξ 6=0B(ξ) •I(n)Z,Qp η. We have∑
ξ 6=0 B(ξ) •I(n)Z,Qp η
=
∑
ξ 6=0,µ∈Fp
(−1)u+r+κ
∑
j
(
u
j
)
[µ]u−j [ξ]−j+s−r−κ( 0 −11 [µ] )(
1 0
[ξ] 1 ) •I(n)Z,Qp η
=
∑
ξ 6=0,µ∈Fp
(−1)u
∑
j
(
u
j
)
[µ]u−j [ξ]−j+s−r−κ( 1 0
−[µ]−1/[ξ] 1 )(
[ξ] 1
0 1/[ξ] ) •I(n)Z,Qp η
=
∑
ϑ6=0,µ∈Fp
(−1)u
∑
j
(
u
j
)
[µ]u−j [ϑ]j−s+r+κ( 1 0
−[µ]−[ϑ] 1 )(
1/[ϑ] 1
0 [ϑ] ) •I(n)Z,Qp η
=
∑
ϑ6=0,λ∈Fp
(−1)u
∑
j
(
u
j
)
[−λ− ϑ]u−j [ϑ]j−s+r+κ( 1 0λϑ 1 )(
1/[ϑ] 1
0 [ϑ] ) •I(n)Z,Qp η.
Let us elaborate on each of these equality signs. The first equality comes from the
definition of B(ξ). The second equality comes from the fact that for ξ 6= 0 we have
( 0 −11 [µ] )(
1 0
[ξ] 1 ) = (
−1 0
0 −1 )(
1 0
−[µ]−1/[ξ] 1 )(
[ξ] 1
0 1/[ξ] ),
and ( −1 00 −1 ) acts on ind
G
I(n)Z Σ˜r as multiplication by (−1)
r+κ. For the third equality
we change the variable ξ to ϑ = 1/ξ. For the fourth equality we change the variable
µ to λ = −µ− ϑ—we can do this if we treat
∑
ϑ6=0 as the outer sum and
∑
µ∈Fp
as
the inner sum. The lift λϑ ∈ Zp of λ ∈ Fp is defined as λϑ = [λ + ϑ]− [ϑ]. Let us
note that [−λ− ϑ] = −[λ]− [ϑ] + O(p) and that∑
j
(
u
j
)
(−[λ] − [ϑ])u−j [ϑ]j = (−[λ])u.
Therefore∑
ξ 6=0B(ξ) •I(n)Z,Qp η
=
∑
ϑ6=0,λ∈Fp
(−1)u
∑
j
(
u
j
)
[−λ− ϑ]u−j [ϑ]j−s+r+κ( 1 0λϑ 1 )(
1/[ϑ] 1
0 [ϑ] ) •I(n)Z,Qp η
=
∑
ϑ6=0,λ∈Fp
[λ]u[ϑ]−s+r+κ( 1 0λϑ 1 )(
1/[ϑ] 1
0 [ϑ] ) •I(n)Z,Qp η + O(p).
Recall that ξ = 1/ϑ. We have
[ϑ]−s+r+κ( 1/[ϑ] 10 [ϑ] )η = [ϑ]
−s( 1 10 [ϑ] )η = [ξ]
s( 1 [ξ]
0 1
)η,
directly from the definition of η. In particular, since s ∈ {1, . . . , p− 1},
[ξ]s( 1 [ξ]
0 1
)η =
∑p−1
β=1[ξ]
p−1−β+sηβ + O(p).
Therefore we can write
∑
ξ 6=0 B(ξ) •I(n)Z,Qp η as a linear combination of
( 1 0λϑ 1 ) •I(n)Z,Qp ηβ + O(p)
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for ϑ ∈ F×p and λ ∈ Fp and β ∈ {1, . . . , p− 1}. Recall that in the proof of lemma 16
we show that
( 1 0δp 1 ) •I(n)Z,Qp ηβ
≡I −1 •I(n)Z,Qp
∑p−2
l=0
(∑
µ∈Fp
[µ]p−1−lζ−[δµ]
)
ηβ+l + O
(
err0a
−1
)
≡I 1 •I(n)Z,Qp
∑p−2
l=0 (−1)
l+1γ(l, 1)δηβ+l + O
(
err0a
−1
)
≡I 1 •I(n)Z,Qp ηβ + O(πp),
for all δ ∈ Zp and all β ∈ {1, . . . , p− 1}, where ζ = ε
−1
p (1− p). The first equality is
what we show in the proof of lemma 16. The second equality follows after a change
of the variable µ to λ = −µ and from the fact that
ζ [δλ] = ε−1p (1− δ[λ]p) + O
(
πpp
)
= ε−1p (1− δ[λ]p) + O
(
err0a
−1
)
.
The third equality follows from the fact that γ(l, 1)δ = O(πp) for l ∈ {1, . . . , p− 2}
(due to lemma 14) and
−
∑
µ∈Fp
[µ]p−1ζ−[δµ] = −
∑
µ6=0 ζ
−[δµ] = 1 + O(1− ζ) = 1 + O(πp).
Thus we have
( 1 0λϑ 1 ) •I(n)Z,Qp ηβ ≡I (
1 0
[λ] 1 ) •I(n)Z,Qp ηβ + O(πp),
since ( 1 0[λ] 1 )
−1( 1 0λϑ 1 ) = (
1 0
λϑ−[λ] 1
) and λϑ − [λ] ∈ pZp. Therefore∑
ξ 6=0B(ξ) •I(n)Z,Qp η + O(p)
=
∑
ϑ6=0,λ∈Fp
[λ]u[ϑ]−s+r+κ( 1 0λϑ 1 )(
1/[ϑ] 1
0 [ϑ] ) •I(n)Z,Qp η
≡I
∑
ϑ6=0,λ∈Fp
[λ]u[ϑ]−s+r+κ( 1 0[λ] 1 )(
1/[ϑ] 1
0 [ϑ] ) •I(n)Z,Qp η + O(πp)
≡I
∑
λ∈Fp
[λ]u( 1 0[λ] 1 ) •I(n)Z,Qp
∑
ϑ6=0[ϑ]
−s+r+κ( 1/[ϑ] 10 [ϑ] )η + O(πp)
≡I
∑
λ∈Fp
[λ]u( 1 0[λ] 1 ) •I(n)Z,Qp
∑
ξ 6=0[ξ]
s( 1 [ξ]
0 1
)η + O(πp)
≡I
∑
λ∈Fp
[λ]u( 1 0[λ] 1 ) •I(n)Z,Qp ηs + O(πp).
Here we replace the lift λϑ with [λ], and that decouples the variables ϑ and λ. We
also use the equation [ϑ]−s+r+κ( 1/[ϑ] 10 [ϑ] )η = [ξ]
s( 1 [ξ]0 1 )η again. By adding this to the
expression for B(0) •I(n)Z,Qp η we get that∑
ξ∈Fp
cξ(
1 0
[ξ] 1 ) •I(n)Z,Qp η
= B(0) •I(n)Z,Qp η +
∑
ξ 6=0B(ξ) •I(n)Z,Qp η
≡I
∑
λ∈Fp
[λ]u( 1 0[λ] 1 ) •I(n)Z,Qp ηs
+ (−1)u+r+κ
∑
β≡s−r−κ mod p−1
(
u
β
)
( 0 −11 0 ) •I(n)Z,Qp ηu−β + O(πp),
which completes the proof.
4.5. “Nice” linear combinations. Let us note that the constant cξ from the
statement of lemma 17 depends on u and s, and let us denote it by cξ(u, s). For
z ∈ {0, . . . , p− 1} and t ∈ {0, . . . , p− 2} let
coeffz,t(cξ(u, s))
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denote the coefficient of (−1)r+κ
∑
µ∈Fp
[µ]z [ξ]t( 0 −11 [µ] ) in cξ(u, s). We have
coeff0,t(cξ(u, s)) =
{
(−1)u if t ≡ −u+ s− r − κ mod p− 1,
0 otherwise.
If z > 0 then
coeffz,t(cξ(u, s)) = (−1)
u
∑
j<u such that j≡u−z≡−t+s−r−κ mod p−1
(
u
j
)
.
Since
(
u
j
)
=
(
u
u−j
)
, we can change the variable j to β = u− j and rewrite that as
coeffz,t(cξ(u, s)) = (−1)
u
∑
β>0 such that β≡z≡t+u−s+r+κ mod p−1
(
u
β
)
.
If λi ∈ Zp and ui ∈ Z>0 and si ∈ {1, . . . , p− 1} for i ∈ {1, . . . ,m}, let us define
coeffz,t (
∑m
i=1 λicξ(ui, si)) =
∑m
i=1 λicoeffz,t(cξ(ui, si)).
Let us call
∑m
i=1 λicξ(ui, si) a “nice” linear combination if
coeffz,t (
∑m
i=1 λicξ(ui, si)) = O(p)
whenever p− 1− ν < t 6 p− 2. In particular, if ν = 1 then all linear combinations
are “nice”.
Lemma 18. If
∑m
i=1 λicξ(ui, si) is a “nice” linear combination then∑m
i=1 λi
∑
ξ∈Fp
ξui( 1 0[ξ] 1 ) •I(n)Z,Fp ηsi
+
∑m
i=1 λi(−1)
ui+r+κ
∑
β≡si−r−κ mod p−1
(
ui
β
)
( 0 −11 0 ) •I(n)Z,Fp ηui−β ∈ In,a.
Here we abuse notation and write ηw ∈ Σr for the reduction of ηw ∈ Σ˜r modulo m.
Proof. Suppose that t ∈ {0, . . . , p− 2}. Then lemma 16 implies that∑
ξ∈Fp
[ξ]t( 1 0[ξ] 1 ) •I(n)Z,Qp η ≡I O
(
πp−1−tp a
−1
)
+ O
(
err0a
−2
)
.
Since
∑m
i=1 λicξ(ui, si) is a “nice” linear combination, all terms involving [ξ]
t that
appear in it are either in O(p) or are such that 0 6 t 6 p− 1− ν (and consequently
O
(
πp−1−tp a
−1
)
⊆ O
(
πνpa
−1
)
). Therefore we get that∑
ξ∈Fp
(
∑m
i=1 λicξ(ui, si)) (
1 0
[ξ] 1 ) •I(n)Z,Qp η ≡I O
(
πνpa
−1
)
+ O
(
err0a
−2
)
+ O(p).
We have
O
(
πνpa
−1
)
+ O
(
err0a
−2
)
+ O(p) ⊂ m
since vT(a) < ν and 2vT(a) < p− 1 6 vT(err0). So the reduction modulo m of∑
ξ∈Fp
(
∑m
i=1 λicξ(ui, si)) (
1 0
[ξ] 1 ) •I(n)Z,Qp η
is in In,a. Therefore we can conclude that the corresponding linear combination∑m
i=1 λi
∑
ξ∈Fp
[ξ]ui ( 1 0[ξ] 1 ) •I(n)Z,Qp ηsi
+
∑m
i=1 λi(−1)
ui+r+κ
∑
β≡si−r−κ mod p−1
(
ui
β
)
( 0 −11 0 ) •I(n)Z,Qp ηui−β + O(πp).
of right sides of lemma 17 reduces modulo m to an element of In,a.
Lemma 19. Let ui ∈ {0, . . . , p− 1} and si ∈ {1, . . . , p− 1} for i ∈ {1, . . . ,m} be
such that ui − si + r + κ ≡ ∆ mod p− 1 for some integer ∆ ∈ {ν, . . . , p− 1}. Then∑m
i=1 λicξ(ui, si) is a “nice” linear combination if and only if
((−1)u1λ1, . . . , (−1)
umλm)
((
ui
∆−j
))
16i6m,16j<ν
= (O(p), . . . ,O(p)).
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Proof. If coeffz,t(cξ(ui, si)) 6= 0 for some t ∈ {p− ν, . . . , p− 2} and i ∈ {1, . . . ,m}
then directly from the definition of cξ we have
z − t ≡ ui − si + r + κ ≡ ∆ mod p− 1.
Since z 6 ui 6 p− 1 we have (z, t) = (∆− j, p− 1− j) for some j ∈ {1, . . . , ν − 1}.
The explicit formula for coeffz,t implies that
coeff∆−j,p−1−j(cξ(ui, si)) = (−1)
ui
(
ui
∆−j
)
.
Thus we can see that for the linear combination
∑m
i=1 λicξ(ui, si) the definition of
being “nice” is equivalent to the matrix equation in the statement of the lemma.
For any m,u, v ∈ Z>0, let Vanm(u, v) denote the (m+ 1)× (m+ 1) matrix
Vanm(u, v) =
((
u+i
v+j
))
06i,j6m
.
The entries of this matrix are in Zp. As indicated by lemma 19, finding “nice” linear
combinations often involves proving that Vanm(u, v) is invertible for some m,u, v.
Thus we use the following lemma which computes the determinant of Vanm(u, v).
Lemma 20. For any m,u, v ∈ Z>0,
detVanm(u, v) =
∏v−1
j=0
(u−j)···(u−j+m)
(v−j)···(v−j+m) ∈ Qp.
If v = 0 then the product is empty and hence detVanm(u, v) = 1. In particular, if
v +m < p and p ∤
(
u+m
u−v
)
then Vanm(u, v) is invertible over Zp.
Proof. Suppose that v = 0. For any i, j ∈ {0, . . . ,m} we have∑m
k=0
(
i
k
)(
u
j−k
)
=
(
u+i
j
)
,
since the left side is the coefficient of Xj in (1 +X)u(1 +X)i and the right side is
the coefficient of Xj in (1 +X)u+i. Therefore((
u+i
j
))
06i,j6m
=
((
i
j
))
06i,j6m
((
u
j−i
))
06i,j6m
.
This is the product of a lower triangular matrix with ones on the diagonal and an
upper triangular matrix with ones on the diagonal. So
detVanm(u, 0) = det
((
u+i
j
))
06i,j6m
= 1.
Now suppose that v > 0. Since
(
u+i
v+j
)
= u+iv+i
(
u−1+i
v−1+j
)
, we can use the equation
detVanm(u, v) =
u···(u+m)
v···(v+m) detVanm(u− 1, v − 1)
to find detVanm(u, v) by induction. If v +m < p and p ∤
(
u+m
u−v
)
then the numerator
and the denominator of (u−j)···(u−j+m)(v−j)···(v−j+m) are units for all j ∈ {0, . . . , v − 1}.
5. Proof of theorem 5
In this section we complete the proof of theorem 5. Recall that due to lemmas 12
and 13 there is a surjective homomorphism K : indGI(n)Z W −→ Θk,a,ε, where W is
a certain quotient of Σr such that the KZ-representation ind
KZ
I(n)Z W has exactly
2(p− 1)pn−1 factors, with each
Iu(v) ∈
{
I2s−r−κ−2i(r + κ− s+ i) | s ∈ {1, . . . , p− 1} and i ∈ {0, . . . , p
n−1 − 1}
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contributing to one pair of factors. Let us write
Is,i = I2s−r−κ−2i(r + κ− s+ i) ∼=Mi+1(ηs)/Mi(ηs),
where the Mj(ηs) are the Fp[KZ]-modules coming from lemma 10 applied to the
one-dimensional subquotient of Σr generated by ηs. If i < p
n−1 − 1 and the digits
of i in base p are {c1, . . . , cn−1} then cj < p− 1 for some j. For all s ∈ {1, . . . , p− 1}
we get that∑
ξj∈Fp
[ξj ]
cj(
1 0
[ξj ]p
j 1 ) •I(n)Z,Qp ηs ≡I
∑
ξj∈Fp
[ξj ]
cj •I(n)Z,Qp ηs + O(πp) ≡ O(πp)
by replacing the lift [ξj ]p
j ∈ Zp of 0 ∈ Fp with 0 ∈ Zp as in the proof of lemma 16.
Thus the reduction modulo m of this element is in In,a, so In,a contains ind
G
KZ Is,i
whenever i < pn−1 − 1 by lemma 11. Let us write ψ(s) = (−1)n−1Is,pn−1−1 in the
sense that ψ(s) ∼= Is,pn−1−1 and f ∈ ψ(s) corresponds to (−1)
n−1f ∈ Is,pn−1−1. Let
sub(s) be the “submodule” sub(s) = σ2s−r−κ(r + κ− s) ⊂ ψ(s) and let quot(s) be
the “quotient” quot(s) = σr+κ−2s(s) ∼= ψ(s)/σ2s−r−κ(r + κ− s). For any polyno-
mial h ∈ Fp[z1, . . . , zn−1] such the degree of each zj is exactly p− 1 and the coeffi-
cient of zp−11 · · · z
p−1
n−1 is 1, we have due to lemma 11 that∑
ξ,ξj∈Fp
h(ξ1, . . . , ξn−1)f(−ξ, 1)(
1 0
[ξ]+[ξ1]p+···+[ξn−1]p
n−1 1 ) •I(n)Z,Fp ηs
+
∑
ξj∈Fp
h(ξ1, . . . , ξn−1)f(−1, 0)(−[ξ1]p−···−[ξn−1]p
n−1
−1
1 0
) •I(n)Z,Fp ηs
represents 1 •KZ,Fp f ∈ ind
G
KZ Is,pn−1−1. For h =
∏n−1
j=1 (z
p−1
j − 1) we get that∑
ξ∈Fp
f(−ξ, 1)( 1 0[ξ] 1 ) •I(n)Z,Fp ηs + f(−1, 0)(
0 −1
1 0 ) •I(n)Z,Fp ηs(△)
represents (−1)n−1 •KZ,Fp f ∈ ind
G
KZ Is,pn−1−1 (and thus 1 •KZ,Fp f ∈ ind
G
KZ ψ(s)).
Recall that sub(s) and quot(s) are precisely the two factors of ψ(s), and quot(s) is
a submodule of ψ(s) if and only if r + κ− 2s = 0. The proof of theorem 5 is split
into four parts. In subsection 5.1 we show that
indGKZ quot(1), . . . , ind
G
KZ quot(ν − 1), ind
G
KZ sub(ν), . . . , ind
G
KZ sub(p− 1)
are contained in ker(K). In subsection 5.2 we show that indGKZ quot(w) is contained
in ker(K) for all w 6∈ {r + κ− l | 0 6 l < ν}. Therefore we conclude that each factor
of Θk,a,ε is a quotient of a representation in the set
{indGKZ quot(r + κ− l) | 0 6 l < ν}\{ind
G
KZ quot(1), . . . , ind
G
KZ quot(ν − 1)}.
Every possible representation in the statement of theorem 5 is a quotient of one of
these representations. In light of theorem 4, the only resulting representation that
can be reducible (and is therefore not completely determined by the above) is BΠ.
Therefore, in order to finish the proof of theorem 5, we need to compute BΠ. We
do this for ν = 1 in subsection 5.4 and for ν > 1 in subsection 5.5.
5.1. The inductions to G of ψ(1), . . . , ψ(ν − 1), sub(ν), . . . , sub(p− 1) are
in ker(K). By lemma 16 with α = w,
O
(
aπ−wp
)
≡I 1 •I(n)Z,Qp ηw + O
(
err0π
−w
p a
−1
)
.
If 0 6 w < ν then O
(
aπ−wp
)
⊂ m and
O
(
err0π
−w
p a
−1
)
⊂ O
(
err0π
−w−ν
p
)
⊆ O
(
πp−2ν+1p + apπ
−2ν+1
p
)
⊂ m,
since vT(a) < ν 6
p−1
2 . Therefore 1 •I(n)Z,Fp ηw ∈ In,a, so that
indGKZ ψ(1), . . . , ind
G
KZ ψ(ν − 1)
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are in the kernel of K. Suppose that w ∈ {ν, . . . , p− 1} and write l = r + κ− w. If
coeffz,t(cξ(0, w)) 6= 0 then (z, t) = (0, p− 1− l) since
cξ(0, w) = (−1)
r+κ
∑
µ∈Fp
[µ]0[ξ]w−r−κ( 0 −11 [µ] ).
So if l ∈ {ν, . . . , p− 1} then the linear combination cξ(0, w) which consists of a sin-
gle term is “nice” (because if coeffz,t(cξ(0, w)) 6= 0 then t = p− 1− l 6 p− 1− ν).
Therefore we can apply lemma 18 and conclude that∑
ξ∈Fp
( 1 0[ξ] 1 ) •I(n)Z,Qp ηw
+ (−1)r+κ
∑
β≡w−r−κ mod p−1
(
0
β
)
( 0 −11 0 ) •I(n)Z,Qp η−β ∈ In,a.
We already know that 1 •I(n)Z,Fp η0 ∈ In,a due to lemma 12. Therefore∑
ξ∈Fp
( 1 0[ξ] 1 ) •I(n)Z,Fp ηw ∈ In,a.
Due to (△) this represents a generator of indGKZ sub(w) and hence we can con-
clude that indGKZ sub(w) is in the kernel of K when 0 6 w − r − κ 6 p− 1− ν.
Now suppose that l ∈ {1, . . . , ν − 1}. We want to show that there exist constants
λ1, . . . , λl ∈ Zp such that
c = cξ(0, w) +
∑l
i=1 λicξ(p− w + i− 1, i)
is a “nice” linear combination. The argument here is very similar to the argument
in the proof of lemma 19 for ∆ = l, however lemma 19 does not apply directly since
l 6∈ {ν, . . . , p− 1}. If coeffz,t(cξ(0, w)) 6= 0 then (z, t) = (0, p− 1− l), as before. Di-
rectly from the definition of cξ we have that if coeffz,t(cξ(p− w + i− 1, i)) 6= 0 for
some i ∈ {1, . . . , l} then z − t ≡ r + κ− w mod p− 1. Moreover,
z 6 p− w + i− 1 6 p− ν + l − 1 < p− 1,
since w > ν and l > i. The explicit formula for coeffz,t implies that if t > p− 1− ν
then (z, t) = (r + κ− w − j, p− 1− j) for some j ∈ {1, . . . , ν − 1}. The restriction
that z 6 p− ν + l − 1 implies that
z 6∈ {r + κ− w − j | j ∈ {l + 1, . . . , ν − 1}} ,
and therefore that j ∈ {1, . . . , l} (and hence r + κ− w − j = l − j). In summary, if
coeffz,t(c) 6= 0 and t > p− 1− ν then
(z, t) ∈ {l− j, p− 1− j) | j ∈ {1, . . . , l}} .
This is a set of l pairs. We can explicitly write the (l + 1)× l matrix
A = ((−1)uicoeffl−j,p−1−j(ui, si))16i6l+1,16j6l
with entries in Zp, where
((u1, s1), . . . , (ul+1, sl+1)) = ((0, w), (p− w, 1), . . . , (p− w + l − 1, l)) .
If (1, (−1)u1λ1, . . . , (−1)
ulλl) is in the left kernel of A then the linear combination
c = cξ(0, w) +
∑l
i=1 λicξ(p− w + i− 1, i) is “nice”. We can use the explicit formula
for coeffz,t(cξ(u, s)) to compute that the entry indexed (i, j) is equal to
(
ui
l−j
)
. So
the l× l submatrix of A obtained by discarding the first row is((
p−w+i−1
l−j
))
16i,j6l
.
This matrix is obtained from Vanl−1(p− w, 0) by permuting its columns and is
therefore invertible due to lemma 20. This implies that the first row of A is a
Zp-linear combination of the other rows of A, so there exist λ1, . . . , λl ∈ Zp such
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that c = cξ(0, w) +
∑l
i=1 λicξ(p− w + i− 1, i) is a “nice” linear combination. If we
apply lemma 18 to c we get that∑
ξ∈Fp
( 1 0[ξ] 1 ) •I(n)Z,Fp ηw +B ∈ In,a,
where B is in the submodule of Σr generated by {1 •I(n)Z,Fp ηi | 0 6 i 6 l}. Since
w > ν > l this represents a generator of indGKZ sub(w) due to (△). Therefore we
can conclude that indGKZ sub(w) is in the kernel of K when w − r − κ > p− 1− ν.
In summary,
indGKZ ψ(1), . . . , ind
G
KZ ψ(ν − 1), ind
G
KZ sub(ν), . . . , ind
G
KZ sub(p− 1)
are in the kernel of K.
5.2. If w 6∈ {r + κ− j | 0 6 j < ν} then indGKZ quot(w) is in ker(K). We
are interested in constructing “nice” linear combinations just as in subsection 5.1.
We use a different construction in each of the following five cases.
case (1) ν 6 r + κ and w ∈ (r + κ, p− 1].
case (2) ν 6 r + κ and w ∈ [ν + 1, r + κ− ν].
case (3) ν 6 r + κ and w = ν.
case (4) r + κ < ν and w ∈ [ν + 1, p− ν + r + κ).
case (5) r + κ < ν and w = ν.
(1) Let s = r + κ. We want to find λ1, . . . , λν−1 ∈ Zp such that
c = cξ(w, s) +
∑ν−1
i=1 λicξ(w − i, s− i)
is a “nice” linear combination. Due to lemma 19 with ∆ = w, this is true if
((−1)w, (−1)w−1λ1, . . . , (−1)
w−ν+1λν−1) is in the left kernel of((
w−i
w−j
))
06i<ν,16j<ν
.
The square submatrix obtained by discarding the first row is upper triangular
and therefore invertible, so such λ1, . . . , λν−1 exist. If we apply lemma 18 to c
we get that
(−1)w+r+κ( 0 −11 0 ) •I(n)Z,Fp ηw +B ∈ In,a,
where B is in the submodule of Σr generated by {1 •I(n)Z,Fp ηi | i ∈ {0, . . . , s}}.
Since w > s this represents a generator of indGKZ quot(w) and therefore we can
conclude that indGKZ quot(w) is in the kernel of K.
(2) Let s = r + κ. We want to find λ1, . . . , λw ∈ Zp such that
c =
∑w
i=1 λicξ(p− i, w − i+ 1)
is a “nice” linear combination. Due to lemma 19 with ∆ = s− w, this is true
if ((−1)p−1λ1, . . . , (−1)
p−wλw) is in the left kernel of((
p−i
s−w−j
))
16i6w,16j<ν
.
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This matrix has more rows than columns, so suppose that this is the case. If
we apply lemma 17 with cξ = cξ(p− i, w − i+ 1) we get that∑
ξ∈Fp
[ξ]p−i( 1 0[ξ] 1 ) •I(n)Z,Fp ηw−i+1
+ (−1)p−i+r+κ
(
p−i
s−w
)
( 0 −11 0 ) •I(n)Z,Fp ηs−w ∈ In,a.
Thus if λ1, . . . , λw are additionally such that∑w
i=1(−1)
p−i+r+κλi
(
p−i
s−w
)
= 0
then if we apply lemma 18 to c we get that∑w
i=1 λi
∑
ξ∈Fp
[ξ]p−i( 1 0[ξ] 1 ) •I(n)Z,Fp ηw−i+1 ∈ In,a,
since the terms involving ηs−w cancel out. These two conditions on λ1, . . . , λw
are satisfied if and only if ((−1)p−1λ1, . . . , (−1)
p−wλw) is in the left kernel of
A =
((
p−i
s−w−j
))
16i6w,06j<ν
,
i.e. we can encode the extra condition that
∑w
i=1(−1)
p−i+r+κλi
(
p−i
s−w
)
= 0 by
adding a column to the matrix. Then the ν × ν submatrix of A consisting of
the rows indexed i ∈ {2, . . . , ν + 1} is obtained from
Vanν−1(p− 1− ν, s− w − ν + 1)
by permuting its rows and columns. Since s− w − ν + 1 + ν − 1 = s− w < p
and
(
p−1−ν+ν−1
p−1−ν−s+w+ν−1
)
=
(
p−2
s−w
)
∈ Z×p , it follows from lemma 20 that this square
submatrix is invertible over Zp. Thus we can write the first row of A as a linear
combination of the other rows of A, i.e. we can find λ1, . . . , λw such that∑w
i=1 λi
∑
ξ∈Fp
[ξ]p−i( 1 0[ξ] 1 ) •I(n)Z,Fp ηw−i+1 ∈ In,a
and λ1 = 1. This represents a generator of ind
G
KZ quot(w) and therefore we can
conclude that indGKZ quot(w) is in the kernel of K.
(3) Let u = p+ 2ν − r + κ− 1 and s = ν. Note that w = ν 6 r + κ− ν and there-
fore u ∈ {2ν, . . . , p− 1}. We want to find λ0, . . . , λν−1 ∈ Zp such that
c =
∑ν−1
i=0 λicξ(u − i, s− i)
is a non-trivial “nice” linear combination. Due to lemma 19 with ∆ = ν, this
is true if ((−1)uλ0, . . . , (−1)
u−ν+1λν−1) is non-trivial and in the left kernel of((
u−i
ν−j
))
06i<ν,16j<ν
.
This matrix has more rows than columns, so suppose that this is the case. If
we apply lemma 18 to c we get that
λ0
∑
ξ∈Fp
ξu( 1 0[ξ] 1 ) •I(n)Z,Fp ην
+
∑ν−1
i=0 λi(−1)
u−i+r+κ
(
u−i
ν
)
( 0 −11 0 ) •I(n)Z,Fp ην +B ∈ In,a,
where B is in the submodule of Σr generated by {1 •I(n)Z,Fp ηi | 0 6 i < ν}. We
can rewrite this as
λ0
(∑
ξ∈Fp
ξu( 1 0[ξ] 1 ) + (
0 −1
1 0 )
)
•I(n)Z,Fp ην
+
(∑ν−1
i=0 λi(−1)
u−i+r+κ
(
u−i
ν
)
− λ0
)
( 0 −11 0 ) •I(n)Z,Fp ην +B ∈ In,a,
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Recall that w = ν. Due to (△) the element(∑
ξ∈Fp
ξu( 1 0[ξ] 1 ) + (
0 −1
1 0 )
)
•I(n)Z,Fp ην
belongs to indGKZ sub(w) and is therefore trivial in ind
G
KZ quot(w). Since the
element ( 0 −11 0 ) •I(n)Z,Fp ην generates ind
G
KZ quot(w), in order to conclude that
indGKZ quot(w) is in the kernel of K it is enough to show that∑ν−1
i=0 λi(−1)
u−i+r+κ
(
u−i
ν
)
− λ0 ∈ Z
×
p .
Note that (−1)u−i+r+κ = (−1)i. Thus in other words it is enough to show that
if A1 is the matrix obtained by adding the column((
u
ν
)
− 1, . . . ,
(
u−ν+1
ν
))T
to A, then A1 is invertible. If A2 is the matrix Vanν−1(u− ν + 1, 1) with −1
added to the bottom right entry, then A2 is obtained from A1 by permuting its
rows. We have
detA2 = detVanν−1(u− ν + 1, 1)− detVanν−2(u − ν + 1, 1)
= (u−ν+1)···(u−1)(ν−1)!
(
u
ν − 1
)
.
Here detVanν−2(u − ν + 1, 1) = 1 when ν = 1 as we define the determinant of
the “empty matrix” to be 1. Since u− ν ∈ {ν, . . . , p− 1− ν} it follows that
detA2 is indeed invertible in Zp.
(4) Let s = r + κ. We want to find λ1, . . . , λν ∈ Zp such that
c =
∑ν
i=1 λicξ(w − s+ i, i)
is a non-trivial “nice” linear combination. Due to lemma 19 with ∆ = w, this
is true if ((−1)w−s+1λ1, . . . , (−1)
w−s+νλν) is non-trivial and in the left kernel
of ((
w−s+i
w−j
))
16i6ν,16j<ν
.
This matrix has more rows than columns, so suppose that this is the case. If
we apply lemma 18 to c we get that(∑ν
i=1 λi(−1)
w+i
(
w−s+i
w
))
( 0 −11 0 ) •I(n)Z,Fp ηw +B ∈ In,a,
where B is in the submodule of Σr generated by {1 •I(n)Z,Fp ηi | 0 6 i < ν}.
Since w > ν, in order to show that this represents a generator of indGKZ quot(w)
and therefore conclude that indGKZ quot(w) is in the kernel of K it is enough to
show that ∑ν
i=1 λi(−1)
w+i
(
w−s+i
w
)
∈ Z×p .
In other words, if
A2 =
((
w−s+i
w−j
))
16i6ν,06j<ν
is the matrix obtained from A by adding the extra column((
w−s+1
w
)
, . . . ,
(
w−s+ν
w
))T
,
then it is enough to show that A2 is invertible, which it is due to lemma 20 since
it is obtained from Vanν−1(w − s+ 1, w − ν + 1) by permuting its columns and
w < p and p ∤
(
w−s+ν
ν−s
)
.
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(5) This case is nearly identical to (3). The only difference is that u = 2ν − r + κ
instead of u = p+ 2ν − r + κ− 1. A carbon copy of the rest of (3) applies and
we still have
detA2 =
(u−ν+1)···(u−1)
(ν−1)!
(
u
ν − 1
)
6= 0
since u− ν ∈ {1, . . . , ν}.
5.3. The factors of Θk,a,ε. Due to subsections 5.1 and 5.2 we know that each
factor of indGKZ W/In,a is a quotient of some representation in the set
S = {indGKZ quot(r + κ− l) | 0 6 l < ν}\{ind
G
KZ quot(l) | 0 < l < ν},
and therefore so is each factor of Θk,a,ε. It follows from theorem 4 that one of the
following two things must be true.
(1) The representation Θk,a,ε is irreducible and it is the quotient of a represen-
tation in S, i.e. Θk,a,ε ∈ {BIrrk+κ−l−2 | 0 6 l < ν}\{BIrrl | 0 < l < ν}.
(2) The representation Θk,a,ε is reducible and it has precisely two factors, each
of which is the quotient of a representation in S.
It also follows from theorem 4 that a reducible representation can be formed from
quotients of indGKZ σu1(v1) and ind
G
KZ σu2(v2) only if u1 + u2 ≡ −2 mod p− 1 and
v2 − v1 ≡ u1 + 1 mod p− 1. Thus if quot(r + κ− l1) ∈ S and quot(r + κ− l2) ∈ S
pair up to form a reducible representation then l1 + l2 ≡ r + κ− 1 mod p− 1 and so
r + κ− li = lj + 1 ∈ {1, . . . , ν}\{1, . . . , ν − 1} = {ν} for (i, j) ∈ {(1, 2), (2, 1)}. In
summary, if Θk,a,ε is reducible then r + κ = 2ν − 1 and
Θk,a,ε ∼= (quot(ν)/(T
2 − βT + 1))ss
for some β ∈ Fp. Thus in order to complete the proof of theorem 5 we need to
show that if r + κ = 2ν − 1 and Θk,a,ε is a quotient of quot(ν) then it is reducible
if and only if a ∈ Dν , and in that case we also need to find β. We need to do this
separately for ν = 1 (in subsection 5.4) and for ν > 1 (in subsection 5.5).
Suppose that r + κ = 2ν − 1. We let cξ(u, s) denote the constant cξ from lemma 17.
Recall from section 3 the explicit formula (♣) for the quotient map
I1(ν − 1) ∼= ψ(ν) −−−→ quot(ν) ∼= σp−2(ν)
which in this particular case says that
f ∈ I1(ν − 1) 7−−−→
∑
u,v f(u, v)(vX − uY )
p−2 ∈ σp−2(ν).
Here we view σp−2(ν) as a module of homogeneous polynomials in X and Y . Thus
Xp−2 corresponds to the function f that is supported on {(0, λ) |λ ∈ F×p } and such
that f(0, λ) = −λ. Due to (△) we have that
−1 •I(n)Z,Fp ην is a representative of 1 •KZ,Fp X
p−2,
−( 0 −11 0 ) •I(n)Z,Fp ην is a representative of 1 •KZ,Fp Y
p−2.
Since p− 2 > 0, if T is the Hecke operator in EndG(ind
G
KZ σp−2(ν)) corresponding
to the double coset of ( p 00 1 ) as in the statement of theorem 4 then
−
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Fp ην
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is a representative of the element T (1 •KZ,Fp X
p−2). As ( −1 00 −1 ) acts on ind
G
I(n)Z Σ˜r
as multiplication by (−1)r+κ = −1,(
( 0 1
−p 0 ) +
∑
µ∈Fp
[µ]p−2( p [µ]
0 1
)
)
•I(n)Z,Fp ην
is a representative of the element T (1 •KZ,Fp Y
p−2). Let us define ζ = ε−1p (1− p),
as in lemma 16. In particular, we have
ζ = ε−1p (1− p) = εp(1 + p) + O
(
πpp
)
,
so we can define the regions Dα and the element µ ∈ Fp from theorems 1 and 5 by
using ζ in the place of εp(1 + p).
5.4. Computing BΠ for ν = 1. In this subsection we assume that ν = 1 and
r + κ = 1, and therefore that Θk,a,ε is a quotient of quot(1) in light of the discussion
in subsection 5.3. Lemma 17 implies that∑
ξ∈Fp
(cξ(0, 1)− cξ(p− 1, 1))(
1 0
[ξ] 1 ) •I(n)Z,Qp η
≡I 1 •I(n)Z,Qp η1 + (
0 −1
1 0 ) •I(n)Z,Qp ηp−1 + O(πp).
Lemma 15 implies that∑
ξ∈Fp
(cξ(0, 1)− cξ(p− 1, 1))(
1 0
[ξ] 1 ) •I(n)Z,Qp η ≡I O
(
πpa
−1
)
.
Recall that in the proof of lemma 15 we show that
T
(
1 •I(n)Z,Qp η
)
= ( p 00 1 ) •I(n)Z,Qp η(x, py) + O
(
p2
)
.
Since η(x, py) = η0 + O(p) this implies that
( p 00 1 ) •I(n)Z,Qp η0 ≡I a •I(n)Z,Qp η + O(p),(∗)
and therefore that
1 •I(n)Z,Qp ηp−1 = 1 •I(n)Z,Qp (η0 − η)
≡I (a(
1 0
0 p )− 1) •I(n)Z,Qp η + O(p).
Consequently we have
1 •I(n)Z,Qp η1 ≡I −(
0 −1
1 0 ) •I(n)Z,Qp ηp−1 + O
(
πpa
−1
)
≡I ((
0 −1
1 0 )− a(
0 −p
1 0 )) •I(n)Z,Qp η + O
(
πpa
−1
)
.
If we multiply this by a
∑
µ∈Fp
( p [µ]0 1 ) we get that
a
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp η1
≡I a
∑
µ∈Fp
( 0 −11 0 )(
1 0
−[µ] p ) •I(n)Z,Qp η + O
(
a2
)
∪ O(πp)
≡I
∑
µ∈Fp
( 0 −11 0 )(
1 0
−[µ] 1 ) •I(n)Z,Qp η0 + O
(
a2
)
∪ O(πp)
≡I
∑
µ∈Fp
( 0 −11 0 )(
1 0
−[µ] 1 ) •I(n)Z,Qp ηp−1 + O
(
a2
)
∪O(πp).
For the second congruence we replace η with η0 by using (∗), and for the third
congruence we replace η0 with ηp−1 by subtracting∑
µ∈Fp
( 0 −11 0 )(
1 0
−[µ] 1 ) •I(n)Z,Qp η,
which is O
(
πp−1p a
−1
)
due to lemma 16 with α = p− 1. Since
cξ(0, p− 1) = −
∑
µ∈Fp
[µ]0[ξ]p−2( 0 −11 [µ] ),
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lemma 17 with cξ = cξ(0, p− 1) implies that
−
∑
ξ,µ∈Fp
[ξ]p−2( 0 −11 [µ] )(
1 0
[ξ] 1 ) •I(n)Z,Qp η ≡I
∑
µ∈Fp
( 1 0
−[µ] 1 ) •I(n)Z,Qp ηp−1 + O(πp).
If we multiply this by ( 0 −11 0 ) and use the fact that (
−1 0
0 −1 ) acts on ind
G
I(n)Z Σ˜r as
multiplication by −1 we get that∑
µ∈Fp
( 0 −11 0 )(
1 0
−[µ] 1 ) •I(n)Z,Qp ηp−1
≡I
∑
ξ,µ∈Fp
[ξ]p−2( 1 [µ]
0 1
)( 1 0[ξ] 1 ) •I(n)Z,Qp η + O(πp).
Therefore
a
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp η1
≡I
∑
µ∈Fp
( 0 −11 0 )(
1 0
−[µ] 1 ) •I(n)Z,Qp ηp−1 + O
(
a2
)
∪ O(πp)
≡I
∑
ξ,µ∈Fp
[ξ]p−2( 1 [µ]
0 1
)( 1 0[ξ] 1 ) •I(n)Z,Qp η + O
(
a2
)
∪ O(πp)
≡I a
−1C1
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp η1 + O
(
a2
)
∪ O(πp).
The third congruence follows from lemma 16 with α = 1. So
(1− a−2C1)
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp η1 ≡I O(a) ∪ O
(
πpa
−1
)
.
Note that 1− a−2C1 ∈ O(a) ∪ O
(
πpa
−1
)
implies that vT(a) =
1
2 and therefore
vT
(
a2 − C1
)
> 32 .
So 1− a−2C1 ∈ O(a) ∪ O
(
πpa
−1
)
if and only if a ∈ D1. This means that if a 6∈ D1
then we can conclude that T (1 •KZ,Fp X
p−2) is in In,a and therefore that
Θk,a,ε ∼= ind
G
KZ quot(1)/T.
Suppose on the other hand that a ∈ D1. Then vT(a) =
1
2 and 1− a
−2C1 = −aβ for
some β ∈ Zp, and we need to write down a more accurate version of the error term
O(a) ∪O
(
πpa
−1
)
. This consists of three parts, i.e. we can write
(1− a−2C1)
∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp η1 ≡I ERR1 + ERR2 + ERR3 + O(πp).
The first error term is
ERR1 = −a
∑
µ∈Fp
( p [µ]
0 1
)( 0 −p1 0 ) •I(n)Z,Qp η.
The second error term is
ERR2 =
∑
µ∈Fp
( p [µ]
0 1
)
∑
ξ∈Fp
(cξ(0, 1)− cξ(p− 1, 1))(
1 0
[ξ] 1 ) •I(n)Z,Qp η.
We get the third error term from changing the lift −[µ]− [ξ] ∈ Zp of −µ− ξ ∈ Fp
to −[µ+ ξ] ∈ Zp when applying lemma 17 with u = 0 and s = p− 1. So it is
ERR3 = a
−1( 0 −11 0 )
∑
ξ 6=0,µ∈Fp
[ξ]
(
( 1 0
−[µ+ξ] 1 )− (
1 0
−[µ]−[ξ] 1 )
)
( 1/[ξ] 10 [ξ] ) •I(n)Z,Qp η.
Let us attempt to simplify each of these. Since 1 •I(n)Z,Qp η = −(
0 −1
1 0 ) •I(n)Z,Qp η1
we have
ERR1 = −a
∑
µ∈Fp
( p [µ]
0 1
)( 0 −11 0 )(
0 1
−p 0 ) •I(n)Z,Qp η1.
We have coeffz,p−2(cξ(0, 1)− cξ(p− 1, 1)) = δz=p−2, i.e.
cξ(0, 1)− cξ(p− 1, 1) = −
∑
λ∈Fp
[λ]p−2[ξ]p−2( 0 −11 [λ] ) +B,
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where coeffz,t(B) = 0 whenever t = p− 2. Therefore
ERR2 ≡I −
∑
ξ,λ,µ∈Fp
( p [µ]
0 1
)[ξλ]p−2( 0 −11 [λ] )(
1 0
[ξ] 1 ) •I(n)Z,Qp η + O
(
π2pa
−1
)
≡I −a
−1C1
∑
λ,µ∈Fp
( p [µ]
0 1
)[λ]p−2( 0 −1p [λ] ) •I(n)Z,Qp η1 + O
(
π2pa
−1
)
≡I −a
∑
λ,µ∈Fp
( p [µ]
0 1
)[λ]p−2( 0 −1p [λ] ) •I(n)Z,Qp η1 + O(πp).
The second congruence follows from lemma 16 with α = 1, and the third congruence
follows from the fact that a−1C1 = a+ O(πp). Write [µ+ ξ]− [µ]− [ξ] = pδµ,ξ so
that δµ,ξ ∈ Zp. Recall that
( 1 0pδµ,ξ/(1+pδµ,ξ/[ξ]) 1 ) •I(n)Z,Qp η ≡I 1 •I(n)Z,Qp η + O
(
πp−1p
)
.
A variant of this is used in the proof of lemma 16. If n > 2 then it follows from
lemma 15 with s = 1 since δµ,ξ/(1 + pδµ,ξ/[ξ]) ∈ Zp and since all of the coefficients
a−1γ(α, 2)ξ appearing on the right side of the conclusion of lemma 15 are in
O
(
err0a
−1
)
⊂ O
(
πp−1p
)
.
It is true if n = 2 as well since the error term in that case is in
O
(
p2a−1
)
⊂ O
(
πp−1p
)
(see equation (⋆) in the proof of lemma 15). Since
( 1 0pδµ,ξ 1 )(
1 1/[ξ]
0 1
) = (
1/(1+pδµ,ξ/[ξ]) 1/[ξ]
0 1+pδµ,ξ/[ξ]
)( 1 0pδµ,ξ/(1+pδµ,ξ/[ξ]) 1 )
and
(
1/(1+pδµ,ξ/[ξ]) 1/[ξ]
0 1+pδµ,ξ/[ξ]
)η = ζ−δµ,ξ/[ξ]( 1 1/[ξ]
0 1
)η + O(p),
it follows that
( 1 0pδµ,ξ 1 )(
1 1/[ξ]
0 1
) •I(n)Z,Qp η
= (
1/(1+pδµ,ξ/[ξ]) 1/[ξ]
0 1+pδµ,ξ/[ξ]
)( 1 0pδµ,ξ/(1+pδµ,ξ/[ξ]) 1 ) •I(n)Z,Qp η
≡I (
1/(1+pδµ,ξ/[ξ]) 1/[ξ]
0 1+pδµ,ξ/[ξ]
) •I(n)Z,Qp η + O
(
πp−1p
)
≡I ζ
−δµ,ξ/[ξ]( 1 1/[ξ]
0 1
) •I(n)Z,Qp η + O
(
πp−1p
)
.
We can use this to simplify ERR3 as follows.
ERR3 = a
−1
∑
ξ 6=0,µ∈Fp
( [µ+ξ] −1
1 0
)
(
1− ( 1 0[µ+ξ]−[µ]−[ξ] 1 )
)
( 1 1/[ξ]
0 1
) •I(n)Z,Qp η
≡I a
−1
∑
ξ 6=0,µ∈Fp
(
1− ζ−δµ,ξ/[ξ]
)
( [µ+ξ] −1
1 0
)( 1 1/[ξ]
0 1
) •I(n)Z,Qp η + O
(
πp−2p
)
≡I a
∑
ξ 6=0,µ∈Fp
(δµ,ξ/[ξ]) (
[µ+ξ] −1
1 0
)( 1 1/[ξ]
0 1
) •I(n)Z,Qp η + O(πp)
≡I a
∑
ξ 6=0,µ∈Fp
(−δµ,ξ/[ξ]) (
[µ+ξ] −1
1 0
)( 1 1/[ξ]
0 1
)( 0 −11 0 ) •I(n)Z,Qp η1 + O(πp).
The first equality follows from
( 1/[ξ] 10 [ξ] ) •I(n)Z,Qp η = [ξ]
p−2( 1 1/[ξ]
0 1
) •I(n)Z,Qp η.
The second congruence (i.e. the one in the third line) follows from the equations
a2 = ζ − 1 + O
(
π
3/2
p
)
and
(1− ζt)/(ζ − 1) = −t+ O(p),
the second of which holds true for all t ∈ Zp. The third congruence follows from
1 •I(n)Z,Qp η ≡I −(
0 −1
1 0 ) •I(n)Z,Qp η1 + O
(
π
1/2
p
)
.
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Now the reduction modulo m of a−1(1− a−2C1)
∑
µ∈Fp
( p [µ]0 1 ) •I(n)Z,Qp η1 is a rep-
resentative of βT (1 •KZ,Fp X
p−2). The element
a−1(ERR1 + ERR2)
= −
∑
µ∈Fp
( p [µ]
0 1
)( 0 −11 0 )
(
( 0 1
−p 0 ) +
∑
λ∈Fp
[λ]p−2( p [λ]
0 1
)
)
•I(n)Z,Qp η1
reduces modulo m to a representative of
−
∑
µ∈Fp
( p [µ]
0 1
)( 0 −11 0 )T (1 •KZ,Fp Y
p−2) =
∑
µ∈Fp
( p [µ]
0 1
)T (1 •KZ,Fp X
p−2)
= T 2(1 •KZ,Fp X
p−2).
If z ∈ Zp then [z + 1]
p = ([z] + 1)p + O
(
p2
)
= [z]p + 1 +
∑p−1
j=1
(
p
j
)
[z]j + O
(
p2
)
and
therefore
([z + 1]− [z]− 1)/p = ([z + 1]p − [z]p − 1)/p
=
∑p−1
j=1
1
p
(
p
j
)
[z]j + O(p)
=
∑p−1
j=1
1
j
(
p−1
j−1
)
[z]j + O(p)
= −
∑p−1
j=1
1
j [−z]
j + O(p).
This implies that
δµ,ξ/[ξ] = ([µ/ξ + 1]− [µ/ξ]− 1)/p = −
∑p−1
j=1
1
j [−µ/ξ]
j + O(p),
so a−1ERR3 reduces modulo m to a representative of
−
∑
ξ 6=0,µ∈Fp
(∑p−1
j=1
1
j (−µ/ξ)
j
)
( [µ+ξ] −1
1 0
)( 1 1/[ξ]
0 1
)( 0 −11 0 ) •KZ,Fp X
p−2
= −1 •KZ,Fp
∑
ξ 6=0,µ∈Fp
(∑p−1
j=1
1
j (−µ/ξ)
j
)
((µX + Y )/ξ)p−2
= −1 •KZ,Fp
∑
µ∈Fp
∑p−1
j=1
(
1
j
∑
ξ 6=0 ξ(−µ/ξ)
j
)
(µX + Y )p−2
= −1 •KZ,Fp
∑
µ∈Fp
µ(µX + Y )p−2
= 1 •KZ,Fp X
p−2.
The first equality follows from the fact that ( [µ+ξ] −11 0 )(
1 1/[ξ]
0 1 )(
0 −1
1 0 ) ∈ KZ. For the
second equality we simply rearrange the sums. The third equality follows from the
fact that if t ∈ Z then ∑
ξ 6=0 ξ
t =
{
−1 if p− 1 | t,
0 otherwise,
and so does the fourth. We conclude that (T 2 − βT + 1)(1 •KZ,Fp X
p−2) ∈ In,a,
which implies that indGI(n)Z W/In,a is a quotient of quot(1)/(T
2 − βT + 1), and
therefore so is Θk,a,ε. In summary, if ν = 1 and r + κ = 1 then
Θk,a,ε ∼=
{
BRed1(β)
ss if a ∈ D1,
BIrr1 otherwise,
where β is the reduction of
−a−1(1 − C1a
−2) +m = a−3(εp(1 + p)− 1− a
2) +m.
With the remarks from subsection 5.3 in mind, this completes the proof of theorem 5
for ν = 1.
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5.5. Computing BΠ for ν > 1. In this subsection we assume that ν > 1 and
r + κ = 2ν − 1 and that Θk,a,ε is a quotient of quot(ν). We have the following.∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp ην
≡I
a
Cν
∑
ξ,µ∈Fp
[ξ]p−1−ν( 1 [µ]
0 1
)( 1 0[ξ] 1 ) •I(n)Z,Qp η + O(πp)
≡I
a
Cν
∑
µ∈Fp
( 0 −11 0 )(
1 0
[µ] 1 ) •I(n)Z,Qp ην−1 + O
(
π1−νp a
)
≡I
a2
CνCν−1
∑
ξ,µ∈Fp
( 0 −11 0 )(
1 0
[µ] p )[ξ]
p−ν( 1 0[ξ] 1 ) •I(n)Z,Qp η + O
(
π1−νp a
)
≡I
a2
CνCν−1
∑
ξ,λ∈Fp
( p [λ]
0 1
)( 0 −11 0 )[ξ]
p−ν( 1 0[ξ] 1 ) •I(n)Z,Qp η + O
(
π1−νp a
)
≡I −
a2
CνCν−1
∑
ξ,λ∈Fp
( p [λ]
0 1
)( 0 −11 0 )[ξ]
p−ν( 1 0[ξ] 1 ) •I(n)Z,Qp ηp−1 + O
(
π1−νp a
)
≡I −
a2
CνCν−1
(
2ν−1
ν
)∑
λ∈Fp
( p [λ]
0 1
) •I(n)Z,Qp ην + O
(
π1−νp a
)
∪O
(
π2−3νp a
3
)
.
The first congruence follows from lemma 16 with α = ν. Since
cξ(0, ν − 1) = −
∑
µ∈Fp
[ξ]p−1−ν( 0 −11 [µ] ),
lemma 17 with (u, s) = (0, ν − 1) implies that
−
∑
ξ,µ∈Fp
[ξ]p−1−ν( 0 −11 [µ] )(
1 0
[ξ] 1 ) •I(n)Z,Qp η ≡I
∑
ξ∈Fp
( 1 0[ξ] 1 ) •I(n)Z,Qp ην−1 + O(πp).
This implies the second congruence. The third congruence follows from lemma 16
with α = ν − 1. The fourth congruence is a change of the variable µ to λ = −µ. The
fifth congruence follows from η = η0 − ηp−1 and 1 •I(n)Z,Qp η0 ≡I O(a). The sixth
congruence is the most delicate one, so let us provide more detailed justification for
it. If we apply lemma 17 with the constants
cξ =
∑ν−1
i=0
(
ν
i
)
cξ(p− ν + i, i),
we get that ∑
ξ∈Fp
cξ(
1 0
[ξ] 1 ) •I(n)Z,Qp η(∗∗)
≡I
∑
ξ∈Fp
[ξ]p−ν( 1 0[ξ] 1 ) •I(n)Z,Qp ηp−1
+ (−1)ν
(
p−ν
p−2ν
)
( 0 −11 0 ) •I(n)Z,Qp ην +B + O(πp),
where B is a Zp[G]-linear combination of {1 •I(n)Z,Fp ηi | 0 6 i < ν}. In particular,
B = O
(
π1−νp a
)
due to lemma 16. As in subsections 5.1 and 5.2, we can conclude
that the above linear combination cξ is “nice” if we show that λA = O(p) for
λ =
((
ν
0
)
, . . . ,
(
ν
ν−1
))
and
A =
(
(−1)p−ν+i
(
p−ν+i
ν−j
))
06i<ν,16j<ν
.
To clarify, in all applications of lemma 18 in subsections 5.1 and 5.2 we show the
stronger statement λA = (0, . . . , 0), but the definition of “nice” linear combinations
only requires that the right side be in O(p). As
∑ν
i=0(−1)
p−ν+i
(
ν
i
)(
p−ν+i
ν−j
)
is the
coefficient of Y ν−j in∑
i,j(−1)
p−ν+i
(
ν
i
)(
p−ν+i
ν−j
)
Y ν−j = (−1− Y )p−ν(−Y )ν ,
which is zero for all j ∈ {1, . . . , ν − 1}, it follows that
λA =
(
(−1)p−1
(
p
ν−1
)
, . . . , (−1)p−1
(
p
1
))
= O(p).
ON THE REDUCTIONS OF CRYSTABELLINE REPRESENTATIONS 39
Thus cξ is indeed “nice” and therefore∑
ξ∈Fp
∑ν−1
i=0
(
ν
i
)
cξ(p− ν + i, i)(
1 0
[ξ] 1 ) •I(n)Z,Qp η ≡I O
(
πνpa
−1
)
.
The error term on the right side is obtained in the proof of lemma 18. So we can
conclude that∑
ξ∈Fp
[ξ]p−ν( 1 0[ξ] 1 ) •I(n)Z,Qp ηp−1 + (−1)
ν
(
p−ν
p−2ν
)
( 0 −11 0 ) •I(n)Z,Qp ην
≡I O
(
πνpa
−1
)
∪O
(
π1−νp a
)
.
Since (−1)ν
(
p−ν
p−2ν
)
=
(
2ν−1
ν
)
+ O(p) this implies the sixth congruence. Thus(
1 + a
2
CνCν−1
(
2ν−1
ν
))∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp ην ≡I O
(
πνpa
−1
)
∪ O
(
π1−νp a
)
.
The disks Dν are defined precisely so that a ∈ Dν if and only if
1 + a
2
CνCν−1
(
2ν−1
ν
)
∈ O
(
πνpa
−1
)
∪O
(
π1−νp a
)
.
This is because if the above equation holds true then the left side has positive
valuation and therefore vT(a) = ν −
1
2 . So if a 6∈ Dν then we can conclude that
T (1 •KZ,Fp X
p−2) is in In,a and therefore that
Θk,a,ε ∼= ind
G
KZ quot(ν)/T.
Suppose on the other hand that a ∈ Dν , so that
1 + a
2
CνCν−1
(
2ν−1
ν
)
= − aCν−1β
for some β ∈ Zp. In this case, as in subsection 5.4, we need a more accurate version
of the error term. This consists of two parts, i.e. we can write(
1 + a
2
CνCν−1
(
2ν−1
ν
))∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp ην ≡I ERR1 + ERR2 + O(πp).
These come from the second and sixth congruence, respectively. The first error term
ERR1 arises from changing the lift −[µ]− [ξ] ∈ Zp of −µ− ξ ∈ Fp to −[µ+ ξ] ∈ Zp
when applying lemma 17. Thus it is
ERR1 =
a
Cν
∑
ξ 6=0,µ∈Fp
[ξ]ν( [µ]+[ξ] −1
1 0
)
(
( 1 0[µ]+[ξ]−[µ+ξ] 1 )− 1
)
( 1/[ξ] 10 [ξ] ) •I(n)Z,Qp η
≡I
a
Cν
∑
ξ 6=0,µ∈Fp
[ξ]ν
(
ζδµ,ξ/[ξ] − 1
)
( [µ]+[ξ] −1
1 0
)( 1/[ξ] 10 [ξ] ) •I(n)Z,Qp η + O(πp)
≡I −
νa
Cν−1
∑
ξ 6=0,µ∈Fp
[ξ]ν (δµ,ξ/[ξ]) (
[µ]+[ξ] −1
1 0
)( 1/[ξ] 10 [ξ] ) •I(n)Z,Qp η + O(πp)
≡I −
νa
Cν−1
∑
ξ 6=0,µ∈Fp
[ξ]ν−1δµ,ξ(
1 [µ]
0 1
)( 1 01/[ξ] 1 ) •I(n)Z,Qp η + O(πp)
≡I −
νa
Cν−1
∑
ϑ6=0,µ∈Fp
[ϑ]p−νδµ,1/ϑ(
1 [µ]
0 1
)( 1 0[ϑ] 1 ) •I(n)Z,Qp η + O(πp).
where δµ,ξ/[ξ] = ([µ/ξ + 1]− [µ/ξ]− 1)/p = −
∑p−1
j=1
1
j [−µ/ξ]
j + O(p). The proof
of the first congruence copies nearly verbatim from subsection 5.4. For the second
congruence we use the equation Cν =
1−ζ
ν Cν−1, and for the third one we use the
equation
( [µ]+[ξ] −1
1 0
)( 1/[ξ] 10 [ξ] ) = (
1 [µ]
0 1
)( 1 01/[ξ] 1 ).
The fourth congruence is a change of the variable ξ to ϑ = 1/ξ. Let us consider the
linear combination
c∗ξ =
∑ν−1
i=1
1
i
(
ν−1
i
)
cξ(p− i, ν − i).
We claim that
c∗ξ = (
0 −1
1 0 )
∑
µ∈Fp
(∑ν−1
j=1
(−1)j+1
j [µ]
j [ξ]p−ν−1+j
)
( 1 [µ]
0 1
) + c′,
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where all terms involving [ξ]t that appear in c′ are either in O(p) or such that
0 6 t 6 p− 1− ν. After we write the corresponding matrix as outlined in subsec-
tions 5.1 and 5.2, we see that this is equivalent to the claim that((
ν−1
1
)
, . . . , 1ν−1
(
ν−1
ν−1
))(
(−1)p−i+1
(
p−i
ν−j
))
16i,j6ν−1
=
(
(−1)ν
ν−1 , . . . , 1
)
+ O(p),
which follows from∑ν−1
i=1
(−1)p−i+1
i
(
ν−1
i
)(
p−i
ν−j
)
=
∑ν−1
i=1
(−1)i
i
(
ν−1
i
)(
−i
ν−j
)
+ O(p)
= 1ν−j
∑ν−1
i=1
(
ν−1
i
)(
−i−1
ν−j−1
)
(−1)i + O(p)
= (−1)
ν−j+1
ν−j +
1
ν−j
∑ν−1
i=0
(
ν−1
i
)(
−i−1
ν−j−1
)
(−1)i + O(p)
= (−1)
ν−j+1
ν−j + O(p)
for all j ∈ {1, . . . , ν − 1}. The fourth equality follows from the fact that the coeffi-
cient of Y ν−j−1 in∑
j
∑ν−1
i=0
(
ν−1
i
)(
−i−1
ν−j−1
)
(−1)iY ν−j−1 = (1 + Y )−νY ν−1,
is zero for all j ∈ {1, . . . , ν − 1}. In particular, for ϑ 6= 0 we have
( 0 −11 0 )
∑
µ∈Fp
[ϑ]p−νδµ,1/ϑ(
1 [µ]
0 1
)
= ( 0 −11 0 )
∑
µ∈Fp
(∑p−1
j=1
(−1)j+1
j [µ]
j [ϑ]p−ν−1+j
)
( 1 [µ]
0 1
)
= (−1)
ν+1
ν (
0 −1
1 0 )
∑
µ∈Fp
[µ]ν( 1 [µ]
0 1
) + c∗ϑ + c
′′,
where all terms involving [ϑ]t that appear in c′′ are either in O(p) or such that
0 6 t 6 p− 1− ν. Here the first term in the last line corresponds to the “j = ν”
part of the sum and the term c∗ϑ corresponds to the “j ∈ {1, . . . , ν − 1}” part of the
sum (plus terms that get absorbed into c′′). Moreover, the “j ∈ {ν + 1, . . . , p− 1}”
part of the sum gets absorbed into c′′. Due to lemma 17∑
ξ∈Fp
c∗ξ(
1 0
[ξ] 1 ) •I(n)Z,Qp η
≡I
∑ν−1
i=1
(−1)p−i+1
i
(
ν−1
i
)(
p−i
ν
)
( 0 −11 0 ) •I(n)Z,Qp ην +B + O(πp)
≡I
(−1)ν+1+1
ν (
0 −1
1 0 ) •I(n)Z,Qp ην +B + O(πp),
where B is a Zp[G]-linear combination of {1 •I(n)Z,Fp ηi | 0 6 i < ν}. In particular,
B = O
(
π1−νp a
)
due to lemma 16. The second congruence follows from the fact that∑ν−1
i=1
(−1)p−i+1
i
(
ν−1
i
)(
p−i
ν
)
− (−1)
ν+1
ν
is equal to the coefficient of Y ν−1 in 1ν (1 + Y )
−νY ν−1 (which is 1ν ). By putting the
pieces together we get that∑
ϑ6=0,µ∈Fp
[ϑ]p−νδµ,1/ϑ(
1 [µ]
0 1
)( 1 0[ϑ] 1 ) •I(n)Z,Qp η
≡I
(−1)ν+1
ν
∑
ϑ6=0,µ∈Fp
[µ]ν( 1 [µ]
0 1
)( 1 0[ϑ] 1 ) •I(n)Z,Qp η
− ( 0 −11 0 )
∑
ϑ6=0 c
∗
ϑ(
1 0
[ϑ] 1 ) •I(n)Z,Qp η + O
(
πνpa
−1
)
≡I
(−1)ν+1
ν
∑
ϑ,µ∈Fp
[µ]ν( 1 [µ]
0 1
)( 1 0[ϑ] 1 ) •I(n)Z,Qp η
+ (−1)
ν
ν •I(n)Z,Qp ην
− ( 0 −11 0 )
∑
ϑ6=0 c
∗
ϑ(
1 0
[ϑ] 1 ) •I(n)Z,Qp η + O
(
πνpa
−1
)
.
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Finally, since
∑
ϑ∈Fp
( 1 0[ϑ] 1 ) •I(n)Z,Qp η = O
(
πp−1p a
−1
)
by lemma 16, we can use this
to simplify ERR1 as
ERR1 ≡I −
νa
Cν−1
∑
ϑ6=0,µ∈Fp
[ϑ]p−νδµ,1/ϑ(
1 [µ]
0 1
)( 1 0[ϑ] 1 ) •I(n)Z,Qp η + O(πp)
≡I −
νa((−1)ν+(−1)ν+1+1)
νCν−1
•I(n)Z,Qp ην + O(πp).
Thus Cν−1a ERR1 reduces modulo m to a representative of 1 •KZ,Fp X
p−2. Recall
that ERR2 arises from the sixth congruence in the equation displayed at the begin-
ning of this subsection. There we apply lemma 17 and we get that∑
ξ∈Fp
∑ν−1
i=0
(
ν
i
)
cξ(p− ν + i, i)(
1 0
[ξ] 1 ) •I(n)Z,Qp η
≡I
∑
ξ∈Fp
[ξ]p−ν( 1 0[ξ] 1 ) •I(n)Z,Qp ηp−1
+ (−1)ν
(
p−ν
p−2ν
)
( 0 −11 0 ) •I(n)Z,Qp ην +B + O(πp),
where B is a Zp[G]-linear combination of {1 •I(n)Z,Fp ηi | 0 6 i < ν} and therefore
B = O
(
π1−νp a
)
by lemma 16. If
coeffz,p−1−ν(cξ(p− ν + i, i)) 6= 0
then z ≡ 0 mod p− 1 and therefore either z = 0 or (z, i) = (p− 1, ν − 1). The ex-
plicit formula for coeffz,t implies that∑ν−1
i=0
(
ν
i
)
cξ(p− ν + i, i) + c
′′′ + O(p)
= (−1)p−ν+1
(∑ν−1
i=0
(
ν
i
)
(−1)i +
(
ν
ν−1
)
(−1)ν−1[µ]p−1
)
[ξ]p−1−ν( 0 −11 [µ] )
= −
(
1 + ν[µ]p−1
)
[ξ]p−1−ν( 0 −11 [µ] ),
where all terms involving [ξ]t that appear in c′′′ are either in O(p) or such that
0 6 t < p− 1− ν. Therefore∑
ξ∈Fp
∑ν−1
i=0
(
ν
i
)
cξ(p− ν + i, i)(
1 0
[ξ] 1 ) •I(n)Z,Qp η
≡I −
∑
ξ∈Fp
(
1 + ν[µ]p−1
)
[ξ]p−1−ν( 0 −11 [µ] )(
1 0
[ξ] 1 ) •I(n)Z,Qp η + O
(
πν+1p a
−1
)
≡I −
Cν
a
(
1 + ν[µ]p−1
)
( 0 −1p [µ] ) •I(n)Z,Qp ην + O(πp).
The second congruence follows from lemma 16 with α = ν. Moreover,
B ≡I
(
ν
ν−1
)∑
ξ∈Fp
[ξ]p−1( 1 0[ξ] 1 ) •I(n)Z,Qp ην−1 + O
(
πν+1p a
−1
)
≡I
νa
Cν−1
∑
ξ,λ∈Fp
[ξ]p−1[λ]p−ν ( 1 0[ξ]+p[λ] p ) •I(n)Z,Qp η + O
(
πν+1p a
−1
)
.
≡I
νa
Cν−1
(
2ν−1
ν
)∑
ξ∈Fp
[ξ]p−1( 1 0[ξ] p )(
0 −1
1 0 ) •I(n)Z,Qp ην + O(πp)
= − νCνa
∑
ξ∈Fp
[ξ]p−1( 1 0[ξ] p )(
0 −1
1 0 ) •I(n)Z,Qp ην + O(πp).
The second congruence follows from lemma 16 with α = ν. The third congruence
follows from (∗∗) and the facts that η = η0 − ηp−1 and 1 •I(n)Z,Qp η0 = O(a). The
last line follows from
a2
CνCν−1
(
2ν−1
ν
)
= −1 + O
(
π
1/2
p
)
.
By putting the pieces together we get that
ERR2 = −
a
Cν−1
∑
λ,µ∈Fp
( p [λ]
0 1
)( p [µ]
0 1
) •I(n)Z,Qp ην + O(πp),
so Cν−1a ERR2 reduces modulo m to a representative of T
2(1 •KZ,Fp X
p−2). Finally,
Cν−1
a
(
1 + a
2
CνCν−1
(
2ν−1
ν
))∑
µ∈Fp
( p [µ]
0 1
) •I(n)Z,Qp ην
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reduces modulo m to a representative of βT (1 •KZ,Fp X
p−2). Consequently we can
conclude that
(T 2 − βT + 1)(1 •KZ,Fp X
p−2) ∈ In,a,
and since
β +m = (−1)ν
Γ(2ν)a2−(εp(1+p)−1)
2ν−1
Γ(ν)Γ(2ν)ν/(2ν−1)a(4ν−1)/(2ν−1)
+m
we can complete the proof of theorem 5 as outlined in subsection 5.4.
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