The artificial bee colony (ABC) algorithm is a swarm-based metaheuristic optimization technique, developed by inspiring foraging and dance behaviors of honey bee colonies. ABC consists of four phases named as initialization, employed bee, onlooker bee and scout bee. The employed bees try to improve their solution in employed bees phase. If an employed bee cannot improve self-solution in a certain time, it becomes a scout bee. This alteration is done in the scout bee phase. The onlooker bee phase is placed where information sharing is done. Although a candidate solution improved by onlookers is chosen among the employed bee population according to fitness values of the employed bees, neighbor of candidate solution is randomly selected. In this paper, we propose a selection mechanism for neighborhood of the candidate solutions in the onlooker bee phase. The proposed selection mechanism was based on information shared by the employed bees. Average fitness value obtained by the employed bees is calculated and those better than the average fitness value are written to memory board. Therefore, the onlooker bees select a neighbor from the memory board. In this paper, the proposed ABC-based method called as iABC were applied to both five numerical benchmark functions and an estimation of energy demand problem. Obtained results for the problems show that iABC is better than the basic ABC in terms of solution quality.
Introduction
In recent years, many swarm intelligence-based optimization methods such as ant colony optimization (ACO), particle swarm optimization (PSO) and artificial bee colony algorithm (ABC) have been investigated by researchers. ACO simulates behaviors of real ants between nest and food sources [1] , PSO simulates social behaviors of bird flocking or fish schooling [2] and ABC is developed by Karaboga, inspiring by intelligent behaviors of foraging and dance of honey bee colonies [3] . The performance and accuracy of ABC were examined on the numeric problems with multi-dimensional and compared with the PSO, differential evolution (DE), evolutionary algorithm (EA) and genetic algorithm (GA) [4] [5] [6] .
Since invention of ABC 2005, studies on ABC in the literature have increased significantly. The ABC was used for designing of digital IRR filters by Karaboga [7] , Singh used it for leaf-constrained minimum spanning tree problem [8] , Rao et al. proposed ABC for optimization of distribution network configuration for loss reduction [9] . The ABC was implemented to solve quadratic minimum spanning tree problem by Sundar and Singh [10] . A modified ABC for real parameter optimization was proposed by Akay and Karaboga [11] . Karaboga and Akay modified ABC for solving constrained optimization problems by using Deb's rules [12] . Pan et al. developed a discrete model of ABC for lot-streaming flow shop scheduling problem [13] . The ABC was also used for solving reliability redundancy allocation problems [14] , neural networks training [15] , software test suite optimization [16] . In addition, Gbest-guided ABC for numerical function optimization was proposed by Zhu and Kwong [17] and Alatas proposed a chaotic artificial bee colony algorithm for avoiding to get stuck on local solutions [18] .
According to above applications and modifications of ABC, the algorithm is highly successful for optimization problems. But when ABC algorithm analyzed, it is seen that neighbor selection is done completely at random. In brief, information moved to hive by employed bees is not used for neighbor selection by onlooker bees. In this paper, a selection mechanism which grows up information sharing was proposed for onlooker bees.
The rest of paper is organized as follows; ABC algorithm is explained in Section 2, improved ABC (iABC) is presented in Section 3, five numerical benchmark functions, energy estimation problem and experimental results are given in Section 4. Results and discussions are presented in Section 5 and finally, Section 6 presents conclusion and future works.
Artificial Bee Colony (ABC) Optimization Algorithm
ABC is a population based optimization algorithm and tries to achieve global minimum or maximum iteratively. The termination conditions for ABC should be maximum cycle number or acceptable error value. The population in ABC hive consists of three kinds of bees; employed bees, onlooker bees and scout bee. The employed bees and onlooker bees exploit nectar sources found around the hive and the scout bee explores the solution space. In ABC algorithm, number of nectar sources around the hive equals to number of employed bees. Additionally, number of employed bees equals to number of onlooker bees. In a cycle, number of scout bee in ABC algorithm can be one.
The ABC algorithm have four phases sequentially realized; initialization, employed bee, onlooker bee and scout bee phases.
Initialization
ABC algorithm begins to work by randomly producing solutions. The initial solutions are produced for employed bees by using Equation (1) .
where, , i j x is jth dimension of ith employed bee, min j x and max j x is lower and upper bounds of jth parameters, respectively, λ is a random number in range of [0, 1] , N is the number of employed bee and D is the dimensionality of the optimization problem. In addition, the abandonment counter (AC) of each employed bee is reset in this phase.
Employed Bee Phase
First, in this phase, new candidate solutions are produced for each employed bees. First, the solution of employed bee is copied to new candidate solution ( i i v x = ). Then, only one parameter of solution is updated by using Equation (2) . , ,
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where, , is jth dimension of kth employed bee, φ is a random number in range of [−1,+1] , N is the number of employed bee and D is the dimensionality of the optimization problem. Also, the neighbor of candidate solution (k) and di-mension of the problem (j) are randomly selected among the employed bee population and between dimensionality of the problem.
After the new candidate solutions were produced and calculated the objective function values specific for the problem, fitness values of candidate solutions and solutions of employed bees are calculated as follows:
where, i fit is the fitness value of ith employed bee, i f is the objective function value of ith the employed bee. If the fitness value of candidate solution is better than fitness value of employed bee, the employed bee is replaced with candidate solution ( i i v x = ) and the abandonment counter of the employed bee is reset, otherwise abandonment counter is increased by 1 (
Onlooker Bees Phase
In ABC algorithm, each onlooker bee chooses an employed bee in order to improve its solution. This selection is done according to fitness values of employed bees by roulette wheel given in Equation (4).
where, p i is probability of being selected ith employed bee. The onlooker bees try to improve solution of the selected employed bee by using Equation (2) . If the fitness value of the new solution found by the onlooker bee is better than fitness value of the solution of the employed bee, the onlooker bee is changed with the employed bee and the abandonment counter of the employed bee is reset, otherwise the abandonment counter is increased by 1 (
Briefly, onlooker and employed bees uses same equation for exploitation food sources.
Although onlooker bees watch the dance of employed bees in dance area of the hive, neighborhood selection is fully random (x i Equation (2)).
Scout Bee Phase
The abandonment counters of all employed bees are tested with a number which is decided by designer (limit). The employed bee, which cannot improve self-solution until the abandonment counter reaches to the limit, becomes scout bee. Hereafter, a solution is produced for the scout bee by using Equation (1) and the abandonment counter is reset. The scout bee, which a solution was produced for itself, becomes the employed bee. Therefore, scout bees in ABC algorithm prevent stagnation of employed bee population.
After the above explanations, flowchart of ABC algorithm is given Figure 1. 
Proposed Selection Mechanism for the Onlooker Bees
The employed bees of ABC algorithm exploit nectar sources and move position information about the nectar sources to the hive and share the position information with onlooker bees by dancing in the dance area of the hive. The onlooker bees choose solutions of employed bees by roulette wheel selection based on fitness values of employed bees and try to improve the solutions. Although onlooker bees watch the dance, neighbor selection of onlooker bees is fully random (x k in Equation (2)). Briefly, the onlooker bees have not considered information shared for own neighbor selection. We proposed a board to be used neighborhood selection by inspiring bee colony optimization model [19] . After employed bee phase, average fitness values obtained from employed bees is calculated as follows: Avg , are written to the board. Duration on the board of solutions is calculated by Equation (6) .
where, K is a positive constant number, i fit is fitness value of ith employed bees and D i is waiting time on the board of the solution and waiting time of the solutions is proportional to fitness values of employed bees. As a result, neighbors for onlooker bees (x k in Equation (2)) are no longer selected from the board.
Experiments
In order to test performance and accuracy of ABC and iABC, two different experiments were designed. In first experiment, performance and accuracy of the iABC were examined on well-known five benchmark functions taken from [5, 6, 17] and compared with the basic ABC. The accuracy of the proposed algorithm was also tested on the energy demand estimation problem. For all experiments, the population size is 50, limit which controls scout bee occurrence is set 500 for ABC and iABC.
Experiment 1
In order to minimize the benchmark functions given in Table 1 , iABC and the basic ABC algorithm were applied. "Dim" and "Range" columns in the table are dimensionality of functions and upper and lower bounds of the dimensions, respectively. In these ranges, the global minimum values of all benchmark functions are 0. The maximum cycle number used for termination of the algorithms is 5000 and the algorithms were repeated 30 times with random seeds for each function and reported the mean results and standard deviations.
K constant number used for adjusting waiting time of solutions on the board in iABC, was searched in range of [2 0 , 2 10 ] and obtained results were given in Table 2 . f in order to obtain best quality results. The best results obtained by iABC and given in Table 2 were compared with the basic ABC in Table 3 .
As it is seen from the Table 3 , proposed iABC algorithm is superior than the basic ABC algorithm because the onlooker bees of iABC consider the position information shared by the employed bees and this have increased the exploitation ability of the iABC.
Experiment 2
Proposed algorithm is tested on energy estimation problem in this experiment. In order to solve an energy estimation problem, we consider the energy consumption and indicators which affects the energy consumption of Turkey. The energy consumption and related data between 1979 and 2005 was taken from Turkish Statistical Institute [20] and The Ministry of Energy and Natural Resources [21] .
iABCE estimation application was developed based on linear model given in Equation (7) by using four indicators (Gross Domestic Products-GDP, Population, Import and Export). These indicators are commonly used in the literature [22] [23] [24] [25] and believed that energy demand of a country is mostly affected by them. Table 4 shows four indicators and energy demand of Turkey between 1979 and 2005.
It is clear that there is a linear relationship between four indicators and energy demand ( Table 4) . For example, while GDP, population, import and export of Turkey increased 3.4; 0.63; 22 and 31.5 times respectively, E w X w X w X w X w = ⋅ + ⋅ + ⋅ + ⋅ +
iABCE estimation model tries to optimize coefficients ( i w ) of design parameters ( i X , 1 X is GDP, 2 X is population, 3 X is import and 4 X is export). In energy demand estimation, we aim to find the fittest model to the data. The objective function of the model is given as follows:
observed E and predicted E are the actual and predicted energy demand, respectively and k is the observations. For finding optimum set of wand setting E linear equation, the basic ABC and iABC were applied. Population size of the methods is set as 50, maximum cycle number which used for termination condition is set as 2000 and the limit is 500. K constant number for iABC is chosen as 2 10 . In order to increase exploitation ability of the algorithms, all the solutions' parameters were updated in the onlooker bee phase at the each iteration.
The where, X 1 is GDP, X 2 is population, X 3 is import, X 4 is export and f(v) is sum of the squared errors.
In addition, the accuracy of the models was validated by using coefficients mentioned above on the 1996-2005 data. Table 5 shows relative errors between estimated and observed data. According to Table 5 , iABC have lower relative error rates than the basic ABC algorithm and sum of absolute errors of iABC and the basic ABC are 10.59 and 17.8, respectively.
Future projections of energy demand are drawn under the different scenarios belongs to future. These scenarios were not given in this paper because Kıran et al. (2012) discussed the energy demand estimation of Turkey in detail.
Results and Discussion
Experimental results show that, more effective usage of the information in the hive improves the quality of the solutions. While onlooker bees focus on the information that was shared by employed bees, randomization should be kept in balance. If all bees concentrate on only one employed bee or global best, the population has showed stagnation behavior and get stuck a local minimum. In order to increase exploitation ability of the basic ABC algorithm, the neighbor selection based on memory board method was added to basic ABC and the more quality solution was herewith obtained. The waiting time, which solutions will stay on the memory board, is fairly important for iABC algorithm and should be tuned considering the characteristics of optimization problems. 
Conclusion and Future Works
This paper presents an improved artificial bee colony (iABC) algorithm. iABC is based on neighbor selection mechanism for onlooker bees. As employed bees share position information with onlooker bees. The selection is only used in onlooker bee phase. It is mentioned that the control parameter of iABC (K constant) should be adjusted depending on the structure of optimization problem. Therefore, the method proposed produced results better than ABC. In addition, future works include implementation of iABC for different continuous optimization problems.
