In ground-penetrating radar (GPR) applications, a salient map is useful for data analysis and building a consensus for data interpretation. In this paper, we present a novel method to map the salient region of a hyperbola using an asymmetry measurement and seam carving. First, on the basis of the magnitude and phase information of the Zernike moment and pixel asymmetry, we construct a new hyperbola descriptor to represent the region feature. Second, in order to make the hyperbolic region stand out, we improve the calculation of seam carving to extract the saliency map with the hyperbolic region. Compared with typical methods, our method provides significant and meaningful hyperbolic information, balancing the low-and high-level contrast of the branch of a hyperbola.
Introduction
Ground-penetrating radar (GPR) is an effective nondestructive tool based on electromagnetic reflection information for investigating the shallow subsurface. GPR imaging is an indirect representation of subsurface media obtained through reflection, coherence, and superposition of radio waves. The propagation of electromagnetic wave in the underground is very complicated, and the interference of various noises and clutter is very serious, which makes the echo data accompanied with a variety of clutter and coherent noise. There are many aspects of the influence from the different types of signals to the GPR imaging, including the direct coupling wave, the surface reflection wave, the medium reflection wave, and the target reflection wave and noise wave. In the process of imaging, in order to reflect more reflected wave properties, the wideband is usually recorded, so there are not only various effective properties, but also a variety of complex interference waves, which increase the difficulty of professional identification.
In the application of GPR, a hyperbola has been widely used as the reflection character of an electromagnetic wave pulse to detect the distribution of the underground medium. Whether from the perspective of research or application, it has important research value to extract hyperbolas quickly and effectively from the complex background of GPR image. Several strategies have been proposed in the literature to aid in the extraction of the hyperbolic curve. State-of-the-art technologies include pattern recognition models [1] [2] [3] , a modified Hough transform [5, 6] , and other distinctive algorithms for complex environments [4, 7, 8] .
Hyperbolas are the main reflection of many objects in the recorded GPR data. It plays a key role in locating objects such as pipelines, mines, or other buried objects. To extract the precise location and characteristics of the objects, all hyperbolas must be analyzed and located and identified in the GPR image. Because of the heterogeneity of the underground medium and the interference due to clutter and noise, GPR hyperbolic arcs usually present hybrid, overlapped, and obscured characters. A general solution to this problem is to attribute it to pattern recognition in grayscale images. Different image analysis methods and learning algorithms are combined to increase the identification accuracy of the hyperbolas, but the data processing and the localization of the hyperbolas is very time-consuming. In this case, precise identification of the hyperbola is a complex task due to the high uncertainty in feature extraction and the time-consuming fitting or matching of the structure shape. A saliency analysis is a valuable tool in image processing and has been used for the scene analysis of natural scene images [11] . Salient for the human visual system refers to the capability to detect visually distinctive objects with perceived stimuli in the scene. The advantage of this capability is to filter out information that we are not interested in the scene, so that the entire visual system can focus on the rich high-level information, thereby reducing the energy consumption and the waste of computing resources. For computer vision, significant detection means designing related algorithms and helps locate the regions that efficiently represent a special meaning and calculate their corresponding significant feature for subsequent processing. Itti et al.'s model [9] is a representative saliency model that utilizes low-level features such as the intensity, color, and local orientation and combines separate features at different scales/channels/orientations into a single saliency map with the aid of center-surround difference operations. In further studies, Harel et al. [10] proposed a bottom-up visual saliency model, graph-based visual saliency (GBVS), which uses Markov chains to form activation maps on certain feature channels. Furthermore, deep models have been widely used for saliency detection [16] [17] [18] . Wang et al. [19] adopted a two-level training mode. The low level of the model is used to determine the saliency value of each pixel, and a corresponding deep neural network (DNN-L) is designed to learn local patch features. In this stage, the local saliency map together with geometric information is constructed. In the global search stage, the role of the high-level model is to build the global saliency map. Another model-related deep neural network (DNN-G) is used to predict the saliency value of each salient region using a variety of global contrast features such as geometric information and global contrast features. The saliency score of each object region based on the global features are utilized to compute the final saliency map. Compared with the pixel-based saliency detection method, the performance of the above type of method is better because the region-based feature extraction method can extract more complex and more distinguishing features. However, their effectiveness and efficiency depend on the number of divided regions and the method of segmentation. For different images, there are large differences in the size and number of salient objects. When dividing them into a fixed number of regions, it is difficult to accurately detect all the images.
The advantage of a saliency map is that it can make an association between low-level features, e.g., the intensity, orientation, and high-level significant information of interest. Thus, it can be used to identify certain regions that contain hyperbolic arcs in GPR images and then improve the efficiency and reliability of the extraction of hyperbolas. With the filtering ability of saliency extraction, the detection of a hyperbola can remove unnecessary detail and the interference due to noise and scatter and quickly locate the region containing hyperbolas. On the other hand, on the basis of saliency estimation with a unified formulation, the regions believed to contain low-contrast hyperbolas could stand out.
Hyperbola description method
Zernike moments are the mapping of an image onto a set of complex Zernike polynomials. Since Zernike polynomials are orthogonal to each other, Zernike moments can map images to a set of complex Zernike polynomials defined over the interior of the unit disc in the polar coordinate space. The Zernike moment is the most commonly used transformation in image shape feature extraction and description. The shape feature extracted and described by the Zernike moments is not sensitive to the noises, and the values of the Zernike moments are hardly redundant. Further, their magnitude is independent of the curvature of the hyperbola. The whole shape of the object can be represented by the lower-order Zernike moments, and the details can be described by higher-order Zernike moments. Therefore, a set values of Zernike moments can represent the structure characteristics from coarse to fine. The Zernike moments of order n with repetition m of an image f(x, y) are generally defined over a unit circle as
where m and n are nonnegative integers with n ≥ m, θ is the azimuthal angle, and ρ is the radial distance. The complex polynomial V nm (ρ, θ)is the Zernike basis and defined in polar coordinates as
where R nm is a radial polynomial expressed by the following formula:
The Zernike moment can be viewed as the filtering transform with respect to {V nm (ρ, θ)}. Here, we use the Zernike moment to design a local region descriptor and enhance the contrast of a salient region with the curve features. For the neighborhood G of the discrete form of pixel p in an image, the discrete form of Eq. (1) is given as follows [12] :
where g p (c, r) is the neighborhood function of the pixel p, λ N is a normalization factor, and N is the size of the local region G. Note that c and r denote the column and row number of G:
From the above equations, it can be seen that this transformation combines the local function g p (c, r) with a set of magnitude and phase parameters (ρ_rc, θ_rc) to achieve the description of a local feature. Moreover, on the basis of the nonlinear combinations of the moment υ nm , a high-dimensional feature transform space can be derived to represent the hyperbolic characters.
To further refine the regions containing hyperbolas, we rely on the phase component to optimize the Zernike moment. The phase information can provide an accurate estimate for controlling the rate between the hyperbolic and background regions. We define a binary level and phase-based function δ p to determine whether or not the pixel p belongs to the hyperbolic region as follows:
where α i is the selected phase associated with the shape and characters of the hyperbola. Let δ p be a conditional factor embedded in the Zernike moment. Then, the transformed version I z nm of image f is given by
Therefore, we can globally capture the hyperbolic region without taking into account the scale inconsistency of the magnitude of the moment. In fact, before the feature transformation mentioned above, image preprocessing, such as image filting, intensive specification and thresholding, is essential.
Saliency transformation
Despite successful description, there remains an issue of significant characters for each hyperbola not being intuitively perceived owing to a predominant appearance of low contrast with the hyperbola disturbed by background. Hyperbolic discrimination is very expensive in general; thus, the focus is more heavily weighted to salient regions obtained with saliency transformation. To make the saliency region stand out, we modified the asymmetry model to calculate the hyperbolic characters from the uniform background. Alsam et al. [13] proposed a saliency model that uses asymmetry as a measure of significance. To calculate saliency, the input image decomposes into square blocks, and at the same time, the definition of the D4 group of elements for each block is given. As a result, the asymmetry measure for each block can be obtained by calculating the D4 element result and its absolute value. In the asymmetry model, the input image is decomposed into a square block, and each block matrix M can be partitioned into eight entries. The asymmetry H of M is expressed as follows:
where σ i is one of the eight group elements. The asymmetry H(M) for each block is used as a measure of saliency. Following the same strategy, we propose a new criterion for measuring the asymmetry value associated with each group element of M.
Given two subsets A and B of the diagonal elements of M, A⋃A ¼ M and B⋃B ¼ M. In Fig. 1 , these subsets are indicated with different colors. To compute the asymmetry for the matrix M, we first need to define the degree of similarity between these two sets as follows:
where p, q are pixels and d is the absolute difference between two elements of the matrix sets. In our work, the saliency for a hyperbola is determined as the local asymmetry of the matrix M with respect to its diagonal elements. Then, we define the asymmetry function for matrix M as follows:
A B 
Unlike the previous calculation of the asymmetry in (8) that obtains a distinct feature by calculating the absolute value between the group and no-group elements, we believe that the definition in (10) is a relative measure, which means that the saliency depends on the intensity of the pixel/set and the dynamic contrast among different sets.
The advantage of using asymmetry instead of pixel feature is the possibility to capture both the local and the global salient details and maximize the information across different blocks. Furthermore, they can make all maps combined linearly to get a single saliency map. In addition to that, they can calculate the absolute differences for each block independently in vertical or horizontal direction to build up a linear independent basis of usable features for the analysis of salient mapping.
Background reduction
Seam carving (SC) [14, 15] is a content-aware image resizing method for both reduction and expansion. It extracts the special regions of the image by distinguishing the difference of pixel feature. SC is an adaptive image processing method that can be used to scale images to different sizes while the important objects in the image remain basically unchanged. In addition, it can also be used as a content analysis method to locate an object in an image. Because SC changes the objects in the original image as little as possible, it also has obvious application significance in the region detection. The core idea of SC algorithm lies in the definition of the energy function for pixels and the resolution of the pixel features. Its operation is divided into two aspects. First, the pixels with low-energy values in the image are removed, and the second is that the special pixels are inserted in the image to keep the information related with the important region. The properties of the pixel are defined by the energy function, and energy values are often proportional to the importance of pixels. The definition of the energy function is to ensure that the pixels in the reserved region are not allowed to be removed, and the pixels in the non-important area should be removed preferentially. We employ asymmetry H as the feature representing pixels in the B-scan image to calculate the energy function. The energy function e(x,y) of the pixel in the image is defined as follows
A seam is an 8-connected path that contains as many pixels with lower energy as possible. It crosses the image vertically (called vertical seam) or horizontally (called the horizontal seam). By removing the seam with the lowest energy in both coordinate directions, the background regions represented by the seams in the current image can be reduced. When removing a seam, the discriminant algorithm must follow the following guidelines: Remove as many low-energy pixels as possible, and keep as many high-energy pixels as possible. In contrast, when inserting a seam, the discriminant algorithm must make the decision whether to use an optimum or a compromise manner. In fact, the computing process of the seams is very time-consuming. In order to increase the processing speed, we have adopted a simplified calculation method. Given an energy function e(H), we define the cost of a seam as follows:
To get the optimal seam s, we can minimize this seam cost:
Based on the above formula, we give an algorithm for the seam cost transformation from energy matrix H to the cost matrix corresponding to the seam in Algorithm 1.
The minimum value in the last row of the cost matrix TM is the cost of the optimal seam. In order to improve computing efficiency, we adopt a simplified calculation algorithm.
We can obtain the single seam in an optimal way by Algorithm 2, and then, after being repeated multiple times along vertical and horizontal coordinates, it is possible to obtain the background region made up to the seams. Owing to the small proportion of hyperbolas in the gray space of an entire GPR image, its gray components are often distributed in a narrow range and are covered by larger gray components in the background area during statistical analysis, making it difficult to reflect the features of hyperbolas through a directly extracted histogram. Sample images are standardized using the histogram specification method to improve the distribution centralization of gray components, narrow dynamic range, vague features, and other problems and to limit feature vectors to the specified scale space in the sample set for better comparison and classification of features.
To analyze the effects of the orders of the Zernike moment on the performance of I z nm , we used 14 different order pairs {n, m} = {(3, 1), (3, 3) , …, (9, 9)} and their means as an evaluation index. Three groups of test images were analyzed, and the self-comparison of their feature descriptions with the order (7, 1) is shown in Fig. 2 . Figure 3 shows the evaluation results, from which we see that all of the peak means in the test images satisfy the condition n − m = 4k, k ∈ N.
To evaluate the performance of our proposed method, we compare our algorithm with previous algorithms using a test image. Two typical models, Itti et al.'s [9] and GBVS [10] , are selected to provide a baseline for the evaluation. The test image is a real image and contains a more complex form of hyperbolas; some of them are indistinct and overlapped, whereas some are weakly contrasted and asymmetric with considerable confusion between the foreground and the background. Figure 4 shows the test image and the associated saliency maps obtained by different saliency algorithms. From Fig. 4 , we observe that our method can globally capture regions including most of the expected hyperbolas. Moreover, our method can make the low-and high-contrast hyperbolas stand out from the background. Specifically, misleading intersections are separated between different Fig. 2 Visual examples of feature descriptions using the Zernike moment. a Test images, b images with n = 7 and m = 1, and c the transformed versions peaks of the hyperbolas, and the salient regions with accurate boundaries stand out. In Fig. 4 (Itti) , (GBVS), it is observed that Itti et al.'s method and the GBVS method cannot provide accurate information to localize the hyperbolic regions. Moreover, they heavily depend on the regional intensity, whereas our algorithm provides almost consistent results.
To verify the effectiveness and feasibility of the background reduction algorithm in practical applications, we adopt a real large image containing both high-gain and low-gain hyperbolas with a resolution of 400 × 1200(see Fig. 5a ). Figure 5b shows the result of the seam cost transformation. In the background reduction process, a seam set with the vertical index was performed in Fig. 5c . Note that the number of the seam is flexible and the value we assign is 600 in Fig. When reducing the background by SC algorithm, only the smallest energy pixels in each row or column are removed. As a result, the seams with minimal cumulative energy are selected out. Using the H matrix as the basic energy function, the energy values of the salient region are higher than those of the background region, and it can be ensured that when the minimum energy value is determined, the seam cannot pass through these high-energy regions. In Fig. 5 , we can see that the seam mainly passes through low-energy background regions while the high-energy salient region remains as it is.
Conclusions
In this paper, we present a salient map method. By improving the Zernike moments of a GPR image, we construct a feature transform model for the expression of the hyperbola, which provides descriptive information regarding the magnitude and phase attributes associated with the hyperbolas for a salient map. Further, the salient map method is based on an asymmetry measurement and background reduction, which is efficient and robust for 
