Abstract. In this note we discuss the quantum mechanical three-body problem with pairwise zerorange interactions in dimension three. We review the state of the art concerning the construction of the corresponding Hamiltonian as a self-adjoint operator in the bosonic and in the fermionic case. Exploiting a quadratic form method, we also prove self-adjointness and boundedness from below in the case of three identical bosons when the Hilbert space is suitably restricted, i.e., excluding the "s-wave" subspace.
Introduction
The quantum mechanical three-body problem with pairwise zero-range interactions is a subject of considerable interest both for physical applications and for its peculiar mathematical structure. The model has been introduced around the middle of the last century to describe nuclear interactions at low energy. More recently, interesting applications have been developed also in the physics of cold atoms, particularly in connection with the study of the Efimov effect. This is essentially due to the experimental possibility to realize, via the so-called Feshbach resonance, situations where the interaction is well described by a zero-range force, in particular in the unitary limit. Roughly speaking, unitary limit means that the two-body interaction is characterized by a zero-energy resonance or, equivalently, by an infinite value of the scattering length. The correct definition of the Hamiltonian, the conditions for the occurrence of the Efimov effect and the analysis of the stability problem, i.e., the existence of a finite lower bound for the Hamiltonian, have been widely studied both in the physical [2, 3, 4, 5, 8, 12, 20, 21] and in the mathematical [6, 7, 9, 10, 11, 14, 16, 17, 18] literature. Here we shall review the state of the art concthe construction of the Hamiltonian as a self-adjoint operator. Exploiting a quadratic form method, we also prove lower boundedness of the Hamiltonian in the case of three identical bosons when the Hilbert space is suitably restricted, i.e., excluding the "s-wave" subspace. The formal Hamiltonian describing three quantum particles in R d , d = 1, 2, 3, interacting via a zero-range, two-body interaction can be written as
where x i ∈ R d , i = 1, 2, 3, is the coordinate of the i-th particle, m i is the corresponding mass, ∆ x i is the Laplacian relative to x i , and ν ij ∈ R is the strength of the interaction between particles i and j. To simplify the notation we set = 1. In order to give a rigorous meaning to (1.1) as a self-adjoint operator in L 2 (R 3d ), the first step is to give a mathematical definition, i.e., to establish the conditions that such Hamiltonian must satisfy. We first notice that, in any reasonable definition, the interaction term of the Hamiltonian must be non trivial only on the hyperplanes ∪ i<j {x i = x j }, where the coordinates of two particles coincide. As a starting point, it is therefore natural to consider the operatorḢ 0 defined as the free Hamiltonian restricted to a domain of smooth functions vanishing in the neighbourhood of each hyperplane {x i = x j }. Such operator is symmetric but not self-adjoint and one (trivial) self-adjoint extension is obviously the free Hamiltonian. Then we define a Hamiltonian for a system of three quantum particles in R d with a two-body, zero-range interaction as a non trivial self-adjoint extension ofḢ 0 . As a consequence of the definition, any such Hamiltonian acts as the free Hamiltonian outside the hyperplanes ∪ i<j {x i = x j } and it is characterized by a specific boundary condition satisfied by the wave function at each hyperplane {x i = x j }. The second and more important step is the explicit construction of the self-adjoint extensions. The two most frequently used techniques are Krein's theory of self-adjoint extensions and approximation by regularized Hamiltonians, in the sense of the limit of the resolvent or of the quadratic form. In dimension one the problem is relatively simple due to the fact that the interaction term is a small perturbation of the free Hamiltonian in the sense of quadratic forms. In dimension two a natural class of Hamiltonians with local zero-range interactions was constructed in [9] and it was also shown that such Hamiltonians are all bounded from below. In dimension three the analysis is more delicate and in the rest of the paper we shall discuss the problem in some detail. In order to explain the difficulty, we first consider the simpler two-body case where, in the center of mass reference frame, one is reduced to study a one-body problem in the relative coordinate x with a fixed δ-interaction placed at the origin. In this case (see, e.g., [1] ) the entire class of self-adjoint extensions describing Hamiltonians with point interaction can be explicitly constructed. One can show that the domain
for |x| → 0, where q ∈ C and α ∈ R is a parameter proportional to the inverse of the scattering length. The relation r = αq in (1.2) should be understood as the generalized boundary condition satisfied at the origin by all the elements of the domain. Moreover, by definition h α satisfies
where µ denotes the reduced mass of the two-body problem. In the three-particle case the characterization of all possible self-adjoint extensions ofḢ 0 is more involved. In order to circumvent the difficulty, a natural strategy is to construct a class of extensions based on the analogy with the two-body case. More precisely, one considers an extension ofḢ 0 , called Skornyakov-Ter-Martirosyan (STM) operator H α , which, roughly speaking, is a symmetric operator acting on functions ψ ∈ L 2 (R 9 ) ∩ H 2 (R 9 \ ∪ i<j {x i = x j }) satisfying the following condition for |x i − x j | → 0:
where
is a suitable function defined on the hyperplane {x i = x j } and {α ij } is a collection of real parameters labelling the extension. Notice that in the above limiting procedure for |x i − x j | → 0 we keep fixed the center of mass of the particles i, j and the position of the remaining particle. Furthermore, one has
where H f is the free Hamiltonian. Noticeably, the boundary condition (1.4) defining the STM extension ofḢ 0 is a natural generalization to the three-body case of the condition (1.2) that characterizes the two-body case. Unfortunately, unlike (1.2), (1.4) does not necessarily define a self-adjoint operator. Indeed, for a system of three identical bosons it was shown in [10] that the STM operator is not self-adjoint and all its self-adjoint extensions are unbounded from below owing to the presence of an infinite sequence of energy levels E k going to −∞ for k → ∞. In [15] this result was generalized to the case of three distinguishable particles with different masses. This kind of instability is known in the literature as the Thomas effect. It should be stressed that the Thomas effect is strongly related to the well-known Efimov effect (see, e.g., [2] ) even if, to our knowledge, a rigorous mathematical investigation of this connection is still lacking.
Here we describe an approach to the stability problem based on the theory of quadratic forms. In particular, in section 2 we explicitly construct the quadratic form naturally associated to the STM operator in the general case of three particles with different masses.
In sections 3 and 4 we consider two particular cases where the Hilbert space of states is suitably restricted, e.g., introducing symmetry constraints on the wave function. In such cases the quadratic form is shown to be closed and bounded from below, thus defining a self-adjoint and bounded from below Hamiltonian of the system. In the first case we consider a system of three identical bosons and we show that instability occurs only in the "s-wave" subspace. More precisely, we restrict the Hilbert space to the wave functions which are not invariant under rotation of the coordinates of each particle and we prove that the quadratic form is closed and bounded from below on such subspace. In the second case we discuss the antisymmetry constraint. In fact, a wave function that is antisymmetric under exchange of coordinates of two particles necessarily vanishes at the coincidence points of such two particles, thus making their mutual zero-range interaction ineffective. Therefore, it is reasonable to expect that in a system of two identical fermions plus a different particle the interaction term in the Hamiltonian is less singular, thus making the system stable. Indeed, it has been shown that this is in fact the case for suitable values of the mass ratio (see, e.g., [6, 7, 17, 18] ).
The energy form
We start illustrating the construction of the quadratic form in the simple case of the one-body Hamiltonian h α , formally introduced in section 1. The idea is to represent the generic element of
where w is a smooth function, q ∈ C and
The singular part qg in the decomposition (2.7) can be thought as the electrostatic potential produced by the point charge q placed at the origin. According to decomposition (2.7), the boundary condition (1.2) can be rewritten as
Taking into account (1.3) and (2.7), the expectation value of h α can be represented as
Integrating by parts, taking the limit ε → 0 and using (2.9), we arrive at the following quadratic form
which is defined on the natural domain
It is a simple exercise to show that the form (2.11), (2.12) is closed and bounded from below. Therefore it defines a self-adjoint and bounded from below operator which obviously coincides with h α . One can also notice that, defining
the following equivalent representation of the form domain holds
In the three-particle case we follow the same idea. We first introduce the notation X = (x 1 , x 2 , x 3 ), P = (p 1 , p 2 , p 3 ) for positions and momenta of the particles, M = m 1 + m 2 + m 3 for the total mass,
for the reduced masses andf for the Fourier transform of f . We set x = |x| for x ∈ R 3 . Then we introduce the "potential" produced by the "charges" Q = {Q ij } distributed on the hyperplanes {x i = x j }. With an abuse of notation, we set
where k = i, j, H f (P) denotes the free Hamiltonian in the momentum variables and with ≺ we refer to the order 1 ≺ 2, 2 ≺ 3, 3 ≺ 1. Following the line of proposition 6.3 in [11] , one shows that GQ solves in the distributional sense the equation
where r ij is defined in (1.5). In particular this implies
Moreover GQ has the following behaviour when
Proceeding in analogy with the one-body case we decompose the generic element ψ in D(H α ) as
where u is a smooth function. Then the boundary condition (1.4), using (2.19), can be rewritten as u(X)
Using the decomposition (2.21), we obtain the explicit expression of the quadratic form E α associated to the operator H α . We set
Then taking into account (1.6), (2.17) and the boundary condition (2.22) we have
where in the last equality we have used the definition of ΓQ given in (2.20) . For later use, it is convenient to rewrite in a different form the last two integrals in the above formula. Let us introduce the change of variables
we have
Noticing that Q ij = ζ ij , we obtain the following equivalent expression for E α
We define the form domain as follows (see remark (2.1) at the end of this section)
In particular
where with k ij , k kj we denote the conjugate variables to x i − x j and x k − x j respectively. We remark that the dependence on the variable p (the total momentum) in the last two integrals in (2.28) is essentially irrelevant. This fact can be seen introducing a different decomposition for the elements of D(E α ). More precisely, we define Gζ = i≺j Gζ ij , where
and we set
By a direct computation we find
From (2.34) it is clear that the dependence on the variable p is only parametric and therefore irrelevant. In particular, for factorized wave function Ψ = f · ψ, where f is a function of the center of mass coordinate and ψ is a function of the relative coordinates, we obtain
This means that, choosing the center of mass reference frame, one can reduce the analysis to the quadratic form F α . We underline that the above construction procedure has the only aim to arrive at the definitions (2.28), (2.29) or, if one chooses the center of mass reference frame, (2.37), (2.38). Such definitions are our starting point for the rigorous construction of the Hamiltonian of the three particle system under suitable symmetry constraints.
Remark 2.1. We note that in (2.29) the choice of the charges ζ ij ∈ H 1/2 (R 6 ) (or in (2.37) the choice ξ ij ∈ H 1/2 (R 3 )) guarantees that all terms in the square brackets of (2.28) (or (2.38)) are finite. However, it is not a priori clear for which class of charges the sum of the last two terms in the square brackets is finite. Therefore our choice has some degree of arbitrariness and in fact, in some relevant cases, a larger class of charges must be considered ( [7] ).
Three bosons for non zero angular momentum
For a system of three identical bosons of unitary masses, considered in the center of mass reference frame, the Hilbert space of states is L 2 s (R 6 ), i.e., the space of square-integrable functions symmetric under the exchange of particle coordinates. In the Fourier space, we fix a pair of coordinates k 1 ,k 2 defined in (2.24) (with p = 0), e.g., k 1 = p 1 , k 2 = p 3 and then p 2 = −k 1 − k 2 , so that the symmetry condition readsψ(
Moreover the symmetry condition implies that α ij = α for all i ≺ j and, from (1.4), that Q 12 = Q 23 = Q 31 and hence ξ 12 = ξ 23 = ξ 31 = ξ. Then we have the following expression for the potential
With an abuse of notation we define the quadratic form associated to the STM operator in the bosonic case as
where the form Φ α acting on the charge ξ ∈ D(
and the diagonal part and the off-diagonal part are defined respectively by
It easy to see that if one can find an f 0 such that Φ diag (f 0 ) + Φ off (f 0 ) < 0 then, by a scaling argument, one shows that the form (3.41) is unbounded from below. As a matter of fact, such f 0 can be explicitly constructed and it is rotationally invariant (for the proof one can follows the line of [11] , section 4). This fact is not surprising since it is known that the STM operator is not self-adjoint and all its self-adjoint extensions are unbounded from below, showing the occurrence of the Thomas effect ( [10] ). Following [15] , we define H 0 = {ψ ∈ L 2 s (R 6 ) |ψ =ψ(|k 1 |, |k 2 |)}, which is an invariant subspace for the STM operator, and we consider its orthogonal complement H We start with some preliminaries, following the line of [6] . Given f ∈ L 2 (R 3 ), we consider the expansion
where Y n l is the the spherical harmonic of order l, n. Using the above expansion one can obtain the following decompositions for Φ off and Φ diag (see [6] , Lemma 3.1)
with F diag and F off l acting as
where P l denotes the Legendre polynomial of order l. Proceeding as in Lemma 3.2 of [6] , one proves that
for l odd (3.48)
we have (for details see [6] , Lemma 3.3)
where and F diag is reduced to the study of S l (k). We first notice that S l (k) as a function of l (and for any fixed k) is decreasing for l even and increasing for l odd (see Lemma 3.5 in [6] ). For the estimate, we distinguish the cases of even and odd l. 
Furthermore, for l odd and any k ∈ R
Proof. Let us consider the case l = 0 and even. The positivity of S l (k) follows from (3.49) and (3.52). Since S l (k) is decreasing in l, we have S l (k) ≤ S 2 (k), where S 2 (k) is an even function. An explicit integration gives
Let us estimate the difference S 2 (0) − S 2 (k) for any positive k. We have
Since s(t) = 12 sin 2 t − 1 is negative if t < t 0 and positive otherwise we can write
where a = 
we can rewrite (3.61) as
Let us show that g(k) ≥ 0. We have
The term in square bracket in (3.64) is positive, then g ′ (k) ≥ 0 which, together with g(0) =
b. Inserting the explicit expression for b, we obtain the estimate (3.54). In the case l = 0 the estimate (3.55) is straightforward. Let us consider the case l odd. From (3.48) and (3.52) it follows S l (k) ≤ 0. Noticing that S l (k) is an even function and it is increasing in l, we have S l (k) ≥ S 1 (k). Since S 1 (0) = π < 0, lim k→∞ S 1 (k) = 0 and S ′ 1 (k) = 0 for k > 0 we obtain the thesis. The following estimate, which is the main tool in the proof of theorem 3.1, is a direct consequence of the above lemma.
Proof. Using (3.47), (3.48), (3.52), (3.54), (3.51), (3.46), we have
and analogously one also proves the estimate
Proof of Theorem 3.1. We first consider the simpler case α > 0. From the definition (3.41) and proposition 3.3 we obtain the positivity of F α
Let us prove the closure of
, the positivity of h f and the lower bound for Φ α it follows
, for any ε > 0 we have
From (3.74) and (3.75) in particular we obtain
and also F α (ψ n − ψ) → 0. This concludes the proof in the case α > 0.
In order to study the case α ≤ 0 it is convenient to consider the following decomposition for the generic ψ in the domain of
where λ > 0 and
) and w λ is in H 1 (R 6 ). Moreover the quadratic form can be rewritten as
Proceeding as in the case λ = 0 ( [6] ), one has
Therefore the quadratic form is bounded from below
The proof that F α is closed follows exactly the same line of the proof of theorem 2.1 in [6] and it is omitted for the sake of brevity.
We conclude observing that theorem 3.1 implies the existence of a self-adjoint operator H 
System of fermions
In a system of identical fermions the wave function, due to the antisymmetry under exchange of coordinates, vanishes at the coincident points of any pair of particles and therefore the zero-range interaction is ineffective. On the other hand, in physical applications it is relevant the case of a mixture of N identical fermions of one species and M identical fermions of another species. Here the dynamics is non trivial since each fermion of one species feels the zero-range interaction with all the fermions of the other species. In particular, numerical simulations seem to suggest ( [13] ) that the system is stable at least for mass ratio equal to one but, in this generality, no rigorous result is available (see [11] for a formulation of the problem in terms of quadratic forms). A significant aspect of the fermionic problem is that the stability of the system depends on the value of the mass ratio. Furthermore, following the strategy outlined in section 2, we consider the STM operator for this fermionic case and construct the associated quadratic form, still denoted by F α . In [6] it is proved the following result. The above theorem provides an optimal result in the case N = 2, i.e., stability for m > m * (2) and instability for m < m * (2), where m * (2) ≃ 0.0735, in agreement with previous heuristic results in the physical literature ( [2] ) and also with other mathematical results ( [19] , [18] ). On the other hand, in the case N > 2 we get only a partial result since no information is given for m ∈ (m * (2), m * (N)) and, in order to fill this gap, a more careful analysis of the role of the antisymmetry is required (for other results in this direction we refer to [3] , [17] ). The special case N = 2 in the unitary limit, i.e., for α = 0, exhibits a further interesting behavior that we want to discuss in the rest of this section. In the center of mass reference frame we choose relative coordinates y 1 = x 1 − x 0 , y 2 = x 2 − x 0 , where x 1 , x 2 are the coordinates of the fermions and x 0 denotes the coordinate of the other particle. Let L 2 a (R 6 ) be the Hilbert space of states, i.e., the space of square integrable functions anisymmetric under the exchange of coordinates. Moreover we have ξ 12 = 0 and the antisymmetry condition implies ξ 20 = −ξ 10 := −ξ. Then the potential in the Fourier space takes the form
and the quadratic form associated to the STM operator is
From theorem 4.1 we know that the form is closed and bounded from below for m > m * and unbounded from below for m < m * (here we have used the shorthand notation m * = m * (2)). We also notice the main differences with respect to the form in the bosonic case, i.e., the dependence on m and, more important, the sign + in front of the integral in (4.90). This implies that for the estimate of Φ off (f ) one has to study the terms for l odd, and in particular the case l = 1, in the expansion in spherical harmonics of f . As a matter of fact, for suitable values of the mass m the above quadratic form can be modified by enlarging the class of admissible charges and the new quadratic form turns out to be closed and bounded from below. Therefore it defines a Hamiltonian, different from H α , describing an additional three-body interaction besides the standard two-body zero-range interaction (see [7] for details). In order to explain the above assertion, we proceed formally. Let us definê
but this fact is not relevant since for α = 0 the condition Φ 0 (ξ) < ∞ does not require square-integrability of ξ. The crucial point is that both Φ diag (ξ is closed and bounded from below. Then it uniquely defines a self-adjoint and bounded from below Hamiltonian H 0,β , D(H 0,β ).
We conclude with some comments. i) At heuristic level, the Hamiltonian H 0,β has been introduced and studied in the physical literature (see, e.g., [20] ). From the mathematical point of view, an analogous result has been found in [18] using an appoach based on the theory of self-adjoint extensions. Nevertheless, in [18] the analysis is done for α = 0, which requires charges in L 2 . Therefore the parameter s in (4.91) is chosen in the interval (0, 1/2) and for this reason the new Hamiltonian is constructed only for a smaller range of mass, i.e., for m ∈ (m * , m * * M inlos ), with m * * M inlos = m(s)| s=1/2 < m * * .
ii) The quadratic form F 0,β constructed in theorem 4.2 generalizes the previous one F 0 in the sense that lim β→∞ F 0,β = F 0 . iii) A final, and more important, comment concerns the boundary condition satisfied by an element of D(H 0,β ). Denoting R = y 2) ), such boundary condition describes an interaction supported in y 1 = y 2 = 0, i.e., when the positions of all the three particles coincide. Therefore the new Hamiltonian H 0,β describes the twobody (resonant) zero-range interactions plus an effective three-body point interactions.
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