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1  ÚVOD 
Vzhledem k velké konkurenci v ocelářství je důležité stále zdokonalovat výrobu 
pro vysokou kvalitu výsledného produktu. Vysoké kvality lze docílit jen s vhodným 
chlazením povrchů odlévaného materiálu, válců v chladících sekcích a válcovacích 
stolic. Pro nalezení optimálního řešení bylo v Laboratoři přenosu tepla a proudění 
vyvinuto několik experimentálních zařízení, které umožňují testovat chlazení válců, 
chlazení provalků, odkujování a sekundární chlazení oceli pro kontinuální lití. 
Během těchto chlazení je důležité rovnoměrně chladit povrch provalku 
pro homogenní metalurgickou strukturu materiálu [1], zvolit typ trysky a vhodnou 
intenzitu chlazení pro delší životnost válcovacích stolic [2] a pro odkujování.  
Volba správného typu trysky a průtoků stejně jako umístění trysek ovlivňuje 
rychlost zchlazení povrchu a rovnoměrnost chlazení. Důležité je tak najít optimální 
konfiguraci chlazení, která závisí na mnoha parametrech. Najde se podle teplot 
materiálu (povrchových a podpovrchových) během chlazení a podle součinitele 
přestupu tepla. Tyto parametry je možné získat z měření a následnou inverzní 
úlohou vedení tepla využívající naměřené hodnoty jako vstupní data [3]. 
Pro inverzní úlohu je nutné znát počáteční stav, teploty v materiálu, pozici bodů, 
ze kterých jsou dané teploty, a materiálové vlastnosti testované oceli. V Laboratoři 
přenosu tepla a proudění byly pro tyto úlohy vyvinuty speciální programy. Některé 
typy úloh však vyžadují dlouhý výpočetní čas.  
Úkolem této práce je tak najít rychlejší metody výpočtu a to pomocí paralelizace 
úlohy a výpočtech na grafických kartách. Dále pak zpřesnit vypočtené okrajové 
podmínky. Výpočet na grafických kartách je zvolen pro rychlý vývoj těchto karet 
a rozvoj možností pro jejich využití. Šance pro zrychlení výpočtů je zde z důvodu 
jiné stavby čipu a stále se zvyšující rychlosti při výpočtech ve vyšší přesnosti. 
Dosud využívané teploty pro výpočet jsou získány z termočlánku umístěných 
pod povrchem desky. Tyto termočlánky však dávají jen velmi hrubou síť teplot. 
Proto se zvažuje využití řádkových infračervených skenerů, které dokáží snímat 
celou šířku testované desky zároveň. Mají však tu nevýhodu, že nemůžou měřit 
kontinuálně teplotu ve stanovené pozici na desce při jejím pohybu a navíc se nedají 
použít tam, kde je vodní pára nebo voda mezi snímaným povrchem a skenerem.  
Nalezení cesty pro dopočet okrajových podmínek během celého chlazení otevírá 
nové možností měření teplot tam, kde předtím byl problém s vedením drátů 
termočlánků. Proto se tato práce zabývá také měřením pomocí infračervených 
řádkových skenerů. 
 
2  SOUČASNÝ STAV PROBLEMATIKY 
2.1 INVERZNÍ ÚLOHA VEDENÍ TEPLA  
Potřeba této úlohy je dána častou nemožností změřit povrchovou teplotu. Je 
taková úloha vedení tepla, kde nejsou známé okrajové podmínky (tj. povrchová 
teplota, tepelný tok ani součinitel přestupu tepla), počáteční podmínka nebo 
materiálové vlastnosti, ale je známý časově závislý průběh teploty měřený v jednom 
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nebo více vnitřních bodech. Inverzní úlohou stačí spočítat jednu okrajovou 
podmínku a zbylé se dopočítají přímou metodou.   
Pro řešení inverzní úlohy se dá použít např. Beckův sekvenční přístup [4]. Podle 
něj se první spočítají teploty v tělese pomocí jednoho z přímých řešičů. K výpočtu 
přímé úlohy se odhaduje okrajová podmínka tak, aby se minimalizovala rovnice (1) 
užitím 𝑛𝑓 dopředných časových kroků 
 𝑆𝑆𝑆 = ∑ ∑ �𝑇𝑖∗,𝑓 − 𝑇𝑖𝑓�2𝑛𝑇∗𝑖=1𝑚+𝑛𝑓𝑓=𝑚+1 , (1) 
kde 𝑇𝑖
∗,𝑓 jsou změřené teploty, 𝑇𝑖𝑓 jsou teploty spočtené přímou metodou v pozicích 
odpovídajících pozicím změřených teplot. Hodnota 𝑛𝑇∗ udává celkový počet 
použitých senzorů pro měření teplot.  
Po nalezení vhodných vypočtených teplot dosažených minimalizací rovnice (1) je 
možné spočítat povrchový měrný tepelný tok 𝑞�𝑚v čase 𝑡𝑚: 











 jsou spočítané teploty, při jejichž výpočtu byly použity všechny 
předtím spočítané tepelné toky až na ?̇?𝑚. Každý teplotní senzor má svou citlivost ζ𝑖
𝑓 
v čase 𝑡𝑓 k impulsu tepelného toku v čase 𝑡𝑚. Tato citlivost fyzikálně udává nárůst 
teploty v pozici teplotním senzoru za jednotku tepelného toku na povrchu a je dána 
vztahem: 
 𝜁𝑖𝑚 = 𝜕𝑇𝑖𝑚𝜕?̇?𝑚. (3) 
Ve chvíli, kdy je známý tepelný tok pro čas 𝑡𝑚, spočítá se odpovídající povrchová 
teplota 𝑇𝑠𝑚 pomocí přímé metody. Na závěr se spočítá součinitel přestupu tepla: 
 𝛼𝑚 = 𝑞�𝑚
𝑇∞
𝑚−0,5∙�𝑇𝑠𝑚+𝑇𝑠𝑚−1�. (4) 
Tento přístup je pouze pro lineární problém. V případě nelineárního problému 
však může být daný přístup modifikován zahrnutím vnější iterační smyčky 
pro určení aktuální hodnoty tepelného toku, která probíhá až do doby, kdy se 
přestane měnit teplotní pole. Časový index 𝑚 je navýšen, když je spočtený 
součinitel přestupu tepla v aktuálním čase. Po navýšení časového indexu se celý 
výpočet opakuje. 
 
2.2 PARALELIZACE INVERZNÍ ÚLOHY 
Inverzní úloha vedení tepla v sobě obsahuje mnohonásobné použití přímé úlohy 
vedení tepla [5] a výpočet této úlohy je časově velmi náročný (jde o dny až týdny 
výpočtů). Výpočetní výkon jednoho jádra procesoru již nelze výrazně zvětšovat, 
takže výrobci procesorů zvyšují počet jader. Pro zkrácení doby výpočtu inverzní 
úlohy je tak vhodné algoritmus paralelizovat. Vzhledem k tomu, že výpočetní výkon 
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procesorů je stále mnohem menší než výpočetní výkon grafických karet, zaměřuji se 
v této práci na výpočty na grafických kartách. 
Podpora jazyků pro programování na grafických kartách, stejně jako nárůst 
v používání tohoto hardwaru pro paralelní výpočty v různých průmyslových 
odvětvích, způsobili dramatické zlepšení této techniky. V roce 2007 NVIDIA začala 
vyrábět grafické karty s novou architekturou GPU. Spolu s nimi vyvinula software 
CUDA (Compute Unified Device Architecture) umožňující paralelní programování 
na jejich grafických kartách s novou architekturou a zjednodušila programování 
na GPU oproti předchozím softwarům jako je HLSL nebo Cg jazyk. Popis toho, jak 
CUDA funguje a jak pomocí ní paralelně programovat, najdeme v [6], [7] a [8]. 
V prosinci 2009 vyrobilo AMD novou grafickou kartu RV870 série HD5000, 
která měla novou architekturu umožňující běh softwaru OpenCL (Open Computing 
Language). Ten byl původně vyvinut společností Apple a dále vyvíjen společností 
Khronos. OpenCL je univerzální jazyk pro programování na grafických kartách 
s čipy od AMD i od NVIDIA a navíc umožňuje programování pro jiné platformy 
než grafické. Nyní je již i podpora OpenCL v integrovaných grafických kartách 
od společnosti Intel. 
Architektura grafické karty s čipem od AMD je odlišná od architektury 
pro grafické karty s čipem od NVIDIA. GPU HD 7970 má vysoký potenciál 
pro rychlé výpočty, protože jeden GPU čip obsahuje přes 2000 procesorů s plovoucí 
řádovou čárkou ve 32 jednotkách, zatímco jeden GPU čip od NVIDIA má 
přes 1500 procesoru s plovoucí řádovou čárkou v osmi skupinách po 192 
procesorech. Srovná-li se výkon grafické karty HD 7970 pomocí počtu operací 
v plovoucí řádové čárce za sekundu (𝐹𝐹𝐹𝐹𝑆), pak tato grafická karta má 947 𝐺𝐹𝐹𝐹𝐹𝑆 ve dvojité přesnosti výpočetního výkonu a 3.79 𝑇𝐹𝐹𝐹𝐹𝑆 jednoduché 
přesnosti výpočetního výkonu při 0.925 𝐺𝐺𝐺. GTX 680 má 128 𝐺𝐹𝐹𝐹𝐹𝑆  
při dvojité přesnosti a přibližně 3.07 𝑇𝐹𝐹𝐹𝐹𝑆 v jednoduché přesnosti. Oproti tomu 
Intel Core I7 s šesti 64-bitovými CPU (Central Proccesing Unit) může dosáhnout 
při frekvenci 3.3 𝐺𝐺𝐺 pouze 158 𝐺𝐹𝐹𝐹𝐹𝑆 v jednouché přesnosti a polovinu z toho 
při dvojité přesnosti. Přitom jedno vlákno využívá jen jednu šestinu z daných 158 𝐺𝐹𝐹𝐹𝐹𝑆, což je necelých 27 𝐺𝐹𝐹𝐹𝐹𝑆. Při srovnání s 947 𝐺𝐹𝐹𝐹𝐹𝑆 grafické 
karty tak vychází zhruba 35krát nižší hodnota.  
Vývoj grafických karet jde rychle dál a výrobci se předhánějí v dostání na trh 
s grafické karty s vyšším počtem operací za sekundu. Nové grafické karty 
pro servery dosahují výkonu přes 5 𝑇𝐹𝐹𝐹𝐹𝑆 v jednoduché přesnosti a přes 2,5 𝑇𝐹𝐹𝐹𝐹𝑆 ve dvojité přesnosti (AMD FirePro S9150). Grafická karta od NVIDIA 
může dokonce dosáhnout výkonu až 8,74 𝑇𝐹𝐹𝐹𝐹𝑆 v jednoduché přesnosti. 
Architektura jazyka CUDA a OpenCL na NVIDIA kartách je popsána v [9]. 
 
3  ŘEŠENÍ PROBLÉMU 
Cílem této práce je zrychlení inverzní úlohy vedení tepla z důvodu vysoké časové 
náročnosti a využití dat z řádkových skenerů pro výpočet. Zkrácení času výpočtu 
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inverzní úlohy lze dosáhnout optimalizací a paralelizací přímé úlohy, přesněji řešení 
soustavy rovnic pro získání rozložení teploty v tělese během jedné iterace, přičemž 
se využije programovací jazyk OpenCL a spouštění výpočtů na grafické kartě. 
OpenCL bylo zvoleno z důvodu použitelnosti na grafických kartách od více výrobců 
a zároveň i na CPU oproti programu CUDA, který umožňuje programovat 
jen na grafických kartách NVIDIA. Dále jsou upřednostňovány výpočty na grafické 
kartě, protože její výpočetní výkon je mnohem vyšší než výpočetní výkon 
procesoru.  
Pro další řešení této práce je využito řádkového infračerveného skeneru 
pro získání povrchových teplot jako okrajové podmínky do výpočtu. Tyto hodnoty 
jsou změřeny během experimentů prováděných v laboratoři a využity v průmyslu. 
Do teď se v laboratoři využívaly termočlánky, které však nikdy neměří teplotu 
chlazeného povrchu, ale jsou umístěny pod povrchem, a je tak nutné povrchovou 
teplotu dopočítávat pomocí inverzní úlohy. S využitím termočlánků souvisí 
i navýšení nákladů na experiment (nákup termočlánků) a prodloužení přípravy 
experimentu, kdy bylo nutné připevnit termočlánky k testovacímu vzorku. 
U experimentů popisovaných v této práci se termočlánky přivařily k nechlazené 
straně plechu. To sebou nese i nutnost opatrného zacházení s testovacím vzorkem, 
aby se přivařené termočlánky neulomily.  
S využitím řádkových infračervených skenerů bylo možno přejít z plechů 
(o tloušťce kolem 1,5 𝑚𝑚) na testovací desky (tloušťky kolem 10 𝑚𝑚). Protože se 
tato deska nekroutí tolik, jako plech, a navíc je zde i po průjezdu chladící sekcí teplo 
postupující deskou ze středu na okraj, tak se tyto experimenty více blíží reálné 
situaci. Na druhou stranu však termočlánky umožňují měření po celou dobu 
experimentu, kdežto s řádkovým skenerem je možné měřit jen tam, kde není voda 
a vodní pára mezi skenerem a měřeným povrchem. Nedá se tak měřit přímo 
pod tryskou, ale až v určité vzdálenosti za ní a teploty pod tryskou je nutné 
dopočítat. 
 
3.1 PARALELIZOVANÝ VÝPOČET 2D VEDENÍ TEPLA 
Pro výpočet přímé úlohy vedení tepla byla zvolena metoda konečných diferencí, 
protože dává velmi dobré výsledky v uzlech kontrolních objemů pro rychlé změny 
okrajových podmínek [10]. Navíc v porovnání s ostatními metodami při uvažování 
teplotně závislých materiálových vlastností a latentního tepla nám metoda 
konečných diferencí dává jednodušší rovnice a možnost rozložit si úlohu na několik 
podúloh, které dávají tří-diagonální systém rovnic. Ty pak lze řešit paralelně a tím 
i efektivně a rychle. Metoda konečných diferencí je pak modifikována a testována 
na rychlost konvergence při zachování stejné chyby výpočtu.  
Přímá úloha byla zvolena jako nestacionární. Aby bylo možné úlohu 
paralelizovat, pak je potřeba vícerozměrný model. Zároveň aby nebyla úloha příliš 
výpočtově náročná, tak byl použit dvourozměrný model objektu v kartézské 
soustavě souřadnic. Uzly jsou umístěny do středu kontrolních objemů a krajní 
kontrolní objemy mají nulovou tloušťku. Pro každý kontrolní objem můžou být jiné 
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teplotně závislé materiálové vlastnosti, které však jsou konstantní přes daný 
kontrolní objem. Vzhledem k tabulkově zadaným hodnotám jde o po částech 
lineární funkce. 
Pro programování byl využit programovací jazyk C++. Paralelizovaná část 
programu je pak předělána na speciální funkci - „kernel“. Pomocí jazyka OpenCL se 
v programu C++ zjistí všechny zařízení použitelné pro výpočet a po zvolení jedné 
dvojice (výpočetní zařízení – výpočetní jednotka) se naváže spojení a přesunou se 
data do paměti dané výpočetní jednotky. Spustí se funkce „kernel“, která nám dá 
výsledné hodnoty. Ty se překopírují zpět do paměti hostitele, smažou se použité 
objekty a ukončí se spojení. Pak pokračuje opět hostitelský program. 
Celá dvojrozměrná přímá úloha vedení tepla se dá rozdělit na tři části, které se 
dají paralelizovat. Tyto části jsou výpočet materiálových vlastností, výpočet teplot 
a ověření podmínky započetí nového časového kroku. Paralelizace materiálových 
vlastností je ideální případ, protože jednotlivé buňky modelu jsou zde z pohledu 
výpočtu těchto vlastností nezávislé a je tak možné počítat všechny buňky současně. 
Příklad zadaných materiálů je na obr. 1. 
 
Obr. 1 Příklad geometrie tělesa použité pro výpočet. Rozměry jsou v mm. 
 
Předpokládá-li se pro výpočet obdélníkový objekt, který se rozdělí na buňky 
pomocí sítě s dělením rovnoběžným s hranami objektu, pak se dostane objekt dělený 
na řádky a sloupce. Přímá úloha vedení tepla je řešena přes 𝑁1 + 1 řádků a 𝑁2 + 1 
sloupců. Tyto řádky, resp. sloupce jsou počítány jako jednorozměrné úlohy 
s ovlivněním teploty ze čtyř stran (obr. 2).  
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Obr. 2 Značení počítané buňky v j-tém řádku a k-tém sloupci (vlevo) a dělení 
jednoho řádku (vpravo). 
 
Pro výpočet teplot modelu v jednotlivých iteracích si klasická metoda výpočtu 
vyžaduje modifikaci, aby mohla být paralelizována. Tato klasická metoda spočívá 
v tom, že jedna iterace je složena ze čtyř směrů (fází) výpočtu (viz obr. 3, a). V první 
fázi se počítají teploty v modelu po jednotlivých řádcích. Je-li buňka o souřadnicích 
𝑗 = 0,𝑘 = 0 vlevo nahoře, tak se postupuje v této fázi shora dolů a každý řádek 
při výpočtu teplot tvoří soustava rovnic. Přitom se při výpočtu těchto teplot v j-tém 
řádku použijí nově spočítané teploty v (𝑗 − 1) řádku a v (𝑗 + 1) řádku se použijí 
počáteční teploty při výpočtu první iterace prvního časového kroku nebo teploty 
z poslední fáze předchozí iterace. V druhé fázi se postupuje po jednotlivých 
sloupcích. Přitom pro výpočet v k-tém sloupci se použijí nově spočítané teploty 
z (𝑘 − 1) sloupce a v (𝑘 + 1) sloupci se použijí teploty z předchozí fáze této iterace. 
Obdobně to vypadá i v následujících fázích, jen se postupuje opačným směrem. 
Tedy ve třetí iteraci se berou řádky od zdola nahoru, takže (𝑗 + 1) řádek je nově 
spočítaný v této fázi iterace a (𝑗 − 1) se bere z předchozí fáze. Ve čtvrté fázi se 
berou sloupce zprava do leva, takže (𝑘 + 1) sloupec je nově spočítaný a (𝑘 − 1) je 
brán ze třetí fáze. 
Aby bylo možno tuto úlohu paralelizovat, je nutné zajistit výpočet všech řádků 
(resp. sloupců) současně, tj. brát všechny teploty z předchozí fáze iterace (obr. 3, b). 
Je tak nezbytné ověřit, že výpočet bude konvergovat k výsledku. 
 
Obr. 3 Modifikace klasické přímé metody – a) klasická metoda, b) vždy staré 
hodnoty. Nová, N udávají nově spočítané hodnoty v daném výpočtu, Stará, S udávají 
hodnoty spočítané v předchozím výpočtu.  
 
Modifikace výpočtu teplot modelu byla testována pro různé velikosti modelu. 





Tabulka 1: Srovnání počtu iterací v prvním časovém kroku. 
Velikost\metoda N – S  
(obr. 3, a) 
S – S  
(obr. 3, b) 
16 x 16 4 4 
64 x 64 48 82 
128 x 128 185 346 
256 x 256 738 1427 
512 x 512 2994 5893 
Ukázalo se, že pokud se bude počítat s teplotami z předešlé iterace v předešlém 
i nadcházejícím řádku, tak při každém časovém kroku bude mít tato metoda oproti 
klasické přibližně dvojnásobek iterací. V jednotlivých časových krocích se pak 
počet iterací snižuje. 
Posledním výpočtem, který zbývá převést na grafickou kartu, je ověření 
podmínky pro přechod do dalšího časového kroku. Pro každou buňku modelu se zde 
srovnají teploty z posledních tří iterací a následně se vybere maximální chyba. 
Výběr maximální hodnoty však paralelizaci této poslední části komplikuje. Řešení 
lze nalézt např. v [11]. Po nalezení maximální hodnoty 𝜉 se tato hodnota srovná se 
zvolenou přesností. Pokud je menší než tato zadaná přesnost, pak se z grafické karty 
vypíše do procesoru „1“ udávající potvrzení. V opačném případě se vypíše „0“. 
V případě vypsání nuly se počítá další iterace. Jestliže je však vypsána jednička, tak 
dojde ke zkopírování výsledných teplot do procesoru a začne se počítat nový časový 
krok.   
 
3.2 INVERZNÍ VÝPOČET 
Infračervené řádkové skenery byly použity při experimentech s vysokotlakými 
tryskami pro odkujování povrchu. Experimenty byly dvojího druhu. Jedny byly 
měřeny za použití plechu o tloušťce 1,5 𝑚𝑚, termočlánků a jednoho skeneru 
a při druhých byly použity oba skenery a deska o tloušťce 10 𝑚𝑚. Experimentální 
zařízení znázorňuje obr. 4. Základem je nosná konstrukce, která je otočně uchycena 
ke dvěma podpěrám. Na nosné konstrukci je umístěn pohyblivý vozík, který je 
pomocí lanka a kladek na obou koncích konstrukce tažen v požadovaném směru 
stanovenou rychlostí. O tento pohyb se stará motor s převodovkou umístěný 
na jednom konci zařízení a ovládaný přes počítač. Při experimentu se vytáhne 
nahřátá deska z pece, vloží se na pohyblivý vozík, který je na začátku experimentu 
na okraji nosné konstrukce u pece. Na tomto vozíku deska projede pod prvním 
skenerem a chladící sekcí a zastaví se pod druhým skenerem. Při použití plechu byl 
průběh obdobný, jen plech byl připevněn k vozíku a nahříval se na elektrickém 
topení umístěným pod nosnou konstrukcí. Tuto konstrukce tak bylo třeba na začátku 
experimentu otočit o 180°, aby se plech dostal nad konstrukci. 
Během měření s řádkovými skenery bylo otestováno několik vysokotlakých 
trysek s různě dlouhými stabilizéry a to buď v páru, nebo byla testována pouze jedna 
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tryska. V případě, že byly testovány v páru, tak pro malou vzdálenost mezi nimi 
vznikl překryv trysek, tj. plocha, na které se setkávají paprsky vody z obou trysek. 
 
Obr. 4 Experimentální zařízení pro testování vysokotlakých trysek. 
 
Měření se skenerem a termočlánky bylo prováděno pro zjištění správného 
nastavení skenerů a pro stanovení emisivity měřeného povrchu. Emisivita povrchu 
tak byla zjišťována pomocí hodnot spočtených inverzní úlohou vedení tepla z teplot 
naměřených termočlánky srovnávaných s hodnotami naměřenými skenerem. 
Zjištěná hodnota byla použita pro přepočet povrchových teplot z infračerveného 
skeneru.  
Naměřený záznam teplot bylo nutné zpracovat ve speciálním programu 
vytvořeném v Laboratoři přenosu tepla a proudění a získal se výstupní soubor 
s uloženými povrchovými teplotami v závislosti na poloze po šířce desky. Tyto data 
slouží jako vstupní informace pro jednorozměrnou úlohu vedení tepla.   
Výpočet je rozdělen na dvě části. V první části se dopočítá teplotní pole 
po tloušťce desky pod prvním skenerem (umístěným před tryskami) v zadané pozici 
na šířce desky. Při výpočtu se opakovaně počítá jednodimenzionální přímá úloha 
vedení tepla, ve které je známá počáteční teplota (jenž je homogenní v celé desce) 
a jako okrajová podmínka byl použit tepelný tok. Vzhledem k tomu, že čas, za který 
se testovací deska dostane z pece pod první infračervený řádkový skener, je známý 
jen přibližně a přesnou hodnotu je třeba zjistit, je nutné tuto úlohu řešit 
s optimalizací časového kroku. Po dosažení žádané přesnosti se obdrží teplotní pole 
testovaného vzorku ve chvíli, kdy projíždí pod skenerem. 
V druhé části je znovu použita jednodimenzionální úloha vedení tepla, ve které se 
pro počáteční teploty použije teplotní pole spočtené v předchozí části. Kromě tohoto 
teplotního pole jsou dány povrchové teploty změřené skenery. Protože jde 
o jednorozměrnou úlohu, tak se z vybraného řádku dat vezme jedna teplota 
ve zvolené pozici po šířce desky. Pro výpočet této přímé úlohy vedení tepla jsou 
nezbytné dvě okrajové podmínky. Na jedné straně desky je jen radiace a konvekce 
stejně jako v předchozí části. Okrajová podmínka na chlazené straně desky je však 
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neznámá. Tato část jednorozměrné inverzní úlohy vedení tepla tak spočívá 
ve spočítání součinitele přestupu tepla v celé délce mezi dvěma skenery pomocí 
optimalizace úlohy. Pro její hledání byla použita metoda bisekce [12], která byla 
lehce modifikována z důvodu složitějšího výpočtu výsledné hodnoty použité 
do ověřovací podmínky. Přestože tato metoda nepatří mezi rychlejší, tak byla 
použita z důvodu spolehlivosti. Na začátku úlohy se zvolí interval intenzity chlazení, 
ve kterém se bezpečně daná hodnota nachází. Počáteční intenzita chlazení je pak 
zvolena ve středu tohoto intervalu. Spočítaný součinitel přestupu tepla je použit 
v úloze vedení tepla. Výsledkem celé úlohy je spočítaná povrchová teplota po obou 
stranách desky a součinitel přestupu tepla na chlazené straně desky.  
Tam, kde je po chlazení v materiálu velký teplotní gradient, s postupem času 
dochází k vyrovnávání teplot a ztrácí se tak informace o tom, jakou plochu přesně 
tryska chladí a jak moc. Neostré a s přibýváním času stále se zvětšující přechody 
mezi více a méně chlazeným povrchem, popř. vůbec nechlazeným povrchem, jsou 
způsobeny vedením tepla do stran, které jednodimenzionální úloha nemůže 
podchytit. Pro dopočítání teplotního pole po šířce desky v době průjezdu 
pod tryskou tak byla použita dvoudimenzionální úloha vedení tepla. Její okrajové 
podmínky na neostřikovaném povrchu jsou dány konvekcí a radiací.  
Na začátku úlohy se spočítá teplotní pole pod prvním infračerveným skenerem. 
Pro zjednodušení výpočtu se pro dopočet času potřebného pro přemístění desky 
z pece pod skener použije jednorozměrná úloha popsaná výše. Tato úloha je 
aplikovaná na prostřední bod vzhledem k šířce desky. Podél desky je uvažována 
pozice, ve které se deska zastaví pod druhým infračerveným skenerem.  
Jakmile je známý čas dosažení prvního skeneru, spočítá se teplotní pole pod tímto 
infračerveným skenerem pomocí přímé dvoudimenzionální úlohy vedení tepla. 
Výpočet teplotního pole v okamžiku, kdy je deska pod druhým infračerveným 
skenerem, je rozdělen do několika fází. V první fázi se najdou počáteční intenzity 
chlazení v jednotlivých uzlech sítě po šířce desky. K tomu se pro výpočet teplotního 
pole a součinitele přestupu tepla použije jednorozměrná úloha využívající jedné 
teploty z každého záznamu dat ze skenerů v odpovídajícím místě po šířce desky. Je-
li v daném záznamu 𝑛 teplot po šířce desky, pak se tento výpočet opakuje 𝑛 - krát 
(síť má 𝑛 uzlů po šířce). 
Následující fáze řeší optimalizaci intenzit chlazení pomocí simplexové metody 
[12] a součtu čtverců odchylek teplot v jednotlivých uzlech. Jako startovní hodnoty 
pro simplexovou metodu se použijí intenzity z jednorozměrné úlohy pro předem 
zadaný počet bodů, který je menší nebo roven počtu uzlů po šířce desky. Ve chvíli, 
kdy jsou spočtené intenzity pro všechny uzly, se dopočítají odpovídající součinitele 
přestupu tepla a celé teplotní pole mezi dvěma řádkovými infračervenými skenery 
pomocí 2D přímé úlohy vedení tepla. Srovnání spočítané a naměřené povrchové 
teploty pod skenerem za chladící sekcí ukazuje obr. 5. 
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Obr. 5 Srovnání vypočtené a změřené teploty. 
Výsledkem této dvourozměrné inverzní úlohy vedení tepla jsou spočítané 
povrchové teploty z chlazené strany desky a protilehlé nechlazené strany, a dále 
rozložení součinitele přenosu tepla na chlazené straně desky. Obrázek 6 a obr. 7 
znázorňují průběhy povrchových teplot a součinitele přestupu tepla v závislosti 
na pozici, ve které se měřené místo na desce nacházelo v odpovídajícím čase 
(rychlost posuvu byla 0,5 𝑚/𝑠). Křivky jsou rozděleny do tří skupin. Odstíny 
červené 𝑇0 značí povrchové teploty na měřené straně desky, zelená odpovídá 
protilehlé straně (ze spodu) desky (křivky 𝑇𝑛) a modré křivky (𝐺𝑇𝐻) patří 
součiniteli přestupu tepla. Poslední číslo v názvu křivky u všech tří skupin značí 
pozici po šířce desky. První a poslední indexy (0 a 6, resp. 0 a 4 pro zelenou 
skupinu) značí kraje desky. Sousední pozice (1 a 5, resp. 1 a 3) jsou na hranici 
oblasti měřené řádkovým infračerveným skenerem (asi ±77 𝑚𝑚 od osy symetrie 
trysek, krajní body v obr. 5). Index 3, resp. 2, je umístěn do osy symetrie trysek 
(střední bod na obrázku 49). Indexy 2 a 4 u povrchové teploty 𝑇0 a součinitele 
přestupu tepla 𝐺𝑇𝐻 značí střední pozici mezi krajem měřené oblasti skenerem 
a osou symetrie trysek. 
 
Obr. 6 Závislost povrchové teploty a součinitele přestupu tepla na pozici 
pro vybrané polohy po šířce desky. 
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Obr. 7 Detail průběhu součinitele přestupu tepla. 
 
4  VÝSLEDKY 
4.1 VYHODNOCENÍ VÝSLEDKŮ PŘÍMÉ ÚLOHY 
Výsledkem přímé 2D úlohy vedení tepla je teplotní pole modelu po stanoveném 
čase. Všechny výsledky uvedené v této kapitole jsou spočteny pro model, jehož 
materiálové složení je znázorněno na obr. 1. Model je tedy nehomogenní a jsou 
brány teplotně závislé materiálové vlastnosti. Čas výpočtu je 1 𝑠. Ten je rozdělen 
do patnácti časových kroků. Na počátku je v celém modelu 1000 °𝐻. Okrajové 
podmínky jsou zvoleny na všech hranách stejné – podmínka třetího druhu zadaná 
teplotou okolí nastavenou na 20 °𝐻 a součinitelem přestupu tepla o velikosti 40 000 𝑊.𝑚−2𝐾−1.  
 
 
Obr. 8 Výsledné teplotní pole. 
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V rámci této dizertační práce byly výpočty testovány na dvou různých počítačích 
s různými výpočtovými zařízeními. Hlavní rozdíl mezi těmato počítači je v grafické 
kartě. První počítač má AMD Radeon HD 5850 (Cypress), druhý pak o dvě řady 
vyšší grafickou kartu AMD Radeon HD 7970(Tahiti). Rozdíly jsou ve dvojnásobné 
globální paměti, dvojnásobném počtu výpočetních jednotek a dále pak 
v propustnosti pamětí – 128 𝐺𝐺/𝑠 pro Cypress a 264 𝐺𝐺/𝑠 pro Tahiti. Šířka 
sběrnice vytváří taktéž velký rozdíl ve výpočtových časech. Pro Cypress je 256-
bitová a pro Tahiti 384-bitová. Dále se grafická karta Tahiti vyznačuje svými 3,8 𝑇𝐹𝐹𝐹𝐹𝑆 v jednoduché přesnosti, 974 𝐺𝐹𝐹𝐹𝐹𝑆 ve dvojnásobné přesnosti, 2 𝑇𝐺/𝑠 u L1 cache a 768 𝐾𝐺 L2 cache.  
Tabulka 2: Srovnání rychlostí výpočtů. Uvedené hodnoty jsou v [s]. 
Rozměr\ 
způsob 
1 2 3 4 5 6 7 
16 x 16 0,028 3,776 5,781 7,739 0,03 2,69 2,808 
64 x 64 2,741 5,453 13,22 10,998 2,24 4,775 5,658 
128 x 128 48,463 47,709 70,895 55,589 37,551 37,781 29,703 
256 x 256 846,741 1410,52 665,972 1113,35 629,898 691,774 364,918 
512 x 512 14975,1 26958,2 10803,6 16263,6 10826,9 16965.1 3562,16 
1024 x 1024 264717  361077    57641,8 
 
Tabulka 2 ukazuje srovnání výpočtů na různých zařízeních. Způsob 1 – 4 je 
počítán na PC s grafickou kartou HD 5850, způsob 5 – 7 na PC s HD 7970. Dále 1 
a 5 je počítáno klasickou metodou, ostatní paralelizovanou. Způsob 3 a 7 je počítán 
na GPU, ostatní na CPU.  
Pro malé rozměry vychází rychleji výpočty klasickou metodou. To je dáno tím, že 
přenos dat z procesoru na grafickou kartu zabere více času, než se ušetří paralelizací 
výpočtu. Výpočty na grafických kartách jsou tak vhodné zejména pro větší rozměry 
úloh. Jak však z tabulky vyplývá, tak již rozměr 128 𝑥 128 buněk je dostačující 
pro to, aby se výpočet paralelizací urychlil.  
U výpočtu pro 512 𝑥 512 buněk, lze vidět, že pro PC 1 trvá výpočet klasickou 
metodou 14 975,1 𝑠. Oproti tomu na grafické kartě potrvá výpočet 10 803,6 𝑠 tedy 
o 4 171,5 𝑠 méně, tj. 1,16 ℎ𝑜𝑜 méně. Ve srovnání s PC 2 odpovídá časově klasický 
výpočet zhruba výpočtu na grafické kartě na PC 1. Ovšem výpočet na grafické kartě 
na PC 2 ve srovnání s klasickou metodou na stejném počítači již není jen o zhruba 
třetinu nižší, ale je dokonce jen třetinový. Ve srovnání s klasickou metodou na PC 1 
se výpočet zkrátí ze 4 hodin pouze na 1 hodinu. A to je již velká úspora času.  
U větších rozměrů se však ukazují výpočty na CPU jako velmi nevýhodné, a to 
i přes velikost pracovní skupiny 1024 pracovních položek. To je proto, že mají jen 4 
výpočtové jednotky. Nelze však udělat závěr, že by byly výpočty na CPU 
nevýhodné. Jen vzhledem k rozdílům stavby CPU a GPU je třeba k těmto zařízením 
přistupovat odlišně. Výpočet optimalizovaný pro GPU je nevhodný pro CPU. Takže 
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pokud by se paralelizovaný algoritmus uzpůsobil výpočtům na CPU, tak by 
dosahovaly lepších časů než nyní.  
 
4.2 VYHODNOCENÍ VÝSLEDKŮ INVERZNÍ ÚLOHY 
Výstupem inverzní úlohy vedení tepla jsou soubory s uloženými teplotami 
a součiniteli přestupu tepla. V případě jednorozměrné úlohy jsou ukládány 
do jednoho souboru okrajové teploty a součinitel přestupu tepla v závislosti 
na poloze. Druhý soubor pak obsahuje záznam teplot v čase po celé tloušťce desky. 
U 2D úlohy jsou uloženy už jen součinitele přestupu tepla.  
Příklad výsledků z jednorozměrné inverzní úlohy vedení tepla je znázorněn 
na obr. 9. Tyto výsledky byly získány z experimentu měřeného při chlazení dvěma 
tryskami vzdálenými 43 𝑚𝑚, úhel vychýlení i úhel natočení byl 15°, vzdálenost 
trysek od chlazeného povrchu byla 55 𝑚𝑚, rychlost 0,5 𝑚/𝑠, tlak 40 𝑀𝐹𝑀 
a testovací deska byla ohřátá na 900 °𝐻. 
 
Obr. 9 Teplotní pole 1D úlohy; w [mm] značí tloušťku desky a l [mm] udává 
pozici podél chladící sekce – 0 značí osu trysky.  
 
Na výsledcích byla provedena citlivostní analýza pomocí zatížení vstupních dat 
stanovenou chybou. Její výsledky byly zaznačeny do tabulky a byly vytvořeny 3D 
grafy znázorňující rozdíly teplot původních dat a dat zatížených chybou.  Obr. 10 
ukazuje příklad rozdílů teplot po zatížení chybou 3 °𝐻 . Lze vidět, že k největším 
rozdílů teplot dochází pod tryskou, kde je nejrychlejší změna teplot. Důvodem 
pro testování těchto odchylek je přesnost řádkového infračerveného skeneru daná 
výrobcem, která je maximálně 0,5 % nebo 3 °𝐻, podle toho, co je víc. 
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Obr. 10 Rozdíl původních teplot oproti teplotám spočteným při zatížení vstupních 
dat chybou následovně: +3 °C na obou skenerech (vlevo), +3 °C na skeneru 
do 1200 °C (vpravo). 
 
 Tabulka 3 srovnává povrchové teploty a součinitele přestupu tepla při ovlivnění 
měřených hodnot chybami postupně 0,5;  1;  2;  3;  4;  5 a 6 °𝐻. První dva sloupce 
v tabulce ukazují, o kolik stupňů se změní vstupní hodnoty pro výpočet – Inf 1200 
jsou hodnoty naměřené skenerem měřící teploty do 1200 °𝐻 a Inf 800 je schopný 
měřit teploty do 800 °𝐻.  
Dále 𝑚𝑀𝑥 a 𝑚𝑚𝑛 pro 𝑇𝑠_0 značí maximální a minimální (případně maximální 
záporný) rozdíl teploty na chlazeném povrchu při srovnávání teplotního pole se 
zanesenou chybou ve vstupních datech oproti odpovídajícím hodnotám z původního 
výpočtu. Obdobně je to i s 𝑚𝑀𝑥 a 𝑚𝑚𝑛 pro 𝐺𝑇𝐻_0, jen se jedná o součinitele 
přestupu tepla z chlazeného povrchu desky. Hodnoty max𝐺𝑇𝐻 jsou spočítány jako 
maximální hodnoty z absolutních hodnot ve sloupcích max𝐺𝑇𝐻_0 a min𝐺𝑇𝐻_0 
převedeny na procenta vzhledem k maximálnímu součiniteli přestupu tepla 
vypočteného z původních hodnot. Tj. je zde uvedený procentuálně maximální rozdíl 
součinitele přestupu tepla na chlazeném povrchu, oproti výpočtu nezatíženého 
chybou, v absolutní hodnotě. Tyto největší rozdíly zde samozřejmě vznikaly 
při maximálních hodnotách součinitele přestupu tepla, tedy pod tryskou. Poslední 
dva sloupce patří průměrným hodnotám rozdílům součinitelů přestupu tepla 
na povrchu desky –  𝑝𝑝ů𝑚ě𝑝𝑛é 𝐺𝑇𝐻_0 a 𝑝𝑝ů𝑚.𝐺𝑇𝐻. První z hodnot ukazuje 
průměrnou hodnotu podél pohybu desky mezi dvěma řádkovými skenery. Ta druhá 
je získána obdobně jako max𝐺𝑇𝐻. Ukazuje tedy, jak moc se liší průměrný rozdíl 
součinitele od odpovídající průměrné hodnoty z dat bez zanesené chyby.  
Z tabulky tedy vyplývá, že maximální rozdíly ve vypočtených součinitelích 
přestupu tepla vznikají, jestliže jsou naměřené data z obou řádkových 
infračervených skenerů zatížený různou chybou – např. na prvním skeneru 6 °𝐻 
a na druhém zůstanou přesné hodnoty. Maximální chyba výpočtu dle hodnot 
v tabulce nepřesáhla 15 % pro max𝐺𝑇𝐻 a 20 % pro 𝑝𝑝ů𝑚.𝐺𝑇𝐻. 
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[°C] [°C] [°C] [°C] [W/m2K] [W/m2K] [%] [W/m2K] [%] 
0.5 0.5 0.77 0.44 0.11 -180.13 0.17 -22.89 0.20 
0.5 0 0.5 -2.39 931.1 0 0.86 118.72 1.11 
0 0.5 3.05 0 0.09 -1071.38 0.99 -136.26 1.27 
1 1 1.48 0.85 0.21 -339.7 0.31 -43.07 0.40 
1 0 1 -4.8 1879.71 0 1.74 239.90 2.24 
0 1 6.07 0 0.17 -2119.44 1.96 -269.42 2.52 
2 2 3 1.74 0.43 -696.9 0.65 -88.33 0.83 
2 0 2 -9.79 3849.49 0 3.57 492.80 4.61 
0 2 11.79 0 0.34 -4074.66 3.77 -517.77 4.84 
3 3 4.47 2.61 0.65 -1031.88 0.96 -130.75 1.22 
3 0 3 -15.04 5937.19 0 5.50 762.75 7.14 
0 3 17.3 0 0.51 -5912.93 5.48 -751.92 7.03 
4 4 5.94 3.49 0.87 -1364.55 1.26 -172.85 1.62 
4 0 4 -20.43 8096.57 0 7.50 1045.20 9.78 
0 4 22.59 0 0.68 -7638.84 7.07 -972.41 9.10 
5 5 7.4 4.36 1.09 -1694.89 1.57 -214.66 2.01 
5 0 5 -26.04 10355.58 0 9.59 1344.09 12.57 
0 5 27.6 0 0.86 -9232.35 8.55 -1177.66 11.02 
6 6 8.81 5.22 1.3 -2003.67 1.86 -253.73 2.37 
6 0 6 -31.8 12685.77 0 11.75 1657.20 15.50 
0 6 32.45 0 1.03 -10736.74 9.94 -1372.45 12.84 
 
Obdobně byly vyhodnocovány výsledky pro 2D inverzní úlohu. Součinitel 
přestupu tepla vypočtený z dat před zanesením chyby je ukazuje obr. 11. Jde pouze 
o úsek kolem trysky, kde bylo chlazení nejintenzivnější. 
 
Obr. 11 Průběh součinitele přestupu tepla bez zavedené chyby. 
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Příklad výsledků analýzy chyb znázorňuje obr. 12. I zde byly součinitele přestupu 
tepla spočítané z naměřených dat srovnávány se součiniteli přestupu tepla 
spočtených z dat zatížených chybou stejně jako u jednorozměrné úlohy, tedy − 3 °𝐻 
a 3 °𝐻. Pro lepší názornost je zde zobrazen jen úsek ± 15 𝑚𝑚. Na zbylém úseku 
(který není znázorněn) byly hodnoty blízké nule.  
  
Obr. 12 Rozdíl původních součinitelů přestupu tepla oproti spočteným při zatížení 
vstupních dat chybou následovně: 3 °C na skeneru do 1200°C (vlevo) a 3 °C 
na obou skenerech (vpravo). 
Výsledky této analýzy znázorňuje tabulka 4. První dva sloupce opět ukazují 
velikost chyby, kterou byly vstupní data zatíženy pro jednotlivé skenery, tj. 0,5;  1;  2;  3;  4;  5 a 6 °𝐻. Další dva sloupce ukazují maximální kladný a záporný 
rozdíl součinitelů přestupu tepla během celého průběhu mezi dvěma měřenými 
místy. Obr. 12 ukazuje, že tyto hodnoty jsou až za tryskou, kde bylo nejintenzivnější 
chlazení. Poslední dva sloupce udávají maximální rozdíl součinitelů přestupu tepla 
v procentech vzhledem k maximální hodnotě ve spočítaných výsledcích bez zatížení 
chybou.  
Opět se ukázalo, že největší chyby ve spočítaném součiniteli přestupu tepla 
vznikaly při rozdílném zatížení chybou, tj. např. při zatížení prvních vstupních dat 
chybou 6 °𝐻 a druhé ponechané bez zatížení. Maximální zjištěná chyba pak byla 
při kombinaci chyby měření 6 °𝐻 na skeneru za tryskou a bez zanesení chyby 
při měření na skeneru před tryskou. Tato chyba dosahovala zhruba 15 %.  
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Tabulka 4: Rozdíly součinitele přestupu tepla pro 2D úlohu. 
Inf 1200 Inf 800 max HTC min HTC max HTC min HTC 
[°C] [°C] [W/m2K] [W/m2K] [%] [%] 
0.5 0.5 987.45 -0.11 0.87 0.00 
0.5 0 0 -340.45 0.00 0.30 
0 0.5 1321.32 -0.11 1.17 0.00 
1 1 627.79 -0.22 0.56 0.00 
1 0 0 -2066.95 0.00 1.83 
0 1 2616.61 -0.21 2.32 0.00 
2 2 819.72 -0.44 0.73 0.00 
2 0 0 -4654.32 0.00 4.12 
0 2 5106.51 -0.42 4.52 0.00 
3 3 1865.78 -0.66 1.65 0.00 
3 0 0 -6342.65 0.00 5.62 
0 3 7492.77 -0.62 6.64 0.00 
4 4 2007 -0.88 1.78 0.00 
4 0 0 -9071.83 0.00 8.04 
0 4 12799.55 -0.83 11.34 0.00 
5 5 2147.92 -1.09 1.90 0.00 
5 0 0 -11827.5 0.00 10.48 
0 5 14725.11 -1.04 13.05 0.00 
6 6 3150.37 -1.31 2.79 0.00 
6 0 0 -13604.3 0.00 12.05 
0 6 16540.74 -1.25 14.66 0.00 
 
 
5  ZÁVĚR 
Tato práce se zaměřuje na rozvoj inverzních úloh vedení tepla pro zkrácení 
výpočtového času a zpracování dat z infračervených skenerů. Za tímto účelem byla 
použita paralelizace přímé úlohy vedení tepla. Zkrácení výpočtového času inverzní 
úlohy přes přímou úlohu je možné z toho důvodu, že inverzní úloha je založena 
na minimalizaci rovnice, kde je jedna hodnota spočítána přímou úlohou z odhadnuté 
okrajové podmínky. Fakt, že se okrajová podmínka odhaduje a až po spočtení přímé 
úlohy se kontroluje její hodnota, vede k mnohonásobnému použití přímé úlohy 
vedení tepla.  
Dizertační práce je tak rozdělena na dvě části. Jedna část se zabývá paralelizací 
přímé úlohy vedení tepla a druhá část se zaměřuje na získávání okrajových 
podmínek a výpočet inverzní úlohy vedení tepla. V obou částech jsou využity 
zkušenosti a znalosti nabyté tříletou spoluprací s firmou ArcelorMittal East Chicago 
a dalšími menšími spolupracemi během celého studia. Součástí této dizertační práce 
jsou tři softwary.  
Zrychlení přímé úlohy vedení tepla souvisí nejen s paralelizací úlohy, ale také 
s využitím speciálního programovacího jazyka pro komunikaci s grafickou kartou. 
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Při vytváření této části práce byl použit programovací jazyk OpenCL, který 
umožňuje spouštět výpočty jak na grafických kartách od výrobců NVIDIA a AMD, 
tak i na procesorech. Ke zkrácení času výpočtu je potřeba úlohu maximálně 
paralelizovat, aby mohlo být co nejvíce výpočtů spouštěno zároveň. Pro samotné 
urychlení úlohy to však nestačí. Nevhodná paralelizace může naopak vést 
ke zpomalení. 
Také každý převod dat mezi procesorem (CPU) a grafickou kartou zpomaluje 
výpočet. Toto zpomalení je dáno velikostí sběrnice. Aby nedocházelo 
ke zbytečnému zpomalování výpočtů, je třeba přetahovat (oběma směry) co nejméně 
dat a maximum výpočtů provádět na grafické kartě.  U optimalizace programu se 
nesmí zapomínat na to, že různá zařízení mají různé množství výpočtových 
jednotek, velikost pracovních skupin, velikost lokální a globální paměti aj. Proto 
program optimalizovaný na výpočet např. na grafické kartě nebude optimální 
pro výpočet na jiném zařízení.  
Druhá část této práce navazuje aplikací inverzní úlohy vedení tepla pro výpočty 
součinitele přestupu tepla pod tryskou za využití řádkových infračervených skenerů. 
Pomocí těchto skenerů byly změřeny okrajové podmínky pro danou úlohu. Těmito 
okrajovými podmínkami jsou povrchové teploty před a po chlazení. Ideální by bylo 
změřit si stejně i povrchové teploty při průjezdu testovací desky přímo pod tryskou. 
Bohužel to není možné, protože místo emisivity povrchu by byla snímána emisivita 
vody a páry mezi chlazeným povrchem a skenerem. Jde tak o velkou nevýhodu 
při použití tohoto způsobu získávání okrajových podmínek.  
Pro získání povrchové teploty pod tryskou a současně i celého teplotního pole 
během zkoumaného úseku bylo třeba dopočítat součinitele přestupu tepla 
pod tryskou pomocí jednorozměrné úlohy vedení tepla s využitím povrchových 
teplot naměřených řádkovým skenerem v místech, kde se již voda ani vodní pára 
nevyskytovala. Vypočtené hodnoty se následně použily ve dvourozměrné inverzní 
úloze vedení tepla tak, aby bylo zohledněno šíření tepla do stran testovaného 
materiálu. K tomu se využilo optimalizační metody a možnosti snímat celou šíři 
měřeného tělesa skenerem. Tím se dopočítaly povrchové teploty na okraji dopadové 
stopy trysky, kde jsou velké rozdíly teplot mezi chlazeným a nechlazeným 
povrchem. Na tomto rozhraní teplot v materiálu se objevují tepelné toky, které 
ovlivňují povrchovou teplotu a způsobují rozdíly mezi povrchovými teplotami 
pod tryskou a teplotami naměřenými řádkovým skenerem za tryskou. Velkou 
výhodou použití řádkového skeneru je to, že zde není nutné využívat termočlánky. 
To podstatně zrychluje výrobu testovaného vzorku a zároveň šetří peníze 
za termočlánky.  
Výpočet inverzní úlohy vedení tepla je možné urychlit oproti klasické metodě 
výpočtu jeho paralelizací, optimalizací a převodem na grafickou kartu. Je však 
podmínkou mít výkonnou grafickou kartu s co nejširší sběrnicí, velkým počtem 
výpočtových jednotek a vysokou přesností při výpočtech. Dále je nutné mít úlohu co 
nejvíce paralelizovanou a optimalizovanou pro dané zařízení. Vzhledem k dnešnímu 
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trendu vývoje grafických karet bude jejich využití pro paralelní výpočty stále 
účinnější.  
Použití infračervených řádkových skenerů může vnášet do výpočtu chybu oproti 
využití teplot změřených termočlánky 2 𝑚𝑚 pod povrchem. Vnášení chyby je dáno 
nemožností změřit povrchovou teplotu během chlazení. Tato chyba je větší 
v případě, že použité skenery měří s navzájem různou přesností, např. jeden 
s chybou 5 °𝐻 a druhý 0 °𝐻 – tedy měří přesně. Součinitel přestupu tepla se zde 
lišil o 10 % oproti původním hodnotám. Jestliže jsou oba skenery zatíženy stejnou 
chybou, např. 5 °𝐻, tak je výsledná chyba mnohem menší. V tomto případě šlo jen 
o 2 %. Pokud není kladen příliš velký důraz na přesnost, pak je měření skenery 
výhodnější z důvodu nižších výpočtových časů a nižší časové i finanční zátěže 
pro přípravu měření.  
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V metalurgii je důležité znát účinnost chlazení jak samotného produktu, tak 
i všech pracovních válců pro dosažení maximální kvality daného produktu a dlouhé 
životnosti pracovních válců. Tuto účinnost chlazení lze zkoumat pomocí součinitele 
přestupu tepla a povrchových teplot. Povrchová teplota se dá během chlazení těžko 
změřit. Proto je lepší ji spolu se součinitelem přestupu tepla získávat pomocí 
inverzní úlohy vedení tepla. Výpočet však není nejjednodušší a využívá se 
odhadovaných hodnot, které se následně pomocí přímé úlohy vedení tepla ověřují. 
Časová náročnost takovéto úlohy může být i několik dnů až týdnů dle složitosti 
modelu. Jsou tak tendence výpočtový čas zkrátit.  
Tato dizertační práce se tak zabývá možným způsobem zkrácení času výpočtu 
inverzní úlohy vedení tepla, kterým je paralelizace inverzní úlohy vedení tepla a její 
převedení na grafickou kartu, která má větší výpočtový výkon než procesor (CPU). 
Na jednom počítači může být více výpočtových zařízení, proto se v této práci 
srovnávají výpočtové časy na různých typech zařízení. Dále se zabývá získáváním 
povrchových teplot do výpočtu pomocí řádkového infračerveného skeneru a využití 
inverzní úlohy vedení tepla pro dopočítání povrchové teploty a součinitele přestupu 





In metallurgy it is important to know a cooling efficiency of a product as well as 
cooling efficiency of working rolls to maximize the quality of the product and to 
achieve the long life of working rolls. It is possible to examine this cooling 
efficiency by heat transfer coefficients and surface temperatures. The surface 
temperature is hardly measured during the cooling. It is better to compute it together 
with heat transfer coefficient by inverse heat conduction problem. The computation 
is not easy and it uses estimated values which are verified by direct heat conduction 
problem. The time-consuming of this task can be several days or weeks, depends on 
the complexity of the model. Thus there are tendencies to shorten the computational 
time.  
This doctoral thesis considers the possible way of the computing time shortening of 
inverse heat conduction problem, which is the parallelization of this task and its 
transfer to a graphic card. It has greater computing power than the central processing 
unit (CPU). One computer can have more compute devices. That is why the 
computing time on different types of devices is compared in this thesis. Next this 
thesis deals with obtaining of surface temperatures for the computation by infrared 
line scanner and using of inverse heat conduction problem for the computing of the 
surface temperature and heat transfer coefficient during passing of a test sample 
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