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Abstract This paper surveys Abelian and Tauberian theorems for long-range de-
pendent random fields. We describe a framework for asymptotic behaviour of co-
variance functions or variances of averaged functionals of random fields at infinity
and spectral densities at zero. The use of the theorems and their limitations are
demonstrated through applications to some new and less-known examples of co-
variance functions of long-range dependent random fields.
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1 Introduction
In this paper we study asymptotic properties of spectral and covariance functions
of random fields. We investigate the connection between (a) the behaviour of
covariance functions or variances of averaged functionals of random fields at infinity
and (b) the behaviour of spectral distribution functions at zero. In the terminology
of the integral transforms the statement ”(b) implies (a)” is a theorem of Abelian
type and the statement ”(a) implies (b)” is a Tauberian theorem.
Abelian and Tauberian theorems are not only of their own interest but also have
numerous applications in asymptotic problems of probability theory and statistics
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(see e.g. surveys in Bingham et al. 1989, Leonenko 1999, Yakimiv 2005, Bingham
2008).
We concentrate our studies on homogeneous random fields with long-range
dependence (LRD), which appear in various applications in signal processing,
physics, telecommunications, hydrology, etc. The reader can find more details in
Leonenko 1999, Gneiting, Schlather 2004, Lavancier 2006, Beran et al. 2009 and
the references thereinafter. The volume by Doukhan et al. 2003 contains outstand-
ing surveys of the field. In particular, that volume discusses different definitions of
LRD of stationary processes in terms of the autocorrelation function (the integral
of the correlation function diverges) or the spectrum (the spectral density has a
singularity at zero).
We would like to emphasize that, perhaps to the astonishment of some readers,
multidimensional Abelian and Tauberian theory is more complicated than its one-
dimensional counterpart for characteristic functions, and the most results were
obtained only in the last two decades.
Abelian and Tauberian theorems for random fields with singular spectrum
are of great importance in the theory of limit theorems for functionals of depen-
dent random variables. They are a key starting point in proofs of non-Gaussian
asymptotic behaviour of LRD summands. Several applications to non-central limit
theorems for functionals of LRD random fields can be found in Leonenko, Ivanov
1989, Leonenko 1999, Doukhan et al. 2003.
Abelian and Tauberian theorems also have been exploited in various statistical
applications. Namely, the LRD phenomenon exhibits itself through a slow decay of
covariances at infinity or non-integrable covariance functions. However, the major-
ity of statistical methods for LRD models, for example, tests for the presence of a
LRD component in real data, are based on properties of periodograms/estimators
of spectral densities. These methods have been greatly developed recently, and
rely on a local specification of the spectral density in a neighborhood of zero.
The aims of the paper are:
– to collect and adjust known Abelian and Tauberian theorems to the case of
LRD random fields. Similar asymptotic results were obtained in different ares:
functional analysis, theory of integral transforms, probability theory, etc. Some
of these results appeared in less-known journals or dissertations. Consequently,
this literature is not readily available, and thus it is not properly quoted in
scholarly publications. Therefore, accurate translations of these results to the
terminology of the probability theory and comparisons among themselves are
important problems.
– to show the variety of generalizations for different functionals and functional
classes. Each Abelian and Tauberian theorem in the paper is a nontrivial ex-
tension to new cases. We present motivating examples, which demonstrate the
use of the theorems and their limitations. The examples also show sharpness
of results, i.e. that the theorems do not hold under wider assumptions.
– to produce some new examples of covariance and spectral distribution functions
of LRD random fields, which have closed-form representations. These results
can be used in applied spatial statistical modeling.
The outline of the paper is as follows. In Section 2 we recall the basic definitions
and formulae of the spectral theory of random fields. Section 3 introduces two
classes of regularly varying functions. Bingham’s classical asymptotic results are
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presented in Section 4. In Section 5 we discuss Abelian and Tauberian theorems
for covariance functions of LRD random fields. Some extensions for the variances
of averaged functionals of random fields are given in Section 6. The case of O-
regularly varying asymptotic behaviour is discussed in Section 7. Section 8 contains
extensions of isotropic results to ”radial directional” homogeneous random fields.
All plots and the verification of computations in the examples were performed
using Maple 15. Constants in the examples were chosen to apparently display
properties of covariance and spectral functions in plots.
2 Homogeneous and isotropic random fields
Definition 1 A real-valued random field ξ(x), x ∈ Rn, satisfying Eξ2(x) < ∞ is
called homogeneous (in the wide sense) if its first moment m(x) := Eξ(x) and
covariance function B(x, y) := Cov(ξ(x), ξ(y)) are invariant with respect to the
group G = (Rn,+) of shifts in Rn , i.e. m(x) = m(x+ z), B(x, y) = B(x+ z, y+ z)
for any x, y, z ∈ Rn.
In other words, m(x) = const and the covariance function B(x, y) depends only on
the difference x− y, i.e., B(x, y) = B(x− y).
The following characterization is due to Bochner 1933:
Proposition 1 A function B(x) is the covariance function of a mean-square contin-
uous homogeneous random field ξ(x) if and only if there exists a finite measure F (·)
on (Rn,B(Rn)) such that
B(x) =
∫
Rn
ei〈x,u〉F (du) =
∫
Rn
cos 〈x, u〉F (du) (1)
with F (Rn) = B(0) <∞, where 〈·, ·〉 is the inner product in Rn.
The representation (1) is the spectral decomposition of the covariance function,
and F (·) is the spectral measure of the field ξ(x).
Any spectral measure admits a Lebesgue decomposition into absolutely con-
tinuous, discrete and singular components. If the last two components are absent
then the spectral measure is absolutely continuous and
F (∆) =
∫
∆
f(u) du, for any ∆ ∈ B(Rn).
The function f(u), which is integrable over Rn, is the spectral density function of
the random field. If the spectral density exists, then the spectral decomposition (1)
can be written as
B(x) =
∫
Rn
ei〈x,u〉f(u) du. (2)
If B(x) ∈ L1(Rn), then clearly f(u) exists, and
f(u) =
1
(2π)n
∫
Rn
e−i〈x,u〉B(x)dx, u ∈ Rn.
A rotation of the Euclidean space Rn is defined as a transformation ̺ of this
space that does not change its orientation and preserves the distance of the points
from the origin: ‖̺x‖ = ‖x‖. The rotations of Rn generate the group SO(n).
4 Nikolai Leonenko, Andriy Olenko
Definition 2 A real-valued random field ξ(x), x ∈ Rn satisfying Eξ2(x) < ∞ is
called homogeneous and isotropic (in the wide sense) if its mean m(x) is constant
and the covariance function depends only on the Euclidean distance ρ (x, y) =
‖x− y‖ between x and y, i.e., B(x, y) = B(‖x− y‖).
In other words, its expectation m(x) and covariance function B(x, y) are invariant
with respect to shifts, rotations and reflections in Rn:
m(x) = m(x+ z), B(x, y) = B(x+ z, y + z), m(x) = m(̺x), and
B(x, y) = B(̺x, ̺y), for any x, y, z ∈ Rn, ̺ ∈ SO(n).
The spectral measure F (·) of a homogeneous isotropic random field is invariant
with respect to the group SO(n), i.e., F (∆) = F (̺∆) for every ̺ ∈ SO(n), ∆ ∈
B(Rn).
The following covariance function is originally due to Schoenberg 1938 and
Yaglom 1957.
Proposition 2 A function B(r), r := ‖x‖ , is the covariance function of a mean-
square continuous homogeneous isotropic random field ξ(x), x ∈ Rn, if and only if
there exists a finite measure G (·) on (R+,B(R+)) such that
B(r) =
∫ ∞
0
Yn(λr) G(dλ), (3)
where Yn(z) is the spherical Bessel function defined by
Y1(z) := cos z,
Yn(z) := 2
(n−2)/2Γ
(
n
2
)
J(n−2)/2(z) z
(2−n)/2, z ≥ 0, n ≥ 2,
and for ν > − 12 ,
Jν(z) :=
∞∑
m=0
(−1)m
(
z
2
)2m+ν
(m! Γ (m+ ν + 1))−1, z > 0,
is the Bessel function of the first kind of order ν.
The bounded non-decreasing function
G(λ) =
∫
{u: ‖u‖<λ}
F (du), λ ≥ 0,
is the spectral distribution function of the homogeneous isotropic random field.
Clearly, ∫ ∞
0
dG(λ) = F (Rn) = B(0) <∞ ,
and the inversion formula
G(λ) = 2(2−n)/2Γ−1(n/2)
∫ ∞
0
Jn/2(λr) (λr)
n/2B(r)
r
dr (4)
holds.
For n = 3, the formula (3) becomes
B(r) =
∫ ∞
0
sin (λr)
λr
G(dλ).
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Definition 3 We say that ξ(x), x ∈ Rn is a homogeneous isotropic random field
possessing an absolutely continuous spectrum, if there exists a function g(λ) such
that
G′(λ) = 2πn/2Γ−1 (n/2) λn−1g(λ), λn−1g(λ) ∈ L1(R+).
The function g(λ) is called the isotropic spectral density function of the field ξ(x).
In this case, the representation (3) may be written as
B(r) = 2πn/2Γ−1 (n/2)
∫ ∞
0
Yn(λr) λ
n−1g(λ) dλ.
Proposition 3 (Leonenko 1999) If B(r), r ≥ 0, decays rapidly at infinity, in partic-
ular, if ∫ ∞
0
rn−1 |B(r)|dr <∞,
then the function g(λ) can be given by the formula
g(λ) =
1
(2π)
n
2
∫ ∞
0
J(n−2)/2(λr) (λr)
(2−n)/2rn−1B(r) dr.
Let v(r) := {x ∈ Rn : ‖x‖ < r}, n ≥ 1, and sn−1(r) := {x ∈ Rn : ‖x‖ = r},
n ≥ 2, be an open ball and a sphere of radius r > 0. We consider two averaged
functionals
η(r) :=
∫
v(r)
ξ(x) dx, ζ(r) :=
∫
sn−1(r)
ξ(x) dσ(x),
where σ(x) is the Lebesgue measure on the sphere sn−1(r).
Then, the following results hold, see Yadrenko 1983, Leonenko, Ivanov 1989,
Leonenko 1999.
Proposition 4 For n ≥ 1
bn(r) := Var η(r) =
∫
v(r)
∫
v(r)
B(‖x− y‖)dx dy
= (2π)nr2n
∫ ∞
0
J2n/2(λr) (λr)
−ndG(λ).
If n ≥ 2 then
ln(r) := Var ζ(r) =
∫
s(r)
∫
s(r)
B(‖x− y‖)dσ(x)dσ(y)
= (2π)nr2(n−1)
∫ ∞
0
J2(n−2)/2(λr) (λr)
2−ndG(λ).
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3 Regular varying functions
Definition 4 A measurable function L : (0,∞) → (0,∞) is called slowly varying
at infinity if for all t > 0,
lim
λ→∞
L(λt)
L(λ)
= 1.
For example, for k1 > 0, k2 > 0, and k3 > 0, the functions
L(λ) ≡ 1, L(λ) = (log(k1 + λ))k2 , L(λ) = log log(λ+ k1),
L(λ) =
λk2k3
(k1 + λk2)
k3
, L(λ) = exp
(
(logx)
1
3 cos((logx)
1
3 )
)
,
vary slowly at infinity.
Let L be the class of functions that are slowly varying at infinity and bounded
on each finite interval.
Now we introduce a wider class of O-regularly varying functions. Let
L∗(t) := lim sup
λ→∞
L(λt)
L(λ)
, L∗(t) := lim inf
λ→∞
L(λt)
L(λ)
, λ > 0.
Definition 5 A positive measurable function L(·) is O-regularly varying (belongs
to the class OR) if for all t ≥ 1 :
0 < L∗(t) ≤ L∗(t) < +∞ .
Definition 6 Let L(·) be a positive measurable function. The infimum of those α
for which there are constants C = C(α), such that
L(λt)
L(λ)
≤ C {1 + o(1)}tα uniformly in t ∈ [1, T ] for all T > 1, as λ→∞,
is called the upper Matuszewska index and is denoted by α(L).
The supremum of those β for which there are constants D = D(β) > 0, such
that
L(λt)
L(λ)
≥ D {1 + o(1)}tβ uniformly in t ∈ [1, T ] for all T > 1, as λ→∞,
is called the lower Matuszewska index and is denoted by β(L).
L(·) ∈ OR if and only if both of its Matuszewska indices α(L) and β(L) are
finite.
Definition 7 By OR(β, α) we denote the subclass of OR functions whose Ma-
tuszewska indices satisfy α(L) ≤ α and β ≤ β(L).
More details and examples of regular varying functions can be found in Seneta
1976, Bingham et al. 1989.
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4 Classical Abelian and Tauberian theorems for random fields
For simplicity we consider only mean-square continuous homogeneous and isotropic
random fields ξ(x), x ∈ Rn, with mean zero and unit variance, i.e. B(0) = 1.
Pitman 1968 and Wolfe 1973 obtained Abelian and Tauberian theorems for
characteristic functions of probability distributions, which corresponds to the one-
dimensional case in our notations. The behaviour of the characteristic function
in the neighborhood of the origin and the distribution function on infinity was
studied.
Bingham 1972 studied the multidimensional case. He obtained his results in
terms of Hankel type transforms (3).
Theorem 1 (Bingham 1972) Let 0 < γ < 2, L(·) ∈ L, then the following two state-
ments are equivalents:
(a) 1−B(r) ∼ rγL ( 1r ) , r → 0+;
(b) 1−G(λ) ∼ 2
γΓ(n+γ2 )
Γ(n2 )Γ(1−γ2 )
· L(λ)λγ , λ→∞.
If γ = 2, the statement (a) is equivalent to
λ∫
0
µ[1−G(µ)] dµ ∼ n · L(λ), λ→ +∞,
or
λ∫
0
µ2dG(µ) ∼ 2n · L(λ), λ→ +∞.
If γ = 0, (a) implies (b). Conversely, the statement (b) implies (a) with γ = 0 if
1−G(λ) is convex for λ sufficiently large, but not in general.
Example 1 Let n ≥ 3 and
G′(λ) = a
n−1λn−2e−aλ
(n− 2)! , a > 0 . (5)
The corresponding covariance function is (see Leonenko 1999, Example 1.2.8)
B(r) =
an−1
(r2 + a2)
n−1
2
.
It is easy to check that
lim
r→0
(
1− a
n−1
(r2 + a2)
n−1
2
)
r−2 = n− 1
2a2
.
Hence, we obtain γ = 2 and L (·) ≡ n−12a2 in the statement (a) of Theorem 1.
By (5) we get
λ∫
0
µ2dG(µ) =
an−1
(n− 2)!
λ∫
0
µne−aµdµ =
n2Γ (n− 1)− nΓ (n− 1)− Γ (n+ 1, aλ)
a2Γ (n− 1) ,
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where Γ (c, z) =
∫∞
z
e−ttc−1dt is the upper incomplete Gamma function.
Therefore, we obtain the second statement of Theorem 1:
λ∫
0
µ2dG(µ) ∼ n
2 − n
a2
= 2n · L(λ).
For example, for n = 3 and a = 1 the integral can be calculated explicitly:
λ∫
0
µ2dG(µ) = 6− 6 e−λ
(
1 + λ+
1
2
λ2 +
1
6
λ3
)
.
Various generalizations of Theorem 1 were proposed in Bingham, Inoue 1997b,
1999, 2000a,b, Inoue, Kikuchi 1999. The corresponding Tauberian theorems for
γ > 2 were obtained by Soni 1974. However, results similar to Theorem 1 cannot
be used to derive Abelian and Tauberian theorems for LRD random fields.
5 Abelian and Tauberian theorems for long-range dependent random fields
Now we are interested in the opposite case of the asymptotic behaviour of B(r)
at infinity and G(λ) at zero. Some asymptotic results for Hankel transforms which
can be used for this case were obtained by Soni 1975, Bingham, Inoue 1997a,
Inoue, Kikuchi 1999.
In this section we present theorems of Tauberian and Abelian type for nonin-
tegrable covariance functions of homogeneous isotropic random fields.
Using the inversion formula (4) we obtain the representation
2(n−2)/2Γ (n/2) · G(λ)
λ
n−1
2
=
∫ ∞
0
√
λr Jn/2(λr) r
n−3
2 B(r) dr.
By Theorem 1.2 in Bingham, Inoue 1997a with ν = n2 , α =
n
2 − ρ− 32 we get the
following result.
Theorem 2 Let L(·) ∈ L and r n−32 B(r) be ultimately decreasing to zero at infinity,
that is, decreasing for r larger than some number N. Then for n−32 < α < n the
following two statements are equivalent:
(a) rαB(r) ∼ L (r) , r →∞;
(b) G(λ)/λα ∼ L ( 1λ) /c1(n, α), λ→ 0+,
where
c1(n, α) :=
2αΓ
(
α
2 + 1
)
Γ
(
n
2
)
Γ
(
n−α
2
) . (6)
Remark 1 In the one-dimensional case the constant (6) can be simplified to the
form c1(1, α) = Γ (1 + α) cos
(
αpi
2
)
.
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The case when α > n can also be obtained from corresponding results by Inoue, Kikuchi
1999 but it has a more complicated version of the statement (b) with additional
terms and needs moore delicate conditions.
For some values of α it is even possible to obtain similar results without assump-
tions about ultimately decreasing behaviour of covariance functions. In Olenko
1991 and Leonenko 1999 it was shown that:
Theorem 3 For 0 < α < n the statement (a) in Theorem 2 implies the statement
(b). For 0 < α < (n− 3)/2, n ≥ 4, the statement (b) implies the statement (a).
Now we present an example of asymptotic behaviours in Theorem 3.
Example 2 Suppose that n = 9, α = 2, and
G(λ) =
{
λ2, 0 ≤ λ ≤ a;
a2, λ > a.
Then the corresponding covariance function is
B(r) =
14
(
a5r5 + 45 cos (ar) ra− 45 sin (ar) + 15 sin (ar) r2a2
)
a5r7
.
It is obvious that the statements of Theorem 3 are satisfied.
For a = 2 plots of B(r) and its normalized transformation are shown in Fig. 1.
Fig. 1a Plot of B(r) Fig. 1b Plot of r2B(r)
Under some additional assumptions it is possible to prove similar results in
terms of isotropic spectral densities too. For example, the next result follows from
Theorem 3, see more general Theorem 7 in Olenko 2005.
Theorem 4 Suppose that there exists an isotropic spectral density g(λ), λ ∈ [0,∞),
such that g(λ) is decreasing for all λ ∈ (0, ε], ε > 0. Then for 0 < α < n the statement
(a) in Theorem 3 implies
(b′) λn−α g(λ) ∼ L ( 1λ) /c2(n, α), λ→ 0, where c2(n, α) := 2αpin/2Γ(α2 )Γ(n−α2 ) .
Remark 2 For n = 1 we can simplify the constant to c2(1, α) = 2Γ (α) cos
(
αpi
2
)
.
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Remark 3 Note that the class of characteristic functions of symmetric distribu-
tions in Rn, coincides with the class of correlation functions of homogeneous and
isotropic random fields. Thus, we can use this duality fact to construct covariance
functions, in which properties of densities of multivariate symmetric distributions
become properties of spectral densities of random fields.
Example 3 (Bessel covariance function) Let us consider the covariance function
B (r) =
1
(1 + r2)κ/2
, κ > 0, r ≥ 0. (7)
The function (7) is the characteristic function of the multivariate Bessel distribu-
tion, see Fang et al. 1990, p.69. In geostatistics the function (7) is known as the
Cauchy covariance function, see Gneiting, Schlather 2004.
Due to (7) the statement (a) of Theorem 2 holds.
The corresponding isotropic spectral density, see Donoghue 1969, p. 292, is
g (λ) =
(
π
n
2 2
n+κ−2
2 Γ
(
κ
2
))−1
Kn−κ
2
(λ)λ
κ−n
2 , λ ≥ 0, (8)
where Kν(z) is the modified Bessel function of the second kind.
The asymptotic behaviour of Kν (z) at zero is
Kν(z) ∼ 1
2
Γ (ν)
(
z
2
)−ν
, ν > 0. (9)
Substituting (9) into (8) we see that the statement (b′) of Theorem 4 holds too.
For n = 6 and κ = 4 plots of g (λ) and its normalized transformation are shown
in Fig. 2. In Fig. 2b the spectral density is plotted in log-log coordinates. It is clear
that the logarithmic transform of the spectral density approaches a strait line at
negative infinity. The negative slope α− n = −2 implies α = 4.
Fig. 2a Plot of g (λ) Fig. 2b Log-log plot of g (λ)
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Fig. 2c Plot of λ2 g(λ)
Remark 4 The covariance function (7) and its isotropic spectral density (8) have
the remarkable property that all the convolutions of the spectral density can be
computed:
g∗1κ (u) := g(λ), g∗mκ (u) :=
∫
Rn
g
∗(m−1)
κ
(
u′
)
g∗1κ
(
u− u′) du′, m ≥ 2,
where λ := ‖u‖ , u ∈ Rn.
Then, for Bessel covariance functions, every m ≥ 1, and r := ‖x‖ we get
(B (r))m =
1(
1 + ‖x‖2)κm2 =
∫
Rm
ei〈u,x〉g∗mκ (u) du,
from which we obtain the elegant formula
g∗mκ (u) = g∗1mκ (u) , m ≥ 2.
This formula can be used to construct other Bessel-type examples of Abelian and
Tauberian theorems for random fields.
Example 4 (Linnik covariance function) Let us consider the covariance function
Bκ (r) =
1
1 + rκ
, 0 < κ ≤ 2, r ≥ 0. (10)
The function (10) is known as the characteristic function of the Linnik distribution,
see Linnik 1953, Fang et al. 1990, Anderson 1992, Ostrovskii 1995, Erdogan, Ostrovskii
1998. For κ ∈ (0, 2) the isotropic spectral density of the Linnik covariance function
can be represented as
gκ (λ) =
sin
(
piκ
2
)
2
n
2
−1π
n
2
+1λ
n
2
−1
∫ ∞
0
Kn
2
−1 (λu)
u
n
2
+κdu∣∣1 + uκeipiκ/2∣∣2 , λ ≥ 0.
In Erdogan, Ostrovskii 1998, Lim, Teo 2010 the generalized Linnik distribu-
tion was considered. Its covariance function takes the form
Bκ,ν (r) = (1 + r
κ)
−ν
, κ ∈ (0,2] , ν > 0, r ≥ 0.
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For κ ∈ (0, 2) , ν > 0, the corresponding isotropic spectral density has the form
gκ,ν (λ) =
λ1−
n
2
2
n
2
−1π
n
2
+1
∫ ∞
0
Kn
2
−1 (λu)
sin(ν arg(1 + uκeipiκ/2))∣∣1 + uκeipiκ/2∣∣ν u
n
2 du, λ ≥ 0.
By Corollary 3.10 in Lim, Teo 2010 for κν < n :
gκ,ν (λ) ∼
Γ
(
n−κν
2
)
2κνπ
n
2 Γ
(
κν
2
)λκν−n, λ→ 0,
and we get the statements (a) and (b′).
For example, for n = 3, κ = 1 and ν = 2 we obtain
g1,2 (λ) =
sin (λ) (2Ci (λ) + 2λSi (λ)− λπ) + cos (λ) (π − 2 Si (λ) + 2λCi (λ))
4λπ2
,
where
Ci(x) = γ + ln(x) +
∫ x
0
cos(t)− 1
t
dt, Si(x) =
∫ x
0
sin(t)
t
dt,
and γ is the Euler’s constant.
Plots of g1,2 (λ) and its normalized transformation are shown in Fig. 3. In
Fig. 3b the spectral density is plotted in log-log coordinates. From the slope value
α − n = −1 at negative infinity we get α = 2, which is in agreement with the
statement (b′).
Fig. 3a Plot of g1,2 (λ) Fig. 3b Log-log plot of g1,2 (λ)
Fig. 3c Plot of λ g1,2(λ)
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6 Abelian and Tauberian theorems for variances of averaged functionals
In subsequent sections we explain how Abelian and Tauberian results can be ex-
tended to accommodate a more complex asymptotic behaviour. The averaged func-
tionals bn(·) and ln(·) introduced in Proposition 4 are very useful in these studies.
The following example shows that the statements (a) and (b) in Theorem 3
are not equivalent for (n − 3)/2 < α. The equivalence is only true under some
additional conditions, see, for example, Theorem 2.
Example 5 Let n = 3, α = 2,
G(λ) =
{
λ2, 0 ≤ λ ≤ a;
a2, λ > a.
Then the corresponding covariance function is
B(r) =
2 (1− cos (ar))
r2
,
and the variance of averaged functional has the form
b3(r) = 4 π
2a−4
(
2 r4a4 − 2 r2a2 + 2 sin (2 ra) ra− 1 + cos (2 ra)
)
.
For a = 1 plots of B(r), b3(r), and their normalized transformations are shown
in Fig. 4.
Fig. 4a Plot of B(r) Fig. 4b Plot of r2B(r)
Fig. 4c Plot of b3(r) Fig. 4d Plot of r−4b3(r)
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Example 6 Suppose that n = 3, α = 2, and
g(λ) =


2+cos(λ)
λ , 0 ≤ λ ≤ 1;
λ−1, 1 < λ ≤ 2;
0, otherwise.
Then the correlation function of the field is
B(r) =
4π
r2 (r2 − 1)
((
4− cos (r)− cos (r) cos (1)− 2 (cos (r))2
)
r2
−r sin (r) sin (1)− 3 + cos (r) + 2 (cos (r))2
)
.
The formula for the variance of averaged functional b3(r) is omitted, but it has
closed-form representation as well.
Plots of B(r), b3(r), and their normalized transformations are displayed in
Fig. 5. Some empirical covariance functions in spatial statistics demonstrate similar
oscillatory behaviour.
Fig. 5a Plot of B(r) Fig. 5b Plot of r2B(r)
Fig. 5c Plot of b3(r) Fig. 5d Plot of r−4b3(r)
The functions G(λ) and g(λ) in Examples 5 and 6 satisfy the statement (b) of
Theorem 2 and the statement (b′) of Theorem 4 respectively, but the corresponding
function r2B(r) is not regularly varying when r → +∞. However, the function b3(r)
exhibits regular varying behaviour at infinity.
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Examples 5 and 6 show that it might be reasonable to use the variances of av-
eraged functionals instead of B(r) to obtain Abelian and Tauberian theorems.
Indeed, one-dimensional results of such type were proved to be true by Laue
1987. Some special cases of such multidimensional Abelian theorems were given in
Yadrenko 1983, Leonenko, Ivanov 1989, Leonenko, Olenko 1991, 1993. The general
results for random fields were presented by Olenko 1991, 1996, Leonenko 1999:
Theorem 5 Let 0 < α < n − 1, n ≥ 2, L(·) ∈ L. The following two statements are
equivalent:
(a) ln(r)/r2n−α−2 ∼ L(r), r →∞ ;
(b) G(λ)/λα ∼ L( 1λ )/c3(n, α), λ→ 0+ ,
where
c3(n, α) :=
απn2α+1Γ (n− α− 1) Γ (α2 )
Γ 2
(
n−α
2
)
Γ
(
n− 1− α2
) .
Theorem 6 Let 0 < α < n, L(·) ∈ L. The following two statement are equivalent:
(a) bn(r)/r2n−α ∼ L(r), r →∞ ;
(b) G(λ)/λα ∼ L( 1λ )/c4(n, α), λ→ 0+ ,
where
c4(n, α) :=
α πn2αΓ (n− α− 1) Γ (α2 )
Γ 2
(
n−α+2
2
)
Γ
(
2n−α+2
2
) .
7 O-regularly varying asymptotic behaviour
Now we shall give finer results about O-regularly varying asymptotic behaviours.
The following example shows that the statements (a) and (b′) in Theorem 4
are not equivalent ((b′) does not follow from (a) in the general case).
Example 7 Suppose that n = 3 and
g(λ) =
e−50λ + sin2
(
2
λ
)
(2π)
3
2 λ
5
2
, λ > 0.
It is obvious that λ2g(λ) ∈ L1(R+) and g(1/·) ∈ OR. However, there does not
exist α for which λ3−α g(λ) ∼ L ( 1λ) /c2(n, α), λ→ 0. To see that one can also look
at the plot of the spectral density in Fig. 6a and the log-log plot in Fig. 6b. The
logarithmic transform of the spectral density does not approach a strait line at
negative infinity.
The corresponding covariance function is
B(r) =
16
√√
2500 + r2 − 50 + 8√r+ e−4
√
r − sin (4√r)− cos (4√r)
8r
.
The integral in the representation of l3(r) can be also explicitly evaluated and
we get
l3(r) =
π2r2
24
(
128006− (3 + 12
√
2r) sin
(
4
√
2r
)
+ 28
√
2 r3/2 − 12
√
2r e−4
√
2r
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+(12
√
2r − 3) cos
(
4
√
2r
)
− 3 e−4
√
2r +29
√
50 + 2
√
r2 + 54
(√
r2 + 54 − 50
))
.
We see that r
1
2B(r) and r−
7
2 l3(r) belong to L.
Plots of B(r), l3(r), and their normalized transformations are shown in Fig. 6.
Fig. 6a Plot of g (λ) Fig. 6b Log-log plot of g (λ)
Fig. 6c Plot of B(r) Fig. 6d Plot of r
1
2 B(r)
Fig. 6e Plot of l3(r) Fig. 6f Plot of r
−
7
2 l3(r)
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Example 7 demonstrates that it might be reasonable to use OR class instead
of L to obtain more general Abelian and Tauberian theorems. Indeed, such results
were obtained by Olenko 2005, 2006.
We will write f ≍ g if f = O(g) and g = O(f). It is convenient to introduce the
following notations:
l˜n(r) :=
ln(r)
r2(n−1)
, b˜n(r) :=
bn(r)
r2n
.
Theorem 7 Let 0 > α ≥ β > 2− n. Then the following statements are equivalent:
(i) G(1/·) ∈ OR(β, α);
(ii) l˜n(·) ∈ OR(β, α);
(iii) l˜n(r) ≍ G(1/r) as r →∞, and there exist positive numbers C, C′ and r0 such that
C′
(
r1
r
)β
≤ G(1/r1)
l˜n(r)
≤ C
(
r1
r
)α
, r1 ≥ r ≥ r0.
Theorem 8 Let 0 > α ≥ β > −n. Then the following statements are equivalent:
(i) G(1/·) ∈ OR(β, α);
(ii) b˜n(·) ∈ OR(β, α);
(iii) b˜n(r) ≍ G(1/r) as r →∞, and there exist positive numbers C, C′ and r0 such that
C′
(
r1
r
)β
≤ G(1/r1)
b˜n(r)
≤ C
(
r1
r
)α
, r1 ≥ r ≥ r0.
To deal with spectral densities one can use the following results.
Theorem 9 Let α < n. If g(1/·) ∈ OR(β, α) then G(1/·) ∈ OR(β − n, α − n) and
G(1/r) ≍ g(1/r)/rn, r →∞.
Definition 8 An isotropic spectral density g(·) is called essentially positive (in a
neighborhood of the origin) if there exists a number ε > 0, such that g(x) > 0 for
all x ∈ (0; ε].
Theorem 10 Let g(1/·) ∈ OR be an essentially positive isotropic spectral density and
let α < 0. If G(1/·) ∈ OR(β, α), then g(1/·) ∈ OR(β + n, α + n) and G(1/r) ≍
g(1/r)/rn, as r →∞.
Abelian and Tauberian theorems for O-regularly varying spectral densities were
obtained by Olenko 2005. OR relations of the local behaviour of the spectral distri-
bution function G(·) in a neighborhood of an arbitrary point a ∈ [0,+∞) and the
variance of some weighted integral transforms of random fields were investigated
by Olenko 2006.
The last example in this section shows that Abelian and Tauberian theorems
for OR class can not be reduced to narrower L cases considered before. We give
an example of functions g(1/·) and corresponding b˜n(·) which both belong to OR
class, but are not in L.
18 Nikolai Leonenko, Andriy Olenko
Example 8 Let the spectral distribution function be determined by its derivative
G′(λ) =


0, λ > 1Tn ;
1, λ ∈
(
1
2T 2k+1n
, 1
T 2k+1n
]
, k ≥ 0 ;
ε, λ ∈
(
1
T
2(k+1)+1
n
, 1
2T 2k+1n
]
, k ≥ 0 ,
(11)
where Tn > 2 such that∫ ∞
Tn
2
Sn(λ)dλ < δ1,
∫ 1
Tn
0
Sn(λ)dλ < δ2, (12)
and Sn(λ) := J
2
n
2
(λ)/λn. Sn(λ) is an integrable function. Therefore, for any positive
δ1 and δ2 there exists Tn such that (12) holds.
Positive constants ε, δ1, and δ2 will be defined later.
Let u := 1/λ, G˜′(u) := G′(1/u) = G′(λ). By (11) for t > 1 and u ≥ 1 we get
ε ≤ G˜
′(tu)
G˜′(u)
≤ 1
ε
.
Hence, G′(1/·) ∈ OR(0, 0). However, G′(1/·) 6∈ L because limu→∞ G˜′(tu)/G˜′(u)
does not exist for t > 1. By Definition 3 we obtain that g (1/·) ∈ OR(n− 1, n− 1),
but g (1/u) /un−1 6∈ L.
Note that b˜n(r) ∈ OR(−1,−1) by Theorems 8 and 9.
Let us show that rb˜n(r) 6∈ L. The substitution of the sequence λk = T 2kn , k ≥ 1
and t = Tn in Definition 4 gives
b˜n(λkt)
b˜n(λk)
=
1
t
·
∫∞
0
Sn(λ)G
′
(
λ
λkt
)
dλ∫∞
0
Sn(λ)G′
(
λ
λk
)
dλ
≥ 1
t
· A
δ1 + δ2 +B · ε ,
where
A :=
∫ 1
1
2
Sn(λ)dλ, B :=
∫ ∞
0
Sn(λ)dλ.
Note that both A and B are finite positive numbers.
If λk = T
2k+1
n , k ≥ 0, and t = Tn, then
b˜n(λkt)
b˜n(λk)
=
1
t
·
∫∞
0
Sn(λ)G
′
(
λ
λkt
)
dλ∫∞
0
Sn(λ)G′
(
λ
λk
)
dλ
≤ 1
t
· δ1 + δ2 +B · ε
A
.
If we choose δ1, δ2 and ε so small that
δ1 + δ2 +B · ε
A
<
A
δ1 + δ2 +B · ε
then the limit
lim
r→∞
∫∞
0
Sn(λ)G
′ ( λ
rt
)
dλ∫∞
0
Sn(λ)G′
(
λ
r
)
dλ
does not exist. Therefore rb˜n(r) 6∈ L.
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8 Radial directional asymptotic behaviour
In this section we discuss some generalizations of Tauberian and Abelian theo-
rems for ”radial directional” homogeneous random fields. Even if a random field
is not isotropic, its covariance functions can exhibit some regular asymptotic be-
haviour in each radial direction, see Doukhan et al. 1996 and a proper definition
in Theorem 11. This issue has no parallel in one-dimensional time series modeling.
Limit theorems and statistical applications of such LRD random fields de-
fined on the discrete parameter space Zn were discussed by Doukhan et al. 1996,
Lavancier 2005, 2006, 2007, 2008, Beran et al. 2009, etc. Some examples of ”direc-
tional” homogeneous LRD random fields on Zn were given.
To show the presence of a LRD behaviour mentioned papers used Taube-
rian and Abelian theorems for Fourier transforms by Wainger 1965. We adjust
Wainger’s results to LRD random fields defined on the continuous parameter
space Rn.
Definition 9 An infinitely differentiable function L(·) belongs to the class L˜ if
1. for any δ > 0 there exist λ0(δ) > 0 such that λ
−δL(λ) is decreasing and λδL(λ)
is increasing if λ > λ0(δ);
2. Lj(·) ∈ L for all j ≥ 0, where L0(λ) := L(λ), Lj+1(λ) := λL′j(λ).
Any function S(·) ∈ C∞(sn−1(1)) possesses the mean-square representation
S(ω) =
∞∑
k=0
k∑
m=−k
a(k,m)Yk,m(ω), ω ∈ sn−1(1),
where Yk,m(·) is a spherical harmonic of degree k, see Andrews et al. 1999.
The function
S˜α,n(ω) := π
α−n
∞∑
k=0
k∑
m=−k
(−i)k a(k,m)
Γ
(
n+k−α
2
)
Γ
(
k+α
2
) Yk,m(ω)
is well defined in the mean-square sense and belongs to C∞(sn−1(1)).
Theorem 11 Let α ∈ (0, n), S(·) ∈ C∞(sn−1(1)), and L(·) ∈ L˜. Let ξ(x), x ∈ Rn,
be a mean-square continuous homogeneous random field with mean zero. Let the field
ξ(x) have the spectral density f(u), u ∈ Rn, which is infinitely differentiable for all
u 6= 0.
If the covariance function B(x), x ∈ Rn, of the field has the following behaviour
(a) ||x||αB(x) ∼ S
(
x
||x||
)
L (||x||) , ||x|| → +∞,
then the spectral density satisfies the condition
(b) ||u||n−αf(u) ∼ S˜α,n
(
u
||u||
)
L
(
1
||u||
)
, ||u|| → 0.
We begin with an example of a spectral density and a covariance function
which illustrates Theorem 11.
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Example 9 Let n = 3, α = 2, and ξ(x) be a mean-square continuous homogeneous
random field with the spectral density (compare with Example 3)
f(ρ, β, ψ) = (4 + 3 cos2(β)) ·
K 1
2
(ρ)√
23π3 ρ
, (13)
where (ρ, β, ψ), ρ ≥ 0, β ∈ [0, π], ψ ∈ [0,2π), are spherical coordinates of the
point u ∈ R3.
Using the spherical harmonics Y0,0
(
u
||u||
)
:= 1 and Y2,0
(
u
||u||
)
:= 3 cos
2(β)−1
2
we can represent (13) as
f(u) =
(
5Y0,0
(
u
||u||
)
+ 2Y2,0
(
u
||u||
))
·
K 1
2
(||u||)√
23π3 ||u||
. (14)
Hence, the spectral decomposition (2) can be rewritten as
B(x) = 4π
∫ ∞
0
ρ2K 1
2
(ρ)√
23π3 ρ
∫
s2(1)
e
i||x||ρ
〈
x
||x||
,ω
〉
(5Y0,0 (ω) + 2Y2,0 (ω)) dσ(ω) dρ .
Using properties of the Fourier transform of spherical harmonics, see Andrews et al.
1999, (9.10.2), one may evaluate the internal surface integral over the sphere s2(1)
in the following way
B(x) = 4π
(
5Y0,0
(
x
||x||
)∫ ∞
0
J1/2(ρ||x||)√
ρ||x||
ρ3/2K 1
2
(ρ)dρ
−2Y2,0
(
x
||x||
)∫ ∞
0
J5/2(ρ||x||)√
ρ||x||
ρ3/2K 1
2
(ρ)dρ
)
.
Finally we obtain
B(r, θ, ϕ) =
4π
(1 + r2) r3
(
r3(7− 6 cos2(θ)) + 3r2(3 cos2(θ)− 1) arctan(r)
+3 r(1− 3 cos2(θ)) + 3(3 cos2(θ)− 1) arctan(r)
)
, (15)
where (r, θ, ϕ), r ≥ 0, θ ∈ [0, π], ϕ ∈ [0,2π), are spherical coordinates of the
point x ∈ R3.
It is obvious from (15) that the statement (a) of Theorem 11 holds, i.e.
||x||2B(x) ∼ S
(
x
||x||
)
L (||x||) , ||x|| → +∞,
where S(ω) = 5Y0,0(ω)− 4 π Y2,0(ω) = 7− 6 cos2(θ) and L(·) ≡ const.
Therefore S˜α,n(ω) = π
−1/2 (5Y0,0(ω) + 2Y2,0(ω)) and the density defined by
equation (14) satisfies the statement (b) of Theorem 11.
The correlation function B(x) does not depend on ϕ ∈ [0,2π). Therefore, we
plot it as a function of the variables r and θ. To apparently display the function
B(x) we extend it to an even function on the interval θ ∈ (−π, π). Fig. 7 presents
plots of the covariance function B(x) and its normalized transformation in the
cylindrical coordinate system (r cos(θ), r sin(θ),B(r, θ, ϕ)).
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Fig. 7a Plot of B(r, θ, ϕ) Fig. 7b Plot of r2B(r, θ, ϕ)
Fig. 8a Contour plot of B(r, θ, ϕ) for
the cylindrical coordinate system
Fig. 8b Contour plot of B(r, θ, ϕ) in
(r, θ) coordinates
Fig.8c Contour plot of r2B(r, θ, ϕ) for
the cylindrical coordinate system
Fig. 8d Plots of r2B(r, θ, ϕ) for
θ = 0 and θ = pi/2.
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The contour plots in Fig. 8a-8c demonstrate that random field ξ(x) exhibits
”directional” homogeneous behaviour.
Definition 10 A random field ξ(x), x ∈ Rn, is anisotropic if its covariance function
B(x) = B0(||Ax||) for some isotropic covariance function B0(·) and nondegenerate
matrix A.
Remark 5 It seems that the contour plots in Fig.8a and Fig.8b demonstrate anisotropic
behaviour of ξ(x). However, it is not true in the general case, because random fields
with covariance functions satisfying the condition (a) of Theorem 11 are ”radially
directional” homogeneous, but not anisotropic. Even more, the example below
shows the random fields with a radial spectral distribution function satisfying the
condition (b) of Theorem 11. In spite of that, the field is neither ”radially direc-
tionally” homogeneous nor anisotropic in terms of covariance functions.
The following example shows that the conditions of Theorem 11 are not nec-
essary and, similarly to Example 7, the statements (a) and (b) in Theorem 11 are
not equivalent in the general case.
Example 10 We continue with the notations and transformations of Example 9 and
consider a new spectral density.
Let n = 3, α = 2, and the spectral density is
f(ρ, β, ψ) =
{
4+3 cos2(β)
23/2pi3/2ρ
, if ρ ∈ (0,1];
0, otherwise.
Then, the statement (b) of Theorem 11 holds.
The corresponding covariance function is
B(r, θ, ϕ) =
25/2
√
π
r3
(
r(7− 4 cos (r)− 3 cos2 (θ) (2 + cos (r)))
+3(3 cos2 (θ)− 1) sin (r)
)
.
It is obvious that this function does not satisfy the statement (a) of Theorem 11.
Fig. 9a Plot of B(r, θ, ϕ)
Fig. 9b Plots of B(r, θ, ϕ) for
θ = 0 and θ = pi/2.
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Fig. 9c Plot of r2B(r, θ, ϕ)
Fig. 9d Plots of r2B(r, θ, ϕ) for
θ = 0 and θ = pi/2.
As in Example 9 we extend B(x) to an even function on the interval θ ∈ (−π, π)
and plot it as a function of the variables r and θ. Plots of the covariance func-
tion B(x) and its normalized transformation in the cylindrical coordinate system
(r cos(θ), r sin(θ),B(r, θ, ϕ)) are shown in Fig. 9.
It is well-known that anisotropic random fields should have the same covariance
structure with different covariance scales along different directions. Directionally
homogeneous fields possess the same radial covariance function up to a multiplier,
which depends only on the direction. It seems that the contour plots in Fig. 10a
and Fig. 10b demonstrate either anisotropy or ”directional” homogeneity of ξ(x).
However, two plots in Fig. 9d and Fig. 10c prove that neither is true.
Fig. 10a Contour plot of B(r, θ, ϕ) for
the cylindrical coordinate system
Fig. 10b Contour plot of B(r, θ, ϕ) in
(r, θ) coordinates
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Fig. 10c Contour plot of r2B(r, θ, ϕ) for
the cylindrical coordinate system
9 Conclusions
The paper studies Abelian and Tauberian theorems for LRD random fields. We
restrict our attention only to ”classical” asymptotic results. Mercerian theorems,
results for regularly varying functions with reminder, and other generalizations are
beyond the scope of the paper. Some such extensions, formulated in terms of Han-
kel transforms, were developed in an excellent series of papers by Bingham, Inoue
1997b, 1999, 2000a,b and can be used to investigate the fine asymptotic behavior
of LRD random fields.
Using several new or less-known explicit examples of LRD covariance func-
tions we illustrate and highlight the role of assumptions in the theorems to obtain
Abelian and Tauberian results for different functional classes.
These examples can also be used in spatial statistics where one of the main
problems is the development of covariance functions with some desirable properties
(for example, LRD) in an explicit form to fit experimental covariances. Some other
models of random fields with singularities in the spectrum can be found in Halidov
1978, Lavancier 2005 and Klykavka 2011.
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