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A B S T R A C T
This work investigates the capacitive capabilities of Li-ion pouch and cylindrical cells in respect to the provision
of Frequency Response services and a potential for reduction in battery ageing eﬀects. This is achieved using
Electrochemical Impedance Spectroscopy (EIS) and a novel method of identifying and deﬁning the threshold
frequency between pseudo-capacitive and diﬀusion processes of the cell. It is found that this threshold frequency
is independent of current intensity up to 1 C, showing that even at high power, pseudo-capacitance has sig-
niﬁcant impact. However, a severe dependency upon relative cell surface area and State of Charge (SoC) is
identiﬁed. Symmetrical charge-discharge pulses of up to 10 s utilise primarily cell capacitance. Literature in-
dicates, that this level of utilisation reduces the electrochemical ageing impact signiﬁcantly. This article displays
a method to identify and isolate these processes for any given cell and to allow enhancement of conventional
ageing modelling.
1. Introduction
Mandatory and Firm Frequency Response (MFR and FFR) are ser-
vices demanded and requested by National Grid, which balance de-
mand and generation on a permanent basis in the Great British power
grid [1]. In 2016, National Grid introduced additionally the Enhanced
Frequency Response (EFR) service, which aims to replace the inertia
eﬀects from conventional energy sources by use of even shorter re-
sponse time [2]. All of these services are provided through counter-
balancing over-demand and -generation with rapid output power
changes – a service for which batteries on large scale, especially for
EFR, have emerged as the most suitable technology [3,4].
Several papers [5–10] discuss the potential of batteries and speci-
ﬁcally Li-Ion batteries to provide inertia to the grid in the form of fre-
quency response. Several authors [8,6–10] compared retrospectively
the ageing to the medium SoC and cycle depth of the utilisation. In one
instance [10], the ageing impact of frequency response on the battery
has primarily been ascribed to calendric degradation. All these in-
vestigations account for the degradation cumulatively for a prolonged
time period, however they do not consider important diﬀerences be-
tween frequency response provision and standard cycling in short time
scales. These phenomena, such as fast pulsing and high currents, can
have signiﬁcant impact on the ageing of Li-Ion cells, which asks for
deeper analysis as proposed in this work.
The authors of [9,11–13] describe based on EIS results that battery
cells, speciﬁcally Li-ion cells, exhibit capacitive properties when ex-
posed to a high frequency alternating current. These properties are due
to polarisation and pseudo-capacitive processes within the cell, which
behave like purely electrical non-ideal capacitors and thus don’t re-
present an electrochemical charge/discharge process. At lower fre-
quencies, the chemical diﬀusion processes are activated, and the bat-
tery functions more conventionally.
Cycling batteries has been proven to have higher impact on the
ageing of Li-ion cells than pure storage periods [14–16]. Under the
hypothesis that some actions during the provision of frequency re-
sponse only utilise the capacitive eﬀects within the cell due to high
frequency AC operation, it is reasonable to assume that these actions
have much lower impact on the electrochemical ageing of the cell than
other applications with equivalent throughput.
During Micro-Cycling [17–19] batteries are subjected to small
charge and discharge processes, resulting in a low cycle depth. The
authors of [17] applied over 200,000 micro-cycles (equal to 3000 full
equivalent cycles) to Nickel-Manganese-Cobalt/Carbon (NMC/C) bat-
tery cells. Over this time period, the authors did not detect any capacity
fade or resistance increase. The authors do not link this eﬀect to the
capacitive properties of the cell. Therefore, a thorough investigation
into Li-Ion pseudo-capacitance would highly beneﬁt ageing analysis.
There are several methods to determine the threshold between
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capacitance and diﬀusion within the cell. For instance, utilising the
Archimedes principle and submerging the cell into a liquid would en-
able measuring the electrode expansion and consequently the diﬀusion
during cycling. This setup would, however, require highly sensitive
measurement of the surface level and be biased by inhomogeneous
thermal expansion of the liquid itself.
Another method is the use of a reference electrode to measure di-
rectly the potential of the electrodes during operation. However, since
capacitive eﬀects are present in both electrodes, this setup would not
separate the processes correctly [20,21].
EIS provides a reliable and consistent way to analyse the electrical
properties of battery cells [12,22–25]. Identifying the threshold be-
tween capacitive and chemical utilisation of the battery through EIS
shows two major diﬃculties. Firstly, high-power utilisation of batteries
generally shows non-linearities connected to the Butler-Volmer equa-
tion [12,24]. These non-linearities cause harmonics which are primarily
prevalent at high currents and low frequencies, and can be identiﬁed
through methods such as Nonlinear EIS or Nonlinear Frequency Re-
sponse Analysis [26–28].
Secondly, distinguishing between the individual components of the
Equivalent Circuit Model (ECM) commonly requires ﬁtting it to the
data, which further requires additional software tools. These may,
especially under inﬂuence of non-linearities, not be capable of gen-
erating a suﬃciently accurate result. Although this process can be
supported through analysis of the distribution of relaxation times, this
requires complex evaluation (manually or through further software)
and only provides limited beneﬁts to comparing the impact of the
processes during utilisation [25,29–32].
This paper investigates the capacitive capabilities of NMC-LMO
(Lithium-Manganese-Oxide), LFP (Lithium-Iron-Phosphate) and NMC
cells. It aims to deﬁne a simpler and accurate method of identifying the
threshold between capacitive and diﬀusion processes within a cell, to
determine general characteristics and dependencies of this threshold
and to connect these to the conditions of frequency response and the
results found in [17].
2. Experimental design
The experimental design matrix is given in
Table 1. Four diﬀerent cell types of diﬀerent size, shape and
chemistry from diﬀerent manufacturers have been investigated in this
experiment. Before, the test cell type A has been subjected to ap-
proximately 100 full equivalent cycles (CPCV between 2.8 V and
4.15 V) through emulation of support of a household-photovoltaic
system. In this time period, the cell has not displayed signiﬁcant ageing
eﬀects (< 2% capacity loss). Cell type B originates from a module
disassembly and has been full cycled 7 times (CCCV at C/2 between
2.8 V and 4.15 V) prior to the test. Cell types C and D were provided as
new cells.
The state of charge of type A and B has been adjusted before the EIS
tests through C/2 charge current from 0% SoC using Coulomb counting.
C and D were provided at 50% SoC.
The maximum currents have been chosen based on equipment
limitations and the expected current during EFR. The maximum relative
current that battery storage is allowed to provide is 2C [2], and typical
frequency behaviour indicates that events with a required power output
beyond 50% of the maximum output is extremely rare [33].
Galvanostatic EIS has been performed separately and consecutively
(starting with the lowest current to reduce the impact on the SoC) for
each of the RMS currents. The starting OCV for each state of charge
varied by<15mV. The frequency band covered 5 kHz to 20mHz. A
Solartron ModuLab XM ECS potentiostat coupled with a 20 A booster
has been used to perform the EIS [34].
3. Nyquist-plot analysis
Initially, EIS has been performed at varying currents to investigate
the impact of the Butler-Volmer nonlinearity on the cells. The results
are displayed in Fig. 1. High frequency positive reactances have been
neglected in this display, as they are heavily inﬂuenced by cable in-
ductivity. Furthermore, a few low frequency results of type B have been
cut as they indicated behaviour of a closed Warburg element.
Fig. 1 shows, that increasing the current had no signiﬁcant impact
on the impedance of type A, B and C cells, indicating that the im-
pedance non-linearity caused by high currents is minimal. However,
cell type D was aﬀected by increasing currents. Mainly the resistive part
of the pseudo-capacitance and diﬀusion have been reduced by the in-
creasing currents, conﬁrming impacts by the Butler-Volmer kinetic.
The main diﬀerences between cell D and the others are size and
architecture. Since the currents are adapted towards the cell capacity, it
is more likely that the diﬀerence occurs due to the cylindrical shape,
which constrains the cell contents and inﬂuences the cell properties.
Fig. 1 further displays the Nyquist plot of type A at changing SoC. At
higher SoC resistance of conductor and pseudo-capacitance decreases,
indicated by both the shift of the curves towards 0 and the contraction
of the semi-circle. These changes appear to be exponential and match
the behaviour described in [24]. However, the angle of the diﬀusion
part of the curve is not signiﬁcantly aﬀected.
Based on the work of [9,11,13,23], the equivalent circuit model
displayed in Fig. 2a was found to best represent the Nyquist plots in
Fig. 1. R0 represents the purely ohmic resistance, the SEI and CT sub-
scripted elements display the pseudo-capacitive properties of the solid
electrolyte interface and the charge transfer and CPEDIF describes the
diﬀusion processes through a constant phase element
4. Filtration of pseudo-capacitance and diﬀusion
The basis for the diﬀerentiation between the processes is the
equivalent circuit model given in Fig. 2a. Since the individual elements
are irrelevant for the distinction between pseudo-capacitance and dif-
fusion, the ECM can be expressed as given in Fig. 2b, where Z0 re-
presents the conductor resistance, ZPC the combined pseudo-capaci-
tance and ZDIF the diﬀusion. The conditions are as follows:
=Z R0 0 (1)
=
+
+
+
Z R
B jω
R
B jω1 *( ) 1 *( )PC
SEI
SEI
ψ
CT
CT
ψSEI CT (2)
=Z
B jω
1
*( )DIF DIF ψDIF (3)
= + +Z Z Z ZPC DIF0 (4)
R represents the ohmic characteristic of each element, B and ψ are
the ﬁtting parameters of the constant phase elements and ω describes
the angular frequency.
Only two of these elements must be determined to fully capture the
individual impedances. Z0 can be determined through linear
Table 1
Experimental Design Matrix.
ID A B C D
COUNT 3 4 1 1
CHEMISTRY NMC-LMO/C NMC-LMO/
C
LFP/C NMC/C
NEW No Yes Yes Yes
FORM Pouch Pouch Pouch Cylindrical
CAPACITY 15 Ah 33 Ah 19.5 Ah 3.1 Ah
SOC 25 %, 50 %, 75
%
50 % 50 % 50 %
RMS-CURRENT C/20, C/10, C/5,
C/2, 1C
C/16, C/3,
2/5C
C/10, C/2,
2/3C
C/10, C/2, 1C
TEMPERATURE 22 °C 22 °C 22 °C 22 °C
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interpolation where the Z’’ is equal to zero. At low frequencies, the
diﬀusion impedance is the only active element. Fitting Z| |CPE or ′Z CPE to
the data requires knowledge of the resistive parameters of ZPC.
However, ′′Z CPE can be directly ﬁtted towards the low frequency re-
actance Z’’ dataset from the EIS. An example ﬁtting curve is displayed in
Fig. 3.
The ﬁtting data has been selected so that the covariance of BDIF and
ψDIF are minimal. The resulting ﬁtting function describes almost
perfectly the measurements for the types A, C and D. The reactance of
type B was not perfectly ﬁtted, where in some instances the ﬁtted values
were greater than the measured values. BDIF and ψDIF and the RMSE for
each ﬁt have been determined for every measurement and are displayed
in
Table 2. For type A and B the values have been averaged over all
samples.
With this method, Z0 and ZCPE have been determined for every
Fig. 1. Nyquist-Plots of the diﬀerent cell types at diﬀerent currents.
Fig. 2. Chosen Equivalent Circuit Model (a) and complex simpliﬁcation (b).
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measured frequency and can be subtracted from each Z value. The re-
sulting Nyquist plot of the pseudo-capacitance for diﬀerent cases is
given in Fig. 4. The resulting graph describes well the depressed semi-
circle of the pseudo-capacitive ZARC elements. Towards lower fre-
quencies, inaccuracies become apparent. These are likely due to mea-
surement errors, characteristics that cannot be captured by simpliﬁed
ECM and imperfect ﬁtting.
Since these inaccuracies might negatively impact the following
analysis and do not represent realistic behaviour, they need to be cor-
rected. This is achieved by stating that ′Z PC does not decrease at lower
frequencies and ′′Z PC does not exceed zero. Through this, a more ac-
curate approximation for ZPC can be determined.
5. Bode graph analysis
To identify the absolute utilisation of the individual components,
Z| |0 , Z| |PC and Z| |DIF have been plotted in the Bode Plot. It displays for
each frequency, how the overpotential of the cell is split across the
elements, and thus at which rate elements are utilised. A sample is
displayed in Fig. 5. Added up, all components result in the impedance
over the cell.
At very high frequencies (> 1000 Hz), the cell acts as a pure resistor
with an ideal power source, meaning that every utilisation only gen-
erates ohmic losses and the cell is neither charged nor discharged. At
medium frequencies (< 1000 Hz,> 1Hz), the double-layer capaci-
tance of the cell acts as an additional power source/surge during charge
and discharge processes. At low frequencies (< 1Hz), the diﬀusion
process is gradually activated, providing the electrochemical energy
storage. However, in the initial stages of charge and discharge process,
the cell is still utilising its capacitance.
Mathematically, neither capacitance nor diﬀusion are zero at any
frequency. However, the mentioned thresholds can be assumed true for
most real applications. Another threshold is deﬁned here and is marked
as a black vertical line in the graph. This transitional frequency, from
here on called Capacitance-Diﬀusion Transitional Frequency (CDTF),
marks the point where the impedance of the diﬀusion element is equal
to the impedance of the capacitive element. Thus, capacitance and
diﬀusion are equally utilised at CDTF. Above CDTF, the capacitance is
the dominant element. Below CDTF, diﬀusion is dominant.
CDTF is not a hard border but provides an indication whether to
consider capacitive eﬀects or charge/discharge actions during utilisa-
tion analysis.
Within the same SoC range, the Bode plots for type A, B and C,
respectively, are almost identical. However, as displayed in Fig. 6, the
impedances of type D change expectedly. Even though Z| |0 stays con-
stant, both Z| |PC and Z| |DIF become smaller at higher currents. Since they
both fall at approximately the same rate, the CDTF only varies slightly
6. CDTF analysis
The CDTF has been determined for all cells in all states. The results
along with the errors across samples are displayed in Fig. 7. The CDTF
across the ﬁrst 3 types varies but appears to be almost always in the
logarithmic area between 10 and 100mHz. Type D is an exception with
an average CDTF of about 3.5 mHz, which can be connected to the
cylindrical design of the cell and the resulting maximised surface area
and capacitance as found in capacitors. This prolongs the window
during charge and discharge in which the capacitance is the primary
eﬀect.
The CDTF appears to be widely current-independent. Although
there is a slight downwards trend in the CDTF towards higher currents
in type B and D, these changes are minimal and within expected error
range. As described in section 5, both Z| |PC and Z| |DIF of type D became
smaller at higher currents, keeping the CDTF at approximately 3.5mHz.
Overall, current intensity does not seem to have any impact on the rate
of utilisation of pseudo-capacitance and diﬀusion
However, the state of charge seems to have a signiﬁcant impact. At
higher SoC the CDTF rises as well, resulting in higher diﬀusion utili-
sation. At low SoC, the CDTF is minimal and thus the capacitive eﬀects
are maximised. In type A, the CDTF is twice as high at 75% than at 25%.
The overall dependency appears to be exponential.
For almost all cases, the CDTF is located beyond the tested fre-
quency spectrum (< 20mHz). Since the terminal behaviour of the
pseudo-capacitance and the diﬀusion has been identiﬁed, this does not
impact the conﬁdence in the results. However, this proves that the
transition between the elements is far beyond the “valley” in the
Nyquist plot.
7. Translation of frequency response utilisation into AC utilisation
of battery
To analyse the relationship between the in [17] presented results,
frequency response provision and CDTF, it is necessary to compare and
translate the charge/discharge signals. AC utilisation requires a bidir-
ectional (positive and negative power output) provision of frequency
response. However, FFR and MFR describe a collection of unidirectional
services [1,35]. Therefore, a bidirectional combination of these services
is assumed. EFR is already deﬁned as bidirectional service [36]. Fig. 8:
Fig. 3. EIS-measured reactance and ﬁtted Z ''DIF function (Type A).
Table 2
Diﬀusion element parameters and RMSE.
Type SoC [%] Current [A] BDIF [S] ψDIF [°] RMSE [%]
A 25 0.75 4543.80 40.85 3.85E-04
1.5 4549.26 40.92 4.70E-04
3 4677.51 41.29 3.81E-04
7.5 4556.11 40.97 4.01E-04
14.4 4694.82 41.04 3.63E-04
50 0.75 5060.27 39.81 9.53E-03
1.5 5188.33 40.23 8.90E-03
3 5264.31 39.92 8.59E-03
7.5 5075.32 39.26 8.40E-03
14.4 4906.42 38.09 7.87E-03
75 0.75 4154.34 39.04 3.08E-03
1.5 4147.85 38.64 2.90E-03
3 4215.73 39.24 2.36E-03
7.5 4104.11 38.17 2.30E-03
14.4 4107.67 37.93 3.58E-03
B 50 2.1 4953.25 23.68 2.83E-03
10.5 4882.84 23.71 2.77E-03
14 4895.66 23.57 2.77E-03
C 50 1.95 2459.65 32.12 4.69E-04
9.75 2001.07 28.77 3.49E-03
13 2208.62 29.18 3.49E-03
D 50 0.31 405.43 34.16 8.48E-04
1.55 389.84 32.43 8.47E-05
3.1 446.78 33.04 1.11E-03
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Rectangular (left) and sawtooth (right) charge-discharge current pro-
ﬁles [17]Fig. 8 displays the rectangular pulse as it is assumed to be
present for frequency response provision and a sawtooth pulse as it has
been applied in [17].
Using the principles of Fourier transformation, these signals can be
recreated by an endless combination of sinusoidal signals, with the
lowest frequency being the inverse of the overall pulse time (a+ b+c).
Therefore, from the results in Section 6 the maximum pulse time for
capacitive dominance can be determined by calculating the reciprocal
of the CDTF. The maximum pulse time varies therefore between 10 s
(cell type B) and 4.7min (cell type D).
The documentation and guidance documents regarding FFR, MFR
and EFR deﬁne the respective delay and maximum provision duration
of each response [1,2,36–41]. However, for the consideration of AC
signals, the change in grid frequency and the sampling rate for the
provision are of higher relevance. The grid frequency is dependent upon
the energy balance of the National Grid and is therefore changing
constantly. The sampling rate is given for EFR as one reading every
100ms [2], which results in a minimum symmetric pulse time of
200ms. This is well below the maximum pulse time, meaning that
provision of frequency response can result in pure utilisation of the cell
Fig. 4. Isolated Pseudo-Capacitance from EIS data.
Fig. 5. Bode Plot for type A at 14.4 A and 50% SoC.
Fig. 6. Bode Plot for type D at 50% SoC.
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capacitance.
Although National Grid is trialling new frequency response ap-
proaches and plans to revamp the balancing mechanism [42,43], the
necessity of frequency response, the technical suitability of battery
storage for this service, as well as the service’s impact on the system are
likely to remain similar.
The pulses applied in [17] had a duration of 40 s. Although it is not
guaranteed that the capacitance is the dominant process, it is very likely
that the diﬀusion process is at least signiﬁcantly reduced by the pseudo-
capacitance. This makes pseudo-capacitance a valid possible explana-
tion for the in [17] observed minimal cell ageing.
8. Conclusion
In this paper, a fast method has been presented to clearly diﬀer-
entiate between pseudo-capacitance and diﬀusion within a Li-ion cells
by ﬁtting the reactive impedance to CPE behaviour. This enables users
to distinguish between electrical and electrochemical processes during
charge and discharge of the cell. Through this method, the capacitance-
diﬀusion transitional frequency (CDTF) can be determined, which is a
soft border for the respective dominant processes.
It has been shown, that this border is independent of the current
intensity (up to 1C) and therefore not aﬀected by non-linearities of
internal resistance. However, it is apparent that there is an exponential
relationship between this frequency and the SoC, wherein cells at lower
SoC have higher capacitive capabilities. Furthermore, higher relative
surface between anode and cathode seems to enhance them as well.
Analysis of this frequency and the requirements of frequency re-
sponse services shows, that short-term symmetrical pulses are absorbed
by the pseudo-capacitance of the cell. The results displayed in [17]
indicate, that this utilisation signiﬁcantly reduces the cell ageing in
respect to throughput. A potential explanation would be that the
Fig. 7. CDTF for changing currents and varying states of charge for all types.
Fig. 8. Rectangular (left) and sawtooth (right) charge-discharge current proﬁles. [17].
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reduction in diﬀusion reduces the mechanical stress on the cell caused
by anode expansion, and therefore reduces the loss of active material
[44].
However, even without diﬀusion processes, several other ageing
processes such as the SEI formation might still be impacted by this
utilisation. The increase in cell temperature as observed in [17] could
even accelerate these processes. In future experiments it is therefore
planned to perform further accelerated ageing studies comparing the
impact of high frequency utilisation against low frequency utilisation of
the cell.
If there is a beneﬁt in operating a cell below CDTF, it would further
be possible to investigate the ideal conditions for this utilisation under
the perspectives of cell pressurisation, state of charge, cell age, tem-
perature and super-positioning of sinusoidal with other signals.
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