The distance-dependent geometric point response of a single photon emission computed tomographic (SPECT) system and the attenuation effect of photons passing through the object are modeled in an iterative OS-EM reconstruction algorithm to improve both the resolution and quantitative accuracy of the reconstructed images. In this paper, an efficient incremental slab-by-slab blurring model was introduced to speed up the reconstruction. A specified number of neighboring vertical slices are grouped into a slab. Slab-byslab blumng, rather than slice-by-slice blurring, is performed to reduce the convolution times for both projector and backprojector which model the geometric point response of the system. The key advantage of this slab-by-slab blumng model over the slice-by-slice model is that the computational time can be significantly reduced while still maintaining the spatial resolution and quantitative accuracy of the reconstructed images. The application of this incremental slabby-slab blurring model, incorporated with a model for attenuation, to the image reconstruction of patient SPECT data shows improved resolution and contrast over the images reconstructed without the corrections; it also shows much less computational time for the reconstruction than the slice-byslice implementation.
I. INTRODUCTION
The geometric point response effect and the attenuation effect need to be compensated in single photon emission computed tomography (SPECT). The geometric point response of a SPECT system is a non-delta spatially varying response function. This point response function of the system results in shape distortion and loss of resolution in the images reconstructed from projection data. The attenuation effect is the absorption of photons by the tissue, which results in quantitative inaccuracy in the reconstructed images. These two effects can be effectively and efficiently compensated by using a new blurring model, which uses small 2D distancedependent blurring kernels.
The point response function of a SPECT system is fit to a 2D Gaussian function, the FWHM of which varies linearly with the distance from the point to the detector surface [ l , 2l.Effort has been made to compensate for the system geometric point response and the attenuation effect. The
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compensations are based on modeling the geometric response and the attenuation effects and setting up a set of imaging equations: FX=P, where X is the image array, F is the projector and P is the projection data. The purpose of this work is to correctly model the SPECT imaging system and solve for X . Due to the complexity of these equations, iterative reconstruction techniques are employed.
Gullberg et a1 [3] proposed an iterative SPECT reconstruction using a ray-driven projector-backprojector which compensated for the attenuation effect. Tsui et a1 [4] and Zeeberg [2] presented methods that compensated for the 3D spatially varying point spread function in SPECT. Most current methods compensate for these two effects simultaneously. Tsui et a1 [5] incorporated a detector response based on attenuation and depth-dependent horizontal blumng within 2D transverse slices of the source volume. Zeng et a1 [6] incorporated the 3-D geometric point response and photon attenuation into a ray-driven projectorhackprojector and used maximum likelihood (ML) algorithm for reconstruction. Zeng et a1 [7] also proposed a method to compensate for the attenuation effect in the spatial domain and the geometric point response in the frequency domain to speed up the reconstruction by taking advantage of the shift-invariance of the geometric point response function in a plane parallel to the detector surface.
In recent years, many techniques have been used to reduce computation time in SPECT reconstruction. These techniques include: The iterative ML-EM reconstruction algorithm implemented as an ordered-subset version (OS-EM) [8, 9] , the matrix rotation method [lo] incorporated with the OS-EM algorithm, the 3-pass shearing method with linear interpolation [ 11,121 used for rotation, and the layer-by-layer blurring [13, 14, 15, 16] with small 2D blurring kernels which can be obtained by a least-squares method [ 161. The application of these techniques significantly decreases the computation burden for SPECT image reconstruction [16] .
In this paper, we propose a new slab-by-slab blumng method which modifies the techniques proposed in papers [8-161. Each coronal slab in this technique contains a specified number of coronal slices (layers as referred in [14-161). Since slab-by-slab blurring is implemented to model the geometric point response of the SPECT system instead of slice-by-slice blurring, we reduce the number of convolutions for each projectionhackprojection operation, as a result, the computational time is reduced. On the other hand, King et a1 0-7803-4258-5/98/$10.00 0 1998 IEEE[ 171 showed that when the "voxel size" is larger, the distortion caused by the aliasing of the Gaussian diffusion can be reduced using slabs. Thus, the reconstructed images will achieve higher accuracy [17] . This phenomenon was not observed in our reconstructions where small cross-shaped 2D convolution kernels were used.
METHODS
We use an iterative ordered-subset expectation maximization (OS-EM) algorithm to reconstruct the SPECT projection data obtained from both parallel-beam and fanbeam collimators. To reconstruct the image from parallel projection data, we rotate the image volume and the attenuation map at each projection view so that the face of the voxelized image volume and the voxelized attenuation volume are parallel to the detector surface. Therefore, we can take advantage of the shift-invariance of the geometric point response function in a plain parallel to the detector surface [ 161. The small 2D distance-dependent blurring kernels need only be computed once as a function of distance from the slab to the detector surface for a particular SPECT collimator specification and can be used for any data acquired with the same specified collimator. To reconstruct the image using the projection data obtained with fan-beam collimators, we rotate and warp [ 181 both the image volume and attenuation map. We then use the same reconstruction techniques used for reconstruction of parallel-beam data.
A projector-backprojector pair was developed to perform projection and backprojection computations for the OS-EM algorithm. The projector performed geometric point response correction (GPRC) and attenuation correction, modeling the spatially varying geometric response of the collimator as well as the attenuation effect of photons as the photons travel Attenuation through the object tissues. The backprojector was designed to model the same effects as those modeled by the projector.
A small cross-shaped 2D depth-dependent convolution kernel, obtained by a least-squares method [16, 191, was used to convolve the image. The convolution was implemented slab-by-slab instead of slice-by-slice. A slice is defined as a vertical layer in the image array which is parallel to the detector surface, we refer this as a coronal slice later on. A slab is a group of a specified number of slices, this is referred to as a coronal slab. The number of coronal slices in a coronal slab is referred to as the slab size. For instance, when two slices are grouped into a slab, the slab size is two. The number of slices in a single slab can be adjusted. Since the quantitative accuracy of the reconstructed images is highly sensitive to the attenuation effect, the attenuation effect was modeled slice-byslice. Activities in the coronal slices contained in a coronal slab were summed up for each projection bin to form the activity of the corresponding slab bin. This is done tahng into account the effect of attenuation. The slab as a whole was then blurred slab-by-slab to model the geometric point response of the system. At the same time, the attenuation effect between the slabs was considered.
When a coronal slab contains multiple coronal slices, the number of slabs in an image volume are less than that of the slices. Therefore a slab-by-slab convolution model decreases the number of convolutions in projection and backprojection implementation, thus, the computation time is reduced.
A. Mathematical Expressions
The details of implementing the projector using the slabby-slab blurring model is described here. The backprojector was implemented in a similar way with the same model for the geometric point response, but not for attenuation. Figure 1 Illustration (top view) of slabs, slices and pixels. A slice is a plane of pixels. A slab consists of a few slices. Attenuation correction is performed slice-by-slice, and blurring is performed between slabs.
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At each projection angle, the voxelized image volume rotates with the detector, so the image face is parallel to the detector surface. In farming the projection from back to front, a collection of coronal slices making-up one slab are summed for each projection bin, taking into account the attenuation effect (Eq. (3)). The depth-dependent 2D kernel is applied to the slab-sum and the result is added to the result for the next slab, which is closer to the detector (Eq. (5). The implementation maintains the pixel resolution in the axial and transaxial directions. Slice-by-slice blurring can be expressed as: p = ( ( ( x l * h l + X 2 ) * h 2 + X 3 ) * h 3 + X 4 ) * h 4 + ..., (1) where x, is the nth slice, h, is the blurring kernel for the nth slice, and "*" is the 2D convolution operator.
Slab-by-slab blurring can be expressed as: P = (((X,*H1 + x,)*H2 + x3)*H3 + x4)*H4 i-..-, (2) where X, is the nth slab, H, is the blurring kernel for the nth slab, and "*" is the 2D convolution operator.
When the attenuation effect is considered, slab activity X, is computed in the following way: and the slab attenuation A, is where xni for (i=l, 2, 3, 4) is the array of activities of the ith slice in the nth slab, ani is the array of attenuation factors of the ith slice in the nth slab, and "x" is the point-by-point multiplication.
As a whole, the projection using the slab-by-slab blurring model is expressed as:
B. Projection Data and Reconstruction
Patient data were acquired with a Picker PRISM 3000 XP three-detector SPECT system using fan-beam collimators. The fan-beam projection data were stored in a 64x 6 4 x 120short integer array. The focal length of each fan-beam collimator was 65 cm.
In this paper, images were reconstructed with different projector/backprojector pairs: (1) without (w/o) geometric point response correction but with (w/) attenuation correction; (2) with (w/) geometric point response correction but without (w/o) attenuation correction; (3) with (w/) both geometric point response correction and attenuation correction, but also with a different number of coronal slices in a slab (this is referred to as the slab size). All reconstructions were performed on a SUN Enterprise 3000 workstation.
C. Image Comparison
Two methods are used to compare the images reconstructed from the projection data using different projector/backprojector pairs.
The first method involves calculating the normalized rootmean-square-differences (NRMS).
This gives the measurement of global difference between two images. Two reconstructed images are scaled to have the same image mean. Then, the square pixel density difference is calculated and summed up. The sum of the square difference is then divided by the number of pixels to obtain the average of the square difference (ASD). Finally, the square root of the ASD is taken and divided by the image mean. Mathematically, the expression is given as: The second method involves comparing the image profiles through reconstructed images. This method is effective in comparing the differences between images.
RESULTS AND DISCUSSIONS.
Fig . 2 shows the reconstructions for one of the transverse slices of a female patient heart. The projection data were also acquired by a Picker PRISM 3000 XP SPECT system with fan-beam collimators. In Fig. 2(a) to 2(c) , the images were reconstructed with different projectors. In Fig. 2(c) to 2(f) , the images were reconstructed with both geometric point response correction and attenuation correction but were reconstructed using the slab-by-slab blurring model with different slab sizes. The reconstruction time per slice, per iteration was: Fig. 2(c) 5.59 CPU seconds (1 slice per slab), Fig. 2(d Fig. 2(e) 3.59 CPU seconds (4 slices), and Fig. 2(f) 3.34 CPU seconds (8 slices). When the slab size was changed from 1 to 8, the reconstruction time was 40 percent 0.019340, between 2(c) and 2(e) was 0.049291, and between 2(c) and 2(f) was 0.093142.
less. The NRMS difference between Fig. 2(c) and 2(d) was
The normalized root-mean-square difference between the regions of interest of the images reconstructed with different slab sizes are less than 10 percent when the slab size varies from 1 to 8.
The profiles of the reconstructed cardiac images using the slab-by-slab blurring model with different slab sizes differ very little. The spatial resolution of the images are not degraded when using different slab sizes. Thus, these images would be expected to have the same diagnostic value.
The computational time can be greatly reduced when using this new slab-by-slab blurring model. For all of the four sets of data, the time for reconstruction using slab size 8 is over 30 percent less than the time for reconstruction using slab size 1.
IV. CONCLUSION
Geometric point response correction and attenuation correction for the reconstruction of SPECT images improve the resolution and the quantitative accuracy of reconstructed images. A slab-by-slab blurring model for geometric point response correction that uses a small 2D convolution kernel is more efficient than the slice-by-slice model while maintaining equivalent quantitative accuracy and spatial resolution. From the diagnostic point of view, images reconstructed by using the slab-by-slab model with different slab sizes are expected to be equivalent. Most importantly, computation time is significantly reduced. 
