The problem of unicity and reidentifiability of records in large-scale databases has been studied in different contexts and approaches, with focus on preserving privacy or matching records from different data sources. With an increasing number of service providers nowadays routinely collecting location traces of their users on unprecedented scales, there is a pronounced interest in the possibility of matching records and datasets based on spatial trajectories. Extending previous work on reidentifiability of spatial data and trajectory matching, we now present the first large-scale analysis of user matchability in real mobility datasets on realistic scales, i.e. among two datasets that consist of several million people's mobility traces for a one week interval each. We extract the relevant statistical properties which influence the matching process and provide an estimate on a performance of matching and thus the matchability of users. We derive that for individuals with typical activity in the transportation system (those making 3-4 trips per day on average), a matching algorithm based on the co-occurrence of their activities is expected to achieve a 16.8% success rate based only on a one-week long observation of their mobility traces. Extrapolating for longer time intervals, we expect a success rate of over 55% after four week long observations. We further evaluate different scenarios of data collection frequency, giving estimates of matchability over time in several realastic cases of mobility datasets.
Introduction
Nowadays many service providers routinely collect mobility traces of individuals. These constitute various types of data such as call detail records (CDR) from mobile phone and smartphone usage [2] , smart cards used in public transportation systems and for identification [31] , financial transactions such as payments made with bank cards or mobile devices [34] , and GPS coordinate updates recorded by smartphone apps [4, 24] . While these provide a valuable data source for researchers [2, 19, 23, 39] and also enable various services and thus provide benefits for the users [31] , the high amount of tracking of individual mobility has raised serious concerns about privacy in several different contexts [18, 38] .
This has been emphasized by research that shows that these mobility traces are highly unique, warning that identifying an individual in a mobility dataset based only on their observed records must be considered as a real possibility [9, 10] . The basis of this argument is that since a small number of records uniquely identifies an individual, then deanonymization can be achieved based on a relatively small amount of information, e.g. by following someone for only a short amount of time, or by merging with an external dataset even with a short timespan. Furthermore, the possibility of such deanonymiza-tion existing at all is counterintuitive to the perception of anonymity achieved in a crowd of strangers that is typically associated with urban life [9, 27] .
On the other hand, fusing data at individual-level from different sources is expected to provide valuable new insights for studies in personal mobility and urban planning e.g. by relating mobility and social characteristics [23] , help towards development of new security and privacy policies and benefit the people involved by offering new services [6, 7] . In accordance with that, previous work tried to establish methodology for effectively matching mobility datasets based on the traces of users in them [4, 5, 32] .
In this paper, we evaluate matchability, i.e. the possibility of matching users in large-scale anonymized datasets based on their trajectories. We utilize two data sources, each of them containing mobility traces of millions of people over the course of one week, a statistically representative sample of a metropolitan area. While ground truth data about corresponding traces is not available to perform direct evaluations, we address the main challenges present when dealing with datasets of realistic size in case of a major city and evaluate the expected success rate of a matching procedure in a realistic scenario, providing the first results for this on such a large scale. Our main contributions in this paper are the following:
1. We study the problem of matchability using two datasets which correspond to a significant sample of the population in the area considered. To our best knowledge, this is the first attempt to address this problem on datasets of such scale. This presents a realistic scenario in terms of computational complexity and data density, i.e. we expect a realistic number of false positive matches.
2. We evaluate and develop a matching methodology which can handle data of this size; a main objective is to be able to perform the matching without having to evaluate a similarity metric among any two user pair which would present prohibitively high computational complexity. We make our implementation available to the research community as open-source software which performs the search in large datasets efficiently, processing the few hundred million records of several million users from both datasets in the matter of hours on a typical mid-performance server from 2015.
3. We develop an empirical framework for establishing the matchability of the datasets and use it to evaluate the expected performance of the matching methodology to estimate the required data collection period for successful matching of users given their activity. This work is extensible to more complex search and matching strategies as well.
The organization of the rest of the paper is the following: in Section 2 we review some important literature relevant to reidentifiability and the matching problem, and outline main differences with the current study. In Section 3, we present the datasets used in our study, including basic statistics and results for unicity. In Section 4, we deal with the problem of matching mobility traces in large scale datasets, evaluate the technical challenges and present the matching methodology whose performance we will investigate. In Section 5, we present the empirical framework we use to evaluate the expected success rate of the methodology presented in the previous section. Here, we present the main results of our paper, namely the investigation of success rates as a function of people's activity and the measurement period. Finally, in Section 6, we give concluding remarks and discuss in more detail how our results relate to previous works in the literature.
Related work
The problem of matchability, along with the related problems of reidentifiability, unicity and concerns for privacy has been in the focus of research since several decades. An early systematic treatment was presented by Fellegi and Sunter in the 1960s [16] , with the goal of merging incomplete databases obtained from various sources; their work was inspired by the beginning of the large-scale deployment of computer systems for storing records in electronic formats and presenting efficient search capabilities for the first time. At that time, the resources required for acquiring and analyzing large-scale datasets were still limited it to the government, large corporations and a few academic institutions; the question of privacy did already came up at least with respect to what data could be released to the public e.g. from census databases [8, 15] . Further, the question of deanonymizing databases was studied especially with respect to requirements on statistical databases, i.e. databases which allow only aggregate queries to be performed; early results show that information about individuals can be retrieved in many cases, thus defeating the promise of privacy offered by these [12, 13] . Since then, especially the past two decades brought the proliferation of data which is collected and shared about a significant amount of the population. A tremendous amount of information is publicly shared on online social networks (OSNs) [28] , while products and services allowing the tracking of individuals have gained a high penetration rate. These include e.g. credit cards, mobile phones and smartphones, RFIDbased payment or identification systems, or subscriptionbased online services; all have the possibility of generating a large amount of records of personal data of users for the service providers, some of which is even required for legal or accounting purposes [2, 31, 38, 39] . In the light of concerns about privacy, operators sometimes make significant efforts to protect users; despite this, users usually have limited resources to limit sharing data with third parties or even the operator itself, with opting-out of a popular service being in many cases the sole resolution if they do not trust the service provider or if they find its terms about privacy inadequate. On the other hand, there exist many new opportunities using insights based on the data generated, both commercial and academical, giving operators an incentive for sharing data with their business partners and researchers [18] .
Given that the amount of data routinely collected about individuals increasing rapidly, several recent works tried to evaluate the possibility of reidentifying records in a large dataset or matching records from different sources. The work of Sweeney established the notion of k-anonymity as a framework for considering the privacy implications of releasing data with records of individuals [36, 37] , formalizing intuitive requirements on the unicity of records in a dataset. Since then, further work showed that k-anonymity in many cases can be impractical to achieve, especially in the case of high-dimensional but sparse datasets, which typically exhibit a high level of unicity. An example of this was shown by Narayanan and Shmatikov, who presented possible deanonymization of large sparse datasets and applied it to data released publicly by Netflix previously, showing that the dataset comprising of users' ratings of movies indeed presents a high degree of unicity [29] . The same authors performed an analysis with similar goals using friendship data collected from social networks, showing that identifying nodes in an "anonymized" social network based only on the network structure is a complex, but solvable problem [30] . Zhang et al. present a more general treatment of data disclosures and provide algorithms for obtaining sub-data suitable for releasing under more general constraints than k-anonymity [40] . On the other hand, Dwork argues that for any data release, the possibility of combining it with external information also needs to be considered and privacy cannot be guaranteed in a general setting; the suggested definition of differential privacy is suggested to quantify the risks of sensitive information that can be gained this way [14] . They approach and motivation is in many ways similar to previous work on statistical databases [12, 13] , with considering more general cases. Apart from data releases from service operators and data publicly shared on social networks, it has been shown that systems with a high degree of perceived privacy and anonymity can be targeted by successful deanonymization, e.g. by recent work focusing on linking network-level traffic to users in Bitcoin, a decentralized money and payment system appealing to its users with its essentially anonymous nature [1, 22] . In contrast to the case of data about people, where matching and record linkage has been mostly studied with the motivation of evaluating or breaking privacy, in other disciples, including biology or astronomy, probabilistic matching of data obtained from different measurements has important applications as more and more data is collected with advances in experimental techniques and equipment and linking records from different experiments is a non-trivial task in many cases [3, 20] .
As location data about individuals is also being collected at an increasing pace, several previous studies considered reidentifiability, unicity and matchability among mobility traces of individuals. The work of De Mulder et al. was among the first to study the possibility of identifying anonymized location traces from mobile networks; looking at a dataset containing data recorded on the phones of 100 volunteers, they achieved an identification accuracy of over 80% [11] . The seminal work of Song et al. [35] then considered predictability of mobility traces in call detail record (CDR) data using a dataset which contained logs of 50 thousand users. Their results imply that users' mobility can be considered highly regular; computing a theoretical limit on any algorithm for predicting a user's next location based on their location history, they find that these allow for much better predictions than it would be possible in the case of random movements. Scellato et al. show a possible such implementation with high precision, reaching over 90% in several different scenarios [33] . Considering the problem of exploiting this regularity for identifying people based on their previous trajectory, Gambs et al. achieved high success rates on several datasets, each of which contain traces of between a few dozen and few hundred people in different settings [17] . In related work, Crandall et al. look at the problem of inferring friendships form social media mobility traces based on the assumption that friends will have more shared location updates than strangers [7] , while Li et al. studied the problem of measuring similarity between different people's location histories with the goal of adapting recommendation systems to include spatial data as well [25] . Considering the problem of identifying users based on a sample of their trajectories in truly large-scale datasets, de Montjoye et al. find that mobility traces in mobile phone network usage and credit card transaction data are highly unique: even in datasets containing the mobility traces of more than a million people, only four random points uniquely identify a large majority of them [9, 10] . To mitigate these concerns, He et al. suggested an advanced anonymization methodology based on applying the concepts of differential privacy to location data [21] . Nevertheless, these results suggest the possibility of performing a systematic reidentification among two different large-scale data sources, i.e. effectively matching traces of users present in both datasets merely based on their records of movement. In line with this, several studies have performed experiments with establishing a matching between distinct datasets based on trajectories. In an early work, Malin and Sweeney suggest the possibility of de-anonymizing genetic data (i.e. DNA sequences), by comparing trajectories of patients obtained from medical records with matching DNA sequences they left at several different institutions [26] . Looking at the problem of matching trajectories in a more typical setting, Cecaj et al.
[5] perform a search for the trajectories of a sample of about a thousand social media users in a mobile network dataset and present an estimate for the number of users matched based on a probabilistic model as their data source does not include ground truth information. On the other hand, Riederer et al. [32] developed a probabilistic matching algorithm based on bipartite graphs on pairs of datasets with readily available ground truth information, while Cao et al. [4] define a signal based similarity measure to integrate data collected via various mobile apps.
All of the above studies considering matching traces in mobility data [4, 5, 32] share the limitation that search and matching is only performed for a limited set of sample users in the range of few tens of thousands; while this provides a test-case for development of algorithms and testing their performance, the density of the dataset will highly affect the methodology applied for matching and the scalability and validity of algorithms which it is based upon. On the contrary, our datasets allow us to study the problem of matchability on realistic scales, while this presents new challenges in terms of performance. On one hand, this limits us to only consider a matching strategy which performs an efficient search instead of evaluating any possible pair of users as a match candidate, while on the other hand, we will have a realistic estimate on probabilities of finding false positive matches, which are highly unlikely when using a dataset containing only a few thousand people's trajectories.
Data description
In this work, we utilize one week of mobile communication and transportation data from the city state of Singapore recorded during the spring of 2011. The mobile communication dataset was provided by Singtel, the largest mobile network operator (with a market share of over 45 %) and includes 485,237,708 individual records of 2,844,721 users, where one record represents the start or the end of a call (either placed or answered) or sending or receiving a text message and includes the timestamp and the geographic coordinates of the antenna the user was connected at the time. The transportation data comes from the Singapore Land Transportation Authority (LTA) and is based on the smart cards used by the electronic fare system on buses and trains. This dataset includes 71,319,524 individual records produced by 3,348,628 unique smart cards where one record corresponds to either boarding or exiting a bus or train and includes the timestamp and the coordinates of the corresponding stop. Train rides always include both the start and the end of the journey with the possibility of transfers in between not necessarily recorded, i.e. the start and end stations can be on different lines. Bus rides include the end of the journey only optionally when the passenger performs an additional tap-out while exiting the vehicle. Doing so is incentivized by providing fare discounts (i.e. the fare is billed based on the actual travel distance instead of a flat fee); this is highly effective as evident by the fact that about 94 % of bus rides in our dataset record the end of the trip as well.
As a first step to characterize the data, we look at the temporal distribution of records as we expect that will determine how many matching records a person in the two distinct datasets will have. Basic statistics of the number of records per user are summarized in Fig. 1 . It is clear that both data sources are relatively low-density as especially in the case of the transportation dataset, most people are expected to travel by public transportation only a few times per day. We note that with more high-density data collection techniques being utilized by an increasing number of service providers, at least one of the datasets in the matching problem can be expected to be significantly higher density in many cases. That will result in shorter time intervals required to identify matches, while presenting new challenges in handling efficient search and sampling in even higher volumes of data.
To better characterize temporal distributions of activity during the week, in Fig. 2 we display activity distributions for transportation and mobile network users grouped by user activities. While the distributions are remarkably similar among the groups with different activities for the mobile network users, they are significantly different for the different activity groups for the transportation users. This can be explained by noting that the less active user groups are more likely to be casual users, i.e. people who do not use public transportation as their primary means for commuting to work whose relative importance seems to be the largest difference between the groups. Also, in Fig. 3 we display the distribution of average travel speeds in the transportation dataset, used later as the basis of defining spatiotemporal neighborhoods of transportation events.
Evaluating unicity
Before proceeding to estimate the matchability of the two datasets, we first evaluate a measure of unicity similarly to previous work by de Montjoye et al. [9] . For each user, we choose an increasing random sample of their records and test whether these uniquely identify them in the dataset. We show results for unicity (i.e. the ratio of users uniquely reidentified) in Fig. 4 . The findings are similar to that of previous work [5, 9] , although the values for unicity are somewhat smaller. This is possibly the result that our datasets are denser (both in space and in time and also in the case of public transportation use, we expect the train stations to be more crowded), and also that for the communication dataset, instead of grouping records by antennas, we evaluate spatial proximity based on the Voronoi-polygons centered on antenna locations, which we expect to model the process of matching records in two different datasets better as well. We point out a fundamental difference from matching two datasets: when evaluating unicity, for each record, we can be sure that there is a match (i.e. the record itself), and then increasing the search radius (either in space or time) adds potential false positive matches, giving rise to decrease in unicity [9, 10] . On the other hand, when matching records from different datasets, most of the records is likely to not have a match in the other dataset from the same user (see also Fig. 7 and the related discussion in Section 5), and increasing the search radius will increase the chance of a record of the same user to be matched, while potentially increasing the number of false positives as well.
Spatiotemporal matching
As our datasets do not include ground truth information (i.e. the real matching between the users in them), the main goal of this work is to estimate the matchability of the datasets based on the statistics of records in it. The main question we ask is how long data collection or what amount of data we would need to successfully match a large percentage of individuals. We emphasize that to do this reliably, it is necessary to have a realistic estimate of activities both in terms of spatiotemporal distribution and density. Having datasets which cover a high percentage of users of a given service allows us to do this estimation more realistically. On the other hand, We see that temporal distribution of activities is quite similar for all groups in the mobile network data, while there are significant differences in the case of the transportation dataset. We expext this to be especially relevant when comparing the distribution of records of temporal matches between the different groups of users. having such datasets presents obvious challenges in terms of data handling and computational complexity, limiting methodology to those that scale up efficiently to these large scales.
To be able to evaluate matchability, we fist need to define the matching process whose performance we will estimate. In this section, we present a simple choice for matching users where expected performance can be evaluated realistically even without the need for ground truth data.
Our methodology is a spatiotemporal search which yields a result of candidate user pairs and can be carried out efficiently using standard indexing techniques without having to perform a comparison of all possible pairs of trajectories. We search for matching points in the spatiotemporal neighborhood of each record of every user. Using these, for each user we select the one in the other dataset with the highest number of matching points as a candidate. We limit this procedure with filtering out user pairs who appear in the dataset temporally close but highly separated spatially, i.e. providing "alibis". While this procedure is relatively simple, it scales well to datasets of several hundred million points each and also can be easily adapted to estimate matchability based on the probability of finding false positive matches. It could also be easily extended to weight matches based on the local density, i.e. giving matches in sparse areas higher significance. We did not pursue this approach since the lack of ground truth data prevented us from comparing the performance of different matching algorithms. In this sense, we expect our results on matchability to be lower bounds on the performance of any algorithm which can be trained on real ground truth data as well.
Notations and preliminaries for spatiotemporal matching
We first need to define when we consider two records to be matching. Let C and T denote two mobility datasets (i.e. communication and transportation), with n C and n T individual users respectively. We denote the records of user i in either dataset as x α ik = (r α ik , t α ik ), where α = C, T , i = 1, 2, . . . n α and k = 1, 2, . . . r α i where r α i is the number of records of user i in dataset α. In the case of the transportation dataset (α = T ), for each record, we will further use a flag S T ik = 0, 1 which indicates whether that the record corresponds to the start (S T ik = 1) or the end (S T ik = 0) of a journey. Using these notations, we define two points to be a spatial match if they are close in space and time:
for some parameters d and τ which define spatiotemporal neighborhoods. Further, we define two points to be an impossible match or alibi if they are close in time, but separated in space:
We refer to either case as a temporal match. Essentially these definitions mean that we consider two points to possibly belong to the same user if they are separated by maximum τ in time and d in space, while we consider them to certainly belong to distinct users if the temporal separation is less than τ and the spatial separation is more than d. Note that neither of them applies and thus the pair of points is undecided if the temporal separation is larger than τ .
To perform dataset matching, we then need to choose the d and τ parameters such that they are consistent with typical mobility patterns of individuals. To better accommodate for the characteristics of urban movements, we further refine these thresholds by differentiating between walking and traveling with transit, based on the transportation records. We thus use separate parameters d w , τ w for walking and d t , τ t for transit. We refine the definition of the parameters used for establishing temporal, possible and impossible matches as following:
In practice, we chose the parameters as d w = 500 m, τ w = 10 min, d t = 2 km and τ t = 5 min to facilitate the typical travel speeds we found in the data. Note that this implies a typical average transit velocity of 24 km/h during this 5 min period; for bus rides, typical average travel speeds are below this (see Fig. 3 ), while for train rides, one has to consider that this time interval includes the time needed to reach and enter or exit the train from the station entrance where the smart card is validated. Looking at the distribution of distances spanned by trips shorter than 5 minutes (as shown in the inset of Fig. 3 ) and between 5 and 10 minutes we estimate that only 1% of trips shorter than 5 minutes has a distance larger than 2 km, while only 2% of trips between 5 and 10 minutes spans a distance larger than 4 km that would imply faster travel speeds, meaning that our choice of spatiotemporal neighborhoods is realistic for a large majority of trips. Furthermore, we need to take into account the spatial uncertainties of the data. While in the case of transportation records, the location of stops is exact (i.e. a record implies that the corresponding user was present at the exact location given as the coordinates of the stop at the specified time), for the cell phone data, antenna locations are only an approximation as the users could be anywhere in the antenna's corresponding reception area. To take this into account, we calculate the Voronoi tessellation of unique antenna locations, and consider the user to be possibly present anywhere of the Voronoi cell Notice that this includes antennas whose locations are outside the blue circle as their corresponding Voronoipolygons still intersect with it. Note that this figure is only for illustrative purposes and thus does not display the real antenna locations used in our study, which are considered confidential information by the data provider. The antenna locations displayed here were obtained from https://opencellid.org/ for the sake of this illustration.
which corresponds to the antenna given in each of their records. E.g. for a certain public transportation stop and cell phone antenna, records at these two which match temporally will be considered as possible matches if a circle of d radius around the transportation stop and the Voronoi-polygon associated to the antenna have any overlap, while these records will be considered impossible matches if there is no overlap. Note that with this definition of spatial proximity, an antenna can be farther from the corresponding stop than the given d distance parameter if some of its Voronoi-polygon is closer than that distance. We display an example of evaluating such overlaps in Fig. 5. 
Matching users
Based on the previous considerations, we perform a search procedure among the two datasets which results in a list of candidate matching pairs. While the size of the data is fairly large, we exploit that there is a limited number of possible matching mobile network antenna -transportation stop pairs, pre-compute the list of these based on the Voronoi-polygons (see the previous sections) and use an indexing in time and by the antenna or stop IDs. This allows us to avoid performing a spatial search and use a range search (in time) along with a dictionary search (among the possible antenna -stop pairings). Using this strategy, the search for possible match candidates can be performed in the matter of 40 hours using a mid-grade server from 2015 with 18 virtual cores and 96 GB available memory, while evaluating all temporal matches for each user pairs would take about 12 days. We make the source code of all programs utilized in these calculations available at https://github.com/dkondor/matching.
We then identify a pair of users i ∈ T and j ∈ C as a candidate if any of their record pairs x T ik and x C jl are spatial matches and none of their possible record pairs are alibis. In this case, we define the number of matches m ij between the two users as the maximum number of possible match pairs such that each record is used once at maximum (i.e. we exclude multiple matches for a single record). In the case of any alibis, we define m ij ≡ 0 similarly as if there were no temporal matches. For each transportation user then, we select the CDR user with the highest number of matches as a candidate to be its counterpart. We display the distribution of the number of matches found in Fig. 6 . The main question we evaluate in the rest of the paper is whether this candidate really corresponds to the same person or if it is a false positive, i.e. two people who happened to appear in the dataset together at m ij times at random.
Estimating matchability
Having presented a matching methodology, we proceed with estimating its expected rate of success based on considerations of the statistical properties of matches.
We proceed in three steps: first, we estimate the probability distribution of having a certain number of temporal matches between the records of any two users in the two datasets. As the next step, we use this as a basis of estimating the probability of an individual having a certain number of real matches among their records in the two datasets. Finally, we use the observed distribution of spatially consistent matches to estimate the probability of obtaining more matches randomly than the real temporal matches among the two representations of the same individual in the two datasets, i.e. obtaining a false positive match instead of the real one as a result of the matching process.
Preliminary assumptions
We begin by defining probability distributions for obtaining a specific number of matches among user pairs from the two datasets and then estimating these from our data. We use the following notations:
• P t (m|i, j) is the distribution giving the probability of users i and j having exactly m temporal matches in the data.
• P s (m|i, j) is the distribution giving the probability of users i and j having exactly m possible matches in the data and no impossible matches. We define P s (0|i, j) to include both the case when the two users have zero temporal matches and also the case when they have > 0 temporal matches of which at least one is an alibi, i.e. spatially inconsistent.
• P s (m|i) is the probability distribution of user i having exactly m possible matches with any user in the other dataset. We can think of it as an average of the previous over all possible j matching user candidates. Note that a further averaged distribution would result in the frequencies displayed in Fig. 6 where the number of possible matches between any two user pairs is shown.
We can estimate these distributions and use them to calculate reidentification probabilities by employing some assumptions. Most importantly, we assume that P t (m|i, j) depends neither on whether i and j are a real match (i.e. represent trajectories of the same individual) nor on whether their trajectories in the data are spatially consistent; thus we can use an empirical estimation of it based on the data without the need for a ground truth data on matching users. We note that this implies that for real matching users P s (m|i, j) = P t (m|i, j) , as for those, each temporal match will be spatially consistent as well. We then apply a random model for the matching process, where the P t and P s distributions do not vary among the users but only depend on their activity, i.e. P t (m|i, j) = P t (m|r i , r j ), where r i and r j are the number of records we have about them in the dataset). We then use the real datasets to estimate these distributions from the results of the matching procedure described in the previous section. To improve the statistics and limit the complexity, we use moderate-sized subgroups of user activities instead of estimating the distributions for every possible (r i , r j ) pair. As an example, we display the obtained P t and P s distributions for transportation users between 40 and 49 records (between 20 and 25 trips) and several groups of mobile network users in Fig. 7 . Looking at the P t distribution of temporal matches, it is evident that our dataset has the limitation that for the most typical combinations (3 trips per day and 5-10 calls or texts per day), the expected number of matches is still relatively small (1-5), which we still expect to have a high probability of occurring randomly. On the other hand, the P s distribution decreases rapidly as well, as expected based on the high unicity in the data. We display average distributions (i.e. for transportation users between 40 and 49 records and any mobile network user) in Fig. 8 and the observed ratio of P s /P t computed including any user pair in the data in Fig. 9 . Here we see that this ratio decreases rapidly as well, suggesting that having a false positive match with any out of several million people will still have a small probability even compared to the probabilities of real spatiotemporal matches of the single representation of the same person in the data to be matched.
Matchability estimate
Using these, we can then estimate the probability of successfully reidentifying a user with given activities (r i , r j ) in the two datasets. In accordance with the previous assumptions, we use P t (m|r i , r j ) for estimating the probabilities of getting a certain number of real matches among the two traces: we thus assume that the real number of matches is m * which is drawn from the probability distribution P t . We then assume that the reidentification is successful if there is no other user with possi-ble matches of m * or more occurring randomly. Using our previous definitions, the possibility of this for one user is given by m ≥m * P s (m |r i ). As this can occur for each user (a total of n C ≈ 2.84M in our communication dataset), we need to calculate the probability that none of them has such a match, given by
which we denote as the matchability parameter for a given user activity r i and number of matches m * . Since we consider the number of real matches (m * ) as a random variable as well, we then proceed by calculating the probability of successful reidentification, denoted by p x (r i ) as the expected value of γ:
We note that in practice, we do not know the real activities of matching user traces in the two datasets. Instead, we calculate p x (r i , r j ) among subgroups of possible activity and also take weighted averages assuming that a person's activity in any of the datasets is selected randomly from the possible range of activities in our data. We display results among different subgroups of users in Fig. 10 and also in Table S1 in the Supplementary Material. We see that high success ratios require relatively high activity; activities which we might consider typical, e.g. between 30 and 39 or 40 and 49 records in the transportation data (corresponding to 2-4 trips every day; recall that most trip results in two records in our dataset) and between 150 and 199 records in the phone data (one call or text per hour on average) only lead to 14% -24% success rates. Weighted average of estimated success rates of user groups with these activity (i.e. with any random activity level in the other dataset) are in a similar range, while weighted average success ratio for the whole dataset (i.e. choosing two trajectories from the two datasets randomly and assuming they would be a real match, i.e. belong to the same person) is only around 8.1%. On the other hand, success ratios sharply increase as the number of records in the trajectories increase. Leaving out very inactive users from the averages (people with less than 10 transportation events and less than 20 mobile communication records) increases this number to 14.8% already. Some of these people are only short-term visitors in Singapore and are thus not representative for the purpose of this study, while occasional transportation users are also not expected to be reidentifiable in this scenario. Further increasing to users with very high activity in the communication dataset with over 1000 records and still focusing on typical transportation users whose weekly number of records is between 30 and 49, our estimation yields success ratios of over 90% for over 1000 records in the communication dataset. We note that when only considering Figure 9 : Ratio of spatially consistent matches to temporal matches, i.e. P s (m)/P t (m). The data in this figure was created after including all user activities in our dataset, representing the distributions to be found among any pair of records of user trajectories. The different lines correspond to different subsets of the data; we can see that all of these behave quite similarly, supporting the assumption that the success ratios will also behave similarly regardless of the time period considered. calls and text messages, these number of activities can be considered unrealistically high for typical people, but similar success rates could be achieved by having access to data with higher collection frequency, e.g. including data communication or cell level signaling data in the case of mobile networks.
To better characterize how matchability depends on activities, in Fig. 11 we display success ratios among all user pair groups as the function of the expected number of temporal matches among those groups, i.e. < P t (m|r i , r j ) >. We see that all different cases follow the same relation, suggesting that the number of expected matches (or the number of real matches in case of looking at the representation of a specific person in the data) is the variable determining matchability. Using this as a working hypothesis, we can extrapolate to longer time intervals by employing the assumption that the dependence of success ratios on the expected number of matches does not change significantly with the time interval considered. We test this by performing the same analysis for shorter sub-intervals of the one week data that is available for us, and displaying the dependence of success ratios on the average number of temporal matches among different groups of users in Fig. 11 . We see that for all cases with intervals ranging from 2 to 7 days, we have a very similar behavior, with somewhat larger variations for shorter time intervals as it is expected as a consequence of more limited amount of available data. This relation can be fitted well with the analytical form of p x (r i , r j ) = 1 1+Am −b , wherem ≡< P t (m|r i , r j ) > is the expected number of matches and the fitted parameters are b = 2.993 and A = 434.69. For high values ofm, we use a more conservative estimate, given as a linear function: p x (r i , r j ) = 4.66 · 10 −4m + 0.946 form > 21.09, so as not to overestimate success ratios in this area where points in the one week long dataset are more scattered. We note that this choice does not alter the end results significantly. Furthermore, to show that the expected number of false positive matches will not increase significantly as we increase the observation interval, in Fig. 9 , we show the ratio of spatially consistent and total temporal matches among any two users in the dataset for these different time intervals. We see that this behavior is very similar for the different time intervals as well, with a sharp decrease in spatially consistent trajectories as the number of matches increases, suggesting that as the expected number of matches among users increases, the number of false positive matches will continue to decrease. This supports our extrapolation methodology by helping to establish that it will not overestimate success ratios.
We then perform the extrapolation by assuming that the expected number of temporal matches among the groups scales linearly with time (which essentially corresponds to a convolution of the P t distributions for the longer time intervals), and interpolate the expected success ratios as a function of the expected number of temporal matches using the previous simple functional form which fits the data well. Based on this, we calculate similar measures as in the case of the original one week long dataset up to four weeks; we display the individual values among different groups of users in Tables S2, S3 and S4 in the Supplementary Material, while summarize the results in Table 1 .
We can make several observations based on these results which we can use to project the possibility of reidentification in several different scenarios in terms of data collection methodology and data density. While readers are encouraged to look into Tables S1-S4 in the Supplementary Material for more insights, here we summarize the cases we find most relevant:
1. Matching transportation and CDR data. This is essentially the case of datasets we have on hand, and here we focus on regular transportation users (people with 30 -39 taps per week, which corresponds to 2 -3 trips taken per day). If we match this with a typical number of phone calls and messages (5 -10 per day, resulting in 30 -69 records per week), success ratios are generally low, < 1% for the one week long dataset, and only increase to between 18% − −43% when considering a four week long period. On the other hand, if phone activity increases to between 21 -28 records per day (150 -199 records per week, i.e. one record per hour on average), success of matching is already 14% for one week and reaches over 92% for a four week data collection interval. We emphasize that the CDR records include incoming calls and messages and not only calls places and texts sent by the individual in question, so even this amount of activity is not unrealistic in our use case (we note that there is about 237 thousand such users in our data and 968 thousand users with at least 150 records in a week; these numbers correspond to 8.4% and 34% of all users in the dataset expected number of matches ( <P t (m|r i ,r j )> ) 2 days 3 days 4 days 5 days 6 days 7 days Figure 11 : Estimated success ratios as a function of the expected number of matches. The expected number of matches was estimated from the data, as the average number of temporal matches found between the different user groupd. Left: data is displayed for the whole week long dataset, colors and shape of points correspond to different activity in the transportation dataset. We see that all of them follow the same relation approximately. Right: data is displayed for the one week long dataset along with subsets of shorter time intervals and colors correspond to different time intervals (e.g. the dark blue points include all data from the left panel). Again, we see that all different intervals follow approximately the same relation, allowing us to extrapolate to longer time intervals where P s is not known, only the expected number of matches,m ≡< P t (m|r i , r j ) > can be extrapolated. The black line displays a fitted analytical function we use for this as explained in the main text.
respectively). Bearing this in mind, even people with less transportation records could be matchable. Allowing even longer data collection intervals would of course help even more. In the case of people who we consider typical transportation users and moderate phone users (30 -39 records per week in the transportation dataset and 50 -69 records per week in the mobile phone dataset), we estimate that after 11 weeks, success rate would reach around 95%. In the case of both datasets, such long data collection is easily feasible for operators.
2.
Matching transportation or similar dataset with detailed CDR or GPS traces. With the proliferation of smartphones and data connections, people generate much higher activity in the mobile network than it used to be the case. Even when not actively using a smartphone, apps running in the background periodically check for updates, generating data traffic which is logged by the network. On the other hand, many apps record location periodically (as reported by the phone based either on GPS or wireless signal) and report it to the app developers. Both cases allow a much higher quality reconstruction of the people's trajectory during the day. Using a conservative estimate, we can expect this case to correspond to data collection with at least one point per hour, again yielding an expected success of matching with typical transportation users of at least 14% for one week and over 92% for a four weeks. Making similar estimates with doubled data collection rate (once per half an hour, or about 300 -399 records per week), we have an expected success rate of 46% for only one week already, almost 90% for two weeks and over 95% for three or four weeks. We note that this correspondence to user activities in our dataset is only an approximation: in the case of mobile network operators, users' movements can be detected and logged from base station handovers (i.e. the process when a phone registers itself at a new base station after moving out of range of the antenna serving its previous location), while mobile app developers can log location updates adaptively, i.e. any time a user moves significantly; in both cases, instead of working with individual data points, trajectories made up of trip segments and stays can be reconstructed, possibly leading to larger temporal coverage than in our case based only on records of calls and text messages. We also note that beside transportation data, credit and debit card usage can generate similar amount of records in developed countries where a major portion of payments is made electronically, as well as geotagged social media posts of people actively maintaining a presence on microblogging services.
Matching two datasets with increased density.
Based on the previous discussion that data traffic can easily generate at least one record per hour (i.e. between 150 and 199 records per week), with similar or even higher figures possible with smartphone apps running in the background and accessing location data from a phone, we can argue that matching two such datasets will be an especially easy task. Looking at results between two groups both having between 150 and 199 records per week, we see that the expected success ratio is already 95.6% even for only one week of data collection. Assuming somewhat fewer records (between 100 and 124), success ratio for one week is 72% and reaches almost 95% already after two weeks, establishing that the data collection procedures easily implementable for any smartphone app developer already generate data which allows reidentification only after a very short data collection interval.
We emphasize that the main basis for matchability is that the probability of a temporal match with one user (P t , which we then consider to describe the distribution of real matches) should be higher than the probability of a random spatial match occurring with any of the ∼ 2.8 million users in the other dataset (described by the γ matchability parameter estimated from P s ). Whether this holds true depends on the statistics of the dataset and estimating these correctly requires that the mobility traces of all of the affected population be present so as to be able to obtain a realistic estimate of false positive spatial matches. In our case, Figs. 7 and 8 illustrate that the ratio of probabilities of spatial and temporal matches decreases to small values quickly and that these probabilities are indeed comparable.
Discussion
In this paper we considered the problem of matching mobility datasets on a realistic scale in an urban setting. We developed methodology for handling the problem of comparing users' trajectories on the scale of several hundred million records of several million users and applied our solution for a dataset of one week of mobility traces of mobile communications and transportation logs from Singapore. We presented an empirical framework for calculating the estimated success ratio of matching users based on co-locations and obtained results that we can expect about 8% of all users in our transportation dataset to be successfully matched to their corresponding trajectory in the mobile communications dataset based on a one week long dataset, while about 33% could be matched using a one month long observation. Also, by just leaving out the most inactive group of users in both dataset increases these numbers to 15% and 60% respectively, while similar estimates are obtained if we only concentrate on transportation users with regular, but typical activity (2-3 trips per day). Our results also suggest that even less active, but recurring users could be expected to be successfully matched based on a few months' observation of their activities, while matching two datasets where data is collected regularly (i.e. having one record per hour on average, which is easily achieved by network operators logging data communications or smartphone applications regularly querying device location) can be easily possible based on only one week of data collection. As the trend of collecting spatial traces of people continues with many service providers, we expect the possibility of matching people in anonymized datasets based on their trajectories to become a reality very soon.
Future work can extend the matching procedure employed, i.e. instead of just selecting the candidate with the highest number of matches, a more sophisticated approach could take into account the uneven nature of urban movements and calculate for each matching pair of points a weight representing the importance of it (e.g. a match at a crowded subway station could be considered less important than a match at a remote bus stop). Our matchability estimate can be easily adapted to any such scenario as long as statistics of matching points can be calculated similarly to the P t and P s distributions. Using a dataset with available ground truth information could also be utilized to calculate measures of individual matchability and establish a connection with the entropy and predictability measures defined in previous work of Song et al. [35] . Building on that, effective strategies for the mitigation of reidentification could be devised and employed when releasing urban mobility datasets. On the other hand, the possibility of matching mobility traces opens up new potential for understanding urban human mobility and providing better services for urban residents. Utilizing this while also providing adequate guarantees of privacy of the affected individuals should be in the focus of future interdisciplinary research including urban planning, algorithmic, security and legal perspectives. Table 1 : Average expected success ratios for the study data and extrapolated to longer intervals. The left column shows results from any possible combination of activity pairings (i.e. assuming that the number records corresponding to a person's activities in the two datasets are randomly selected among all possible users activity levels in the two dataset). The right column shows averages with leaving out users with very low activities (less than 10 taps in the case of the transportation dataset and less than 20 records in the case of the mobile communication data) and also users with unrealistically high activities (125 or more taps in the transportation dataset or 2000 or more records in the mobile phone dataset) . Note that this means that these users were left out from calculating the averages of p x (r i , r j ) values, but not from the actual dataset when calculating the P s distributions, i.e. the realistic assumption about false positive matches is still maintained.
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