Abstract. The method of curve evolution is a popular method for recovering shape boundaries. However isotropic metrics have always been used to induce the flow of the curve and potential steady states tend to be difficult to determine numerically, especially in noisy or low-contrast situations. Initial curves shrink past the steady state and soon vanish. In this paper, anisotropic metrics are considered to remedy the situation by taking the orientation of the feature gradient into account. The problem of shape recovery or segmentation is formulated as the problem of finding minimum cuts of a Riemannian manifold. Approximate methods, namely anisotropic geodesic flows and solution of an eigenvalue problem are discussed.
Introduction
In recent years, there has been extensive development of methods for shape recovery by curve evolution. These methods are gaining in popularity due to their potential for very fast implementation. A parametric form of it was developed by Katz, Witkin and Terzoupolous [1] . A geometrically intrinsic formulation of active contours was introduced by Caselles, Catte, Coll and Dibos in [2] and developed over the years by several authors [3, 4, 5, 6] . A formulation based on curve evolution introduced by Sethian [7] is also in use where the flow velocity consists of a constant component and a component proportional to the curvature (see for example, [8] ). The evolving curve in this case is stopped near the shape boundary or at least slowed by means of a stopping term. From a geometric perspective, the image domain may be viewed as a Riemannian manifold endowed with a metric defined by the image features. An initial curve flows towards a geodesic with normal velocity proportional to its geodesic curvature. Several techniques for fast implemetation of geodesic flows have been developed. The speed of the method is due to two essential factors. First, noise suppression and edge detection are done in a hierarchical fashion: the image is smoothed first and then the geodesic flow is calculated. This is in contrast to the flows defined by segmentation functionals in which noise suppression and edge detection are done simultaneously. The second reason for the speed-up is that the object boundaries are found by tracking one closed curve at a time and thus the computational effort can be focused on a small neighborhood of the evolving curve.
Throughout the development of this approach, the metric used has always been . an isotropic metric. In this paper, fully general anisotropic metrics are considered.
One reason for developing such a generalization is that in noisy or low contrast situations, the steady states for the isotropic flows are not robust and one has to resort to devices such as a stopping term. For instance, when the image gradient is large everywhere due to noise, curves with the same Euclidean length will have their Riemannian length approximately equal if the metric is isotropic, indicating reduced sensitivity of the method. In practice, the curves tend to continuously shrink and vanish. A way to improve this situation is to take into account the orientation of the gradient by considering anisotropic metrics. Another reason to consider anisotropic metrics comes from the impressive results obtained by Shi and Malik [9] who formulate the problem of shape recovery in natural scenes as a problem of finding the minimum cut in a weighted graph. An ingredient essential for their method to work is the implied anisotropic metric. Finally, use of anisotropic metrics is implied in boundary detection by means of segmentation functionals. This connection is briefly reviewed in Section 2. However its implementation is computationally expensive and it is worthwhile to formulate anisotropic curve evolution directly.
Segmentation Functionals and Curve Evolution
Consider the segmentation functional [10] E(u;C) = (1) where D is the image domain, I is the image intensity, C is the segmenting curve, jCj its length and u is a piecewise smooth approximation of I. 
where C now denotes the position vector of the segmenting curve, superscripts +; 0 denote the values on the two sides of C, N is the normal to C pointing towards the side of C marked + and denotes the curvature. To see anisotropicity, look at the limiting case as ! 1. Then C minimizes the limiting functional
The metric is an anisotropic 
The equation is similar to the one used in [8] where the first term is replaced by a constant. The advantage of using the segmentation functional is that it avoids the problem of choosing this constant. Another segmentation functional that leads to isotropic curve evolution is formulated using L 1 -norms [11] : 
where curv(u) is the curvature of the level curves of u:
curv(u) = u 2 x2 u x1x1 0 2u x1 u x2 u x1x2 + u 2 x1 u x2x2
The terms in the bracket in the descent equation for u prescribe the three components of the velocity with which the level curves of u move. The first term is the usual Euclidean curvature term except for the factor of (1 0 v) 2 , the second term is the advection induced by the edge-strength function v and the last term prescribes the constant component of the velocity. The sign is automatically chosen such that this component of velocity pushes the level curve towards the corresponding level curve of I. The implied metric is isotropic.
Anisotropic Geodesic Flows
It is helpful to start with a slightly more general framework to derive the equation of anisotropic geodesic flow. Let M denote the image domain D when it is endowed with a Riemannian metric, g = fg ij g. Let C be a curve dividing M into two disjoint submanifolds, M 1 and M 2 . Following Cheeger [12] , define where g is now the geodesic curvature and N g is the normal defined by the metric; plus sign is to be used if the area bounded by the curve is smaller than its complement, minus otherwise. In the isotropic case with the metric equal to a scalar function times the identity metric, the relation between the geodesic curvature g and the Euclidean curvature is given by the equation
Thus the geodesic curvature includes the advection term. The term h(C) is the component of the velocity which is constant along the curve and varies The functional for u may be derived using the coarea formula, taking care to define all the quantities involved in terms of the metric g. Let g 01 = fg ij g be the metric dual to g given by the inverse of the matrix fg ij g. Let
be the binary form defined by a given matrix A and let
Then the functional for u may be obtained by the coarea formula and has the form
where is assumed to be constant. 
is the divergence operator defined with respect to g. Eqs. (16) and (17) 
where as before, curv(u) is the Euclidean curvature of the level curves of u, ru is the Euclidean gradient of u, jjrujj is its Euclidean norm, and
Comparison with the corresponding equation for the isotropic flow shows that anisotropy does not affect the second order curvature term, but the advection term is more finely tuned. To have the effect of anisotropy on the second order term in dimension 2, more general Finsler metrics must be considered [13] .
.
Approximation: Riemannian Drums
As in the isotropic case, Eq. (18) is hyperbolic in the direction normal to the level curves so that its solution is capable of developing shocks. A shockcapturing numerical method [14] must be used to implement the equation. An alternative is to convert the minimum-cut problem into an eigenvalue problem as suggested by the Cheeger inequality
where is the second smallest eigenvalue of the Laplace-Beltrami operator.
Therefore, instead of minimizing h(C), consider minimizing the Rayleigh quotient
which is equivalent to solving the eigenvalue problem 1 g u + u = 0; with Neumann boundary conditions
where
is the Laplace-Beltrami operator. When g is the Euclidean metric, the operator reduces to the ordinary Laplacian and the eigenvalue problem describes the modes of vibration of an elastic membrane. When discretized, the eigenvalue problem takes the form
where u is now a vector, H is the "stiffness" matrix and M is the mass matrix. An important point to note is that Eq. (22) does not involve , its approximate value is determined automatically by the Cheeger inequality. Another important point to note is that for the approximation to work, an anisotropic metric is essential. In dimension 2, if the metric is isotropic, the numerator in the Rayleigh quotient is independent of g and since we expect g to deviate substantially from the Euclidean metric only near the shape boundary, the denominator is insensitive to g as well.
As a result, the eigenvalue problem reduces essentially to the Euclidean case.
The eigenvalue problem (22) is an analytic version of the formulation proposed by Shi and Malik in the framework of graph theory, motivated by the principles of gestalt psychology. They regard the image as a weighted graph by viewing the pixels as vertices and assigning weights to the edges in proportion to the proximity of the corresponding vertices and similarity between the feature values at these vertices. The minimum cut of the graph is defined in some normalized way. There is a standard way to define the Laplacian of a graph from its adjacency matrix [15, 16] and approximate the minimum cut problem as the problem of determining the eigenvector corresponding to the second smallest eigenvalue of this Laplacian.
Since this eigenvalue is zero if the graph is disconnected, it is called the algebraic connectivity of the graph. For a more detailed comparison between the graphtheoretic formulation and the formulation presented here, see [17] . Note that here too, anisotropicity is essential. Isotropicity would mean that all the edges have the same weight and hence the graph cannot carry any information about the image.
The eigenvalue problem may be approximately solved by one of the spe-. cial methods for large sparse matrices such as the Lanczos method [18] . Care must be taken to ensure that the matrix H is symmetric so that the Lanczos method is applicable. One of the ways to ensure this is to derive Eq. (24) by discretizing the Rayleigh quotient (21) 
Anisotropic Metrics
In dimension 2, the obvious starting point for intensity images is the matrix 
where is a constant. Finally, just as in the isotropic case [6] , the metric may be raised to some power p. The effect of p is to sharpen the maxima and the minima of the smaller eigenvalue of the metric over the image domain, resulting in sharper edges and corners. In the gradient direction, the infinitestimal length is the Euclidean arclength ds, independent of the gradient. Along the level curves of I , the infinitestimal length is ds=(1 + jjrI jj 2 ) p=2 . Thus the metric provides a generalization compatible with the isotropic case as it is usually formulated [6] .
Its generalization to vector valued images, for instance to the case where we have a set of transforms fI (k) g of the image by a bank of filters, is straightforward.
In matrix (26), simply replace @ i I @ j I by 6 k (k) @ i I (k) @ j I (k) . Generalizaton to arbitrary dimension n is obtained by letting the indices i; j run from 1 to n and normalizing the metric by dividing it by the (n 0 1) th root of its determinant. Of course, determining the weights f (k) g is a difficult problem.
Experiments
In the first experiment, different methods considered here are compared from the point of view of smoothing intensity images. In the second experiment, in addition to smoothing an MR image, anisotropic flow is applied to smoothing of the zero-crossings of the Laplacian of the image presmoothed by a Gaussian.
In these experiments, the constant was set equal to zero and was chosen so that the smallest value achieved by the smaller eigenvalue of the matrices fg ij g over the image domain was equal to a small constant c, less than 1. The closer the value of c is to 1, the closer the metric is to the Euclidean metric.
(The Euclidean geodesic flow is a purely curvature-driven flow without advection.
The image is eventually smoothed out to uniform intensity.) In the case of the eigenvalue problem, the closer the value of c is to 1, the more the behavior is like a Euclidean drum and the second eigenvector is dominated by the fundamental mode of Euclidean vibration.
In order to clearly bring out the differences among the different methods, a synthetic image with greatly exaggerated noise was used in the first experiment.
The image is shown in Figure 1 The figure shows that the method is not as effective as the method of geodesic flow for denoising or deblurring. In fact, the solution is very close to the initial vector I .
Fig. 2.
The best results were obtained using Eqs. (8) along the object boundaries, resulting in varying degrees of smoothing. This is especially true of the thin protrusions and indentations. The top row in Figure   3 shows the original image togetherwith graphs of two horizontal cross-sections.
The top graph is a section near the top of the image while the bottom graph is through the two ventricles in the middle. The bottom row shows the effect of smoothing under anisotropic flow using the original image as the initial u as well as for calculating the metric. 
