Introduction
One way to think of computer vision is in two major parts: "the extraction of image content description and their subsequent matching". [0] The first step is essential as the memory consuming and redundant raw image data as captured from cameras would be too slow and complex to process by most sophisticated vision algorithms. In this paper and the presentation given along with it we will focus on that first low-level task of feature extraction as one way of dimensionality reduction. Rather (of course not totally) independent of the application we want these features to be the data basis for later processing. But what makes a point interesting for image descriptions? There is no clear definition of what is a feature but there are some useful properties we would like a "good feature" to have: [3] • perceptually meaningful (as to humans)
• analytically special (eg. maxima)
• identifiable on different images
• invariant to a certain kind of transformation (eg. affine)
• insensitive to noise
In the second section we will look at some image processing basics and simple ways to find interesting points. In the third section one entropy-based approach (as described in [0] ) to the problem is picked out and it's idea is explained.
Examples of feature extraction techniques

Image processing basics
Even the basics of image processing cannot be covered in this seminar. In this subsection only linear image filters are described briefly. A linear filter has the property that any pixel of the filtered image can be expressed as a weighted sum of the original image's pixels. A subclass of these filters (that is easily enough for our purposes) uses a weighted sum to map from only neighboring pixels to a new filtered pixel. Let I : Z 2 → R , I(x, y) → c x,y ∈ R be a grayscale image. Then F as in
describes a linear filter that takes into consideration only a 3 × 3 neighborhood of any pixel (x, y). It is obvious that this type of filter is fully described by a 3 × 3 matrix A of the weights ω i,j :
From for an n × m image x and y would have to be in a range of {0, 1...n − 1} and {0, 1...m − 1} respectively. Thus for border pixels the kernel could not be applied as (−1, y) and (x, −1) as well was (n, y) and (x, m) are out of range. The solution is to either drop the border pixels, clamp x and y to image dimensions or "wrap" the image (eg. define I(−1, y) := I(n − 1, y) y accordingly). For a more intuitive description of these filters take a look at Figure 1 .
As you can see the nine neighboring pixels are convoluted to form the "new" filtered pixel. This type of filter is called convolution (or kernel) filter and A it's convolution kernel. Filters that do not change the "brightness" of the image are subject to −1≤i≤1 −1≤j≤1 ω i,j = 1. The filter shown in Figure 1 is an edge filter. In Figure 2 you can see the result of applying this filter to the Lena image. For better visibility the image is added to a 50% gray image. Analogously, of course, one can use 5 × 5 or 7 × 7 kernels. 
Sobel edge detection
A pixel is at an edge when intensity sharply changes to its neighbors. The edge itself is a linear shape along which that change is maximal. Looking at images as functions of intensity, we can rephrase this property to "a maximum of the first derivative". On the level of pixels we have a discrete input (x, y) ∈ Z and we can use the discrete differential operator to approximate the first derivative in either direction. For x that is (δ x (I)) (x, y) = I(x, y) − I(x + 1, y) thus the kernel filter
This is already the simplest edge detector, as the minima and maxima in the filtered image ("darkest and brightest spots") are edges. In Practice this Image filter is extremely sensitive to noise, though. Starting with E X we will now derive the Sobel operator, which cannnot be written as a convolution filter but is a nonlinear combination of such linear filters.
Firstly, to reduce noise we can blur the image using another linear filter 1 . In order not to degrade the edges, we only blur the y-direction when we wish to find edges in x-direction (and vise versa). This can be done with the kernel . Usually, one is equally interested in edges of any direction. That's why the Sobel edge detector for any pixel (x, y) returns the euclidean norm of the vector of the intensities of G X and G Y sampled at (x, y). This is the magnitude of the gradient. [2] (
For an edge point (x, y) the edge's direction Θ can be extracted by
Canny edge detection
Canny's intention was to create a perfect edge detector. Unlike Sobel, Canny extracts thin, clear edges. It works by a two step algorithm in which firstly an edge filter just like Sobel is applied 3 and secondly a non-maxima suppression is applied to get thin lines that represent the edges. Be aware that Sobel considers 3 × 3 kernels and thus detects edges of that scale (compare section 3.2) best. For Canny in a more general scheme, scale (or smoothing) is one parameter that critically influences the results. For a basic understanding it is enough to think of the first step as a simple Sobel filter though.
The second step is essential to obtain thin lines as edges. Starting from a point of greater gradient magnitude than a threshold value T 1 , the algorithm follows a ridge, that's to say a path of local maxima perpendicular to the edge direction. Points that are not along that ridge are suppressed, the path itself is the final edge. The path stops as soon as the gradient magnitude falls below a second threshold T 2 . The introduction of a second threshold was to avoid "dashed" edges where the edge's gradient magnitude is close to one threshold, noise would make it pass the threshold frequently. An Issue with the method as explained here, by the way, is that Y-junctions of edges are impossible, as only linear paths are followed. Where three edges meet in a point, two would connect and the third one would stop just before the actual junction because it is suppressed as the first two edges are tracked. Refer to [4] for a solution. Of course feature extraction is not all about edges. There exits a manifold of different techniques. For instance, it is possible to find corners by a local analysis of small regions with two different dominant edges. Blob detectors Figure 4 : Hough transform of scene from Figure 3 and the 40% most prominent lines (Canny background) [4] look for local extrema in intensity rather than gradient. Another particularly different approach will be discussed in the next subsection.
Hough transformation
The Idea of the hough transformation is to convert image space into a parameter space. This conversion is a mapping that analyses the image looking for a special sort of parameterized features usually lines or circles. It's beauty lies in the many different shapes that can be detected together with their parameters. In this seminar we are going to deal only with the special case of lines. Assuming the reader is familiar with the parametric representation d = cos(Θ) · x + sin(Θ) · y of a line, where Θ is the angle between the line and the x-axis, d the distance to the origin and any (x, y)
T which verifies the equation a point on that line, the Hough transformation for lines is a relatively simple construct.
The concept is to create a number of bins for lines of a certain range of their parameters (d, Θ) to (d , Θ ). A bin is an accumulator cell for that range of parameters. For each edge point in image space we can assign a bin by taking the pixel position and gradient direction into account. What we learned in section 2.2 helps, as we can employ Sobel to extract both gradient magnitude and angle, or alternatively any other means to do the same thing. Pixels along a straight edge all contribute to the same bin, because lines through these pixels of thier gradient direction all have about the same distance to the origin. The fullest bins represent the most prominent or "best" lines. Fot a better fit the parameters used for that line can for instance be computed as the mean parameters of all edge pixels that contributed to that bin.
Be aware that the number of bins used influence the minimum "difference" of two lines that are to be differed. Using too many bins "blurs" the maxima. Noise influences gradient information and pixels from the same original linear edge may fall into two neighboring bins when the bins are too small.
An entropy and scale based approach to visual saliency
Visual saliency
This Section will briefly discuss a feature detector as described in [0] . We assume some "features" to be pre-attentively distinctive or salient, as they create an arousal in the human visual system. Not fully understanding how the human visual system works brings us back to the question what is saliency as in "what is a feature?". Before we continue with Kadir and Brady's feature detector, we will summarize S. Gille's approach and then introduce two key aspects: entropy and scale. Kadirs and Brady's system is based on the works by Gilles, who suggests to use a local descriptor to find matching features in several images, due to the fact that their saliency is not affected as strongly even by gross global transformations. Entropy, or local complexity seems useful for this approach as features of high information content are detected. This fits well to the idea of edges, blobs and corners because they all imply a relatively high image complexity. Intuitively one would not select features within a homogenous region. Gilles defines a region around a pixel R X and extracts peaks in entropy of the descriptor D (for instance color intensity). One issue of this method is the fact that for arbitrary images there exist regions of complexity not only of the shape or size of R X , thus several peaks may be right next to each other and which one "wins" and becomes a feature is a very unstable 4 property.
Entropy in images
Information entropy is defined as
, where p i = P (X = x i ) of an event x i and a random variable X. Entropy is maximal when ∀i, j : p i = p j . This is the case of "minimal predictability" or "maximal disorder". Applied to images, entropy of the image descriptor D in a region or patch R X of a pixel describes the inhomogenuity of that image patch of R X .
Here P D,RX is the probability that a random pixel in R X takes the descriptor value d i . If we use 8bit color intensity as descriptor, i = 256 and P D,RX (d i ) is the relative amount of intensity d i in R X . Therefore entropy is computed from a histogram of the pixels in R X . For instance a patch of all the same shade of gray will have a single peak in the histogram and its entropy H D,RX = H(0...0, 1, 0...0) = −log 2 (1) = 0 is at its minimum 5 . Note that we are interested in the entropy in the neighborhood R X of a pixel that is a candidate feature. Then the size of the patch R X , or it's scale, is a parameter for the entropy. In Figure 5 there is a few example images that represent entropy for all 3 × 3 and 5 × 5 patches and the original image. Finally we arrive at this essential problem of finding the right scale. Both in edge detectors and entropy we have seen that "scale" or the level at which we investigate the image plays a key role in the results. 
Scale space
The idea is to use a one parameter family of images for the analysis. To get an intensity value, we now need x and y for the position and an additional parameter t representing the scale we wish to access. The image at scale 1 is the original, higher scales result from applying a gaussian blur of size t. One way to do so is by the way to apply a kernel filter based on
Now a feature is not only described by its position but also by the scales in which it is detected. However features of what scales are the most salient? From a signal processing point of view the best scale would be that where a differential operator is maximized. The entropy filtered lena images give us a hint as to what property a feature tracked over multiple scales should have. Salient features should have a unique scale. When matching features from two images there's quite a likeliness to mismatch features placed in self similar structures. For example hair has similar entropy over multiple scales. The same goes for all "self-similiar" or "fractal" structures. Edges "look the same" in one direction as well and it may be difficult to match a feature at least in the edge's direction. That's why we prefer features that show very different entropy over different scales, such as the tip of the hat for scales 1 and 2, the tip of the nose or the several points around the eyes. So the best features are those of maximal "self-dissimilarity" over a range of scales.
In Figure 6 you can see an image presenting the sum of absolute difference over all scales computed (namely 1,2,4,6,8,10,12) and on the right a simple threshold applied to it. Most bright spots can be found around the face, and at corners of the hat. Note that the hair is relatively dark, thus not as salient. We can now define a set S of scales where the sntropy is peaked. There is just a simple weighting difference to the final detector left. 
Kadir and Brady algorithm
The final addition to the scale-based method above is a weight W D ( S, x) that measures the change of descripor D along the scale dimension. This weight is to favor dissimilar features by taking the derivative of the entropy in direction of s into account. A metric for saliency is then defined as
Where H D is the vector of entropies for scales in S and
In other words, the most salient point would be such that its entropy is maximal at some scale s and minimal around that scale.
KADIR AND BRADY FEATURE DETECTION 1. For each pixel location x compute the local entropy H of descriptor D(using the PDF from the histogram) 2. Select the scales S where entropy is peaked (can be ∅) 3. Weight the entropy for the scales in S by the sum of absulute difference of the local descriptor around S Figure 7 : Result of the algorithm (most salient features selected by threshold) [0] Kadir and Brady's algorithm is very general in speaking of a "local descriptor". As mentioned before, a possible and simple local descriptor is color intensity. However much more sophisticated descriptors could be used. All experiments in [0] are based on intensities with good results. However, they point out that replacing the local descriptor spectral and wavelet entropy are discoverd within this method. Clearly the sort of descriptor chosen also determines what features are salient. Regions of the image that can be modeled well (short) with the descriptor used are less salient because the complexity of the description is low. Based on another descriptor it may well be very complicated to model the same region and the saliency for that descriptor would then be high. This property means that the algorithm is a very general approach and modeling a good descriptor is an essential part of the problem. Finally a part of the problem, namely the selection of the "best" features has not been covered in this paper. Simple thresholding works and the images in Figure 7 have been created based on thresholding. More careful models for the selection, such as clustering may of course improve results and prevent two similar features that are close to one another to be detected both. In the figure this can be seen by the many overlapping circles that represent the same object as diffrent features.
