In recent years various advances have been made with respect to the Nevanlinna-Pick kernels, especially on the symmetric Fock space, while the development on the Hardy space over the polydisc is relatively slow. In this paper, several results known on the symmetric Fock space are proved for the Hardy space over the polydisc. The known proofs on the symmetric Fock space make essential use of the Nevanlinna-Pick properties.
Introduction and the main results
The purpose of this paper is to prove several theorems on the Hardy space H 2 (D n ) over the polydisc, whose symmetric Fock space versions are known, but the proofs rely on the properties of Nevanlinna-Pick kernels. In particular, our results allow one to formulate a theory of curvature invariant on H 2 (D n ) in parallel to that on the symmetric Fock space [4] .
In the transition from one variable to several variable operator theory, the Hardy space H 2 (D n ) over the polydisc naturally serves as a test ground for new ideas, largely due to the beautiful theory of H 2 (D) over the unit disc. The development on H 2 (D n ), however, has been resistant, though persistent.
To illustrate the depth and difficulty in the study of H 2 (D n ), n > 1, we just mention two outstanding open problems in analysis related to H 2 (D 2 ). First, the lattice of invariant subspaces of H 2 (D 2 ) is extremely complicated, and contains that of the Bergman space as a sub-lattice. While the latter has a rich theory, and is connected to the invariant subspace problem [7, 16] . Second, the corona problem for the multiplier algebra H ∞ (D 2 ) of H 2 (D 2 ) remains elusive, although the corresponding problem on the symmetric Fock space can be easily solved, see Trent [25] .
More relevant to this paper, Rudin showed in [24] that an arbitrary invariant subspace of H 2 (D n ) can be quite pathological.
In contrast, much progress has been made on Nevanlinna-Pick kernels, notably on the symmetric Fock space determined by the reproducing kernel K(z, w) = . Among other things, we mention the study of the Nevanlinna-Pick interpolation by Agler-McCarthy [1] , and Arveson's curvature invariant [4] . A feature of these studies is that much of the work can be done by looking at the properties of the NP kernels.
In this paper we define several numerical invariants of an arbitrary invariant subspace of H 2 (D n ), including those displaying pathologies, and show that they enjoy reasonably good properties.
We will discuss similar invariants on the Bergman space L 2 (D) in a forthcoming paper, which, expectedly, displays different behaviors.
Multiplicity and curvature

The curvature invariant on H 2 (D n )
Given the state of our understanding of multivariable operator theory, it is of interest to search for effective, computable invariants. Along this line Arveson's curvature invariant on the symmetric Fock space [4] received much attention in the past years. It is generalized to noncommutative settings by Kribs [17] , Muhly-Solel [21] , and Popescu [23] . For a Dirichlet space version, see [11] . In general, for generalization to function spaces with N-P kernels, everything works out fine. But for holomorphic spaces with non-N-P kernels, the extension has been resistant for a while. Direct calculation in the Bergman space shows that the curvature, if formulated as Arveson did, often does not exist, or is not an integer if exists. In fact, the theory is sometimes seen to be peculiar to the N-P kernels, see Englis [9] for more information.
Part of our motivation in this paper is to introduce the curvature invariant for the Hardy space H 2 (D n ) over the polydisc, which is of natural interest, and is non-N-P. We believe that this purpose can be achieved by the results of this paper. In fact, the results of this paper imply that the main results about the curvature invariant on the symmetric Fock space essentially carry over to H 2 (D n ), but, of course, with different proofs. In particular, the curvature not only exists, but also is an integer. Roughly speaking, this subsection will establish the asymptotic formula for the curvature, corresponding to that obtained by Arveson in Theorem C, [4] ; while results in Section 0.2 can do for H 2 (D n ) what Greene-Richter-Sundberg [14] did for N-P kernels. Moreover, one can also prove Arveson's version of the Gauss-Bonnet-Chern formula for H 2 (D n ) as in [4, 10] , and relate the curvature to the Fredholm index of an n-tuple of commuting operators [5] .
However, we are going to take a different approach because it is better connected to several other topics. First, it provides a way to generalize to the Bergman space. Second, in Section 0. 
is defined by an asymptotic trace formula, and turns out to be an integer, taking values in {0, 1, . . . , N}; 
Remark. The above definition is equivalent to the asymptotic formula for the curvature obtained by Arveson in Theorem C, [4] , when the symmetric Fock space is considered. See [10] for details. When n = 1, according to Parrot [22] , m(M ⊥ ) coincides with the Fredholm index up to a sign.
It is clear that when m(M) exists, so does m(M ⊥ ), and m(M)
is lower semi-continuous in λ ∈ D n , and is almost everywhere constant. We define this constant to be the fiber dimension of M, denoted by f.
d.(M).
Theorem 2. For any invariant subspace
M ⊂ H 2 (D n ) ⊗ C N ,
the multiplicity invariant m(M) exists, and is an integer. In fact, one has
m(M) = f.d.(M).
The multiplicity m(·) and the Samuel multiplicity e(·)
Experts in algebra may have recognized that the additivity of the multiplicity invariants m(·) is reminiscent of the additivity of Samuel multiplicities, which plays an important role in commutative algebra and algebraic geometry [8] . The additivity of Samuel multiplicities can also be formulated in operator theory, but fails wildly. In case that it is true, it usually leads to nontrivial operator theoretic results [11, 13] . So one may hope to modify the definition of Samuel multiplicity, taking the Hilbert space structure into consideration. This leads to our Definition 1. Now we recall the definition of the Samuel multiplicity e(M) in order to discuss the connection between m(M) and e(M). Regard M as a Hilbert module [6] over the polynomial ring
, where the action of z i ∈ A on the module M is given by the multiplication operator M z i . Let I = (z 1 , . . . , z n ) be the maximal ideal of the polynomial ring A at the origin. Define the Samuel multiplicity by
When dim(M/I · M) < ∞, e(M) exists and is a non-negative integer because of results on Hilbert polynomials in algebra [8] . Similarly, one can define e(M ⊥ ), by viewing M ⊥ as a Hilbert C[z 1 , . . . , z n ]-module in the natural way. Intuitively, both m(M) and e(M) measure the size of M, but one being analytic, one being algebraic. When M is "nice," they do agree.
The proof is essentially the same as that of Lemma 9 in [10] .
Since both m(·) and e(·) tend to be additive over M and M ⊥ , we naturally consider the corresponding case on M ⊥ , which turns out to be nice.
The proof follows from Theorem 2 and the main result of [12] .
Corollary 5. For any invariant subspace
with both limits equal to
Proof. Just observe that, according to [12] ,
Remark 1. For two projections P and Q, tr(P Q) = rank(P Q) if and only if the range of P splits into a direct sum with respect to the range and the kernel of Q. Hence, Corollary 5 suggests that any invariant subspace M has nice asymptotic behaviors, which stand in sharp contrast with the intricacies an invariant subspace of H 2 (D n ) can possess.
Remark 2.
We do not know how to give a direct proof of Corollary 5.
How many polynomials
Here
Reproducing kernels and boundary values
To prove that the curvature on the symmetric Fock space is always an integer, GreeneRichter-Sundberg [14] studied the boundary values of certain holomorphic, partial isometric multipliers. The discovery of these multipliers is due to McCullough-Trent [20] , who actually proved that the existence of these multipliers characterizes N-P reproducing kernels.
To overcome the difficulty due to the lack of N-P kernels for H 2 (D n ), we point out that the boundary behavior of partial isometric multipliers as in [14] can be reformulated in terms of the boundary behavior of the normalized reproducing kernels of invariant subspaces. This approach allows us to treat not only the N-P case, but also many other spaces including H 2 (D n ).
Note that Yang and Guo examined the boundary behavior of the normalized reproducing kernels of invariant subspaces of H 2 (D n ) in [15, 26] . In some sense our treatment of boundary values can be regarded as a non-N-P extension of [14] , and a vector version of [15, 26] .
B(C N )-valued reproducing kernels
Let H be a Hilbert space of C N -valued functions defined on a bounded domain Ω ⊂ C n . Define ev w : H → C N to be the evaluation functional at w by ev w (f ) = f (w), w ∈ Ω, f ∈ H . Assume that ev w is bounded for each w ∈ Ω. Then the Hilbert space H possesses a B(C N )-valued reproducing kernel K(z, w) = ev z · ev * w , which is characterized by
In fact, the space H is just the completion of the linear span of all vectors of the form K(·, w)ξ , w ∈ Ω, ξ ∈ C N with the inner product defined by Eq. is a partial isometry such that j w j * w = I N , and j * w j w = P w , here P w is the orthogonal projection onto the N dimensional subspace K(·, w) ⊗ C N .
Reproducing kernels of invariant subspaces
For any invariant subspace M ⊂ H with respect to the multiplication by coordinate functions, let ev M w be the evaluation functional on M at w. Then ev M w = ev w | M , and ev
Connections between reproducing kernels and multipliers
In [20] McCullough and Trent showed that an invariant subspace of a (vector-valued) functional Hilbert space with an N-P reproducing kernel can be described in terms of a partial isometric multiplier. In particular, let H 0 be a holomorphic functional Hilbert space over a domain Ω with an N-P kernel K(z, w) and let H = H 0 ⊗ C N , then for any invariant subspace M ⊂ H there exists a Hilbert space V , and a holomorphic multiplier Φ :
It follows that
Φ(z) is a partial isometry at a point z, if and only if
So we can reformulate the main result in [14] on the boundary values of the multiplier Φ in terms of the reproducing kernel K M . The latter approach is independent of the multiplier Φ, hence is applicable to non-N-P spaces.
The Berezin transform of P M
Let H be a scalar-valued functional Hilbert space over a domain Ω such that its kernel
K(·,w) . For any T ∈ B(H ), its Berezin transform is defined to be the function
The Berezin transform is often applied to Toeplitz operators, see [27] for more information.
For any invariant subspace
which is a vector version of the Berezin transform of P M . Recall that P λ is the projection on the subspace k(·, λ) ⊗ C N . It is not hard to show that in the setting of the symmetric Fock space the function κ M (λ) is equivalent to the curvature invariant function by Arveson in [4] . Observe that
, which has the same trace as P M j * λ j λ = P M P λ , it follows that
Theorem 6. For any invariant subspace
M ⊂ H 2 (D n ) ⊗ C N , the function K M (λ,λ) K(λ,λ) = lim r→1 − K M (rλ,rλ)
K(rλ,rλ) exists and is a projection with constant rank f.d.(M) for almost every
The proof of Theorem 6 generalizes without difficulty to the following, which will not be used in this paper. 
as w → λ non-tangentially, then the boundary value of the normalized kernel at λ exists and is the projection onto M(λ), that is,
as w → λ non-tangentially.
Proof of Theorem 2
The proof is divided into four steps, labeled by a, b, c, and d. The last step makes use of Theorem 6. a. LetẼ k be the orthogonal projection from H 2 (D n ) onto homogeneous polynomials of degree k, and
We define two completely bounded maps φ(·) and φ * (·) in order to calculate tr(P M E k ). First, define
is the tuple of multiplication by coordinate functions, and
with the same multi-index I as above.
Observe that φ t (·)E k = 0 when t > k. So
For simplicity we define
Now we introduce a notation for convenience. For any power series f (x) = k 0 a k x k in the variable x, we use coe(f, x k ) = a k to denote the coefficient of x k . Note that for s i 1,
c. We observe that the above coefficients of E s coincide with those of the (n − 1)th Cesaro sum. Next we include a brief discussion on higher Cesaro sums, as well as a Tauberian theorem. Given a series 
Moreover, observe that
So, if we let
then the multiplicity invariant m(M), by definition, is equal to the nth Cesaro mean of the se-
Theorem 8 (Generalized positive Tauberian theorem of Hardy-Littlewood). If a series k 0 A k of real numbers is Abel summable to A, and if its (n − 1)th Cesaro sum is positive, that is,
Recall that being Abel summable to A means that lim r→1 − A k r k = A. Unfortunately, the proof of Theorem 8 seems hard to find. When n = 1, a proof can be found in monographs [18, 19] . When n > 1, a quite readable proof is in [3] . A remark on n > 1 can also be found in [19] .
In our case, the (n − 1)th Cesaro sum S d. In this step we first verify that Φ(P M ) is an integral operator with kernel given the normalized reproducing kernel.
here in the first equality we use that K(z, w) =
Remark. The summation of A k appears to be an interesting problem. The case of N-P kernels is easy since all A k 0. Here A k is always given by (7), while Φ is defined through the associated reproducing kernel. 
Proof of
(M).
(2) Fiber space M(λ) on T n : When w ∈ D n , the fiber space M(w) = {f (w), f ∈ M} ⊂ C n is easily defined. For λ ∈ T n , since any f ∈ H 2 (D n ) ⊗ C n has boundary values on T n almost everywhere, we define
By looking at the determinants of minors as in [11, 14] 
