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I. INTRODUCTION 
Let us suppose that at a telephone exchange calls are arriving at 
the instants rlr z2,. . . , t,, . . . where the inter-arrival times T,+~ - tn 
(n = 0,1,2,. . . ; z0 = 0) are identically distributed independent positive 
random variables with distribution function 
P(T, i-1 - z$$ < x} = F(x). (1) 
We say that {tti> is a vacurrent fwmss. There are m available lines, Suppose 
that a connection is realized if the incoming call finds a free line. If all 
lines are busy then the incoming call is lost, It is supposed that the 
holding times are identically distributed independent random variables 
with distribution function 
I 
1 I e-W if x 2 0, 
H(x) = 
1 
(2) 
0 if x < 0, 
and independent of the input process {t,,}. 
Let us denote by q(d) the number of busy lines at the instant d. The 
system is said to be in state E, at the instant t if q(t) = k. Define 
qn = q (z, - 0), i.e., 7% is the number of busy lines immediately before 
the arrival of the nth call. Let P{q(t) = k} = Pk(t) (k = O,l,. . . ,m) and 
co 
. 
l&(s) = e-St Y&) Lit 
I 
(3) 
I) 
which is convergent whenever 9(s) > 0. 
* This research was sponsored in part by the Office of Naval Research under 
Contract Number Xonr-266(33), Project Number NR 042-034. Reproduction 
in whole or part is permitted for any purpose of the United States Government. 
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A. K. Erlang [lj was the first to consider the above process. In the 
particular case F(x) = 1 - e- px (x 3 0) he has determined the limiting 
distribution of q(t) as t - ca. 
C. Palm [2] has considered a general distribution F(X) and determined 
the limiting probability of a lost call. The limiting distribution of q, 
as n - co and that of r(t) as t - + 00 were determined by F. Pollaczek [3], 
J. W. Cohen [43 and the author [5], [6]. The transient behavior of {qn> 
was investigated by F. Pollaczek [3] and V. E. Beneg [7]. 
In the present paper we are interested in the distribution of q(t) 
for finite t and we shall determine the explicit form of the Laplace 
transform (3). 
Notation. The Laplace-Stieltjes transform of I;(X) will be denoted by 
. 
q?(s) = e-T%(x). I 
Let us define by 
0 
W) = i(r) Pk(4 (Y = O,l,. * .,m) 
k=V 
(4) 
the rth binomial moment of the distribution {P&j} and its Laplace 
transform will be denoted by 
Finally, let 
co 
&(s) = 
i 
e-5’ B,(t) a?. 
0 
and C-,(s) G 1. 
II. THE ~STRIBUTION {PA(t)) 
We shall prove 
THEOREM 1. Lei! q(O) = 0. Then the Laplace tramsform of Pk(t) 
(k = 0,1,. . . ,m) is gizwn by 4, s ecStPk(t) dt = i (- l)r-k L &(s) r=k 0 0 (0) 
ti0 
where 
TAKkS 
PROOF. In what follows we shall suppose more generally that q(O) = i 
where i (i = O,l,. . . ,m) is a fixed number. From the definition of the 
binomial moments B,(t) (Y = O,l, . , .m) it follows immediately that 
P#) = 2 (- l)T-k 
i) 
; &(t) 
r-k 
and forming the Laplace transform of (8) we get (6). Thus p,(s) is to be 
determined. By using the theorem of total expectation we can write that 
B,(i) = ; e- 
ii 
rq1 - F(t)] + 
3 )I j+1 .t Y e-rp(t-u) [I - F(t - u)] dMi(u) j- ;=o 0 
; m c iI Y e- ‘I4 - 4 [l - F(t - ?A)] dM,(U) 
0 
where 
n=l 
is the expected number of those calls which arrive in the time interval 
(O,t] and find exactly j lines busy. In particular, M,(t) is the expected 
number of lost calls occurring in (O,t]. To prove (9) we note that the rth 
binomial moment of the Bernoulli distribution pk = (g)@(l - fi)n-k 
(k = O,l,. . . n) is 
br=,ry*k=($5~ (Y=OJ ,...! 4 
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If there is no call in the time interval (0,1] then q(t) has a Bernoulli distri- 
bution with parameters i and e- pt. If the last call in the time interval 
(O,t] occurs at the instant u and in that instant the number of busy lines 
is j then q(2) has the Bernoulli distribution with parameters i + 1 
(j = O,l,. ..,m-l)orm(i=m) ande- @(t-U), If we also take into con- 
sideration that the last call occurring in the time interval (O,t] may 
be the 1st 2nd,. . ., nth,. . . then we get (9). 
Now let us introduce the Laplace-Stieltjes transform 
pi(s) = e-stdMj(t) I 
‘0 
which is convergent if g(s) > 0. By (9) we have 
Thus it remains only to determine ,q(s) (i = O,l,. . . ,m): this can be 
obtained from the following 
LEMMA. For 12 = O,l,. . . ; Y = O,l,. . , ,m and W(s) > 0 let us define 
A,@)(s) = E {e- 
{ szn(T)} (12) 
and for r = O,l,. . .,m; Jzq < 1 and k%?(s) >O 
cc 
@,(s, W) = 2 A,(“)(s)rP. (13) 
n=l 
Then we have 
@r(s, w) = G(s, w) * (14) 
1@kl~~(:1 c~-:,s,w,i-~~i~~~l[~~,(;i,_~~s.w,l} 
m, / 
where 
PROOF. First let us note that if we know A,(“)(s), the joint distribu- 
tion of qU and t, can easily be obtained. Starting from A,(‘)(s) = (f)q~(s + r/l,) 
the functions A,(“)(s) (n = 1,2,. . .) can be determined recursively by 
where evidentlv 
A&“‘(s) = [y(s)]“. 
The reccurence relation (16) can be proved as follows. First we have 
because under the given conditions qntl has a Bernoulli distribution with 
parameters i + 1 (i = O,l,. . . ,m - 1) or m (i = m) and e-p”. Hence 
if j = O,l,. . .,m - 1 and 
and unconditionally we get (16). F orming the generating function of (16) 
we get 
@r(s, 4 - WA,(l)(S) = 
If ~(0) = i then 
A,(l)(s) = iI ; 94s +vu) 
and thus 
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Now dividing both sides of this equation by Cr(s, W) we get 
If we write down this equation also for Y - 1, r - 2,. . . ,I and add them, 
we obtain for I = 1,2,. . . ,m that 
dqs, w) v i 1 
-20 c,(s,- 
-----_- _ 
i=. i ci-l(W) 
m.(sJwlj$(i~~)&~~$j' (lg) , 
Putting I = m in (19) we get 
Substituting (20) into (19) we obtain @Js, W) for Y = I ,2,. . . ,m. If 
Y = 0 then (14) is evidently true. This completes the proof of the Lemma. 
Now we shall return to determining p,(s). Let us write 
@r(s) = @r(s, 1) (Y = O,l,, . . ,Wz) 
where @Js, W) is defined by (14). Clearly C,(s, 1) = C,(s). By (10) and (13) 
we obtain 
(21) 
Accordingly by (11) 
A(s) = 1 - Q)(s + v> i s -I- rp ii 1 I + @r(s) + or- l(S) - (rnrl) @m(S)] 
and now by the aid of the recurrence formula (18) having put w = 1 
in it we obtain 
P,(s) =11 - 94s + vww ds + v4(s + v> (Y = OJ,. . . ,m) (22) 
where evidently p,(s) = l/s. Thus /IJs) is determined by (14). 
If specifically q(0) = 0 then by (14) 
where Ci(s) is defined by (5). The formulas (22) and (23) prove (7). 
Remark 1. If we suppose in particular that (r,} is a Poisson process 
with density A, i.e., F(x) = 1 - eWAx (x > 0) and y(s) = A/(2 + s), and 
further that q(O) = 0 then we have 
m 
m 
&$ i ii 
(s + q.4. . . (s + id 
@“i-l-r 
/$(s) = m ‘=r 
~- ’ 
(24 
m s(s + p) . . . (s + jp) 
4,) j-0 1 
JJi+1 - 
Hence 
is the Laplace transform of the probability that every line is busy at 
time t. 
III. THE PROCESS OF LOST CALLS 
It is easy to see that the successive lost calls form a recurrent 
process. The distances between consecutive lost calls are identically 
distributed independent random variables. Let us denote by G,(x) 
their common distribution function. Its Laplace-Stieltjes transform will 
be denoted by 
m 
Y&) =s e- sx dG,Jx), (26) 
0 
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THEOREM 2. The Laplace-StieLtjes transform of G,(x) is given by 
(27) 
where the em$ty product is 1. 
PROOF. If we suppose specifically that ~(0) = m then by the renewal 
theory we have 
m 
Pm(S) = e- sf d&&(t) = 744 1 - y,(s) ’ 
0 
whence 
(28) 
(29) 
BY (21) Pm(S) = Rm( ) s an i we write i = m in (20) we get d f 
where Ci(s) is defined by (5). By (29) and (30) we obtain (27) which was 
to be proved. Another proof of Theorem 2 can be found in reference [ll]. 
IV. AN ANALOGOUS PROBLEM OF SERVICING MACHINES 
Let us suppose that m + 1 machines are served by a single repairman. 
The machines work continuously ; however, at any time a machine may 
break down and call for service. The machines are assumed to work 
independently. Let us suppose that if at time t a machine is in working 
state, the probability that it will call for service in the time interval 
(t, t + At) is &It + o(dt). If a machine breaks down it will be served 
immediately unless the repairman is servicing another machine, in which 
case a waiting line is formed. It is supposed that the repairman is idle 
if and only if there is no machine in the waiting line, otherwise the order 
of the servicing is irrelevant. Suppose that the times required for servicing 
the machines are independent positive random variables with common 
distribution function F(x). 
Let us denote by t(t) the number of machines working at the instant 1. 
The system is said to be in state E, at time t, if t(t) = k. Denote by 
TO’, q’, . . . ,T,‘, . . . the termination points of the successive servicings. 
Suppose that ta’ =: -” 0. Define f,, = [(tn’ - 0), i. e., & is the number 
of machines working immediately before the termination of the 4Eth 
servicing. Let P{t(t) = 12) = Qk(i) (K = O,l,. . . ,m + 1). 
Khintchine [8] was the first to consider the process {t(i)>. To determine 
the limiting distribution of the number of working machines Khintchine 
deduced a system of linear equations, but he did not give an explicit 
solution. Kronig [9] and Kronig and Mondria [lo] also dealt with this 
process and gave an explicit formula for the expectation of the limiting 
distribution of the number of working machines. Palm [12], [13] con- 
sidered the particular case F(x) = 1 - e- IX (X > 0) and determined 
the explicit form of the limiting distribution of t(t) as t ---f 00. Ashcroft [14] 
also determined the explicit form of the expectation of the limiting 
distribution of l(t) in the general case. The limiting distribution of t(t) 
as t -+ CO and that of & as n --t CO were determined explicitly by the 
author [15]. 
For a long time it has escaped attention that this process is in close 
connection with the telephone traffic process mentioned before and so 
these two processes were investigated independently. The connection 
between these two processes was noted by the author [S]. Now I should 
like to show in detail that the stochastic sequences {tn} and (7%) follow 
exactly the same stochastic law if t(O) = ~(0) or t(O) = m + 1 and 
q(O) = m and further, that, if we know the stochastic behavior of r](t), 
that of f(t) can be deduced easily. 
The analogy between the telephone traffic process and the servicing 
process can be seen as follows. 
In the case of the teleplzavte traffic process each call starts a conversa- 
tion with distribution function H(x) = 1 - e-p’” (ZX > 0) if there is a free 
line. If all the lines are busy, the calls will still continue to come in but 
they will be lost. The incoming calls form a recurrent process in which 
the inter-arrival times have the distribution function F(x) (Fig. 2). 
In case of the servicing ~?YHXSS the termination of each servicing is 
the starting point of a working period with distribution function 
H(x) = 1 - e-rx (X > 0). If all machines are working then the process 
of the servicing is stopped and starts again only at the next breakdown. 
If we leave out all the times when every machine is working then the 
endpoints of the successive servicings form a recurrent process in which 
the distances between two consecutive endpoints have the distribution 
function F(x) (Fig. 1). 
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m 
0 
m+l 
FIG. 1 
.c- 
FIG. 2 
If in the servicing process we introduce a new time variable involved 
only when there are machines which do not work then this new 
process shows exactly the same stochastic behavior as the telephone 
traffic process when ~(0) = t(O) and t(O) <m or ~(0) = m and t(O) = m + 1. 
By this correspondence with every transition Em+r -+ E, is associated 
a lost call. If E(O) = m + 1 in the servicing process then it is supposed 
that q(O) = m in the telephone traffic process and with the first transition 
E ,,,+i + E, is associated the instant d = 0. 
In particular, if we consider the number of working machines imme- 
diately before the termination of each servicing, i.e., I&,}, and the number 
of busy lines immediately before each arrival, i.e., iv,,}, then these two 
stochastic sequences follow exactly the same stochastic law whenever 
~(0) = E(O) and E(O) < m or ~[0) = m and E(O) = m + 1. 
Now we shall prove the following 
THEOREM 3. If E(O) = m + 1 thert for Sit(s) > 0 we have 
.cstQk(t) dt= 2 (- l)v-k (K = O,l,. . .,m + 1) (31) 
0 r=k 
68 
and Ci(s) is defined by (5). 
PROOF. In the case of the servicing process denote by N,,,(t) the 
expectation of the number of transitions Em+l -+ E, occurring in the 
time interval (O,t] given that E(O) = m + 1. The successive transitions 
E m+l + E, form a recurrent process in which the distribution function 
of the time of the first transition E,+l -+ E, is A(x) and the distribution 
function of the distance between two consecutive transitions Emfl - E, 
is A(x) * G,(x) where 
c 
1 - e-(m+l)W if 
A(x) = 
X2.0 
0 if X<O 
(33) 
and G,(x) is defined by Theorem 2. Therefore by the renewal theory 
we can write that 
00 (m + lb 
e-StdN,(i) = _._ (m ’ ‘)p +.S , 
0 
Cm +1)~ 
’ - (m + 1)~ + s Ym(s) 
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where mm(s) is defined by (27). Further we can write that 
Q&) = R# - 24) dAQ.4) 
I 
(k = OJ,. . . ,m), (35) 
0 
where I&(t) is the probability that the system is in state E, after a period t 
measured from a transition E,,, +1 -+ E, and during this time interval 
of length t no new transition E, +1 -+ E, occurs. 
RR(t) can be determined as follows. Let us consider the telephone 
traffic process q(t) with initial condition q(O) = m. Under this condition 
let P(q(l) = k} = a,(t) and denote by M,(t) the expected number of 
the lost calls occurring in the time interval (O$]. Then we have 
pk(t) = RR(t) + 
5 
Rk(t - U) dk&(u) (k = U. . - 94 (36) 
0 
where RR(t) is the probability that the system is in state Ek after a period t 
measured from a lost call and during this time interval of length t no call 
is lost. Evidently the probability &(t) is the same in both processes. 
Forming the Laplace transforms of (35) and (36) and comparing them 
we get 
m 
I 
e- st dN,(t) @J 
i 
e- st ok(t) dt = AT---- 
i 
i 
e-stPk(t) dt 
0 
1 f e-StdMm(t) ’ 
0 
for K = O,l, . . , ,m. Since 
m+l 
k=O 
for all t > 0, we have also 
m 
s 
e- sf dN,,$j 
i 
cSQ,& dt= -y 1 - p” 
s m 
0 
1 + 
i 
e-StdM+&) 
0 
(37) 
(38) 
70 TAKkS 
In this particular case by (28) 
and consequently 
J (m + lb41 - P&)1 e- st Qk(t) dt = -~ s + (m + l)p [l - ym(s)] J c- st Pk(t) dt (39) 0 0 
if K = O,l,. . .,m and 
co 
J e- “‘Q,,, + 1 (t) dt = 1 s + (m + 1)~ [l - ~d4l’ (40) 
0 
Here y,,(s) is defined by (27) and it remains only to determine 
co 
i emst Pk(t) dt (41) 
which can be obtained by formulas (6), (22) and (14) if we substitute 
i = m and w = I in the latter one. 
If we denote by ,8,(s) the Laplace transform of the rth binomial 
moment of {P&j, th en the Laplace transform of the rth binomial 
moment of {Q&)}, i.e., 
O,(s) = z1 (f) jb-s’Qk(t)dt 
k=r 0 
(42) 
can be expressed by (39) and (40) as follows 
(m + a41 - 31m(ww) + m -j- l 
O,(s) = --- i 1 
s + cm + 1)/d - y&)1 
(43) 
where by (22) and (14) 
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if I = O,l, . . . ,m and evidently &+r(s) = 0. Thus the formula (44) is 
valid for r = O,l,. . . ,m + 1 too. 
The formulas (27), (43), and (44) prove (32), and (31) follows from (42). 
This completes the proof of the theorem. 
Re~~ark 2. In the special case F(x) = 1 - eWnx (X > 0), the telephone 
Process b?(Q) and the servicing process (E(t)) have exactly the same 
stochastic behavior if the number of available lines agrees with the 
number of the machines and if the initial conditions are the same. 
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