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THE LAW OF THE ITERATED LOGARITHM FOR
TWO-DIMENSIONAL STOCHASTIC NAVIER-STOKES EQUATIONS
PARISA FATHEDDIN
Abstract. Here we implement the Azencott method to prove the moderate deviation
principle for the two-dimensional incompressible stochastic Navier-Stokes equations in
a bounded domain. As applications two types of the law of the iterated logarithm
Khintchine Classical type and the Strassen’s compact law of iterated logarithm, are
proved.
1. Introduction
The Classical Azencott method, first introduced in [2, 37], is applied here to prove
the moderate deviation principle (MDP) for the two dimensional stochastic Navier-Stokes
equations in incompressible flow given by,
∂uε(t)
∂t
+ (uε(t) · ∇)uε(t) +∇p(t) = f(t) + ∆uε(t) +√εσ (t, uε(t)) dW (t)
dt
,
(∇ · uε) (t, y) = 0, y ∈ D, t > 0,
uε(t, y) = 0, y ∈ ∂D, t ≥ 0,
uε(0, y) = u0(y), y ∈ D,
where the state of the fluid is governed by the velocity field, uε(t, y) ∈ R2 and a scalar
pressure field p(t, y). A deterministic external force f(t, y) ∈ R2 is assumed to be given,
along with a noise coefficient σ(t, uε(t)) of a Wiener processW (·), with properties provided
later in Section 2.
The theory of large deviations has proved to be useful in many fields such as statistical
mechanics, finance, queuing theory and communications. It is the study of events that have
probability tending to zero exponentially fast and its aim is to determine the exact form of
this rate of decay. For examples in applications we refer the reader to [8,22,25,27,30,34].
Another closely related area of study is moderate deviations, for which one proves the
large deviations for the centered process multiplied by a rate of convergence slower than
the rate used for large deviations.
The majority of work on large deviations regarding the stochastic Navier-Stokes equa-
tions has been established based on the weak convergence approach introduced by [7, 9].
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In [15] this technique was applied to obtain the large deviation principle (LDP) for a gen-
eral class of stochastic PDEs of which two-dimensional stochastic incompressible Navier-
Stokes equation (SNSE) was a special case. For two-dimensional viscous, incompressible
SNSE, this approach was taken in [43] where the noise term converges to zero and in [4]
where the viscosity is set to vanish. As for moderate deviations, considering the same gen-
eral class of SPDEs introduced in [15] to achieve large deviations, authors in [48] proved
the MDP on this class with multiplicative noise and in unbounded domain. For MDP in
bounded domain, again weak convergence method was applied to obtain MDP for two-
dimensional viscous, incompressible SNSE with multiplicative noise in [46] and with Le´vy
noise in [19]. By this technique both moderate and large deviation principles were achieved
in [15, 43, 46] for two-dimensional incompressible stochastic Navier-Stokes equation. Our
aim here is to revisit the classical method to bring another perspective and emphasize
the applications it offers. Namely, we prove the MDP by Azencott method to obtain the
Freidlin-Wentzell inequality, which plays a major role in proving the Strassen’s compact
LIL.
There are different forms of LIL in the literature with names Classical Khintchine LIL,
Strassen’s compact LIL, Chover’s type LIL, and Chung’s type LIL. For a more detailed
introduction and history on each type we recommend [5] and for applications in fields
such as finance we refer the reader to [26, 49]. In this paper, we consider the Classical
and Strassen’s compact LIL for our model. After the first observation made by [18] (see
Lemma 1.4.3), many authors have proved the Strassen’s compact LIL as a consequence of
their large or moderate deviation results (see for instance [3, 13,21,33,35]). Similarly, we
use our result on MDP to achieve the Strassen’s compact LIL.
We begin in Section 2 with some background on large deviations and the law of the
iterated logarithm and provide statements of the main results along with notations needed
for the rest of the paper. Section 3 is devoted to proving the moderate deviations by the
Azencott method and as applications the two types of LIL are achieved in Section 4.
2. Preliminaries and Main Results
In this section, we provide the notations and background needed for the paper. Let
D ⊂ R2 be a bounded open domain with smooth boundary ∂D. For convenience, we will
denote uε(t) ∈ R2 as uε(t) where it is understood that our setting is in two dimensions.
We next introduce the standard functional setting for the deterministic NSE (cf. [45]). Let
V :=
{
u ∈ H10
(
D;R2
)
: ∇ · u = 0} ,H := {u ∈ L2 (D;R2) : ∇ · u = 0, u · nˆ|∂Ω = 0} ,
with norms,
‖u‖V =
(∫
D
|∇u|2 dx
)1/2
, and ‖u‖H =
(∫
D
|u|2dx
)1/2
.
Spaces H and V may be defined as closures of the divergence free smooth compactly
supported functions in ‖·‖L2 and ‖·‖H1 , respectively. Here we will follow the conventional
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notation in denoting the norm in H as | · | and the norm in V as ‖ · ‖. For space H, the
divergence ∇ · u = 0 is understood in distributional sense and u · nˆ|∂Ω = 0 is well-defined
(see Theorems 1.4 and 1.6 of [45]). Both H and V are Hilbert spaces, and in particular V
may be equipped with the inner product,
(u, v)V =
2∑
i,j=1
∫
D
∂iuj∂ivjdx.
Denoting H ′ and V ′ as the dual spaces of H and V , respectively, we identify H with
H ′ by the Riesz representation theorem to obtain,
V →֒ H ≡ H ′ →֒ V ′,
where the embeddings are dense and compact. Furthermore, using the Helmoholtz-Leray
projection, PH : L
2(D;R2)→ H, we define,
Au := −PH∆u, ∀u ∈ H2(D;R2) ∩ V,
B(u, v) := PH((u · ∇)v), ∀u, v ∈ D(B) ⊂ V × V,
where A is a positive-definite, self-adjoint operator referred to as the Stokes operator.
Operators A and B may be defined explicitly as follows,
(Au, v) :=
2∑
i,j=1
∫
D
∂iuj∂ivjdx, (1)
(B(u, v), w) :=
2∑
i,j=1
∫
D
ui∂ivjwjdx =: b(u, v, w). (2)
One can observe that b(u, v, w) = −b(u,w, v) leading to b(u, v, v) = 0. For estimates
derived in the rest of the paper we have the following inequalities given in [43,46],
|b(u, v, w)| ≤ 2‖u‖1/2 · |u|1/2 · ‖v‖1/2 · |v|1/2 · ‖w‖, (3)
|b(u, u, v)| ≤ 1
2
‖u‖2 + c‖v‖4L4 · |u|2, (4)
|(B(u)−B(v), u− v)| ≤ 1
2
‖u− v‖2 + c|u− v|2‖v‖4L4 . (5)
Projecting system (1) onto the divergence free vector-fields by PH , we obtain the pre-
ferred abstract version of SNSE as follows,
duε(t) +Auε(t)dt+B(uε(t))dt = f(t)dt+
√
εσ(t, uε(t))dW (t), (6)
in a probability space, (Ω,F , P ) where W (·), is an H valued {Ft}t≥0-adapted Q-Wiener
process. It can be written asW (t) :=
∑∞
j=1
√
λjejβj(t) for an infinite sequence of indepen-
dent, standard one dimensional {Ft}t≥0 Brownian motions and a complete orthonormal
system {ej}∞j=1 in H satisfying Qej = λjej, where λj is the jth eigenvalue of the covariance
operator Q. Furthermore, we define the Hilbert space, H0 := Q
1/2H, with inner product,
(u, v)0 :=
(
Q−1/2u,Q−1/2v
)
,
4 P. FATHEDDIN
for all u, v ∈ H0, where the embedding of H0 in H is Hilbert-Schmidt. Let LQ(H0;H) be
the space of linear operators S such that SQ1/2 is a Hilbert-Schmidt operator fromH toH,
with norm, ‖S‖LQ :=
√
tr(SQS∗). For more background on the Navier-Stokes equations
in the deterministic setting we recommend [40, 42, 45]. We now state the assumptions
required for our results.
Assumption (H1): f ∈ L4(0, T ;V ′) i.e. there exists a positive constant, K1, such that∫ T
0
‖f(s)‖4V ′ ds < K1,
and the function σ : [0, T ] × V → LQ(H0;H) is bounded, satisfies the linear growth
condition and is Lipschitz continuous. That is, for all u, v ∈ V and all t ∈ [0, T ]:
‖σ(t, u)‖LQ ≤ C˜, ‖σ(t, u)‖2LQ ≤ K2(1+‖u‖2), and ‖σ(t, u)− σ(t, v)‖LQ ≤ K3‖u−v‖. (7)
Assumption (H2): suppose Assumption (H1) holds and additionally suppose,
‖curlσ(t, u)‖2LQ ≤ K˜0 + K˜1‖u‖2, (8)
for u ∈ D(A). For our results the following estimates from [43,46] are frequently used.
Lemma 1 (Proposition 2.3 in [43] and Proposition 3.1 in [46]). Suppose Assumption (H1)
holds and uε(t) is the solution of SNSE, then for ε < 1
2K2
1
∧ 14K1 ∧ 12K2 the following
inequalities hold,
E
(
sup
0≤t≤T
|uε(t)|2 +
∫ T
0
‖uε(s)‖2ds
)
≤ εK4, (9)
E
(
sup
0≤t≤T
|uε(t)|4 +
∫ T
0
|uε(s)|2‖uε(s)‖2ds
)
≤ εK5, (10)
sup
0≤t≤T
∣∣u0(t)∣∣2 + ∫ T
0
‖u0(s)‖2ds ≤ K6, (11)∫ T
0
‖u0(s)‖4L4ds ≤ sup
0≤t≤T
∣∣u0(t)∣∣2 ∫ T
0
‖u0(s)‖2ds ≤ K7, (12)
E
(
sup
0≤t≤T
∣∣uε(t)− u0(t)∣∣2 + ∫ T
0
∥∥uε(s)− u0(s)∥∥2 ds
)
≤ ε2K8, (13)
where each constant above also depends on T and K1.
For completeness we begin by stating the definition of large deviations and for more
background on this area of study, we recommend [17,22,24].
Definition 1 (Large Deviation Principle (LDP)). Family {Xε}ε>0 satisfies the LDP on
a Polish space, E with rate function I : E → [0,∞] if the following two conditions hold.
a. LDP lower bound: for every open set U ⊂ E,
− inf
x∈U
I(x) ≤ lim inf
ε→0
ε log P (Xε ∈ U), (14)
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b. LDP upper bound: for every closed set C ⊂ E,
lim sup
ε→0
ε log P (Xε ∈ C) ≤ − inf
x∈C
I(x). (15)
We say that a family {uε(·)}ε>0 satisfies the moderate deviation principle, if the family
{vε(·)}ε>0 defined as vε(t) := (a(ε)/
√
ε)(uε(t)− u0(t)) obeys the large deviation principle
where conditions on a(ε) are a(ε) > 0 and a(ε)/
√
ε→∞ as ε tends to zero. This ensures
that the rate of decay of moderate deviation given by a(ε) is at a slower speed than the rate
of decay for large deviation given by
√
ε. Let H0 be the Cameron-Martin space consisting
of absolutely continuous functions, h : [0, T ]→ H0 such that
∫ T
0 |h(s)|20ds <∞ and denote
SN := {h ∈ H0 :
∫ T
0 |h(s)|20ds ≤ N}. Then for every h ∈ SN , the controlled PDE, also
referred to as the skeleton equation, for vε(t), here denoted as Xh(t), is given by,
dXh(t) +AXh(t) = −B(Xh(t), u0(t))dt−B(u0(t),Xh(t))dt + σ(t, u0(t))h(t)dt, (16)
where Xh(0) = 0 and for which there exists a unique solution in C([0, T ];H) ∩L2(0, T ;V )
denoted as Γ0(
∫ ·
0 h(s)ds) (cf. [46]). Let,
ε0 := min
{
1
2K21
,
1
4K1
,
1
2K2
,
1
78K9
}
, (17)
where, K9 is a positive constant.
Theorem 1. For ε ∈ (0, ε0), family {uε(·)}ε>0 satisfies the moderate deviation principle
in C([0, T ];H) ∩ L2(0, T ;V ) with speed a(ε)2 and rate function,
I(v) =
{
1
2 inf
∫ T
0 |h(s)|20ds v = Γ0(
∫ ·
0 h(s)ds), h ∈ H0,
∞ otherwise. (18)
The Strassen’s compact LIL may be achieved as a consequence of the large or moderate
deviation principle. Here we use the above MDP with a(ε) = 1/
√
2 log log 1ε , which satisfies
the required conditions on a(ε) giving the process,
Zε(t) :=
1√
2ε log log 1ε
(
uε(t)− u0(t)) . (19)
After stating the definition of Strassen’s compact LIL, we give our results on the LIL below.
For more information and similar results on this type of LIL we recommend [3,16,23,47].
Definition 2. (Strassen’s Compact LIL) A class of functions F satisfies Strassen’s Com-
pact LIL with respect to an i.i.d. sequence of random variables, {Xj}j≥1 if there exists a
compact set J in ℓ∞(F) such that {Xj}j≥1 is a.s. relatively compact and its limit set is
J .
Theorem 2. For any ε ∈ (0, ε0), family {Zε(·)}ε>0 is relatively compact in C ([0, T ];H)∩
L2 (0, T ;V ) and its set of limit points is exactly
L :=
{
g ∈ C ([0, T ];H) ∩ L2 (0, T ;V ) : I(g) ≤ 1}, where I(g) is given by (18).
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We denote the norm in C([0, T ];H) ∩ L2(0, T ;V ) as E(T ). Namely, let
‖u(t)‖E(T ) :=
(
sup
0≤t≤T
|u(t)|2 +
∫ T
0
‖u(s)‖2ds
)1/2
.
Using this notation, we achieve the following Classical type LIL.
Theorem 3. Let E(t) represent the norm in C([0, T ];H) ∩ L2(0, T ;V ) then for any ε <
min{ 1
2K2
1
, 14K1 ,
1
2K2
}, family {uε(·)}ε>0 satisfies,
lim sup
ε→0
‖uε(t)− u0(t)‖E(T )√
2ε log log 1ε
= 1 a.s., (20)
and
lim inf
ε→0
‖uε(t)− u0(t)‖E(T )√
2ε log log 1ε
= −1 a.s. (21)
3. Moderate Deviations
Here we prove the moderate deviation principle for {uε(·)}ε>0 by establishing the large
deviation principle for {vε(·)}ε>0. The Azencott method implemented here may be de-
scribed as follows. Consider two families of random variables {Y ε1 }ε>0, {Y ε2 }ε>0 taking
values in Polish spaces E1, E2, respectively with the corresponding metrics d1, d2. Suppose
{Y ε1 }ε>0 satisfies the large deviation principle with rate function I˜(g) where g ∈ E1. Let
Φ : {I˜ < ∞} → E2 and suppose there exists ε˜ > 0 such that for all ε ≤ ε˜, the following
inequality,
P (d2(Y
ε
2 ,Φ(f)) ≥ ρ, d1(Y ε1 , f) < α) ≤ exp
(
−R
ε2
)
, (22)
referred to as the Freidlin-Wentzell inequality, holds for some α > 0 and any R > 0, ρ > 0,
g ∈ E1 with I˜(g) ≤ a for any a > 0. In addition, suppose the map Φ(·) is continuous with
respect to the topology of E1 when restricted to compact sets {I˜ ≤ a}a>0 for every positive
constant a. Then {Y ε2 }ε>0 also satisfies the large deviation principle with rate function
I(h) := inf{I˜(g) : Φ(g) = h} for any h ∈ E2. In the setting of the stochastic PDEs, the
map Φ(·) is the unique solution of the skeleton equation, which in our case is given by (16)
and Y ε1 := (1/
√
2 log log 1ε )W , which by Schilder’s theorem is known to satisfy the large
deviation principle with a good rate function. Thus, it is sufficient to prove that h 7→ Xh
is continuous and achieve inequality (22). For examples of large deviations results using
this technique for stochastic PDEs we refer the reader to [6,12,14,31,32,36,38]. We begin
by establishing the continuity of the map h 7→ Xh(t).
Lemma 2. For every h ∈ H0 and a > 0, the map h 7→ Xh is continuous in C([0, T ];H)∩
L2(0, T ;V ) with respect to the uniform convergence topology when restricted to the level
set {I ≤ a}a>0.
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Proof. Let a > 0 and h, k ∈ H0 such that |h|0 ∨ |k|0 ≤ a, then using b(u, v, v) = 0 we
proceed as follows,
|Xh(t)−Xk(t)|2 + 2
∫ t
0
‖Xh(s)−Xk(s)‖2ds
= −2
∫ t
0
(
B(Xh(s)−Xk(s), u0(s)),Xh(s)−Xk(s)
)
ds
+2
∫ t
0
(
σ(s, u0(s))(h(s) − k(s)),Xh(s)−Xk(s)
)
ds.
By inequality (4) and Young’s inequality along with Assumption (H1) we obtain,
|Xh(t)−Xk(t)|2 + 2
∫ t
0
‖Xh(s)−Xk(s)‖2ds
≤ 2
∫ t
0
c‖u0(s)‖4L4 |Xh(s)−Xk(s)|2ds+
∫ t
0
‖Xh(s)−Xk(s)‖2ds
+ 2‖h(s) − k(s)‖2L∞(H0) +
1
2
∫ t
0
‖σ(s, u0(s))‖2LQ |Xh(s)−Xk(s)|2ds
≤
∫ t
0
(
2c‖u0(s)‖4L4 +
1
2
+
K2
2
‖u0(s)‖2
)
|Xh(s)−Xk(s)|2ds
+
∫ t
0
‖Xh(s)−Xk(s)‖2ds+ 2‖h(s) − k(s)‖2L∞(H0).
Hence, Gronwall’s inequality yields,
|Xh(t)−Xk(t)|2 +
∫ t
0
‖Xh(s)−Xk(s)‖2ds
≤ 2‖h(s)− k(s)‖2L∞(H0) exp
(∫ T
0
2c‖u0(s)‖4L4 +
1
2
+
K2
2
‖u0(s)‖2ds
)
,
and noting inequality (12) we achieve the continuity of the map h 7→ Xh. 
Now we focus on obtaining inequality (22), which for our model is,
P

∥∥∥Zε(t)−Xh(t)∥∥∥
E(T )
> ρ,
∥∥∥∥∥∥
1√
2 log log 1ε
W − h
∥∥∥∥∥∥
L∞(H0)
< η


≤ exp
(
−2R log log 1
ε
)
, (23)
for any R, ρ > 0 and some η > 0 where by extending the result of Schilder’s theorem
to the case of Q-Wiener process on a Hilbert space H, large deviations is known for
{(1/
√
2 log log 1ε )W}ε>0 (for a proof see Theorem 3.1 in Chapter 6 of [1]). For better
presentation, we have denoted L∞([0, T ];H0) as L
∞(H0).
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By Girsanov’s transformation theorem, inequality (23) is a consequence of the following
inequality (see [12,32,38] for more details),
P

‖Z˜ε(t)−Xh(t)‖E(T ) > ρ,
∥∥∥∥∥∥
1√
2 log log 1ε
W
∥∥∥∥∥∥
L∞(H0)
< η

 ≤ exp(−2R log log 1
ε
)
,
(24)
where,
Z˜ε(t) = −
∫ t
0
AZ˜ε(s)ds−
∫ t
0
B(uε(s), Z˜ε(s))ds −
∫ t
0
B(Z˜ε(s), u0(s))ds
+
1√
2 log log 1ε
∫ t
0
σ˜(s, Z˜ε(s))dW (s) +
∫ t
0
σ˜(s, Z˜ε(s))h(s)ds,
with
σ˜(t, Zε(t)) := σ
(
t,
√
2ε log log
1
ε
Zε(t) + u0(t)
)
,
satisfying,
‖σ˜(t, Zε(t))‖2LQ ≤ K9
(
1 + 4ε log log
1
ε
‖Zε(t)‖2 + 2‖u0(t)‖2
)
, (25)
‖σ˜(t, Zε1(t))− σ˜(t, Zε2(t))‖LQ ≤ K10
√
2ε log log
1
ε
‖Zε1(t)− Zε2(t)‖, (26)
‖curlσ˜(t, Zε(t))‖2LQ ≤ K˜2 + K˜3
√
2ε log log
1
ε
(‖Zε(t)‖+ ‖u0(t)‖). (27)
We now apply a time discretization on Z˜ε(t) by letting ∆nj := [t
n
j , t
n
j+1) where, n ∈
N \ {0}, j = 0, 1, 2, ..., 2n − 1 and tnj = (Tj)/2n. Then to achieve (24), it is sufficient to
prove that there exists n0 ∈ N \ {0} and ε˜ > 0 such that for all n ≥ n0 and ε ∈ (0, ε˜),
P
(
‖Z˜ε(t)− Z˜ε(tni )‖E(T ) > β
)
≤ exp
(
−2R log log 1
ε
)
, (28)
and
P

‖Z˜ε(t)−Xh(t)‖E(T ) > ρ,
∥∥∥∥∥∥
1√
2 log log 1ε
W
∥∥∥∥∥∥
L∞(H0)
< η, ‖Z˜ε(t)− Z˜ε(tni )‖E(T ) ≤ β


≤ exp
(
−2R log log 1
ε
)
. (29)
LIL FOR STOCHASTIC NAVIER-STOKES EQUATIONS 9
For this purpose the following lemmas are proved and applied. For better presentation,
their proofs are given in the Appendix. Recall ε0 defined in (17). Let,
ε1 := min
{
1
2K21
,
1
4K1
,
1
2K2
,
1
36K9
}
,
ε2 := min
{
1
2K21
,
1
4K1
,
1
2K2
,
1
36K9
,
1
K9(36p + 2)
}
,
for p ≥ 1.
Lemma 3. For ε ∈ (0, ε1),
E sup
0≤s≤t
|Z˜ε(s)|2 +
∫ t
0
E‖Z˜ε(s)‖2ds ≤ M˜1(T, ε),
where M˜1(T, ε) is a positive constant.
Lemma 4. For ε ∈ (0, ε0),
E sup
0≤s≤T
|Z˜ε(s)|4 + E
∫ T
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds ≤ M˜2(T, ε), (30)
and for ε ∈ (0, ε2) and any p ≥ 1,
E sup
0≤s≤t
|Z˜ε(s)|2p + E
∫ t
0
|Z˜ε(s)|2(p−1)‖Z˜ε(s)‖2ds ≤ M˜p(T, ε), (31)
for positive constants, M˜2(T, ε) and M˜p(T, ε).
Notice that the above inequalities in Lemmas 3 and 4 hold true for Z˜εg(t) := g(ε)(u
ε(t)−
u0(t)) for any well-defined function g depending on ε offering a more general form that
may be used in other settings. With the same set of techniques, we may also derive the
following estimates. For the proof of inequalities below for |uε(t)|2p and Xh(t), we refer
the reader to Lemma 4.2 in [28] and Proposition 4.4 in [46], respectively.
Lemma 5. For any p ≥ 2 if ε < 21+2p ,
E sup
0≤s≤T
|uε(s)|2p + E
∫ T
0
|uε(s)|2(p−1)‖uε(s)‖2ds ≤ N˜p(ε, T, uε(0)), (32)
where,
N˜p(ε, T, u
ε(0)) :=
(
|uε(0)|2p + p(2p + ε+ 2pε)TN˜p−1(ε, T, uε(0)) + 2ε2K4(ε)(1 + T )
)
× exp
(
1
2
∫ t∧τN
0
‖f(s)‖2V ′ds
)
.
For any N > 0 and h ∈ H0,
sup
h∈SN
(
sup
0≤t≤T
|Xh(t)|2 +
∫ T
0
‖Xh(s)‖2ds
)
≤ J˜(2). (33)
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In addition, we use the proposition below established in [4] for 2D stochastic Navier
Stokes equation having viscosity, ν > 0, given as,
duνh(t) + (νAu
ν
h(t) +B(u
ν
h(t), u
ν
h)) dt =
√
νσν(t, u
ν
h(t))dW (t) + σ˜ν(t, u
ν
h(t))h(t)dt
uνh(0) = η.
For completeness we state their result as follows.
Proposition 1 (Proposition 2.2 in [4]). Let p ≥ 2, E‖η‖2p <∞ and suppose Assumption
(H2) holds. Then given M > 0, there exists a positive constant C2(p,M) such that for
ν ∈ (0, ν0] and h ∈ SM ,
E
(
sup
0≤t≤T
‖uνh(t)‖2p + ν
∫ T
0
|Auνh(s)|2ds
)
≤ νC2(p,M)(1 + E‖η‖2p). (34)
The main idea in their proof is to apply the curl to the solution and then use a stochastic
Gronwall inequality offered by Lemma A.1 of [15]. By the same reasoning this inequality
may be proved for {Z˜ε· }ε>0 with the difference of having one extra nonlinear term,∫ t
0
(
curlB(Z˜ε(s), u0(s)), curlZ˜ε(s)
)
ds,
and bounding this term may be achieved by noting that
curlB(Z˜ε(s), u0(s)) = B(Z˜ε(s), curlu0(s))−B(curlZ˜ε(s), u0(s)),
and applying inequality (3). We will denote the analogous upperbound of inequality (34)
for uε(t) as,
C˜1(2p, ε) := εC2(p,M)(1 + ‖uε(0)‖2p), (35)
and for Z˜ε(t) as,
C˜2(2p, ε) :=
1
2 log log 1ε
C2(p,M). (36)
Moreover, similar to the proof of Theorem 3.1 of [4], the following may be achieved,
sup
0≤t≤T
‖u0(t)‖2p ≤ C(M)(1 + ‖u0(0)‖2p) := C˜3(2p), (37)
sup
0≤t≤T
‖Xh(t)‖2p ≤ C(M)(1 + ‖Xh(0)‖2p) := C˜4(2p). (38)
Lemma 6. For every positive constant R and β there exists n0 ∈ N such that for all
n ≥ n0 and ε ∈ (0, ε0),
P
(
‖Z˜ε(t)− Z˜ε(tni )‖E(T ) > β
)
≤ exp
(
−2R log log 1
ε
)
.
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Proof. Using the time discretization introduced earlier, we have for t ∈ [tni , tni+1) and
stopping time, τN := inf{t : ‖Z˜ε(t)− Z˜ε(tni )‖2E(t) > N} for some N ∈ N,
|Z˜ε(t ∧ τN)− Z˜ε(tni ∧ τN )|2 + 2
∫ t∧τN
tni ∧τN
‖Z˜ε(s)− Z˜ε(sni )‖2ds
= −2
∫ t∧τN
tni ∧τN
(AZ˜ε(sni ), Z˜
ε(s)− Z˜ε(sni ))ds
− 2
∫ t∧τN
tni ∧τN
(
B(uε(s), Z˜ε(s)), Z˜ε(s)− Z˜ε(sni )
)
ds
− 2
∫ t∧τN
tn
i
∧τN
(
B(Z˜ε(s), u0(s)), Z˜ε(s)− Z˜ε(sni )
)
ds
+
2√
2 log log 1ε
∫ t∧τN
tni ∧τN
(
σ˜(s, Z˜ε(s))dW (s), Z˜ε(s)− Z˜ε(sni )
)
+ 2
∫ t∧τN
tni ∧τN
(
σ˜(s, Z˜ε(s))h(s), Z˜ε(s)− Z˜ε(sni )
)
ds+
1
2 log log 1ε
∫ t∧τN
tni
‖σ˜(s, Z˜ε(s)‖2LQds
= I0(t
n
i ∧ τN , t ∧ τN ) + I1(tni ∧ τN , t ∧ τN ) + I2(tni ∧ τN , t ∧ τN ) + I3(tni ∧ τN , t ∧ τN )
+ I4(t
n
i ∧ τN , t ∧ τN ) + I5(tni ∧ τN , t ∧ τN ).
Similar to the bounds in Appendix derived for the proof of lemma 3 we will take the
supremum up to time t ∧ τN and then expectation and determine the following bounds
for E|Ij(tni ∧ τN , t ∧ τN )| for j = 0, 1, ..., 5, j 6= 3, for which proposition 1 is applied. For
I0(t
n
i ∧ τN , t ∧ τN ) we find by applying the Young’s inequality,
E|I0(tni ∧ τN , t ∧ τN )| ≤ 2E
∫ t∧τN
tni ∧τN
(AZ˜ε(sni ), Z˜
ε(s))ds + 2E
∫ t∧τN
tni ∧τN
‖Z˜ε(sni )‖2ds
≤ 2E
∫ t∧τN
tni ∧τN
‖Z˜ε(sni )‖‖Z˜ε(s)‖ds + 2E
∫ t∧τN
tni ∧τN
‖Z˜ε(sni )‖2ds
≤ 4E
∫ t∧τN
tni ∧τN
‖Z˜ε(sni )‖2ds+
1
2
E
∫ t∧τN
tni ∧τN
‖Z˜ε(s)‖2ds
≤ 4E sup
tni ∧τN≤s
n
i ≤t∧τN
‖Z˜ε(sni )‖2|t ∧ τN − tni |
+
1
2
E sup
tni ∧τN≤s≤t∧τN
‖Z˜ε(s)‖2|t ∧ τN − tni ∧ τN |
≤ 9
2
C˜2(2, ε)|t ∧ τN − tni ∧ τN | ≤
9
2
C˜2(2, ε)T2
−n.
By inequality (3) and then Young’s and Ho¨lder’s inequalities notice that,
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E|I1(tni ∧ τN , t ∧ τN )| = 2E
∫ t∧τN
tni ∧τN
B(uε(s), Z˜ε(s), Z˜ε(sni ))ds
≤ 8E
∫ t∧τN
tni ∧τN
‖Z˜ε(sni )‖2ds+
1
8
E
∫ t∧τN
tni ∧τN
‖uε(s)‖2|uε(s)|2ds
+
1
2
E
∫ t∧τN
tni ∧τN
‖Z˜ε(s)‖2|Z˜ε(s)|2ds.
Note that by Cauchy-Schwarz inequality we have,(∫ t∧τN
tn
i
∧τN
(
E‖uε(s)‖2|uε(s)|2)2 ds
)1/2
≤
(∫ t∧τN
tn
i
∧τN
(
E‖uε(s)‖4E|uε(s)|4) ds
)1/2
.
Thus,
E|I1(tni ∧ τN , t ∧ τN )| ≤ 8C˜2(2, ε)|t ∧ τN − tni ∧ τN |
+
1
8
|t ∧ τN − tni ∧ τN |1/2
(∫ t∧τN
tni ∧τN
(
E‖uε(s)‖2|uε(s)|2)2 ds
)1/2
+
1
2
|t ∧ τN − tni ∧ τN |1/2
(∫ t∧τN
tni ∧τN
(
E‖Z˜ε(s)‖2|Z˜ε(s)|2
)2
ds
)1/2
≤ 8C˜2(2, ε)|t ∧ τN − tni ∧ τN |
+
1
8
|t ∧ τN − tni ∧ τN |
(√
K5εC˜1(4, ε) + 4
√
C˜2(4, ε)M˜2(T, ε)
)
≤
(
8C˜2(2, ε) +
1
8
√
K5εC˜1(4, ε) +
1
2
√
C˜2(4, ε)M˜2(T, ε)
)
T2−n.
Furthermore, by (3) and (4) we have,
E|I2(tni ∧ τN , t ∧ τN )|
≤ 2E
∫ t∧τN
tni ∧τN
b(Z˜ε(s), Z˜ε(s), u0(s))ds + 2E
∫ t∧τN
tni
b(Z˜ε(s), u0(s), Z˜ε(sni ))ds
≤ E
∫ t∧τN
tni ∧τN
‖Z˜ε(s)‖2ds+ 2E
∫ t∧τN
tni ∧τN
c‖u0(s)‖4L4 |Z˜ε(s)|2ds
+
1
2
E
∫ t∧τN
tni ∧τN
‖Z˜ε(s)‖2|Z˜ε(s)|2ds
+
1
8
∫ t∧τN
tni
‖u0(s)‖2|u0(s)|2ds+ 8E
∫ t∧τN
tni ∧τN
‖Z˜ε(sni )‖2ds.
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Now using (36), (37) along with Lemmas 3 and 4, we arrive at,
E|I2(tni ∧ τN , t ∧ τN )|
≤
(
9C˜2(2, ε) +
1
2
√
C˜2(4, ε)M˜2(T, ε) + 2cM˜1(T, ε)
√
C˜3(4)K6
+
1
8
K6C˜3(2)
)
|t ∧ τN − tni ∧ τN |
≤
(
9C˜2(2, ε) +
1
2
√
C˜2(4, ε)M˜2(T, ε) + 2cM˜1(T, ε)
√
C˜3(4)K6 +
1
8
K6C˜3(2)
)
T2−n.
The Cauchy-Schwarz, Ho¨lder’s and Young’s inequalities may be again invoked to obtain,
E|I4(tni ∧ τN , t ∧ τN )|
≤ 2E
∫ t∧τN
tni ∧τN
‖σ˜(s, Z˜ε(s))‖LQ |h(s)|0|Z˜ε(s)− Z˜ε(sni )|ds
≤ 2
(∫ t∧τN
tni ∧τN
|h(s)|20ds
)1/2(∫ t∧τN
tni ∧τN
(
E
(
‖σ˜(s, Z˜ε(s))‖LQ |Z˜ε(s)− Z˜ε(sni )|
))2
ds
)1/2
≤ 2
√
N
(∫ t∧τN
tni ∧τN
E‖σ˜(s, Z˜ε(s))‖2LQE|Z˜ε(s)− Z˜ε(sni )|2ds
)1/2
≤ 2
√
2NTM˜1(T, ε)K9
(
1 + 4ε log log
1
ε
C˜2(2, ε) + 2C˜3(2)
)
2−
n
2 .
Similarly, inequality (25) implies,
E|I5(tni , t ∧ τN )| ≤
K9
2 log log 1ε
(
1 + 4ε log log
1
ε
C˜2(2, ε) + 2C˜3(2)
)
T2−n. (39)
Then for each P (Ij(t
n
i ∧ τN , t ∧ τN ) > β2/6), j = 0, 1, ..., 5 except j = 3 we may deduce
by Chebyshev inequality and estimates above that there exists n0 ∈ N such that for all
n ≥ n0,
P
(
Ij(t
n
i ∧ τN , t ∧ τN ) >
β2
6
)
≤ exp
(
−2R log log 1
ε
)
,
for any fixed R > 0 and 0 < ε < ε2. As for j = 3,
P
(
I3(t
n
i ∧ τN , t ∧ τN ) >
β2
6
)
= P
(
2
∫ t∧τN
tni ∧τN
(
σ˜(s, Z˜ε(s))dW (s), Z˜ε(s)− Z˜ε(sni )
)
>
β2
6
√
2 log log
1
ε
)
.
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Inspired by the proof of Theorem 3.2 in [10] we write,
E exp

4
∣∣∣∣∣
∫ t∧τN
tni ∧τN
(
σ˜(s, Z˜ε(s))dW (ds), Z˜ε(s)− Z˜ε(sni )
)∣∣∣∣∣
2


= E lim
m→∞
m∑
k=0
42k
k!
(∫ t∧τN
tni ∧τN
(
σ˜(s, Z˜ε(s))dW (ds), Z˜ε(s)− Z˜ε(sni )
))2k
, (40)
and since by Burkholder-Davis-Gundy inequality,
E
(∫ t∧τN
tn
i
∧τN
(
σ˜(s, Z˜ε(s))dW (ds), Z˜ε(s)− Z˜ε(sni )
))2k
≤ E
(∫ t∧τN
tni ∧τN
‖σ˜(s, Z˜ε(s))‖2LQ‖Z˜ε(s)− Z˜ε(sni )‖2ds
)k
≤ 1
2
E sup
tni ∧τN≤s≤t∧τN
∣∣∣Z˜ε(s)− Z˜ε(sni )∣∣∣4k
+
K9
2
E
(∫ t∧τN
tni ∧τN
1 + 4ε log log
1
ε
‖Z˜ε(s)‖2 + 2‖u0(s)‖2ds
)2k
≤ k1M˜2k(T, ε) + k2C˜2(4k) + k3C˜3(4k),
for positive constants k1, k2, k3 and n sufficiently large, then by Chebyshev inequality and
an application of Monotone convergence theorem in (40), we obtain,
P
(
I3(t
n
i ∧ τN , t ∧ τN ) >
β2
6
)
≤ exp
(
−2R log log 1
ε
)
,
by noting that the above estimates hold for any β > 0.

Next we aim to derive the required exponential bound for the second inequality given
by (29).
Theorem 4. There exists η > 0, β > 0, n0 ∈ N \ {0} such that for all positive constants,
R, ρ, and ε ∈ (0, ε0) and n ≥ n0,
P

‖Z˜ε(t)−Xh(t)‖E(T ) > ρ,
∥∥∥∥∥∥
1√
2 log log 1ε
W
∥∥∥∥∥∥
L∞(H0)
< η, ‖Z˜ε(t)− Z˜ε(tni )‖E(T ) ≤ β


≤ exp
(
−2R log log 1
ε
)
. (41)
Proof. Notice that under condition, ‖Z˜ε(t)− Z˜ε(tni )‖E(T ) ≤ β, we have,
ρ < ‖Z˜ε(t)−Xh(t)‖E(T ) ≤ β + ‖Xh(t)− Z˜ε(tni )‖E(T ).
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In addition, observe that for any t ∈ [0, T ], t ∈ ∆n
i˜
for some i˜0 ∈ {0, 1, ..., 2n − 1}. Hence
we have,
Xh(t)− Z˜ε(tni )
≤ Xh(0)−
∫ t
0
A(Xh(s)− Z˜ε(sni ))ds −
∫ i˜n0
0
AZ˜ε(sni )ds+
∫ tni
0
AZ˜ε(s)ds
−
∫ i˜n
0
0
B(Xh(s), u0(s))ds +
∫ tni
0
B(uε(s), Z˜ε(s))ds −
∫ tn
i˜0
0
B(u0(s),Xh(s))ds
+
∫ tni
0
B(Z˜ε(s), u0(s))ds +
∫ tn
i˜0+1
0
σ(s, u0(s))h(s)ds
− 1√
2 log log 1ε
∫ tni
0
σ˜(s, Z˜ε(s))dW (s)−
∫ tni
0
σ˜(s, Z˜ε(s))h(s)ds.
Proceeding with the same estimates as in the proofs of Lemmas 3, 4, and 6 and using
(38) we obtain after applying the Itoˆ formula and taking the supremum up to time t, then
expectation,
E sup
0≤s≤t
|Xh(s)− Z˜ε(sni )|2 + E
∫ t
0
‖Xh(s)− Z˜ε(sni )‖2ds
≤ |Xh(0)|2 + 2√
2 log log 1ε
∣∣∣∣
∫ tni
0
(
σ˜(s, Z˜ε(s))dW,Xh(s)− Z˜ε(tni )
)∣∣∣∣+ k˜1(ε, T )tni˜
+k˜2(ε, T )t
n
i + k˜3(ε, T )t
n
i+1,
for positive constants k˜i, i = 1, 2, 3 allowing for the last three terms to be dropped as n
is set to go to infinity. Thus, following the same reasoning as in the proof of lemma 6 we
find,
P

‖Z˜ε(t)−Xh(t)‖E(T ) > ρ,
∥∥∥∥∥∥
1√
2 log log 1ε
W
∥∥∥∥∥∥
L∞(H0)
< η, ‖Z˜ε(t)− Z˜ε(tni )‖E(T ) ≤ β


≤ exp
(
−2R log log 1
ε
)
.

It may be observed that the results above can be generalized to achieve the moderate
deviations for {uε(·)}ε>0 by Azencott method. Here we focused on the moderate deviation
principle for the special case of a(ε) = 1/
√
2 log log(1/ε); however, the result still holds
for any choice of a(ε) with required conditions 0 < a(ε) and a(ε)/
√
ε tending to zero as ε
tends to zero.
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4. Strassen’s Compact LIL
We begin by showing the relative compactness property of the process {Zε(·)}ε>0 in
space C([0, T ];H)∩L2(0, T ;V ) as required by Theorem 2. To this end, the following result
proved in [28] will be applied, where the statement of the lemma is modified to match our
setting. We make the remark that since the global in time well-posedness of solutions is
known, the convergence offered by the theorem holds for any time t ∈ [0, T ], instead of up
to a stopping time as is restricted in their result.
Theorem 5 (Lemma 5.1 in [28]). Let B1 and B2 be Banach spaces with B2 ⊂ B1 being a
continuous embedding and (Xn)n be a sequence of B2-valued stochastic processes defined
on E(T ) := C([0, T ];B1)∩L2(0, T ;B2) a.s. Moreover, define for M > 1 the stopping times,
τ1 := inf{t : |Xε1 |E(T ) ≤M + |Xε1(0)|1}, τ2 := inf{t : |Xε2 |E(T ) ≤M + |Xε2(0)|1},
and let T M,Tε1,ε2 := τ1 ∧ τ2. If for some M > 1 and T > 0,
lim
ε2→0
sup
ε2≥ε1
sup
τ∈TM,Tε1,ε2
E|Xε1 −Xε2 |E(τ) = 0, (42)
lim
S→0
sup
ε>0
sup
τ∈TM,Tε1,ε2
P
(|Xε|E(τ∧S) > |Xε(0)|1 +M − 1) = 0, (43)
then for some subsequence and process X ∈ E(T ), |Xεℓ −X|E(T ) → 0 a.s. as εℓ →∞.
We proceed by verifying conditions (42) and (43) for our model. Observe that the
same type of estimates as those in the proofs of lemmas 3 and 4 may be applied to derive
bounds for {Zε(·)}ε>0, in place of {Z˜ε(·)}ε>0. Thus, we use the same notation for the
upperbounds obtained in these Lemmas for {Zε(·)}ε>0. Recall,
Zε(t) = −
∫ t
0
AZε(s)ds−
∫ t
0
B(Zε(s), uε(s))ds
−
∫ t
0
B(u0(s), Zε(s))ds+
1√
2 log log 1ε
∫ t
0
σ˜(s, Zε(s))dW (s). (44)
Let V ε(t) = Z ε˜1(t) − Z ε˜2(t), then applying the Itoˆ formula, afterwards taking the supre-
mum over time up to τ and then taking the expectation gives,
E sup
0≤t≤τ
|V ε(t)|2 + 2
∫ τ
0
E‖V ε(s)‖2ds
≤ −2E
∫ τ
0
(B(Z ε˜1(s), uε˜1(s)), V ε(s))ds + 2E
∫ τ
0
(B(Z ε˜2(s), uε˜2(s)), V ε(s))ds
+ 2E sup
0≤s≤τ
∫ s
0



 σ˜(ℓ, Z ε˜1(ℓ))√
2 log log 1ε˜1
− σ˜(ℓ, Z
ε˜2(ℓ))√
2 log log 1ε˜2

 dW (ℓ), V ε(s)


+ E
∫ τ
0
1
2 log log 1ε˜1
‖σ˜(s, Z ε˜1(s))‖2LQds+ E
∫ τ
0
1
2 log log 1ε˜2
‖σ˜(s, Z ε˜2(s))‖2LQds,
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where, estimates may be made along the same lines as those in the proof of Lemma 3 to
bound each term on the right and they are omitted here to avoid repetition. Now taking
the supremum over τ ∈ T M,Tε˜1,ε˜2 and then supremum on ε˜1 ≤ ε˜2, we obtain the following
result,
lim
ε˜2→0
sup
ε˜2≥ε˜1
sup
τ∈TM,T
ε˜1,ε˜2
E
(
sup
t∈[0,τ ]
|Z ε˜1(t)− Z ε˜2(t)|2 + E
∫ τ
0
‖Z ε˜1(s)− Z ε˜2(s)‖2ds
)
= 0.
As for equation (43), applying Itoˆ’s formula then taking the supremum over t ∈ [0, τ ∧ S]
gives,
sup
t∈[0,τ∧S]
|Zε(t)|2 +
∫ τ∧S
0
‖Zε(s)‖2ds
≤ 2c
∫ τ∧S
0
|Zε(s)|2‖u0(s)‖4L4ds+
2√
2 log log 1ε
sup
s∈[0,τ∧S]
∫ s
0
(σ˜(ℓ, Zε(ℓ))dW (ℓ), Zε(ℓ))
+
1
2 log log 1ε
∫ τ∧S
0
‖σ˜(s, Zε(s))‖2LQds,
where we have applied inequality (4) analogous to estimate (48). Hence, we obtain,
P
(
‖Zε(t)‖2E(τ∧S) > M − 1
)
≤ P

 2√
2 log log 1ε
sup
s∈[0,τ∧S]
∫ s
0
(σ˜(ℓ, Zε(ℓ))dW (ℓ), Zε(ℓ)) >
(M − 1)
3


+ P
(
2c
∫ τ∧S
0
|Zε(s)|2‖u0(s)‖4L4ds >
(M − 1)
3
)
+ P
(
1
2 log log 1ε
∫ τ∧S
0
‖σ˜(s, Zε(s))‖2LQds >
(M − 1)
3
)
.
We may apply Doob’s and Chebyshev inequalities for the first and remaining two proba-
bilities, respectively, to arrive at,
P
(
sup
t∈[0,τ∧S]
|Zε(t)|2 +
∫ τ∧S
0
‖Zε(s)‖2ds > M − 1
)
≤ 6K9
(M − 1) log log 1ε
E
∫ τ∧S
0
(1 + 4ε log log
1
ε
‖Zε(s)‖2 + 2‖u0(s)‖2)|Zε(s)|2ds
+
6c
(M − 1)E
(∫ τ∧S
0
|Zε(s)|2‖u0(s)‖4L4ds
)
+
3K9
2(M − 1) log log 1ε
E
∫ τ∧S
0
(1 + 4ε log log
1
ε
‖Zε(s)‖2 + 2‖u0(s)‖2)ds
≤ K(ε, T )(τ ∧ S),
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for a positive constantK(ε, T ), where the last inequality was achieved by applying Ho¨lder’s
inequality similar to estimates in the proof of lemma 6. Thus, by taking the supremum
on τ ∈ T M,Tε and then on ε ∈ (0, ε0) and afterwards letting S tend to zero we achieve
condition (43) in our setting.
Now we confirm that the limit set is L given in Theorem 2, where for better presentation,
we let c > 1 and consider the process depending on 1/cj for j ≥ 1 instead of ε > 0.
Lemma 7. For any c > 1 and g(t) ∈ L, there exists j0 > 1log c log 1ε0 , such that,
P
(
‖Z 1cj (t)− g(t)‖E(T ) ≤ ε i.o.
)
= 1,
for all j ≥ j0 and ε > 0.
Proof. For a constant η > 0, let,
Fj :=
{
‖Z 1cj (t)− g(t)‖E(T ) ≤ ε
}
, Gj :=


∥∥∥∥∥ 1√2 log log cjW − h
∥∥∥∥∥
L∞(H0)
≤ η

 ,
where g(t) is any element in the set L and h ∈ H0 such that g(t) = Xh(t) and
1
2
∫ T
0 |h(s)|20ds ≤ 1. Since the Strassen’s compact LIL is known for Brownian paths (see
[44]), we have,
P

lim sup
j
∥∥∥∥∥ 1√2 log log cjWs − h
∥∥∥∥∥
L∞(H0)
> η

 = 0,
implying,
P (lim sup
j
Gj) = 1. (45)
Also note that by the Friedlin-Wentzell inequality (23) we have,
P (F cj ∩Gj) ≤ exp(−2R log log cj) ≤
C
j2
,
for R > 1, which by the Borel-Cantelli lemma implies,
P (lim sup
j→∞
F cj ∩Gj) = 0. (46)
Now (45) and (46) yield P (lim supj→∞ Fj) = 1 completing the proof. 
For the Classical type LIL, we point out that most previous results have been on a sum
of independent identically distributed random variables where the Borel-Cantelli lemma
plays a major role, see for example, [29, 41]. For our stochastic PDE setting, we rely on
a more direct approach and note that due to the similarity of proof of (21) with (20), it
is sufficient to establish (20). As in the proof of Strassen’s Compact LIL, we simplify the
notation by letting ε = 1/cj for c > 1 and j ≥ 1 and observe that (20) is equivalent to
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showing for every ε > 0,
lim
j→∞
P

sup
k≥j
∥∥∥∥∥∥
u
1
cj (t)− u0(t)√
2
cj
log log cj
− 1
∥∥∥∥∥∥
E(T )
> ε

 = 0, (47)
which is a direct consequence of the Chebyshev inequality as follows,
P

sup
k≥j
∥∥∥∥∥∥
u
1
cj (t)− u0(t)√
2
cj
log log cj
∥∥∥∥∥∥
E(t)
− (1 + T ) > ε

 ≤ 1
ε+ 1 + T
E

sup
k≥j
∥∥∥∥∥∥
u
1
cj (t)− u0(t)√
2
cj
log log cj
∥∥∥∥∥∥
E(t)


≤ 1
ε+ 1 + T
K8
cj
√
2cj log log cj
,
where inequality (13) was applied. Then letting j tend to infinity and noticing that ε > 0
was arbitrary we obtain (47).
5. Appendix
Proof of Lemma 3
Letting τN := inf{t > 0 : sup0≤t≤T |Z˜ε(t)|2 +
∫ t
0 ‖Z˜ε(s)‖2ds > N} we apply the Itoˆ’s
formula, then take the supremum over time up to t ∧ τN and afterwards expectation to
obtain,
E sup
0≤s≤t∧τN
|Z˜ε(s)|2 + 2E
∫ t∧τN
0
‖Z˜ε(s)‖2ds
= −2E
∫ t∧τN
0
(
B(Z˜ε(s), u0(s)), Z˜ε(s)
)
ds + 2E
∫ t∧τN
0
(
σ˜(s, Z˜ε(s))h(s), Z˜ε(s)
)
ds
+
2√
2 log log 1ε
E sup
0≤s≤t∧τN
∫ s
0
(
σ˜(ℓ, Z˜ε(ℓ))dW (ℓ), Z˜ε(ℓ)
)
+
1
2 log log 1ε
E
∫ t∧τN
0
‖σ˜(s, Z˜ε(s))‖2LQds
= I1(t ∧ τN ) + I2(t ∧ τN ) + sup
0≤s≤t∧τN
I3(s) + I4(t ∧ τN ).
We proceed to estimate the above terms as follows. Using inequality (4) we have,
I1(t ∧ τN ) = 2E
∫ t∧τN
0
b(Z˜ε(s), Z˜ε(s), u0(s))ds
≤
∫ t∧τN
0
E‖Z˜ε(s)‖2ds+ 2c
∫ t∧τN
0
E sup
0≤ℓ≤s∧τN
|Z˜ε(ℓ)|2‖u0(s)‖4L4ds. (48)
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By Cauchy-Schwarz and Young’s inequalities,
I2(t ∧ τN ) ≤ 1
2
E
∫ t∧τN
0
‖σ˜(s, Z˜ε(s))‖2LQds+ 2E
∫ t∧τN
0
|h(s)|20|Z˜ε(s)|2ds
≤ K9
2
(T + 2K6) + 2εK9 log log
1
ε
E
∫ t∧τN
0
‖Z˜ε(s)‖2ds
+2E
∫ t∧τN
0
sup
0≤ℓ≤s∧τN
|Z˜ε(ℓ)|2|h(s)|20ds,
where inequality (25) was also applied. Thanks to the Burkholder-Davis-Gundy inequality
and inequality (11) we obtain,
sup
0≤s≤t∧τN
I3(s) ≤ 6√
2 log log 1ε
E
(∫ t∧τN
0
‖σ˜(s, Z˜ε(s))‖2LQ |Z˜ε(s)|2ds
)1/2
≤ 6
√
K9√
2 log log 1ε
E
(∫ t∧τN
0
(1 + 4ε log log
1
ε
‖Z˜ε(s)‖2 + 2‖u0(s)‖2)|Z˜ε(s)|2ds
)1/2
≤ 1
2
E sup
0≤s≤t∧τN
|Z˜ε(s)|2 + 9K9
log log 1ε
∫ t∧τN
0
(1 + 4ε log log
1
ε
E‖Z˜ε(s)‖2 + 2‖u0(s)‖2)ds
≤ 1
2
E sup
0≤s≤t∧τN
|Z˜ε(s)|2 + 9K9
log log 1ε
(T + 2K6) + 36εK9
∫ t∧τN
0
E‖Z˜ε(s)‖2ds,
In addition,
I4(t ∧ τN ) ≤ K9
2 log log 1ε
(T + 2K6) + 2εK9E
∫ t∧τN
0
‖Z˜ε(s)‖2ds.
Hence, we arrive at,
1
2
E sup
0≤s≤t∧τN
|Z˜ε(s)|2 +
(
1− 36εK9 − 2εK9 log log 1
ε
)∫ t∧τN
0
E‖Z˜ε(s)‖2ds
≤M1(ε, T ) +
∫ t∧τN
0
E sup
0≤ℓ≤s∧τN
|Z˜ε(ℓ)|2 (2c‖u0(s)‖4L4 + 2|h(s)|20) ds,
where,
M1(ε, T ) :=
K9
log log 1ε
(
9T + 18K6 +
T
2
+K6
)
+
K9
2
(T + 2K6) .
Observe that to ensure the condition, 1−36εK9−2εK9 log log 1/ε > 0, we need ε > 1 and
ε < 1/(36K9). Now an application of Gronwall’s inequality yields,
E sup
0≤s≤t∧τN
|Z˜ε(s)|2 +
∫ t∧τN
0
E‖Z˜ε(s)‖2ds
≤ KM1(ε, T ) exp
(∫ t∧τN
0
(
2|h(s)|20 + 2c‖u0(s)‖4L4
)
ds
)
.
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The result follows after noting that h ∈ H0, using inequality (12) and letting N tend to
infinity, where we have denoted M˜1(ε, T ) to be a constant multiple of M1(ε, T ).
We prove the following lemma in which the first inequality is similar to the proof of
Lemma 3.2 in [46]; however, we derive it here for our setting for completeness.
Proof of Lemma 4
To achieve (30), we let, τN := inf{t > 0 : sup0≤s≤t |Z˜ε(s)|4+
∫ t
0 |Z˜ε(s)|2‖Z˜ε(s)‖2ds > N}
and applying the Itoˆ’s formula first to |Z˜ε(s)|2 then to the map x 7→ x2 we obtain,
d(|Z˜ε(t)|2)2 = 2|Z˜ε(s)|2d|Z˜ε(t)|2 + d < |Z˜ε(·)|2 >t .
Namely,
|Z˜ε(t ∧ τN)|4
≤ −4
∫ t∧τN
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds− 4
∫ t∧τN
0
|Z˜ε(s)|2
(
B(Z˜ε(s), u0(s)), Z˜ε(s)
)
ds
+
4√
2 log log 1ε
∫ t∧τN
0
|Z˜ε(s)|2
(
σ˜(s, Z˜ε(s))dW (s), Z˜ε(s)
)
+ 4
∫ t∧τN
0
|Z˜ε(s)|2
(
σ˜(s, Z˜ε(s))h(s), Z˜ε(s)
)
ds
+
3
log log 1ε
∫ t∧τN
0
|Z˜ε(s)|2‖σ˜(s, Z˜ε(s))‖2LQds
= I0(t ∧ τN ) + I1(t ∧ τN ) + I2(t ∧ τN ) + I3(t ∧ τN ) + I4(t ∧ τN ).
Now we take the supremum over time and then expectation to arrive at,
E sup
0≤s≤t∧τN
|Z˜ε(s)|4 + 4E
∫ t∧τN
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds
≤ EI1(t ∧ τN ) + E sup
0≤s≤t∧τN
I2(s) + EI3(t ∧ τN ) + EI4(t ∧ τN ).
Similar to estimates in the proof of previous lemma we proceed as follows.
EI1(t ∧ τN ) = 4E
∫ t∧τN
0
|Z˜ε(s)|2B(Z˜ε(s), Z˜ε(s), u0(s))ds
≤ 2E
∫ t∧τN
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds + 4cE
∫ t∧τN
0
sup
0≤ℓ≤s
|Z˜ε(ℓ)|4‖u0(s)‖4L4ds.
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By Burkholder-Davis-Gundy inequality,
E sup
0≤s≤t
I2(s) ≤ 12√
2 log log 1ε
E
(∫ t∧τN
0
|Z˜ε(s)|6‖σ˜(s, Z˜ε(s))‖2LQds
)1/2
≤ 12√
2 log log 1ε
E
(
sup
0≤s≤t∧τN
|Z˜ε(s)|4
∫ t∧τN
0
|Z˜ε(s)|2‖σ˜(s, Z˜ε(s))‖2LQds
)1/2
≤ 1
2
E sup
0≤s≤t∧τN
|Z˜ε(s)|4 + 144εK9E
∫ t∧τN
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds
+
36K9
log log 1ε
(T + 2K6)M˜1(T, ε).
Inequality (25) may be used again to yield,
EI3(t ∧ τN ) ≤ 4E
∫ t∧τN
0
|Z˜ε(s)|2‖σ˜(s, Z˜ε(s))‖LQ |h(s)|0|Z˜ε(s)|ds
≤ 8E
∫ t∧τN
0
sup
0≤ℓ≤s
|Z˜ε(s)|4|h(s)|20ds
+
K9
2
E
∫ t∧τN
0
(
1 + 4ε log log
1
ε
‖Z˜ε(s)‖2 + 2‖u0(s)‖2
)
|Z˜ε(s)|2ds
≤ 8E
∫ t∧τN
0
sup
0≤ℓ≤s
|Z˜ε(s)|4|h(s)|20ds+K9M˜1(T, ε)
(
T
2
+K6
)
+2εK9 log log
1
ε
E
∫ t∧τN
0
‖Z˜ε(s)‖2|Z˜ε(s)|2ds,
and
EI4(t ∧ τN ) ≤ 3K9
log log 1ε
M˜1(T, ε)(T + 2K6) + 12εK9E
∫ t∧τN
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds.
Thus, we have,
1
2
E sup
0≤s≤t∧τN
|Z˜ε(s)|4 +
(
2− 156εK9 − 2εK9 log log 1
ε
)
E
∫ t∧τN
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds
≤M2(ε, T ) + E
∫ t∧τN
0
sup
0≤ℓ≤s
|Z˜ε(ℓ)|4 (4c‖u0(s)‖4L4 + 8|h(s)|20) ds,
where,
M2(ε, T ) :=
39K9M˜1(T, ε)
log log 1ε
(T + 2K6) +K9M˜1(T, ε)
(
T
2
+K6
)
.
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Here we require ε < 1/(78K9) for the above. Sending N to go to infinity and applying the
Gronwall’s inequality give,
E sup
0≤s≤t
|Z˜ε(s)|4 + E
∫ T
0
|Z˜ε(s)|2‖Z˜ε(s)‖2ds
≤ M2(ε, T ) exp
(
c
∫ t∧τN
0
4c‖u0(s)‖4L4 + 8|h(s)|20ds
)
,
where again we have denoted M˜2(ε, T ) as a constant multiple of M2(ε, T ) in the statement
of the lemma.
Next we use an induction argument to obtain (31). Lemma 3 confirms the result for
p = 1. Assume that the inequality is true for p − 1 with its upperbound denoted as
M˜p−1(T, ε). Analogous to the previous case, let τ˜N := inf{t > 0 : sup0≤s≤t |Z˜ε(s)|2p +
2p
∫ T
0 |Z˜ε(s)|2(p−1)‖Z˜ε(s)‖2ds > N} then we apply the Itoˆ’s formula first to |Z˜ε(s)|2 and
then to the map x 7→ xp as follows,
d|Z˜ε(t)|2p = p
(
|Z˜ε(t)|2
)p−1
d|Z˜ε(t)|2 + 1
2
p(p− 1)|Z˜ε(t)|2(p−2)d < |Z˜ε(·)|2 >t .
More precisely,
|Z˜ε(t ∧ τ˜N)|2p = −2p
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖Z˜εg(s)‖2ds
− 2p
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)
(
B(Z˜ε(s), u0(s)), Z˜ε(s)
)
ds
+
2p√
2 log log 1ε
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)
(
σ˜(s, Z˜ε(s))dW (s), Z˜ε(s)
)
+ 2p
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)
(
σ˜(s, Z˜ε(s))h(s), Z˜ε(s)
)
ds
+
p
2 log log 1ε
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖σ˜(s, Z˜ε(s))‖2LQds
+
2p(p− 1)
log log 1ε
∫ t∧τ˜N
0
(
σ˜(s, Z˜ε(s)), Z˜ε(s)
)2
|Z˜ε(s)|2(p−2)ds
= I0(t ∧ τ˜N ) + I1(t ∧ τ˜N ) + I2(t ∧ τ˜N ) + I3(t ∧ τ˜N ) + I4(t ∧ τ˜N ) + I5(t ∧ τ˜N ).
We take the supremum on time up to t ∧ τN , and afterwards expectation and estimate,
EI1(t ∧ τ˜N ) = 2p
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)b(Z˜ε(s), Z˜ε(s), u0(s))ds
≤ p
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖Z˜ε(s)‖2ds+ 2pc
∫ t∧τ˜N
0
sup
0≤ℓ≤s
|Z˜ε(s)|2p‖u0(s)‖4L4ds.
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With the help of Burkholder-Davis-Gundy inequality,
E sup
0≤s≤t∧τ˜N
I2(s)
≤ 6p√
2 log log 1ε
E
(∫ t∧τ˜N
0
|Z˜ε(s)|4(p−1)‖σ˜(s, Z˜ε(s))‖2LQ |Z˜ε(s)|2ds
)1/2
≤ 1
2
E sup
0≤s≤t∧τ˜N
|Z˜ε(s)|2p + 9p
2
log log 1ε
E
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖σ˜(s, Z˜ε(s))‖2LQds
≤ 1
2
E sup
0≤s≤t∧τ˜N
|Z˜ε(s)|2p + 9p
2K9
log log 1ε
M˜p−1(T, ε)(T + 2K6)
+36p2εK9E
∫ t∧τ˜N
0
‖Z˜ε(s)‖2|Z˜ε(s)|2(p−1)ds.
Moreover, applying the Cauchy-Schwarz and Young’s inequalities lead to,
EI3(t ∧ τ˜N )
≤ 2pE
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖σ˜(s, Z˜ε(s))‖LQ |h(s)|0|Z˜ε(s)|ds
≤ 1
2
E
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖σ˜(s, Z˜ε(s))‖2LQds+ 2p2E
∫ t∧τ˜N
0
|h(s)|20|Z˜ε(s)|2pds
≤ K9M˜p−1(T, ε)
(
T
2
+K6
)
+ 2εK9 log log
1
ε
E
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖Z˜ε(s)‖2ds
+ 2p2E
∫ t∧τ˜N
0
sup
0≤ℓ≤s
|Z˜ε(ℓ)|2p|h(s)|20ds.
The same reasoning implies,
EI4(t ∧ τ˜N )
≤ pK9
log log 1ε
M˜p−1(T, ε)
(
T
2
+K6
)
+ 2pεK9
∫ t∧τ˜N
0
E|Z˜ε(s)|2(p−1)‖Z˜ε(s)‖2ds,
and
EI5(t ∧ τ˜N ) ≤ 2p(p − 1)
log log 1ε
E
∫ t∧τ˜N
0
‖σ˜(s, Z˜ε(s))‖2LQ |Z˜ε(s)|2(p−1)ds
≤ 2p(p− 1)
log log 1ε
K9M˜p−1(T, ε)(T + 2K6) + 8εp(p − 1)K9M˜p−1(T, ε)M˜1(T, ε).
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Thus, we have,
1
2
E sup
0≤s≤t∧τ˜N
|Z˜ε(s)|2p
+ (p− 36p2εK9 − 2εK9 log log 1
ε
− 2pεK9)E
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖Z˜εg(s)‖2ds
≤Mp(T, ε) +
∫ t∧τN
0
E sup
0≤ℓ≤s
|Z˜ε(ℓ)|2p (2pc‖u0(s)‖4L4 + 2p2|h(s)|20) ds,
with,
Mp(T, ε) :=
p
log log 1ε
K9M˜p−1(T, ε)
((
11p − 3
2
)
T + (22p − 3)K6
)
+K9M˜p−1(T, ε)
(
T
2
+K6
)
+ 8εp(p − 1)K9M˜p−1(T, ε)M˜1(T, ε),
and by Gronwall’s inequality we obtain with the extra bound, ε < 1/(K9(36p + 2)),
E sup
0≤s≤t∧τ˜N
|Z˜ε(t ∧ τ˜N )|2p + E
∫ t∧τ˜N
0
|Z˜ε(s)|2(p−1)‖Z˜ε(s)‖2ds
≤ Mp(T, ε) exp
(
2pc‖u0(s)‖4L4 + 2p2|h(s)|20
)
.
Now letting N to go to infinity, we obtain the result.
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