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The non-Archimedean Newton’s lemma on obtaining precise so-
lutions of systems of equations from approximate ones may be
described heuristically as the assertion that over a suitable base,
an approximate solution to a system of equations which is suf-
ﬁciently far from the singular locus of the system is close to an
actual solution of that system. Versions of this lemma have been
proven by several authors, notably, Hensel, Tougeron, Artin and
Elkik. In this article, we attempt to introduce some coherence into
this topic by explaining the notion of “suﬃciently far” by tying it
up with a generalization of the inﬁnitesimal lifting property. In par-
ticular, we strengthen Elkik’s lemma Elkik (1973) [E, Lemma 1] in
general and give a new proof of Tougeron’s lemma Artin (1969)
[A, Lemma 5.11] when the base is a complete local ring.
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The non-Archimedean Newton’s lemma on obtaining precise solutions of systems of equations
from approximate ones may be described heuristically as the assertion that over a suitable base, an
approximate solution to a system of equations which is suﬃciently far from the singular locus of the
system is close to an actual solution of that system. Versions of this lemma have been proven by sev-
eral authors, notably, Hensel, Tougeron, Artin and Elkik. In this article, we attempt to introduce some
coherence into this topic by explaining the notion of “suﬃciently far” by tying it up with a general-
ization of the inﬁnitesimal lifting property. In particular, we strengthen Elkik’s lemma [E, Lemma 1]
in general and give a new proof of Tougeron’s lemma [A, Lemma 5.11] when the base is a complete
local ring.
In Section 1 we deﬁne some variations of the inﬁnitesimal lifting property called the strong
inﬁnitesimal lifting property and the weak inﬁnitesimal lifting property. We use them to deduce
a multidimensional Newton’s lemma. In Sections 2 and 3 we explore these variations in more detail.
In Section 4, we use our multidimensional Newton’s lemma to deduce Elkik’s lemma and a special
case of Tougeron’s lemma. In Section 6, we use our Newton’s lemma to deduce a special case of the
Greenberg–Schappacher theorem.
We are grateful to H.W. Lenstra Jr. for provoking us to think about this topic.
Notation
If C is a ring and T is a C-module, we let AnnC T denote the annihilator of T in C . If S is a subset
of C , (S) will denote the ideal generated by S in C .
Suppose m and n are sets and C is a ring. Then Mm×n(C) will denote the set of matrices over
C whose rows are indexed by m and whose columns are indexed by n and are such that all but
ﬁnitely many entries of any row are zero. Clearly if p is a set there is a natural multiplication from
Mm×n(C) × Mn×p(C) to Mm×p(C). We call the elements of Mm×n(C) m × n matrices and the ele-
ments of Mn×1(C) n-column vectors and sometimes n-vectors, and also denote them by Mn . If m is
a natural number, then Mm×n(C) will denote M{1,2,...,m}×n(C), and similarly for n. If M ∈ Mm×n(C)
is a matrix, and c ⊂ C is an ideal, (M) will denote the ideal of C generated by the entries of M ,
and both M mod c and M/c will be used to denote the matrix consisting of the images of the el-
ements of M under the natural map C → C/c. If A and B are matrices with the same number of
rows then ( A B ) is the matrix constructed by concatenating corresponding rows of A and B . Simi-
larly, we have
( A
B
)
for matrices with the same number of columns, and for matrices A, B , C , and D ,( A B
C D
)= ( ( A B )
( C D )
)
. In this context, a scalar is a 1× 1 matrix, and vectors of n elements are either 1× n
or n × 1 matrices, as appropriate. We let Im denote the m ×m identity matrix, and 0m×n the m × n
zero matrix.
We call the ring of integers in a complete valued ﬁeld with non-trivial non-Archimedean abso-
lute value ‖ ‖, a complete valued domain. If n is an integer, let An denote the polynomial ring
A[X1, . . . , Xn], and similarly if n is a set. If A is a complete valued domain and n is ﬁnite we will also
allow An to denote the ring of restricted power series in {X1, . . . , Xn}. Let X denote the n-column
vector whose ith entry, 1  i  n, is Xi . For an m-column vector T over An we let ∂T denote the
m × n Jacobian matrix of T , i.e. the matrix whose ith column, for i ∈ n, is ∂T /∂ Xi . For an n-column
vector V with entries in A, we let T (V ) be the m-column vector whose entries are the entries of
T evaluated at V . If confusion may result between evaluation and matrix multiplication, we will use
T · (V ) to denote multiplication.
1. Almost inﬁnitesimal lifting properties
Fix a commutative ring with identity A. Suppose H is a map from triples (C, I, c) consisting of an
A-algebra C and ideals I and c in C to ideals of C contained in I . A pair (B,b) consisting of an A-
algebra B and an ideal b of B is said to have the H-lifting property if for each triple (C, I, c) as above
with c ﬁnitely generated and each A-algebra homomorphism f : B → C/cI such that ( f (b)) ⊃ (c/cI)
there exists an A-homomorphism g : B → C/H(C, I, c) such that the following diagram commutes:
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f
g
C/H(C, I, c)
C/cI C/I.
(1.1)
It is easy to see that if (B,b) has the H-lifting property then so does (B,b′) for any ideal b′
contained in b. With C , I , and c as above set Hs(C, I, c) = I2, and Hw(C, I, c) = AnnC (c/cI2) ∩ I . We
say that (B,b) has the strong inﬁnitesimal lifting property (SILP) if it has the H-lifting property
with H = Hs , and the weak inﬁnitesimal lifting property (WILP) if it has the H-lifting property with
H = Hw . It is easy to see that if (B,b) has SILP then it has WILP and that these notions are stable
under base extension. If Spec B ′ is an aﬃne open of Spec B , and (B,b) has WILP or SILP then so does
(B ′,bB ′). Finally, note that B has the usual inﬁnitesimal lifting property if and only if (B, B) has SILP,
which occurs if and only if (B, B) has WILP. When the algebra B is understood we will just say b has
WILP or SILP when (B,b) does. We will use SILP to discuss Tougeron’s lemma, and we need WILP to
discuss Elkik’s lemma.
We may now state our version of Newton’s lemma. Fix an A-algebra B , not necessarily ﬁnitely
generated.
1.1. Lemma. Suppose K is an ideal of A and A is complete with respect to the K -adic topology. Let b be an ideal
of B. Suppose there exists a ﬁnitely generated ideal a of A and an A-algebra homomorphism f : B → A/a2K
such that ( f (b)) ⊃ a/a2K and either
(i) b has SILP, or
(ii) b has WILP, a is principal, and AnnA(a) ∩ aK = (0).
Then there exists an A-homomorphism f∞ : B → A such that the following diagram commutes:
B
f
f∞
A
A/a2K A/aK
where the bottom and right arrows are the natural maps.
Proof. Let C = A, c = a and I = aK in diagram (1.1). Then in case (i) by the SILP property and in
case (ii) by the WILP property and the fact that1 AnnC (c/cI2) ∩ I = I2 = a2K 2, there exists an f ′
making the following commute:
B
f
f ′
A/a2K 2
A/a2K A/aK .
1 In this case I2 ⊂ AnnC (c/cI2) ∩ I = I2 + AnnC (c) ∩ I = I2 + AnnA(a) ∩ aK = I2 by the hypotheses that a is principal and
AnnA(a) ∩ aK = 0.
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that AnnA(a) ∩ aK 2 = (0). The latter is obvious. We will demonstrate the former. Replace b and a
by column vectors of their generators, indexed by sets r and s respectively. Then since ( f (b)) ⊃
(a)/(a)2K and f ≡ f ′ mod (a)K , there must exist matrices S and L with L ≡ 0 mod K such that
S f ′(b) = a− La = (Is − L)a. Since Is − L is invertible in A, we have that ( f ′(b)) ⊃ (a).
Thus, by induction and the completeness of A with respect to K , there exists an f∞ making the
above diagram commute. 
We need some new deﬁnitions to state the next result on complete valued domains.
1.2. Deﬁnition. If B is an arbitrary A-algebra, we let:
Ds = Ds(B/A) = {b ∈ B ∣∣ (b) has SILP},
Dw = Dw(B/A) = {b ∈ B ∣∣ (b) has WILP}.
1.3. Deﬁnition. If B = An/(G), and the elements of G are indexed by m, we let:
s = s(B/A,G)
= {δ ∈ An ∣∣ δ(I + M) + ∂GN ≡ 0 mod (G), for some N ∈ Mn×m(An) and M ∈ Ann(G)},
w = w(B/A,G)
= {δ ∈ An ∣∣ δ(δ I + M + ∂GN) ≡ 0 mod (G) for some N ∈ Mn×m(An) and M ∈ Ann(G)},
 = (B/A,G)
= {δ ∈ An ∣∣ δ I + M + ∂GN ≡ 0 mod (G), for some N ∈ Mn×m(An) and M ∈ Ann(G)},
D = D(B/A) = (B/A,G) mod (G),
where Ann(G) is the set of M ∈Mm×m(An) such that MG = 0.
It is clear that Ds ⊂ Dw and s ⊂  ⊂ w . Also note that D(B/A) is the different of B/A when
A ⊂ B are the rings of integers of number ﬁelds.
In the next two sections we will show that s(B/A,G) mod (G) equals Ds(B/A), and that
w(B/A,G) mod (G) equals Dw(B/A). We will also characterize the nonprincipal ideals having SILP,
WILP. The ideal D , while not intrinsically deﬁned, we show is intrinsic.
If A is a complete valued domain and S is a subset of A, we set ‖S‖ equal to the least upper bound
of {‖s‖ | s ∈ S} and if V = (V1, . . . , Vn)tr is an n-column vector over A, we set ‖V ‖ = ‖{Vi | i ∈ n}‖.
Let w(V ) denote the set of elements of w evaluated at V . Then in this case, w(V ) is an ideal.
We can now state a corollary of the above lemma. Let B = An/(G).
1.4. Corollary. Suppose A is a complete valued domain. Let E be a subset of w(B/A,G). Suppose V0 is an n-
column vector over A and  ∈ R such that 0 <  < 1 and ‖G(V0)‖ ‖E(V0)‖2. Then for any μ ∈ R, μ >  ,
there exists an n-column vector V∞ over A such that
‖V∞ − V0‖μ
∥∥E(V0)∥∥
and
G(V∞) = 0.
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‖V∞ − V0‖ 
∥∥E(V0)∥∥.
Proof. For any nonzero d ∈ E(V0), let rd = ‖E(V0)/d‖. Note that the greatest lower bound of
{rd | d ∈ E(V0)} is 1. Thus for each μ and  as above there exists a d ∈ E(V0) such that r2d < 1
and rd < μ. Fix such μ,  , and d, and let r = rd . Let K = {a ∈ A | ‖a‖ < r2}. Then ‖K‖ < 1 so A is
complete with respect to the K -adic topology. Let f : An/(G) → A/d2K be given by X → V0. Using
the above quoted result that w(B/A,G) = Dw(B/A) (Theorem 3.1), we see that (d mod (G)) has
WILP, so we can apply Lemma 1.1 to f , and there exists a V∞ such that G(V∞) = 0, and satisﬁes
V∞ ≡ V0 mod (dK ). The general case of the corollary follows from the fact that
‖V∞ − V0‖ ‖dK‖ r
∥∥E(V0)∥∥< μ∥∥E(V0)∥∥.
When (E(V0)) attains its least upper bound, the corollary follows by choosing d such that
‖d(V0)‖ = ‖E(V0)‖. 
2. Conditions for SILP
Now we determine conditions for an ideal to have WILP or SILP. We treat the SILP case in this
section, and the WILP case in the next section.
The setting for the following sections is as follows. Let B/A be rings, with B = An/(G), where
G = (g1 . . . gm)tr is a column vector of elements An . Let b = (b1 . . .br)tr be a column vector of entries
of B . We will determine when (b) has SILP or WILP. Our procedure is to construct a ring R which is
universal for (b) to have these properties.
We ﬁrst prove a lemma about H-lifting ideals which allows us to pass from ﬁnitely generated to
inﬁnitely generated ideals.
2.1. Lemma. Let b ⊂ B be any ideal of B. Then b has the H-lifting property if and only if all ﬁnitely generated
subideals of b have the H-lifting property.
Proof. This follows from the fact that the ideal c of diagram (1.1) is required to be ﬁnitely gener-
ated. 
In fact, it suﬃces that there exists a set S of ideals of B satisfying the following two properties:
1. Every ideal s ∈ S has the H-lifting property.
2. For every ﬁnitely generated ideal b′ ⊆ b, there exists an ideal s ∈ S such that b′ ⊆ s.
We will now determine the equations for an ideal to have SILP. We will prove the following theo-
rem.
2.2. Theorem. Let B = An/(G) be an A-algebra, where G is a column vector of elements of An indexed by a
set m. Then Ds(B/A) is the maximal ideal of B having SILP, and Ds(B/A) equals s(B/A,G) modulo (G).
We note that this implies
2.3. Corollary. The ring B has the inﬁnitesimal lifting property if and only if there exists a matrix N ∈
Mn×m(An) such that (
Im − (∂G)N
)
G ≡ 0 mod (G)2.
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the following b will denote a column vector of elements of B .
The following lemma shows that we can strengthen the SILP condition by requiring I2 = 0.
2.4. Lemma. Let (b) ⊂ B be a ﬁnitely generated ideal. Then (b) has SILP if and only if for all C , c, and I with c
ﬁnitely generated and I2 = 0, and all f : B → C/cI satisfying ( f (b)) ⊃ c/cI , there exists f ′ : B → C making
the following diagram commute:
B
f
f ′
C
C/cI C/I.
Proof. Clearly, if (b) has SILP the conclusion holds. For the converse, let C be an A-algebra, and let
c and I be ideals of C such that c is ﬁnitely generated. Let f : B → C/cI be an A-algebra homomor-
phism satisfying ( f (b)) ⊃ c/cI . We must show that there exists an f ′ : B → C/I2 making the following
diagram commute:
B
f
f ′
C/I2
C/cI C/I.
Consider the following commutative diagram, with C ′ = C/I2, c′ = (c + I2) mod I2, and I ′ =
I mod I2, and the canonical homomorphism φ : C → C ′ which reduces to φ1 : C/cI → C ′/c′ I ′ , and
isomorphisms φ2 : C/I → C ′/I ′ , and φ3 : C/I2 → C ′:
C ′
B
f
ψ
C/I2
φ3
C/cI
φ1
C/I
φ2
C ′/c′ I ′ C ′/I ′.
The needed map is φ−13 ◦ ψ . 
The next lemma coordinatizes the setting.
2.5. Lemma. Let d = (d1 . . .dr)tr be a column vector of elements of An which is congruent to b modulo (G).
Then (b) has SILP if and only if for all A-algebras C and all ideals I of C with I2 = 0, and all homomorphisms
f¯ and f making the following diagram commute:
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f¯
B
f
C C/( f¯ (d))I
there exists an f ′ : B → C making the following diagram commute:
B
f
f ′
C
C/( f¯ (d))I C/I.
(2.1)
Proof. Once again, it is clear that the ﬁrst statement implies the second statement. As for the con-
verse, assume that the latter holds. Let C be any A-algebra. Let (c) and I be ideals of C with
c = (c1 . . . cs)tr a column vector with entries in C . Let f : B → C/(c)I be a homomorphism such that
( f (b)) ⊃ (c)/(c)I . We must show that there exists an f ′ making the following diagram commute:
B
f
f ′
C/I2
C/(c)I C/I.
(2.2)
By the previous lemma, we may assume that I2 = 0. Let f¯ be any homomorphism making the
following commute:
An
f¯
B
f
C C/(c)I.
Since ( f (b)) ⊃ (c)/(c)I , by the commutativity of the above diagram we have that ( f¯ (d)) + (c)I ⊃
(c) + (c)I , so there exists an s × s matrix L with entries in I and an s × r matrix S with entries in C
such that S f¯ (d) = c + Lc. Multiplying both sides on the left by Is − L, we have that (Is − L)S f¯ (d) =
c − L2c = c (since I2 = 0). This means that ( f¯ (d)) ⊃ (c), so C/cI → C/( f¯ (d))I . By assumption there
exists an f ′ making diagram (2.1) commute. The same f ′ makes diagram (2.2) commute. 
We will now construct a ring which is universal for the SILP property. “Universal” is to be taken
in the sense of the next proposition.
Let d = (d1 . . .dr)tr be a column vector of elements of An which is congruent to b modulo (G). Let
Y be an m × r matrix of indeterminants. Let R = Rsd,G = An[Y ]/(Y )2 + (Yd − G). Then we can deﬁne
an A-homomorphism ψ : B → R/(d)(Y ) by X mod (G) → X mod ((d)(Y )), and (ψ(b)) ⊃ (d)/(d)(Y ).
2.6. Proposition. Let R = Rsd,G . Then (b) has SILP if and only if there exists an A-homomorphism ψ ′ making
the following diagram commute:
3434 R.F. Coleman, H.J. Stein / Journal of Algebra 322 (2009) 3427–3450B
ψ
ψ ′
R
R/(d)(Y ) R/(Y ).
(2.3)
Proof. The only if part follows immediately from the SILP property, since R = R/(Y )2. As for the
if part, suppose there exists such a ψ ′ . Let C be an A-algebra and let c, I ⊂ C be ideals with c
ﬁnitely generated. Let f : B → C/cI be an A-homomorphism such that ( f (b)) ⊃ c/cI . We must show
that there exists an A-homomorphism making diagram (1.1) commute. By the previous lemma, we
may assume that I2 = 0, and that there exists an f¯ satisfying c = ( f¯ (d)) and making the following
commute:
An
f¯
B
f
C C/cI.
By the commutativity of the diagram, there exists an m × r matrix L with entries in I such that
f¯ (G) = L f¯ (d). We deﬁne θ : An[Y ] → C by θ(X) = f¯ (X), and θ(Y ) = L. Then θ((Y )2) ⊂ I2 = 0, and
θ(Yd− G) = L f¯ (d)− f¯ (G) = 0, so θ factors through a homomorphism θ¯ : R → C . Since (θ¯(d)) = c and
θ¯ (Y ) ⊂ I , θ¯ reduces to homomorphisms θ¯1 : R/(d)(Y ) → C/cI and θ¯2 : R/(Y ) → C/I .
Then f = θ¯1 ◦ ψ , so we have the following commutative diagram:
R
θ¯
B
ψ
f
ψ ′
C
C/cI C/I
R/(d)(Y )
θ¯1
R/(Y ).
θ¯2
Thus f ′ = θ¯ ◦ ψ ′ makes diagram (2.2) commute, and we conclude that (b) has SILP. 
2.7. Corollary. Let b = (b1 . . .br)tr , bi ∈ B. Then (b) has SILP if and only if there exists an m ×m matrix M
with MG = 0, and for all 1 i  r, there exist n×m matrices Ni satisfying the following:
bi(Im + M) + (∂G)Ni ≡ 0 mod (G). (2.4)
Proof. Let J = ∂G . We show that Eq. (2.4) has solution if and only if there exists a ψ ′ making dia-
gram (2.3) commute.
Suppose that such a ψ ′ exists. Let the columns of Y be Y1 through Yr . Since diagram (2.3) com-
mutes, ψ ′ must be given by X → X +∑NiYi for some Ni ∈Mn×m(An[Y ]). Since G = 0 in B , we must
have that
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(
X +
r∑
i=1
NiYi
)
≡ 0 mod ((Y )2 + (Yd − G))
(where G(X +∑ri=1 NiYi) denotes evaluating G at X +∑ri=1 NiYi). Expanding G , we see that
0≡ G
(
X +
∑
NiYi
)
mod
(
(Y )2 + (Yd − G))
≡ G(X) + J
∑
NiYi mod
(
(Y )2 + (Yd − G))
≡ Yd + J
∑
NiYi mod
(
(Y )2 + (Yd − G)).
Since Yd =∑ri=1 Yidi the right-hand side of the last equation is congruent to
r∑
i=1
(di Im + J Ni)Yi mod
(
(Y )2 + (Yd − G)).
This implies that there exists an m-column vector E with entries in (Y )2, and an m × m matrix F
with entries in An[Y ] such that
r∑
i=1
(di Im + J Ni)Yi = E + F · (Yd − G),
where F · (Yd − G) denotes F multiplied by Yd − G .
This equation holds in An[Y ]. Write F = F 0 + F 1 + F 2, where F 0 has entries in An and F 1 is linear
homogeneous in the entries of Y , and F 2 has entries in (Y )2. Write Ni = N0i + N1i , where N0i has
entries in An , and N1i has entries in (Y ). Looking at the terms of the last equation that are constant
with respect to the entries of Y , we see that
F 0G = 0.
Considering the terms which are linear with respect to the entries of Y , and replacing F 0Yd by
F 0
∑
diYi , we see that
r∑
i=1
(
di Im + J N0i
)
Yi = F 0
r∑
i=1
diYi − F 1G.
Taking this equation modulo (G), and comparing the coeﬃcients of the entries of Y , we see that
di Im + J N0i ≡ di F 0 mod (G).
Taking M = −F 0 and Ni = N0i yields Eq. (2.4), since di ≡ bi mod (G).
Conversely, suppose that there exist matrices M and Ni with MG = 0 which satisfy Eq. (2.4). We
deﬁne ψ¯ : An → R by X → X +∑NiYi . Then G maps to
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(
X +
∑
NiYi
)
≡ G(X) + J
∑
NiYi mod
(
(Y )2 + (Yd − G))
≡ Yd + J
∑
NiYi mod
(
(Y )2 + (Yd − G))
≡
∑
(di Im + J Ni)Yi mod
(
(Y )2 + (Yd − G))
≡
∑
(−diM + Ei)Yi mod
(
(Y )2 + (Yd − G)),
for some m ×m matrices Ei with entries in (G). Since G ≡ Yd mod (Yd − G), we may replace E by
a matrix E ′ with entries in (Yd), in which case EYi ≡ 0 mod (Y )2. Thus the right side of the last
equation is congruent to∑
−diMYi mod
(
(Y )2 + (Yd − G))≡ −MYd mod ((Y )2 + (Yd − G))
≡ −MG mod ((Y )2 + (Yd − G))
≡ 0 mod ((Y )2 + (Yd − G)).
The homomorphism ψ¯ therefore factors through An/(G) and thus yields a ψ ′ making diagram (2.3)
commute. 
In light of Corollary 2.7, we make the following deﬁnition:
2.8. Deﬁnition. Let M ∈ Ann(G). Deﬁne M = {b ∈ An | ∃N ∈ Mn×m(An) such that b(Im + M) ≡
(∂G)N mod (G)}, and deﬁne DM to be the image of M in B .
It is clear that DM is an ideal. The last corollary, coupled with Lemma 2.1 implies that it has SILP.
For convenience we also make the following deﬁnition.
2.9. Deﬁnition. For a square matrix P such that PG = G , let ′P = {b ∈ An | ∃N ∈ Mn×m(An) such that
bP ≡ (∂G)N mod (G)}. Let D ′P be the image of ′P in B .
We note that DM = D ′(Im+M) .
Theorem 2.2 follows almost immediately from the following lemma.
2.10. Lemma. D ′P + D ′P ′ ⊂ D ′P P ′ .
Proof. If b ∈ D ′P , and b′ ∈ D ′P ′ , then there exist matrices N and N ′ such that bP ≡ ∂GN mod (G), and
b′P ′ ≡ ∂GN ′ mod (G). Then (b + b′)(P P ′) ≡ ∂GNP ′ + P∂GN ′ . By differentiating the equality PG = G
one variable at a time, we have that P∂G ≡ ∂G mod (G). Thus (b + b′)(P P ′) ≡ ∂GNP ′ + ∂GN ′ ≡
∂G(NP ′ + N ′) mod (G), so b + b′ is in D ′P P ′ . 
The ﬁrst part of Theorem 2.2 is given by the following corollary to Lemma 2.10.
2.11. Corollary. The set Ds(B/A) is an ideal.
Proof. If b and b′ map to elements of Ds , then there exist P and P ′ such that b ∈ D ′P , and b′ ∈ D ′P ′ ,
so b+b′ is in D ′P P ′ . But Ds contains D ′P P ′ , so b+b′ is in Ds . The set Ds is closed under multiplication
because it is a union of ideals. 
The proof of Theorem 2.2 is completed by the following lemma.
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Proof. This is just an application of Lemma 2.1 since by Lemma 2.10 any ﬁnitely generated ideal
contained in Ds is contained in DM for some M . Since DM has SILP, by Lemma 2.1 Ds has SILP. 
Question. If Ds is ﬁnitely generated there exists an M such that Ds = DM . What is the signiﬁcance of
this M? How can we determine M?
The proof of the if part of Corollary 2.7 can also be applied directly to C to derive the following
corollary:
2.13. Corollary. Suppose C is an A-algebra, I and c are ideals in C with c ﬁnitely generated, and V is an
n-column vector over C such that G(V ) ≡ 0 mod (cI). If there exists an M ∈ Mm×m(C) with M · G(V ) ≡
0mod I2 such that for each element a of c there exists an N ∈ Mn×m(C) such that a(Im−M) ≡ ∂G(V )N mod I
then there exists an n-column vector W over C such that
W ≡ V mod I
and
G(W ) ≡ 0 mod I2.
Proof. Let c = (c1, . . . , cr), let ci(Im − M) ≡ ∂G(V )Ni mod I and let G(V ) =∑1ir ci Li , where Li ∈
Mm(I). Let W = V −∑1ir Ni Li . Then W ≡ V mod I , so it suﬃces to show that G(W ) ≡ 0 mod I2.
Expanding G(W ), we have that
G(W ) ≡ G(V ) − (∂G)(V )
∑
NiLi mod I
2
≡
∑
ci Li −
∑
ci(Im − M + Ei)Li mod I2,
where Ei ∈ Mm×m(I). Then
G(W ) ≡
∑
ci Li −
∑
ci(Im − M)Li mod I2
≡
∑
Mci Li mod I
2
≡ MG(V ) mod I2
≡ 0 mod I2,
which completes the proof. 
This corollary will be used in Section 4 to prove Tougeron’s lemma in the complete case.
3. Conditions for WILP
Necessary and suﬃcient conditions for an ideal to have WILP are given by the next theorem.
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Mi ∈ Mm×m(An) and Ni ∈ Mn×m(An) such that for each 1 i, j  r we have that MiG = 0 and that Mi and
Ni satisfy:
b j(bi Im + ∂GNi) ≡ biM j mod (G). (3.1)
To prove this theorem we cannot proceed as we did for SILP. Although we can (and will) take
the analogous ﬁrst step of reducing to a quotient of C (in this case we assume cI2 = 0, instead of
I2 = 0), we cannot replace c by ( f¯ d) because if c and c′ are ideals, c′ ⊃ c, it need not be the case that
AnnC ( ccI2 ) ⊃ AnnC ( c
′
c′ I2 ). We solve this problem by replacing the ring R with a family of rings Rt .
We begin with a lemma analogous to Lemma 2.4.
3.2. Lemma. The ideal (b) has WILP if and only if for all C , c, and I with c ﬁnitely generated, and cI2 = 0, and
all f : B → C/cI satisfying ( f b) ⊃ c/cI , there exists f ′ : B → C making the following diagram commute:
B
f
f ′
C/AnnC (c) ∩ I
C/cI C/I.
Proof. The proof is the same as that of Lemma 2.4, except that we take C ′ = C/cI2, c′ = c/cI2, I ′ =
I/cI2 and must note that C/AnnC ( ccI2 ) ∩ I = C ′/AnnC ′ (c′) ∩ I ′ and C/I = C ′/I ′ . 
Now comes the messy part. Without the second lemma, we must resort to using additional vari-
ables to represent the fact that the image of (b) contains c. This forces us to use a set of rings Rt .
Fix d = (d1 . . .dr)tr as a column vector of elements of An which is congruent to b modulo (G).
Let t be a positive integer. Let Y be an m × t matrix of indeterminants. Let Z be a t × r matrix of
indeterminants. Let Rt = Rwt,d,G = An[Y , Z ]/((Zd)(Y )2, Y Zd − G). Then there exist A-homomorphisms
ψt : B → Rt/(Zd)(Y ), namely the ones sending X mod (G) to X mod ((Zd)(Y )2 + (Y Zd − G)).
The next proposition describes the sense in which the Rt are universal.
3.3. Proposition. The ideal (b) has WILP if and only if for all t ∈ Z+ there exist A-homomorphisms ψ ′t making
the following commute:
B
ψt
ψ ′t
Rt/AnnRt (Zd) ∩ (Y )
Rt/(Zd)(Y ) Rt/(Y ).
(3.2)
Proof. The only if part is clear. As for the if part, suppose such ψ ′t exist. Let C be an A-algebra, let
c = (c1 . . . ct)tr be a column vector of entries of C , and let I be an ideal of C . Let f : B → C/(c)I be
such that ( f (b)) ⊃ (c)/(c)I . By the previous lemma, we may assume that (c)I2 = 0.
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An
f¯
B
f
C C/(c)I.
Then there exists a matrix L ∈Mm×t(I) such that f¯ (G) = Lc. Since ( f (b)) ⊃ c/cI , there also exists a
matrix E ∈ Mt×m(C) such that c = E f¯ (d). We deﬁne θ : An[Y , Z ] → C by θ(X) = f¯ (X), θ(Y ) = L, and
θ(Z) = E . Since θ sends (Zd)(Y )2 and (Y Zd−G) to 0 we see that θ factors through a homomorphism
θ¯ : Rt → C . Then θ¯ ◦ ψt ≡ f mod (c)I . Since θ¯ sends (Zd) to (c) and (Y ) into I , it reduces to homo-
morphisms θ¯1 : Rt/(Zd)(Y ) → C/(c)I , θ¯2 : Rt/(Y ) → C/I , θ¯3 : Rt/AnnRt (Zd)∩ (Y ) → C/AnnC (c)I ∩ (I).
This gives us the following commutative diagram:
Rt/AnnRt (Zd) ∩ (Y )
θ¯3
B
ψt
f
ψ ′t
C/AnnC (c) ∩ I
C/(c)I C/I
Rt/(Zd)(Y )
θ¯1
Rt/(Y ).
θ¯2
Then θ¯3 ◦ ψ ′t is the homomorphism which demonstrates that (b) has WILP. 
Note. One is tempted to take the limit of the Rt to form a ring R having this universal property
because Rt → C implies Rt+1 → C , but in the limit (Zd) isn’t ﬁnitely generated, so the WILP property
doesn’t imply the existence of a homomorphism to the limit modulo the annihilator. Although this
might work out, it doesn’t follow immediately.
We can now prove Theorem 3.1. For simplicity we will prove it in two steps. First we will deter-
mine systems of equations in An[Z ] mod (G) that must hold, one system for each t . Then we will
eliminate t and Z .
3.4. Corollary. The ideal (b) has WILP if and only if for all t ∈ Z+ there exist matrices Mi ∈ Mm×m(An[Z ])
such that MiG = 0, and matrices Ni ∈ Mn×m(An[Z ]) such that the following holds:
(Zb) j
(
(Zb)i Im + (∂G)Ni
)≡ (Zb)iM j mod (G), (3.3)
where (Zb)i denotes the ith entry of the column vector Zb.
Proof. Let J = ∂G . We show that for a given t , Eq. (3.3) has solution if and only if there exists a ψ ′t
making diagram (3.2) commute.
Let the columns of Y be Y1 through Yt , let d′ = Zd, and let b′ = Zb so that in particular d′i = (Zd)i .
Then ψ ′t exists⇐⇒ there exist matrices Ni ∈ Mn×m(An[Y , Z ]) such that for all 1 j  t
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(
X +
t∑
i=1
NiYi
)
≡ 0 mod (AnnRt (d′) ∩ (Y ))
⇐⇒ there exist matrices Ni ∈Mn×m(An[Y , Z ]) such that
d′jG
(
X +
t∑
i=1
NiYi
)
≡ 0 mod ((d′)(Y )2 + (Yd′ − G)) (3.4)
and
G
(
X +
t∑
i=1
NiYi
)
≡ 0 mod (Y ) + (d′)(Y )2 + (Yd′ − G). (3.5)
Eq. (3.5) always holds because (Y ) + (d′)(Y )2 + (Yd′ − G) = (Y ) + (G). Thus, expanding G , we have
that Eqs. (3.4) and (3.5) hold
⇐⇒ there exist matrices Ni ∈Mn×m(An[Y , Z ]) such that
d′j
(
G + J
t∑
i=1
NiYi
)
≡ 0 mod (d′)(Y )2 + (Yd′ − G).
Since we’re working modulo (Yd′ − G), we may replace G by Yd′ and we see that the above equation
holds
⇐⇒ there exist matrices Ni ∈Mn×m(An[Y , Z ]) such that
d′j
(
Yd′ + J
t∑
i=1
NiYi
)
≡ 0 mod (d′)(Y )2 + (Yd′ − G).
Saying that this holds modulo (d′)(Y )2 + (Yd′ − G) is equivalent to saying that there exist m × 1 and
m×m matrices E j and F j , respectively, with entries in An[Y , Z ] with E j ≡ 0 mod (d′)(Y )2 such that
d′j
(
Yd′ + J
t∑
i=1
NiYi
)
= E j + F j(Yd′ − G).
Replacing Yd′ by
∑t
i=1 d′i Y i we see that this last equation holds⇐⇒ there exist n ×m, m × 1, and m ×m matrices Ni , E j and F j , respectively, with coeﬃcients
in An[Y , Z ] with E j ≡ 0 mod (d′)(Y )2 and
d′j
t∑
i=1
(
d′i Im + J Ni
)
Yi = E j + F j(Yd′ − G).
Write F j as F 0j + F 1j + F 2j , where Fkj ∈ Mm×m(An[Y , Z ]), F 0j is constant with respect to the entries
of Y , F 1j is linear homogeneous in the entries of Y , and F
2
j ≡ 0 mod (Y )2. Write Ni as N0i +N1i , where
Nkj ∈ Mn×m(An[Y , Z ]), N0j is constant with respect to the entries of Y and N1j ≡ 0 mod (Y ). Then by
separating out the terms which are constant with respect to the entries of Y , those that are linear in
the entries of Y , and the remaining terms, we see that the above equation holds
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An[Y , Z ]) such that E j ≡ 0 mod (d′)(Y )2 and
0 = F 0j G, (3.6)
d′j
t∑
i=1
(
d′i Im + J N0i
)
Yi = F 0j Yd′ − F 1j G, (3.7)
d′j
t∑
i=1
J N1i Y i = E j + F 1j Yd′ + F 2j (Yd′ − G). (3.8)
To complete the proof, we show that (3.6), (3.7), and (3.8) hold if and only if (3.3) holds. Eqs. (3.6)
and (3.7) imply (by taking Eq. (3.7) mod (G)) that there exist N0i and F
0
j (with entries in An[Z ]) such
that F 0j G = 0 and
d′j
t∑
i=1
(
d′i Im + J N0i
)
Yi ≡ F 0j
t∑
i=1
(
d′i Y i
)
mod (G).
By collecting the coeﬃcients of like terms, this implies (3.3).
Conversely, given Eq. (3.3) we take N0i equal to the given Ni and F
0
j equal to the given M j . Then
Eq. (3.6) holds. Since Eq. (3.3) holds modulo G , there must exist matrices F 1j which are linear ho-
mogeneous in Y such that Eq. (3.7) holds. Finally, Eq. (3.8) holds by taking N1i = 0, F 2j = 0, and
E j = −F 1j Yd′ , which is then ≡ 0 mod (d′)(Y )2. Thus, if Eq. (3.3) holds then Eqs. (3.6), (3.7) and (3.8)
hold, so (b) has WILP. 
Proof of Theorem 3.1. By the previous corollary, we must show that Eq. (3.1) holds if and only if
Eq. (3.3) holds. Suppose that Eq. (3.3) holds. Then for t = r we may map An[Z ] to An by sending
X to X and Z to the identity matrix, in which case Eq. (3.3) maps to Eq. (3.1), and thus Eq. (3.1)
holds.
Conversely, suppose that Eq. (3.1) holds. Fix t . Then Z = (zi j), where i ranges from 1 to t , and j
ranges from 1 to r. Let Zi be the ith row of Z . Multiplying Eq. (3.1) by zkj , and summing over j, we
get
∑
j
zkjb j(bi I + ∂GNi) ≡ bi
∑
j
zkjM j mod (G).
Letting M ′k =
∑
j zkjM j , we may rewrite the above equation as
b′k(bi I + ∂GNi) ≡ biM ′k mod (G).
Now multiply by zli , sum over i, and replace
∑
i zli Ni by N
′
l and we get Eq. (3.3). 
Question. Although this identiﬁes WILP ideals, it does not identify the maximal WILP ideals. What
are they?
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We will now show that Lemma 1.1 implies Elkik’s lemma.
As before, let B = An/(G), where G is a column vector indexed by a set m. For each ﬁnite subset
S of m we let GS denote the S-column vector obtained from G by deleting the entries whose indices
do not lie in S . Let KS be the ideal {a ∈ An | a(G) ⊂ (GS )} and S be the ideal generated by the
determinants of all p × p minors of ∂GS where p is the cardinality of S . Finally let
E = E(B/A,G) =
∑
S
K SS .
(We note that when S is empty, KS = AnnAn (G) (the ideal generated by the empty set is (0)), and
S = (1) (the empty determinant is 1), so AnnAn (G) ⊂ E .) Then,
4.1. Lemma (Elkik). Suppose A is complete with respect to the (t)-adic topology for some t ∈ A. Let I be any
ideal of A. Suppose Λ is the ideal consisting of elements annihilated by some power of t and k is an integer
such that (tk) ∩ Λ = (0). Suppose h and r are positive integers such that r > Max(2h,h + k) and there exists
an n-column vector V such that
th ≡ 0 mod E(V )
and
G(V ) ≡ 0 mod tr I
then there exists an n-column vector V∞ such that V∞ ≡ V mod tr−h I and G(V∞) = 0.
This will be an immediate consequence of Lemma 1.1, taking a = (th), K = tr−2h I once we know
E(V ) ⊂ w(V ). We will prove more.
Unfortunately, w and Dw(B) are not ideals in general. To remedy this deﬁciency we make use of
the ideals (B/A,G) and D(B/A,G). Recall that
 = (B/A,G)
= {δ ∈ An ∣∣ δ Im + M + ∂GN ≡ 0 mod (G), for some N ∈Mn×m(An) and M ∈ Ann(G)},
and
D = D(B/A) = (B/A,G) mod (G).
It will be easier to work with a representation of  that is closer to the form of Corollary 2.3. Let
J = ∂G .
4.2. Lemma.
(B/A,G) = {δ ∈ An ∣∣ (δ Im + J N)G ≡ 0 mod (G)2, for some N ∈ Mn×m(An)}.
Proof. Let δ and N and M satisfy δ Im + M + ∂GN ≡ 0 mod (G), and MG = 0. Then δ Im + ∂GN =
−M + L, for some matrix L ≡ 0 mod (G), so (δ Im + ∂GN)G = −MG + LG = LG ≡ 0 mod (G)2.
Conversely, suppose (δ Im + J N)G ≡ 0 mod (G)2. Then (δ Im + J N)G = LG , for some matrix L ≡
0 mod (G), so (δ Im + J N − L)G = 0. Let M = −(δ Im + J N − L). Then M ∈ Ann(G), and δ Im + J N +M =
L ≡ 0 mod (G). 
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If B is smooth over A then it follows from the above lemma and Corollary 2.3 that D(B/A) = (1).
One can show easily that this is the ideal H deﬁned by Artin in [A-DS, Part II §1], however his explicit
description of it implies that  ⊂ E , which is false (see example below). We will show below that
D(B/A) is independent of the presentation of B . Elkik’s lemma follows from the following (see also
[A-DS, Part II §1]):
4.3. Lemma. The ideal E(B/A,G) is contained in (B/A,G).
Proof. Let δ be the determinant of a p× p minor of ∂GS , where p = |S|. It suﬃces to show KSδ ⊂ .
After relabeling the indices, we may assume S = {1,2, . . . , p} and δ is the determinant of the p × p
matrix (∂GS/∂ XS). (To visualize this, one may imagine this matrix to be the upper left-hand corner
of ∂G .) Let r ∈ KS . We must show rδ ∈ .
Let N = ( adj(∂GS/∂ XS ) 0
0 0
)
be the n × m matrix whose S × S block is the adjoint of the matrix
(∂Gi/∂ X j), i, j ∈ S and whose entries outside this block are zero. From the deﬁnition of KS there
is an (m− S) × S matrix L with entries in An such that
rG =
(
r I S 0
L 0
)
G, (4.1)
where U = ( r I S 0
L 0
)
is an m × m matrix all of whose columns with indices outside S are identically
zero. Differentiating (4.1) we get
r J ≡ U J mod (G). (4.2)
Now J N = ( δ I S 0
N ′ 0
)
for some (m − S) × S matrix N ′ . This implies U JN = ( rδ I S 0
Lδ I S 0
) = δU . Multiplying
Eq. (4.2) on the right by −NG and adding rδ Im to both sides, we have that(
rδ Im − J (rN)
)
G ≡ (rδ Im − U JN)G mod (G)2.
As U JN = δU , the right-hand side equals (rδ Im − δU )G which is zero by Eq. (4.1). Thus rδ ∈ . 
4.4. Example. Suppose n = 2, G = (x2, y2)tr. Then with notation as above one can show w = (x, y),
 = s = (2xy) + (G), E = (4xy,2x3,2y3). This demonstrates that  is not always equal to E + (G),
that w need not equal , and that w need not equal s . Suppose A = Z[b, c]/((b2 + b)c). Let
G = ((b + 1)c). Then w =  = (b, c), E = (b) and s = (c). Thus  is not always equal to s , and E
is not always contained in s . If B = A[x]/(x3), then it can be shown [S] that
Dw = {δ0 + δ1x+ δ2x2 ∣∣ δ20 = 0,2δ0δ1 = 0, and ∃n0 ∈ A such that δ21 + 2δ0δ2 = 3δ0n0}.
Thus, by taking A = k[u, v]/(u2, v2), where k is a ﬁeld in which 2 = 0, we see that Dw need not be
an ideal, since then u ∈ Dw and vx ∈ Dw , but u + vx /∈ Dw .
Is there an intrinsic deﬁnition of D(B/A)? Is there a simple relationship between E and ?
Now we discuss the relationship of the above results with Tougeron’s lemma. Let n and m be
non-negative integers. Suppose a and b are ideals of A. Consider the following assertion:
4.5. Assertion. If V is an n-column vector over A such that
G(V ) ≡ 0 mod b2a
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V∞ − V ≡ 0 mod ba
and
G(V∞) = 0.
Tougeron’s lemma is equivalent to
4.6. Lemma. If Assertion 4.5 is true with b = A for all G and V such that m = n and det( J (V )) ≡ 1 mod a
(e.g. a is any proper ideal in a Henselian local ring) then it is always true with b = {a ∈ A | aIm = J (V )N for
some N ∈ Mm×n(A)}.
(Actually, the statement in [A] is a little weaker but the proof there yields this.) When A is a-
adically complete, Lemma 4.6 follows from Corollary 2.13, provided that we can use it inductively.
The next lemma shows that we can. We ﬁrst make a deﬁnition.
4.7. Deﬁnition. Let J ∈ Mm×n(A). Let M ∈ Mm×m(A). Deﬁne M(A, J ) = {a ∈ A | there exists N ∈
Mn×m satisfying a(Im − M) = J N}.
4.8. Lemma. Let 0m be the m×m zero matrix. Let J ∈ Mm×n(A). Then
a mod aI ⊂ 0m(A/aI, J/aI) ⇒ a mod aI2 ⊂ 0m
(
A/aI2, J/aI2
)
.
Proof. Let a = (a1 . . .ar). Suppose that (a) mod (a)I ⊂ 0m (A/(a)I, J/(a)I). Then there exist matrices
Ni ∈Mn×m(A) such that
ai Im ≡ J Ni mod aI.
Then there exist matrices Kij ∈Mm×m(I) such that
ai Im = J Ni +
∑
k
akKik.
Substituting for ak in each of the above equations, we see that
ai Im = J Ni +
∑
k
(
J Nk +
∑
l
al Kkl
)
Kik
≡ J
(
Ni +
∑
k
NkKik
)
mod aI2.
Thus a mod aI2 ⊂ 0m (A/aI2, J/aI2). 
Proof of Tougeron’s lemma. The conditions allow us to apply Corollary 2.13 to A with M = 0, c = b,
and I = ba, yielding a W ≡ V mod ba, satisfying G(W ) ≡ 0 mod b2a2. The inductive step is to apply
the corollary again with I = ba2, which can be done provided that for all d ∈ b, we can ﬁnd a matrix
N satisfying dIm ≡ J (W )N mod ba2, or in other words, that b mod ba2 ⊂ 0m (A/ba2, J (W )/ba2).
The inductive hypothesis is that b mod ba ⊂ 0m (A/ba, J (V )/ba). Since V ≡ W mod ba, we can
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necessary condition. 
A similar proof yields a variation of our Newton’s lemma (Lemma 1.1):
4.9. Lemma. Let K be an ideal in A such that A is complete with respect to the K -adic topology. Suppose there
exists an n-column vector V over A and a ﬁnitely generated ideal a of A such that
G(V ) ≡ 0 mod a2K .
If there exists anm×mmatrix M over An such that MG = 0 and for each α ∈ a there exists an n×mmatrix
N over A such that α(Im + M(V )) + J (V )N ≡ 0 mod aK (e.g. a mod aK ⊂ M(V )(A/aK , J (V )/aK )), then
there exists an n-column vector V∞ over A such that
V∞ − V ≡ 0 mod aK ,
and
G(V∞) = 0.
5. Further properties of the ideal D(B)
The ideal D(B), while it as yet has no intrinsic description, does have many pleasant properties.
5.1. Proposition. The ideal D(B) of B is independent of the presentation of B.
Proof. Suppose m′ and n′ are sets and B ′ = An′/(G ′) where G ′ is an m′-column vector. Let J ′ , X ′ , ′
and D(B ′) be the objects associated to this data analogous to J , X ,  and D(B). Suppose ρ : B → B ′
and σ : B ′ → B are A-homomorphisms such that ρ ◦ σ = id. We will show that ρ(D(B)) ⊂ D(B ′). Let
r : An → An′ and s : An′ → An be homomorphisms which induce ρ and σ . Let r(X) = R and s(X ′) = S .
Then, using ( ) to denote composition, and both juxtaposition and × to denote matrix multiplication,
we have that
r(G) = G(R) = NG ′ (5.1)
and
s(G ′) = G ′(S) = MG, (5.2)
where N ∈Mm×m′ (An′ ) and M ∈ Mm′×m(An). Moreover, since r ◦ s is the identity on An′/(G ′) we have
S(R) = X ′ + LG ′, (5.3)
for some matrix L ∈ Mn′×m′ (An′ ). We deduce G ′(S(R)) = M(R)G(R) = M(R)NG ′ from Eqs. (5.2) and
(5.1) and so G ′(X ′ + LG ′) = M(R)NG ′ . Expanding the left-hand side of this yields
G ′ + J ′LG ′ ≡ M(R)NG ′ mod (G ′)2. (5.4)
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J ′ × (∂ S)(R) ≡ (M J )(R) mod (G ′). (5.5)
Now suppose δ ∈ An and K ∈ Mn×m(An) such that (δ Im + J K )G ≡ 0 mod (G)2. Then applying r
and multiplying the resulting congruence on the left by M(R) we see that(
r(δ)M(R) + (M J K )(R))G(R) ≡ 0 mod (G ′)2.
By Eq. (5.5) the left-hand side is congruent to (r(δ)M(R) + J ′ × (∂ SK )(R))G(R) mod (G ′)2 which
equals (r(δ)M(R)N + J ′ × (∂ SK )(R)N)G ′ by (5.1). This is congruent to (r(δ)Im′ + J ′ × (r(δ)L +
(∂ SK )(R)N))G ′ mod (G ′)2 by Eq. (5.4). Thus r(δ) ∈ ′ and so r(D(B)) ⊂ D(B ′).
If σ ◦ ρ = id it follows similarly that σ(D(B ′)) ⊂ D(B). 
We proved more than what was asserted. Namely,
5.2. Corollary. If ρ : B → B ′ is an A-homomorphism which admits a section then ρ(D(B)) ⊂ D(B ′).
The following lemma is the ﬁrst step in determining the support of D(B).
5.3. Lemma. Suppose Spec B ′ is an aﬃne open of Spec B, then D(B ′) = D(B)B ′ .
Proof. We may suppose B ′ = B f for some f ∈ B and that An/(G) = B . Let f ′ be an element of An
that maps to f . Then φ : An[z] → B f , deﬁned by sending X to X and z to 1/ f is surjective and has
kernel (g1, . . . , gm, zf ′ − 1). Let G ′ = ( g1 . . . gm zf ′ − 1 )tr, J ′ = ∂G ′ , and 0m×n denote the m by n
zero matrix. Then J ′ = ( J 0m×1
z∂ f ′/∂ X f ′
)
.
We ﬁrst show that if a ∈ D(B/A) then a ∈ D(B f /A). If a ∈ D(B/A) then there exist matrices M ∈
Mm×m(An) and N ∈ Mn×m(An) such that aIm ≡ J N + M mod (G) and MG = 0 in An . We will show
that
aIm+1 ≡ J ′
(
N 0n×1
−z2(∂ f ′/∂ X)N za
)
+
(
M 0m×1
01×m 01×1
)
mod (G ′).
It is clear that this equation holds in all but the last row. As for the last row, in all but the last column
we must show that
01×m ≡ ( z∂ f ′/∂ X f ′ )
(
N
−z2∂ f ′/∂ XN
)
mod (G ′).
This holds because zf ′ ≡ 1 mod (G ′). In the last position of the last row, the equation is a ≡
f ′za mod (G ′). This holds for the same reason. Thus the above equation holds.
Clearly
( M 0m×1
01×m 01×1
)
G ′ = 0 in An[z], so a ∈ D(B f /A). Thus, D(B/A) ⊂ D(B f /A), and B f D(B/A) ⊂
D(B f /A).
Conversely, suppose a ∈ D(B f /A), and let a′ ∈ (B f /A,G) such that the image of a′ is a. Then
there exist matrices M ′ ∈M(m+1)×(m+1)(An[Z ]) and N ′ ∈M(n+1)×(m+1)(An[Z ]), with M ′G ′ = 0, satisfy-
ing
a′ Im+1 ≡ J ′N ′ + M ′ mod (G ′).
Mapping this relation around the following commutative diagram (given by z → 1/ f ′) shows that it
holds in (An) f ′/(G)
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An[z]/(G ′)
∼=
(An) f ′/(G).
In (An) f ′ , M ′G ′ is still 0, and also G ′ =
( G
0
)
, so if M is the matrix consisting of all rows and
columns of M ′ except the last row and column, we have that MG = 0 in (An) f ′ . Letting N be all rows
and columns of N ′ except for the last ones, we get a′ Im ≡ J N + M mod (G) in (An) f ′ . Multiplying by
a suﬃciently large power of f ′ (say t) will preserve the relation and clear the denominators, giving
us that f ′ ta′ ∈ (B/A,G), so f ta ∈ D(B/A), and a ∈ B f D(B/A), completing the proof. 
This allows us to prove the following corollary, which was also asserted in [A-DS].
5.4. Corollary. The set of points of Spec B/D(B) is the closure of the singular locus of Spec B.
Proof. Let Sing(B) be the points of Spec B which aren’t smooth over A. If p ∈ Spec B is not an element
of Sing(B), then there is an open aﬃne neighborhood SpecC of p which doesn’t intersect Sing(B).
Since SpecC ∩ Sing(B) = ∅, C is smooth over A, and thus by Corollary 2.3, D(C) = (1). By the lemma,
D(B)|SpecC = D(C), so D(B)|SpecC = (1). Therefore p (as an ideal of B) does not contain D(B), so p is
not in Spec B/D(B). Thus Spec B/D(B) ⊂ Sing(B).
To see that Spec B/D(B) ⊃ Sing(B) we note that by the lemma, D of the complement of
Spec B/D(B) is D(B) restricted to the complement of Spec B/D(B) and thus is (1). Therefore, by
Corollary 2.3, the complement of Spec B/D(B) is smooth over A. Therefore the complement of
Spec B/D(B) is contained in the complement of Sing(B), so Spec B/D(B) ⊃ Sing(B). The corollary
follows from the fact that Spec B/D(B), being closed, then contains Sing(B). 
In Appendix A, we will show  is ﬁnitely generated and (V0) is principal when A is a complete
valued domain, n is a non-negative integer and An = A〈X1, . . . , Xn〉.
When A is a complete valued domain one can formulate a more geometric version of Newton’s
lemma using D(B). Set Ω(B) = B/D(B).
5.5. Lemma. Suppose A is a complete valued domain. Let I be an ideal of A, f : Spec A/I → Spec B be a
Spec(A)-morphism and
Γ = AnnA/I
((
f ∗˜Ω(B)
)(
Spec(A/I)
))
,
where Ω˜(B) denotes the sheaﬁﬁcation of Ω(B). Then for any α ∈ A − AnnA Γ 2 there exists a morphism
f˜ : Spec A → Spec B lifting f mod αΓ .
Proof. We will prove this lemma using Corollary 1.4. The bulk of the work is to show that there is
a V satisfying Γ = D(V ) in A/I . Since everything is aﬃne, we will work over rings instead of over
schemes. Let f # : B → A/I deﬁne f . Let φ : An → B be given by X → X mod (G), and let ψ : A → A/I
be the reduction map. Let g : An → A be a morphism making the following diagram commute
An
g
φ
B
f #
A
ψ
A/I.
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G(V ) ≡ 0 mod I. (5.6)
We will apply Corollary 1.4 by showing that there exists an  ∈ R such that  < ‖α‖, and
‖(V )‖2  ‖I‖.
Let Ω = An/. Then we have an exact sequence
0→  → An → Ω → 0.
Tensoring this over An by A via g : An → A yields an exact sequence
0→ (V ) → A → Ω ⊗An A → 0.
The sequence remains exact because Ω ⊗An A = An/⊗An A ∼= A/(V ). Tensoring over A by A/I via
ψ : A → A/I yields
(V ) ⊗ A/I → A/I → Ω ⊗An A ⊗A A/I → 0.
Since ψ ◦ g = f # ◦ φ, we have that Ω ⊗An A ⊗A A/I ∼= Ω ⊗An B ⊗B A/I ∼= Ω(B) ⊗B A/I =
( f ∗˜Ω(B))(Spec A/I).
It follows that Γ is the image of (V ) in A/I . Hence α(V )2 is not contained in I and thus
α(V )2 strictly contains I (the ideals of A are totally ordered by inclusion since A is a complete
valued domain). Let  ∈ R,  < ‖α‖, ‖(V )‖2  ‖I‖. The lemma now follows from Corollary 1.4,
with V0 = V , μ = ‖α‖ and E = . 
6. The Greenberg–Schappacher theorem
As an application of the above results we give a proof of a theorem proven by M. Greenberg
[G, Cor. 2 to Thm. 1] in the case of a complete discrete valuation ring and in greater generality by
N. Schappacher [Sch, Kor. 1.2] that asserts that if a system of equations of a complete valued ring
takes arbitrarily small values, then it takes the value zero. (Note: Greenberg’s theorem was proven for
Henselian discrete valuation rings.)
Suppose A is a complete valued domain and n is a non-negative integer. Now we assume An =
A〈X1, . . . , Xn〉. Let K denote the ﬁeld of fractions of A. Let u > 0 be an integer and M a sub-An-
module of Aun = An × · · · × An . The An-module MK ∩ Aun is called the saturation of M and M is said
to be saturated if it is equal to its saturation. Satz 2 §2 of [G-R] asserts that any saturated module is
ﬁnitely generated. We will use this result several times in the remainder of this paper.
6.1. Proposition. Suppose H is an ideal in An and the greatest lower bound of {‖H(V )‖ | V ∈ An} is zero.
Then there exists a W ∈ An such that H(W ) = 0.
Proof. For an ideal I in An , let I˜ denote the saturation of the radical of I . Then I˜ is ﬁnitely generated.
It follows that there exists an integer k and an element b = 0 ∈ A such that (bI˜)k ⊂ I . Hence 0 = the
greatest lower bound of {‖H˜(V )‖ | V ∈ An}. Also note that ˜˜I = I˜ , so I˜ is also reduced. We will prove
the theorem by induction on dimA Spec An/H˜ .
If dimA Spec An/H˜ = 0, then An = H˜ so 1 is the greatest lower bound of {‖H˜(V )‖ | V ∈ An}. The
theorem is vacuously true in this case.
Now suppose r = dimA Spec An/H˜ > 0 and the theorem is true for dimA Spec An/H˜ < r. Since
H˜ ⊃ H we may suppose H˜ = H and hence that An/H is reduced. Let  be as in Section 2 (by Propo-
sition 5.1, it only depends on H and not on the generators chosen). Because A is a complete valued
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Corollary 5.4 that dimA(Spec An/˜) < r. Let K be the greatest lower bound of {‖(V )‖ | V ∈ An}. If
K = 0 then it follows from the induction hypothesis that there exists a W ∈ An such that (W ) = 0.
Since  ⊃ H , H(W ) = 0 as well. If K > 0 then since our hypotheses imply that there exists a
V ∈ An such that ‖H(V )‖ < K 2  ‖(V )‖2, Corollary 1.4 implies that there exists a W ∈ An such
that H(W ) = 0. This concludes the proof. 
Remark. One can prove a little more using Theorem 2.2, which states that Ds has SILP. Namely, if
Vi is a sequence of n-column vectors over A such that ‖H(Vi)‖ → 0, then there exists a sequence
Wi of n-column vectors over A such that H(Wi) = 0 and ‖Wi − Vi‖ → 0. However, Vi may have no
convergent subsequence.
Appendix A. Conditions for D(B) to be ﬁnitely generated
In this appendix, we will show that D(B) is ﬁnitely generated when A is a complete valued domain
and B is topologically ﬁnitely presentable over A, that is, if B = A〈x1, . . . , xn〉/(G) for some n, and
some ﬁnitely generated (G). This is true for the ring of integer valued functions in a reduced Tate
algebra over the ﬁeld of fractions of A.
Let notation be as in Section 1. We have two linear maps
J : Mn×m(An) → Mm×m(An)
and
G : Mm×m(An) → Mm×1(An),
where the ﬁrst is given by multiplication on the left by J and the second by multiplication on the
right by G . Then
 = {δ ∈ An ∣∣ δ Im ∈ (Im( J ) + Ker(G) + Mm×m((G)))}.
Now suppose A is a complete valued domain, m and n are non-negative integers and An =
A〈X1, . . . , Xn〉. Then An/ will be known to be topologically ﬁnitely presentable over A once we
establish.
A.1. Proposition. The ideal  is ﬁnitely generated.
Proof. The kernel of G is a saturated An-submodule of Mm×m(An) and hence is ﬁnitely generated. As
Im = An Im ∩ (Im( J ) + Ker(G) + Mm×m((G))) the proposition will follow from:
A.2. Lemma. Suppose u is a positive integer and R and S are two ﬁnitely generated An-submodules of Aun then
R ∩ S is ﬁnitely generated.
Proof. Let R = (r1, . . . , r j) and S = (s1, . . . , sk). Let T denote the An-submodule of A j+kn of all ele-
ments W such that
W (r1, . . . , r j, s1, . . . , sk)
t = 0.
Then T is saturated and thus ﬁnitely generated. It follows that as
R ∩ S = T (r1, . . . , r j,0, . . . ,0)t,
R ∩ S is ﬁnitely generated. 
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A.4. Corollary. If V ∈ An, (V ) is principal.
Proof. This follows immediately from the previous proposition as any ﬁnitely generated submodule
of A is principal. 
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