Birth-death Markov models have been widely used in the study of natural and physical processes. The analysis of such processes, however, is mostly performed using time series analysis. In this report, a finite state birth----death Markov process is analyzed using the z----transform approach. The performance metrics of the system and their variation with the system parameters are then derived and presented.
The approach normally used to study processes exhibiting Markovian characteristics is time series analysis. The derivation of the performance metrics, however, can also be accomplished by using the ztransform, which is quite applicable to cases where the systems under investigation exhibit discrete-time dependence (Kleinrock, 1975) . In this report, the z-transform is used to investigate the performance of a process exhibiting birth-death Markovian properties. The performance parameters of the process are derived, and it is then shown how the derived scheme can be used to characterize various real life processes.
SYSTEM ANALYSIS
The transition diagram of the system analyzed in this report is given in Fig. 1 , having N+1 states numbered 0 to N with the transition probabilities between the states also shown. The transition diagram can be reduced to that of Fig. 2 using state reduction techniques found in Howard (1971) . In making the derivations in this report however, the same notations used in earlier reports by the author (e.g. Kundaeli, 2002) have been maintained in order to ensure consistency. We then introduce the following extra parameters: K = n, M = m -n and J = N -m with 0≤ n<m≤N to obtain the partial transfer functions in Fig. 2 as 
and U i = floor{(U-i)/2}. Using (1) and (2), the transfer function from state n to m is given by The Z-Transform applied to birth-death Markov processes Kundaeli from which we obtain the transition time from state n to m as
We then use the following notations in the ensuing derivations
and consider two cases: n = 0, M >1 and n>1, M>1 because the other cases can be obtained from them. (14) (15)
If we apply (12) to (16) and perform some algebraic manipulations we obtain L nm as 
when M is even and given as M = 2S and (19) when M is odd and given as M = 2S + 1 with
The elaborate algebraic manipulations have been omitted in deriving (18) [ ]
Note that when n = 1 and M > 1 then 
and when n = M = 1 then
The transition times from state m to n can be obtained in a similar manner to those for n to m. Therefore, when m = N and M > 1
Likewise, when m < N and M > 1 we obtain [ ]
From the above results, when m = N-1 and M = 1 then 
RESULTS AND DISCUSSION
The results of the analysis are given in Figs. 3 to 10. In these results, it is assumed that transitions between states take place at regular intervals denoted by T, and the transition times Lnm and Lmn are then given as multiples of T. Also, unless indicated otherwise, the parameters have been fixed at P 0 = Q N = 0.5, P 1 = P 11 = 0.33, N = 10, n = 2 and m = 6. Fig. 3 shows how the transition time from state 2 to 6 varies with the transition probability (P 0 ) in state 0. As expected, the transition time is very high at low values of P 0 indicating the high reluctance of the system to leave state 0. As P 0 increases, however, the transition time decreases as expected. In Fig. 4 it is seen that the transition time from state 2 to 6 decreases very sharply as P 1 increases, implying that the high value of P 1 forces the system to move to state 6 faster. It is also seen that P 1 has a higher effect on the transition time than P 0 . Fig. 5 shows that the transition time increases with P 11 . This implies that the system has a higher tendency to stay in any state as P 11 increases. Fig. 6 shows the transition time as a function of n when m, the state to which the system is supposed to transit to, is fixed. It is seen that the transition time does not decrease sharply as n approaches m as would be expected. This can be attributed to the fact that the system spends appreciable time looping in the states below n, and this increases the transition time. Fig. 7 shows that the transition time increases as m, the state to which the system is to transit to, increases. It is also seen that this curve takes on a shape that is opposite to that of Fig. 6. Fig. 8 shows how the transition time from a higher state m to a lower one n varies with Q N , the transition probability in state N. The shape of this curve resembles the one in Fig. 3 as expected. It is also seen in Fig. 9 that the transition time from state m to n decreases as n approaches m. This is expected because the distance between m and n decreases with n. Finally, Fig. 10 shows as expected that the transition time from state m to a fixed state n increases as m increases. The behaviour of the system has therefore been well illustrated by the presented plots. Whereas these results represent some sample behaviours of such The Z-Transform applied to birth-death Markov processes Kundaeli respectively. The model can also be employed in queuing systems. In this report, however, the model is applicable if the single queue single server model is employed. In such cases, the durations needed for the number of users to change from n to m or m to n are Lnm and Lmn respectively. Finally, many biological systems can be represented by the birth-death model. In such cases, the states used in this report represent the population of the biological system. Since the birth and death rates in a biological system are not necessarily constant, they need to be normalised to the population in each state, thus making the model investigated in this paper applicable. The time needed for the population to change from n to m is then Lnm whereas the time needed for the population to change from m to n is Lmn.
CONCLUSION
The analysis of a birth-death process in which the birth and death transition probabilities are fixed has been investigated. It has been shown that the obtained results represent the expected behaviour of the system, and the investigated model can also be used for practical systems. It can for example be used to investigate frame synchronization systems that employ bidirectional counters to store the state and status of synchronization, queuing systems in which the arrival and service rates are constant, and the population dynamics of biological birth-death systems. Further research in this area will consider cases where the transition probabilities between the states are not constant.
