Abstract. We conduct a comparative analysis of trial-heat opinion polls and election prediction markets as information aggregation mechanisms. We present both cross sectional and time series evidence from the 2008 Democratic Party nomination race between Barack Obama and Hillary Clinton showing that market prices contain information about election outcomes that polls do not, while part of the surprise relative to polls is genuine news to the market as well. We then ask the question whether the apparent information surplus in prices could come from media coverage of these campaigns, and uncover interesting relationships between the pollster's surprise, price movements, and various aspects of media coverage. In particular, prices are shown to anticipate the balance and content of media coverage, but these variables do not Granger cause pollster's surprise. The volume of media coverage, on the other hand, is a significant predictor, but appears not to be incorporated in the price.
Introduction
With the spread of digital technology prediction markets have emerged as a competitive alternative to traditional polls in producing political forecasts. But at the core, the key issue remains unchanged: collecting and aggregating relevant information and employing it to produce accurate predictions. The efficacy of political forecasting has been front and center in public discourse following the 2016 U.S. presidential election cycle. Widespread failure of forecasting Trump as the winner has set off intense discussion of polling methodologies and The paper is based on a PhD dissertation chapter of the first author. Many thanks to Joseph Cummins, Gloria Gonzalez-Rivera and Maxwell Stinchcombe for helpful comments and suggestions. All errors are our responsibility.
the possible causes of mismeasurement (Lohr and Singer [2016] , Mercer et al. [2016] , Bialik and Enten [2016] ). In fact, similar questions were raised already after the 2008 primary cycle in light of the fact that the Democratic winner in competitive states was consistently underpolled (Traugott and Wlezien [2009] , Traugott et al. [2008] ). While the failure of prediction markets has received less public attention, the fact remains that they, too, fared very poorly in forecasting the outcome of the last presidential election. A rather stunning illustration is provided by the daily evolution of vote share and winner-take-all security prices in the Iowa Electronic Markets (IEM). Even a casual glance at these time series shows that, up until the very last moment, markets considered Clinton as the overwhelming favorite.
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The theoretical and empirical literature on prediction markets as a forecasting mechanism in general, and as a mechanism for political forecasting in particular, has grown rapidly over the last two decades (see, e.g., Chen and Plott [2002] , Arrow et al. [2008] for early endorsements, Tziralis and Tatsiopoulos [2007] , Horn et al. [2014] and the references therein for a broad overview). In comparing polls and prediction markets, the empirical literature has typically focused on forecast accuracy. In a series of papers, Berg et al. [2003 Berg et al. [ , 2008 use IEM data to argue that prediction market prices have significantly lower forecast errors both in the short and the long run compared to contemporaneous polls. Results in a similar vein are obtained by Leigh and Wolfers [2006] . Nevertheless, recent events and other concurrent research paint a more complicated picture. As pointed out above, the cautionary tale provided by the 2016 U.S. election cycle applies to markets as well as polls. Jacobsen et al. [2000] present earlier evidence of market based forecasts for European elections not being particularly accurate.
Using data from the same time period as Berg et al. [2008] , Erikson and Wlezien [2008] construct projections of vote shares and win probabilities based on daily polls and show that these projections can outperform prediction markets. Using a long series of historical data on election betting markets dating back to the early 20th century, Erikson and Wlezien [2012a] present comparative analysis of markets before and after the introduction of scientic 1 See http://tippie.biz.uiowa.edu/iem/. When accessed on Sept. 18, 2017, these figures were still prominently displayed on the front page.
polling, and provide intriguing evidence that market prices were far better predictors in the period without polls, than when polls were available.
From a theoretical perspective, one could argue that direct comparisons of forecast accuracy across polls and markets are somewhat odd given the fact that the two institutions are designed to answer different questions (who do you support versus who do you think will win). Accordingly, the election forecasting literature has recently proposed to poll voter expectations rather than voter intentions. As Graefe [2014] and Rothschild and Wolfers [2013] show, the first kind of poll may indeed outperform the second in forecasting election outcomes and vote shares.
Already this brief review of the literature suggests that claims about the superiority of markets as information gathering and processing devices need qualification, and the relative and absolute forecasting capacity of polls and markets warrants further investigation from various angles. Our contribution is precisely to provide a separate, and complementary, approach to comparing polls and prediction markets. The goal is not to analyze forecast accuracy per se but rather the dynamics of information assimilation and exchange by these institutions. Ultimately, polls and election markets both aggregate information about the voting public, so there is likely to be information flow from one to the other, inducing correlation in forecasting performance. But when the two methods do perform differently in terms of accuracy, the difference is likely to stem from information that is not common to the two aggregation methods. To what extent does the information content of polls and prediction markets differ at a point in time? Does news relative to polls move markets or do markets anticipate such news at least in part? In the latter case, do market prices really contain information not available elsewhere, or do they contain public information conveyed by the news media, but not (yet) reflected in polls? We investigate these questions through a unique case study-the race between Barack Obama and Hillary Clinton for the 2008 Democratic presidential nomination in the U.S. This historic primary season provides for an unusually long sequence of highly contested elections with rich data on pre-election polls, various prediction market prices and media coverage.
To further motivate and operationalize these ideas, it is helpful to start from the null hypothesis that election markets generally provide more accurate predictions than polls. Any mechanical demonstration of this hypothesis would immediately beg the question why the observed discrepancy in forecasting performance arises. The most natural theoretical explanation, motivated by various forms of the efficient market hypothesis, is that market prices incorporate information that polls do not. , and we correlate it with various prediction market prices both in cross section (across states) and over time.
Nevertheless, pollster's surprise is still a black box in that it does not reveal what type of information is being missed by polls. There is a widely held view among political scientists that there are 'fundamentals' of the political landscape that can predict the eventual election outcomes, regardless of the variations in trial-heat polling (Gelman and King [1993] ). The theoretical role of political campaigns presumably lies in focusing the attention of the voters, and making them aware of the relevant fundamentals. Put more philosophically, the question is how the public actually learns the 'knowables' about the election (Erikson and Wlezien [2012b] ). Almost by definition, the source of public information about political campaigns is media coverage. This includes coverage of poll numbers, but potentially other qualitative information that helps reveal systematic biases in polls or simply takes time to be internalized by them. We therefore construct various time series measures of campaign media coverage and correlate it with prediction market prices as well as pollster's surprise over time. We also analyze prices, pollster's surprise and media coverage jointly as a trivariate system.
The use of media variables also motivated by previous empirical work. A growing body of literature at the intersection of political science and communication theory studies media coverage of elections in general, and coverage of election related opinion polls in particular 2 For example, Kou and Sobel [2004] provide a theoretical model for comparing prediction markets and polls in a time series setting, where the crucial assumption is that the information set of the poll respondents is contained in the information set of the traders.
(see, e.g., Holtz-Bacha and Strömbäck [2012] , Searles et al. [2016] and references therein).
An important observation is that media coverage of the universe of polls produced during an election cycle is subject to editorial choices and selection bias (see Searles et al. [2016] for We first employ the media coverage indices in pairwise Granger causality tests with pollster's surprise and the price changes of the 'Obama wins nomination' IEM security. Regarding pollster's surprise, we find strong causality from media volume to surprise, and weaker, less robust causality from surprise to media volume. The former result could be somewhat mechanical as media coverage likely intensifies leading up to state elections, and Obama's surprises are predominantly positive. The latter result indicates that election surprises generate extra media coverage over the following days. There is only weak evidence of causality from media balance to surprise (and none the other way), and no evidence of causality involving the media content index. Regarding price movements, media volume is not a significant predictor, nor is it predicted by past price changes. Nevertheless, both price changes and media volume cause surprise in pairwise tests, which suggests that their information content about future surprises is orthogonal. Media balance or content do not cause price changes either, but there is weak causality from price movements to media balance. Most interestingly, we present some evidence (both formally and visually) that prices anticipate the media content index, i.e., price changes tend to be above average (and positive) already before a 'good media day' for Obama, and below average (or even slightly negative) before 'bad media days'. No such discrepancy in price changes can be observed after bad/good news days. However, as mentioned above, the number of identifiable good/bad media days is rather small in the sample, so we consider these findings suggestive rather than conclusive.
At the very least, the results can serve as a pointer for future investigations.
Finally, we conduct some trivariate Granger causality tests between price changes, pollster's surprise and media coverage (one index at a time) to refine our understanding of the dynamic relationships between these variables. The highlights from the trivariate exercise are as follows. The Granger causality tests from price to surprise and surprise to price barely change when controlling for the history of any of the media variables. This suggests that price movements contain information about future election surprises above and beyond the media variables. Furthermore, causality from media volume to pollster's surprise also persists when controlling for past price movements, meaning the volume of media coverage contains information about pollster's surprise above and beyond price movements. This finding is in line with the bivariate results, and in contradiction with the efficient market hypothesis. In contrast, the already weaker causality from media balance to pollster's surprise completely disappears when controlling for past price movements, i.e., prices do seem to internalize this aspect of the media coverage. Finally, the evidence of causality from surprise to media volume becomes stronger when controlling for prices.
These empirical results are consistent with markets potentially giving more accurate shortterm election forecasts than polls alone due to some type of extra information. While prices seem to incorporate information ahead of time about the balance and content of media coverage, but these variables do not help predict pollster's surprise. (Of course, media balance and content may very well affect public opinion in a way that is reflected in polls.)
Nevertheless, there is an aspect of media coverage (volume) that appears informative about pollster's surprise but which prices do not incorporate. Going against market efficiency, this result suggests that poll results combined with suitable public information can potentially outperform markets. These are strong claims, and are subject to some technical caveats, but are consistent with the mixed results in the literature regarding the performance of market based vs. poll based forecasts.
The paper proceeds as follows. In Section 2, we describe the Democratic primary process and the construction of the three sets of variables (price changes, pollster's surprise, media indices) in some detail. Section 3 gives a technical overview of the estimation and testing strategy. Section 4 presents the results and Section 5 concludes. An Online Appendix contains additional information about the data sets, variable definitions, and results not reported in the main text due to space constraints.
Institutional background, data sources and variable definitions
In broad terms, the contest for the Democratic presidential nomination in the U.S. is conducted as follows. There is a sequence of primary elections and caucuses, where registered design, these markets ceased to function after the election had taken place, and their overall depth depended on the prominence of the state in the primary process, with the bulk of the trading activity typically taking place in the last few days before the election. We specifically focus on the binary (winner-take-all) market for Obama carrying the state, and record the closing price of the corresponding security on the last day before the primary. We use these prices in a cross-sectional analysis of state markets.
Second, IEM ran markets for the ultimate Democratic presidential nomination. election in that state. 11 These raw differences are used directly in the cross sectional analysis of state markets, and are further aggregated before relating them to the evolution of prices in the market for overall nomination. In particular, we multiply the raw differences by the fraction of total delegates at stake in each state; hence, a one percentage point difference in actual versus predicted vote share in a 'big' state counts as a larger surprise than the same difference in a 'small' state. To compute total surprise for a given day, we add up the weighted surprise measures for all elections held that day. If there are no elections on the day in question, we set the surprise measure to zero. Therefore, the daily surprise time series
consists of a sequence of spikes concentrated on election days; see Figure 1 .
There are some data availability and interpretation issues that affect the construction of the pollster's surprise. In most states the last available poll was held just a couple of days before the election, but there are some (typically small) states where the last poll came months earlier or there was no poll data available at all. To ensure a consistent interpretation of the surprise figures across elections, states with old or no polls were dropped from the analysis. Two large states, Michigan and Florida, were also dropped due to the controversies surrounding the Democratic primaries in those states. 12 Overall, the elections for which sufficiently recent poll data was available account for over 90% of all delegates at stake (not counting Florida and Michigan delegates). The election data and the construction of the surprise index is described in more detail in Online Appendix A.
Media data. We construct three indices capturing different aspects of media coverage, using data compiled by the Pew Research Center Project for Excellence in Journalism (PEJ).
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During the campaign period, PEJ monitored and sampled various media outlets on a daily
11
There are well-established stylized facts about opinion polls being less informative earlier in the election cycle (Erikson and Wlezien [2012b] ). By using the latest polls, we maximize their information content.
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In short, delegates from these states were originally stripped of voting rights at the Democratic National Clinton as the lead newsmaker, were news items rather than opinion pieces, and had rela- The third and final media index uses additional data and attempts to capture the qualitative content of media coverage. Using the 'substoryline' codes assigned by PEJ, we attempt to identify TV and Radio stories that can be classified as 'good' or 'bad' from Obama's standpoint with reasonable certainty. The substorylines refer to specific events or news items such as 'Clinton, Obama spar over MLK comments', 'Kennedy family endorses Obama', etc., but not the primary results themselves.
14 Where necessary, we googled these events for their broader context to make a (subjective) call on their classification, or whether to drop them altogether. The final list of the employed substorylines and their classification is given in Online Appendix B.3. On each day with some storylines identified as 'good' or 'bad', we add up the duration of stories good for Obama vs. bad for Obama, and take the difference.
The days on which no such stories can be identified are assigned the value zero (110 days altogether). The resulting variable is our 'media content' index, and it consists of 57 non-zero of spikes varied in sign and size.
3. Time series methodology: bivaraite and trivariate Granger causality
Granger causality, since its inception by Granger [1969] , has become a widely used concept to assess whether a time series is Y contains unique information about the future of another time series X. Here we restate some basic definitions and provide a brief description of the test variants we employ. We then discuss implementation issues and limitations.
Let W t = (X t , Y t ) be a bivariate covariance stationary process. A fairly narrow (but practical) definition of bivariate Granger causality states that Y does not Granger cause
X at horizon h ≥ 1 if the linear projection of X t+h on the information set I X (t) = {1, X t , X t−1 , . . .} coincides with the linear projection of X t+h on the larger information set
Assuming that the linear projections involved in the definition can be well approximated by a VAR(K) model with a finite number of lags K, one can readily test for causality going from Y to X by estimating the regression equation
(1) A technical problem with the test based on model (1) is that in our application some of the variables of interest, namely, the pollster's surprise and the media content index, are highly nonlinear (a sequence of spikes with zeros in between). In general, if X is such a variable, and causality from Y to X is being tested, it is unlikely that a finite order autoregression provides a good approximation to the linear projection of X t on I W (t), meaning that the error term t is severely heteroskedastic and/or autocorrelated for any finite K even under the null. While using a robust Wald test potentially mitigates the problem, there is another test strategy that avoids the use of such X as the dependent variable altogether. The method is due to Sims [1972] and Geweke et al. [1983] , and consists of regressing the potential causing variable Y on its own history as well as past, current, and future values of X:
Lack of Granger causality from Y to X corresponds to the condition H 0 :
This approach to testing Granger causality allows us to avoid using pollster's surprise as the dependent variable in a linear model.
The definition of Granger causality readily extends to trivariate settings with the (covariance stationary) process W t = (X t , Y t , Z t ) now including a 'control' or auxiliary variable Z. A natural starting point for testing lack of causality from Y to X in the presence Z is to augment the regressions (1) and (2) with the explanatory variables Z t−1 , . . . , Z t−K . Nevertheless, the trivariate setting is complicated by the fact that acceptance of H 0 : β 1 = . . . = β K = 0 or H 0 : γ 1 = . . . = γ K = 0 only implies non-causality at horizon h = 1; causality may still exist at horizons h > 1, which needs to be tested for separately. and Renault [1998] . This last test is easily implemented by replacing the dependent variable X t in regression (1) with X t+h−1 (and adding Z t−1 , . . . , Z t−K as explanatory variables).
Limitations. The definition of Granger causality given above is based on the linear projection of Y t+h on I W (t), which is a rather narrow aspect of the joint distribution of these two objects.
Under fairly mild additional assumptions, e.g., that the error t is a martingale difference sequence w.r.t. I W (t), the tests discussed above can be reinterpreted as tests of causality in the conditional mean. More generally, Granger causality from Y to X could (also) be conveyed by higher moments, which will not be detected by these tests. Nevertheless, with the limited amount of data available the implementation of more demanding higher order causality tests is rather pointless, even though it would be an interesting exercise given the obviously nonlinear nature of some of our variables.
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Another concern is that using conventional nominal significance levels for individual tests might lead to overrejection due to specification search and the large number of tests performed. We do not formally deal with this issue but note that our strongest results are based on p-values that very close to zero and reasonably robust across choices of K.
Empirical results
4.1. Cross sectional evidence. Table 1 huge; a relatively early example is Hiemstra and Jones [1994] , and a relatively recent one is Taamouti et al.
[2014]. Thus, the cross sectional results strongly indicate that by the election date market prices will have incorporated information not available in polls.
4.2. Time series evidence: bivariate Granger causality. We now present evidence on the dynamic relationships between our time series variables. In what follows, 'price' will mean the daily log-price changes in the 'Obama wins Democratic nomination' winner-take-all security and 'surprise' will mean the daily time series of aggregate election surprises.
The bivariate Granger causality results are displayed in Tables 2 through 6; Table 7 (2) with a conventional covariance matrix; (iv) Wald test based on equation (2) with a robust covariance matrix. We will refer to tests (i) and (ii) as a 'Granger test' and tests (iii) and (iv) as a 'Sims test'; see Section 3 for a more detailed description. Here we only note that if X is a sequence of spikes (specifically, the pollster's surprise or the media content index), then we consider the robust Sims test as the most reliable. Otherwise the robust Granger test is the benchmark procedure. We implement each type of test for a range of lag specifications, noting the preferred lag orders picked by various information criteria (IC). This allows for direct assessment of sensitivity to lag choice.
Given our relatively short sample, and the daily frequency, we consider K ≤ 14.
Pollster's surprise and prices. The top panel of Table 2 examines whether past election surprises are helpful for predicting future prices (taking the history of prices into account).
The conventional and robust Granger tests are both highly significant and very robust to the number of lags included in the test equation. Only the robust Sims tests are unable to detect causality, but we discount these results as in these regressions the dependent variable is the (highly nonlinear) surprise time series. We interpret these results as strong and robust evidence that part of the pollster's surprise is genuine surprise for the market as well; in other words, prices react to election outcomes.
Conversely, causality from price to surprise is being tested in bottom panel of Table 2 . Here the Sims tests are more appropriate, and they strongly reject in models that are at least moderately large (5 lags and up), with all the IC supporting these models. For the robust Sims test even the smaller models are not that far from significant rejection (with p-values of 7 and 14 percent). We discount the Granger tests as they use surprise as the dependent variable, and interpret the results as reasonably robust and strong evidence that prices anticipate part of the pollster's surprise. That is, price movements contain some information about future election outcomes not available in polls. Pollster's surprise and media variables. Table 3 examines the dynamic relationship between pollster's surprise and media volume. The evidence that past election surprises predict the volume of media coverage is mixed and sensitive to model specification; see the robust
Granger tests in the top panel of Table 3 . Nevertheless, the test does reject well below 5% at or around the lag order picked by BIC/HQ (=1) as well as AIC (=13). Conversely, the Sims tests in the bottom panel show strong and robust causality from media volume to surprise.
A possible interpretation of this result is rather mechanical-it is natural for media coverage to intensify leading up to the state primaries, and, at the same time, the aggregate surprise time series for Obama is a sequence of overwhelmingly positive spikes. Finally, there is no evidence of causality between the media content index and pollster's surprise either way (tables not shown to conserve space). As discussed in Section 2, the number of identified good/bad news days is rather small, so lack of power may very well play a role in these negative results.
Prices and media variables. There is no evidence of Granger causality between prices and volume of media coverage in either direction (tables not shown to save space). Nevertheless, as shown above, prices and media volume are both reasonably strong predictors of pollster's surprise. Taken together, these results suggest that the information content of the two variables about future surprises is orthogonal. We will investigate this issue further using trivariate tests. Finally, the relationship between prices and the media content index is examined in Table 6 .
As indicated by the top panel, there is no evidence that the media content index causes prices (the caveat about power applies). As for prices anticipating content, the robust Sims test in the bottom panel is the benchmark, as the media content index is a sequence of spikes. The test rejects non-causality for the larger models picked by the IC, but at shorter lags as well.
Again, rejection at short lags is important because it is hard to explain how price movements could anticipate, say, a random controversial remark made by Obama a week later. On the other hand, rejections at short lags could be interpreted as Obama making the controversial remark, prices reacting immediately or at least within the day, and negative media coverage gradually building up over the following few days. shows the average price change on bad news days, while the green line shows the average price change on good news days. The label 'Day -1' denotes the set of all days preceding an informative day (which includes some informative days as well). The corresponding value of the red line shows the average price change on days preceding a bad news day, and the green line shows the average price change on days preceding a good news day, etc. The average price change over all days in the sample period is shown as a horizontal dotted black line.
(As the price for Obama's nomination was gradually increasing over the sample period, the overall average is positive.)
The pattern seen in Figure 3 is very suggestive. On average, price changes before good news days are positive and often exceed the unconditional average, while price changes before bad news days are below the unconditional average and often negative. The difference disappears after Day 0. While the two lines are likely not statistically distinguishable at conventional significance levels, this pattern suggests that the market anticipates and adjusts for favorable and unfavorable media coverage. While traders may actually receive private information ahead of time about certain planned events (e.g., a public figure endorsing Obama), this
clearly cannot be the case for other events (random controversial remarks made in a speech).
The interpretation in this case is that markets react to triggering events quicker, while conventional media coverage is slower to build up and persists for several days.
As a convenient summary, Table 7 shows all the conclusions drawn from the bivariate Granger causality tests. One step ahead tests. The first question to ask is whether the two-way Granger causality between price and pollster's surprise persists (one step ahead) when the history of media coverage is controlled for in the test equations. The short answer is yes; none of the media indices affect the price-surprise relationship appreciably. For media balance and content this is very much expected based on the bivariate results: there is at most weak evidence of media balance causing pollster's surprise on its own (none for content), and price movements already anticipate both of these variables; see Table 7 . Indeed, looking at the same test equations from another perspective, the already weak causality from balance to surprise completely disappears in the presence of price. Hence, if media balance carries any information at all about election outcomes that is not reflected in polls, it is already incorporated in the price.
In contrast to balance and content, media volume (strongly) causes surprise in a bivariate setting, but adding volume as a control to the price-surprise equations still does not affect causality in either direction. Moreover, volume to surprise causality persists in the presence of price. These findings point toward prices and media volume containing independent information about election surprises relative to polls. This interpretation is further corroborated by the fact that price and volume do not Granger cause each other in a bivariate setting (see again Table 7 ). Of course, these results contradict the efficient market hypothesis, and imply that short term election forecasts based on polls can be enhanced by adding information about media volume in some form. These enhanced forecasts may potentially outperform markets as well, as volume information is not incorporated in the price.
A caveat, as mentioned earlier, is that the apparent causality from volume to surprise may just be an ex-post mechanical relationship due to media coverage intensifying before elections and Obama's surprises being mostly positive for independent reasons. Hence, the external validity of these findings needs further investigation outside the context of the present case study.
Another noteworthy result from the one-step-ahead trivariate tests is that the evidence of causality from surprise to media volume becomes considerably stronger in the presence of price history as a control.
Indirect causality chains and longer horizon causality. In testing direct causality between price and media volume, no relationship is found in the bivariate setting (Table 7) , and one-step-ahead non-causality persists when controling for the presence of surprise. However, the results discussed in the previous subsection imply the existence of the causality chains [volume → 1 surprise → 1 price] and [price → 1 surprise → 1 volume]. These indirect channels with surprise as the mediator open the door for Granger causality between price and media volume over longer time horizons, despite the fact that price and media volume do not cause each other one step ahead in the presence of surprise. Using Step 3 of the Hill [2007] procedure supports long term (indirect) causality from media volume to price, jointly over all horizons up to a week ahead. The Dufour and Renault [1998] horizon-specific direct tests produce less conclusive results. Regarding long term (indirect) causality from price to media volume, Step 3 of the Hill [2007] procedure gives somewhat mixed evidence, but there is some support for causality.
Similarly, there is strong evidence of a [surprise → 1 price → 1 balance] causality chain based on the one step ahead results. This implies that [surprise→ h balance|price] is possible for h > 1 despite the fact that surprise does not cause balance one step ahead (with or without price as a control). Indirect causality jointly over all horizons up to a week ahead is confirmed by the Step 3 of the Hill [2007] procedure; the horizon-specific direct tests yield mostly negative results.
Discussion and conclusion
We started with a set of questions about the information content of opinion polls and prediction market prices:
To what extent does the information content of polls and prediction markets differ at a point in time? Does news relative to polls move markets or do markets anticipate such news at least in part?
In the latter case, do market prices really contain information not available elsewhere, or do they contain public information conveyed by the news media, but not (yet) reflected in polls?
Regarding the first two questions, evidence from our case study suggests that both state level and national prediction market prices contain information about primary outcomes not available in raw poll numbers. On the other hand, pollster's surprise Granger causes price movements in the national market, i.e., part of the pollster's surprise seems to be genuine news to the market as well.
Regarding the last question, our analysis yields several insights. The extra information possessed by the market about election surprises is not accounted for by the three media coverage indices constructed here (volume, balance and content). However, the reasons differ. While prices seem to incorporate ahead of time information about media balance and content, these variables do not Granger cause election surprises (balance and content can still have an effect on election outcomes, but the effect then goes through polls). Volume of media coverage does Granger cause election surprises, but this information does not seem to be reflected in price movements.
What conclusions can we draw from our results? Overall, the picture that emerges is of a fairly complex relationship between markets, polls, and media. Specifically, the information flow into markets has efficient and inefficient features at the same time. It seems some election-relevant information implicit in media coverage is ignored by traders, but they do draw from sources other than the public media. These sources provide valuable information not available in polls. The ignored election-relevant information is likely related simply to the raw volume of media coverage. This is not intuitive, but consistent with Tumasjan et al.
[2010] (volume being informative) and Lerman et al. [2008] (prediction markets ignoring information in media). In sum, these results lend further credence to the idea that combining forecasts from various methods can improve the quality of election forecasting (e.g., Rothschild [2015] ).
There are of course a number caveats to our analysis and results. First of all, this is just one case study. External validity (overfitting) is naturally a concern, especially in relation to the findings about market inefficiency. But in exchange for limiting our analysis to this particular case study, we have been able to create and utilize unique datasets, both cross sectional and time series, and ask interesting questions about the role of three diverse mechanisms (markets, polls and media) in aggregating information. At the very least, we have generated interesting hypotheses which can be tested in other contexts as well.
