This paper presents an efficient approach for solving a real two-dimensional irregular cutting stock problem in ship building industry. Cutting stock problem is a common cutting and packing problem that arises in a variety of industrial applications. A modification of selection heuristic Exact Fit is applied in our research. In the case referring to irregular shapes, a placement heuristics is more important to construct a complete solution. A placement heuristic relating to bottom-left-fill is presented. We evaluate the proposed approach using generated instance only with convex shapes in literatures and some instances with nonconvex shapes based on real problem from ship building industry. The results demonstrate that the effectiveness and efficiency of the proposed approach are significantly better than some conventional heuristics.
Introduction
Cutting and packing problem reflects the large application scope, such as ship building, wood, shoe, garment, steel, and glass manufacturing, packing on shelves or truck beds in transportation and warehousing, and the paging of articles in newspapers [1, 2] . A wide variety of investigations in literatures exist into the two-dimensional cutting and packing problems. The basic idea is to find an arrangement of a finite number of items to cut from stocks or pack inside bins. The main goal is to minimize the number of stocks or bins and maximize the utilization of materials. Figure 1 provides an example of a layout from iron and steel industry.
Cutting and packing problems include knapsack problem, strip packing, bin packing, and cutting stock problem. In this paper, we focus on the two-dimensional irregular cutting stock problem. This problem is to cut a finite set of two-dimensional irregular items from a couple of stocks such that the number of stocks is minimized. Wäscher et al. (2007) proposed a useful complete problem typology of cutting and packing problems on the basis of Dychoff (1990) [3] [4] [5] . According to the typology of Wäscher, this is Two-Dimensional Single Stock-Size Cutting Stock Problems (2DCSP).
It can be described as follows: Given a set = ( 1 , 2 , . . . , ) of items, size of each one ( ) ∈ (0, × ], to be cut from a set of rectangular cutting stock sheets (objects) of size × (length and width ), the 2DCSP consist of finding cutting patterns that the solution minimizes the number of stock sheets used. Typical assumptions areas follows:
(1) All items must be within the stock sheet.
(2) Items must not overlap with each other. This paper is organized as follows. A brief review of previous work in the field is presented in Section 2. The modification of Exact Fit selection heuristic and BLF placement heuristic is presented in detail and other common heuristics in literatures are introduced in Section 3. Section 4 gives experimental results on generated instances and realworld instances from ship building industry. In Section 5, the research is concluded and possible issues for future work are suggested. irregular items mainly focused on strip packing problem (SPP), which is a variant of 2D bin packing problem. In SPP, only one large strip object with fixed width and variable length is used to pack items and the target is to minimize the length of the strip object after all items are allocated. Hopper and Turton reviewed the approaches developed to solve 2D strip packing problem with metaheuristic algorithms [6] . Burke et al. presented a new bottom-left-fill heuristic to solve irregular strip packing problem. They packed shapes with tradition line representation and utilized hill climbing and Tabu search methods [7] . Júnior et al. also proposed an approach to solve irregular strip packing problem with nonconvex shapes. They integrate a greedy bottom-left as placement rule and a genetic algorithm as metaheuristic searching engine. They still utilized no-fit polygon to reduce geometric complexity [8] . However, the researches devoted to 2D irregular cutting stock problem have not received as much attention as SPP. Han et al. proposed a constructive heuristic to solve 2D irregular (convex) bin packing problem with guillotine constraints [9] . López-Camacho et al. presented an adapted heuristic to deal with irregular (convex) bin packing problem [10] . As far as we know, the 2D irregular (nonconvex) cutting stock problem is seldom mentioned in previous researches. In fact, many practical applications, such as ship building, shoe, and garment, widely concern irregular nonconvex items. Although some heuristics and strategies for convex shape are probably similar to nonconvex one, after all, they are not the same problem. We cannot directly compare the results with them. As a result, it is necessary to research approaches for nonconvex shapes.
Literature Review
A wide variety of approaches for irregular 2DCSP have been presented in literatures. They consist of optimization approaches, heuristic and metaheuristic, and the combination of the abovementioned approaches. The 2DCSP has been shown to be NP-hard. Due to the NP-complete nature of the problem, implementations of global optimization techniques, such as linear programming and column generation, have restrictions in applications involving an astronomical number of variables. Therefore, published methods mostly focused on heuristic and metaheuristic. They intended to find an acceptable approximate solution as soon as possible.
In 1DCSP, we only pay attention to the sequence of items to be packed, instead of the position in detail. However, according to 2DCSP, additional difficulty, where a particular item should be placed inside the object, is introduced. Thus, except for selection heuristic, placement heuristics must be considered in 2DCSP. Selection heuristic confirms the sequence of items to be placed. Then, placement heuristic is responsible for the specific location of items on objects according to some criteria. Many heuristics have been studied in literatures and they have respectively their own superiority in some instances. Among these solution approaches, one key strategy for representing and searching the solution space is to represent the solution as an ordered list of items and apply a placement rule to construct the solution, whereas it is proved that a good initial permutation of items is essential and beneficial for good packing performance. Therefore, many criteria for finding good permutation are presented in literatures. 81 different static ordering rules are studied in Abdelhafiez [11] . Among the group of rules, it is found that decreasing area and decreasing length rules give efficient results within all problem sets. Furthermore, some dynamic searching techniques are also used to select the next item [12, 13] .
Metaheuristics are general frameworks for heuristics in solving combinatorial optimization problems. As packing tasks have very large search spaces, the size of the search space needs to be reduced in order to decrease the cost of computing time. Hence, recent literatures encourage the use of metaheuristic as searching engine. A number of metaheuristic approaches, such as simulated annealing, Tabu search, neural networks, and genetic and particle swarm optimization algorithms, have been applied in cutting and packing problem [14] [15] [16] . For example, Pinheiro et al. presented a random-key genetic algorithm to solve irregular nesting problem. They also used bottom-left placement rule and shrinking algorithm to improve partial solutions. Their approach integrated these algorithms to get good performance [17] . Sato et al. focused on irregular nesting problem. They utilized a pairwise placement strategy to allocate items in exact placements. Simulated annealing algorithm was used to control placement sequence and search solution space [18] .
In addition to the approaches mentioned above, a combination of some techniques may produce a better solution to the problem, since the advantage of each technique can be utilized and the disadvantage may be overcome. Poshyanonda et al. combined a neural network in the pattern generation phase and a linear programming model to find the solution [19] . A hybrid algorithm is presented in Gomes and Oliveira [2] for solving irregular SPP. In their research, simulated annealing guided the search over the solution space, and linear programming models generated neighborhoods during the search process.
When studies focus on packing task with irregular shapes, a potential barrier to academic research is the lack of tools to assimilate the geometric complexity, compared with regular graphics. Recent literatures present some effective approaches to generate potential placement allocation without overlap, when the next item is to be packed on objects. A detailed tutorial about the geometry of nesting problems is given in Bennell and Oliveira [20] . These approaches include no-fit polygon (NFP), Phi Function, rectangle enclosure, and grid approximation [21] [22] [23] [24] [25] , wherein NFP is definitely the most successful one, which can be gained in two ways: orbital sliding and Minkowski Sum [26] [27] [28] . But high cost of computational time and robustness of generation for nonconvex irregular graphics restrict the utilization of NPF in some researches. The other approaches also get some attention in literatures.
Methodology
There are generally two modes of operation in 2DCSP: online and offline. Our research focuses on offline mode, in which the entire list of items' shapes to be packed is known in advance, and then places the items' shapes in a sequential manner by deciding which item should be placed next and in which orientation. In online mode, the dimensions of the next item's shape to be packed only become known once the current item has been packed. CSP has also a few variations depending on rotations of items: rotations of any angle are allowed; a finite number of angles are allowed; and rotations of any angle are not allowed. Our research deals with the second case and 4 orientations are allowed.
The Prelayout Phase.
The operation of our approach is divided into two phases: the prelayout phase and the layout phase. In the prelayout phase, the initial sequence and orientation of items are confirmed on the basis of some criteria. According to the study of Abdelhafiez [11] , the items are firstly sorted according to the nonincreasing order of their area. In the case of equal area of items, their sequence is decided in nonincreasing order by their length. The initial orientation of each item is determined by their MRE (Minimum Rectangular Enclosure, which is applied in Jakobs [23] ). Each irregular-shaped item can be accommodated by its rectangular enclosure. The size of rectangular enclosure of each item is unequal with different orientation. The MRE defines a lower bound of the area of rectangular enclosure. It is worth mentioning that this approach does not replace the items by their MREs. Rather, it uses MREs as additional information for orienting the items.
Rectangular enclosures of 90 different orientations (0-89) of each item are obtained so as to find the minimum one. Obviously, the angle to produce MRE is selected as the initial orientation of the item. Each item is represented by a list of vertex coordinates. The rotated item is obtained as follows:
where ( , ) denotes the coordinates of the kth vertex of the original item and ( , ) denotes the coordinates of the kth vertex of the rotated item. Accordingly, the area of rectangular enclosure of the angle Θ is computed as follows:
Among the 90 different rectangular enclosures, the size of MRE is
Layout Phase. In layout phase, a modification of Exact
Fit heuristic is applied as selection heuristic. The placement heuristic employs a extension of bottom-left-fill heuristic. The placement of the items follows a single-pass placement strategy and takes place in a sequential manner. As for geometric computation, we adopt grid approximation to solve the question of overlap. These methods mentioned above are, respectively, introduced as follows.
The Proposed Selection Heuristic for Irregular 2DCSP.
Originally, bin packing problem was defined as onedimensional problem by Garey and Johnson [5] . Many heuristics for 1D problem are introduced in literatures. These heuristics are still able to be applied for 2D case. In this paper, the proposed selection heuristic is based on Exact Fit mentioned in Kos and Duhovnik [29] , where Exact Fit (EF) is described as the following algorithm:
(1) Take a new bin and fill it with elements until the bin is over 1/3 full. (2) Try to fill the rest of the bin exactly with single element or combination of the two or three elements. (3) If there is no such combination that will fill bin exactly, relax the problem with decreasing the bin size for one unit and repeat procedure 2 until success. (4) Repeat the whole procedure, until there are unassigned elements available [29] .
In our research, the proposed EF heuristic is described as follows.
The items are firstly ordered in decreasing manner by area. Then, put them into a stock sheet until it is over 1/3 full. After that, try to find one single item or combinations of two or three items to fill the rest of the stock sheet exactly. If there is no such single item or combinations that meet the requirement, relax the problem with decreasing the size of stock sheet to (0 < < 1, ∈ ) of its capacity. Then, repeat the abovementioned finding procedure. If it fails, decrease size to 2 of its capacity and repeat the finding procedure above, and so on. The outline of the Exact Fit heuristic for 2D case is shown with pseudocode in Algorithm 1. And pseudocodes in Algorithms 2, 3, and 4, respectively, show the process of trying to find one, or combination of two or three items.
It can be seen that the proposed EF carries out some modification and extension on the original EF in order to optimize running time, because of geometric complexity of 2D case against 1D problem. Firstly, one unit is replaced with of the total area in procedure (3) of original EF, since it is not feasible for 2D case with one unit. The introduction of is described in Section 3.2.2 in detail. Secondly, the area of combination of items is compared with the available free area of stock sheet before they are placed. If the former is less than the latter, then we try to place them. Otherwise, the combination is abandoned. Thirdly, with regard to the combination of items, only after the first item is placed, the next one is considered, and so on. If all of the next items do not meet the requirement, the first placed one is removed and another group is taken into account. fill the stock sheet with items until the stock sheet is over 1/3 full (1. 4) record every item that does not fit (1.5) call Algorithm 2 (1.6) if the free area up to after a item could be placed then (1.7) reset = 0 and go to step (1.5) (1.8)
call Algorithm 3 (1.9)
if the free area up to after a combination of 2 items could be placed then (1.10) reset = 0 and go to step (1. (3.1) for each ∈ do (3.2) if free area of stock sheet − area of the item − largest item's area > percentage then (3.3) break (3.4) if the item does not fit OR area of the item + smallest item's area > free area of stock sheet then (3.5) continue (3.6) if this item could not be placed then (3.7) record the item that could not be placed (3.8) else {select a second item ∈ \ } (3.9)
for each ∈ \ do (11) if free area of stock sheet − area of the item and > percentage then (12) break (13) if item or the combination of item and do not fit OR area of item and > free area of stock sheet then (14) continue (15) if the item could be placed then (17) return (18) else remove the first item AND record the combination of the 2 items that does not fit record the item that could not be placed (4.8) else {select a second item ∈ \ } (4.9)
for ∈ \ do (4.10)
if free area of stock sheet − area of item and − area of largest item > percentage then (4.11) break (4.12) if item or the combination of item and do not fit OR area of item and + area of smallest item > free area of stock sheet then (4.13) continue (4.14)
if this item could not be placed then (4.15) remove the first item AND record the combination of item and that does not fit (4.16) else {select a third item ∈ \ { , }} (4.17)
for each ∈ \ { , } do (4.18) if free area of stock sheet − area of item , and > percentage then (4.19) break (4.20) if any item, or combination of two items or combination of the three items does not fit OR area of item , and > free area of stock sheet then (4.21) continue (4.22) if the item could be placed then In addition, Exact Fit places items only in one open stock sheet at a time. It is similar to Best Fit in placing procedure. It is worth noting that combination of the same items in different order can get quite different packing pattern. Some of them may get solution with good performance, while some probably get infeasible solution. As a result, for an item which cannot be placed in a stock sheet originally, a slim chance exists, that it might fit this object after the other items have been placed. In spite of increasing running time, the possibility in the abovementioned implementation is still required to be considered in our research, since material utilization gets more attention than running time in ship building industry. Hence, a record of items that conform to the abovementioned case is kept until they need to be cleaned up.
Finally, it is indispensable to keep some information about placement procedure so as to avoid unnecessary operations and reduce computation. For the case of one item, the information about all of the placed first items of combinations for each stock sheet is recorded to avoid them appearing in other different groups. For the case of two items, some ordered combinations of two items or the first two items of group with three items cannot fit some stock sheet. The information about the order of the two items needs to be kept, so do the stock sheets which cannot place these two items. For the case of three items, it is similar to the case of two ones that the information about the order of three items and the corresponding stock sheets is recorded.
The Tool for Geometrical
Computation. In our research, grid approximation is used to test overlaps among items and deal with geometrical complexity of convex and nonconvex irregular shapes. It is a digitized representation technique and proposed by Poshyanonda and Dagli (2004) and Dagli and Hajakbari (1990) [24, 30] .
In the beginning, each item is represented by a list of vertex coordinates ordered counterclockwise, [ ( 1 , 1 ) , . . . , ( , )], where is the number of vertexes. For placement heuristic, items must be packed without overlap between each other and the objects. Consequently, degree of overlap on the stock sheet should be tested. During the packing process, MRE of each item is digitized as a matrix of size × to replace this item. The values of and are determined based on the desired precision for the computations. The stock sheet is also represented by a matrix ( ), where ( ) is the value at location ( , ) on the stock sheet after the first items have been allocated. ( ) is computed as follows:
where ( −1) is the value of the matrix at the location ( , ) on the stock sheet after the first − 1 items have been allocated; (0) is the value of the matrix at the location ( , ) on the stock sheet at the beginning of the packing process; ( ) is the value of the matrix representation at location ( , ) of the tth item to be allocated on the stock sheet. 1 1 1 1 1 1 1 0  0 0 1 1 1 1 1 1 1 1 1 0  0 1 1 1 1 1 1 1 1 1 0 1  0 1 1 1 1 1 1 1 1 1 0 1  0 1 1 1 1 1 1 1 1 1 0 1  1 1 1 1 1 1 1 1 1 1 0 1  1 1 1 1 1 1 1 1 1 1 0 1  0 1 1 1 1 1 1 1 1 1 0 1  0 1 1 1 1 1 1 1 1 1 0 1  0 1 1 1 1 1 1 1 1 1 0 1  0 0 1 1 1 1 1 1 1 1 1 0  0 0 1 1 1 1 1 1 1 1 1 0   0 0 1 1 1 1 1 1 1 1 1 1  0 1 1 1 1 1 1 1 1 1 1 0  0 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 0 0  1 1 1 1 1 1 1 1 1 1 0 0  0 1 1 1 1 1 1 1 1 1 0 0  0 1 1 1 1 1 1 1 1 1 1 0  0 0 1 1 1 1 1 1 1 1 1 1 Figure 2: Binary representations.
In this paper, the grid approximation approach is that of Wong et al. (2009) [25] . This technique encloses each item with an imaginary rectangle to obtain the reference points in nesting procedure. Then, these particular rectangles are divided into a number of uniform grids, which is called pixel. Therefore, grid approximation is also named as pixel representation. According to these grids, the value of a pixel is "1" when the material of the sheet is occupied. Otherwise, the value of the pixel is "0." An example of matrix representation is given in Figure 2 .
The item with a two-dimensional matrix of size
is represented as follows:
where
For each entry,
where ( ) and ( ) denote the length and the width of an enclosing rectangle corresponding to the item . denotes the square side of a pixel (in this paper, = 0.085 mm). Furthermore, the proposed heuristic allows each packing item to be rotated in several orientations, such as 0 ∘ , 90 ∘ , 180 ∘ , and 270
∘ . The matrix representation of rotated item can be obtained by simply modifying the matrix of the original item shown above. Then, the matrix of the rotated item with 180
The stock sheets are also able to be digitized as a finite number of equal-size pixels of size 2 like items. For example, the stock sheet with the length and the width is characterized by a matrix of size × as follows: 
If the value of a pixel in the matrix of stock sheet is greater than "1," it means that there is an overlap. Despite the high speed of overlap test by grid approximation, compared with other tools of geometric computations, a large memory for representation scheme is still requisite. Consequently, only required matrices are generated in the procedure of overlap test.
The Proposed Placement Heuristic for Irregular 2DCSP.
After the selections of item and stock sheet are completed, it is the turn of placement heuristic to allocate items onto stock sheet. Many placement strategies are presented in literatures. These different placement rules may generate quite different packing patterns even for the same problem. Some of them Mathematical Problems in Engineering outperform the other rules in some particular cases, while sometimes they get poor performance in other cases. A most widely known placement heuristic is bottom-left (BL), which is firstly proposed in Jakobs [23] . Then, BL is widely applied in many approaches for solving regular and irregular cutting and packing problem. Besides, several improvement and modification versions of BL are presented in literatures, such as improved BL [31] and bottom-left-fill (BLF) [32] . In this paper, the proposed placement heuristic is based on BLF. Then, the brief introduction about these heuristic is as follows.
(1) Bottom-Left (BL). Each item starts from the top-right corner and it slides as far as possible to the bottom and then as far as possible to the left of the stock sheet. In the process of moving, the item cannot overlap with any other placed item and the boundaries of stock sheet. These successive vertical and horizontal movement operations are repeated until no other movement is possible. Then, a valid position is found and locked as the final position of the item on the stock sheet. A layout example of BL heuristic is shown in Figure 3 . The permutation of items is (1, 2, 3, 4, 5, 6 ). The performance of this heuristic greatly depends on the initial ordering of the items.
(2) Bottom-Left-Fill (BLF).
The strategy of BLF is choosing bottom-left position among a set of positions or nodes. The nodes are obtained by projecting the left and bottom sides of each positioned item onto the right and top sides of alreadypositioned ones. Since the generation of the layout is based on the allocation of the lowest sufficiently large region in the partial layout rather than on a series of BL moves, it is capable of filling existing gaps in packing pattern [6] . BLF is originally applied in rectangular bin packing problem. Since the items are irregular shapes in this paper, these bottom-left nodes are those BL positions of the item's MRE. Then, the item still needs to move in the manner of BL until the final position is found. According to the same items and permutation in Figure 3 , the layout of BLF is shown in Figure 4 . These blue dots are the BL positions above. The placing blue triangle will try all of them from bottom to top. If there are several feasible locations as candidates, the lowest one is the chosen position. As shown in Figure 4 , the locations of two red dots are the candidates and the right one is lower than the left one. Hence, we choose the right one. After allocating the item, we try to move it until it finds final position. It is worth noting that the purple dot is not a feasible position and the item finally is not placed on it. 
(3) Bottom-Left-Fill with Maximal Connected Region (BLFM).
This is a modification of the BLF heuristic. After items are placed, the free connected area is called the available connected region in this research. Consequently, among these candidate nodes, the BLFM selects the best node, on which maximal connected region is obtained. In other words, the area of the rectangular enclosure of the placed items is minimal. A layout of BLFM is shown in Figure 5 . There are three candidate BL positions marked with blue dots. After the item is placed on the rule of BLF, the area of MRE is calculated and the position with the smallest MRE is the final one for the item, as shown in Figure 5 (a).
As we know, different angles of irregular items may generate quite different packing pattern on account of geometrical complexity of irregular shapes. As a result, for BLF and BLFM, the items need be rotated in several orientations, such as 0 ∘ , 90 ∘ , 180 ∘ , and 270 ∘ , when they are placed on candidate nodes. The rotation with best performance is the final orientation of item. Of course, the premise is that this layout must be a feasible solution. Otherwise, this rotation is discarded. If no positions can be chosen as BL positions, rotation is unnecessary. Because the overlap tests in placement procedure are time-consuming, we avoid unnecessary operation as far as possible.
The Other Selection Heuristics and Outline of Our
Algorithm. Except Exact Fit heuristic, there are several wellknown selection heuristics, such as First Fit (FF), First Fit Decreasing (FFD), First Fit Increasing (FFI), Best Fit (BF), and Best Fit Decreasing (BFD). These heuristics are also used for comparison against the proposed heuristic in the paper. The brief introduction about these heuristic is as follows. available free area or minimum waste after this item is placed. If no open stock sheet can fit it, then a new stock sheet is opened to allocate this item.
(5) Best Fit Decreasing (BFD).
The items are ordered in decreasing manner according to area. Then, the item is placed according to BF.
Performance Evaluation
In order to illustrate the performance of our approach, two sorts of instances are proposed in this research. The first sort of instances is randomly generated in accordance with some rules. The items in these instances are irregular convex polygons. The number of sides of these polygons is between 3 and 10. We generated 400 instances from 10 different types. Table 1 presents the information about these types of instances. The second sort of instances is based on reallife data from ship building industry. All algorithms are implemented and performed on a computer with processor Intel Core i5 3.0 GHz. The resolution ratios of the items and stock sheets are 300 PPI. Furthermore, for evaluating the solutions, we consider the ratio of sum of percentage of usage for each stock sheet and the total number of sheets used. The ratio is called packing density (PD):
As described in Section 3.2.1, the decreasing percentage is an important parameter for EF heuristic. Regardless of whether the value of is close to 1 or 0, computational cost will increase, while the placement efficiency is not high. Hence, it is significant to find a balance point to set a value. Experimental results show that = 0.05 is a reasonable balance. No matter whether < 0.05 or > 0.05, acceptable computational cost and good performance cannot be achieved at the same time. According to the introduction of EF in Section 3.2.1, a new bin needs to be filled until its fullness is over 1/3. We tend to give a variety of parameters to facilitate comparison, in order to obtain the best results. Thereupon, two different EF heuristics are proposed and, respectively, named EF 1/4 and EF 1/2 , since their fullness demands are 1/4 and 1/2. For the sake of consistency, EF is called EF 1/3 in our study. Thus, we obtain 8 different selection heuristics, coupled with the 5 heuristics introduced in Section 3.2.4. The 8 heuristics will be combined with 3 placement heuristics shown in Section 3.2.3.
A total of 10 types of instances were considered for computational tests, as shown in Table 1 . Each row of this table has the following information: instance type, size of stock sheet, number of items, number of instances in this type, and set of allowable rotations for the items. It should be stressed in particular that the rotations of type 6 are only 0 ∘ and 90 ∘ , as the rectangularity of the items in these instances is close to 1. Rectangularity is a parameter index to measure the shape of polygon and its value is the ratio of its area and the area of its minimum rectangle enclosure. If it equals 1, it means that the polygon is just a rectangle. Thus, two rotations is enough for the instances of type 6 without redundant operation.
In the paper, all combinations of selection and placement heuristics (8 × 3 = 24) are employed to solve these instances. The average fitness for every combination is shown in Table 2 . The best result for each type is in bold and italic font. The results indicate that the strategy of EF in 1D bin packing problem can also be applied to 2D irregular cutting stock problem. By comparing the results, we can find that better performance is got by EF 1/3 and EF 1/4 among these selection heuristics and the placement heuristics and BLFM outperforms the others no matter the selection heuristic. The combination of EF 1/3 and BLFM is undoubtedly the best among all the combinations. With respect to the computational time, Table 3 shows a time comparison between the set of heuristics. It can be seen that heuristics in EF families consume more time than the other heuristics. The results are inevitable due to complex packing principles of EF families. Moreover, we can find that BL heuristic takes more time than the other two heuristics, because of its sliding mode in packing process. And the heuristics in FF families take similar time to the ones in BF families. The same cases happen in BLF families. Because production period is relatively long in ship building industry, while cost of materials is very high, utilization of material is paid more attention than computational time. However, we still give the results of computational time as reference.
In order to report the good performance of BLFM, the average PD of BLFM combined with all the selection heuristics is indicated in Table 4 . We try our best to diversify the features of these polygons in these instances without loss of generality. Consequently, rectangularity of polygons in type 6 is close to 1. The average area of polygons in types 3 and 7 is much less than the area of stock sheet, and so on. Because of the diversity of these instances, we can compare the advantages and disadvantages of different heuristics for different types. It can be seen from the results that EF 1/2 outperforms the others for type 6, since they are too rectangle. And modifications of EF are defeated by the other five heuristics for types 3 and 7, as too many small items exist in these instances.
Although the calculation time has been partly reduced by recording some important information, the computational cost of EF + BLFM is still higher than the others. However, since the performance of EF + BLFM is better than the other combinations for most of all types of instances, the specificity of the shipbuilding industry determines the desirability of this combination.
Apart from the generated instances, another sort of instances is from real-life data in ship building industry. Ten types of instances from the industrial practice were adopted to demonstrate the effectiveness and efficiency of the proposed algorithm. Thirty-one shapes of items from these instances are shown in Figure 6 .
The performance of the proposed approach is compared with the real-world manual nesting result and our proposed Grouping Particle Swarm Optimization (GPSO) algorithm previously (this will be published on IJCA). Table 5 summarizes the best results of the instances from industrial practice, and the results obtained by the proposed approach are marked in bold and italic font. The PD of the packing pattern for the proposed approach, the real data, and the GPSO algorithm are, respectively, shown in the fifth, sixth, and seventh columns of Table 5 . And the computational time of our approach, GPSO algorithm, and the real data are shown in the last three columns in Table 5 .
The results indicate that the proposed methodology clearly outperforms the other approaches in all types of instances and the GPSO algorithm is better than manual nesting result in most cases. For some instances, in which the shapes with higher rectangularity and lower irregularity (a parameter corresponding to rectangularity) are more than others, the performances of GPSO and artificial operation are similar, but the speed of the former is faster. It is worth noting that manual nesting is not entirely artificial operation, which is aided by computer software. Manual operations are mainly minor readjustments and optimization on the basis of computer software. Thus, it is not as slow as in imagination. In terms of computational time, our proposed approach takes less time than real data but more than GPSO algorithm. Among them, GPSO is the fastest approach, while our approach gets the best performance. As mentioned above, shipyards focus more on material utilization than computational cost. Accordingly, such results demonstrate that our algorithm is able to effectively deal with irregular cutting stock problem of real world in ship building industry.
Conclusion
In this paper, we present the modification of Exact Fit and bottom-left-fill heuristic and, respectively, employ them as selection and placement heuristic to solve irregular 2DCSP. Moreover, grid approximation method is applied as a tool of geometric computation. It provides an easier way to detect whether overlap occurs, compared with other geometrical tools such as NFP. We adopt couple of combinations with different selection heuristic and placement heuristic, which are common heuristic in literatures. These combinations are presented in order to compare their solutions with ours in the research. We generate some representative instances to assess the performance of our approach. Some instances from real problem in ship building industry are also adopted. The results demonstrate that the presented approach performs well in most of instances and can deal with practical applications with complex shapes and industrial constraints.
