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Fault-Tolerant Multi-Processor Scheduling
with Backup Copy Technique
Petr Dobiáš, Emmanuel Casseau and Oliver Sinnen
emmanuel.casseau@irisa.fr
Aim: Development of a run-time, self-adaptive scheduling algorithm for Multi-Processor System-on-Chip taking into account faults and
thereby treating unreliable system components
Keywords: Fault-tolerant design, Mapping and scheduling, Multi-processor platform
Context: I Increasing demand on multi-processor systems for high perfor-
mance and low power consumption
I Rising susceptibility of system failure because of transistor
scaling and diminution of operating voltage
Issues: I Trade-off between parallel computing (performance) and spatial
redundancy on multi-cores (reliability)
I Mapping and scheduling control on multiprocessor platforms
Assumptions:
I P identical processors
I Aperiodic and independent tasks
I Dynamic mapping and scheduling without preemption
I Only one processor failure at any instant of time
I Primary/backup (PB) approach: each task T has two iden-
tical copies: primary copy (PC) and backup copy (BC)
Principle of Mapping and Scheduling Based on the Primary/Backup Approach
Mapping and scheduling of a new task T3
Algorithm to map and schedule tasks Fault management algorithm
Fault management after execution of PC_1
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Number of processors 2-25
Targeted processor load (TPL) 0.25-2.25
Table: Simulation parameters
Task attribute Distribution Min Max
Arrival time a Poisson - -
Computation time c Uniform 1 20
Deadline d Uniform 2c 5c
Table: Task parameters
Results




















Task rejection rate (TPL=1)




















































Time to next fault in case of permanent fault (TPL=1)
