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REGULARITY OF WEAK SOLUTIONS TO RATE-INDEPENDENT
SYSTEMS IN ONE-DIMENSION
Mach Nguyet Minh
Dipartimento di Matematica
Universita` di Pisa
Largo Bruno Pontecorvo 5, 56127 Pisa, Italy
Abstract. We show that under some appropriate assumptions, every weak solution (e.g.
energetic solution) to a given rate-independent system is of class SBV, or has finite jumps,
or is even piecewise C1. Our assumption is essentially imposed on the energy functional,
but not convexity is required.
1. Introduction
The rate independency is the property indicating to those systems which are subjected
by an external loading on a time scale that is much slower than any internal time scale,
but still much faster than the time so that the system reaches equilibrium, so that the
inertia and kinetic energies can be neglected. The main feature of rate-independent systems
is that the changes of the rate of the solutions essentially depends on the changes of the
velocity of the loading, namely if the loading acts twice faster, then the solutions also respond
twice faster. Rate-independent systems are used to characterized many physical phenomena
involved in plasticity, phase transformation (electromagnetism, superconductivity or dry
friction on surfaces), and some certain hysteresis models (shape-memory alloys, quasistatic
delamination, fracture, etc.). For a detailed discussion on the rate-independent systems, we
refer to the books [6, 16, 24, 2].
In this paper, we are interested in the regularity of weak solutions to one-dimensional
rate-independent systems. In one-dimension, a rate-independent system is characterized by
an energy functional E ∈ C1([0, T ]×R;R) and a dissipation function, which we will take the
usual distance | · | for simplicity. A BV function x : [0, T ] → R is called a weak solution to
the rate-independent system with the initial position x0 ∈ R if x(0) = x0, and x(·) satisfies
(i) the weak local stability, that
|∂xE (t, x(t))| ≤ 1 (1)
for every t ∈ [0, T ] such that x(·) is continuous at t, and
(ii) the energy-dissipation upper bound, that
E (t2, x(t2))− E (t1, x(t1)) ≤
∫ t2
t1
∂tE (s, x(s)) ds−Diss(x(·); [t1, t2]), (2)
for all 0 ≤ t1 ≤ t2 ≤ T .
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Here we define the dissipation energy
Diss(x(·); [t1, t2]) := sup
{
N∑
n=1
|x(sn)− x(sn−1)| | N ∈ N, t1 ≤ s0 < s1 < · · · < sN ≤ t2
}
.
A particular case of weak solutions is the energetic solutions, which was first introduced
by Mielke and Theil [13] and further studied in [14, 8, 3, 9]. A BV function u : [0, T ]→ R is
called an energetic solution to the rate-independent system with the initial position x0 ∈ R
if x(0) = x0 and x(·) satisfies
(i) the global stability, that
E (t, u(t)) ≤ E (t, x) + |x− u(t)| (3)
for all (t, x) ∈ [0, T ]×R, and
(ii) and the energy-dissipation balance, that
E (t2, u(t2))− E (t1, u(t1)) =
∫ t2
t1
∂tE (s, u(s)) ds−Diss(u; [t1, t2]). (4)
for all 0 ≤ t1 < t2 ≤ T .
However, our notion of weak solutions also contains BV solutions [12], local solutions [22],
parametrized solutions [11] and epsilon-stable solutions [7].
When the energy functional is convex, the regularity was already investigated by Mielke,
Rossi and Thomas [10, 21]. They showed that if the energy functional E (t, ·) is α-convex,
∂tE (t, ·) is Lipschitz continuous (or Ho¨lder continuous), and
|∂tE (t, x)| ≤ λ E (t, x) ∀t ∈ [0, T ]
for some constant λ > 0, then every energetic solution is Lipschitz continuous (or Ho¨lder
continuous, respectively). Moreover, if the energy functional has the form E (t, x) = W (x)−
ℓ(t) x, where W (x) is the double-well potential and ℓ(t) is a smooth loading, Stefanelli [20]
proposed a variational characterization of rate-independent evolution. Later, if E (t, x) =
W (x) − ℓ(t) x for a general smooth potential W (x) and a monotone loading function ℓ(t),
Rossi and Savare´ [19] derived a full characterization of all energetic and BV solutions to
rate-independent systems in one-dimension.
However, in the general case (in particular when the energy functional is non-convex), the
solutions may behave badly, as we can see in the following
Theorem 1 (Any increasing function is an energetic solution). Let u : [0, T ] → R be an
arbitrary increasing and left-continuous function. Then u is an energetic solution of some
rate-independent system with smooth energy functional.
In this paper, we shall prove that under some certain requirements (but not convexity)
on the energy functional, any weak solution is of class SBV. Moreover, we give sufficient
conditions ensuring that every weak solution has only finitely many jumps, and it is piece-
wise C1-smooth in one-dimensional case. In recent years, many authors investigated one-
dimensional rate-independent models for the propagation of a single crack [4, 23, 17, 18, 5].
However, it is not so obvious to check whether the energy functionals in these models satisfy
assumptions (H1)-(H5). We hope to come back to the SBV-regularity with easier-to-check
assumptions on energy functionals in higher dimensions in future work.
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2. Main results
Our first regularity result deal with the SBV property of weak solutions. We shall need a
technical condition.
(H1) E (t, x) is of class C3 and the set
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xxxE (t, x) = 0}
has only finitely many elements.
Note that no convexity is imposed. We have
Theorem 2 (SBV regularity). Assume that (H1) holds true. Then every BV function x(·)
satisfying the weak local stability (1) and the energy-dissipation upper bound (2) must be of
class SBV.
Remark. The SBV regularity still holds if the set in (H1) is at most countable (instead of
finite). Moreover, the result can be generalized in higher dimensions as follows (see [15] for
a detailed proof). We assume that the energy functional E (t, x) is of class C3 and the set
{(t, x) ∈ (0, T )× Rd | |∇xE (t, x)| = 1, G(t, x) = (∇xE (t, x)) · (∇xF (t, x)) = 0}
is at most countable, where the function F (t, x) is defined by
F (t, x) := (∇xE (t, x)) ·H(t, x) · (∇xE (t, x))
T
with the Hessian matrix
[H(t, x)]ij := (∂xi∂xjE )(t, x).
Then every BV function x : [0, T ] → Rd (with d ≥ 1) satisfying the weak local stability (1)
and the energy-dissipation upper bound (2) must be of class SBV.
In the next result, we consider the differentiability of weak solutions. By a technical
reason, we have to replace the above weak local stability by the strong-local stability:
z = x(t) is a local minimizer of the functional z 7→ E (t, z) + |z − x(t)| (5)
for every t ∈ [0, T ]\J , where J is the jump set of x(·), which will be assumed to be finite.
Notice that, because of this condition, Theorem 3 is only valid for a more restrictive class of
weak solutions (i.e. energetic solutions). Moreover, we shall replace the condition (H1) on
the energy functional by some of the following.
(H2) The set
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xtE (t, x) = 0,
[∂xxtE (t, x)]
2 = ∂xttE (t, x) · ∂xxxE (t, x)
}
has only finitely many elements.
(H3) The set
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xtE (t, x) = 0}
has only finitely many elements.
(H4) The set
{(t, x) ∈ [0, T ]× R | ∂xE (t, x) ∈ {−1, 1}, ∂xtE (t, x) = ∂xttE (t, x) = 0}
is empty.
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Now we define the right and left derivatives x′+(t), x
′
−(t) as follows
x′+(t) := lim
s↓t
x(s)− x(t)
s− t
, x′−(t) := lim
s↑t
x(s)− x(t)
s− t
.
and say that s is an isolated point of I if there exists ε > 0 such that
(s− ε, s+ ε) ∩ I = {s}.
We have the following theorem.
Theorem 3 (Differentiability). Assume that the BV function x : [0, T ]→ R has only finitely
many jump points and satisfies the strong-local stability (5) and the energy-dissipation upper
bound (2). Then we have the following statements.
(i) If (H1) holds true, then we can decompose [0, T ] into four disjoint sets I1, I2, I3 and
J such that
– For every t ∈ I1, x
′(t) does not exist and either x′−(t) = 0 or x
′
+(t) = 0.
– For every t ∈ I2, x
′
−(t) and x
′
+(t) do exist, but they are different. Moreover, x(·)
is differentiable in a neighborhood of t (except the point t itself) and
x′+(t) = lim
s↓t
x′(s), x′−(t) = lim
s↑t
x′(s).
– For every t ∈ I3, x(·) is differentiable at t, namely x
′(t) exists.
– J is the jump set of x(·).
Notice that both I1 and I2 are discrete sets. Moreover, if (H1) and (H2) holds true,
then I1 ∪ I2 is also a discrete set.
(ii) If (H1) and (H3) hold true, then there exists a set I of isolated points such that for
any t ∈ (0, T )\I, the (classical) derivative x′(t) exists. Moreover, the function x′(·)
is continuous on (0, T )\I.
(iii) If (H1), (H3) and (H4) hold true, then there exist finite disjoint open intervals {In}
M
n≥1
such that [0, T ] = ∪Mn≥1In, and x(·) is C
1 on any interval In.
In Theorem 3, we have required, as a-priori, that the solution has finitely many jump
points. In the last result, we give a sufficient condition on the energy functional to remove
this assumption.
(H5) The set
{(t, x) ∈ [0, T ]× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = 0}
is empty.
Theorem 4 (Finite jumps). Assume that (H5) holds true. Then every BV function x :
[0, T ] → R satisfying the weak local stability (1) and the energy-dissipation upper bound (2)
must have only finitely many jumps.
The proofs of the previous theorems are provided in the next sections.
3. Proof of Theorem 1
We start by the following lemma
Lemma 5. If u : [0, T ] 7→ R is an increasing function, then there exists a smooth function
g : [0, T ]×R→ R such that
g(t, x) ∈ [−1, 0) for all t ∈ [0, T ] and for all x < u(t),
g(t, x) ∈ (0, 1] for all t ∈ [0, T ] and for all x > u(t),
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g(t, x) = 0 for all t ∈ [0, T ] and for all x = u(t),
g(t, x) = 1 for x ≥M ,
g(t, x) = −1 for x ≤ −M ,
where M is such that 1−M ≤ u(t) ≤M − 1 for every t.
The proof of Lemma 5 can be found in the Appendix. Now we give
Proof of Theorem 1. Fixing an x0 ∈ R and taking g from Lemma 5. We choose the energy
functional E (t, x) as follows
E (t, x) :=
∫ x
x0
g(t, y) + 1 dy.
Then E is smooth and satisfies ∂xE (t, u(t)) = −1, ∂xE (t, x) ∈ (−1, 0] if x > u(t), and
∂xE (t, x) ∈ [−2,−1) if x < u(t) for all t. Moreover, it is easy to check that |∂tE (t, x)| ≤
const. By adding a constant into E if needed, we can assume that |∂tE (t, x)| ≤ λE (t, x) for
every (t, x).
We shall prove that u is an energetic solution of the system (E , | · |, u(0)). It is known that
x(·) is an energetic solution to the system (E , | · |, u(0)) if the following three conditions hold
(see Proposition 5.13 [1], or a simplified version in Proposition 1.4 [15]).
(i) x(·) is left-continuous.
(ii) Diss(x(·); [0, T ]) = |x(T )− x0|.
(iii) For all t ∈ [0, T ], x(t) minimizes the functional x 7→ E (t, x) + |x− x0| for x ∈ R.
Thus it remains to check that u satisfies the condition (iii). We shall use the fact that for
all t, ∂xE (t, u(t)) = −1, ∂xE (t, x) ∈ (−1, 0] if x > u(t), and ∂xE (t, x) ∈ [−2,−1) if x < u(t).
We distinguish two cases.
Case 1: x > u(t). By the smoothness of E , we can write
E (t, x) = E (t, u(t)) +
∫ x
u(t)
∂xE (t, z)dz > E (t, u(t)) +
∫ x
u(t)
(−1) = E (t, u(t)) + u(t)− x.
Case 2: x < u(t). Similarly to Case 1, we write
E (t, x) = E (t, u(t))−
∫ u(t)
x
∂xE (t, z)dz > E (t, u(t))−
∫ u(t)
x
(−1) = E (t, u(t)) + u(t)− x.
Thus in both cases, we have
E (t, x) + |x− u(0)| > [E (t, u(t)) + u(t)− x] + [x− u(0)] = E (t, u(t)) + u(t)− u(0).
In summary, u(t) is the unique minimizer for the functional x 7→ E (t, x) + |x− x(0)| over
x ∈ R. This completes the proof. 
4. Proof of Theorem 2
In this section, we prove Theorem 2.
Proof. Step 1. Thanks to Proposition 1.5 [15], we can assume that x(·) is right-continuous.
By dividing (0, T ) into smaller intervals if necessary, we can assume that the set
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xxxE (t, x) = 0}
is empty.
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Step 2. Since x(·) is a BV function in 1-dim which is right-continuous, there is a real-valued
Radon measure µ such that
x(t) = const + µ((0, t]) for all t ∈ [0, T ].
By Lebesgue Decomposition Theorem we can write
µ = fdx+ µs
where f ∈ L1 and µs = µ|S with
S =
{
t ∈ (0, T ) | lim
h↓0
|µ|(t− h, t+ h)
h
=∞
}
.
Let J be the jump set of x(·). We split µs into the Cantor part µc := µ|S\J and the jump
part µJ := µ|J . To show that x(·) is of SBV , we need to prove that µc = 0.
Step 3. Next, we shall use the following lemmas, which will be proved later.
Lemma 6. For any BV function x : [0, T ]→ R which is right-continuous, the set
A :=
{
t ∈ (0, T )\J | lim inf
h→0
∣∣∣∣x(t + h)− x(t)h
∣∣∣∣ <∞
}
has |µs|-measure 0.
Lemma 7. Assume that the BV function x : [0, T ]→ R satisfies the weak local stability (1)
and the energy-dissipation upper bound (2). If (H1) holds true, then the set
B :=
{
t ∈ (0, T )\J | lim
h→0
∣∣∣∣x(t+ h)− x(t)h
∣∣∣∣ =∞
}
is at most countable. Therefore, |µs|(B) = 0.
Step 4. Since µc is the restriction of µs on (0, T )\J , µc = 0 if |µs|((0, T )\J) = 0. Notice that
(0, T )\J = A ∪ B. Hence, lemmas 6 and 7 ensure that |µs|((0, T )\J) = 0. This completes
the proof of Theorem 2. 
It remains to verify Lemma 6 and Lemma 7. Lemma 6 is a general fact of BV functions, and
its proof can be found in the Appendix. On the other hand, the proof of Lemma 7 is based
on the following observation, which is a key property of weak solutions to rate-independent
systems.
Lemma 8. Assume that the BV function x : [0, T ]→ R satisfies the weak local stability (1)
and the energy-dissipation upper bound (2). Then we have
∂xE (t, x(t)) ∈ {−1, 1}
for all t /∈ J ∪ int(N ∪ J). Here we denote by J the jump set of x(·) and N := {t ∈
(0, T ) | x′(t) = 0} is the null set of the derivative of x(·).
Proof. Step 1. First, we show that if t /∈ N ∪ J , then ∂xE (t, x(t)) ∈ {−1, 1}.
Since t /∈ N , we can find a sequence tn → t and tn 6= t such that
lim inf
n→∞
∣∣∣∣x(tn)− x(t)tn − t
∣∣∣∣ > 0. (6)
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Case 1. Assume that tn ↓ t. From the energy-dissipation upper bound, one has
E (tn, x(tn))− E (t, x(t)) ≤
tn∫
t
∂tE (s, x(s))ds−Diss(x(·); [t, tn]).
Using Taylor’s expansion on the left-hand side and the continuity of s 7→ ∂tE (s, x(s)) on the
right-hand side, we obtain
∂tE (t, x(t)) · (tn − t) + ∂xE (t, x(t)) · (x(tn)− x(t)) + o(x(tn)− x(t)) + o(tn − t)
≤ (tn − t) · ∂tE (t, x(t))−Diss(x(·); [t, tn]) + o(tn − t).
Dividing this inequality by |x(tn)− x(t)| and using (6), we obtain
∂xE (t, x(t)) ·
x(tn)− x(t)
|x(tn)− x(t)|
≤ −
Diss(x(·); [t, tn])
|x(tn)− x(t)|
+ o(1) ≤ −1 + o(1). (7)
Consequently, |∂xE (t, x(t))| ≥ 1. On the other hand, |∂xE (t, x(t))| ≤ 1 by the weak local
stability (1). Thus |∂xE (t, x(t))| = 1.
Case 2. Assume that tn ↑ t. From the energy-dissipation upper bound, one has
E (tn, x(tn))− E (t, x(t)) ≥
tn∫
t
∂tE (s, x(s))ds+ Diss(x(·); [tn, t]).
Following the above proof, we obtain
∂xE (t, x(t)) ·
x(tn)− x(t)
|x(tn)− x(t)|
≥
Diss(x(·); [tn, t])
|x(tn)− x(t)|
+ o(1) ≥ 1 + o(1).
This also implies that |∂xE (t, x(t))| = 1.
Step 2. We show that if t /∈ J and t /∈ int(N ∪ J), then ∂xE (t, x(t)) ∈ {−1, 1}.
Since t /∈ int(N ∪J), there exists a sequence tn → t such that tn /∈ N ∪J for all n ≥ 1. By
the previous step, ∂xE (tn, x(tn)) ∈ {−1, 1} for all n ≥ 1. Moreover, since x(·) is continuous
at t, we get
∂xE (tn, x(tn))→ ∂xE (t, x(t)).
Therefore, ∂xE (t, x(t)) ∈ {−1, 1}. 
As an easy consequence of Lemma 8, we have
Lemma 9. Assume that x : [0, T ] → R has bounded variation and satisfies the weak lo-
cal stability (1) and the energy-dissipation upper bound (2). If t /∈ J ∪ int(N ∪ J) and
∂xxE (t, x(t)) 6= 0, then for any sequence tn → t such that tn /∈ J ∪ int(N ∪ J) and tn 6= t for
all n ≥ 1, one has
lim
n→∞
x(tn)− x(t)
tn − t
= −
∂xtE (t, x(t))
∂xxE (t, x(t))
.
Here J is the jump set of x(·), and N := {t ∈ (0, T ) | x′(t) = 0}.
Proof. By Lemma 8 we have ∂xE (t, x(t)) ∈ {−1, 1} and ∂xE (tn, x(tn)) ∈ {−1, 1} for all
n ≥ 1. Due to the continuity of the function s 7→ ∂xE (s, x(s)) at s = t, we obtain
∂xE (tn, x(tn)) = ∂xE (t, x(t))
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for n large enough. Therefore, by Taylor’s expansion,
0 = ∂xE (tn, x(tn))− ∂xE (t, x(t))
= ∂xtE (t, x(t)) · (tn − t) + ∂xxE (t, x(t)) · (x(tn)− x(t)) + o(tn − t) + o(x(tn)− x(t)),
we get
lim
n→∞
x(tn)− x(t)
tn − t
= −
∂xtE (t, x(t))
∂xxE (t, x(t))
.
Here we have assumed that ∂xxE (t, x(t)) 6= 0. 
Now we are able to give
Proof of Lemma 7. Let J be the jump set of x(·), N := {t ∈ (0, T ) | x′(t) = 0} and
E = {t ∈ (0, T ) | ∂xxE (t, x(t)) = 0}. By Assumption (H1) and by dividing the interval
(0, T ) to be many smaller intervals if necessary, we have that ∂xxxE (t, x(t)) 6= 0 for any
t ∈ E. For an arbitrary point t ∈ (0, T ), we have one of the following cases.
Case 1. If t ∈ N ∪ J , then t /∈ B, by the definition of B.
Case 2. If t is an accumulation point of (0, T )\(N ∪ J) and t /∈ E, then we can find a
sequence tn → t such that tn /∈ N ∪ J and tn 6= t for all n ≥ 1. By Lemma 9,
lim
n→∞
x(tn)− x(t)
tn − t
= −
∂xtE (t, x(t))
∂xxE (t, x(t))
.
Thus in this case, t /∈ B.
Case 3. If t /∈ J and t is an accumulation point of E, then we can find a sequence sn ∈ E,
sn → t. Using Taylor’s expansion again, we get
0 = ∂xxE (sn, x(sn))− ∂xxE (t, x(t))
= ∂xxtE (t, x(t)) · (sn − t) + ∂xxxE (t, x(t)) · (x(sn)− x(t)) + o(sn − t) + o(x(sn)− x(t)).
Since ∂xxxE (t, x(t)) 6= 0, we arrive at
lim
n→∞
x(sn)− x(t)
sn − t
= −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
,
which is a finite number. Thus t /∈ B.
Conclusion. In summary, if t ∈ B, then either t is an isolated point of (0, T )\(N ∪ J),
or t is an isolated point of E. Therefore, B is at most countable. Since µs({t}) = 0 for any
t ∈ B ⊂ (0, T )\J , we have |µs|(B) = 0. This ends the proof of Lemma 7. 
The proof of Theorem 2 is completed.
5. Proof of Theorem 3
In this section we shall prove Theorem 3. We shall always assume that E is of class C3.
We shall also denote by J the jump set of x(·),
N := {t ∈ (0, T ) | x′(t) = 0}
and
E := {t ∈ (0, T ) | ∂xxE (t, x(t)) = 0}.
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5.1. Proof of Theorem 3 (ii). To prove Theorem 3 (ii), besides Lemma 8 and Lemma 9,
we need some other preliminary results.
Lemma 10. Assume that the BV function x : [0, T ] → R is continuous and satisfies the
strong local stability (5) and the energy-dissipation upper bound (2). If t /∈ int(N), then
∂xxE (t, x(t)) ≥ 0. Moreover, if t ∈ E, then ∂xE (t, x(t)) · ∂xxxE (t, x(t)) ≤ 0.
Proof. Step 1. By Lemma 8, we have ∂xE (t, x(t)) ∈ {−1, 1} for all t /∈ int(N). On the
other hand, from the strong local stability (5), by using Taylor’s expansion for E (t, ·) up to
the second order, we can write
E (t, x(t)) ≤ E (t, x(t)) + |z − x(t)| + ∂xE (t, x(t)) · (z − x(t))
+∂xxE (t, x(t)) ·
(z − x(t))2
2
+ o(|z − x(t)|2) (8)
for z near x(t). If ∂xE (t, x(t)) = −1, then taking a sequence zn ↓ x(t) in (8) we get
∂xxE (t, x(t)) ≥ 0. If ∂xE (t, x(t)) = 1, then taking a sequence zn ↑ x(t) in (8), we also get
∂xxE (t, x(t)) ≥ 0.
Step 2. Now assuming ∂xxE (t, x(t)) = 0, we shall prove that ∂xE (t, x(t))·∂xxxE (t, x(t)) ≤ 0.
Using the above stability and Taylor’s expansion for E (t, ·) up to the third order, we get
E (t, x(t)) ≤ E (t, x(t)) + |x− x(t)| + ∂xE (t, x(t)) · (x− x(t))
+∂xxxE (t, x(t)) ·
(x− x(t))3
6
+ o(|x− x(t)|3). (9)
If ∂xE (t, x(t)) = −1, then taking a sequence xn ↓ x(t) in (9) we get ∂xxxE (t, x(t)) ≥ 0. If
∂xE (t, x(t)) = 1, then taking a sequence xn ↑ x(t) in (8), we get ∂xxxE (t, x(t)) ≤ 0. Thus in
both cases, we always have ∂xE (t, x(t)) · ∂xxxE (t, x(t)) ≤ 0. 
Lemma 11. Assume that the BV function x : [0, T ] → R satisfies the weak local stability
(1) and the energy-dissipation upper bound (2). Then for all t ∈ (0, T )\J , one has
lim sup
s→t
{
∂xE (t, x(t)) ·
x(s)− x(t)
s− t
}
≤ 0.
Here J is the jump set of x(·).
Proof. We shall show that for any sequence tn → t and tn 6= t then
lim sup
n→∞
{
∂xE (t, x(t)) ·
x(tn)− x(t)
tn − t
}
≤ 0.
Of course, we may assume that
lim inf
n→∞
∣∣∣∣x(tn)− x(t)tn − t
∣∣∣∣ > 0
and either tn ↓ t or tn ↑ t.
Case 1. If tn ↓ t, then repeat the argument in the proof of Lemma 8, we obtain again the
inequality (7)
∂xE (t, x(t)) ·
x(tn)− x(t)
|x(tn)− x(t)|
≤ −1 + o(1),
and either ∂xE (t, x(t)) = 1 or ∂xE (t, x(t)) = −1. This implies that
∂xE (t, x(t)) · lim
n→∞
x(tn)− x(t)
|x(tn)− x(t)|
= −1.
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or
∂xE (t, x(t)) · lim
n→∞
sign
(
x(tn)− x(t)
tn − t
)
= −1.
Case 2. If tn ↑ t, then similarly, one has
∂xE (t, x(t)) · lim
n→∞
x(tn)− x(t)
|x(tn)− x(t)|
= 1,
and hence
∂xE (t, x(t)) · lim
n→∞
sign
(
x(tn)− x(t)
tn − t
)
= −1.
Thus in all cases, we have
∂xE (t, x(t)) · lim
n→∞
sign
(
x(tn)− x(t)
tn − t
)
= −1.
and the conclusion follows. 
Lemma 12. Assume that the BV function x : [0, T ] → R is continuous and satisfies the
strong local stability (5) and the energy-dissipation upper bound (2). Let t ∈ int[(0, T )\int(N)]
such that ∂xxE (t, x(t)) = 0 and ∂xxxE (t, x(t)) 6= 0. Then ∂xtE (t, x(t)) = 0.
Proof. Step 1. Take an arbitrary sequence tn → t, tn 6= t, tn ∈ int[(0, T )\int(N)]. By
Lemma 8 and the continuity of the function s 7→ ∂xE (s, x(s)), we have
∂xE (tn, x(tn)) = ∂xE (t, x(t)) ∈ {−1, 1}
for all n large enough. Using Taylor’s expansion and the assumption ∂xxE (t, x(t)) = 0, we
have
0 = ∂xE (tn, x(tn))− ∂xE (t, x(t))
= ∂xtE (t, x(t)) · (tn − t) + o(x(tn)− x(t))) + o(tn − t). (10)
Thus we can conclude that ∂xtE (t, x(t)) = 0 if we can find a sequence tn → t such that
lim sup
n→∞
|x(tn)− x(t)|
|tn − t|
<∞.
Step 2. For an arbitrary sequence sn → t, sn 6= t, sn ∈ int[(0, T )\int(N)], by Lemma 10 we
have
∂xxE (sn, x(sn)) ≥ 0 = ∂xxE (t, x(t)).
Therefore, using Taylor’s expansion we obtain
0 ≤ ∂xxE (sn, x(sn))− ∂xxE (t, x(t))
= ∂xxtE (t, x(t)) · (sn − t) + ∂xxxE (t, x(t)) · (x(sn)− x(t)) + o(x(sn)− x(t)) + o(sn − t).
Choosing sn ↑ t and dividing the above inequality for (sn − t) < 0, we have
0 ≥ ∂xxtE (t, x(t)) + (∂xxxE (t, x(t)) + o(1)) ·
x(sn)− x(t)
sn − t
+ o(1). (11)
Step 3. Since ∂xE (t, x(t)) ∈ {−1, 1}, we distinguish two cases.
Case 1. Assume ∂xE (t, x(t)) = −1. Then ∂xxxE (t, x(t)) > 0 by Lemma 10. Therefore,
(11) implies that
lim sup
n→∞
x(sn)− x(t)
sn − t
≤ −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
<∞.
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On the other hand, by Lemma 11,
lim inf
n→∞
{
x(sn)− x(t)
sn − t
}
≥ 0.
Therefore,
lim sup
n→∞
|x(sn)− x(t)|
|sn − t|
<∞.
Case 2. Assume ∂xE (t, x(t)) = 1. Similarly, we have ∂xxxE (t, x(t)) < 0 by Lemma 10,
and hence
lim inf
n→∞
x(sn)− x(t)
sn − t
≥ −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
> −∞.
Moreover, by Lemma 11,
lim sup
n→∞
{
x(sn)− x(t)
sn − t
}
≤ 0.
Thus
lim sup
n→∞
|x(sn)− x(t)|
|sn − t|
<∞.
Step 4. In summary, if sn ↑ t, then we always have
lim sup
n→∞
|x(sn)− x(t)|
|sn − t|
<∞.
Therefore, choosing tn = sn in (10), we conclude that ∂xtE (t, x(t)) = 0. 
Lemma 13. Assume that the BV function x : [0, T ] → R is continuous and satisfies the
strong local stability (5) and the energy-dissipation upper bound (2). If t ∈ (0, T ) is an
accumulation point of ∂
◦
N , then ∂xtE (t, x(t)) = 0. Moreover, if ∂xxE (t, x(t)) 6= 0, then
x′(t) = 0 and ∂xttE (t, x(t)) = 0.
Here for convenience, we denote by ∂
◦
N the boundary of int(N).
Proof. Step 1. Since t is an accumulation point of ∂
◦
N , we can find an → t, bn → t such that
(an, bn) ⊂ int(N) and an, bn ∈ ∂
◦
N . By Lemma 8, and the continuity of s 7→ ∂xE (s, x(s)),
one has, for n large enough,
∂xE (an, x(an)) = ∂xE (t, x(t)) = ∂xE (bn, x(bn)) ∈ {−1, 1}.
Note that for all s ∈ [an, bn], x(s) = cn, a constant independent of s. Consider the
one-variable function
s 7→ fn(s) := ∂xE (s, cn).
Since fn(an) = fn(bn), by Rolle’s Theorem, we can find a number sn ∈ (an, bn) such that
f ′n(sn) = 0. This means ∂xtE (sn, x(sn)) = 0. Since sn → t, one has
0 = ∂xtE (sn, x(sn))→ ∂xtE (t, x(t)).
Step 2. Now we assume that t /∈ E. We distinguish two cases.
Case 1. Let tn /∈ int(N), tn 6= t and tn → t. Then by Lemma 9 we have
lim
n→∞
x(tn)− x(t)
tn − t
= −
∂xtE (t, x(t))
∂xxE (t, x(t))
= 0.
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Case 2. Let sn ∈ int(N) and sn → t. Since t is an accumulation point of ∂
◦
N , we can
assume that sn ∈ (an, bn) ⊂ int(N) with an, bn ∈ ∂
◦
N . Using Case 1, one has
lim
n→∞
x(an)− x(t)
an − t
= lim
n→∞
x(bn)− x(t)
bn − t
= 0.
On the other hand, since x′(s) = 0 when s ∈ (an, bn), we have x(sn) = x(an) = x(bn).
Therefore, ∣∣∣∣x(sn)− x(t)sn − t
∣∣∣∣ ≤ max
{∣∣∣∣x(an)− x(t)an − t
∣∣∣∣ ,
∣∣∣∣x(bn)− x(t)bn − t
∣∣∣∣
}
→ 0
as n→∞.
Thus in summary, for any sequence tn → t and tn 6= t we always have
lim
n→∞
x(tn)− x(t)
tn − t
→ −
∂xtE (t, x(t))
∂xxE (t, x(t))
= 0.
This means x′(t) = 0.
Step 3. Now we show that if we assume furthermore that t /∈ E, then ∂xttE (t, x(t)) = 0.
Since t /∈ E and the function s 7→ ∂xxE (s, x(s)) is continuous at s = t, we have s /∈ E if s
is in a neighborhood of t (recall that E is closed). In particular, if s is in a neighborhood of
t and s ∈ int[(0, T )\int(N)], then ∂xxE (s, x(s)) > 0 by Lemma 10. Moreover, if s /∈ J , then
x′(s) = −
∂xtE (s, x(s))
∂xxE (s, x(s))
by Lemma 9. Using Lemma 11, we conclude that
∂xtE (s, x(s)) · ∂xE (s, x(s)) ≥ 0. (12)
Let us assume that ∂xE (t, x(t)) = −1 (the other case, ∂xE (t, x(t)) = 1, can be treated
by the same way). If s is in a neighborhood of t, s /∈ J and s ∈ int[(0, T )\int(N)],
then ∂xE (s, x(s)) < 0, and hence ∂xtE (s, x(s)) ≤ 0 by (12). Using the continuity of
s 7→ ∂xtE (s, x(s)), we have
∂xtE (an, x(an)) ≤ 0 and ∂xtE (bn, x(bn)) ≤ 0
for n large enough, where {an}, {bn} are taken as in Step 1.
On the other hand, it was already shown in Step 1 that there exists tn ∈ (an, bn) such
that ∂xtE (tn, x(tn)) = 0. Therefore, the function g(s) := ∂xtE (s, x(s)) has a local maximizer
sn ∈ (an, bn). Therefore, for n large enough,
∂xttE (sn, x(sn)) = g
′(sn) = 0.
Since sn → t, by taking the limit as n→∞ we obtain ∂xttE (t, x(t)) = 0. 
Now we are able to give
Proof of Theorem 3 (ii). Since x(·) has finite jump points and (H1), (H3) hold true, by di-
viding (0, T ) into the subintervals if necessary, we may further assume that x(·) is continuous
on (0, T ) and
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xxxE (t, x) = 0} = ∅,
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xtE (t, x) = 0} = ∅.
We denote by I1 the set of isolated points of ∂
◦
N . It remains to consider when t /∈ I1. We
distinguish the following cases.
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Case 1. If t ∈ int(N), then x′(t) = 0. Moreover, if s is in a neighborhood of t then
x′(s) = 0. Therefore, x′(·) is continuous at t.
Case 2. If t ∈ int[(0, T )\int(N)], then by Lemma 12 we have t /∈ E. Therefore, by Lemma
9,
x′(t) = −
∂xtE (t, x(t))
∂xxE (t, x(t))
.
Since the same formula also holds true for any s in a neighborhood of t, we have that x′(·)
is continuous at t.
Case 3. If t is an accumulation point of ∂
◦
N , then ∂xtE (t, x(t)) = 0 by Lemma 13.
Therefore, t /∈ E. By Lemma 13 one has x′(t) = 0. Next, we shall show that if tn → t and
tn /∈ I1, then x
′(tn)→ x
′(t) = 0. Indeed, if tn ∈ int[(0, T )\int(N)], then
x′(tn) = −
∂xtE (tn, x(tn))
∂xxE (tn, x(tn))
→ −
∂xtE (t, x(t))
∂xxE (t, x(t))
= 0.
Otherwise, if tn ∈ int(N) or tn is an accumulation point of ∂
◦
N , then we already have
x′(tn) = 0.
In summary, if t ∈ (0, T )\I1 one has
x′(t) =

−
∂xtE (t, x(t))
∂xxE (t, x(t))
if t ∈ int[(0, T )\int(N)],
0 otherwise,
and x′(·) is continuous on (0, T )\I1. This completes the proof of Theorem 3 (ii). 
Remark. In general (when the jump set of x(·) and the sets in (H1) and (H3) are finite,
instead of empty), the set I in the statement of Theorem 3 (ii) contains the following points:
the isolated points of ∂
◦
N (namely the set I1 in the above proof), the jump points, and the
points t such that ∂xE (t, x(t)) ∈ {−1, 1}, ∂xxE (t, x(t)) = 0 and either ∂xxxE (t, x(t)) = 0 or
∂xtE (t, x(t)) = 0.
5.2. Proof of Theorem 3 (iii). To prove Theorem 3 (iii), we need the further preliminary
lemmas.
Lemma 14. Assume that the BV function x : [0, T ] → R is continuous and satisfies the
strong local stability (5) and the energy-dissipation upper bound (2). Assume furthermore
that
t /∈ int(N), ∂xxE (t, x(t)) = ∂xtE (t, x(t)) = 0 and ∂xxxE (t, x(t)) 6= 0.
Then the limits
lim
s/∈int(N),s↓t
x(s)− x(t)
s− t
and lim
s/∈int(N),s↑t
x(s)− x(t)
s− t
,
exist and they are two solutions to the equation (w.r.t. X)
∂xttE (t, x(t)) + 2∂xxtE (t, x(t)) ·X + ∂xxxE (t, x(t)) ·X
2 = 0. (13)
Moreover, if there is a sequence tn → t such that
tn 6= t, tn /∈ int(N) and ∂xxE (tn, x(tn)) = 0
for all n ≥ 1, then the equation (13) has a unique solution X = −∂xxtE (t, x(t))/∂xxxE (t, x(t)).
Here recall that N := {t ∈ (0, T ) | x′(t) = 0}.
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Proof. Step 1. Let tn → t and tn /∈ int(N). We have ∂xE (tn, x(tn)) = ∂xE (t, x(t)) by
Lemma 8 and the continuity of s 7→ ∂xE (s, x(s)) at s = t. Using Taylor’s expansion we
obtain
0 = ∂xE (tn, x(tn))− ∂xE (t, x(t))
= ∂xttE (t, x(t)) · (tn − t)
2 + 2∂xxtE (t, x(t)) · (x(tn)− x(t)) · (tn − t)
+∂xxxE (t, x(t)) · (x(tn)− x(t))
2 + o(|x(tn)− x(t)|
2) + o(|tn − t|
2).
Dividing this equality by (tn − t)
2 and taking the limit as n→∞ we get
∂xttE (t, x(t)) + 2∂xxtE (t, x(t)) ·
x(tn)− x(t)
tn − t
+ ∂xxxE (t, x(t)) ·
(
x(tn)− x(t)
tn − t
)2
→ 0. (14)
Notice that, (14) also shows that the solutions of (13) are real. Moreover, if we denote by
X1 and X2 the two solutions of the equation (13) , then
min
{∣∣∣∣x(tn)− x(t)tn − t −X1
∣∣∣∣ ,
∣∣∣∣x(tn)− x(t)tn − t −X2
∣∣∣∣
}
→ 0
as n→∞.
Step 2. Using Lemma 10 and Taylor’s expansion one has
0 ≤ ∂xxE (tn, x(tn))− ∂xxE (t, x(t))
= ∂xxtE (t, x(t)) · (tn − t) + ∂xxxE (t, x(t)) · (x(tn)− x(t))
+o(tn − t) + o(x(tn)− x(t)). (15)
By Lemma 8, ∂xE (t, x(t)) ∈ {−1, 1}. We distinguish two cases.
Case 1. ∂xE (t, x(t)) = −1. In this case, by Lemma 10 we have ∂xxxE (t, x(t)) > 0.
Therefore, from the inequality (15), if tn ↓ t, then
lim inf
n→∞
x(tn)− x(t)
tn − t
≥ −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
;
while if tn ↑ t, then
lim sup
n→∞
x(tn)− x(t)
tn − t
≤ −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
.
Since
max{X1, X2} ≥ −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
≥ min{X1, X2},
the convergence in (14) reduces to
lim
n→∞
x(tn)− x(t)
tn − t
= max{X1, X2} if tn ↓ t,
and
lim
n→∞
x(tn)− x(t)
tn − t
= min{X1, X2} if tn ↑ t.
Case 2. If ∂xE (t, x(t)) = 1, then similarly,
lim
n→∞
x(tn)− x(t)
tn − t
= min{X1, X2} if tn ↓ t,
and
lim
n→∞
x(tn)− x(t)
tn − t
= max{X1, X2} if tn ↑ t.
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In both cases, the first conclusion of Lemma 14 follows.
Step 3. Now assume that there is a sequence tn → t such that tn 6= t, tn /∈ int(N) and
∂xxE (tn, x(tn)) = 0 for all n ≥ 1. Using Taylor’s expansion,
0 = ∂xxE (tn, x(tn))− ∂xxE (t, x(t))
= ∂xxtE (t, x(t)) · (tn − t) + ∂xxxE (t, x(t)) · (x(tn)− x(t)) + o(tn − t) + o(x(tn)− x(t)),
we find that
lim
n→∞
x(tn)− x(t)
tn − t
= −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
.
Thus −∂xxtE (t, x(t))/∂xxxE (t, x(t)) is a solution to (13). Substituting this solution into (13)
we find that
[∂xxtE (t, x(t))]
2 = ∂xttE (t, x(t)) · ∂xxxE (t, x(t)),
which implies that (13) has a unique solution. 
Lemma 15. Assume that the BV function x : [0, T ] → R is continuous and satisfies the
strong local stability (5) and the energy-dissipation upper bound (2). Let t be an accumulation
point of ∂
◦
N , and assume either t /∈ E, or t ∈ E and ∂xxxE (t, x(t)) 6= 0. Then x
′(t) = 0,
and ∂xttE (t, x(t)) = 0.
Here recall that N := {t ∈ (0, T ) | x′(t) = 0} and E := {t ∈ (0, T ) | ∂xxE (t, x(t)) = 0}.
Proof. Since t is an accumulation point of ∂
◦
N , Lemma 13 ensures that ∂xtE (t, x(t)) = 0.
If t /∈ E, then Lemma 13 also implies that x′(t) = 0 and ∂xttE (t, x(t)) = 0. Therefore, it
remains to consider the case t ∈ E.
Step 1. Since t is an accumulation point of ∂
◦
N , there exists a sequence {(an, bn)} such that
(an, bn) ⊂ int(N), an, bn ∈ ∂
◦
N for all n ≥ 1, and an, bn ↓ t (or an, bn ↑ t). By Lemma 14, we
have
lim
n→∞
x(an)− x(t)
an − t
= lim
n→∞
x(bn)− x(t)
bn − t
= X1,
where X1 is a solution to (13). Note that x(s) = cn, a constant, when s ∈ [an, bn]. Therefore,
if tn ∈ [an, bn] for all n ≥ 1, then using the fact that x(·) is a constant in [an, bn], one has∣∣∣∣x(tn)− x(t)tn − t −X1
∣∣∣∣ ≤ max
{∣∣∣∣x(bn)− x(t)bn − t −X1
∣∣∣∣ ,
∣∣∣∣x(an)− x(t)an − t −X1
∣∣∣∣
}
→ 0.
Thus if tn ∈ [an, bn], then
lim
n→∞
x(tn)− x(t)
tn − t
= X1.
Step 2. On the other hand, by Lemma 8 and the continuity of s 7→ ∂xE (s, x(s)) at s = t,
we have
∂xE (an, x(an)) = ∂xE (t, x(t)) = ∂xE (bn, x(bn)) ∈ {−1, 1} (16)
for n large enough. Consider the one-variable function
fn(s) := ∂xE (s, cn) on s ∈ [an, bn], (17)
where recall that x(s) = cn for all s ∈ [an, bn]. Since fn(an) = fn(bn), by applying Rolle’s
Theorem, we can find tn ∈ (an, bn) such that
∂xtE (tn, x(tn)) = f
′
n(tn) = 0.
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Using Taylor’s expansion we have
0 = ∂xtE (tn, x(tn))− ∂xtE (t, x(t))
= ∂xttE (t, x(t)) · (tn − t) + ∂xxtE (t, x(t)) · (x(tn)− x(t)) + o(tn − t) + o(x(tn)− x(t)).
Dividing this equality by tn − t and taking the limit as n→∞ we obtain
∂xttE (t, x(t)) + ∂xxtE (t, x(t)) ·X1 = 0. (18)
Step 3. We show that ∂xttE (t, x(t)) = 0. Assume by contradiction that ∂xttE (t, x(t)) 6= 0.
Then from (18), we must have ∂xxtE (t, x(t)) 6= 0 and
X1 = −
∂xttE (t, x(t))
∂xxtE (t, x(t))
6= 0.
Since X1 is a solution to (13), we obtain
[∂xxtE (t, x(t))]
2 = ∂xttE (t, x(t)) · ∂xxxE (t, x(t)), (19)
which in particular implies that X1 is the unique solution to (13).
From (16), let us assume that
∂xE (an, x(an)) = ∂xE (t, x(t)) = ∂xE (bn, x(bn)) = −1
for n large enough (the other case can be treated by the same way).
By Lemma 10 one has ∂xxxE (t, x(t)) > 0. From (19) one has ∂xttE (t, x(t)) > 0. By
the continuity of s 7→ ∂xttE (s, x(s)) at s = t, we have ∂xttE (s, x(s)) > 0 when s is in a
neighborhood of t. In particular, the function fn(s) defined by (17) satisfies
f ′′n(s) = ∂xttE (s, x(s)) > 0 for all s ∈ (an, bn)
for n large enough.
Thus fn is strictly convex on [an, bn]. Consequently, if we choose s := (an + bn)/2, then
∂xE (s, x(s)) = fn(s) <
f(an) + f(bn)
2
= −1.
However, this contradicts to the fact that ∂xE (s, x(s)) ≥ −1 for all s /∈ int(N) by Lemma 8.
Thus we must have ∂xttE (t, x(t)) = 0.
Step 4. Now we show that X1 = 0. In fact, if ∂xxtE (t, x(t)) 6= 0, then from ∂xttE (t, x(t)) = 0
and (18) we must have X1 = 0. Otherwise, if ∂xxtE (t, x(t)) = 0, then 0 is the unique solution
to the equation (13), and hence we also have X1 = 0.
Step 5. Now we show that x′(t) = 0. We distinguish three cases.
Case 1. Assume that there exists a < t such that (a, t) ⊂ int(N). It is obvious that
x′−(t) = 0 = lim
s↑t
x′(s). It remains to show that x′+(t) = 0, namely to show that
lim
n→∞
x(tn)− x(t)
tn − t
= 0
provided that tn ↓ t.
First, we assume that tn ∈ int(N) and tn ↓ t. Note that (t, b) 6⊂ int(N) for all b > t
(otherwise, by the continuity we have x(a) = x(t) = x(b) and t ∈ (a, b) ⊂ int(N), which is
a contradiction). Therefore, as in Step 1, we can choose the sequence {(an, bn)} such that
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(an, bn) ⊂ int(N), an, bn ∈ ∂
◦
N for all n ≥ 1, and an, bn ↓ t. Therefore, it follows from Step
1 and the fact that X1 = 0
lim
n→∞
x(tn)− x(t)
tn − t
= lim
n→∞
x(an)− x(t)
an − t
= 0.
Next, assume that tn /∈ int(N) and tn ↓ t. Then by Lemma 14 we have
lim
n→∞
x(tn)− x(t)
tn − t
= lim
n→∞
x(an)− x(t)
an − t
= 0.
Thus for any sequence tn ↓ t we obtain
lim
n→∞
x(tn)− x(t)
tn − t
= 0.
Therefore, x′+(t) = 0. Thus x
′(t) = 0.
Case 2. If there exists b > t such that (t, b) ⊂ int(N), then similarly to Case 1 we have
x′(t) = 0.
Case 3. Finally, assume that (a, t) 6⊂ int(N) for all a < t, and (t, b) 6⊂ int(N) for all b > t.
Then by the same proof in Case 1, using the fact that (t, b) 6⊂ int(N) for all b > t, we have
x′+(t) = 0. Similarly, using the fact that (a, t) 6⊂ int(N) for all a < t, we obtain x
′
−(t) = 0.
Thus x′(t) = 0. This completes our proof. 
Now we are able to give
Proof of Theorem 3 (iii). Step 1. Since x(·) has only finite jumps and (H1), (H3), (H4)
hold true, by dividing (0, T ) into subintervals if necessary, we may assume that x(·) has no
jump and
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xxxE (t, x) = 0} = ∅,
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xtE (t, x) = 0} = ∅,
{(t, x) ∈ [0, T ]× R | ∂xE (t, x) ∈ {−1, 1}, ∂xtE (t, x) = ∂xttE (t, x) = 0} = ∅.
Step 2. Assume that ∂
◦
N has an accumulation point t. Then we have ∂xE (t, x(t)) ∈ {−1, 1}
by Lemma 8. Note that if t = 0 or t = T , then Lemma 8 is not applicable directly to t,
but because t is an accumulation point of ∂
◦
N , we can apply Lemma 8 to the points in
∂
◦
N ∩(0, T ) first, and then take the limit to get the conclusion at t.
Next, we have ∂xtE (t, x(t)) = 0 by Lemma 13, and ∂xttE (t, x(t)) = 0 by Lemma 13 (when
t /∈ E) and Lemma 15 (when t ∈ E). Note that these lemmas apply even if t = 0 or t = T .
Thus
∂xE (t, x(t)) ∈ {−1, 1}, ∂xtE (t, x(t)) = 0, ∂xttE (t, x(t)) = 0.
By condition (H3), this case cannot happen. Therefore, ∂
◦
N has no accumulation point.
Thus ∂
◦
N is finite, and hence int(N) ∪ int[(0, T )\int(N)] is the union of finitely many open
intervals.
Step 3. Finally, if t ∈ int(N), then x′(t) = 0. On the other hand, if t ∈ int[(0, T )\int(N)],
then by Lemma 12 we have t /∈ E, and hence
x′(t) = −
∂xtE (t, x(t))
∂xxE (t, x(t))
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by Lemma 9. Thus we can conclude that x(·) is of class C1 in int(N) ∪ int[(0, T )\int(N)].
The proof is completed. 
5.3. Proof of Theorem 3 (i). Finally, to obtain Theorem 3 (i), we need the following
lemma.
Lemma 16. Assume that the BV function x : [0, T ] → R is continuous and satisfies the
strong local stability (5) and the energy-dissipation upper bound (2). If t ∈ int[(0, T )\int(N)],
t ∈ E and ∂xxxE (t, x(t)) 6= 0, then the right and left derivatives
x′+(t) := lim
s↓t
x(s)− x(t)
s− t
, x′−(t) := lim
s↑t
x(s)− x(t)
s− t
,
exist and they are two solutions of the equation (13).
Moreover, if t is an accumulation point of E, then
x′(t) = −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
and it is the unique solution to the equation (13).
On the other hand, if t is an isolated point of E, then either
x′(t) = −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
,
or
x′+(t) = lim
s↓t
x′(s), x′−(t) = lim
s↑t
x′(s).
Here recall that N := {t ∈ (0, T ) | x′(t) = 0} and E := {t ∈ (0, T ) | ∂xxE (t, x(t)) = 0}.
Proof. Step 1. Since t ∈ int[(0, T )\int(N)] and t ∈ E, Lemma 12 ensures that ∂xtE (t, x(t)) =
0. Therefore, by Lemma 14, we get that x′+(t), x
′
−(t) exist and they are two solutions of the
equation (13).
Step 2. If t is an accumulation point of E, then by Lemma 14 again, the equation (13) has
a unique solution −∂xxtE (t, x(t))/∂xxxE (t, x(t)). Therefore,
x′(t) = −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
.
Step 3. Now we assume that t is an isolated point of E. If the equation (13) has a unique
solution, then it must be −∂xxtE (t, x(t))/∂xxxE (t, x(t)), and hence
x′(t) = −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
.
Otherwise, if the equation (13) has two distinct solutions, then we shall show that
x′+(t) = lim
s↓t
x′(s), x′−(t) = lim
s↑t
x′(s).
In fact, since t is an isolated point of E, when s is in a neighborhood of t we have s /∈ E.
Therefore, using Lemma 9 and L’Hopital’s rule, we have, as s ↓ t,
x′(s) = −
∂xtE (s, x(s))
∂xxE (s, x(s))
= −
(
∂xtE (s,x(s))−∂xtE (t,x(t))
s−t
)
(
∂xxE (s,x(s))−∂xxE (t,x(t))
s−t
) → − ∂xttE (t, x(t)) + ∂xxtE (t, x(t)) x′+(t)
∂xxtE (t, x(t)) + ∂xxxE (t, x(t)) x′+(t)
= x′+(t).
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Here in the last identity we have used that x′+(t) solves the equation (13). Note that
∂xxtE (t, x(t)) + ∂xxxE (t, x(t)) x
′
+(t) 6= 0 because the equation (13) has two distinct solu-
tions.
Similarly, as s ↑ t,
x′(s) = −
∂xtE(s, x(s))
∂xxE(s, x(s))
→ x′−(t).
The proof is completed. 
Thus we can now provide
Proof of Theorem 3 (i). Step 1. Assume that x(·) has only finitely many jumps and (H1)
holds. By dividing (0, T ) into subintervals if necessary, we may further assume that x(·) has
no jumps and
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xxxE (t, x) = 0} = ∅.
Thus either t /∈ E, or t ∈ E and ∂xxxE (t, x(t)) 6= 0. Choose I3 and I1 as follows
I3 := {t ∈ (0, T ) | x(·) is differentiable at t};
I1 := {t ∈ (0, T )\I3 | t is an isolated point of ∂
◦
N}.
Now we consider the case t is not an isolated point of ∂
◦
N . We have the following cases.
Case 1. If t ∈ int(N), then x′(t) = 0 by definition.
Case 2. If t is an accumulation point of ∂
◦
N , then x′(t) = 0 by Lemma 15.
Case 3. If t ∈ int[(0, T )\int(N)] and t /∈ E, then by Lemma 9,
x′(t) = −
∂xtE (t, x(t))
∂xxE (t, x(t))
.
Case 4. If t ∈ int[(0, T )\int(N)] and t is an accumulation point of E, then by Lemma 16,
x′(t) = −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
.
Case 5. If t ∈ int[(0, T )\int(N)] and t is an isolated point of E, then by Lemma 16, we
have either
x′(t) = −
∂xxtE (t, x(t))
∂xxxE (t, x(t))
,
or there exist x′+(t), x
′
−(t) and
x′+(t) = lim
s↓t
x′(s), x′−(t) = lim
s↑t
x′(s).
Thus we can choose I2 as follows
I2 := (0, T )\(I1∪I3) = {t ∈ int[(0, T )\int(N)] | t is an isolated point of E and x
′
−(t) 6= x
′
+(t)}.
Step 2. Assume that (H2) also holds. Then by dividing (0, T ) into subintervals again we
may assume further that
{(t, x) ∈ (0, T )× R | ∂xE (t, x) ∈ {−1, 1}, ∂xxE (t, x) = ∂xtE (t, x) = 0,
[∂xxtE (t, x)]
2 = ∂xttE (t, x) · ∂xxxE (t, x)
}
= ∅. (20)
We show that in this case the set I := I1 ∪ I2 only contains isolated points. Assume
by contradiction that t is an accumulation point of I. Thus we must have a sequence
tn → t ∈ I1 with tn ∈ I2 for all n ≥ 1. By Lemma 12 we have ∂xtE (tn, x(tn)) = 0 for
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all n. Since ∂xxE (tn, x(tn)) = ∂xtE (tn, x(tn)) = 0, taking the limit as n → ∞ we get
∂xxE (t, x(t)) = ∂xtE (t, x(t)) = 0. Therefore, by the second statement of Lemma 14, the
equation (13) has a unique solution −∂xxtE (t, x(t))/∂xxxE (t, x(t)). This implies that
[∂xxtE (t, x)]
2 = ∂xttE (t, x) · ∂xxxE (t, x).
However, since ∂xxE (t, x(t)) = ∂xtE (t, x(t)) = 0 and ∂xE (t, x(t)) ∈ {−1, 1} (by Lemma 8),
we obtain a contradiction to the assumption (20). The proof is completed. 
6. Proof of Theorem 4
In this section, we prove Theorem 4.
Proof. Step 1. Since x(·) is a BV function, we have L := sup0≤t≤T |x(t)| < ∞. For any
t ∈ [0, T ], define
F (t) := {x ∈ [−L, L] : |∂xE (t, x)| = 1}.
We shall show that there exists ε > 0 independent of t such that if x, y ∈ F (t) and x 6= y,
then |x− y| ≥ ε.
Indeed, we assume by contradiction that there exists a sequence {tn}
∞
n=1 ⊂ [0, T ] and
xn, yn ∈ F (tn) such that xn < yn and |xn − yn| → 0. By compactness, after passing to
subsequences if necessary, we may assume that tn → t0, xn → x0 and yn → x0. Using the
continuity of ∂xE , we have |∂xE (t0, x0)| = 1.
On the other hand, since |∂xE (tn, xn)|
2 = 1 = |∂xE (tn, yn)|
2, by applying Rolle’s The-
orem for the function z 7→ |∂xE (tn, z)|
2, we can find an element zn ∈ (xn, yn) such that
∂xxE (tn, zn) = 0. Taking n→∞, we obtain ∂xxE (t0, x0) = 0.
Thus |∂xE (t0, x0)| = 1 and ∂xxE (t0, x0) = 0, which contradicts to the assumption (H5).
Therefore, there exists ε > 0 independent of t, such that |x− y| ≥ ε for all x, y ∈ F (t) and
x 6= y.
Step 2. We assume that x(·) jumps at t, namely x(t−) 6= x(t+), here
x(t−) := lim
s↑t
x(s) and x(t+) := lim
s↓t
x(s).
We shall show that |x(t−)− x(t+)| ≥ ε.
From the weak local stability of x(·), we have |∂xE (t, x(t
−))| ≤ 1 and |∂xE (t, x(t
+))| ≤ 1.
If |∂xE (t, x(t
−))| = 1 = |∂xE (t, x(t
−))|, then by Step 1 we already get |x(t−) − x(t+)| ≥ ε.
Hence, let us assume that
min{|∂xE (t, x(t
−))|, |∂xE (t, x(t
+))|} < 1. (21)
Using the energy-dissipation upper bound, we get
|x(t+)− x(t−)| ≤ E (t, x(t−))− E (t, x(t+)) =
∣∣∣∣∣
∫ x(t−)
x(t+)
∂xE (t, z)dz
∣∣∣∣∣ ≤
∫
I
|∂xE (t, z)| (22)
where I is the closed interval between x(t−) and x(t+).
From (21) and (22), we conclude that there exists y between x(t−) and x(t+) such that
|∂xE (t, y)| > 1. Since |∂xE (t, x(t
−))| ≤ 1 < |∂xE (t, y)|, there exists z− between x(t
−) and
y such that |∂xE (t, z−)| = 1 (here z− may be equal to x(t
−)). Similarly, there exists z+
between x(t+) and y such that |∂xE (t, z+)| = 1 (here z+ may be equal to x(t
+)). Since
z+ 6= z−, we have |z+ − z−| ≥ ε by Step 1. Thus |x(t
+)− x(t−)| ≥ |z+ − z−| ≥ ε.
Step 3. Thus by Step 2, any jump step is not less than ε. Since x(·) is a BV function, it
can only have finitely many jumps. 
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7. Appendix: Technical proofs
7.1. Proof of Lemma 5. We start by some elementary results.
Lemma 17. For any closed set C in Rd, there exists a smooth function ϕ such that ϕ :
R
d → [0, 1] and ϕ−1(0) = C.
Proof. Since the set Rd\C is open, we can find a family of open balls {Bn} such that
R
d\C =
⋃
n∈N
Bn.
Moreover, a classical result tells us that, for any n ∈ N, there exist ϕn : R
d → [0, 1] such
that ϕn is of class C
∞ and ϕ−1n (0) = R
d\Bn.
Take ϕ :=
∑
n∈N αnϕn with αn > 0 for all n. This implies ϕ
−1(0) = C.
Now for every n ∈ N, we choose αn such that ‖D
kϕn‖∞ · αn ≤ 2
−n for all k = 0, 1, . . . , n.
It is easy to check that ϕ(Rd) ∈ [0, 1] and ϕ is of class C∞. This completes the proof of
Lemma 17. 
Lemma 18. For any couple of disjoint closed sets C0, C1 in R
d, there exists a smooth function
ϕ : Rd → [0, 1] such that ϕ−1(0) = C0, ϕ
−1(1) = C1.
Proof. Taking ϕ0, ϕ1 as in Lemma 17 such that ϕ
−1
0 (0) = C0 and ϕ
−1
1 (0) = C1. For every
x ∈ Rd, we choose
ϕ(x) :=
ϕ0(x)
ϕ0(x) + ϕ1(x)
then we can check easily that ϕ satisfies all requirements of Lemma 18. 
Now we are ready to give the proof of Lemma 5.
Proof. Define
C1 := {(t, x) | x ≥ u(t
−)}, D1 := {(t, x) | x ≤ −M},
C2 := {(t, x) | x ≤ u(t
+)}, D2 := {(t, x) | x ≥M}.
Obviously, D1 and D2 are closed sets in R
2. Moreover, C1 and D1 are disjoint, C2 and D2
are disjoint.
We show that C1 and C2 are closed sets in R
2. For example, to prove that C1 is closed, we
need to show that if a sequence {(tn, xn)}n≥1 ⊂ C1 converges to (t0, x0), then (t0, x0) ∈ C1,
namely x0 ≥ u(t
−
0 ). Indeed, if s < t0, then for n large enough we have tn > s, and
hence xn ≥ u(t
−
n ) ≥ u(s). Thus x0 = lim xn ≥ u(s) for all s < t0, which implies that
x0 ≥ lims↑t0 u(s) = u(t
−
0 ). Thus C1 is closed. Similarly, we have C2 is closed.
Applying Lemma 18, we can choose two smooth functions g1 : R
2 → [0, 1] and g2 : R
2 →
[0, 1] such that
g−11 (0) = C1 and g
−1
1 (1) = D1,
g−12 (0) = C2 and g
−1
2 (1) = D2.
We define g(t, x) := g2(t, x) − g1(t, x) for all (t, x) ∈ [0, T ]× R . It is straight-forward to
see that the function g has all desired properties. 
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7.2. Proof of Lemma 6. We see that Lemma 6 is verified if we can check the following
result.
Lemma 19. At |µs|-almost every point t ∈ [0, T ]\J , the left and right derivatives of x at
t exist and are both equal to +∞ or both equal to −∞. Here x : [0, T ] → R is any right-
continuous BV function, the measure µ is the weak derivative of x, µs is the singular part of
µ w.r.t. Lebesgue measure, and J is the jump set of x.
Lemma 19 is somehow well-known to experts on BV functions. However, since we could
not find it in any standard reference book on the subject, we give here a short sketch of
proof. First, we need the following facts which are more or less well-known.
Fact 1: Let tn be the points in the jump set J . We take the union of the graph of x
and replace every point (tn, x(tn)) by the vertical segment Sn with endpoints (tn, x(t
−
n )) and
(tn, x(t
+
n )). We call this new set the “complete graph” of x and we denote it by G. Notice
that x is right-continuous, so x(tn) is always between x(t
−
n ) and x(t
+
n ), here by x(t
−
n ) and
x(t+n ) we mean the left and right limit of x at tn.
We claim that there exists a Lipschitz injective path γ : [0, L] → G which parametrize G
and has the following property:
• There exists countably many pairwise disjoint closed intervals In contained in [0, L]
such that the restriction of γ to each In parametrize the segment Sn.
• Given two points s, s′ with s < s′ which do not belong to the same interval In, then
γ1(s) < γ1(s
′) (here and below we write γ1 and γ2 for the two components of γ).
Finally, by choosing L properly, we can also assume that γ is an arc-length parametrization,
which means that the derivative γ˙(s) is a vector of norm 1 for all s where it exists (that is,
almost every s in [0, L]).
Fact 2: Since γ is injective and Lipschitz, at H1-almost every point z of G, there exists
a tangent line Lz intended in the classical sense, here H
1 is the 1-dimensional Hausdorff
measure. More precisely, Lz exists for all z = γ(s) such that γ is differentiable at s, and Lz
is the line generated by the vector γ˙(s).
Fact 3: Let p be the projection of G on the horizontal axis, and let λ be the positive measure
on [0, T ] which is obtained as the push-forward according to the map p of the measure σ
given by the restriction of H1 to the graph G, that is, λ := p#σ. Then |µ| ≤ λ and in
particular |µ| is absolutely continuous w.r.t. λ.
Fact 4: We can split G in two parts:
• The “vertical part” Gv consists of all points z where the tangent line Lz exists and
is vertical.
• The “horizontal part” Gh consists of all points z where the tangent line Lz exists and
is not vertical.
Then, we can construct the measures λv and λh as before. We claim that |µs| ≤ λv (actually
|µs| = λv, but we do not need this).
Now, we are back to the proof of Lemma 19.
Proof of Lemma 19. As a consequence of Fact 4, it suffices to show that for λv-a.e. t /∈ J ,
the derivative of x at t exists and is +∞ or −∞. Indeed, one shows that this is true at every
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point t /∈ J such that the tangent line Lz exists, and z belongs to Gv (that is, the line Lz is
vertical). Here z := (t, x(t)).
More precisely, take t and z as above, and let s such that z = γ(s). Then Lz is the
line generated by the vector v := γ˙(s), and since this line is vertical, we have that either
v = (0, 1) or v = (0,−1). Then one easily shows that in the first case, the right and left
derivatives of x at t are +∞, and in the second case they are −∞.
In fact, assume that we are in the first case. Taking any sequence tn that converges to t,
and let sn be such that γ(sn) = (tn, x(tn)). Then
x(tn)− x(t)
tn − t
=
[
γ2(sn)− γ2(s)
sn − s
]
/
[
γ1(sn)− γ1(s)
sn − s
]
.
Notice that here we have γ˙(s) = (0, 1). This implies that the first quotient at the right-hand
side of the above equality tends to +1, while the second one tends to 0, and more precisely
to 0+ because of the fact that γ1 is increasing in the sense specified above in Fact 1. Thus,
the limit of the quotient in the left-hand side of the formula above must be 1/0+ = +∞. 
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