Abstract: Stability of a class of fractional-order neural networks (FONNs) is analyzed in this paper. First, two sufficient conditions for convergence of the solution for such systems are obtained by utilizing Gronwall-Bellman lemma and Laplace transform technique. Then, according to the fractional-order Lyapunov second method and linear feedback control, the synchronization problem between two fractional-order chaotic neural networks is investigated. Finally, several numerical examples are presented to justify the feasibility of the proposed methods.
Introduction
Neural networks have been put more and more attention up to now [1] [2] [3] [4] . Ranging from combinatorial optimization, pattern recognition, associative memories and many other fields, neural networks have been successfully used. Fractional-order models can be well used to describe the hereditary and memory properties of many materials and processes compared with the conventional integer-order model [5] [6] [7] [8] [9] . The uniform stability of fractional-order neural networks (FONNs) with delay is studied in [10] . Literature [11] discusses the synchronization problem for the uncertain fractional-order chaotic systems by means of adaptive fuzzy control. The fractional-order expression of neural network models is also introduced to investigate biological neurons. The reasons rely on two main aspects, one is the fractional-order parameter that enlarges the system performance by heightening one degree of freedom, the other is its infinite memory. FONNs may be expected to provide an excellent instrument in the field of parameter estimation. Furthermore, it has been shown that neural networks approximation taken at the fractional level usually leads to higher rates of approximation . Taking into consideration these facts, it is easy to know that combining an infinite memory term into the model of neural network is a big development, and it is advisable to research FONNs.
Nowadays, the dynamics analysis of FONNs has become a very attractive research topic, and some important results have been given. For example, bifurcations and chaos phenomenon in FONNs are studied in [12] [13] [14] . In [15] , energy-like functions are utilized to study the stability of FONNs. Mittag-Leffler stability for memristor-based FONNs is showed in [16] . Furthermore, [4] and [10] research the properties of the solution of FONNs, and some interesting results are obtained.
Stability analysis is a basic topic in system (fractional-order or integer-order) and control theory [17] [18] [19] [20] [21] . In [22] , the exponential stability of high-order neural networks with proportional delay is investigated by using the Lyapunov method and matrix measure. Based on the nonsmooth
• By utilizing Laplace transform techniques, The boundness and convergence of solution for FONN are investigated.
• A linear controller is designed for synchronizing fractional chaotic networks. Integration of the sign function is utilized in our control methods, so chattering phenomenon can be avoided.
• A simple auxiliary function is constructed, which may be helpful for stability analysis of fractional-order systems.
The remainder of this work is as follows: In Section 2, we give a mathematical model of FONN and some preliminaries for this work are needed. In Section 3, we drive two sufficient conditions, which are used to analyze the stability of FONN. Simulations are carried out in Section 4 to demonstrate theoretical analysis. Finally, Section 5 concludes this work.
Preliminaries
We will give some related results for fractional differential and integral formulas. For more details, one can refer to [36] . Firstly, the fractional-order integral is expressed as
where 0 < α ≤ 1. In general, fractional-order derivative has three different definitions: G-L, R-L, and Caputo [36] . In this work, let us use Caputo's derivative. In addition, it is defined as
where k − 1 ≤ α < k. Obviously, the Laplace transform of (2) is
The definition of Mittag-Leffler function is given as [36] :
where α, γ > 0 and ζ ∈ C. In particular, E 1,1 (ζ) = e ζ . According to [36] , we have
Lemma 1. [37] . If A ∈ R n×n , 0 < α ≤ 1, γ is a real constant, and ∈ R + , then
where
Lemma 2. [19] . Let 0 ≤ t ≤ T and
where h(t), g(t) and m(t) ≥ 0 are continuous functions. Then
where k 1 ≥ 1 is arbitrary integer.
Lemma 4. [38] . Consider the following system:
where Q ⊂ R n , which contains the origin. Suppose V(t, x(t)) is a Lipschitz function which has continuous derivative. If the following conditions
are satisfied, then equilibrium point x = 0 is M-L stable, where t ≥ 0, x ∈ Q, γ ∈ (0, 1), λ 1 , λ 2 , λ 3 , p 1 and p 2 are positive constants.
If Q instead of R n and the conditions (12) and (13) still hold, then x = 0 is globally M-L stable.
Lemma 5. [39] . Suppose x(t) ∈ R n be a derivable function, then
Lemma 6. [35] . Let ε ∈ R + and Σ ∈ R n×n , Σ > 0. Then, for any vectors u, v ∈ R n
Lemma 7. [38] . Mittag-Leffler stability will lead to asymptotical stability.
Main Results

System Description
Let the model of FONNs be
or equivalently
n represents the number of units in the network;
T ∈ R n ; A = {a ij } corresponds to the connection of the ith neuron to the jth neuron; 
Remark 1. It is reasonable to give the above Assumption 1 because we can move the equilibrium to zero via some transformation of the system variables.
In the following two subsections, we will give two sufficient conditions for boundedness and convergence of x(t) in (16), respectively.
Stability Analysis
Now, we are ready to establish stability analysis of the FONNs (15).
Theorem 1. Suppose the following conditions holds:
(1) the nonlinear functions of the FONNs are bounded, i.e.,
where m i > 0, i = 1, 2, · · · , n.
(2) the external bias vector are bounded, i.e., there exist some constants g i , i = 1, 2, · · · , n, such that
Then, we have the solution of FONNs (15) will stay bounded, i.e., there exist some positive constants δ i and t 1 such that
for all i and t > t 1 .
Proof. Taking Laplace transform on (15) yields
According to the property (4), the solution of (15) is given by
Then, from (19) and (20), we have
Noting that the Mittag-Leffler function (4) has the following property [36] :
we have
By using Lemma (3), we have some positive constant t 0 , for all t > t 0 , the following inequalities hold:
According to above discussions, we can conclude that
. This completes the proof.
Remark 2.
If the system parameters are adjustable, then state variables will tend to an arbitrary small neighborhood of the origin if c i is large enough.
Remark 3.
The stability analysis for fractional-order linear systems is discussed in [24] . However, in this paper, the model we considered is a nonlinear one which can not be treated as the models in [24] . The results and the analysis methods might be very useful in stability analysis for FONNs. Proof. Suppose that y(t) ∈ R n are two arbitrary solutions of FONN (16) . Defining e(t) = x(t) − y(t), as a result, we can obtain
Using the Laplace transform, (29) can be written as
By some straightforward manipulators, we can obtain
Therefore,
From Assumption 2 and Lemma 1, we give a constant b > 0 such that
By applying Lemma 2, we have 
and this completes the proof.
Synchronization
Let us discuss the synchronization of FONN by utilizing linear control. Let system (16) be the drive system, and the response system be
where ω(t) ∈ R n is a suitable controller which will be given later.
Let e(t) = y(t) − x(t), then
where g(e(t)) = f (y(t)) − f (x(t)).
The controller ω(t) can be presented by
where the gain matrix
The error dynamical system (38) can be described by
Theorem 3. If Assumption 2 is satisfied, then systems (16) and (37) are synchronized if the gain matrix K is chosen such that
where L = diag(l 1 , l 2 · · · , l n ).
Proof. Let the Lyapunov function be V(t) = e T (t)e(t).
According to Lemma 5, we have
It follows from Assumption 2 and Lemma 6 that 2e T (t)Ag(e(t)) ≤ e T (t)AA T e(t) + g(e(t)) T g(e(t))
Substituting (42) into (41), we have
where λ min is the minimum eigenvalue of 2(
Then it follows from Lemma 4 and Lemma 7 that lim t→∞ e(t) = 0. This ends the proof of Theorem 3.
Simulation Results
Example 1. Consider the following two-dimensional FONN:
Let the initial conditions be x 1 (0) = 3, x 2 (0) = −4, the fractional order α = 0.88. Obviously, [0, 0] T is a the equilibrium point of (44), which means that Assumption 1 is satisfied.
Firstly, let the system parameters be c 1 = 0.3, c 2 = 0.35. From the model of FONN (44), we can easily know that the nonlinear functions and the external biases are all bounded, which means the conditions (19) and (20) In response system (37), we chose k 1 = 14.4, k 2 = 13.9, k 3 = 14.8. By computation, we know condition (40) is satisfied. Then, it follows from Theorem 3 that synchronization between (16) and (37) will be achieved. Figures 5 and 6 depict the simulation results. 
Conclusions
The dynamical properties of FONNs are investigated in this paper. First, two sufficient conditions are established for boundedness and convergence of the solution for FONN. Furthermore, based on the Mittag-Leffler function and linear feedback control technique, the synchronization criterion of chaotic FONN is obtained. Compared with the related literature, the conditions we need are easy to satisfy. The effectiveness of the proposed results is further confirmed by numerical simulations.
