In this paper a new parallel algorithm for the computation of the inverse of a bivariate polynomial matrix are presented. The parallel algorithm based on the technique evaluation-interpolation and for the part of interpolation uses the Newton bivariate polynomial interpolation. The algorithm is applied to the programming environment of MATLAB with Parallel Computing Toolbox and is compared to the corresponding build-in function of MATLAB inv().
Introduction
The problem of computing the inverse of a polynomial matrix has been considered by many authors due to its large number of applications i.e. calculation of the transfer function matrix of a system [2] , solution of Auto-Regressive equations [1] , coding and cryptography [5] etc. The inverse of a polynomial matrix can be computed either by using symbolic algorithms, like the Leverrier-Faddev algorithm [4] , or numerical algorithms [3, 10, 6, 9] . Among those algorithms it is shown that DFT interpolation techniques are the most promising as concerns the running time, in contrast to the symbolic ones which are accurate but time consuming. In order to compute the inverse of a polynomial matrix, interpolation algorithms initially compute the values of the determinant and the adjoint of the polynomial matrix at specific interpolation points, and then use known interpolation techniques in order to reconstruct the determinental polynomial and the adjoint polynomial matrix.
In this paper, we start by presenting in Section 2, the computation of the inverse of a two-variable polynomial matrix base to algorithm in [6] the optimal base in [7] and optimal degree in [8] . In section 3, the parallel approach is presented. Also, the execution times between sequential algorithm, parallel algorithm and the corresponding build-in function of MATLAB inv() is given.
2 On the computation of the inverse of a twovariable polynomial matrix
The calculation of the inverse of a two variable polynomial matrix are implemented with the "Evaluation-Interpolation" technique as follow:
Step 1: Computation of the degree of the determinant and the degree of each element of the adjoint matrix. We find the degree matrices
where d i,j = deg x,y {a i,j (x, y)}, is the total degree of the polynomial a i,j (x, y), d
x i,j = deg x {a i,j (x, y)}, is the degree respect to x of the polynomial a i,j (x, y) and d y i,j = deg y {a i,j (x, y)}, is the degree respect to y of the polynomial a i,j (x, y) as defined in [8] . For the determinant we have
The DegDet(D 1,1 ) is defined in [8] and given by
Then, for the adjoint we define the matrixD ∈ N m×m which is given bȳ
submatrix of matrix D which the i row and the j column are deleted. Accordingly, we define the matrixD x ∈ N m×m which is given byD
x which the i row and the j column are deleted and the matrixD y ∈ N m×m which is given byD
y which the i row and the j column are deleted.
Step 2: Computation of the number of required points. This computation are presented in [8] .
For the determinant the optimal number of required interpolation points is given by
Then, the maximum element of matrixD is the greatest degree of polynomial elements of the adjoint matrix adjA(x, y) and given bȳ
The maximum element of matrixD x is the greatest degree of polynomial elements of the adjoint matrix adjA(x, y) respect to x and given bȳ
The maximum element of matrixD y is the greatest degree of polynomial elements of the adjoint matrix adjA(x, y) respect to y and given bȳ
Thus, the optimal number of required interpolation points is given by We evaluate for required number of points (x i , y j ) the constant matrices A (x i , y j ) and we calculate (a) the corresponding determinants with interpolation set (x i , y j , det (A (x i , y j ))) and (b) the corresponding inverse matrices with interpolation set (x i , y j , A −1 (x i , y j )). We know that the inverse of a two variable polynomial matrix A(x, y) is given by
The adjoint matrix adjA(x, y) is given by
which for each intepolation point (x i , y j ) is reform
Step 4: Compute the interpolating polynomial p (x, y) = det (A(x, y))
where X, DD, Y have been defined in [6] .
Step 5 : Compute the adjoint matrix of A (x, y)
adjA (x, y) =Ā (x, y) =X T ·DD ·Ȳ whereX,DD,Ȳ have been defined in [6] . We evaluate for required number of points (x i , y j ) the constant matrices A (x i , y j ) and we calculate (a) the corresponding determinants with interpolation set (x i , y j , det (A (x i , y j ))) and (b) the corresponding inverse matrices with interpolation set (x i , y j , A −1 (x i , y j )). For example
and inverse matrix
With the same way we calculate for the rest point.
The inverse matrix is given by
On the parallel computation of the inverse of a two-variable polynomial matrix
The algorithm of the computation of the inverse of a two-variable polynomial matrix can be parallelized in two steps
• in evaluation part and
• in interpolation part
Parallelized evaluation part
In the evaluation part we need to calculate M 0 determinants and N 0 inverse matrices. We separate the calculations in the numbers of cores p of machine.
Then, each core will calculate M 0 p determinants and N 0 p inverse matrices. For example if we have M 0 = 20, N 0 = 20 and p = 4 each core will calculate 5 determinants and 5 inverse matrices respectively. In MATLAB we replace the loop for with parfor and we use arrays with constant dimensions and not sliding variables.
Parallelized interpolation part
In the interpolation part we need to calculate the k th order of divided differences of a matrix for the determinant and the k th order of divided differences of many matrices for the andoint matrix. We separate the calculations in the numbers of cores p of machine. In MATLAB we replace the loop for with parfor and we use arrays with constant dimensions and not sliding variables. 
Execution times
The parallel algorithm uses only numerical operations which can is implemented to any programming environment which supports numerical operations. Therefore, we develop the algorithm in the programming environment MATLAB and we compare the sequential algorithm and the parallel with the built-in symbolic function of MATLAB inv(). This function uses symbolic operations to find the inverse matrix of a polynomial matrix. In Table 1 we show the comparison in execution time between the sequential and parallel algorithm and the build-in symbolic function of the MATLAB inv(). The performance tests have been implemented in a PC with the following specifications : Intel Core Quad CPU (Q9400) at 2600 GHz with 3.5 Gb RAM, and the release of MATLAB is R2010a. The dataset of this comparison are polynomial matrices with dimensions m×m and the upper bound of the degree for each element is d. Each polynomial entry has random coefficients from the set {0, 1, . . . , 10}.
The performance tests are implement for m ≥ 5 and d = 1. From cite it is knows that for small matrices the symbolic function of MATLAB inv() is better from numerical algorithm. The parallel numerical algorithm is better from symbolic function of MATLAB inv() and the execution time for MATLAB function is increased very quickly, like exponential function, respect to m while the execution time for parallel numerical function is increased proportional respect to m, like a linear function.
Conclusions
A parallel algorithm for the computation of the inverse matrix of a two-variable polynomial matrix are presented. The advantages of this algorithm are: a) the exclusive use of numerical operations which gives the opportunity to develop this parallel algorithm in any programming environment and b) the reduction of execution time instead to function of MATLAB inv() which uses symbolic operations.
