The coefficient of determination, known as R 2 , is commonly used as a goodness-of-fit criterion for fitting linear models. R 2 is somewhat controversial when fitting nonlinear models, although it may be generalised on a case-by-case basis to deal with specific models such as the logistic model. Assume we are fitting a parametric distribution to a data set using, say, the maximum likelihood estimation method. A general approach to measure the goodness-of-fit of the fitted parameters, which we advocate herein, is to use a nonparametric measure for model comparison between the raw data and the fitted model. In particular, for this purpose we put forward the Survival Jensen-Shannon divergence (SJS) and its empirical counterpart (ESJS) as a metric which is bounded, and is a natural generalisation of the Jensen-Shannon divergence. We demonstrate, via a straightforward procedure making use of the ESJS, that it can be used as part of maximum likelihood estimation or curve fitting as a measure of goodness-of-fit, including the construction of a confidence interval for the fitted parametric distribution. Furthermore, we show the validity of the proposed method with simulated data, and three empirical data sets of interest to researchers in sociophysics and econophysics.
Introduction
We assume a general scenario, where we have some data from which we derive an empirical distribution that is fitted with maximum likelihood [35] or curve fitting [13] to some, possibly parametric distribution [28] .
The coefficient of determination, R 2 [34] , is a well-known measure of goodness-of-fit for linear regression models. Despite its wide use, in its original form, it is not fully adequate for The rest of the paper is organised as follows. In Section 2, we introduce the empirical survival Jensen-Shannon Divergence (ESJS) and some of its characteristics. In Section 3, we define the ESJS as a measure of goodness-of-fit within the context of distribution fitting and define the notion of the ESJS factor. In Section 4, we describe some experiments we carried out, with simulated data in Subsection 4.1 and empirical data in Subsection 4.2, to test the viability of using the ESJS as a measure of goodness-of-fit. Finally, in Section 5, we give our concluding remarks.
Survival Jensen-Shannon Divergence
First, in Subsection 2.1 we define the survival function with respect to the Lebesgue-Stieltjes measure, and then the empirical survival entropy, which generalises the entropy to continuous distributions. Building on these concepts, we then define, in Subsection 2.2 the survival JensenShannon divergence, which generalises the standard Jensen-Shannon divergence (JSD), and derive a formula for computing its empirical counterpart.
Survival Entropy
We define the survival function S = S X , for real-valued random variable X as S X (x) = P (X > x) , which represents the probability that X takes a value greater than x. It can be shown that there exists a unique probability measure P S for S, with respect to the σ-field of Borel sets on the real line, defined as P S ((a, b]) = S(a) − S(b).
The measure in (1) is known as the Lebesgue-Stieltjes measure; the detailed theory can be found in, for example, [6] and [41] and an informative resource describing the various types of integral and induced measures can be found in [3] .
Let X 1 , X 2 , . . . , X n be n independent and identically distributed random variables forming a random sample drawn from a population having survival function S. The empirical survival function, denoted byŜ n , is given byŜ
where I is the indicator function. It is well known, according to the Glivenko-Cantelli theorem, thatŜ n converges to S as n tends to infinity; for the details see, for example [41] .
The empirical survival entropy, (called the empirical cumulative entropy in [39] ), is given by
using the convention that 0 log 0 = 0.
be the order statistics of the random sample, implying that
Moreover,Ŝ
and thus on using (3) it follows that
where
is the sample spacing of the random sample drawn from a population having survival function S; see also [49] .
Again, by the Glivenko-Cantelli theorem, it can be shown that E(Ŝ n ) would converge to E(S) as n tends to infinity, where E(S) is obtained by replacingŜ n in (3) by S; see [39, 10] . As a result, here we will concentrate on the methodology and empirical analysis of large data sets, and leave the study of its application to small data sets as an open problem.
Survival Jensen-Shannon Divergence
Let P and Q be survival functions of the density function p and q, respectively, and let M be the survival function of the mixture 1 2 (p + q). We define the Survival Jensen-Shannon divergence (SJS), as
It is easy to see that
The empirical SJS is thus given by
which by (7) can be stated as
Finally, on using (5) we have
are, respectively, the sample spacings drawn from populations having the survival functions P , Q and M .
An important fact to note is that the square root of the ESJS is a metric [37] , generalising the result for the standard JSD [11] . It is also bounded but with a different normalisation constant than that of the JSD. Moreover, we observe that it is often advantageous, as we do here, to use the survival function (or equivalently the cumulative distribution) instead of the probability density function as it may be easier to interpret and manipulate, and it also acts to smooth the data.
Empirical Jensen-Shannon Divergence as a Goodness-of-Fit Measure
Making use of the ESJS as a measure of goodness-of-fit is quite straightforward. Assume that P (D, φ) is a sample from a parametric distribution D, with parameters φ, and that D is fitted with maximum likelihood [35] or curve fitting [14] to an empirical distribution,P .
The goodness-of-fit of the distribution D, with parameters φ, to the empirical distribution P is now defined as
where P (D, φ) is a sample from the distribution D with parameters φ. We note that employing a sample from a parametric distribution in (11) does not restrict the ESJS, and so it is also possible to measure one empirical distribution against any another.
The Bayes factor [21] is a method for model comparison, taking the ratio of the models representing the likelihood of the data under the alternative hypothesis and likelihood of the data under the null hypothesis. In particular, the Bayes factor is advocated as an alternative method for null hypothesis significance testing, which depends only on the data and considers the models arising from both the null and alternative hypotheses [19] .
The Empirical survival Jensen-Shannon divergence factor is reformulation of the Bayes factor with the ESJS, defined as
which is the odds ratio of choosing the alternative hypothesis, P (D 1 , φ 1 ), in preference to the null hypothesis, P (D 0 , φ 0 ).
Experiments and Analysis
To assess the use of the ESJS as a goodness-of-fit measure, we provide experimental results with simulated and empirical data with respect to various parametric distributions including the Uniform, Normal, Log-normal, Exponential, Gamma, Beta, Weibull, Pareto [28] and qGaussian [45] distributions.
In the experiments we carry out, we will make use of the bootstrap method [9] , which is a technique for computing a confidence interval that relies on random resampling with replacement from a given sample data set. The bootstrap method is usually nonparametric, making no distributional assumptions about the data set employed.
Our methodology for the experiments with simulated data (see Subsection 4.1) was as follows:
(i) First we generated a data set, say S 1 , of size 10 6 from a given distribution, say D 1 , with chosen parameters, say φ 1 , which was then taken to be the empirical distribution.
(ii) We then considered S 1 to be distributed according to a hypothesised distribution, D 2 , where D 2 may not be the same as D 1 , and used the maximum likelihood method to obtain the parameters of S 1 , say φ 2 , assuming its distribution was
, then φ 2 is expected to be very close to φ 1 .) (iii) Next, assuming that S 1 was distributed according to D 2 with parameters φ 2 , we generated a second data set, S 2 = P (D 2 , φ 2 ), from distribution D 2 with parameters φ 2 .
(iv) Finally, we evaluated ESJS(S 2 , S 1 ) as a measure of the goodness-of-fit of D 2 , with parameters φ 2 , to S 1 , and computed a 95% confidence interval for the ESJS from 1000 bootstrap resamples using the basic bootstrap percentile method [9, Section 5.3.1].
For the experiments with empirical data sets (see Subsection 4.2) we followed the same methodology, with the difference that the data set S 1 was an empirical data set rather than a generated one. In this case the survival function is estimated via a step function, known as the Kaplan-Meier estimator [20, 22] , making use of 10 6 bins.
For each set of experiments we followed the methodology described above for several possible alternative parametric distributions, D 2 , and then computed the ESJS factor between the best and a lower performing distribution.
The tables showing the results are given in the appendix at the end of the paper. For Normal and Log-normal distributions, the first parameter is the mean and the second the standard deviation, while for Gamma and Weibull distributions, the first parameter is the shape and the second the scale. On the other hand, for the Uniform distribution the first parameter is the lower bound and the second the upper bound, for the Beta distribution the first parameter is α and the second β, while for the q-Gaussian the first parameter is the shape (λ) and the second the scale (x 0 ), as in (13) . The Exponential and Pareto distributions are characterised by a single parameter. In addition, the lower bound of the 95% bootstrap confidence interval is denoted by lb and the upper bound by ub.
Experiments with Simulated Data
We now provide commentary on the results for the simulated data, shown in Tables 4, 5 , 6, 7 8, 9 and 10, which are given in an appendix at the end of the paper. We note that all the computations described in this subsection were carried out using the Matlab software package. Table 2 summarises, for all experiments, the ESJS factors between the best (highlighted in bold) and second best (highlighted in italics) performing distributions. In all cases, apart from experiment 6 for the Beta distribution with α = 50 and β = 50, shown in Table 9 , the ESJS factor overwhelmingly supports the given distribution, as we would expect. The reason for the relatively low ESJS factor in this particular case is the known fact that the Beta distribution can be approximated by the Normal distribution when α and β are large [38] .
It is evident that the larger the size of the data set the more accurate the ESJS will be.
In Table 1 we demonstrate how the accuracy of the ESJS increases while the data set size increases, when both the given and hypothesised distribution are Normal with mean µ = 0 and standard deviation σ = 1; it is also noticeable that the maximum likelihood estimation of parameters converges to the correct one as the size of the data increases. In Figure 1 we show that the decrease of the ESJS, empirically, follows a power-law distribution with an exponent of approximately 0.5, which is √ x, where x represents the data size. In the first experiment the given distribution was Normal with mean µ = 0 and standard deviation σ = 1, and the hypothesised distributions were Normal and Uniform. The ESJS factor between the ESJSs of the Normal and Uniform distributions is 803.9692, which can be derived from Table 4 . In the second experiment the given distribution was Log-normal with mean µ = 0 and standard deviation σ = 1, and the hypothesised distributions were Normal, Uniform, Log-normal, Gamma and Weibull. The ESJS factor between the ESJSs of the Log-normal distribution, which is the smallest, and the Gamma distribution, whose ESJS is the closest to it, is 207.5271, which can be derived from Table 5 . In the third experiment the given distribution was Gamma with shape α = 2 and scale θ = 2, and the hypothesised distributions were Normal, Uniform, Log-normal, Weibull and Gamma. The ESJS factor between the ESJSs of the Gamma distribution, which is the smallest, and the Weibull distribution whose ESJS is the closest to it, is 85.8914, which can be derived from The ESJS resulting from increasing the data set size, where the given distribution is Normal with mean µ = 0 and standard deviation σ = 1.
scale θ = 2, and the hypothesised distributions were Normal, Uniform, Log-normal, Weibull and Gamma. The ESJS factor between the ESJSs of the Gamma distribution, which is the smallest, and the Log-normal distribution whose ESJS is the closest to it, is 17.9510, which can be derived from Table 7 . In the fifth experiment the given distribution was Beta with parameters α = 2 and β = 2, and the hypothesised distributions were Normal, Log-normal, Gamma, Weibull and Beta. The ESJS factor between the Beta distribution which is the smallest, and the Normal distribution, whose ESJS is the closest to it, is 99.0703, which can be derived from Table 8 . In the sixth experiment the given distribution was Beta with parameters α = 50 and β = 50, and the hypothesised distributions were Normal, Log-normal, Gamma, Weibull and Beta. The ESJS factor between the Beta distribution, which is the smallest, and the Normal distribution, whose ESJS is the closest to it, is 6.4432, which can be derived from Table 9 . In the seventh and final experiment the given distribution was Beta with parameters α = 60 and β = 30, and the hypothesised distributions were Normal, Lognormal, Gamma, Weibull and Beta. The ESJS factor between the Beta distribution, which is the smallest, and the Normal distribution, whose ESJS is the closest to is, is 30.8739, which can be derived from Table 10 .
Analysis of Empirical Data
We now provide commentary on the results for the empirical data sets, shown in Tables  11, 12 and 13, which are given in an appendix at the end of the paper. We note that all the computations described in this subsection were carried out using Python. Table 3 summarises, for all three data sets, the ESJS factors between the best (highlighted in bold) and a lower performing distribution. Table 1 .
The first empirical data set we consider, contains detailed voting results of party vote shares in different polling stations, during the Lithuanian parliamentary election of 1992 (the data was obtained from [23] ); for each party under consideration we have examined 2061 data points. For this data set we use the interval (0, 1) for quantifying the vote shares, since these are naturally bounded to this value range.
Note that we consider only the top three parties and have renormalised the original data so that the total vote share of the top three parties would sum to one in each polling station. This data set was first considered in [24] , where an agent-based model generating the Beta distribution, and reasonably well reproducing detailed election results, was proposed. In [25] a statistical comparison between the four commonly used distributions in sociophysics [40] , the Normal, Log-normal, Beta and Weibull, was carried out using the Watanabe-Akaike information criterion (WAIC) [48] , which is a generalisation of the AIC. The comparison concluded that the Beta and Weibull distributions provide the best fits for the empirical data. However, their respective WAIC scores were within each other's confidence intervals, and therefore no final conclusion was made. Here we also obtain a similar result, the Beta and Weibull distributions clearly have the overall best scores, however, as before, their confidence intervals overlap (see Table 11 ). As was noted in [25] , the Beta and Weibull distributions are similar when the observed mean is close to 0.5 and the observed variance is reasonably small. In the empirical analysis this similarity is further increased when the sample size is small. In addition, for the estimated parameter values, the Gamma and Weibull distributions behave similarly when x ∈ (0, 1). Therefore, we report the ESJS factor between the best performing distribution (highlighted in bold) and the next best distribution which is neither a Beta, Gamma nor a Weibull distribution (see Table 3 ). Table 2 : The ESJS factors between the best and second best performing distributions for the simulated data.
The second data set we consider contains the log-returns of two different exchange rates. We consider the BTC/JPY exchange rate during the time period between July 4, 2017 and July 4, 2018 on the bitFlyer exchange (the data was obtained from [2] ), as well as the EUR/USD exchange rate during the time period between June 1, 2000 and September 1, 2010 (the data was obtained from [18] ). We have taken into consideration the daily and one minute log-returns. For this data set we use the interval [−100, 100] to quantify the returns for the unbounded distributions (Normal and q-Gaussian distributions), and the interval [0.01, 100] to quantify the returns for the bounded distributions (Log-normal, Gamma and Weibull distributions). We have selected this value range, since the maximum observed absolute return value in this data set is approximately 85. The number of return data points we examine is as follows: 364 for the daily BTC/JPY exchange rate, 526541 for the 1 min BTC/JPY exchange rate, 2544 for the daily EUR/USD exchange rate and 3665755 for the 1 min EUR/USD exchange rate. For this data set we employ the moving block bootstrap [27] with a block size of one day.
In the econophysics literature [43] it is commonly accepted that the log-returns are powerlaw distributed [7] . One of the commonly used fits for the log-returns is so-called q-Gaussian distribution [45] , which we add to our analysis for this empirical data set. Here we use the following parametrization of q-Gaussian distribution [36] :
which is equivalent to Student's t-distribution [28] . However, as can be seen in Table 12 , we find that the Gamma and Weibull distributions noticeably outperform the q-Gaussian distribution. Performance of the Gamma and Weibull distributions is similar, due to the fact that for the estimated parameter values both of these distributions behave reasonably similarly; for these parameter values they are reasonably close to the Exponential distribution. Therefore, we report the ESJS factor between the best performing distribution (highlighted in bold) and the next best distribution, which is neither a Gamma nor a Weibull distribution (see Table 3 ).
For our fourth sample in the second empirical data set, i.e. the EUR/USD one minute log-returns, unexpectedly the Log-normal and q-Gaussian distributions had the best performance. Though they are far from being similar for the considered observable value range and parameter values, they, most likely attained similar scores due to the shape of the empirical Table 3 : The ESJS Factors between the best and a lower performing distribution for the empirical data sets.
distribution. The Log-normal distribution seems to represent smaller log-returns well, while the q-Gaussian is better at describing the tail events.
The third data set we consider is the European soccer data set [32] , which contains 25 thousand matches played in European national championships throughout [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] [2016] . From this data set we have extracted five random teams and computed inter-goal times for each team. We have used the interval [1, 505] to quantify the inter-gaol times, since the longest inter-goal time observed in the considered series was 501 minutes. The number of inter-goal times under consideration for each team is as follows: 471 for TOT, 397 for GLA, 564 for MUN, 475 for VAL and 64 for ELC.
We have treated goals scored during extra time as scored on the 45th minute (if scored during the first half) and the 90th minute (if scored during the second half). In this analysis we have added the Exponential and Pareto distributions. For the estimated parameter values the Gamma and Weibull distributions behave similarly to the Exponential distribution. Note that the shape parameter values of the Gamma and Weibull distributions are very close to 1 and the respective scale parameter values are similar. In this case it is known that Gamma and Weibull distributions are equivalent to the Exponential distribution with the appropriate scale parameter value. We therefore report the ESJS factor between the best performing distribution (highlighted in bold) and the next best distribution, which is neither an Exponential, Gamma nor a Weibull distribution (see Table 3 ). We observe that for the ELC sample, the obtained ESJS factor is the lowest and the ESJS score is the largest. This is most likely due to this team having played opponents with a larger variety of skill. In particular, it played in the top and the second tiers of the national championship during the considered time period, resulting in a goal scoring rate with a higher variation.
Concluding remarks
We have proposed the empirical survival Jensen-Shannon divergence (ESJS) as a goodnessof-fit measure for data fitted with maximum likelihood estimation or curve fitting. Our experiments with simulated and empirical data in Section 4, for a variety of parametric distributions commonly employed in sociophysics and econophysics, show that for simulated data the method is unequivocal in its preference for the true distribution (see Subsection 4.1), and for empirical data the method is effective in selecting the more likely distributions from a selection of hypothesised distributions (see Subsection 4.2).
As we have shown in Section 2 the ESJS can be formally defined, building on the survival entropy as a generalisation of the standard Jensen-Shannon divergence, and the ESJS factor has an intuitive meaning in terms of an odds ratio, in analogy to the Bayes factor. Moreover, the implementation of the ESJS as a measure of goodness-of-fit or for model comparison is relatively straightforward; see [26] for a Python implementation of the ESJS.
Ultimately more experience with empirical data sets is needed for a definitive assessment of how the ESJS performs in practice.
A Appendix of tables with results from the experiments with simulated and empirical data 
