Abstract Camouflage is ubiquitous in the natural world and benefits both predators and prey. Amongst the range of concealment strategies, disruptive coloration is thought to visually fragment an animal's' outline, thereby reducing its rate of discovery. Here, I propose two non-mutually exclusive hypotheses for how disruptive camouflage functions, and describe the visual mechanisms that might underlie them. (1) The local edge disruption hypothesis states that camouflage is achieved by breaking up edge information. (2) The global feature disruption hypothesis states camouflage is achieved by breaking up the characteristic features of an animal (e.g., overall shape or facial features). Research clearly shows that putatively disruptive edge markings do increase concealment; however, few tests have been undertaken to determine whether this survival advantage is attributable to the distortion of features, so the global feature disruption hypothesis is under studied. In this review the evidence for global feature disruption is evaluated. Further, I address if object recognition processing provides a feasible mechanism for animals' features to influence concealment. This review concludes that additional studies are needed to test if disruptive camouflage operates through the global feature disruption and proposes future research directions [Current Zoology 61 (4): 708-717, 2015].
Animal camouflage is the phenomenon by which animals are concealed in plain sight. Offensive camouflage allows predators to approach their prey without being seen (increasing the likelihood of a successful attack), whereas defensive camouflage allows prey to avoid being seen by their predators (increasing their survival) (Cott, 1940; Ruxton et al., 2004; Stevens and Merilaita, 2011) . In addition, there are camouflage strategies that provide concealment for auditory, chemical, tactile, and visual sensory modalities (Ruxton, 2009) . Not surprisingly, there is typically a selective advantage to being well camouflaged. A classical evolutionary example is the melanistic moths change in colour frequency, with the dark morphs becoming more common as they had better camouflage on trees that had become darkened by pollution (Kettlewell, 1956; Kettlewell and Conn, 1977) . This review focuses on visual camouflage, in particular the phenomenon of disruptive coloration, its relationship to background matching, and how the visual processing of disruptive camouflage makes it a unique camouflage strategy.
Both camouflage strategies, background matching and disruptive coloration, are thought to be ubiquitous in nature. Background matching occurs when an animal's colour pattern (a composite of its luminance, coloration, and texture) resembles "a random sample of the background perceived by predators at the time and prey's age, and in the microhabitat where the prey is most vulnerable to visually hunting predators" (Endler, 1984) . According the success of background matching is entirely dependent on the visual appearance of the environment in which the animal is located (Darwin, 1859; Wallace, 1889; Poulton, 1890) . Alternatively, disruptive coloration consists of markings that breakup and distort edge information; i.e. "… a set of markings that creates the appearance of false edges and boundaries and hinders the detection or recognition of an object's, or part of an object's, true outline and shape" (Stevens and Merilaita, 2009) . Although background matching and disruptive coloration are thought to be distinct camouflage strategies ( (Merilaita, 1998; Cuthill et al., 2005) and references therein), an animal can improve its camouflage by employing a combination of the two. Indeed, disruptive coloration requires some degree of background matching to be effective (Cott, 1940; Fraser, et al., 2007; Troscianko et al., 2013; Kang et al., 2014) . Since both offensive and defensive camouflage have evolved as protective mechanisms to avoid visual perception by receivers, it is essential to consider camouflage from the receiver's perspective (e.g. a sensory ecology approach) (Bennett and Cuthill, 1994; Endler and Basolo, 1998; Stevens and Merilaita, 2011 ).
An important question in camouflage research is to determine what type of visual information is exploited by disruptive coloration (Troscianko et al., 2009 ). Does it operate by concealing the entire animal (i.e. by disrupting the animal's entire outline), or, instead, by concealing discrete portions of its edge that form highly recognizable structures (i.e. 'features' such as an eye or ear)? This is a vital question because each scenario likely interferes with different levels of perceptual organization (Wagemans, 2015) . Researchers are currently uncertain if masking feature information contributes to camouflage, or if this type of information takes too long to be processed to have any meaningful influence on camouflage tasks.
To begin this discussion we require clear definitions of edges and features. An 'edge' is a line or curve that is the boundary between where the animal ends and the background begins and is visible due to a sharp discontinuity in appearance between the two surfaces (Elder and Velisavljevic, 2009 , and references therein). Such edge detection relies on spatial contrast between animal and background and occurs early in perceptual organization (Perrinet and Bednar, 2015) . In contrast, a feature is defined as object-related information that is used for recognition. For example, if searching for a cat, then the collection of edges that resemble a cat's face will contribute to the cat's visibility in the scene. Such features likely contribute to the search images used by animals when visually seek familiar objects (sensu (Lawrence and Allen, 1983) ). While much is still unknown about how object recognition contributes to visual search and the possible role of gestalt principles (Wagemans et al., 2012a; Wagemans et al., 2012b) , what is clear is that beyond edge detection, grouping of edge elements is required. The visual process responsible for this aggregating of edge elements into shapes is called 'contour integration and completion' (and is described more completely later). These definitions suggest that there might be a difference between camouflaging edges and features. Further it could be possible that different types of disruption exist in different ecological contexts.
Disruptive Coloration: Edges versus Features
The differences between features and edges have led to the proposal of two hypotheses for explaining how disruptive coloration might function: the local edge disruption hypothesis and the global feature disruption hypothesis.
The local edge disruption hypothesis proposes that concealment is achieved by breaking up of edges, a concept that has strong empirical support . Markings that breakup an animal's edges make the animal less visible because their edges are discontinuous, which degrades the boundary between the animal and its environment. and Webster et al. (2013) used artificial moth targets to show that edge markings make targets harder to detect (as quantified by computer vision algorithms using a vision model of edge detection). Kang et al. (2015) provided further insight into the importance of edge visibility for animal concealment in the field. They showed that moth re-positioning behaviour increases the breakup of their edges, inter alia, thereby enhancing their camouflage. This experiment also demonstrated that a small increase in the amount of boundary that is broken up produces a substantial increase in concealment.
The second hypothesis is the global feature disruption hypothesis which proposes that disruptive coloration produces concealment by obscuring the outlines of characteristic features of an animal. For global feature disruption, markings are distributed to intersect distinctive features (e.g. the corners of triangle-like moths to impair predators shape perception). Alternatively, for local edge disruption, markings would be distributed either randomly (assuming all edge fragments equally influence detection) or to break the long edge fragments (Panis and Wagemans, 2009 ). Both hypotheses are compared in Figure 1 . Evidentially, these two hypotheses are not mutually exclusive; rather, they are suggestive of the spectrum of possible sources of visual information (Panis and Wagemans, 2009 ) that disruptive camouflage might exploit.
Since edge and feature disruption are not mutually exclusive (and it is challenging to identify the source of visual information that is being exploited by the receiver), there have been few empirical studies that deal specifically with feature disruption. Compelling evidence for the role of feature disruption is that having additional edge markings has been show to, not only improve concealment, but to make the target harder to recognise (Webster et al., 2013) . If edge markings only provide concealment by reducing edge detection, then ability to recognize these targets would not change in the presence/absence of edge markings (i.e., edge markings would only increase detection time). Alternatively, the global feature disruption hypothesis predicts that as features are increasingly broken up, it will become more
Fig. 1 This diagram illustrates how different portions of animals' boundary convey feature information
The first column represents all the edges possibly detected. The second column represents a randomly broken up animal boundary (e.g. by edge markings). Finally the third column breaks up key portions of the animals' boundary to prevent feature detection. Feature disruption prevents top-down information contributing to the visibility of an animal, by breaking up corner points and facial features. difficult to recognise the target. Webster et al. (2013) demonstrated this using eye-tracking. Targets with broken up outlines were more likely to be misclassified (seen-and-overlooked), and took longer to be discovered during final inspection. This suggests that a moth's outline acts as a 'feature', since its visibility influences recognition, which is an important criteria for the global feature disruption hypothesis.
As Webster et al. (2013) is unique in testing the role of recognition processing /misclassification of disruptive targets, it is worth considering this works possible limitations. One critique of the study is if targets are truly misclassified when the predator foveates near the target; it is possible that the predator might not be inspecting the moth target, but instead inspecting an adjacent patch of the background. If so, the misclassification metrics used by Webster et al. (2013) would include additional noise. While feasible, this scenario is unlikely in this experiment because the targets were a relatively large in the predators' field of view (3.9° × 2.2°). Another critique is that there is only a slight increase in proportion of targets seen-and-overlooked. The question that this raises is: does this change have a meaningful survivorship effects? I argue that even small changes in misclassification have a sizeable impact on survivorship. Importantly, there is a speed-accuracy trade-off while foraging, with there being a high cost associated with resampling an area during visual search. Therefore, a small increase in the being seen-and-overlooked is expected to lead to large gains in survivorship, especially in an ecological context where the hunter but must forage throughout a large landscape (as opposed to being limited to a small computer screen). Taken together, the work done by Webster et al. (2013) offers compelling evidence that misclassification is increased by edge disruptions and aids concealment.
To date mixed results have been reported regarding whether or not the global disruption hypothesis is supported. I predicted that the use of edge versus feature disruption depends on the target itself; for example, a triangular moth with straight edges has a very visible outline and would greatly improvement its concealment with edge disruption camouflage; whereas, a triangular moth with ruffled edges already has an outline that is less visible and would therefore benefit most from disruptive camouflage of its features. Indeed, in order to produce evidence for the global feature disruption hypothesis, it is necessary to show that a camouflage pat-tern's function is conditional upon the visibility of a feature. Along these lines, a recent study conducted by our laboratory varied both the presence or absence of edge markings, and the target's (1) shape complexity or (2) boundary visibility (Webster, et al., 2015) . The results of this experiment demonstrated that the ability of edge markings to provide concealment depends on the visibility of the targets' boundary, but does not depend on the targets' shape. This suggests that the local edge disruption hypothesis may be favored over the global feature disruption hypothesis in this paradigm. While this approach provides insight into which source of visual information is driving camouflage, care must be taken in interpreting results from artificial animal targets. A critique of this and other similar studies is that the shapes used for the artificial animal target lack ecological realism. In order to show that feature concealment is an important component of disruptive coloration the use of more realistic features will be necessary. For instance, the boundaries and shapes of targets should be based on the local and global statistics of animal outlines (Fründ and Elder, 2013) .
Although edge and feature disruption likely operate together, there are some ecological contexts in which feature concealment might be favored over edge disruption and vice versa. For instance, when a receiver has the visual task of spotting a diverse array of prey items with inconsistent features, then the prey item would most benefit from reducing edge distinctiveness. Alternatively, for a receiver that has the visual task of spotting one type of prey item, the prey item would most benefit from concealing those features that are vulnerable to being recognized. Similarly, a predator that is the dominant risk to its prey species would benefit from having a camouflage strategy that prevents its prey from detecting its features. Accordingly, some ecological contexts may be better suited to either exploiting edges or features.
Types of Disruptive Markings
There are many possible types of disruptive markings including: disruptive marginal patterns that interfere with boundary detection to mask outlines (Merilaita, 1998; Cuthill et al., 2005; Merilaita and Lind, 2005; Schaefer and Stobbe, 2006; Fraser et al., 2007; Dimitrova and Merilaita, 2009; Troscianko et al., 2013; Webster et al., 2013) ; coincidental disruption, where high-contrast markings on adjacent body limbs align through behavioural posture to create a false boundary that is more visible than the animal's limbs (Cuthill and Szekely, 2009) ; and disruption of surface that breaks up the uniformity of an object, making it appear disjointed Seymoure and Aiello, 2015) . These types of disruption are described by Stevens and Merilaita (2009) , but others may be added to the list, like face disruption (Cott, 1940) . If certain types of disruptive coloration emphasize masking of feature visibility (e.g. coincidental disruption and face disruption), then they might be expected to occur in ecological contexts where masking features is more advantageous.
Visual Mechanisms of Disruptive Coloration
The local edge disruption hypothesis proposes a similar mechanism to that outlined in: (Troscianko et al., 2009) ; therefore, the focus here will be the possible mechanisms for the proposed global feature disruption hypothesis.
A common misconception of visual search is the order in which different sources of visual information are processed. This misconception can be addressed by considering the following: if feature detection is rapid, early-acting, and contributes to visual search, then concealment of features is a feasible camouflage strategy. Alternatively, if feature detection is slow, late-acting, and does not contribute to visual search, then we should have less confidence in this hypothesis.
Two commonly used terms in vision science and psychology are 'bottom-up' and 'top-down'. Bottom-up processing uses mid-level vision and surface information to order local geometric parts and depth cues (Wilson and Keil, 2001) . Such bottom-up cues for detecting camouflaged animal include searching for textures and colour that make the animal different from its background. Conversely, top-down analysis emphasizes object-related information that is important to the task at hand (Wilson and Keil, 1999) . Such top-down cues for detecting camouflaged animal include searching for characteristic shape of the animal outline or face. Topdown information rapidly contributes to discovering objects and in some cases: "as soon as you know it is there, you know what it is" (Grill-Spector and Kanwisher, 2005) . Importantly, top-down cues affect how noticeable an object is, therefore, masking feature information allows for increased concealment. Importantly, top-down and bottom-up information are processed simultaneously (not sequentially) (Kotowicz et al., 2010 ).
Locating targets is faster when you prioritize features relevant to the task (e.g. key-likeness for recovering lost keys, or a prey's characteristic colour and shape when hunting). It has been shown that, using viewing scenes with peripheral vision cues alone, an animal's presence can be determined within 150 milliseconds by a human 'predator' VanRullen and Thorpe, 2001; Kirchner and Thorpe, 2006) . As an object's features rapidly influence that object's visibility, it is likely that disrupting an animal's features will play an important role in camouflage, especially during certain tasks. Critically, these differences in bottom-up and top-down processing provide a framework to discuss what sources of visual information disruption exploits.
Not only is top-down information effective for detecting animals, but camouflaged animals are at a higher risk of being discovered when receivers place more emphasis on top-down information. As visual tasks change, so too does the way by which top-down and bottom-up information is prioritized. When free viewing (visually exploring a scene with no task), bottom-up information is processed earlier; alternatively, when performing an active search (searching for a known target during vigilance bouts), features similar to the target (top-down information) are processed earlier (Williams, 1966; Zohary and Hochstein, 1989; Wolfe, 1994; Motter and Belky, 1998; Beutter et al., 2003; Najemnik and Geisler, 2005; Rutishauser and Koch, 2007) . There is likely high selection for animals to mask their features, especially as these features are more likely to attract attention and affect decision making during vigilance and predatory foraging behaviours.
Object Recognition Processing and Disruptive Camouflage
In order to describe how top-down information is incorporated into decision making, it is first necessary to briefly introduce the fundamentals of object recognition processing. The processes for object recognition can be coarsely divided into three stages: (i) edge detection, (ii) feature grouping, and (iii) object identification/ classification (Palmer, 1999) . While much is unknown about object recognition processes between taxa, the above steps are thought to be common across vertebrates irrespective of anatomical differences (Nielsen and Rainer, 2007) . Below, each of these stages of recognition is considered in the context of disruptive camouflage.
Edge detection: Since edge detection is an important first step of object recognition, recent developments from vision science may explain how local edge disruption is able to conceal an animal. It is known that the greater the amount of an animal's boundary that is visible, the more conspicuous the animal is. An animal's boundary is assembled by a receiver's visual system using visible edge fragments (Osorio and Srinivasan, 1991) . This assembly of edge fragments into predictable arrangements is fundamental to how visual systems processes visual information (Geisler et al., 2001 ). Interestingly, there is evidence to suggest that simple information, such as edge fragments, plays a role in object recognition. Because the edges that make up an animal's outline are more curved than the edges of nonanimal stimuli, it is possible to detect and recognize an animal from the shape of its edge alone (Perrinet and Bednar, 2015) . The advantage of using edge information to find an animal in a scene is that it is computationally straightforward (Bergevin and Levine, 1992) . Further, this type of information is processed early by mammalian visual systems (and probably those of other taxa), therefore allowing for rapid decision making based on assembly of edge fragments (Perrinet and Bednar, 2015) . The limitation of camouflaging edges is that edge information only distinguishes an animal from its background, but does not distinguish it from other animals. Indeed, it is unlikely that edge information alone can distinguish predatory animals from other less relevant animal stimuli. Therefore, local edge information ignores context. Often there is a need to recognize specific species that poses a high selective pressure (i.e. it is worth recognizing features of a key predator, if that will allow for early detection and avoidance). In such cases, recognizing familiar features is advantageous. While edge information can be valuable for detecting animals, if recognizing particular features of a dominant predator provides a further advantage, then camouflage researchers need to give more consideration to how visual mechanisms like perceptual grouping influence feature visibility and contribute to disruption.
Perceptual grouping: The second stage of object recognition is contour integration. Here, edge information is assimilated into shapes by the mechanism of perceptual grouping (Fig. 2A) ; importantly, the feature detection hypothesis depends on perceptual grouping (for extrapolation of edge information into features). Perceptual grouping is the task of assigning visual elements to individual objects, a phenomenon that is well documented in humans (Wertheimer, 1923; Helson, 1933; Wagemans et al., 2012a; Wagemans et al., 2012b) . Perceptual grouping can also produce visual illusions (Halko et al., 2008) , which has been documented across animal groups: mammals (Vonderheydt et al., 1984; Fagot and Tomonaga, 2001; Spinozzi et al., 2009) , birds (Zanforlin, 1981; Nieder and Wagner, 1999) , fish (Wyzisk and Neumeyer, 2007; Sovrano and Bisazza, 2008) , and insects (Horridge et al., 1992) ). If visual illusions, involving the perception of boundaries, are a byproduct of perceptual grouping, then the commonness of these visual illusions across animal taxa suggests that perceptual grouping is also widespread. An example of how perceptual grouping affects camouflage has been documented in cuttlefish (Sepia officinalis; Fig. 2B ). Cuttlefish are renowned for rapid colour changing to suit their background. Zylinski et al. (2012) found that on backgrounds of full and fragmented circles the cuttlefish choose one camouflage pattern; however, when the same Graph adapted from Zylinski et al. (2012) illustrating that cuttlefish dynamically express camouflage strategies in accordance to shape perception of background. There were five background treatments presented, one plain and four with repeated visual elements (a circle, four lines arranged like a circle, four lines arranged randomly [not like a circle] and one line). Interestingly, cuttlefish camouflage choice was consistent for backgrounds with circles and broken up circles. This suggests that cuttlefish use perceptual grouping and it affects their camouflage decision making. circle fragments are rotated (to prevent perceptual grouping of elements into a circle) they employed a very different camouflage pattern (Zylinski et al., 2012) . Taken together, it appears that perceptual grouping is likely to have an important influence on camouflage.
Perceptual grouping leads to outline integration, which is not always a simple task because there are often portions of an object's boundaries that are hidden from view, thereby forcing the observer to fill-in-the-blanks (Elder et al., 2003) . Incomplete outlines are particularly common in natural scenes with camouflaged animals. An animal's outline can be hidden from view by: insufficient animal-to-background contrast (Marr and Hildreth, 1980; Kang, et al., 2014) , or by partial occlusion of the animal by foreground objects (Tvardikova and Fuchs, 2010) . To deal with incomplete boundary information, object recognition has been shown to 'fill-in' the missing pieces to estimate objects' boundaries (a process called contour completion; Fig. 3 ) (Kellman and Shipley, 1991; Anderson et al., 2002; Anderson, 2013) . Since this is a ubiquitous problem, it is not surprising that contour completion is a common operation for feature detection that has been reported in: mammals (Kanizsa et al., 1993; Sato et al., 1997; Deruelle et al., 2000; Fujita, 2001; Parron and Fagot, 2007; Kurylo, 2008; Barbet and Fagot, 2011) , birds (Regolin and Vallortigara, 1995; Nagasaka et al., 2005; Cavoto and Cook, 2006; Nakamura et al., 2010) , and fish (Sovrano and Bisazza, 2008; Truppa et al., 2010) , but a few experiments suggest some animal do not (Burke et al., 2001 ). Possibly contour integration and completion mechanisms similarity between humans and birds may account for the surprisingly consistent results when searching for disruptive targets (Cuthill et al., 2005; Fraser et al., 2007) .
Object recognition: The final stage of object recognition is to utilize feature information for object identification. Since Thayer (1909), a body of evidence has emerged suggesting that shape features are key for object recognition (Delvenne and Dent, 2008; Liebe et al., 2009; Soto and Wasserman, 2012) , and particularly for animal recognition by humans (Lloyd-Jones and Luckhurst, 2002; Elder and Velisavljevic, 2009; Lloyd-Jones et al., 2010) . Further, recognition of shapes can contribute to detectability, independent of an object's colour (Brown et al., 1992; Lehrer and Campan, 2004; Carlile et al., 2006; Ings et al., 2012; Schluessel et al., 2012) . This concept has implications for the assumption that disruptive camouflage can be achieved independently of background matching (Schaefer and Stobbe, 2006) ; for A. Natural viewing condition of a blue jay Cyanocitta cristata, with portions of its edge not detected due to low contrast with background (i.e. its beak) or occlusion from foreground branches (i.e. its underbelly), B. Contour integration (green dots) groups detected edges into a partially complete boundary, C. Contour completion (red dots) fills in the missing boundary information (due to low contrast animal-background boundaries and occlusion) to form a closed shape estimation of the animal.
instance, a small loss of background colour matching could be tolerated if the change derives a larger benefit from degrading shape recognition.
As the above examples serve to demonstrate, there is some evidence that the visual systems of humans and non-humans share object recognition processes (e.g. perceptual grouping) that could underlie the global feature disruption hypothesis. Indeed, while mammals and birds have very different brain anatomies (Hodos, 1993) , feature detection, i.e. recognizing an object's shape, is present in both taxa (Logothetis et al., 1995; Peissig, et al., 2005) and operates in a similar manner in each (Nielsen and Rainer, 2007) . This similarity of edge/feature perception across taxa suggests that disruptive coloration is a widespread camouflage strategy.
It seems feasible that feature information could contribute to visual search performance, and be an influential factor for camouflage. Familiar objects can be rapidly detected by recognizing key features using topdown information. Precisely how disruption affects feature detection is unclear and the particular mechanism will likely vary across taxa and between visual environments. This said, disruptive camouflage is likely to exploit a broad range of processes that are involved in perceptual grouping (Espinosa and Cuthill, 2014) and contour completion, which are vital stages in object recognition.
Future Work
The field of camouflage by disruptive coloration remains an area of active investigation. Future work ought to test if the precise placement of disruptive markings on a boundary determines if edge or feature information (or both) are concealed. To reduce the visibility of edges, long straight edges must be fragmented because otherwise they form conspicuous boundaries against the background. Alternatively, to delay feature detection, specific parts of an edge should be disrupted. For instance, edge markings that intersect specific anatomical features work to degrade shape information; e.g. pigmentation placed on the corners of a triangular moth, eye stripes that disrupt the highly recognizable circular outline of an eye, and coincidental disruption that breaks up an animal's limbs and body. The field is awaiting an experimental test that can resolve an object's edge distinctiveness (relative to edges detected in the background) from the features that contribute to its recognition. Only by testing how the disruption of precise portions of animals' boundaries alters concealment (Fig. 1) will we be able to understand which sources of information disruptive camouflage exploits.
Another requirement for future studies is the use of more realistic animal targets. To date, the majority of the animal-like targets used to study disruptive coloration lack naturalistic detail. While it is not required that the animal-like target is a perfect representation of a single species, it is important that animal targets used to test ideas about disruption have local edge and global shape statistics that are realistic since they play an im-portant role in directing visual search (Fründ and Elder, 2013, Perrinet and Bednar, 2015) . Animals are under strong selection for visual systems that detect animals' edge fragment and features. Without these realistic sources of information it may be difficult to assess the dual role of edge and feature camouflage. As our community transitions toward using more compelling animal targets, it is likely that a greater survival benefit of disruptive camouflage will be revealed.
Conclusion
There is currently a limited amount of experimental evidence to explain how (and indeed if) disruptive coloration prevents feature detection. One study has shown that disruptive targets take longer to recognize and are misclassified more often (Webster et al., 2013 ), yet the question remains: does disruptive camouflage impair visibility by exploiting local edge information, global feature information, or both? This review has explored some of the possible mechanisms for how disruptive camouflage might work to conceal edges and features. Since visual mechanisms rapidly allow top-down information to contribute to visual search, it seems conceivable that disruptive camouflage works by preventing feature detection. Additional mechanistic studies of disruptive coloration should reveal how disruption is distinct from background matching and will elucidate the wider implications of how camouflage contributes to antipredator defense.
