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1 
Iwahori conjectured [5] that the Hecke algebra (over Q) of a Chevalley 
group G over a finite field F, with respect to a Bore1 subgroup is isomorphic 
to the group algebra over Q of the Weyl group. The analogous statement 
with Q replaced by its algebraic closure was proved by Tits [3, Ex. 27, 
p. 561 using a deformation argument. In [ 11, Benson and Curtis proved, 
using a case-by-case analysis, that Iwahori’s conjecture is true over Q 
whenever G is simple of type ZE,, E,. With the help of Springer, they 
proved that when G is of type E, or E,, there exists irreducible represen- 
tations of the Hecke algebra whose character involve 4”’ and hence 
Iwahori’s conjecture (over Q) is false, in general. 
The main result of this paper is an explicit construction of an isomorphism 
of the Hecke algebra over Q(q”‘) with the group algebra over Q(q”‘) of the 
Weyl group. The construction makes essential use of the polynomials P,,w of 
[8]. At some point in the proof, I have to appeal to the interpretation of 
P,,,(l) in terms of multiplicities in Verma modules [8, I.51 which has 
recently been established by Brylinski and Kashiwara [4] and, indepen- 
dently, by Belinson and Bernstein. 
2 
Let W be a Coxeter group and let S be its set of simple reflections. We 
consider the Hecke algebra H over the ring Q[q”*], where q is an indeter- 
minate. The algebra H is defined as follows: it has basis elements T,,,, one 
for each w  E W; the multiplication is defined by the rules 
T, T,< = T,,r, if I(ww’) = I(w) + l(w’), 
(T, + l)(T, - q) = 0, if sES. 
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Here l(w) is the length of w. Let < denote the standard partial order on W. 
The following result was proved by Kazhdan and myself in [8, 1.11. 
THEOREM 2.1. For any y < w  in W one can define uniquely a polynomial 
Py,,+ E h [q] such that deg P,,,, < f(l(w) - 1(y) - 1) if y < w, P,,, = 1, and, 
for any w  E W, the identity 
= c (-l)‘~y)q~(y)PY,w(q) T,--: 
Y<W 
holds in H. 
Given y, w  E W, we say that y < w  if the following conditions are 
satisfied: y < w, f(w) - I(y) is odd and PY,, =,u( y, w) q(‘(wJ-‘(y)-1)‘2 + lower 
powers of q, where ,D( y, w) is a non-zero integer. 
Let E be the free Q[q”*]-module with basis -(e,,Jwtw. We have the 
following: 
THEOREM 2.2 [8, 1.31. The formulas 
Tsew= -ew 
I qe, + q”*e,, + 9’* 2 4.h w> ey9 
Y<W 
SY<Y 
e,,,Tt= 
I 
-e,, 
9e, + qU2ewt + qv2 C P(Y, w) ey7 
(2.2.2) 
Y-CW 
Yl<Y 
define an (H, H) bimodule structure on E. 
Given x, x’ E W we say that x, x’ are joined (x -x’) if we have x < x’ or 
x’<x; we then set ,C(x,x’)=y(x-x’) if XXX’ and @(x,x’)=,u(x’,x) if 
x’ < x. For any xE W, we set P(x) = {s E s 1 sx < x), 
S(x) = {s E S ] xs < x}. Next we recall the definition of the preorders &,, 
<I29 <LR on W. Given x, x’ E W, we say that x&x’ if there exists a 
sequence of elements of W: x = x,,, x1 ,..., x, such that for each i, 1 < i < n, 
we have xi-, - x,, Ip(xi- ,) d Y(xi). This implies that S(x) 3 9(x’), cf. 
[8,2.4]. We say that x GR x’ if x-’ Gr. x’-‘. We say that x GLR x’ if there 
exists a sequence x =x0, x, ,..., x, = x’ of elements in W such that for each i, 
1 < i < m, we have either Xi-, Gr. xi or xi-, z& xi. Let -L be the equivalence 
relation associated to the preorder & ; the corresponding equivalence classes 
are the left cells of W. Let -LR be the equivalence relation associated to the 
492 GEORGE LUSZTIG 
preorder cLR ; the corresponding equivalence are the two-sided cells of W, 
see [S, 11. 
We shall say that W has the property (A) if 
(A) given y - w  in W, such that Y’(y) cf Y(w), S(y) ti .5?(w), we have 
Y +m w* 
We now rewrite the left H-module structure on E as follows: 
Tse,= -ew’ 
I 
if s Ed, 
qe, t P 2 Ch w) e,, if S&~(W) 
Y--w 
SY<Y 
(we use [8, 2.3(e)]). We also define a left W-module structure on E, by 
I 
-e, s,e,= if sEY(w), 
e,+ x Z(Y, ~1 ey T if sGY(w), 
Y-W 
SY<Y 
and a right W-module structure by 
ewt= I 
-e, if t E9(w), 
e,t C cS(y, w)e,, if t@L??(w). 
Y-W 
Yl<Y 
The left and right W-module structures commute with each other. However, 
the left Z-Z-module structure does not necessarily commute with the right W- 
module structure. 
For each two-sided cell XC W, we consider the Q[q”‘]-submodule E, 
(resp. E!J of E spanned by the e, with w  & x for some x E X (resp. with 
w  GLR x for some x E X, w  & X). 
Let gr(E) = 0, (Ex I E;> ( sum over all two-sided cells X of w). It is clear 
that E,, EIy are both left H-submodules, left W-submodules, and right W- 
submodules of E, hence gr(E) is in a natural way a left H-module, a left W- 
module and a right W-module. It has a canonical basis: the images C,+, of the 
elements e, E E. 
LEMMA 2.3. Assume that W has the property (A). Then the left H- 
module structure and the right W-module structure on gr(E) commute. 
Proof. Let w  E W and let X be the two-sided cell containing w. Let 
s, t E S. We must prove that (T,F,,,)t = T&F,,, t), or equivalently that 
K e,)t - T,@,t) is a linear combination of elements e,,(y & x). 
Assume first that s E .9(w), t E 9(9(w). Then (T,e,)t = T,(e,t) = e,. 
Next we assume that s E Y(w), t & Z%‘(w). Then f(swt) = I(w) and we have 
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(T,e,)t = T&,,) = -e, - C - y w,Yl.,Y~(y, w) e,,. (Note that for all y, y - w  
such that yt < y, we have automatically sy < y.) The case where s & P(w), 
t E 5%‘(w) is entirely similar. Finally, assume that s & P(w), t 6Z L?(w). We 
have 
(Tsew)t = 
( 
qe, + q”* 2 @(y, w) ey t 
Y-W 1 
SY<Y 
= qe,+q r dw)e,-q l/* C jT(?(y,w)ey+qV2 C &4w)e, 
Y-W Y-W Y-W 
Yf< Y  SY<Y SY<Y 
Yf< Y  Yf>Y 
+4 1/2 C C Kh w) I&G y> e,. Y--w z--Y 
SY<Y Zf<Z 
Yl>Y 
(For the z in the last sum we have automatically sz < z.) Similarly, 
T&,4 = T, e, + c P(Y, w)e, 
y - W’ 
Yt< Y  
= qe, + q”’ C C(Y, w) e, - C h WI ey 
Y--w Y-W 
SY<Y Yt<Y 
SY<Y 
+q C Fbw)ey+qV2 
Y--w 
yzw 
Yl<Y yt<y sz<.z 
SY>Y SY>Y 
(For the z in the last sum we have automatically zt < z). Subtracting, we 
have 
(T,edt - Ts(e,t) = c (d’* - l)‘F(r, w) ey 
where 
(2.3.1) 
is an integer. 
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When we specialize q = 1, (T,e,)t - r,(e,t) becomes (s * ew)t - 
s * (e,,,t) = 0 since E is a (W, IV’)-bimodule. The right-hand side of (2.3.1) 
specializes to Cz,sz<r.rt<r azez. Thus, this is zero, hence a, = 0 for all z in 
the sum, hence the right-hand side of (2.3.1) is equal to 
(fP* - 1)’ 1 ,$Y, w) ey. 
y - I(’ 
SY<Y 
Yl< Y  
By property (A), all y in this sum satisfy y ~6 X. The lemma is proved. 
3 
We can now state our main result. 
THEOREM 3.1. Assume that W is a (Jnite) Weyl group. 
(a) There is a unique homomorphism of Q[qV2]-algebras CD: H+ 
Q[qu2][ W] such that, for any h E H and any w E W, the dr$erence 
he,,, - Q(h) * e, is a linear combination of elements eY, y +tR w. 
(b) Given any homomorphism x of Q[q”*] into a field K, the 
specialized homomorphism of K-algebras Qx : H @ K -+ K [ W] is such that its 
kernel consists of nilpotent elements; in particular, Qx is an isomorphism 
whenever H @ K is semisimple. 
For the proof we shall need the following result which will be proved in 
Section 4. 
LEMMA 3.2. If W is a (finite) Weyl group then W satisfies property (A). 
We shall now give the proof of Theorem 3.1. Let End, gr(E) be the 
algebra of endomorphisms of the Q[q”*]-module gr(E) which commute with 
the right W-module structure of gr(E). By Lemmas 2.3, 3.2, the left H- 
module- structure on gr(E) gives tise to an algebra homomorphism 
H ja End, gr(E). The left W-module structure on gr(E) gives rise to an 
algebra homomorphism O[q”*] [ W] -# End,gr(E); I claim that p is an 
isomorphism. It is enough to prove that for any homomorpism x of Q[q”‘] 
into a field K, the specialized homomorphism /?: K[ W] + (End, gr(E)) @ K 
is an isomorphism. This is a composition K[ W] --? End,(E) @ K -$” 
End, gr(E) @ K, where End,(E) @ K is the algebra of K-endomorphisms of 
E @ K commuting with the right action of W on E @ K. Now j?’ is an 
isomorphism since the (W, IV) bimodule E OK is the two-sided regular 
representation of W (cf. [8, 11); on the other hand /?’ is an isomorphism 
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since all K[ WI-modules are semisimple. Thus, we have shown that /3 is an 
isomorphism. Then (a) follows by taking Q, =/I-’ . a. Now let x be a 
homomorphism of Q[q”*] into a field K. Let h E H @ K be an element in the 
kernel of @,: H @ K -+ K[ IV]. Consider the endomorphism 6 of E 0 K 
defined by multiplication, by h. Our assumption is equivalent to the statement 
that 6 defines the zero endomorphism of gr(E@K). It follows that K is a 
nilpotent endomorphism. If x(q) # 0, then E OK is the left regular represen- 
tation of H, cf. [S, 11, hence the map h -+ h; H 0 K -+ End(E 0 K) is 
injective so that h is also nilpotent. Assume now that x(q) = 0. We then have 
a filtration of H @K by the two-sided ideals Ji = &w))i K . T,. The 
associated graded space oi Ji/Ji+ i is in a natural way a left H-module and 
as such it is clearly isomorphic to the H-modue E @ K and to the H-module 
gr(E @ K). Hence our assumption on h is equivalent to the statement that h 
acts as 0 on oi J,/J,+ i. It follows that hJ, c Ji+ i for all i hence h is again 
nilpotent. The last assertion of the theorem follows from the equality of 
dimensions of H @ K and K [ W]. 
EXAMPLE 3.3. Assume, for example, that W= (si, s, ( sf = si = 
(szsz)’ = 1) and let T,,, TS, be the basis elements of H corresponding to s,, 
s2. We have 
x c--s* + s,s* - s,s, + s,s*s,), 
(Lh- I)* @(TS2)=+,+q+ 6 
x (--sl + s*s, - s,s* + s,s,s,). 
4 
Proof of Lemma 3.2. If y, w  E W are such that y - w, Y(y) &P(w), 
then y Gr. w. If y, w  were in the same left cell then we would have S’(y) = 
S’(w), cf. [8,2.4]. Hence Lemma 3.2 is a consequence of the following: 
LEMMA 4.1. Assume that W is a dfinite) Weyl group. Let y, w be such 
that y & w and y, w are not in the same left cell. Then y, w are not in the 
same two-sided cell. 
The proof of this apparently simple statement will be based on some 
rather deep results on infinite-dimensional representations of the complex Lie 
algebra g whose Weyl groups is W. It has been conjectured in [8, 1.51 that 
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the integers P,,,( 1) describe the character of certain infinite dimensional g- 
modules L,. As remarked in [8, 1.6(c)] this, together with the results of 
Joseph [7] and Vogan [9] would imply that w  & w’ if and only if I, 2 I,,,, , 
where I, = Ann(L,) is the (primitive) ideal of the universal enveloping 
algebra U(g) of g annihilating L,. The conjecture [8, 1.51 was recently 
proved by J. L. Brylinski and M. Kashiwara [4] and independently by A. A. 
Belinson and I. N. Berstein. 
Now let y, w  be as in the statement of the Lemma 4.1. Assume that 
w  GLR y. Then there is a sequence w  = y,, y, ,..., y, = y of elements in W 
such that for each i, 1 < i < n, we have yi- 1 Gr. yi or y,;‘, & y; ‘, and hence 
Zyiml = Zyi or $; = Z,,.,. It follows that for each i, we have Dim(U(g)/ZYi-,) < 
Dim(U( g)/Z,,,) or Dim( U( g)/Z,,,_;) < Dim(U( g)Z,,_l), where Dim denotes 
Gelfand-Kirillov dimension (see 121). According to Joseph [6], for any w  we 
have Dim(U(g)/Z,) = Dim(U( g)/Z,-,). Hence for each i, 1 < i < n, we have 
DWWW,,J < DW%W,J and therefore, DWU( d/L) < 
Dim(U(g)/Z,,). Since y & w, we have Z, 1 I,, hence Dim(U(g)/Z,,) & 
Dim( U( g)/Z,), hence Dim( U( g)/Z,,) = Dim( U( g)/Z,). But the last equality 
together with ZY 3 I, implies ZY = I,,,. (See Borho and Kraft [2,3.6]; I am 
indebted to D. Vogan for this reference.) It follows that y, w  are in the same 
left cell, a contradiction. This shows that w  g,, y and the lemma is proved. 
Remark. It would be desirable to find a more elementary proof of 
Lemma 4.1, applicable to an arbitrary Coxeter group. 
5 
Let W be a finite Coxeter group of type H,. It has generators s,, s2, s3 
and relations st = si = s: = (sl s*)~ = (sl s3)2 = (s2s3)’ = 1. 
Let H be the corresponding Hecke algebra over the field Q(q”*). H has 10 
irreducible representations which can be described as follows. The left cells 
of W can be determined explicitly, they give rise to the following W-graphs 
(in the sense of [8, 11.) where the @-function on each edge is ~1: 
ONATHEOREMOFBENSONANDCURTIS 491 
These give rise to seven representations of H of dimension 1, 6, 5, 8, 5, 6, 1, 
respectively. The representations (a), (c), (e), and (g) are irreducible. The 
representations (b) and (f) each split (over Q(q”‘, 6)) into two three- 
dimensional irreducible non-equivalent representations. For example, in case 
(b) the representation space has basis elements 
Xl x2 x3 -4 
corresponding to the vertices of the W-graph. The two subspaces 
Vo=(X,+ax:,x,+au;, 3 x’ + ax3), where a is a root of a2 = a + 1, are 
then H-stable and this is the required decomposition. 
Case (d) is the most interesting. The representation space has basis 
elements 
XI2 x23 x2 x3 
x:2 Xi3 x; 4 
corresponding to the vertices of the W-graph. The two subspaces V, = 
{X,2 +EX{2vX13 +&Xi39 2 x + EX;, x3 + EX;}, E = f 1 are H-stable and give a 
decomposition into two irreducible, non-equivalent four-dimensional 
representations. The remarkable fact about these two representations is that 
their characters genuinely involve the square root of q. Indeed, if w, is the 
longest element of W, then T,,,, acts on I’, as multiplication by q1512 or 
-4 - iu2 This phenomenon is entirely similar to what happens for the two 
exceptional representations (of dimension 512) of the Hecke algebra of type 
E, (see [l]), and it explains why fi is needed in the statement of 
Theorem 3.1. 
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