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  Neste trabalho são apresentados os resultados do estudo que avaliou a performance do 
algoritmo de computação evolucionária programação genética como ferramenta de otimização 
e geração de atributos em um sistema de reconhecimento de padrões para identificação e 
diagnóstico de acidentes de uma usina nuclear com reator de água pressurizada. São 
apresentados ainda as bases de um sistema de reconhecimento de padrões, o estado da arte da 
programação genética e de sistemas similares de diagnóstico de acidentes e transientes de usinas 
nucleares. Dentro do conjunto da evolução temporal de 17 variáveis operacionais dos três 
acidentes/transientes considerado, além da condição normal, a função da programação genética 
foi evoluir regressores não lineares de combinações dessas variáveis que fornecessem o máximo 
de informação discriminatória para cada um dos eventos. Após testes exaustivos com diversas 
associações de variáveis, a programação genética se mostrou uma metodologia capaz de 
fornecer taxas de acerto de, ou muito próximas de, 100%, com parametrizações do algoritmo 
relativamente simples e em tempo de treinamento bastante razoável, mostrando ser capaz de 
fornecer resultados compatíveis e até superiores a outros sistemas disponíveis na literatura, com 
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 This work presentes the results of the study that evaluated the efficiency of the 
evolutionary computation algorithm genetic programming as a technique for the optimization 
and feature generation at a pattern recognition system for the diagnostic of accidents in a 
pressurized water reactor nuclear power plant. The foundations of a typical pattern recognition 
system, the state of the art of genetic programming and of similar accident/transient diagnosis 
systems at nuclear power plants are also presented. Considering the set of the time evolution of 
seventeen operational variables for the three accident scenarios approached, plus normal 
condition, the task of genetic programming was to evolve non-linear regressors with 
combination of those variables that would provide the most discriminatory information for each 
of the events. After exhaustive tests with plenty of variable associations, genetic programming 
was proven to be a methodology capable of attaining success rates of, or very close to, 100%, 
with quite simple parametrization of the algorithm and at very reasonable time, putting itself in 
levels of performance similar or even superior as other similar systems available in the scientific 
literature, while also having the additional advantage of requiring very little pretreatment 





1 - INTRODUÇÃO .................................................................................................................... 1 
1.1 – Contextualização do Problema ...................................................................................... 1 
1.2 – Objetivos ........................................................................................................................ 4 
1.3 – Organização ................................................................................................................... 4 
2 - PANORAMA DE RECONHECIMENTO DE PADRÕES .................................................. 6 
2.1 – Coleta de Dados ............................................................................................................. 7 
2.2 – Extração de Características ............................................................................................ 7 
2.3 – Redução Dimensional .................................................................................................... 8 
2.4 – Seleção de Atributos ...................................................................................................... 9 
2.5 – Geração de Atributos ................................................................................................... 10 
2.6 – Métodos de Classificação ............................................................................................ 10 
3 - PROGRAMAÇÃO GENÉTICA ......................................................................................... 12 
3.1 – Computação Evolucionária .......................................................................................... 12 
3.2 – Programação Genética ................................................................................................. 12 
3.3 – Técnicas Avançadas em PG ......................................................................................... 21 
3.4 – Fundamentação Teórica da PG .................................................................................... 30 
3.5 – Resultados Práticos da PG ........................................................................................... 36 
4 - SISTEMAS DE DIAGNÓSTICO DE TRANSIENTES EM USINAS NUCLEARES: .... 37 
4.1 – Introdução .................................................................................................................... 37 
4.2 – Sistemas de Diagnóstico de Transientes ...................................................................... 40 
5 - APLICAÇÃO DA PROGRAMAÇÃO GENÉTICA À UM CONJUNTO DE ACIDENTES 
POSTULADOS PARA UMA USINA NUCLEAR PWR ....................................................... 48 
5.1 - Introdução ..................................................................................................................... 48 
5.2 – Acidentes e Variáveis de Estado Selecionadas Para os Testes Experimentais ............ 50 
5.3 – Modelagem Experimental e Variáveis Consideradas .................................................. 56 
5.4 – Resultados e Análise dos Resultados ........................................................................... 59 
6 - CONCLUSÕES E TRABALHOS FUTUROS ................................................................... 68 
6.1 - Conclusões .................................................................................................................... 68 
6.2 – Possíveis Trabalhos Futuros ........................................................................................ 69 
REFERÊNCIAS BIBLIOGRÁFICAS ..................................................................................... 70 






 LISTA DE FIGURAS  
 
Figura 2.1 – Versão básica de um sistema de reconhecimento de padrões. .............................. 6 
Figura 2.2 – Exemplos de atributos ideais. ............................................................................ 8 
Figura 2.3 – Maldição da dimensionalidade.............................................................................. 8 
Figura 3.1 – Rotina básica de um sistema PG. ........................................................................ 14 
Figura 3.2 – Exemplo de um indivíduo típico na PG. ............................................................. 15 
Figura 3.3 – Método de inicialização “full”. ........................................................................... 16 
Figura 3.4 – Método de inicialização “grow”. ........................................................................ 16 
Figura 3.5 – Mecanismo de um cruzamento de subárvores genérico. ..................................... 17 
Figura 3.6 – Esquema do mecanismo de uma mutação de subárvore. .................................... 18 
Figura 3.7 – Esquema do mecanismo de uma mutação de subárvore. .................................... 22 
Figura 3.8 – Exemplo de indivíduo com restrição gramatical................................................. 24 
Figura 3.9 – Representação típica de programas na PG linear. ............................................... 25 
Figura 3.10 – Cruzamento normal na PG linear. ..................................................................... 26 
Figura 3.11 – Cruzamento homólogo na PG linear. ................................................................ 26 
Figura 3.12 – Exemplo bidimensional da fronteira de Pareto. ................................................ 28 
Figura 3.13 – Diagrama representando um circuito elétrico na PG desenvolvimentista. ....... 29 
Figura 4.1 – Vista esquemática de uma rede neural com saltos. ............................................. 43 
Figura 4.2 – Classificador de Elman. ...................................................................................... 43 
Figura 4.3 – representação esquemática de um sistema de lógica fuzzy. ................................ 45 
Figura 5.1 – Exemplo do conjunto de dados para o BLACKOUT. ........................................ 53 
Figura 5.2 – Assinatura das variáveis 1, 2, 3 e 4 para cada uma das situações de operação. .. 54 
Figura 5.3 – Assinatura das variáveis 5, 6, 7 e 8 para cada uma das situações de operação. .. 54 
Figura 5.4 – Assinatura das variáveis 9, 10 e 11 para cada uma das situações de operação. .. 55 
Figura 5.5 – Assinatura das variáveis 12, 13 e 14 para cada uma das situações de operação . 55 
Figura 5.6 – Assinatura das variáveis 15, 16 e 17 para cada uma das situações de operação. 58 
Figura 5.7 – Variáveis consideradas para a obtenção dos classificadores.. ............................ 58 
Figura 5.8 – Árvores de sintaxe de cada um dos resultados fornecidos................................. 64                               








LISTA DE TABELAS 
 
Tabela 1 – Classificação dos Sistemas DDF.............................................................................39 
Tabela 2 – Aplicação de métodos de DDF nas UNs..................................................................39 
Tabela 3 – Situações de operação da usina...............................................................................48 
Tabela 4 – Variáveis de estado..................................................................................................49 
Tabela 5 – Resultados experimentais para o BLACKOUT.......................................................59 
Tabela 6 – Resultados experimentais para o LOCA..................................................................60 
Tabela 7 – Resultados experimentais para o NORMAL...........................................................60 


























ACRÔNIMOS E ABREVIAÇÕES 
 
AG – Algoritmo Genético. 
CE – Computação Evolucionária. 
DDF – Detecção e Diagnóstico de Falhas. 
EFH – Engenharia de Fatores Humanos. 
GV – Gerador de Vapor. 
IA – Inteligência Artificial. 
LOCA – Loss of Coolant Accident. 
NRC – Nuclear Regulatory Commission. 
NUREG – United States Nuclear Regulatory Commission technical report designation. 
PG – Programação Genética. 
PWR – Pressurized Water Reactor. 
RNA – Rede Neural Artificial. 
RP – Reconhecimento de Padrões. 
SGTR – Steam Generator Tube Rupture. 

















1.1 – Contextualização do Problema 
As usinas nucleares (UNs) são sistemas altamente complexos operados e monitorados 
por humanos. Quando confrontados com um transiente não planejado, como um cenário de 
acidente, falha de equipamento, distúrbio externo ao sistema, entre outros, o operador precisa 
realizar procedimentos de diagnóstico e ações corretivas baseados nas leituras fornecidas pelos 
instrumentos de medida dos processos. Dependendo da severidade e das características do 
evento anômalo, principalmente em seus estágios incipientes, essas leituras podem prover 
informações conflitantes, confusas e, por conseguinte, conducentes à identificação errada do 
evento e posteriores ações equivocadas, as quais ocasionam uma piora das condições de 
operação da usina, podendo levar, em últimas instâncias, a acidentes graves. 
A capacidade dos operadores de identificarem correta e rapidamente os eventos depende 
de fatores como treinamento, sistemas de controle adequadamente construídos e procedimentos 
de emergência corretamente descritos. De fato, o trabalho humano, em situações de alto risco, 
é tradicionalmente baseado em tarefas sistemáticas e metódicas que prescrevem a forma mais 
correta e segura de realizar os serviços [1]. Levando em consideração o exposto até aqui, fica 
claro que é fundamental que, para realizar as tarefas e procedimentos exatamente como descrito, 
os operadores necessitam, tanto quanto possível, de informações corretas e sem ambiguidade 
no que concerne à situação da planta. 
Dada a gravidade das consequências de acidentes em usinas nucleares (e especialmente 
após o acidente de Three Mile Island, em março de 1979), muita atenção tem sido dada, por 
parte da Comissão de Regulamentação Nuclear (NRC), à área de Engenharia de Fatores 
Humanos (EFH), no tocante à importância de melhorar a interface homem-máquina em projetos 
de salas de controle, e uma série de documentos normativos (como o NUREG 711 e o NUREG 
800) tem sido estabelecida desde então para este fim. De particular interesse para este trabalho 
é o tópico referente à interface operador-sistema, presente na NUREG 711, o qual recomenda 
que a atividade do operador seja focada nas tarefas de monitoração, tomada de decisão e 
controle da usina. Sendo assim, sistemas que auxiliem objetivamente o operador no rápido 





Sob este paradigma de segurança, espera-se que o erro humano – isto é, qualquer desvio 
de performance considerando a sequência de ações especificadas nos procedimentos – seja 
evitado. Considerando que as centrais nucleares são instalações de segurança críticas, e dado o 
grande número de variáveis monitoradas simultaneamente (que levam a padrões complexos, 
dificultando o diagnóstico por parte do usuário), nos últimos anos muitos trabalhos relevantes 
que utilizam técnicas de inteligência artificial tem sido publicados com o objetivo de auxiliar o 
operador com ferramentas de diagnóstico de transientes, diminuindo sua carga cognitiva e 
oferecendo uma identificação automática robusta e confiável do estado da usina. Tal desafio se 
enquadra na área da inteligência artificial (IA) de reconhecimento de padrões. 
O reconhecimento de padrões (RP) [2] é uma disciplina científica que busca classificar 
os dados ou objetos em diferentes classes usando alguma informação, seja ela um conhecimento 
à priori ou uma distribuição estatística dos dados. Essa disciplina tem se mostrado cada vez 
mais relevante e é utilizada em um vasto espectro de aplicações, incluindo reconhecimento de 
fala e de faces, processamento de imagem, diagnóstico médico, etc. 
 A formulação de um sistema para reconhecimento de padrões segue normalmente três 
etapas. Primeiro, um sensor (transdutor) extrai dos inputs as medidas, que são os “dados 
brutos”. Então, esses dados brutos são processados de maneira a obter-se a informação 
relevante, num procedimento conhecido como extração de atributos. Como os atributos 
relevantes a um determinado sistema costumam ser um subespaço muito pequeno do total de 
atributos que podem ser extraídos analisando os dados brutos, as características1 extraídas 
passam, em geral, por um processo de redução dimensional. Finalmente, um ou mais 
classificadores são empregados para dividir as amostras de dados em diferentes categorias, e o 
faz utilizando as informações discriminatórias das características extraídas. Tal classificador 
pode ser tão simples quanto um processo de decisão binária ou tão complexo quanto uma rede 
neural. 
 Fica claro da descrição acima que o processo de extração de atributos dos dados brutos 
é de vital importância para o reconhecimento de padrões, haja vista que ele é a ponte entre os 
dados brutos e o classificador. De fato, idealmente, as características (atributos) extraídas 
deveriam conter informação discriminatória suficiente para que o trabalho do classificador seja 
facilitado (o que, em geral, equivale a dizer mais “barato” computacionalmente). Infelizmente, 
                                                            
1 No contexto de reconhecimento de padrões, e inclusive nesta dissertação, os termos “atributos” e 




nem todas as características extraídas contém informação útil, sendo muitas delas redundantes, 
não correlacionadas ou ruidosas. Tais características precisam ser filtradas para que o 
classificador realize o seu trabalho de maneira mais eficiente. 
 A filtragem das características ruidosas é usualmente realizada através do processo de 
seleção de atributos e da geração de atributos, que compõem a redução dimensional 
mencionada anteriormente. Normalmente, a distribuição estatística dos dados auxilia no 
processo de seleção de atributos, no qual os atributos úteis são mantidos e os ruidosos são 
descartados. Já o processo de geração de atributos é mais complexo; nele, os atributos extraídos 
são transformados numa menor quantidade de novos atributos, de maneira tal que o máximo de 
informação discriminatória é mantido. Muitos métodos de geração de atributos – como análise 
do componente principal (Principal Component Analysis – PCA [3]), análise do componente 
independente (Independent Component Analysis - ICA) e sua generalização para o caso não 
linear (Maximum Variance Unfolding - MVU) – foram desenvolvidos e são aplicáveis à várias 
classes de problemas. 
Tradicionalmente, o problema de identificação de acidentes em usinas nucleares tem 
sido abordado através de métodos estatísticos de RP e técnicas de inteligência artificial, como 
sistemas especialistas (SE), lógica nebulosa (LN), redes neurais artificiais (RNA), algoritmos 
genéticos (GA), algoritmos evolucionários com inspiração quântica, além de técnicas de 
inteligência de enxame, como otimização por enxame de partículas (particle swarm 
optimization - PSO) clássico e com inspiração quântica, entre outras, obtendo diferentes graus 
de sucesso (o Capítulo 4 oferece um estudo bibliográfico aprofundado).  
 A programação genética (PG) [4], em particular, foi o método aplicado neste estudo no 
problema de identificação de acidentes em usinas nucleares – pela primeira vez, de acordo com 
as pesquisas deste autor – como método de seleção e geração de atributos. A PG pertence a uma 
classe de algoritmos evolucionários, e foi proposta e padronizada em 1992 por John Koza como 
uma generalização do algoritmo genético (AG). De fato, ambos possuem sua inspiração na 
teoria da evolução biológica, mas a PG difere do AG e de outros métodos de aprendizado de 
máquina (“machine learning”) tradicionais ao considerar, como indivíduos a serem evoluídos, 
programas de computador, que são soluções em potencial para o problema em questão. Durante 
a evolução, a PG busca otimizar a população de indivíduos através de uma métrica de “fitness” 




A PG tem recebido muita atenção por parte da comunidade acadêmica devido a sua 
aplicabilidade em certos tipos de problemas que não são bem resolvidos por outras técnicas de 
aprendizado de máquina. Realmente, a programação genética, embora computacionalmente 
intensiva, costuma apresentar resultados bastante competitivos ou melhores que outras técnicas 
quando aplicada à problemas complexos ou não lineares. Algumas de suas principais vantagens 
são: é extremamente geral e aplicável à várias classes de problemas, não requer informação à 
priori com respeito à distribuição das séries de dados (ou mesmo pré-processamento dos 
mesmos), e além disso permite que sejam alterados os parâmetros ou a estrutura das soluções 
durante a evolução. 
 A motivação para tamanho interesse em PG para a redução dimensional se deve, ainda, 
ao fato de que ela tem a capacidade inerente de selecionar atributos úteis (como parte da 
evolução) e ignorar outros [5]. A transformação de atributos é realizada fazendo combinações 
não lineares, através de funções matemáticas, dos atributos extraídos. 
 Com o avanço da capacidade de processamento e tecnologia computacional, mesmo um 
computador pessoal2 atualmente se mostra capaz de arcar com a (muito criticada) complexidade 
computacional da PG, tornando-a menos impeditiva. Isso levou a um aumento muito 
substancial nas publicações acadêmicas e aplicações da PG, principalmente a partir de 2002. 
1.2 - Objetivos 
 Com base nestes fatores citados, esta pesquisa foi conduzida com o objetivo de aplicar 
a PG ao problema de identificação de acidentes em centrais nucleares, a partir de séries 
temporais de variáveis físicas obtidas com dados simulados para a usina de Angra 2. Nesta 
aplicação, diversos parâmetros e a combinação de variáveis ótimas para a PG na tarefa de 
classificação serão avaliados, de maneira a obter soluções eficientes computacionalmente. 
1.3 - Organização 
 No Capítulo 1 foi feita uma introdução sobre o problema de identificação de acidentes 
em centrais nucleares, a motivação do trabalho e foi introduzida qual será a abordagem aplicada 
ao problema: reconhecimento de padrões através da programação genética. 
                                                            
2 De fato, um computador pessoal foi utilizado nesta pesquisa, fornecendo resultados em cerca de 6 horas para 




 No Capítulo 2 é exibida uma explanação mais detalhada sobre a área de reconhecimento 
de padrões. São desenvolvidas as etapas de um sistema de RP típico e apresentados alguns 
métodos de classificação. 
 O Capítulo 3 tratará da técnica empregada para o reconhecimento de padrões neste 
trabalho, a Programação Genética. Um breve histórico da técnica, seu funcionamento básico 
geral, técnicas mais avançadas e atuais e trabalhos relevantes disponíveis na literatura 
encontram-se lá. 
 O Capítulo 4 aprofunda o estudo bibliográfico das contribuições já realizadas na área 
de sistemas de diagnóstico para a identificação de transientes em usinas nucleares. 
 O Capítulo 5 descreve mais minuciosamente o problema e parametriza e descreve os 
resultados obtidos com a aplicação da programação genética ao conjunto de acidentes 
escolhidos para teste. 


















PANORAMA DE RECONHECIMENTO DE PADRÕES 
 O reconhecimento de padrões é uma área científica que tem sido definida de várias 
maneiras na literatura [2,6]. Em particular, como: 
 O ato de tomar dados primários e realizar uma ação baseada na categoria do(s) padrão(ões); 
 A disciplina científica cujo objetivo é a classificação de objetos em categorias. 
De maneira geral, o objetivo de qualquer sistema de RP é, efetivamente, agrupar objetos 
em categorias. Os objetos podem ser sinais ondulatórios, imagens ou outro tipo de medidas. O 
agrupamento de objetos é uma tarefa importante, que pode ser realizada utilizando 
ordenamentos estatísticos, inteligência artificial e muitos outros métodos, alguns dos quais 
serão apresentados neste capítulo. Devido ao aumento da automação na produção industrial, 
recentemente o RP tem recebido muita atenção e demanda industrial e acadêmica. Neste estudo, 
o RP foi utilizado na tarefa de classificação, embora seja frequentemente aplicado à tarefas de 
regressão, agrupamento (clusterização), descrição, entre outras. 
Um sistema de RP típico está ilustrado na Figura 2.1. Um ou mais sensores ou 
transdutores (que podem ser termômetros, câmeras, microfones, etc.) fornecem medidas que 
serão posteriormente utilizadas para a extração de atributos. Um atributo ideal é aquele cujos 
valores são bem similares para objetos na mesma categoria e diferentes para objetos em 
categorias distintas. Caso o número de atributos extraídos seja muito grande, um método de 
redução dimensional pode ser aplicado para remover aqueles redundantes ou irrelevantes. Após 
isso, os atributos são transferidos a um classificador, que tem como função utilizá-los para 
estabelecer limites e “rótulos” (labels) a cada padrão, de acordo com intervalos limitantes no 
espaço de atributos. Finalmente, a eficiência do classificador treinado é avaliada utilizando 
dados de teste. 
 





2.1 – Coleta de Dados 
Em geral, há três tipos básicos de dados: categóricos, ordinais e numéricos. Dados 
categóricos tratam-se de informações não-numéricas sem ordenamento de classes, como a 
descrição da profissão de uma pessoa (engenheiro, cientista, economista, etc.). Quando há 
ordenamento de classes em dados categóricos, estes são chamados de dados ordinais, por 
exemplo: pequeno, médio e grande. Dados numéricos, como o nome indica, contém números 
reais, sejam informações sobre pressão sanguínea, peso, variáveis físicas, etc. Como o objetivo 
do reconhecimento de padrões envolve realizar tratamento computacional nos dados, caso 
sejam categóricos ou ordinais, eles devem ser “transformados” em dados numéricos. 
 Como já mencionado, a coleta de dados é usualmente realizada utilizando algum tipo de 
transdutor ou sensor. Esses dados contém o sinal original, com algum grau de ruído. 
2.2 – Extração de Características 
 Qualquer objeto classificável possui particularidades que o diferenciam de outros 
objetos. Essas peculiaridades discriminatórias, em problemas de reconhecimento de padrões, 
são chamadas de atributos. Em certos problemas de RP, os dados crus (“raw data”) coletados 
já representam os atributos em si, e não há a necessidade de realizar o processo de extração 
explicitamente. Atributos podem ser divididos em três categoriais principais: físicos, estruturais 
e matemáticos. Atributos físicos incluem: a cor de um objeto, seu odor, o material que o 
compõe, etc. Atributos estruturais representam as propriedades espaciais de um objeto, como 
altura, peso, comprimento, etc. Já as características matemáticas – as mais importantes do ponto 
de vista de RP – representam, como o nome anuncia, as suas propriedades matemáticas: média, 
variância, componentes principais, autovetores, covariância, etc.  
 A escolha de atributos é um passo crítico no projeto do sistema de RP. Idealmente, um 
atributo é simples de extrair, invariante à transformações irrelevantes, insensível a ruído e útil 
para a discriminação entre dois objetos de categorias diferentes. Já que as características 
extraídas serão posteriormente utilizadas pelo classificador para a tarefa de classificação, a 
característica ideal também é aquela que facilita o trabalho do classificador, fornecendo valores 
característicos similares para exemplares da mesma classe e valores consideravelmente 
diferentes para integrantes de classes distintas. Algumas ilustrações espaciais dessas qualidades 





Figura 2.2 – Exemplos de atributos ideais [5]. 
 Vale ressaltar, ainda, que em algumas literaturas o processo de extração de 
características é considerado parte integrante da geração de características, mas em outros 
trabalhos (inclusive neste), a geração de características é um processo diferenciado que envolve 
a transformação dimensional das características extraídas inicialmente. 
2.3 – Redução Dimensional 
 No contexto de RP, redução dimensional é o ato de reduzir o número de atributos sendo 
considerados em um determinado problema. Esse conceito é derivado do domínio da estatística, 
onde grandes quantidades de dados levam, muitas vezes, a um fenômeno conhecido na literatura 
como “maldição da dimensionalidade” [7-9], ilustrado na Figura 2.3, em que há um número 
ótimo de atributos, além do qual a performance do classificador piora. Algoritmos de machine 
learning e RP estão susceptíveis a esse problema e métodos de redução dimensional são 
frequentemente aplicados para abordá-lo [10]. 
     
      Figura 2.3 – Maldição da dimensionalidade [11]. 
Espaços de busca contínuos e discretos de alta dimensão [12] – como é o caso do 
problema tratado neste trabalho – trazem muitos desafios à análise de dados. Um dos principais 
é que nem todos os atributos são realmente importantes para o tratamento do problema em 
questão. Alguns dos atributos podem ser correlacionados, levando à redundâncias, ou 
irrelevantes, podendo trazer ruído à análise e aos atributos relevantes. Esses atributos 




classificador. Além disso, o tempo de treinamento (que já é considerável para conjuntos de 
dados de alta dimensão) pode aumentar linearmente (ou, dependendo do algoritmo, 
exponencialmente) com o aumento no número de atributos. 
 Matematicamente, o problema de redução dimensional pode ser descrito da seguinte 
forma: dado o conjunto de dados 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑚)
𝑇, encontrar uma representação de menor 
dimensão desse conjunto de dados, 𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑛)
𝑇, 𝑛 < 𝑚, tal que essa última 
representação consiga, de acordo com algum critério, capturar as características importantes do 
conjunto original. 
 A redução dimensional pode ser subdividida em duas categorias principais. Na primeira, 
chamada de seleção de atributos, um subconjunto do conjunto de dados existente é selecionado, 
levando em consideração algumas restrições, com o objetivo de maximizar a informação 
discriminatória entre as categorias. Já na segunda categoria (geração de atributos), os atributos 
são transformados em um conjunto reduzido, de maneira a capturar o máximo de informação 
contido nos atributos iniciais. 
2.4 – Seleção de Atributos 
O objetivo da seleção de atributos, como já mencionado, é obter um subconjunto de 
atributos mais relevante, do ponto de vista de informação discriminatória, entre as categorias 
(classes). A função principal desse procedimento é identificar a importância dos diferentes 
atributos em um dado problema. Em termos de classificação, características importantes (ricas) 
são aquelas que possuem substancial variância entre classes (inter-classes) e pouca variância 
dentro de cada mesma classe (intra-classe). A escolha de características importantes simplifica 
o trabalho do classificador [13]. 
Existem duas abordagens principais para a seleção de atributos: a abordagem wrapper 
(“empacotador”), assim chamada porque o processo de escolha do subconjunto de atributos está 
“empacotado” com o algoritmo de aprendizado sendo utilizado [14]; e a abordagem de filtro, 
onde um atributo é avaliado utilizando as características intrínsecas dos dados, como correlação, 
variância, etc. A abordagem de filtro é mais simples e menos “cara” computacionalmente que 
a wrapper, além de fornecer soluções mais gerais, que apresentam boa performance em uma 






2.5 – Geração de Atributos 
A geração de atributos é um termo abrangente e poderoso no domínio do RP, que em 
algumas literaturas abarca também o conceito de seleção de características. Consiste em realizar 
combinações dos atributos disponíveis de maneira a obter um subconjunto reduzido de atributos 
tal que as classes subjacentes (implícitas) sejam mais separáveis do que eram no conjunto 
original3. Vale salientar aqui a diferença entre este processo e o descrito na Seção 2.4, no qual 
são feitas meras seleções dos atributos mais relevantes. 
Em todas as aplicações de RP o objetivo da geração de atributos é o mesmo: reduzir a 
quantidade de recursos necessários para alcançar o objetivo, buscando diminuir ou evitar a 
“maldição da dimensionalidade” (Seção 2.3). Assim, não é apenas uma questão de diminuir o 
custo computacional, mas também de aprimorar a performance do classificador, algo que 
claramente não pode ser negligenciado. 
As técnicas de geração de características disponíveis na literatura são bem diversas. Elas 
podem ser classificadas em lineares ou não lineares, dependendo da função de classificação que 
é utilizada; supervisionadas ou não-supervisionadas, levando em consideração a 
disponibilidade de informações sobre as classes; etc. Dentre as técnicas lineares, a análise de 
componente principal (PCA) é uma das mais simples e largamente utilizadas, fornecendo 
resultados satisfatórios para uma vasta gama de aplicações em que modelagens lineares são 
aplicáveis. A PG, como já foi dito, está se tornando uma das principais técnicas de geração de 
características para os casos não lineares e, sendo a técnica adotada nesta dissertação, terá o 
capítulo 3 dedicado a sua descrição mais detalhada. 
2.6 – Métodos de Classificação 
Classificação é o processo de atribuir um rótulo de classe a um grupo de objetos descrito 
por um conjunto de atributos. Dependendo da metodologia, os classificadores podem ser 
divididos em três categorias principais [15]: 
 Classificadores baseados em similaridade: os padrões similares entre si são atribuídos à mesma 
classe. Ex.: casamento (template matching), regra dos vizinhos mais próximos (nearest 
neighbour rule), etc; 
                                                            
3 Cabe esclarecer que, no contexto de processamento de sinais e imagens, a geração de atributos é 
frequentemente considerada um processo um pouco diferente, e descreve o ato de extrair atributos do sinal 
ou imagem originais, mas utilizando representações reduzidas das entradas (inputs) que, espera-se, contenham 




 Classificadores baseados em probabilidade: Ex.: regra de decisão bayesiana, classificador ML 
(maximum likelihood), classificador de Parzen, etc; 
 Classificadores baseados em intervalos de decisão (decision boundaries): Ex.: análise 
discriminante de Fisher, árvores de decisão, SVMs (support vector machines), etc. 
Os classificadores buscam discriminar classes encontrando diferenças e similaridades 
entre padrões. Classificadores que necessitam de treinamento (ou aprendizado) tem seus 
parâmetros ajustados (através das características das diferentes classes) durante a fase de treino, 
para facilitar a discriminação entre as classes. Duas das principais características consideradas 
para ajustar os parâmetros dos classificadores são a variância entre classes e dentro da mesma 
classe (intra-class e inter-class variance). 
Os inputs que alimentam o classificador influenciam bastante o seu desempenho. Em 
problemas de classificação, ou o processo de geração de atributos maximiza a informação 
discriminatória apresentada ao classificador, ou o atributo é diretamente fornecido ao 
classificador para que este busque os limites (decision boundaries) ótimos entre as classes. Pelo 
que já foi exposto, fica claro que o processo de geração de atributos facilita o trabalho do 
classificador. Como regra geral, tem-se que, quanto mais informação discriminatória está 

















 No capítulo anterior, as partes básicas de um sistema de reconhecimento de padrões 
foram discutidas. Uma das suas componentes-chave é a geração de atributos, utilizada para a 
redução dimensional. Neste trabalho, a programação genética (PG), uma técnica de aprendizado 
de máquina, foi aplicada para este fim. A PG oferece a possibilidade de realizar a seleção de 
atributos e a transformação dos mesmos (geração de atributos) concomitantemente, o que a 
torna, nesse aspecto, superior às demais metodologias. Este capítulo apresenta um panorama 
geral do algoritmo de programação genética. 
3.1 – Computação Evolucionária 
 Computação evolucionária (CE) é um termo generalista atribuído a uma vasta 
quantidade de técnicas baseadas, em maior ou menor grau, no modelo Darwiniano de evolução 
natural e sobrevivência do mais apto. O termo tem suas raízes filosóficas em trabalhos de Alan 
Turing, e se tornou real com o advento do algoritmo genético (AG), das estratégias 
evolucionárias e programação evolucionária. Todos os métodos de computação evolucionária 
funcionam, basicamente, através da atribuição de uma “meta” no início da evolução, a qual é 
aplicada para avaliar e comparar a “qualidade” de potenciais soluções para o problema em 
questão durante a evolução. Em situações ideais, as técnicas de CE levam a resultados ótimos 
ou próximos do ótimo após um certo número de iterações (chamadas, usualmente, de gerações).  
 O elo em comum entre todos os métodos de computação evolucionária é a idéia da 
evolução de potenciais soluções para problemas, que podem ser tão simples quanto vencer um 
jogo de entretenimento ou tão complexo quanto resolver um problema de engenharia. A CE 
pode ser aplicada a uma diversa e extensa gama de domínios do conhecimento. 
3.2 – Programação Genética 
 A PG pertence a uma classe de metodologias de computação evolucionária na qual 
programas de computador (no sentido de instruções capazes de serem interpretadas pelo 
computador [16]) são evoluídos num paradigma inspirado no modelo darwiniano de evolução 
natural. Em 1992, John Koza padronizou, introduziu e lançou as bases para a técnica que, 




 A PG é uma técnica de CE para resolver problemas automaticamente sem requerer que 
o usuário especifique a priori a forma ou a estrutura da solução [17], sendo um método 
sistemático e independente do domínio [18] para obter soluções de problemas automaticamente, 
fornecendo instruções de alto nível [19] ao computador a respeito do que precisa ser feito. 
3.2.1 – Breve histórico da técnica 
 Em seus ensaios em 1948 [20] e 1950 [21], Intelligent Machinery e Computing 
Machinery and Intelligence, Alan Turing corretamente percebeu que, no futuro, os 
computadores poderiam, um dia, resolver problemas de maneira inteligente através de um 
processo evolucionário no qual o programa de computador (material genético) estivesse sujeito 
a várias modificações progressivas (mutações) guiadas por um processo análogo ao da seleção 
natural (pressão de busca: a fitness). 
Em 1975 [22], John Holland formalizou o conceito de recombinação de genes, 
introduziu o operador de crossover entre strings binárias e desenvolveu a metodologia do 
algoritmo genético. 
 KOZA [4], tomando como base uma série de trabalhos feitos pós-1975 [23-32] sobre as 
possibilidades de evoluir algo que não fossem strings binárias, trouxe à tona e sistematizou a 
técnica de programação genética. Desde então, a PG tem sido alvo de muitos estudos, 
publicações e críticas que são reportados regularmente em publicações e conferências [33-37]. 
3.2.2 – Funcionamento básico geral 
 A PG, então, trabalha evoluindo programas escritos em uma linguagem de alto nível 
(como C, Pascal ou Lisp). Geração após geração a PG estocasticamente transforma uma 
população de programas buscando encontrar aquele que melhor resolve o(s) problema(s) em 





Figura 3.1 – Rotina básica de um sistema PG. 
 Assim, a analogia com o algoritmo genético é imediata, sendo a principal diferença entre 
eles a representação dos genótipos [38]. De fato, ambos utilizam os mesmos operadores 
genéticos primários (cruzamento e mutação) e possuem o conceito de métrica de fitness, mas 
divergem no fato de que o AG em geral trabalha com cromossomos formados por strings 
binárias de tamanho fixo, enquanto que, na PG, os cromossomos são as instruções do programa 
e variam em tamanho e forma. 
3.2.2.1 – Árvores de sintaxe 
 Os programas a serem evoluídos são expressos como árvores de sintaxe [39], que 
consistem de funções e terminais. 
Ex.: max(𝑥 + 𝑥, 𝑥 + 3 ∗ 𝑦) 
neste exemplo, x, y e 3 são as “folhas” (extremidades) da árvore e chamadas de terminais, já 
max, + e * são os nós internos, chamados de funções ou operadores4. 
 O set (conjunto) de funções, 𝐹, e o set de terminais, 𝑇, constituem o set de “primitivas” 
para essa população, variando de aplicação para aplicação da técnica. 
 É comum representar os programas em PG com a notação de prefixo típica do Lisp (fato 
que, aliás, torna esta linguagem e suas variantes, como clojure, especialmente adequadas para 
escrever códigos para a PG), pois assim é fácil estabelecer a correspondência entre o programa 
                                                            





e sua representação em árvore. Assim, max(𝑥 + 𝑥, 𝑥 + 3 ∗ 𝑦) será, em notação de prefixo, 
(max (+ x x) (+ x (* 3 y))), e sua representação em árvore está dada na Figura 3.2: 
 
Figura 3.2 – Exemplo de um indivíduo típico na PG [17]. 
 O primeiro nó da árvore é chamado raiz, e os nós subsequentes são chamados 
subárvores, galhos ou folhas, dependendo da sua posição relativa e do número de elementos. O 
número máximo vertical de nós (a contar pela raiz, considerada nó zero) é chamado “depth” 
(profundidade), D, da árvore. Já a quantidade de nós da árvore é chamada de “size” (tamanho). 
 Embora não seja obrigatório, é comum especificar de antemão o “arity”5, que significa 
o número de argumentos que as funções podem conter (os terminais têm arity 0, por definição). 
Assim, os parênteses se tornam redundantes, facilitando a análise do programa. 
3.2.2.2 – Inicialização da população 
 No que diz respeito à geração aleatória da população inicial (Figura 3.1), existem três 
métodos principais (embora mais métodos estejam se tornando conhecidos na literatura, 
conforme a PG tem sido explorada). São eles: 
 Método de inicialização “full” (Figura 3.3): de 0 até D-1 (onde D é a profundidade da árvore, 
conforme Seção 3.2.2.1), monta-se cada indivíduo da população escolhendo-se aleatoriamente 
funções do set de funções F. Quando atinge-se o depth, escolhe-se um terminal (Figura 3.3). A 
                                                            
5 De acordo com as pesquisas deste autor, não existe um correspondente direto na língua portuguesa ao termo 
“arity”. Alguns autores optam por traduzi-lo como “aridade”, o que é um neologismo, embora a maioria 




variabilidade de formas e tamanhos de árvore neste método é baixa, embora ele seja 
considerado adequado em certas aplicações. 
 Método de inicialização “grow” (Figura 3.4): de 0 até D-1 escolhe-se aleatoriamente funções 
ou terminais. Quando atinge-se o depth, escolhe-se um terminal. 
 Ramped half-and-half: distribui-se igualmente uma quantidade de indivíduos para cada 
profundidade inicial de árvore, indo de 1 até D. Metade dos indivíduos em cada profundidade 
é construído segundo o método “full”, e a outra metade conforme o método “grow”. Este 
método contorna as desvantagens do método “grow”, de possivelmente montar árvores muito 
pequenas, e do método “full” de fornecer pouca diversidade. Devido a isso, é o método de 
inicialização da população mais amplamente utilizado. 
 
Figura 3.3 – Método de inicialização “full” [17]. 
 
Figura 3.4 – Método de inicialização “grow” [17]. 
3.2.2.3 – Seleção 
Os métodos de seleção na PG são bastante similares aos métodos mais famosos de 




O mecanismo de seleção mais utilizado em PG é a seleção por torneio (“tournament 
selection”), na qual toma-se aleatoriamente uma porção de indivíduos e aquele com fitness mais 
alta do grupo é selecionado. Como não se leva em consideração, na seleção do indivíduo mais 
apto do grupo, a diferença relativa entre as fitness dos indivíduos, mas tão somente aquele que 
possui melhor fitness, este método tende a manter a pressão de busca constante. 





                                                                                                                                    (3.1) 
onde 𝑠 é um indivíduo da população 𝑀 e 𝑓(𝑠𝑖(𝑡)) é sua fitness na geração 𝑡. Este método atribui 
probabilidades de seleção maiores aos indivíduos mais aptos, assim como no AG. 
3.2.2.4 – Cruzamento 
 Existe uma diversidade enorme de operadores de cruzamento na PG [40]. Os principais 
e mais utilizados são os operadores de trocas de subárvores (subtree-swapping crossovers, como 
o da Figura 3.5, onde é gerado apenas um programa-filho) que, como o nome sugere, produzem 
descendentes trocando subárvores entre os programas-pais. Dentro desta classe estão: 
 
Figura 3.5 – Mecanismo de um cruzamento de subárvores genérico [17]. 
 standard crossover; 
 one-point crossover; 




 strongly-typed crossover; 
É comum especificar que o ponto de cross seja uma função em 90% das vezes. Faz-se 
isso para evitar o cruzamento em nós de terminais, trocando pouco material genético, haja vista 
que há mais terminais (folhas), numa árvore típica, do que ramos. 
3.2.2.5 – Mutação 
Embora inicialmente tenha sido sentenciada como sem muita relevância para a PG [4], 
atualmente é considerada importante para manter a exploração do espaço de busca, com 
aplicações em que os percentuais de mutação vão de 1% à 50% da população. 
Tal como o cruzamento, a mutação também possui diversas variantes na PG, embora a 
mais comum seja a subtree mutation (Figura 3.6), na qual um nó de um indivíduo da população 
é escolhido aleatoriamente e sua subárvore correspondente é substituída por uma subárvore 
formada também aleatoriamente, respeitando os limites de tamanho de árvore. 
Outra opção razoavelmente comum é a point mutation, bastante similar ao “bit flip” do 
AG, na qual escolhe-se aleatoriamente um nó de um indivíduo e substitui-se o mesmo por uma 
primitiva aleatória de mesma aridade. 
 
Figura 3.6 – Esquema do mecanismo de uma mutação de subárvore [17]. 
3.2.2.6 – Fitness 





 Fechamento (closure): determina que qualquer subárvore deve poder ser utilizada como 
argumento de quaisquer das funções do set de funções. Assim, é necessário, por exemplo, 
utilizar versões “protegidas” de funções cujo domínio não esteja definido em algum ponto. 
Como exemplo imediato tem-se a função divisão “÷”, que não está definida quando o 
denominador é igual a zero. Neste caso, utiliza-se a versão protegida dessa função, usualmente 
denotada por “%”, na qual define-se a restrição de que, quando o terminal referente ao 
denominador for zero, a função retornará o valor 1 (ou 0, ou qualquer outro tratamento6 definido 
pelo programador). 
 Suficiência (sufficiency): condição que afirma que o set de primitivas deve ser capaz de, 
combinando-se, expressar uma solução para o problema em questão. Por exemplo: o set de 
primitivas {AND, OR, NOT, x1, x2, ..., xn} é sempre suficiente para problemas de indução 
booleana, já que é capaz de produzir todas as funções booleanas das variáveis (terminais) x1, 
x2, ..., xn. Conjuntos insuficientes de primitivas, na melhor das hipóteses, apenas aproximarão 
a solução obtida pela PG, embora, dependendo do grau de precisão requerido, essa aproximação 
seja boa o suficiente. Em problemas reais, muitas vezes não se sabe qual é o conjunto suficiente, 
e adicionar e fazer testes com algumas primitivas, embora torne o algoritmo mais lento, são 
alternativas, muito embora possam enviesar a PG de maneira inesperada. 
Dado que o set de primitivas foi escolhido de maneira a satisfazer a essas propriedades, 
cada programa da população expressa uma solução para o problema. O potencial dessa solução, 
isto é, o quão boa ela é para resolver o problema em questão, é dado ao se comparar o resultado 
da avaliação do programa com a medida de fitness, definida e ajustada previamente. 
A medida de fitness é o parâmetro mais complexo e menos axiomático a ser definido 
num sistema PG. Ele pode ser, entre outros: 
 O erro entre o output, obtido através dos inputs, e o valor conhecido (chamado de target), como 
em problemas de regressão simbólica; 
 O tempo que ele demora para levar o sistema a um estado determinado, utilizado em problemas 
de scheduling; 
 A precisão do programa em reconhecer padrões ou identificar objetos, parâmetro considerado 
em treinamentos de redes neurais ou data mining. 
                                                            
6 Embora a escolha da constante 1 como resultado deste caso particular seja mais razoável, pois fornece à PG 
uma maneira simples de obter este valor. Combinado com um mecanismo similar de obter a constante 0 




Em problemas como regressão simbólica, séries temporais e data mining, a melhor 
solução é aquela que mais se aproxima de todos os pontos, contribuindo cada um deles de forma 
incremental para a fitness. Nesses casos, cada ponto é chamado de “fitness case”. 
3.2.2.7 – Critério de parada 
 O critério de parada em PG pode consistir de um número máximo de gerações a ser 
atingido ou um indicativo de sucesso específico para o problema, como a obtenção de um erro 
abaixo de um valor limite para o somatório dos fitness cases em problemas de regressão 
simbólica, por exemplo. 
 Tipicamente, o indivíduo com melhor fitness é então extraído do sistema e designado 
como o resultado da rodagem do algoritmo, embora mais indivíduos possam ser registrados ao 
longo das gerações e consultados, conforme for adequado à classe do problema e a necessidade 
do usuário. 
3.2.2.8 – Parâmetros 
 Baseado no que foi até aqui exposto, conclui-se que os parâmetros a serem ajustados na 
execução de um programa de PG são vários, principalmente: 
1. A profundidade máxima das árvores iniciais (Di); 
2. A profundidade máxima das árvores durante o funcionamento da PG (D); 
3. O tamanho da população (M); 
4. O número máximo de gerações (G); 
5. O conjunto de terminais (T). Ex.: 1, 2, rand, 𝑒, pi, etc; 
6. O set de funções (F): +, -, sen, cos, log, etc; 
7. O método de inicialização; 
8. A medida de fitness (f); 
9. O método de seleção; 
10. Operadores genéticos: tipos e probabilidades; 
11. O critério de parada. 
Fazendo referência ao fluxograma da Figura 3.1, os parâmetros de 1 à 7 referem-se à 
etapa de geração aleatória de programas, o parâmetro 8 ao bloco de avaliação das qualidades 
dos programas, os blocos 9 e 10 à evolução de programas mais aptos e, por fim o bloco 11 ao 




3.3 – Técnicas Avançadas em PG 
 A PG, desde a sua padronização em 1992, tem evoluído rapidamente, à despeito de uma 
certa falta de solidez teórica (Seção 3.4), e muitas técnicas e conceitos mais avançados foram 
elaborados sobre as bases do exposto na Seção 3.2. 
3.3.1 – Evolução de estruturas modulares e hierárquicas 
 Até aqui, a PG tem sido descrita como capaz de evoluir expressões mais simples que, 
embora adequadas para a resolução de uma vasta gama de problemas, raramente exibirão 
características modulares em larga escala, típicas de objetos e indivíduos mais complexos, como 
uma árvore, um animal ou um avião. 
 Na tentativa de emular tais estruturas em PG, muito esforço acadêmico tem sido 
realizado desde 1992, sendo as funções definidas automaticamente (automatically defined 
functions - ADFs) e ramificações produtoras de resultado (result-producing branches - RPBs), 
que possibilitam as operações de alterações de arquitetura (architecture altering operations), 
aquelas que tiveram maior êxito nessa empreitada. 
 As ADFs são, conceitualmente, muito similares a blocos de código típicos de um 
programa de computador que são chamados repetidamente para realizar alguma tarefa, como 
normalizar um conjunto de valores ou traçar um gráfico, ao passo que as RPBs são análogas ao 
programa principal, que “chama” essas funções. 
 A intenção dessas subárvores que são, em si, sub-rotinas é, então, possibilitar que a PG 
evolua estruturas modulares e hierárquicas, como exemplificado na Figura 3.7, onde tem-se 
duas ADFs e uma RPB. Neste exemplo simples, se cada ADF simboliza a subrotina de levar 
um número ao quadrado, a RPB representa a operação ADF(ADF(x)), dando como resultado 
𝑥4. Dada uma população de estruturas como essas, a PG pode recombiná-las e mutá-las, de 






Figura 3.7 – Esquema do mecanismo de uma mutação de subárvore [17]. 
 Indo além desse conceito estão as operações de alteração de arquitetura, onde a PG pode, 
inclusive, alterar, excluir e incluir ADFs durante a execução do algoritmo. Esta idéia de 
arquitetura modificável levou ao “solucionador geral de problemas por programação genética” 
(genetic programming problem solver - GPPS) [41], o qual, em teoria, seria capaz de resolver 
um conjunto extremamente vasto de problemas de diferentes áreas apenas com a definição 
prévia pelo usuário da medida de fitness. Entretanto, a ideia apresentou mais relevância 
conceitual do que prática, devido à necessidade de construir muito especificamente e 
cautelosamente a fitness para tornar viável o resultado, além de requerer um esforço 
computacional muito grande. 
3.3.2 – Estruturas com restrições 
 Admitindo que a propriedade closure (Seção 3.2.2.6) está satisfeita, uma condição 
implícita é que todas as combinações de estruturas tem a mesma probabilidade de serem “úteis” 
para um dado indivíduo. Mesmo assim, quando tem-se de antemão alguma suspeita quanto à 
forma das melhores soluções, ferramentas de tipificação e gramática podem ser aplicadas para 
enviesar ou restringir a busca do algoritmo, com o objetivo primário de aumentar a chance de 
encontrar o programa ideal. 
 Existem três abordagens principais no tocante à restrição sintática ou semântica na PG: 
reforço estrutural simples (Seção 3.3.2.1), PG fortemente tipificada (Seção 3.3.2.2) e restrições 




 Ainda quanto à estruturas com restrições, é importante salientar que muitas críticas tem 
sido feitas à técnica, especialmente endereçadas ao fato de requerer maior processamento e 
esforço computacional (nesse aspecto, restrições sintáticas, como sistemas baseados em 
gramáticas, trazem menor peso computacional adicional que restrições semânticas, como 
sistemas tipificados). Além disso, se mal aplicada, pode direcionar o sistema para partes do 
espaço de busca onde não está a solução ótima. Contudo, sistemas com restrições em PG têm 
sido corretamente aplicados com sucesso na literatura, limitando o espaço de busca de maneira 
valiosa [42] e melhorando a performance do algoritmo em vários problemas interessantes [43]. 
3.3.2.1 – Reforço estrutural simples 
 Esta abordagem envolve a modificação do sistema PG para forçar todos os indivíduos a 
terem uma determinada estrutura. Se, por exemplo, sabe-se que a solução do problema deve ter 
comportamento periódico, pode-se considerar restringir a busca à soluções da forma 𝑎 ∗
𝑠𝑒𝑛(𝑏 ∗ 𝑡), permitindo que a e b sejam argumentos evoluídos livremente, mas mantendo o 
restante da estrutura fixa. 
 A PG permite considerável liberdade na aplicação de técnicas como essa: pode-se forçar 
os indivíduos a terem a estrutura de interesse e restringir os operadores genéticos para que não 
alterem nenhuma das regiões fixas da árvore; pode-se evoluir os componentes separadamente 
ou ainda trabalhar com duas (ou mais) populações diferentes, uma que evolui candidatos para 
𝑎 e a outra para 𝑏. 
3.3.2.2 – PG fortemente tipificada 
 Nesta opção, cada terminal possui um “tipo”, e cada função possui tipos para cada um 
dos seus argumentos e um tipo para o valor que ela retorna. Todas as árvores iniciais e os 
operadores genéticos são implementados de maneira a não violar as restrições desses tipos. 
 Como exemplo simples, considerando a função 𝑖𝑓, a qual recebe três argumentos (um 
teste booleano, o valor a retornar se o teste for verdadeiro e o valor a retornar se o teste for 
falso). Assumindo que os valores a retornar são numéricos, a função 𝑖𝑓 retornará também um 
valor numérico. Neste caso, fica claro que, se o primeiro argumento (o teste) for escolhido como 
ponto de cross num dos pais, a subárvore extraída do segundo parente deverá retornar um valor 
booleano. Inversamente, se o segundo ou terceiro argumentos forem o ponto de cross, a 





3.3.2.3 – Restrições baseadas em gramáticas 
 Outra técnica que está sendo bastante explorada na PG é a ideia de expressar restrições 
como gramáticas. Este é um tópico bastante abrangente que vai desde maneiras mais 
“mecânicas” de aplicar restrições como as discutidas na Seção 3.3.2.1 até métodos que 
envolvem conceitos de linguística computacional, como as tree adjoining grammars (TAGs), 
as quais possibilitam novos tipos de modificação estrutural, e a grammatical evolution (GE), 
que considera os indivíduos como sequências de números inteiros a serem evoluídos no 
contexto da gramática previamente definida. 
 Por exemplo, para restringir soluções à forma 𝑎 ∗ 𝑠𝑒𝑛(𝑏 ∗ 𝑡) poderia ser utilizada a 
gramática sequencial simples: 
arvore = E x sin(E x t); 
E = var | (E op E); 
op = + | - | x | ÷; 
var = x | y | z. 
de maneira que um indivíduo possível seria a expressão 𝑦 ∗ 𝑠𝑒𝑛((𝑥 + 𝑧) ∗ 𝑡), representado pela 
árvore da Figura 3.8: 
 






3.3.3 – Programação genética linear e gráfica 
 Embora a aplicação original e mais difundida da PG tenha sido a evolução de programas 
expressos como árvores interpretáveis, existem outros tipos de PG nos quais os programas são 
representados de maneira diferente, seja ela linear ou gráfica (paralela). 
3.3.3.1 – Programação genética linear 
 Exceto por Lisp e algumas outras, a maioria das linguagens de programação funciona 
através da representação de comandos de maneira linear que são executados em passos 
consecutivos (salvo o fato sabido de que estruturas de controle, loops e direcionadores podem 
mudar a ordem de interpretação). Além disso, computadores não executam programas em 
estruturas hierárquicas, como árvores, naturalmente, de modo que interpretadores e 
compiladores normalmente fazem parte de sistemas de PG baseados nesse tipo de estruturas, 
exigindo mais processamento. 
 Levando esses dois fatores em consideração, a busca por mais clareza e velocidade levou 
ao desenvolvimento da programação genética linear, na qual os programas são sequências 
lineares de instruções, de número fixo ou variável (Figura 3.9). 
 
Figura 3.9 – Representação típica de programas na PG linear. 
 A semântica da PG linear é consideravelmente diferente. Não há mais raízes, subárvores 
e as demais estruturas inspiradas em árvores. Nem mesmo há funções e terminais, mas sim 
instruções lidas de registros de memória, calculadas e armazenadas em outros registros, de 
maneira muito similar à códigos de programação em linguagens de alto nível. 
 Quanto aos operadores genéticos, foi desenvolvida uma variedade considerável de 
formas de realizar o cruzamento e a mutação [44]. Seus mecanismos de ação não diferem muito 
dos mencionados na PG tradicional, entretanto. A mutação consiste em substituir uma parte do 
código de um programa por outra formada aleatoriamente. Já as operações de cruzamento, que 
em suas formas mais comuns são chamadas de cruzamento normal e cruzamento homólogo (e 




parte do material genético de um programa pai é trocado com o de outro, de maneira a variar 
(cruzamento normal) ou não (cruzamento homólogo) o tamanho dos programas filhos. 
 
Figura 3.10 – Cruzamento normal na PG linear. 
 
Figura 3.11 – Cruzamento homólogo na PG linear. 
3.3.3.2 – Programação genética gráfica 
 Diferentemente da PG linear, vista como unidimensional, a idéia básica da programação 
genética gráfica é a evolução de programas paralelamente (fazendo uma analogia com evolução 
bidimensional), seja no sentido de generalizar a interpretação das árvores para reutilizar 
resultados parciais visando obter ganhos de eficiência (parallel distributed GP – PDGP [45]), 
fazer uma fusão da PG com discriminação linear para obter a classificação paralela de sinais e 
imagens (parallel algorithm discovery and orchestration – PADO [46]) ou representar 
programas como cromossomos lineares indexados por números inteiros correspondentes a 
pontos de um vetor bidimensional (Cartesian GP [47]). 
 Todavia, com exceção da PG cartesiana, que está sendo efetivamente explorada e 




3.3.4 – Programação genética de multiobjetivo 
 A PG de multiobjetivo, assim como ocorre com os demais algoritmos evolucionários, 
envolve a otimização de soluções com respeito à múltiplas metas ou funções de fitness, 𝑓1, 𝑓2,..., 
simultaneamente. 
 Os diferentes objetivos podem ser combinados de tal forma a produzir uma, assim 
chamada, “função de fitness agregada” (Seção 3.3.4.1) ou podem ser mantidos separados de 
fato, envolvendo conceitos de eficiência de Pareto (Seção 3.3.4.2). 
3.3.4.1 – Função de fitness agregada 
 Desde a fundação da PG, os conceitos de multiobjetivo estão sendo levados em 
consideração, ambicionando combinar o alvo padrão, de encontrar programas que apresentam 
melhor fitness, com o objetivo de obter programas menores, mais parcimoniosos e tratáveis 
pelo ser humano [51-53]. De fato, a possibilidade inerente à PG de variar tamanho e forma das 
soluções durante a evolução leva àquele que deve ser um dos seus principais obstáculos (que 
serão melhor descritos na Seção 3.4): o fenômeno de “bloating” (inchaço), no qual o tamanho 
dos programas pode crescer descontroladamente, sem proporcional melhora na fitness. 
 Posteriormente, implementações da PG de multiobjetivo com outras combinações de 
metas foram realizadas com considerável sucesso: ZHANG & BHOWAN [54] aplicaram a 
técnica ao problema de detecção de objetos, sendo a função agregada uma combinação linear 
simples da taxa de detecção, taxa de falsos positivos e área dos falsos positivos; O’REILLY & 
HEMBERG [55] combinaram 6 objetivos numa aplicação na área de sistemas de Lindenmayer, 
ao passo que KOZA et al. [56] Consideraram 16 diferentes objetivos para o projeto de circuitos 
elétricos analógicos. 
3.3.4.2 – Mantendo os objetivos separados 
 Aqui, é comum a introdução dos conceitos de dominância de Pareto: dado um grupo de 
objetivos, diz-se que uma solução domina a outra se esta não é inferior à outra em nenhum 
objetivo e, adicionalmente, é melhor que ela em pelo menos um dos objetivos. Um exemplo 
bidimensional da noção de ótimos de Pareto está ilustrado na Figura 3.12: o indivíduo A domina 
o indivíduo B ao longo do eixo 𝑦, mas B domina A nos pontos do eixo 𝑥, de maneira que não 
há ordenamento entre eles. O indivíduo 2, entretanto, domina B nos dois eixos e portanto seria 





Figura 3.12 – Exemplo bidimensional da fronteira de Pareto [17]. 
 Assim, a meta do algoritmo de busca torna-se a identificação do grupo de soluções que 
não são dominadas por nenhuma outra. Idealmente, busca-se encontrar a fronteira de Pareto, 
isto é, o grupo de todas as soluções no espaço de busca que não são dominadas por nenhuma 
outra. Realisticamente, entretanto, a fronteira de Pareto está limitada pela precisão da 
representação do problema: se 𝑥 e 𝑦 não forem enumeráveis (forem, por exemplo, números 
reais), a fronteira de Pareto também não o será. 
 Na literatura, há exemplos de aplicações da PG de multiobjetivos separados em 
LANGDON [57], que utilizou seleção de Pareto com dois objetivos (fitness e velocidade) para 
melhorar a performance da PG no clássico problema de benchmark da trilha de formigas de 
Santa Fé; ROSS [58] considerou diferentes variações de seleção de Pareto numa PG que evolui 
texturas 2D e na identificação de sistemas caóticos, com os objetivos indo desde a variância das 
séries temporais caóticas até complexidade e performance dos modelos, entre outras várias 
aplicações [59-61]. 
3.3.5 - Programação genética desenvolvimentista 
 Trata-se de uma das subáreas de pesquisa mais prolíficas da PG, com praticamente 
metade dos resultados mais relevantes na área alcançados até 2010 tendo sido obtidos através 
dela [62]. 
 A PG desenvolvimentista (developmental genetic programming) [41,63] consiste na 
atribuição de estruturas mais gerais para o set de primitivas, tais como “integrador”, “ganho” e 
“lag” para o set de funções de um controlador, ou “capacitor”, “indutor” e “resistor” no set de 




sejam capazes de evoluir estruturas apropriadas ao domínio do problema, seja inserindo e 
dimensionando componentes, modificando topologicamente as estruturas, etc. 
      
      
      
Figura 3.13 – Diagrama representando um circuito elétrico na PG desenvolvimentista [63]. 
 Através dessa generalização, a intenção é que a PG seja capaz de ir além da produção 
de programas de computador (ainda que indiretamente). A PG desenvolvimentista já foi 







3.3.6 – Outras áreas de pesquisa 
Existem, ainda, outras técnicas avançadas em PG menos exploradas que as citadas nos 
últimos tópicos, ou que caíram em desuso com os anos. São elas, entre outras: 
 Programação Genética Probabilística [68]; 
 Programação Genética Distribuída Geograficamente [69,70]; 
 3.4 – Fundamentação Teórica da PG 
 Ainda há muitas questões em aberto, do ponto de vista teórico, para a PG [71]. Dentre 
as seguintes, as principais serão tratadas separadamente nesta seção: 
 Teoria de esquemas (Seção 3.4.1); 
 Aplicação de cadeias de Markov à PG (Seção 3.4.2); 
 Análise do espaço de busca (Seção 3.4.3); 
 Complexidade e convergência (Seção 3.4.4); 
 Bloating (Seção 3.4.5); 
 Otimização de parâmetros; 
 Existência (ou não) de um “almoço grátis” para a PG [71]; 
 etc. 
Conquanto haja essa falta de resultados quanto a sua fundamentação teórica, a PG tem 
se mostrado empiricamente eficiente para resolver uma vasta gama de problemas (alguns dos 
quais foram citados nas seções anteriores). Além disso, progressos têm sido feitos no 
desenvolvimento de técnicas anti-bloating que favorecem a evolução de programas mais 
parcimoniosos. 
3.4.1 – Teoria de esquemas 
 Esquemas, no contexto de algoritmos evolucionários, são grupos de pontos do espaço 
de busca que compartilham alguma característica sintática em comum. A teoria dos esquemas 
nas técnicas de computação evolucionária AG e PG consiste basicamente em descrever de que 
maneira o número (ou fração) dos indivíduos de uma população variam com o tempo e a 
aplicação dos operadores genéticos (de uma geração para outra).  
 Do ponto de vista teórico, uma teoria de esquemas é muito importante para a PG, pois 




entre os operadores genéticos, estudar a evolução dos tamanhos dos programas, investigar o 
fenômeno de bloating, convergência, tamanho da população, deception, entre outras aplicações. 
 De uma forma geral, a teoria dos esquemas para o AG já é bastante geral e consolidada 
[72,73]. Porém, até 2000, para a PG apenas havia sido desenvolvida a teoria exata para um tipo 
de crossover (o one-point crossover), além de vários outros estudos mais superficiais que 
forneciam “worst-case-scenarios” e limites inferiores, isto é, o mínimo de indivíduos de um 
determinado esquema que, em média, iriam para a próxima geração. 
 POLI [40] através da definição de hiperesquemas, desenvolveu o teorema exato para 
vários outros tipos de crossover para a PG. De fato, a teoria apresentada, embora não tão geral 
quanto a teoria de esquemas para o AG, é cabível para todos os crossovers que têm como 
mecanismo a troca de subárvores, o que inclui o standard crossover, considerado o crossover 
mais importante utilizado na PG. 
 Apesar de mais geral, a definição de hiperesquemas não contorna a dificuldade básica 
da fundamentação de uma teoria de esquemas para a PG. A característica inerente à técnica de 
variar tamanho e forma dos programas durante a evolução (Seção 3.2.2), diametralmente oposta 
ao tamanho fixo de bits binários do AG, faz com que a teoria de esquemas da PG seja muito 
menos direta e muito mais complexa matematicamente. Os hiperesquemas trouxeram um 
resultado acadêmico aguardado há vários anos dentro da área da programação genética, pois 
pode ser aplicado no estudo da probabilidade de transmissão dos esquemas do standard 
crossover (equação 3.2), mas está longe de solucionar completamente o problema teórico e 
trazer os benefícios já ressaltados nesta seção. 
𝛼(𝐻, 𝑡) = (1 − 𝑝𝑥𝑜)𝑝(𝐻, 𝑡) + 𝑝𝑥𝑜 ∑
1
𝑁(𝐺𝑘)𝑁(𝐺𝑙)
𝑘,𝑙 ∑ ∑ 𝑝(𝑈(𝐻, 𝑖) ∩𝑗∈𝐺𝑙𝑖∈𝐻∩𝐺𝑘
𝐺𝑘, 𝑡)𝑝(𝐿(𝐻, 𝑖, 𝑗) ∩ 𝐺𝑙 , 𝑡)                                                                                                                        (3.2) 
3.4.2 – Cadeias de Markov 
 As cadeias de Markov são relevantes na análise teórica de algoritmos evolucionários 
operando em espaços de busca discretos [74]. Em verdade, o AG e a PG são estocásticos com 
comportamento Markoviano, já que a população na geração seguinte tipicamente depende 
diretamente apenas da população da geração atual. Assim, em tese, para estudar o 
comportamento do algoritmo basta computar a probabilidade de que este mova-se de um 




probabilidades são usualmente ordenadas em uma matriz estocástica M. Isto posto, M guarda 
as probabilidades de todas as possíveis transições que o algoritmo pode fazer em uma geração. 
Elevada ao quadrado, ela fornecerá as probabilidades de transição em duas gerações, e assim 
sucessivamente. 
 Assim, tomando potências da matriz M e multiplicando o resultado pela distribuição de 
probabilidades inicial (obtida na inicialização do algoritmo), em princípio é possível calcular a 
probabilidade de que um problema seja resolvido após n gerações, qual será a melhor fitness e 
a fitness média após n gerações, etc. 
 Infelizmente, apesar de alguns avanços [75,76], os modelos markovianos aplicados à 
PG ainda estão pouco desenvolvidos, fornecendo ainda poucos resultados concretos (ver Seção 
3.4.4). 
3.4.3 – Distribuição da fitness pelo espaço de busca 
 A caracterização da distribuição da fitness ao longo do espaço de busca explorado pela 
PG é outro tópico de pesquisa teórica importante [77]. 
Nesta área, o principal resultado é a descoberta de que a distribuição da funcionalidade7 
de programas não universais8 converge para um limite à medida em que o tamanho do programa 
aumenta (embora o número de programas possíveis para um dado comprimento aumente 
exponencialmente). A prova matemática para sistemas Lisp e códigos sem loops, além de 
estudos subsequentes, podem ser encontrados em [78-82]. 
 Recentemente, um certo esforço foi feito no sentido de demonstrar a limitação da 
funcionalidade de programas Turing-completos [83], mas pouco foi alcançado de mais 
significativo a respeito de como analisar e melhorar a busca no espaço de programas. Um 
mecanismo para estudar o impacto de operadores de crossovers em termos semânticos [84] e a 
possibilidade de não repetir programas com o mesmo grau de funcionalidade durante a busca 
[85] são dois dos exemplos mais proeminentes. 
 
 
                                                            
7 No contexto da PG, as árvores de sintaxe são análogas aos genótipos e suas funcionalidades (ou semânticas) 
aos fenótipos. Em outras palavras, a funcionalidade de um programa é simplesmente a sua interpretação pelo 
sistema. 




3.4.4 – Complexidade e convergência 
Por conta da escassez de resultados teóricos importantes, ilustrada nas seções anteriores, 
a ergodicidade9 de um sistema PG ainda é uma questão em aberto. Ainda assim, algumas 
propriedades teóricas das matrizes de transição de Markov podem ser estabelecidas para alguns 
casos. 
Na prática, afirmar que um sistema PG pode encontrar soluções para um problema 
(transcorridas gerações suficientes) significa estabelecer que existe um número inteiro 𝑘 tal que 
todos os elementos da matriz de transição 𝑀𝑘 são não-nulos. 
 Em RUDOLPH [86] e SCHMITT & DROSTE [87] encontram-se provas 
matematicamente complexas de que a PG apresenta convergência garantida em uma quantidade 
generalizada de espaços de busca, dado que a probabilidade de mutação seja não-nula. Baseado 
nesses resultados, [88] apresenta uma prova da convergência de um sistema PG teórico onde as 
probabilidades de mutação e cruzamento são progressivamente levadas à zero. 
Apesar de esse ser naturalmente o próximo passo, a aplicação desses resultados, 
juntamente com técnicas de complexidade computacional, na análise da velocidade e número 
de gerações em que a PG irá até a solução ainda é muito incipiente. É razoável supor, entretanto, 
que esses estudos figurem na literatura em breve, já que são uma tendência em outros tipos de 
algoritmos evolucionários. 
3.4.5 – Bloat 
Talvez o problema mais inconveniente de ordem prática durante a execução de um 
código de programação genética seja o fenômeno de bloating, definido como o aumento 
repentino e desenfreado no tamanho dos programas após algumas gerações, sem 
correspondente melhora relevante na fitness. Extremamente comum, tal “inchaço” no tamanho 
dos programas traz consequências graves diretas à performance do algoritmo, devido à inclusão 
de introns10 nos descendentes das gerações. Entre seus efeitos estão: lentidão na avaliação dos 
                                                            
9 Termo que originalmente está relacionado a sistemas nos quais a evolução futura pode ser prevista através 
de cálculos probabilísticos. Aqui, denota a capacidade de um algoritmo alcançar todas as possíveis soluções 
para um problema, independentemente do tempo. 
10 Definidos como os fragmentos “inúteis” de código acumulados devido ao fenômeno de bloating, isto é, 
código que não afeta o resultado da avaliação do indivíduo da PG. O termo também tem analogia direta com a 





indivíduos, consumo de mais recursos computacionais e aumento na complexidade das 
soluções, dificultando sua interpretação. 
 Embora alguns autores [89] defendam a posição de que o código intron pode também 
ter um papel benéfico num sistema PG – na medida em que fornece uma proteção estrutural 
que tende a preservar os blocos mais aptos de um indivíduo, evitando que estes sejam 
degenerados quando da aplicação dos operadores genéticos – é consenso na comunidade 
acadêmica que o fenômeno de bloating deve ser, se não evitado, pelo menos controlado. 
 O bloating foi um dos primeiros assuntos a ser tratado teoricamente na PG, há mais de 
duas décadas, e desde então tem sido alvo constante de estudos acadêmicos. Dessa forma, um 
sem-número de pesquisas já foram feitas contemplando desde o seu mecanismo até ferramentas 
para combatê-lo. Mesmo assim, ainda é uma questão teórica em aberto até mesmo os fatores 
que levam ao bloating, e como ele progride e se propaga pelas gerações. 
3.4.5.1 – Modelos teóricos sobre o bloating 
 Existem explicações qualitativas clássicas sobre o fenômeno de bloating, como as 
teorias da “tendência de remoção” [90] (removal bias) e a de “replicação precisa” [91], que 
“culpam” a operação de crossover pelo inchaço dos programas, e a teoria da natureza do espaço 
de busca [92] que, baseado no descrito na Seção 3.4.3, conjectura que a PG tende a selecionar 
e produzir indivíduos cada vez maiores simplesmente porque há mais deles, visto que após um 
certo tamanho de programas, a distribuição das fitness não varia com o tamanho. 
 Também existem trabalhos que visam formalizar quantitativamente o fenômeno de 
bloating [93,94]. O mais rigoroso deles se apoia no resultado da teoria de esquemas discutido 
na Seção 3.4.1 e estabelece a equação (3.3), uma expressão incremental para a variação no 
tamanho médio dos programas ao longo das gerações, válida para sistemas PG com qualquer 
operador de crossover simétrico11: 
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𝐸[𝜇(𝑡 + 1) − 𝜇(𝑡)] =  ∑ 𝑙 ×𝑙  (𝑝(𝑙, 𝑡) − Φ(𝑙, 𝑡))                                                                       (3.3) 
onde Φ(𝑙, 𝑡) é a proporção de programas de tamanho l na geração atual, E é o operador 
esperança matemática, 𝜇(𝑡) representa o tamanho médio dos programas na geração 𝑡 e 𝑝(𝑙, 𝑡) 
é a probabilidade de que sejam selecionados programas de tamanho l na geração t12. 
 De fato, existe uma explicação mais recente para o bloating que está baseada e é 
consistente com a equação (3.3) e a teoria de esquemas. Chamada de “crossover bias theory” 
[96], afirma que o cruzamento tende a levar a população a uma distribuição de tamanhos de 
programas (conhecidas como distribuição de Lagrange de segundo e terceiro tipos) em que 
programas pequenos são muito mais comuns que programas grandes. Como os programas 
pequenos usualmente não tem muitas chances de resolver o problema (apresentam fitness 
baixa), eles tenderão a ser ignorados pelos mecanismos de seleção, aumentando o tamanho 
médio dos programas. 
3.4.5.2 – Controlando o bloating 
 Diversas técnicas tem sido propostas para controlar o bloating, incluindo a definição 
prévia de tamanhos e profundidades limites; utilização de operadores genéticos com viés anti-
bloating embutido [97]; as modelagens de multiobjetivo (já mencionadas na Seção 3.3.4, que 
otimizam a fitness enquanto minimizam o tamanho dos programas) e aquele que curiosamente 
foi um dos primeiros métodos propostos, ainda por Koza em 1992, mas que até hoje é um dos 
mais eficientes: o método de pressão parcimoniosa (parsimony pressure method – PPM). 
 Como ficou claro através dos estudos da teoria de esquemas e evolução de tamanhos de 
programas (equação 3.3), em sistemas com operadores simétricos o bloating só pode acontecer 
se houver um desequilíbrio entre as probabilidades de seleção e as frequências dos programas, 
isto é, caso programas maiores que a média apresentem fitness melhor que a fitness média, caso 
programas menores que a média possuam fitness pior que a fitness média, ou ambos. Por conta 
disso, fica claro que, para controlar o bloating, é necessário modular as probabilidades de 
seleção levando em consideração os seus tamanhos. 
O método de pressão parcimoniosa faz exatamente isso: modifica as probabilidades de 
seleção dinamicamente ao atribuir uma penalidade à fitness dos programas de acordo com seu 
tamanho. Assim, a nova função de fitness (considerada apenas para guiar a evolução, e não para 
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efeitos de apresentação de soluções e critérios de parada) é dada por um 𝑓(𝑥) = 𝑐 ∗ 𝑙(𝑥), com 
a constante 𝑐 sendo conhecida como “coeficiente de parcimônia”. A determinação deste 
parâmetro varia com o problema e a aplicação: defini-la muito pequena fará o bloating ocorrer 
livremente da mesma forma, e muito grande fará a PG dar valor demais à minimização de 
tamanhos, podendo convergir para programas pouco úteis. Devido a isso, existem trabalhos 
[52] que apontam como boa prática o ajuste adaptativo do coeficiente a cada geração. 
3.5 – Resultados Práticos da PG 
 Não obstante o que foi exibido até aqui, desde a sua concepção, em 1992, a PG vem 
sendo utilizada para a resolução de muitos problemas em uma vasta gama de áreas [17,98-106], 
como circuitos de computação quântica, circuitos elétricos analógicos, antenas, sistemas 
mecânicos, controladores, jogos, álgebra finita, sistemas de fotônica, reconhecimento de 
imagem, redes neurais, sistemas de lentes ópticas, séries temporais, data mining, 
bioinformática, algoritmos de ordenação, geração de código, robótica, planejamento 
(scheduling), regressão simbólica, engenharia reversa, entre muitos outros. 
Até 2008, havia mais de 5000 aplicações da PG disponíveis na literatura. Dessas, 76 são 
consideradas “human-competitive” de acordo com os critérios estabelecidos em KOZA [107], 
sendo 21 tão bons quanto resultados obtidos e patenteados no século 20, 7 tão bons quanto 
patentes do século 21 e 2 que são invenções patenteáveis: dois controladores (um PID – 
proporcional integral derivativo – e um não-PID) com parâmetros que fornecem performances 
melhores que os disponíveis até então para algumas aplicações [108]. Essas últimas invenções, 
em particular, foram obtidas rodando um sistema PG por 29 dias, com uma população de 
100000 indivíduos e tamanho máximo de árvore (depth) de 500. 
Tudo indica, portanto, que a melhora nos resultados obtidos pela PG está em correlação 
direta com o aumento da capacidade de processamento e armazenamento dos computadores (lei 










SISTEMAS DE DIAGNÓSTICO DE TRANSIENTES EM USINAS NUCLEARES: 
ESTADO DA ARTE 
4.1 – Introdução 
 Como já dito no Capítulo 1, uma usina nuclear (UN) é um sistema crítico do ponto de 
vista da segurança, sendo este o principal fator a ser levado em consideração na sua concepção 
e operação. Ademais, há uma demanda cada vez maior para que as usinas sejam operadas de 
maneira rentável, estando o mais próximo possível de sua capacidade máxima. Melhorar, 
concomitantemente, os fatores de segurança e de capacidade praticados nas UNs implica em 
adotar procedimentos preventivos eficientes para lidar com os possíveis contratempos que 
aparecem durante a operação. 
 Uma falha pode ser definida como um desvio da condição desejada de funcionamento, 
capaz de impedir o sistema de realizar uma determinada ação com um nível de desempenho 
especificado [109]. A grande quantidade de variáveis monitoradas em uma instalação nuclear 
leva a um sem-número de falhas possíveis nos equipamentos, instrumentos ou processos, com 
consequências que podem ir desde pequenas variações na potência de saída do reator, 
desligamento rápido do reator (trip) ou exposição de pessoas à radiação, em casos mais graves 
onde ocorre uma sucessão de falhas em cadeia. 
 Devido às razões citadas aqui e no Capítulo 1, sistemas inteligentes de detecção e 
diagnóstico de falhas (DDFs) têm sido elaborados ao longo das últimas quatro décadas com o 
objetivo de detectar, isolar e identificar as falhas de um sistema [110]. Esses três processos 
significam, respectivamente, determinar se há alguma falha, encontrar a sua localização e, por 
último, sua extensão e características. 
 Os DDFs podem ser aplicados no monitoramento contínuo de um sistema operante, caso 
em que são chamados de sistemas online. São ainda classificados entre sistemas baseados em 
modelos ou não. Os sistemas baseados em modelos utilizam, como o nome sugere, modelos 
matemáticos para representar o funcionamento normal de um sistema. Falhas neste sistema são 
detectadas e diagnosticadas checando-se a consistência entre o comportamento medido e o 
previsto pelo modelo. Dada a dificuldade em obter-se um modelo prático e preciso de muitas 





Já os sistemas livres de modelos são posteriormente classificados em métodos baseados 
em dados e baseados em sinais. Os DDFs baseados em dados consistem de técnicas estatísticas 
(técnicas de regressão, modelos autorregressivos e de médias móveis, etc.) ou técnicas de 
inteligência artificial (redes neurais, sistemas de lógica fuzzy, computação evolucionária, entre 
outros.), e também tem sua base de funcionamento na correlação entre as medidas do sistema. 
Entretanto, as relações são formuladas de maneira implícita, ao treinar padrões empíricos 
através da análise de dados de funcionamento normal (sem falhas) do sistema. Tais padrões são 
então usados para estimar os valores verdadeiros estatísticos das novas medidas, e as falhas são 
detectadas e diagnosticadas através de análise estatística de resíduos. Já os modelos baseados 
em sinais tomam as decisões de diagnóstico e detecção comparando atributos extraídos de um 
sinal com valores de linha de base esperados. 
Um esquema com os principais sistemas de DDF encontra-se na Tabela 1. A Tabela 2, 
por sua vez, mostra como, ao longo das décadas, os modelos baseados em sinais e dados foram 
aplicados com diferentes graus de sucesso para sistemas de diagnóstico em usinas nucleares, 
trazendo grandes benefícios para a segurança e eficiência dessas centrais. De fato, do ponto de 
vista da segurança e economia, podem ser citados como alguns desses benefícios: 
 Redução na exposição à radiação dos funcionários, já que os sistemas DDF permitem otimizar 
o agendamento das atividades de reparo e manutenção dos componentes; 
 Aumento da confiabilidade dos equipamentos, através dos sistemas de monitoramento online 
que permitem detectar falhas incipientes e realizar atividades corretivas com maior 
antecedência; 
 Aumento na capacidade de pronta resposta após uma falha, pois o rápido diagnóstico permite 
ganhar tempo para realizar as contramedidas na ocasião de uma falha, evitando inclusive que 
evoluam para situações mais graves; 
 Otimização do tempo útil da central nuclear, ao diminuir paradas desnecessárias para inspeção 
de equipamentos ou por desligamento rápido do reator em situações adversas; 
 Extensão da vida útil dos equipamentos e da usina como um todo, através de melhor 








Tabela 1 – Classificação dos Sistemas DDF. 
Sistemas baseados em 
modelos 
Sistemas livres de modelos 
Métodos Baseados em 
Dados 
Métodos Baseados em 
Sinais 
Equações de Paridade 
Redes Neurais Artificiais 
(RNAs) 
Análise Espectral (SA) 
Observador de Diagnóstico 





Filtros de Kalman 




Estimação de Parâmetros 
Mínimos Quadrados 
Parciais (PLS) 




Cartas de Controle 
Tabela 2 – Aplicação de métodos de DDF nas UNs. 
Aplicação 
Métodos Baseados em 
Dados 
Métodos Baseados em 
Sinais 
Monitoração da calibração 
de instrumentos 
Estimação de saída dos 
sensores (RNA, MSET, 
PCA, AAKR) 
____________________ 
Monitoração da performance 
dinâmica da instrumentação 




Estimação de dados 
sensoriais (RNA, MSET) 
Análise de vibração e 
emissão acústica (SA, WT, 
TFA) 
Monitoração estrutural ____________________ 
Análise de sinais acústicos 
das estruturas (SA, TFA) 
Monitoração do núcleo do 
reator 
Estimação de parâmetros do 
reator (RNA) 
Análise de “neutron noises” 
(SA, WT, estimação de taxa 
de decaimento) 
Identificação de transientes 
Reconhecimento de padrões 





4.2 – Sistemas de Diagnóstico de Transientes 
 Transientes em uma usina nuclear podem ser iniciados pela falha de um equipamento 
ou perturbações externas13, e devem ser corretamente identificados o mais rapidamente possível 
para que ações adequadas sejam tomadas para evitar ou aplacar as consequências negativas. 
Um sistema de identificação de transientes automático, robusto e rápido é, portanto, de grande 
valia para salvaguardar o operador e a usina como um todo dos impactos desses eventos 
indesejados. 
 Durante um transiente, alguns outputs da instrumentação da usina apresentarão padrões 
diferentes daqueles observados durante a operação normal. Tais padrões podem ser diferentes 
dos provocados por outros transientes, podem variar com a severidade do problema e até mesmo 
com suas condições iniciais. Assim, o problema de identificação de transientes é, 
essencialmente, um problema de reconhecimento de padrões, mas que possui complexidade 
profunda, dado o enredamento dos sistemas de controle das centrais nucleares. 
 Ao longo das últimas duas décadas, a elaboração de sistemas de identificação 
automática de transientes em usinas nucleares como ferramenta de suporte ao operador tem sido 
realizada através de métodos estatísticos clássicos de reconhecimento de padrões (Seção 4.2.1) 
e principalmente através de três grandes técnicas de inteligência artificial, combinadas ou não, 
e suas subvariações: as redes neurais artificiais (Seção 4.2.2), a lógica fuzzy (Seção 4.2.3), e os 
métodos heurísticos de computação evolucionária (Seção 4.2.4).  
4.2.1 – Métodos estatísticos clássicos de reconhecimento de padrões 
 Nos estudos de GALBALLY & GALBALLY [111], é apresentado um sistema de 
reconhecimento de padrões automático para a identificação de transientes em uma usina nuclear 
através da técnica “dynamic time warping” (DTW). Considerado bastante simples, ele se baseia 
na correspondência direta entre as variáveis temporais durante o transiente, dispensa etapas de 
pré-processamento e não requer grandes quantidades de dados de treino. O sistema foi testado 
considerando bases de dados operacionais reais da usina nuclear de Cofrentes, na Espanha, 
obtendo taxas de precisão de mais de 90%. 
 Utilizando a seleção sequencial de atributos (SSA) como método de redução 
dimensional em um sistema de reconhecimento de padrões clássico, LIN [112] elaborou 
                                                            




recentemente um esquema complexo de dois estágios capaz de facilitar a identificação de 
eventos iniciadores14 de possíveis acidentes severos. A taxa de identificação correta nos dados 
de teste (que foram obtidos no simulador da usina nuclear de Maanshan) foi comparada à obtida 
em um sistema similar no qual o método de redução dimensional fora o algoritmo genético, 
ambos empatando em cerca de 95% de identificação correta em um cenário de 12 categorias de 
eventos com um total de 112 eventos. Entretanto, o sistema proposto com a técnica SFS 
apresentou velocidade cerca de 10 vezes maior no tempo computacional requerido para 
encontrar o conjunto ótimo de sensores para a identificação. 
 A modelagem funcional multinível (MFM) como ferramenta de diagnóstico nas usinas 
nucleares foi objeto de estudo de LIND & ZHANG [113]. Argumentando que a “gestão de 
falhas” (fault management) inclui diversas subtarefas, como a detecção, diagnóstico e 
recuperação, as decisões em situações com consequências potencialmente sérias à usina ou ao 
meio ambiente frequentemente ainda recaem nas mãos dos operadores, de maneira que a 
automatização nessas situações só pode ser feita até um certo limite, dependendo do risco 
envolvido. A modelagem funcional, segundo os autores, seria adequada para a tarefa de 
diagnóstico por ser capaz de abarcar os níveis complexos de abstração (referentes à análise de 
objetivos, causa e consequência e relevância relativa) que advém do conhecimento acerca do 
funcionamento da planta. O sistema foi aplicado na análise de operação simulada de um reator 
PWR e um reator FBR (“fast breeder reactor”), gerando árvores de falha que foram avaliadas 
como mais completas do que as obtidas através das metodologias tradicionais. 
 Em um trabalho bastante recente, WU et al. [114] apresentaram um sistema de RP para 
detecção de eventos iniciadores que incorpora o teste T2 de Hotelling, estimação de assinatura 
espacial (spatial signature) e identificação de outliers para contornar as limitações que, segundo 
os autores, estão presentes na maioria dos demais sistemas de identificação – quais sejam, 
respectivamente, não levar em conta a simultaneidade na computação dos dados advindos dos 
sensores, desconsiderar a informação espacial (interrelação entre os sensores), que pode ser útil 
na diferenciação de eventos e, por último, o diagnóstico incorreto de eventos que não estão 
presentes no conjunto de treino do sistema – presentes na literatura científica. A performance 
do sistema proposto foi avaliada aplicando-o a um conjunto de dados obtidos no simulador da 
usina PWR de Maanshan, obtendo uma taxa máxima de identificação correta de 96,16%, tempo 
de detecção entre 1 a 10 segundos e isolamento de falhas fora do conjunto de treino de 92,8%. 
                                                            




 Demais trabalhos relevantes aplicando técnicas clássicas de RP incluem: LIN & 
CHANG [115] com a técnica de “casamento” (template matching); MA & JIANG [116] que 
estudaram um sistema de diagnóstico baseado em classificação semi-supervisionada (SSC) e 
GOFUKU [117] que propôs um sistema híbrido de diagnóstico composto por um módulo de 
estimação de variáveis relevantes através de análise do sistema físico, SVM para a identificação 
de estados, transformada wavelet (WT) para detecção de variações nos sinais medidos e 
diagnóstico baseado em medidas de similaridade. 
4.2.2 – RNA 
 A técnica de IA tradicionalmente mais investigada e amplamente utilizada para a 
identificação de transientes nas UNs é a rede neural artificial. Revisões bibliográficas bastante 
satisfatórias dos trabalhos feitos até 2007, principalmente com as RNAs, podem ser encontradas 
em MÓL [118] e SANTOSH [119]. Inicialmente, a maioria dos estudos consistia em utilizar 
dados de simuladores para treinar as redes de maneira a tomar as informações de uma pequena 
quantidade de sensores como dados de entrada por toda a duração do transiente. Embora seja 
uma técnica fácil de implementar, dificilmente era capaz de identificar o transiente em tempo 
hábil. 
 Alternativamente, trabalhos como [120] e [121] sugerem uma abordagem mais 
complexa, na qual as RNAs são treinadas para, tomando medidas instantâneas de uma 
quantidade maior de sensores como inputs, diagnosticarem o transiente enquanto ele se 
desenvolve. A importante lacuna nos sistemas de redes iniciais de identificar os transientes não 
pertencentes ao conjunto de testes como “não sei”, ao invés de tentar classificá-los por 
similaridade, foi preenchida nas pesquisas de BARTAL [122], MÓL et al. [123] e 
EMBRECHTS [124] utilizando técnicas como as redes neurais probabilísticas e as redes neurais 
com “saltos” (esta última esquematizada na Figura 4.1), as quais aumentam a sensibilidade das 





Figura 4.1 – Vista esquemática de uma rede neural com saltos [125]. 
 Mais recentemente, redes neurais recorrentes, como a rede de Elman (Figura 4.2) e de 
Jordan, tem sido usadas como ferramentas para lidar com sinais de inputs temporais, 
principalmente quando o transiente é tão rápido que pode ser tratado como um estado de quase-
equilíbrio, ou quando a identificação imediata do transiente é particularmente importante [126]. 
 
 
Figura 4.2 – Classificador de Elman [125]. 
4.2.3 – Lógica fuzzy 
 Cada vez mais aparecem na literatura aplicações de técnicas de IA alternativas às RNAs 




de transientes, como lógica fuzzy e computação evolucionária, principalmente devido ao 
ceticismo quanto à confiabilidade das redes em aplicações em sistemas críticos de segurança, 
dada a sua característica “caixa-preta”, que limitam a verificabilidade e a compreensão de sua 
performance [127]. 
 De fato, talvez a segunda metodologia mais explorada ao longo dos anos no problema 
de identificação de transientes em usinas nucleares tenha sido a lógica fuzzy (esquematizada na 
Figura 4.3), seja de maneira solitária ou combinada com as redes neurais, dando origem aos 
chamados sistemas híbridos “neuro-fuzzy”. 
 Posto isso, ZIO et al. [128] aplicam análise de similaridade de dados baseada em lógica 
fuzzy para propor um sistema de identificação de modos de falha (FM) e de estimação de tempo 
de recuperação (RT) que consiste em considerar um grupo de padrões multidimensionais 
advindos de diversos cenários de acidentes e aplicar a análise de similaridade numa série de 
dados de um acidente em desenvolvimento. A metodologia proposta foi aplicada em um 
conjunto de cenários de acidentes disponível, obtendo resultados satisfatórios tanto do ponto de 
vista de precisão quanto de velocidade de diagnóstico. 
 Outro trabalho utilizando lógica fuzzy encontra-se em PRUSTY et al. [129]. Nele, 
alguns dos aspectos delicados dos sistemas baseados na fuzificação e defuzificação de dados 
são avaliados, com vistas à otimização dos mesmos para que a identificação dos transientes 
possa ser realizada na janela de tempo típica de recebimento de informações em uma usina 
nuclear – da ordem de milissegundos. Para tanto, diversos sistemas de classificação baseados 
em lógica fuzzy, com diferentes parâmetros, são examinados quanto à performance em grupos 
de dados de um simulador de uma usina com reator FBR. São abordados fatores como a 
quantidade ótima de variáveis de entrada, a interpretabilidade dos resultados fornecidos e sua 
precisão.  
 Sistemas neuro-fuzzy foram implementados para representação qualitativa dos 
transientes em EVSUKOFF & GENTIL [130] e, em COSTA et al.[131], como uma combinação 
de redes neurais perceptron multi-camadas (MLP) modular e sistema fuzzy, para treinamento 






Figura 4.3 – representação esquemática de um sistema de lógica fuzzy. 
4.2.4 – Computação evolucionária 
 Ainda que a maioria dos trabalhos presentes na literatura sobre a identificação de 
transientes nas usinas nucleares esteja baseada em técnicas como as RNAs e sistemas fuzzy, 
essas duas técnicas apresentam limitações. A dificuldade na modelagem de dados temporais e 
no reconhecimento de transientes fora do conjunto de treinamento são dois grandes problemas 
das redes neurais perceptron de múltiplas camadas (MLPs). Tentar contorná-los utilizando 
redes neurais mais robustas e avançadas, como as redes neurais recorrentes, usualmente traz 
consigo a desvantagem destas apresentarem um processo de treinamento longo e difícil, que 
tende a ficar preso em mínimos locais. Os sistemas fuzzy, por sua vez, embora não sofram tanto 
com esses fatores e sejam mais robustos diante de dados ruidosos, apresentam as restrições de 
ser necessária a interpretação dos seus resultados e de normalmente não cobrirem uma 
quantidade suficiente de transientes para serem aplicados à operação real de uma usina nuclear. 
Embora os sistemas combinados neuro-fuzzy venham aparecendo como formas 
elaboradas de compensar esses pontos fracos, técnicas heurísticas de computação evolucionária 
também têm aparecido na literatura como alternativas modernas capazes de contornar algumas 
dessas fraquezas, possuindo grande capacidade de generalização e maior eficiência na busca 
dos mínimos globais durante a modelagem. Além disso, utilizar técnicas heurísticas como 
método de seleção de atributos permite otimizar o próprio processo de classificação, 
identificando quais variáveis são mais relevantes para cada tipo de transiente e restringindo a 
monitoração a elas, por exemplo. De fato, algumas técnicas heurísticas consideradas 
recentemente têm frequentemente superado as redes neurais em desempenho (embora estas 




Um dos primeiros trabalhos que aplicou técnicas de computação evolucionária como a 
principal ferramenta na construção de um sistema de diagnóstico para as UNs data do ano 2000, 
com YANGPING et al. [132]. Utilizando o algoritmo genético para a busca de “indivíduos” 
adequados à representação das condições da planta, os autores realizaram experimentos com 
dados de um simulador da central nuclear de Pequim, conseguindo bons resultados na 
identificação de algumas situações de falhas. Não considerar o problema da atribuição de um 
rótulo “não sei” para eventos fora do grupo de treinamento, a intrincada adaptação à função de 
fitness elaborada (ilustrada na equação 4.1) e a quantidade limitada de falhas testadas são 
algumas das desvantagens do sistema. 








𝑖=1            (4.1) 
Dois anos mais tarde, ALMEIDA et al. [133] apresentaram uma abordagem 
possibilística, baseada na teoria dos conjuntos nebulosos e no método do conjunto mínimo de 
centroides (CMC) otimizado por algoritmo genético, para a identificação de transientes com 
geração de respostas “não sei” para transientes desconhecidos pelo sistema, o que é fundamental 
para não induzir o operador à ações erradas. A abordagem foi testada na identificação de três 
transientes considerando 15 variáveis, e funcionou de maneira robusta, precisa e segura, mesmo 
em situações em que foi introduzido ruído ao conjunto de dados, na qual o sistema tendeu a 
fornecer a resposta “não sei”, mais conservativa. 
O algoritmo evolucionário com inspiração quântica (QEA) foi testado para identificação 
automática de condições anormais e acidentes em NICOLAU et al.[134]. O sistema consiste 
em comparar as distâncias euclidianas entre grupos de variáveis temporais do evento anômalo 
e os vetores pseudo-centróides (que, idealmente, seriam os vetores de Voronoi) de cada um dos 
transientes que constavam no conjunto de treinamento (na ocasião foram considerados três 
transientes); aquele que apresentasse a menor distância indicaria a classe do transiente ao qual 
o evento anômalo pertence. A função do QEA é trabalhar como otimizador para encontrar as 
melhores “coordenadas” desses vetores-protótipo. De um conjunto contendo a evolução 
temporal, durante 60 segundos, de 16 variáveis, várias combinações foram feitas buscando 
aquelas que forneceriam a maior capacidade de identificação e discriminação para os transientes 
envolvidos (praticamente um processo “fio de Ariadne” de redução dimensional). Por fim, os 
resultados obtidos, inclusive com a adição de ruído aos sinais das variáveis, mostraram a 
robustez e eficiência do sistema, chegando a 100% de classificação correta em alguns casos 




QEA foi publicada há pouco tempo em NICOLAU & SCHIRRU [135] abarcando a 
identificação de transientes desconhecidos como “não sei” através da identificação de áreas de 
influência em torno dos vetores representativos de cada evento. 
Juntamente com o QEA, talvez a técnica de computação evolucionária que mais vem 
sendo explorada ao longo dos últimos anos em sistemas de diagnóstico de transientes seja a 
otimização por enxame de partículas (PSO) e sua variação com inspiração quântica, a QDPSO 
(quantum delta potential swarm optimization). Como alguns dos exemplos mais relevantes, em 
2008, com MEDEIROS & SCHIRRU [136], o PSO foi utilizado como ferramenta de 
otimização de um identificador baseado em distâncias, obtendo classificações corretas de até 
100%, dependendo do número de partições do espaço de busca, considerando três transientes. 
Posteriormente, em 2014 (consultar NICOLAU & SCHIRRU [137]) a técnica QDPSO 
(Quantum Delta Potential Swarm Optimization) foi testada como otimizador em um sistema 
similar, mas que considera agora distâncias de Minkowski, e não mais euclidianas, como 
métrica para a avaliação de similaridades. 
Até onde foram as buscas e pesquisas deste autor, este é o primeiro trabalho disponível 
na literatura em que a técnica de computação evolucionária programação genética é utilizada 
como ferramenta de otimização e geração de atributos em um sistema de identificação de 















APLICAÇÃO DA PROGRAMAÇÃO GENÉTICA A UM CONJUNTO DE 
ACIDENTES POSTULADOS PARA UMA USINA NUCLEAR PWR 
5.1 - Introdução 
 Neste capítulo será descrito o conjunto de acidentes considerado para os testes 
experimentais do sistema proposto de identificação de transientes através da programação 
genética, bem como os pormenores referentes à implementação do referido sistema. Serão 
também relatados os resultados obtidos com a técnica, apresentando as comparações com 
resultados similares disponíveis na literatura. 
 As situações de acidentes abordadas nesta análise experimental fazem parte do conjunto 
de acidentes postulados para a usina nuclear de Angra 2 (Tabela 3, onde encontram-se 
destacados os acidentes considerados, além da condição de operação normal). Cada condição 
de operação está caracterizada por uma assinatura temporal de 17 variáveis de processo ao 
longo de 61 segundos de operação (Tabela 4), e foi simulada por ALVARENGA [138]. 
Tabela 3 – Situações de operação da usina. 
Situação Descrição simplificada 
BLACKOUT Perda de alimentação elétrica externa 
BLACKSEM Perda de alimentação elétrica sem desligamento do reator 
LOCA Perda de refrigerante do sistema primário 
NORMAL Condição normal de potência 
MEFWISO Isolamento da alimentação principal e auxiliar 
MEFWISEM Isolamento da alimentação principal e auxiliar sem desligamento do reator 
MFWBR Ruptura da alimentação principal 
MFWBRSEM Ruptura da alimentação principal sem desligamento do reator 
MFWISEM Isolamento da alimentação principal sem desligamento do reator 
MFWISO Isolamento da alimentação principal 
MSTMISO Isolamento da linha de vapor principal 
SGTR Ruptura de tubos do gerador de vapor 
STMLIBR Ruptura da linha de vapor principal 
TRIPTUR Desligamento da turbina 




Tabela 4 – Variáveis de estado. 
Numeração Variável Unidade 
1 Vazão no núcleo % 
2 Temperatura na perna quente ºC 
3 Temperatura na perna fria ºC 
4 Vazão no núcleo kg/s 
5 Nível no gerador de vapor – faixa larga % 
6 Nível no gerador de vapor – faixa estreita % 
7 Pressão no gerador de vapor MPa 
8 Vazão de água de alimentação kg/s 
9 Vazão de vapor kg/s 
10 Vazão na ruptura kg/s 
11 Vazão no circuito primário kg/s 
12 Pressão no sistema primário MPa 
13 Potência térmica % 
14 Potência nuclear % 
15 Margem de subresfriamento ºC 
16 Nível do pressurizador % 
17 Temperatura média no primário ºC 
 
No conjunto de dados de assinatura temporal, o primeiro segundo corresponde à 
situação normal de potência e o segundo segundo ao início do trip do reator [12]. Um exemplo 
do conjunto de dados, aqui exemplificada para a situação de operação BLACKOUT, encontra-
se na Figura 5.1. Nota-se que, devido à presença de variáveis com ordens de grandeza distintas, 
um pré-tratamento necessário ao conjunto de dados é realizar a sua normalização, entre zero e 












Figura 5.1 – Exemplo do conjunto de dados para o BLACKOUT. 
 De maneira sucinta, as etapas realizadas nesta pesquisa experimental, e que serão 
explicadas separadamente e com mais detalhes mais à frente (Seção 5.3), foram: 
1. Foi realizado um pré-tratamento (a normalização, definida anteriormente), devido ao de as 
variáveis apresentarem ordens de grandeza diferentes entre si; 
2. Para cada uma das situações de operação, combinações das assinaturas temporais das 17 
variáveis correspondentes da Tabela 4 foram fornecidas ao sistema PG para que este 
realizasse um processo de regressão simbólica não-linear de múltiplos inputs, onde o target 
é o tempo correspondente a cada um dos fitness cases. Instrumentado o sistema dessa 
maneira, o resultado dessa regressão é, com efeito, o classificador para aquela situação de 
operação considerada; 
3. Simultaneamente foi feita uma busca pela parametrização ótima do sistema PG, buscando 
a melhor relação entre custo computacional e desempenho dos classificadores obtidos pelo 
sistema; 
4. A performance dos classificadores obtidos foi testada através de uma métrica de acerto (ver 
Seção 5.3.3). 
5.2 – Acidentes e Variáveis de Estado Selecionadas Para os Testes Experimentais 
 Dentre os acidentes listados na Tabela 3, BLACKOUT, LOCA e SGTR foram os 
selecionados para os testes experimentais, além da condição de operação NORMAL, para 




corriqueira da usina. A motivação principal para a seleção desses acidentes, que serão descritos 
mais detalhadamente a seguir15, foi a existência de trabalhos anteriores similares, com os quais 
os resultados aqui obtidos poderão ser comparados mais diretamente, mas não há nenhum tipo 
de limitação a eles no que concerne à metodologia de identificação em si: a priori, 
classificadores poderiam ser obtidos para quaisquer das situações de operação presentes na 
tabela. 
5.2.1 – BLACKOUT 
 Bastante relevante, este evento refere-se à perda de alimentação externa para operação 
de equipamentos auxiliares, como as bombas de refrigeração do reator, bombas de água de 
alimentação e de circulação, diminuindo rapidamente a potência das mesmas e podendo levar 
a um perigoso superaquecimento do reator. De fato, estima-se que eventos de perda de energia 
respondam por 51,4% das situações de dano potencial ao núcleo do reator [139]. 
 Usualmente, na ocorrência de um blackout, a usina é levada ao modo de resfriamento 
de emergência do reator, com potência fornecida por geradores diesel. Neste caso, as bombas 
de circulação principal são desligadas, o que leva a um aumento na pressão do circuito 
secundário e consequente atuação de válvulas de descarga de acionamento rápido, além de 
válvulas de alívio do gerador de vapor (GV), liberando vapor à atmosfera, até que o suprimento 
de potência auxiliar seja restaurado. 
5.2.2 – LOCA 
 A sigla significa “loss of coolant accident”, e consiste, como o nome sugere, na perda 
de refrigeração vital para o controle da temperatura do reator, podendo ocasionar um 
aquecimento excessivo do núcleo e, em situações extremas, derretimento do mesmo. Tal perda 
de agentes refrigerantes pode ocorrer por uma ruptura nas tubulações de refrigerante do reator 
ou linhas de conexão, e é classificada, de acordo com o tamanho da ruptura, como LOCA 
pequeno (SBLOCA), médio (MBLOCA) ou grande (LBLOCA). 
 Os dados disponíveis e utilizados para os testes experimentais referem-se à simulação 
de um pequeno LOCA, definido como uma ruptura de aproximadamente 5 cm nas tubulações 
por onde circulam os agentes refrigerantes do reator, ou linhas conectoras. A principal diferença 
entre um LOCA pequeno ou grande está nas taxas de descarga de agentes refrigerantes, nas 
                                                            
15 Para um detalhamento maior das condições de operação da usina e seus possíveis transientes e acidentes, 




variações de pressão ao longo do tempo e na influência predominante de efeitos gravitacionais 
(pequeno LOCA) ou inerciais (grande LOCA) [140]. 
Em geral, um pequeno LOCA é caracterizado por um período relativamente longo (de 
dezenas de minutos à várias horas após o rompimento) durante o qual o sistema primário 
mantém-se a uma pressão relativamente alta. Tão logo as bombas sejam desativadas, manual 
ou automaticamente, a força gravitacional domina a vazão e a distribuição do agente 
refrigerante no sistema primário. Os eventos subsequentes dependem da localização, tamanho 
e forma do rompimento, além dos comportamentos dos sistemas primário e secundário, que por 
sua vez são fortemente influenciados por medidas mitigadoras automáticas ou iniciadas pelos 
operadores. 
Normalmente, a resposta do reator em uma situação de pequeno LOCA é 
consideravelmente mais lenta, quando comparada com os eventos de um grande LOCA. Isso 
permite dispor de mais tempo e maiores possibilidades de intervenção humana. 
5.2.3 – SGTR 
 Considerado um dos acidentes mais factíveis, a ruptura de tubos dos geradores de vapor 
(“steam generator tube rupture”) é um evento potencialmente bastante grave que, entre outras 
coisas, leva à contaminação do circuito secundário através do vazamento de refrigerante 
radioativo do sistema de resfriamento do reator (SRR) através do tubo do GV rompido. Isso 
forma um caminho direto para a liberação de conteúdo radioativo à atmosfera, através das 
válvulas de alívio do sistema secundário. 
O SGTR causa a perda de refrigerante primário além da capacidade dos sistemas de 
controle químicos e de volume (SCQV), e leva a uma despressurização do SRR, com 
consequente trip (desligamento automático) do reator, por baixa pressão no pressurizador ou 
sobretemperatura, e atuação do sistema de injeção de segurança (IS). Ao contrário de outros 
eventos de perda de refrigerante (como o próprio LOCA descrito anteriormente), em geral faz-
se necessária a intervenção rápida do operador, com vistas à prevenção da liberação de material 
radioativo à atmosfera. 
Após a atuação do sistema IS, a pressão no SRR tenderá a se estabilizar num valor tal 
que a vazão no sistema IS se iguala à vazão através do tubo rompido. O operador deve 
determinar que o acidente ocorreu observando, principalmente, a diferença na vazão de vapor 




radiação no gerador de vapor afetado, e deve atuar no procedimento de recuperação focado em 
isolar a seção com o tubo rompido e cortar a vazão antes que o nível de água no gerador de 
vapor suba até o tubo de vapor principal. Deve ser realizado o resfriamento e despressurização 
do sistema até desativar o sistema IS e o vazamento do sistema primário ao secundário, ao 
mesmo tempo em que se mantém a segurança da planta, principalmente estabelecendo uma 
margem suficiente de subresfriamento no SRR. 
5.2.4 – Variáveis de estado 
 Como já descrito na Tabela 4, cada uma das situações de operação considerada 
(BLACKOUT, LOCA, NORMAL e SGTR) está representada pela evolução temporal 
(chamada de assinatura) de 17 variáveis, correspondentes aos 61 segundos após o início do 
evento. As Figuras 5.2, 5.3, 5.4, 5.5 e 5.6 mostram, graficamente, como se comportam essas 
variáveis em cada uma das 4 circunstâncias, estando em preto o BLACKOUT, em azul o 
LOCA, em verde o NORMAL e em vermelho o SGTR.  
 





Figura 5.3 – Assinatura das variáveis 5, 6, 7 e 8 para cada uma das situações de operação. 
 





Figura 5.5 – Assinatura das variáveis 12, 13 e 14 para cada uma das situações de operação. 
 




5.3 – Modelagem Experimental e Variáveis Consideradas 
5.3.1 – Parâmetros do sistema PG 
 O sistema PG utilizado nos testes experimentais foi, inicialmente, adaptado da 
implementação “Little Lisp – Computer Code for Genetic Programming”, disponibilizada 
gratuitamente na internet16 por John Koza como um complemento ao seu livro de 1992, e 
executado no programa Allegro CL 10. 
 Entendendo que o “Little Lisp” continha uma versão ainda muito “primitiva” da 
programação genética, sem vários dos recursos citados no capítulo 3 e, portanto, bastante 
limitado, foi utilizada a toolbox para o MATLAB “GPLAB” versão 4, de autoria da 
pesquisadora Sara Silva, também disponível gratuitamente online17. A mesma foi executada no 
programa MATLAB R2012b e adaptada para este problema, até ser capaz de fornecer os 
resultados que serão listados no restante deste trabalho. 
 Após exaustivos testes com diferentes configurações, a combinação ótima de 
parâmetros (conforme a Seção 3.2.2.8) encontrada – a qual forneceu resultados melhores ou tão 
bons quanto outras parametrizações mais complexas e mais caras computacionalmente – e 
aplicada nas análises para a obtenção dos classificadores finais para cada um dos acidentes foi18: 
- Método de inicialização: ramped half-and-half (Seção 3.2.2.2); 
- Set de terminais: “rand”19 e 0; 
- Set de funções: +, -, *, sen, cos; 
- Medida de fitness: soma dos erros absolutos entre o output esperado e o valor retornado pelo 
indivíduo em todos os fitness cases (quanto menor a fitness, mais apto o indivíduo); 
- Tamanho da população: 100; 
- Número máximo de gerações: 1000; 
 
                                                            
16 http://www.genetic-programming.org/gplittlelisp.html 
17 http://gplab.sourceforge.net/ 
18 É evidente que a parametrização no GPLAB é um processo bem mais complexo que esse, e a quantidade de 
critérios a estabelecer é muito maior. Para efeito de verificação e reprodutibilidade dos resultados, a lista 
completa com os parâmetros fixados nas análises finais deste trabalho encontram-se em anexo. 




- Profundidade máxima das árvores iniciais: 6; 
- Profundidade máxima das árvores durante o funcionamento da PG: 17; 
- Método de seleção: tournament selection (Seção 3.2.2.3) com pressão parcimoniosa 
lexicográfica20 e tamanho de sampling 1% da população; 
- Operadores genéticos: cruzamento de troca de subárvore (50%) e mutação de subárvore 
(50%); 
- Critério de parada: número máximo de gerações atingido ou exatidão em todos os fitness 
cases. 
 Cabe ressaltar aqui que as execuções do sistema PG foram realizadas em um notebook 
Lenovo modelo 80UF0000BR, com processador Intel core i3-6100, onde cada corrida do 
algoritmo tomava cerca de uma hora e meia para alcançar o número máximo de gerações (em 
nenhum dos casos o critério de parada de exatidão em todos os fitness cases foi atingido).  
5.3.2 – Variáveis consideradas para a regressão simbólica 
 Diferentes combinações das variáveis físicas da Tabela 4 foram avaliadas, na definição 
de quais seriam escolhidas para a obtenção dos classificadores pelo sistema PG. Os testes foram 
sendo feitos baseados em trabalhos anteriores, a saber, [133], [134], [135] e [136], além de 
expertise e conhecimento do comportamento das variáveis ao longo dos acidentes. 
  Dessa forma, embora outras combinações tenham fornecido resultados satisfatórios, as 
variáveis consideradas para a obtenção dos regressores que forneceram os resultados que serão 
descritos na Seção 5.4 foram as variáveis 4, 7, 14 e 16, destacadas na Figura 5.7: 
                                                            
20 Trata-se de uma adaptação mais moderna da seleção por torneio, que incorpora um controle de bloating 
ativo: assim como na seleção por torneio, uma quantidade de indivíduos escolhidos aleatoriamente é tomada e 
aquele com melhor fitness do grupo é selecionado. Porém, se dois indivíduos forem igualmente aptos, aquele 





Figura 5.7 – Variáveis consideradas para a obtenção dos classificadores. 
5.3.3 – Método experimental 
 A função do sistema PG, como já descrito, é obter classificadores através do 
reconhecimento dos padrões de evolução temporal das variáveis, específicos para cada situação 
de operação. Através de uma análise de regressão simbólica (técnica comumente aplicada em 
sistemas de RP) onde os inputs são os valores das quatro variáveis consideradas para uma dada 
situação de operação, e o target o tempo correspondente, a PG obtém automaticamente 
combinações não lineares das funções e dos terminais (descritos na Seção 5.3.1) e aplica os 
operadores genéticos ao longo das gerações, de maneira a obter o indivíduo que apresente o 
menor somatório de erro absoluto entre os outputs (o valor obtido quando da avaliação dos 
indivíduos) e o target. Este indivíduo mais apto tem sua árvore guardada e é o resultado 
fornecido pelo sistema PG: o classificador para aquela situação de operação específica. 
 Obtidos os indivíduos mais aptos para cada acidente e a situação de operação normal, 
uma métrica da eficácia de cada indivíduo (chamada de “acerto”) foi obtida da seguinte 
maneira:  
1. Para obter-se a taxa de acerto do regressor correspondente à situação de operação 
LOCA, por exemplo, insere-se os dados das variáveis para o LOCA nos regressores de 
cada uma das condições de operação, obtendo outputs para cada um deles 




2. Em seguida, compara-se a distância (isto é, diferença absoluta) entre cada um dos 
outputs obtidos e o target; 
3. Caso a distância obtida para a situação de operação considerada (neste caso, o LOCA) 
com o regressor correspondente a ela seja a menor de todas, considera-se um acerto para 
o classificador do LOCA, caso contrário, um erro; 
4. Repete-se o procedimento para todas as outras situações de operação. 
5.4 – Resultados e Análise dos Resultados 
 Diversos testes e ensaios com diferentes parametrizações e configurações do algoritmo 
foram realizados, sempre em triplicata. Embora muitas das configurações tenham fornecido 
resultados satisfatórios, serão listados aqui aqueles obtidos com os parâmetros especificados na 
Seção 5.3.1, pois foram os que forneceram melhor relação entre desempenho com menor custo 
computacional. 
 Aliás, é importante frisar que, como será visto mais adiante, embora as árvores obtidas 
tenham um número de nós e complexidade considerável (refletindo a complexidade do 
problema), o cálculo das taxas de acerto, após obtidos os classificadores, é fornecido em frações 
de segundos, mesmo nos casos dos regressores de maior tamanho (ou seja, com mais nós). 
5.4.1 – Resultados 
 Nas Tabelas 5 (BLACKOUT), 6 (LOCA), 7 (NORMAL) e 8 (SGTR) estão alocados, 
para cada uma das três análises da triplicata, o indivíduo mais apto obtido pelo sistema PG, a 
profundidade e tamanho da sua árvore (Seção 3.2.2.1), sua fitness, a taxa de acerto obtida pelo 
indivíduo (cujo máximo corresponde a acertos em todos os 61 segundos) e em quais segundos 
ele errou, sendo aquele que obteve a menor distância neste instante representado por “B”, “L”, 
“N” ou “S”, dependendo da inicial de cada situação de operação. 
 Tabela 5 – Resultados experimentais para o BLACKOUT.  
Análise Profundidade Tamanho Fitness Acerto (%) Erros (s) 
1 17 308 49,1748 96,7213 (59) 5 (L), 6 (L) 
2 17 426 58,0024 91,8033 (56) 
6 (L), 7 (L), 
8 (L), 9 (S), 
10 (S) 
3 17 346 47,6051 95,0820 (58) 





Tabela 6 – Resultados experimentais para o LOCA. 
Análise Profundidade Tamanho Fitness Acerto (%) Erros (s) 
1 17 253 17,0461 96,7213 (59) 0 (B), 4 (B) 
2 17 512 9,5587 98,3607 (60) 0 (B) 
3 17 203 17,8854 100 (61) __________ 
 
Tabela 7 – Resultados experimentais para o NORMAL. 
Análise Profundidade Tamanho Fitness Acerto (%) Erros (s) 
1 17 536 21,5085 100 (61) __________ 
2 16 116 16,9780 100 (61) __________ 
3 17 292 16,1007 100 (61) __________ 
 
Tabela 8 – Resultados experimentais para o SGTR. 
Análise Profundidade Tamanho Fitness Acerto (%) Erros (s) 
1 17 284 6,4135 93,4426 (57) 
24 (L), 25 
(L), 26 (L), 
27 (L) 
2 15 213 6,3361 98,3607 (60) 22 (L) 
3 17 277 4,2317 98,3607 (60) 13 (N) 
 
 Os classificadores correspondentes às análises da Tabela 5, 6, 7 e 8 encontram-se como 
árvores de sintaxe respectivamente, na Figura 5.8. A seguir, como ilustração, está a “string” 
gerada pelo sistema PG como indivíduo mais apto na análise 2 para a condição NORMAL. Na 
string, X1, X2, X3 e X4 referem-se, respectivamente, às variáveis 4, 7, 13 e 15, e “times”, 
“plus”, “minus”, “cos” e “sin” às funções já relatadas na Seção 5.3.1. A evolução da fitness do 




































Figura 5.9 – Evolução da fitness na análise 2 para a situação NORMAL. 





































5.4.2 – Análise dos resultados 
 Observando os resultados, há muitos pontos a discutir. Entre os principais: 
 Pode-se perceber claramente que não há uma relação direta entre a fitness do indivíduo 
e a sua performance em taxa de acerto. Isso era de se esperar, tratando-se de um processo 
estocástico como a PG com elevado grau de não linearidade nos dados e combinações 
de primitivas; 
 A PG parece ter mais facilidade para discriminar algumas situações (como o LOCA e o 
NORMAL) do que outras. Isso também não é surpresa, já que alguns acidentes 
apresentam maior grau de similaridade entre si do que outros; 
 Analisando os resultados para o BLACKOUT, o sistema apresentou uma certa 
dificuldade para encontrar um classificador que permitisse discernir este acidente do 
LOCA entre 5 e 15 segundos. Observando os gráficos da Figura 5.7, nota-se que o 
BLACKOUT é o evento mais dissimilar aos demais (embora essa diferença de padrão 
se acentue apenas após os 5 segundos). Portanto, esse resultado não era esperado. 
Entretanto, vale lembrar que a PG pode ter automaticamente “sacrificado” esses 
segundos iniciais em favor de um classificador mais eficiente ao longo do restante da 




Seção 5.4.1), não deve-se esperar que, necessariamente, pontos menos similares tenham 
relação direta com maiores taxas de acerto; 
 Ponderações similares podem ser feitas quanto à performance dos classificadores 
obtidos para o SGTR. Não observa-se, nos gráficos, grande similaridade entre essa 
situação de operação e o LOCA na região dos 25 segundos, embora o sistema tenha 
repetidamente fornecido classificadores que os confudem nessa região de tempo, 
possivelmente pelas mesmas razões discorridas quanto ao BLACKOUT; 
 Em todos os acidentes foram obtidas taxas de acerto de, no mínimo, 92%. Para uma 
técnica que, num computador de uso pessoal de características básicas para 
intermediárias, leva 1 hora e meia para fornecer cada um dos classificadores em sua fase 
de treinamento e, uma vez obtido, segundos para identificar a taxa de acerto (e, portanto, 
fazer um possível diagnóstico ou simplesmente auxiliar o operador na direção de que 
evento é passível de estar ocorrendo), considera-se que os resultados são compatíveis 



















CONCLUSÕES E TRABALHOS FUTUROS 
6.1 - Conclusões 
 Resumidamente, nesta dissertação foi apresentado, pela primeira vez na literatura 
científica, um estudo da performance do algoritmo de computação evolucionária programação 
genética como ferramenta de reconhecimento de padrões para diagnóstico de eventos anômalos 
em usinas nucleares. 
 A metodologia utilizada neste trabalho consistiu em fornecer ao sistema PG dados de 
assinaturas temporais de diferentes variáveis correspondentes a certos acidentes especificados 
e a condição de operação normal. O sistema se encarregou de automaticamente evoluir 
regressores não lineares de combinações de funções e terminais na procura do classificador que 
fornecesse a maior quantidade de informação discriminatória entre os eventos operacionais. 
Agindo, assim, concomitantemente como um seletor e gerador de atributos, usando a 
terminologia clássica de sistemas de reconhecimento de padrões. 
No conjunto de acidentes considerado, o sistema PG foi capaz de fornecer 
classificadores com taxas de acerto de, no mínimo, 92% e, no máximo 100%. Utilizando os 
equipamentos e programas citados na Seção 5.3.1 e nos testes com quatro situações de operação 
(BLACKOUT, LOCA, NORMAL, SGTR) e quatro variáveis realizados, o sistema leva cerca 
de 6 horas para fazer uma corrida completa, obtendo os quatro classificadores, um para cada 
evento operacional, concluindo sua fase de treinamento. Isso deixa claro que, em verdade, como 
dito na Seção 1.1, a complexidade computacional da programação genética já deixou, há 
tempos, de ser um impedimento à implementação do algoritmo. 
Observa-se, avaliando as strings obtidas na Seção 5.4.1, bem como suas árvores 
correspondentes, que inteligibilidade dos resultados não é um ponto forte do sistema PG. 
Entretanto, ele compensa isto ao fornecer resultados com grau de confiabilidade elevada (foram 
realizados cerca de 30 outros testes preliminares em que, consistentemente, a taxa de acerto 
ficou acima de 90%), em tempo hábil que pode ser ajustado aumentando ou diminuindo o grau 
de exigência dos parâmetros do algoritmo em si, relativa simplicidade em sua configuração e o 





Pelas razões aqui expostas, a programação genética pode ser considerada uma técnica 
eficaz e competitiva para ser aplicada à obtenção de sistemas de diagnósticos como ferramentas 
de suporte ao operador em usinas nucleares, tendo fornecido resultados similares, e até 
superiores, a alguns dos estudos já mencionados anteriormente no capítulo 4, com o adendo de 
possuir menor complexidade e tratamento nos dados. 
6.2 – Possíveis Trabalhos Futuros 
 O comportamento do sistema PG quando aplicado ao problema tratado nesta dissertação 
parece sugerir que o algoritmo talvez tenha uma capacidade inerente de “selecionar 
automaticamente” não só as combinações não lineares de valores das variáveis, como também 
quais variáveis são mais relevantes (por possuírem maior informação discriminatória) e quais 
podem ser descartadas na obtenção de classificadores para um conjunto qualquer de acidentes. 
Isto eliminaria a necessidade do processo exaustivo que consiste em buscar (muitas vezes por 
tentativa e erro), o conjunto ótimo de variáveis, o qual normalmente não é encontrado, apenas 
aproximado. Até onde foram as pesquisas deste autor, não foram encontrados trabalhos tratando 
dessa possibilidade, e provavelmente muitas técnicas mais modernas da programação genética 
terão que ser incorporadas para abordá-la eficientemente. 
 Muito embora a quantidade de testes realizada nesta dissertação faça crer que chegou-
se a uma combinação de “custo-benefício” muito boa no tocante à configuração do sistema PG, 
a parametrização ótima do sistema continua sendo um problema em aberto que pode ser 
abordado em trabalhos futuros. Efetivamente, embora o sistema PG possua bom grau de 
robustez, com resultados que não são muito dependentes das parametrizações do algoritmo 
(uma vez bem escolhidos os conjuntos de variáveis), o custo computacional da implementação 
do sistema mostra-se bastante sensível à variações nos seus parâmetros, de maneira que esta é 
um ponto onde estudos mais aprofundados seriam de grande valia. 
 Seria interessante aplicar o sistema proposto a diferentes conjuntos de acidentes e 
transientes, já que, à princípio, com maiores ou menores ajustes e maior ou menor grau de 
complexidade, a programação genética pode ser aplicada à quaisquer situações de operação, 
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