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vRE´SUME´
Les satellites utilisent ge´ne´ralement des antennes construites a` base de re´flecteurs para-
boliques. Pour couvrir une seule zone de la Terre, on utilise deux antennes de taille diffe´rente
pour les bandes de transmission et de re´ception. Le controˆle des faisceaux de l’antenne re´flec-
teur nous permettra de combiner les deux antennes tout en maintenant la meˆme largeur de
faisceau dans chaque bande. Ce controˆle de faisceaux pourra se faire en utilisant des surfaces
se´lectives en fre´quences (SSF) ou des re´seaux re´flecteurs (RR).
Dans le but de pouvoir utiliser des SSF pour couvrir l’ouverture de l’antenne parabolique,
nous avons montre´ les e´tapes de la conception d’une SSF bi-bandes multi-couches (a` 20 GHz
et 30 GHz). Une modification de la ge´ome´trie des ouvertures de la cellule est propose´e pour
diminuer la taille de la cellule en modifiant l’impe´dance de l’e´le´ment. Ainsi, nous avons e´loigne´
les lobes discordants a` des fre´quences hors des bandes d’inte´reˆt et e´vite´ des distorsions dans la
bande de fre´quences de 30 GHz. Par la suite. nous avons opte´ pour une SSF en deux couches
identiques pour garantir une stabilite´ de la bande passante en fonction de l’angle d’incidence.
Nous avons remarque´ des variations brusques des coefficients de transmissions de la SSF a`
environ 23 GHz. Ces fluctuations sont dues a` une excitation d’ondes de surfaces par des
modes d’ordres supe´rieurs. Dans cette e´tude nous avons suppose´ que la SSF est de taille
infinie. Ce type d’e´tude nous permet de tenir compte de l’excitation de ces ondes de surfaces.
Par ailleurs, l’excitation de ces ondes de surface guide´es par le re´seau (OSGR) d’e´le´ments ne
peut se manifester que lorsque nous e´tudions une SSF de taille finie. La diffraction des OSGR
aux extre´mite´s de la SSF peut modifier le diagramme de rayonnement de l’antenne. Ainsi,
nous avons pre´sente´ et e´tudie´ une me´thode nume´rique pour analyser les SSF de tailles finies
en tenant compte des OSGR.
D’un autre coˆte´, nous avons pre´sente´ les e´tapes de la conception d’un re´seau re´flecteur
(RR) bi-bandes dont le but est de re´fle´chir le signal d’une bande de fre´quences (dans ce cas 10
GHz) vers la direction spe´culaire et de re´fle´chir le signal de l’autre bande de fre´quences (dans
ce cas 15 GHz) vers une direction non-spe´culaire. Les mesures montrent qu’a` 10 GHz le signal
est re´fle´chi vers la direction spe´culaire et qu’a` 15 GHz le faisceau principal est dirige´ vers la
direction de´sire´e. Cependant, a` 15 GHz, une partie du signal est re´fle´chie vers la direction
spe´culaire. Ainsi, nous avons pre´sente´ une e´tude approfondie de ce phe´nome`ne de la re´flexion
dans la direction spe´culaire par un RR conc¸u pour re´fle´chir vers une direction non-spe´culaire.
En se basant sur l’hypothe`se que ce phe´nome`ne est duˆ a` une erreur pe´riodique des phases
des e´le´ments du RR, nous avons montre´ que quand nous ajoutons une erreur pe´riodique
line´aire aux phases de´sire´es des e´le´ments, nous obtenons un bon accord entre notre mode`le
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et la simulation par HFSS. Ainsi, ce mode`le simple nous a permis d’estimer les directions des
lobes inde´sirables dues a` cette erreur. En plus, une e´tude de l’amplitude de cette re´flexion
spe´culaire en fonction de la couverture du RR par les patchs me´talliques est pre´sente´e.
vii
ABSTRACT
The antenna systems in satellites are generally based on parabolic reflectors. To cover
a single region of the Earth with two distant frequency bands, two different sized antennas
are used. The beam control of the aperture antenna would let us use the two different
frequencies with the same parabolic antenna system and maintain the same beamwidth for
the two frequency bands. This beam control can be done using frequency selective surfaces
(FSS) or reflectarrays (RA).
In order to be able to use frequency selective surfaces to cover the aperture of the parabolic
antenna, we show the steps to study a dual-band and multi-layer frequency selective surface
(at 20 GHz and 30 GHz). By decreasing the cell size by changing the geometry of the
elements we have delayed in frequency the appearance of the grating lobes and we avoided
distortions in the frequency band of 30 GHz. Thereafter, we chose a two-layer frequency
selective surfaces to ensure stability of the bandwidth as function of angle of incidence. We
noticed an abrupt variation of the transmission coefficients of the frequency selective surface
at about 23 GHz. These fluctuations are the effect of the surface waves excited by higher
order modes. In this study, we assume that the frequency selective surface is periodic and
has an infinite size. This kind of study allows us to take into account the excitation of these
surface waves. Furthermore, the excitation of the array guided surface wave can occur also
when we study a finite size FSS. The diffraction of these surface waves at the edges of the
finite frequency selective surface may modify the radiation pattern of the antenna. Thus,
we are presenting a numerical method to analyze large finite size frequency selective surfaces
taking into account the array guided surface waves.
On the other hand, we also present the steps to design a dual-band RA to reflect the
signal of a frequency band (at 10 GHz) to the specular direction and to reflect the signal of
the other band frequencies (at 15 GHz) to an off-specular direction. The measurements show
that the 10 GHz signal is reflected to the specular direction and the main beam at 15 GHz
is reflected in the desired off-specular direction. However, at 15 GHz, part of the signal is
still reflected in the specular direction. Thereby, we present a thorough study of the specular
reflection by a RA designed to reflect to a non-specular direction. Based on the assumption
that this phenomenon is given by a periodic error of the phases of the RA elements, we show
that when we add a linear periodic error to the desired phases, we get a good agreement
between our model and the HFSS simulation. Thus, this simple model allows us to estimate
the directions of undesirable sidelobes. In addition we present a study of the magnitude of
the specular reflection as a function of the coverage of the RA by metallic patches.
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Dz Taille de la cellule suivant l’axe des z
D Taille de la cellule, dans le cas ou` Dx = Dy
Nx Nombre d’e´le´ment suivant l’axe des x
Ny Nombre d’e´le´ment suivant l’axe des y
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θi, φi Angles de la direction de propagation de l’onde incidente
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fle´chie par le RR
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rx, ry et rz Composantes de la direction de propagation de l’onde re´fle´chie
∆φn De´phasage de´sire´e de l’e´le´ment n dans le RR
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dn Distance entre le centre de phase et l’e´le´ment n du RR
~EC Champ incident d’une antenne cornet
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R
y Composantes du champ e´lectrique a` la surface de l’e´le´ment du RR
Px, Py Transforme´e de Fourier des composantes E
R
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R
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∆ Pe´riode entre les transitions du de´phasage des e´le´ments du RR
u, v Composantes spectrales
ksw Nombre d’onde de l’onde de surface
SSF Surface se´lective en fre´quences
RR Re´seau re´flecteur
OSGR Onde de surface guide´e par le re´seau
1CHAPITRE 1
INTRODUCTION
1.1 Proble´matique
La taille et le poids des satellites ont toujours e´te´ des parame`tres importants pendant la
conception de ces derniers. Les premiers satellites avaient une petite taille, en partie parce
que la puissance des propulseurs pour mettre des satellites en orbite e´tait limite´e et d’autre
part la dure´e de vie des satellites e´tait courte a` cause de la limite de capacite´ des batteries (il
n’y avait pas de panneaux solaires a` bord). Entre 1965 et 1985, les pays ayant un programme
spatial avance´ optaient pour les satellites de grand taille, Wertz et Wiley (1999). A` cette
e´poque, l’Union Sovie´tique et les E´tats-Unis ont entrepris plusieurs programmes d’exploration
spatiale, dont le plus connu est bien suˆr le programme Apollo ayant mene´ a` des vols habite´s
vers la Lune. Ainsi des propulseurs puissants ont e´te´ de´veloppe´s pour permettre de mettre
des satellites de grande taille en orbite. Des avance´es technologiques de cette e´poque ont
re´volutionne´ les domaines des communications et la cre´ation d’infrastructures spatiales. Il a
fallu attendre apre`s 1985, pour voir les satellites de petite taille reprendre de la valeur. Les
satellites amateurs ont de´montre´ la fiabilite´ de la communication nume´rique des satellites de
petite taille. En ge´ne´ral, parmi les facteurs qui ont permis aux petits satellites de re´inte´grer
le marche´ et de prendre de la valeur, on trouve, Wertz et Wiley (1999) :
– L’acce`s a` l’espace a` faible couˆt ;
– Les syste`mes de communications nume´riques de plus en plus performants.
Depuis 1990, les recherches se multiplient pour mettre en oeuvre des technologies qui per-
mettent la re´duction de la masse, de l’encombrement, de la taille et du couˆt des principales
composantes des satellites. Particulie`rement, les satellites de communication comprennent
souvent plusieurs antennes de grande taille. Parmi les diffe´rents types d’architectures de com-
munication, celle conc¸ue pour diffuser des informations permet de transmettre et de recevoir
de plusieurs stations terrestres localise´es a` des endroits diffe´rents sur la Terre.
En ge´ne´ral, les satellites utilisent des antennes construites a` base de re´flecteurs parabo-
liques. La taille du re´flecteur parabolique est de´termine´e en fonction de la taille de la zone a`
couvrir et de la fre´quence utilise´e. En effet, la largeur de faisceau a` mi-puissance est donne´e
approximativement par HP = k
fD
, ou` k est une constante, f est la fre´quence et D est le
diame`tre de l’antenne. On en de´duit alors que pour maintenir la meˆme largeur de faisceau,
si la fre´quence change alors il faut changer le diame`tre de l’antenne. Puisqu’on utilise deux
2fre´quences diffe´rentes, une pour la transmission et l’autre pour la re´ception (par exemple 20
GHz et 30 GHz), on est amene´ a` avoir deux antennes de tailles diffe´rentes pour couvrir une
seule zone de la Terre. Une antenne est utilise´e pour la liaison descendante et l’autre pour
la liaison ascendante. Par conse´quent, plusieurs satellites se retrouvent avec un nombre im-
portant d’antennes paraboliques a` bord pour communiquer avec plusieurs zones sur la Terre.
Cette situation entraˆıne un encombrement, un poids important et donc un plus grand couˆt.
La combinaison de deux antennes pouvant fonctionner dans des bandes de fre´quence
diffe´rentes tout en maintenant la meˆme largeur de faisceau dans chaque bande, comme illustre´
par la Figure 1.1, permettrait de re´duire le nombre d’antennes paraboliques de moitie´ et
ainsi d’atteindre l’objectif de re´duction de la masse, du volume de rangement et du couˆt de la
charge utile. Le de´ploiement des antennes sur le satellite une fois que celui-ci est en orbite s’en
trouverait aussi simplifie´. Cela permettra e´galement de faciliter les manœuvres des satellites
et d’accroˆıtre le champ de vision pour les instruments scientifiques.
Figure 1.1 La combinaison des deux antennes
1.2 Objectifs de recherche
Afin de re´duire la complexite´ des syste`mes d’antennes bi-bandes sur les satellites, nous
proposons d’e´tudier la possibilite´ d’utiliser un seul re´flecteur parabolique pour les deux liai-
sons ascendantes et descendantes a` des fre´quences diffe´rentes (e.g. 20 GHz et 30 GHz). Une
des solutions possibles consiste a` utiliser la plus large des deux paraboles, par exemple celle
3fonctionnant a` 20 GHz. L’ouverture de cette antenne parabolique peut eˆtre se´pare´e en deux
zones S1 et S2, comme indique´ dans la Figure 1.2. La zone S1 est suffisamment grande pour
produire un faisceau ayant la largeur voulue a` la fre´quence de 30 GHz. La somme des zones
S1 et S2 permet de produire un faisceau de meˆme largeur, mais a` la fre´quence de 20 GHz.
Selon l’expression donne´e plus toˆt, on en de´duit que le diame`tre externe de la zone S2 doit
eˆtre environ 1.5 fois le diame`tre de la zone S1. La zone S2 est une surface qui doit eˆtre
transparente a` 20 GHz et doit annuler la re´flexion du signal dans la direction du faisceau
principal a` 30 GHz. Cela devrait permettre au signal a` 20 GHz d’utiliser la surface de l’an-
tenne parabolique en entier (les deux zones S1 et S2). Par contre, a` 30 GHz seuls les rayons
re´fle´chis par la zone S1 participeront a` la formation du faisceau principal de l’antenne. En
effet, nous proposons un syste`me dont la transparence varie en fonction de la fre´quence, dans
deux bandes diffe´rentes, pouvant eˆtre module´e spatialement afin de pouvoir les controˆler de
fac¸on inde´pendante et e´ventuellement rendre e´gale les largeurs des faisceaux dans les deux
bandes.
Figure 1.2 Se´paration de la parabole en deux zones.
1.3 Surfaces se´lectives en fre´quences
Une surface se´lective en fre´quences (SSF) est un re´seau d’e´le´ments identiques agissant en
tant que filtre pour les ondes e´lectromagne´tiques planes. Ces re´seaux ont un comportement
passe/coupe bande, qui de´pend de l’angle d’incidence.
Une des possibilite´s pour re´aliser les objectifs de´crits a` la section pre´ce´dente serait de
couvrir la zone S1 avec une surface transparente pour les deux fre´quences, alors que la zone
S2 serait couverte d’une SSF transparente a` 20 GHz et opaque a` 30 GHz. La Figure 1.3 donne
4une illustration de cette proposition.
Figure 1.3 Ouverture de la parabole par deux SSF : SSF1 pour la zone S1 et SSF2 pour la
zone S2
La surface se´lective en fre´quences SSF1 peut jouer le roˆle d’un filtre spatial passe-bande
dont la bande passante est assez large pour couvrir les deux bandes de fre´quences, comme
indique´ dans la Figure 1.4a, voir Sanphuang et al. (2012). Elle peut aussi eˆtre un filtre spatial
passe-bibande comme dans la Figure 1.4b, Salehi et Behdad (2008), ou encore elle peut ne
pas eˆtre couverte par une SSF. Ainsi, S1 serait transparente a` toutes les fre´quences. Dans
ce dernier cas, la re´gion S1 ne serait qu’un e´cran die´lectrique. Le drainage des charges pour
re´duire les risques de de´charge e´lectrostatique par le biais de motifs me´talliques imprime´s ne
serait pas possible. Par contre la SSF2, se comportera comme un filtre passe-bande pour la
bande de fre´quences de 20 GHz et un filtre coupe-bande pour la bande de fre´quences de 30
GHz.
Les e´tapes de la conception d’un filtre spatial passe-bibande seront pre´sente´es dans la
section 3.1, en tenant compte des caracte´ristiques suivantes :
– Maximiser le remplissage en me´tal pour re´duire les risques de de´charge e´lectrostatique ;
– S’assurer que toutes les parties me´talliques dans la SSF soient interconnecte´es afin de
pouvoir drainer les charges a` mesure qu’elles arrivent sur l’e´cran solaire ;
– SSF1 est transparente pour deux bandes de fre´quences : Tx = 18-20 GHz et Rx = 28-30
GHz ;
– SSF2 est transparente pour la bande de fre´quences Tx et opaque pour la bande Rx ;
– Pertes d’insertion re´duites dans les bandes de fonctionnement de l’antenne ;
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Figure 1.4 (a) Filtres passe-bande. (b) filtre passe-bibandes
– Isolation e´leve´e pour la bande 20 GHz dans le cas de la SSF2 ;
La conception d’une SSF peut eˆtre grandement facilite´e si on suppose que celle-ci est de
taille infinie et qu’elle est illumine´e par des ondes planes uniformes. Ainsi, la mode´lisation est
re´duite a` une seule cellule en conside´rant une solution sous forme de modes Bloch-Floquet.
Dans la re´alite´, ces surfaces sont de tailles finies et de plus l’illumination par les cornets
servant de sources primaires dans les antennes a` re´flecteur n’est ge´ne´ralement pas uniforme.
Tel que de´crit dans Munk (2006), le fait de tronquer une structure pe´riodique peut mener
a` l’excitation d’ondes de surfaces guide´es par le re´seau (OSGR) a` des fre´quences infe´rieures
a` la fre´quence de fonctionnement de la SSF. Ces ondes ne se manifestent pas dans le cas
d’un re´seau infini. Ainsi la SSF2, conc¸ue pour re´fle´chir les ondes a` 30 GHz sur une zone
restreinte de l’ouverture de l’antenne, mais e´galement illumine´e par l’onde de 20 GHz, pourrait
supporter des ondes de surfaces a` cette fre´quence. En se re´fle´chissant aux bords de la SFF2,
ces ondes de surfaces pourraient causer des ondes diffracte´es, et ainsi modifier le diagramme
de rayonnement de l’antenne. Ce phe´nome`ne nous a amene´ a` de´velopper une me´thode de
calcul pour pre´dire les champs diffracte´s par les bords d’une structure pe´riodique capable de
supporter des ondes de surfaces. Cette me´thode est pre´sente´e au chapitre 4.
E´cran solaire
Les e´crans solaires jouent un roˆle primordial pour prote´ger les antennes paraboliques. En
effet, les antennes a` bord d’un satellite sur une orbite ge´ostationnaire, sont expose´es a` chaque
jour a` un cycle de rayonnement solaire. Ne be´ne´ficiant pas de l’absorbtion atmosphe´rique,
l’intensite´ du rayonnement pourrait mener a` des cycles thermiques importants affectant les
6e´quipements, en particulier les antennes, si des mesures ade´quates ne sont pas prises. La
solution utilise´e est d’installer devant l’ouverture du re´flecteur une surface hautement re´fle´-
chissante a` la lumie`re. Par contre, il est clair que cet e´cran solaire doit, le moins possible,
absorber et diffuser les ondes radiofre´quences produites par l’antenne. Pour y arriver, les
e´crans sont compose´s d’un certain nombre de couches minces, le´gers et re´fle´chissants. Au
moins une des deux faces est couverte d’un de´pose´ de vapeurs d’aluminium ou de l’or de
manie`re a` maximiser la re´flexion de rayonnement thermique. Le mate´riau die´lectrique em-
ploye´ est en ge´ne´ral le substrat Mylar ou le Kapton, mais des feuilles me´talliques en alliages
d’aluminium ou de titane sont e´galement utilise´s. L’utilisation de couches die´lectriques a` la
surfaces des engins spatiaux est reconnue comme une source de de´charges e´lectrostatiques.
Pendant la dure´e de vie d’un satellite, celui-ci est expose´ pendant de longues pe´riodes au bom-
bardement de particules charge´es provenant du soleil (e.g. e´lectrons). Lorsque ces particules
sont assez e´nerge´tiques, elles peuvent pe´ne´trer et s’accumuler dans les couches die´lectriques
du satellite. Apre`s quelques anne´es, la quantite´ de charge devient parfois suffisante pour cau-
ser des champs e´lectrostatiques menant a` des de´charges de surface. Lorsqu’une de´charge se
produit au voisinage d’une antenne, et en particulier sur une couche de l’e´cran solaire se
trouvant dans l’ouverture meˆme d’une antenne, une impulsion e´lectromagne´tique est rayon-
ne´e. Une partie de cette e´nergie, lorsque capte´e par une antenne de re´ception, se retrouve
dans les circuits e´lectroniques des re´cepteurs, lesquels sont conc¸us pour recevoir des signaux
extreˆmement faibles. Il s’en suit alors une destruction subite de ces composants, et la perte
de fonction du satellite. Afin de pre´venir de tels de´sastres, les e´crans solaires couvrant les
antennes sont conc¸us pour eˆtre tre`s le´ge`rement conducteurs, de manie`re a` pouvoir drainer les
charges e´lectrostatiques et ainsi e´viter leur accumulation, tout en demeurant suffisamment
transparents aux signaux radiofre´quences. Il est primordial que les e´ventuelles surfaces S1
et S2 se comportent comme des e´crans solaires, i.e. qu’ils pre´viennent l’accumulation dans
des couches isolantes de charge statiques. On peut atteindre se but par la conception d’une
surface avec une importante couverture me´tallique. Les e´le´ments me´talliques de cette sur-
face sont inter-connecte´s. Bien suˆr, les e´le´ments me´talliques ajoute´s ne doivent pas bloquer
induˆment les ondes e´mises et rec¸ues par l’antenne. C’est en partie a` ce niveau que se situe la
contribution de cette the`se.
1.4 Re´flecteurs re´seaux
Au lieu d’utiliser des SSF, tel que de´crit dans la section pre´ce´dente, une autre possibilite´
consiste a` couvrir la zone S2 par un re´seau re´flecteur (RR) et a` laisser la zone S1 sans cou-
verture. Ainsi, les deux bandes de fre´quences seront re´fle´chies par cette partie de la parabole,
7comme illustre´ par la Figure 1.5. L’objectif de ce RR est de re´fle´chir le signal a` 30 GHz
dans une direction diffe´rente de la direction de la re´flexion spe´culaire et de re´fle´chir le signal
a` 20 GHz dans la direction spe´culaire. Ainsi, la zone du re´flecteur couverte par le RR est
de´focalise´e a` 30 GHz mais demeure focalise´e a` 20 GHz. Un RR a la meˆme fonction que le
re´flecteur parabolique, mais il est constitue´ d’un re´seau d’e´le´ments ge´ne´ralement imprime´s
sur une surface micro-ruban. Les phases des e´le´ments de ce re´seau sont module´es pour que le
RR re´fle´chisse le signal dans la direction de´sire´e. Il est tre`s important que le RR ne perturbe
pas la phase des rayons re´fle´chis a` 20 GHz, i.e. qu’il conserve les meˆmes caracte´ristiques de
re´flexion que la surface originale du re´flecteur a` cette fre´quence.
Figure 1.5 Couvrir la zone S2 par un re´seau re´flecteur
Dans la section 3.3, nous pre´senterons la conception d’un RR bi-bandes multi-couches.
Lorsqu’un RR est conc¸u pour diriger l’onde re´fle´chie dans une direction autre que la direction
spe´culaire, il est tre`s fre´quent qu’une partie du signal est toujours envoye´e dans la direction
spe´culaire meˆme si le RR est conc¸u pour re´fle´chir dans une direction non-spe´culaire. Le
RR de´crit a` la section 3.3 illustrera l’apparition de cette re´flexion spe´culaire inde´sirable.
La compre´hension de ce phe´nome`ne demeure incomple`te et insuffisante. Ainsi, nous allons
proposer, au chapitre 5 de cette the`se, une e´tude qui nous permettra de mieux comprendre
la cause de ce phe´nome`ne.
1.5 Structure de la the`se
Le chapitre suivant (chapitre 2) est subdivise´ en deux sections. Une section est consacre´e
aux bases the´oriques des surfaces se´lectives en fre´quences et l’autre section aux re´seaux re´-
flecteurs. Les quatre sections du chapitre 3 traiterons les de´marches du travail de recherche.
8Deux sections pour les e´tudes lie´es aux SSF et les deux autres aux e´tudes relatif aux RR.
Dans la section 3.1, nous pre´sentons les de´marches de la conception d’une SSF bi-bandes.
La section 3.2 donne une bre`ve description des OSGR dans une SSF de taille finie. Puis une
description des e´tapes de la conception d’un RR bi-bandes multicouches sont traite´es dans
la section 3.3. Finalement, la section 3.4 pre´sente une e´tude de la re´flexion dans la direction
spe´culaire d’un RR conc¸u pour re´fle´chir dans une direction non-spe´culaire. Le chapitre 4 est
constitue´ du premier article dans cette the`se. Il est consacre´ a` une me´thode nume´rique pour
analyser les SSF de grandes tailles finies. D’autre part, le chapitre 5 est constitue´ du deuxie`me
article, consacre´ a` une e´tude approfondie de la re´flexion dans la direction spe´culaire d’un RR
conc¸u pour re´fle´chir dans une direction non-spe´culaire. Une discussion ge´ne´rale de l’ensemble
du travail dans cette the`se est pre´sente´e dans le chapitre 6. Finalement, une conclusion est
donne´e au chapitre 7.
9CHAPITRE 2
BASES THE´ORIQUES
2.1 Les surfaces se´lectives en fre´quences
Le principe des surfaces pe´riodiques dans le domaine des antennes est connu depuis long-
temps et la re´fe´rence la plus ancienne semble eˆtre un brevet de Marconi et Franklin (1919). Il
a fallu attendre en 1960 pour que des e´tudes s’intensifient, en particulier pour repondre aux
besoins des applications militaires, Munk (2000).
Les surfaces se´lectives en fre´quences (SSF) sont des structures pre´sentant une pe´riodicite´
selon une ou deux dimensions qui ope`rent comme un filtre fre´quentiel pour les ondes planes.
Dans une SSF, les cellules re´pe´te´es pe´riodiquement sont identiques. En fonction du type
d’e´le´ment utilise´, de ses dimensions ge´ome´triques, de la taille de la cellule e´le´mentaire et
du substrat, la SSF se comporte soit comme un filtre passe-bande, passe-haut, passe-bas ou
coupe-bande.
Ces filtres ont la caracte´ristique de donner des re´ponses en coefficients de re´flexion et de
transmission de´pendant de l’angle d’incidence et de la polarisation, Munk (2000); Pelton et
Munk (1979); Tsao et Mittra (1984); Mittra et al. (1984); Barkeshli et al. (1995); Liu et al.
(2006). Lors de la conception d’une SSF, le choix de la cellule est l’e´tape la plus importante.
Lorsqu’on choisit un type d’e´le´ment, on pourrait avoir tendance a` pre´fe´rer l’e´le´ment dont la
re´ponse en fre´quence varie aussi peu que possible avec l’angle d’incidence. Toutefois, en ge´ne´-
ral, pour des raisons me´caniques, les SSF doivent eˆtre imprime´es sur un substrat die´lectrique.
Ce dernier a un effet important sur la variation de la bande passante en fonction de l’angle
d’incidence, Munk (2000).
Les SSF sont souvent utilise´es comme surface dichro¨ıque dans des applications spatiales en
raison de leur capacite´ de permettre a` des signaux dans des bandes de fre´quences diffe´rentes
d’utiliser un seul re´flecteur parabolique. En fait, dans M. L. Zimmerman et Fujikawa (1992),
les auteurs illustrent bien qu’avec l’utilisation des SSF, qui re´fle´chissent a` certaines fre´quences
et transmettent a` d’autres, il est possible d’avoir plusieurs fre´quences de communication avec
la Terre en utilisant un seul re´flecteur parabolique. Cependant, comme nous l’avons explique´
au chapitre 1, ces signaux de diffe´rentes fre´quences ne permettent pas de couvrir la meˆme
zone sur la Terre en utilisant une seule parabole.
En ge´ne´ral, lors de la conception d’une SSF, trois points doivent eˆtre pris en compte avec
soin pour s’assurer d’atteindre des objectifs fixe´s : la bande passante ; l’apparition des lobes
10
discordants et la stabilite´ de la fre´quence de re´sonance avec l’angle d’incidence.
2.1.1 Types d’e´le´ments
La forme et la taille de l’e´le´ment a` utiliser pour la conception d’une SSF influenceront la
bande passante, le niveau de la contre polarisation et la stabilite´ de la fre´quence de re´sonance
en fonction de l’angle d’incidence. Une analyse assez de´taille´e de plusieurs types e´le´ments
est pre´sente´e dans Munk (2000). En re´spectant la meˆme classification que dans la Figure 2.1
(tire´e de Munk (2000)), nous citons quelques re´fe´rences a` des travaux qui ont porte´ sur
certains e´le´ments, parmi les plus connus.
1. E´le´ments connecte´s au centre ; Quelques-uns de ces e´le´ments sont :
– Croix de dipoˆles, Pelton et Munk (1979); Agrawal et Imbriate (1979) ;
– Croix de Jerusalem, Tsao et Mittra (1984) ;
– Tripoˆles, Pelton et Munk (1974) ;
2. E´le´ments en boucles :
– En croix ou triangulaires, Munk (1974) ;
– Anneaux, Huang et al. (1994) ;
– Boucles carre´es, Langley et Parker (1983); Lee et Langley (1970) ;
3. E´le´ments solide (ou de type ”patch”) :
– Patchs circulaires,Chen (1973) ;
– Patchs rectangulaires, Chen (1985) ;
4. E´le´ments combine´s, exemple l’e´le´ment a` droite dans groupe 4, de la Figure 2.1, Pelton
(1978).
La taille des e´le´ments et la fac¸on dont ils sont dispose´s dans le re´seau jouent un roˆle im-
portant pour la stabilite´ du SSF avec l’angle d’incidence. En effet, pour ame´liorer la stabilite´
de la SSF, il faut que la taille de la cellule soit infe´rieure a` la moitie´ de la longueur d’onde
a` la fre´quence de fonctionnement. Dans cette optique, les e´le´ments du groupe 2 constituent
un choix inte´ressant, du fait que la taille de ces e´le´ments est ge´ne´ralement infe´rieure a` la
moitie´ de la longueur d’onde. Wu (1995) a compare´ sept e´le´ments et il a conclu que l’e´le´ment
boucle carre´e est le plus stable lorsque l’angle d’incidence varie, pre´sente un niveau de contre
polarisation le plus bas et a une bande passante plus large.
2.1.2 Bande passante
La bande passante de l’e´le´ment est un bon point de de´part lors de la conception d’une
SSF a` large bande. Pour augmenter la bande passante de la SSF, il est important d’essayer
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Figure 2.1 Les quatre groupes de types d’e´le´ments d’une SSF, d’apre`s Munk (2000).
d’arranger les e´le´ments plus proches les uns des autres, Schneider et Munk (1994). Nous
pouvons atteindre cet objectif en choisissant des e´le´ments qui permettent de minimiser la
taille de la cellule.
La bande passante d’une SSF coupe-bande ou passe-bande peut aussi eˆtre e´largie en
mettant deux SSF en paralle`le (une SSF en face de l’autre), Munk (1978). En choisissant la
distance entre les deux surfaces soigneusement, cette technique permet d’aplatir et d’e´largir
la courbe du coefficient de re´flexion (ou du transmission) dans la bande de fre´quences de
fonctionnement. En plus, dans ce cas, le coefficient de re´flexion (ou de transmission) tombe
brusquement aux limites de bande.
2.1.3 Substrat die´lectrique
Dans le cas de la technologie micro-ruban, le substrat die´lectrique est utilise´ comme sup-
port me´canique des motifs me´talliques imprime´s. En plus, le substrat joue un roˆle important
pour stabiliser la fre´quence de re´sonance en fonction de l’angle d’incidence. Lee (1971), Munk
(1978) et Callaghan et al. (1991) ont montre´ que la stabilite´ de la fre´quence de re´sonance
s’ame´liore quand on met la SSF en sandwich entre deux substrats die´lectriques.
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En plus, la fre´quence de re´sonance diminue rapidement quand l’e´paisseur du substrat
die´lectrique augmente, Callaghan et al. (1991); Wu (1995). Si le substrat est d’un seul coˆte´
de la SSF, la fre´quence de re´sonance est quelque part entre f0 et f0/
√
(r + 1)/2, ou` f0 est
la fre´quence de re´sonance du re´seau sans die´lectrique. Alors que, si on utilise deux substrats
identiques un de chaque coˆte´ de la SSF, la fre´quence de re´sonance se situe entre f0 et f0/
√
r
de´pendant de l’e´paisseur du substrat.
2.1.4 Lobes discordants
Si on suppose que la SSF est dans le plan xy et que la direction de propagation de l’onde
incidente est
sˆ = xˆsx + yˆsy + zˆsz (2.1)
ou` sx = − sin(θ) cos(φ), sy = − sin(θ) sin(φ) et sz = − cos(θ), alors la direction de propaga-
tion de l’onde disperse´e par la SSF est
rˆ± = xˆrx + yˆry ± zˆrz (2.2)
ou` rx = sx + n
λ
Dx
, ry = sy +m
λ
Dy
, r2z = 1− r2x − r2y et, Dx et Dy repre´sentent les pe´riodes du
re´seau selon les directions x et y, respectivement.
Donc, nous pouvons en de´duire que :
– si r2x + r
2
y ≤ 1 (rz est re´el),
rz =
√
1− r2x − r2y (2.3)
– si r2x + r
2
y ≥ 1 (rz est imaginaire),
rz = ±j
√
r2x + r
2
y − 1 (2.4)
Quand les entiers n et m sont nuls, nous avons que rz = sz et les ondes disperse´es par
la SSF sont suivant la direction de re´flexion spe´culaire (rˆ− = xˆsx + yˆsy − zˆsz) ; et suivant la
direction de l’onde incidente (rˆ+ = sˆ = xˆsx + yˆsy + zˆsz).
Si rz est imaginaire quelque soit n et m non nuls, alors tous les modes correspondent a`
des ondes e´vanescentes. Dans ce cas, aucun lobe discordant ne se propagera. Par compte, si
rz est re´el lorsque m, n ou les deux sont non nuls, alors le mode correspondant se propage et
nous assistons a` l’apparition des lobes discordants.
Prenons le cas simple ou` φ = 0o, c’est-a`-dire lorsque le vecteur d’onde de l’onde incidente
est paralle`le au plan xz. Les directions de propagation des ondes disperse´es sont donne´es
par rx = − sin(θ) + n λDx et r2z = 1 − (− sin(θ) + n λDx )2. Pour e´viter l’apparition des lobes
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discordants, il suffit de s’assurer que r2z est ne´gatif quel que soit l’entier non nul n pour tous
les angle θ entre 0o et 90o. Il suffit donc d’avoir
Dx
λ
<
1
1 + sin(θ)
(2.5)
2.2 The´orie des re´seaux re´flecteurs
Dans le Chapitre 1, nous avons illustre´ qu’une des possibilite´s pour combiner les deux
antennes paraboliques Tx et Rx en une seule consiste a` laisser la zone S1 sans couverture et de
couvrir la zone S2 par un re´seau re´flecteur (RR), comme dans la Fig.1.5. Les caracte´ristiques
du RR sont diffe´rentes dans les deux bandes de fre´quence : le signal dans la bande de 30 GHz
doit eˆtre redirige´ loin de la direction spe´culaire et celui dans la bande de 20 GHz, doit eˆtre
re´fle´chi dans la direction spe´culaire.
Un RR est constitue´ d’e´le´ments rayonnants dont la phase de chaque e´le´ment est pre´-
ajuste´e pour former un faisceau e´troit dans une direction de´sire´e. Depuis les premie`res pu-
blications sur les RR telles que Duniam et al. (1961) et Berry et al. (1963), des e´tudes se
sont succe´de´es afin d’ame´liorer le rendement de ces derniers. De nombreux chercheurs ont
propose´ des RR dans une technologie microruban en tant que futures antennes a` gain e´leve´,
Huang (1991); Pozar et Metzler (1993); Huang et Pogorzelski (1998); Encinar (2001). Ces RR
pre´sentent l’avantage d’eˆtre plus simples a` fabriquer, moins dispendieux, et ils ont une faible
masse par rapport a` une antenne parabolique, Huang et Encinar (2008). Le de´savantage de
ces RR est principalement leur bande passante relativement faible en comparaison avec une
antenne parabolique. En plus, les e´le´ments d’un RR engendrent des pertes qui ne sont pas
pre´sentes dans une antenne parabolique, et ge´ne`rent de la contre-polarisation, en particulier
pour les e´le´ments situe´s loins des plans principaux (e.g. plan E et plan H) du syste`me.
Nous pouvons distinguer trois me´thodes pour varier la phase des e´le´ments d’un RR.
– La premie`re me´thode consiste a` utiliser des e´le´ments patchs imprime´s identiques et
chaque e´le´ment est muni d’une ligne de de´phasage, Figure 2.2a. La longueur de cette
ligne permet d’ajuster la phase de l’e´le´ment, Huang (1991) ;
– La deuxie`me me´thode consiste a` utiliser des e´le´ments patchs imprime´s de tailles va-
riables, Figure 2.2b. L’ajustement de la phase de chaque e´le´ment se fait en fonction de
la taille de ce dernier, Pozar et Metzler (1993) ;
– La troisie`me me´thode est de´die´e uniquement a` la polarisation circulaire. On utilise des
e´le´ments de meˆme taille et de meˆme forme. Comme illustre´ dans la Figure 2.2c, la phase
de chaque e´le´ment est ajuste´e en fonction de l’angle de rotation de ce dernier, Huang
et Pogorzelski (1998).
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Dans ce qui suit, nous allons conside´rer la deuxie`me me´thode, utilisant des e´le´ments a`
tailles variables.
(a) E´le´ments avec ligne de de´pha-
sage de longueur variable
(b) E´le´ments de taille variable
(c) E´le´ments identiques avec angle
de rotation variable
Figure 2.2 Diffe´rentes me´thodes pour ajuster la phase des e´le´ments d’un RR.
2.2.1 Conception d’un RR
Lors de la conception d’un RR, on commence par choisir le type d’e´le´ments a` utiliser.
Ensuite, on calcule la phase de cet e´le´ment en fonction de sa taille. Normalement, pour calculer
la phase d’un e´le´ment, il faut tenir compte de son couplage mutuel avec tous les e´le´ments
de son voisinage. Puisque les e´le´ments d’un RR n’ont pas la meˆme taille, tenir compte de
ce couplage mutuel ne´cessiterait de tre`s longs calculs. Ainsi pour estimer la variation de la
phase en fonction de la taille de l’e´le´ment, on suppose que l’e´le´ment est entoure´ d’e´le´ments
de meˆme taille en formant un re´seau infini et que le re´seau est illumine´ par une onde plane.
Cette approximation nous permet de re´duire le proble`me a` l’analyse d’une seule cellule en
utilisant les modes de Floquet. La courbe de la variation de la phase de l’e´le´ment en fonction
de taille s’appelle en ge´ne´ral la courbe caracte´ristique S, ou ”S curve” en anglais.
La deuxie`me e´tape de la conception d’un RR consiste a` calculer le de´phasage ne´cessaire
cause´ par chaque e´le´ment pour re´fle´chir l’onde incidente, ge´ne´ralement sphe´rique, dans la
direction de´sire´e, en fonction de la position de cet e´le´ment dans le re´seau. Ce de´phasage
de´pend aussi de la position de la source primaire d’ondes sphe´riques par rapport au RR,
Fig.2.3. La plupart du temps la source primaire est mise en oeuvre par une simple antenne
cornet, laquelle posse´dant un centre de phase ge´ne´ralement fixe dans la bande d’ope´ration
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du RR. Supposons que θb et φb sont les angles qui de´terminent la direction suivant laquelle
nous de´sirons envoyer le signal re´fle´chi, et que dn est la distance qui se´pare le centre de phase
du cornet et l’e´le´ment n. Alors, le de´phasage de chaque e´le´ment n est donne´ par :
∆Φn = k0dn − k0xn sin(θb) cos(φb)− k0yn sin(θb) sin(φb) (2.6)
ou` k0 est la constante de propagation dans le vide, xn et yn sont les coordonne´es de la position
de l’e´le´ment n dans le re´seau.
Une fois ce de´phasage ∆Φn calcule´, la taille de l’e´le´ment n est de´termine´e en utilisant la
courbe caracte´ristique S.
Figure 2.3 Repre´sentation ge´ome´trique d’un RR
2.2.2 La bande passante
Les RR sont connus pour leur bande passante limite´e en comparaison aux re´flecteurs
paraboliques. Cet inconve´nient est attribue´ a` deux facteurs. D’une part, la surface plane
des RR introduis des retards de phases dus au fait que le de´phasage associe´ aux trajets des
signaux re´fle´chis ne sont pas constants, Pozar (2003); Huang (1995). Une des solutions pour
contrer ce proble`me est d’utiliser des RR multi-facettes. Ces RR sont construits de sorte a`
avoir une forme plus proche a` la parabole, Roederer (2002). E´videmment cette approche va a`
l’encontre de l’objectif de re´duction de volume du RR et elle est a` e´viter autant que possible.
Le deuxie`me facteur limitant la bande passante du RR est la bande passante de l’e´le´ment
lui-meˆme. En ge´ne´ral, on utilise des patchs imprime´s sur un substrat die´lectrique. Cette
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limitation de la bande passante des patchs imprime´s se traduit par une courbe caracte´ristique
(courbe S) fortement non-line´aire en fonction de la taille de l’e´le´ment. Cette courbe pre´sente,
une petite re´gion line´aire dont la variation de la phase est assez rapide, et deux re´gions aux
extre´mite´s de la courbe dont la variation de la phase est assez lente. La zone a` variation rapide
fait en sorte que les performances du RR seront tre`s sensibles aux erreurs de fabrication et aux
petites variations de fre´quence. Ge´ne´ralement les cellules de RR qui ont un tel comportement
peuvent difficilement atteindre la plage de de´phasage requise de 360 degre´s.
Plusieurs efforts ont e´te´ faits pour surmonter cette difficulte´. Une des propositions est
d’utiliser des substrats e´pais pour ame´liorer la bande-passante, Pozar et al. (1997). Encinar
(2001) propose l’utilisation des RR a` deux couches pour obtenir une bande passante de
16.7 % pour une variation de gain tole´re´e de 1.5 dB. Dans Encinar et Zornoza (2003), on
propose un RR a` trois-couches dont la stabilite´ du gain en fonction de la fre´quence est
optimise´e. Une bande passante de 10 % est obtenue pour une variation de gain tole´re´e de
5 dB. D’autres travaux ont permis d’ame´liorer la bande passante des RR en utilisant une
seule couche de me´tallisation. Chaharmir et al. (2006b) obtiennent une bande passante de 9
%, pour une variation de gain tole´re´e de 1 dB, en utilisant des e´le´ments avec deux boucles
carre´es concentriques. Krachodnok et Wongsan (2007) proposent des e´le´ments patchs carre´s
avec des ouvertures en croix au milieu pour obtenir une bande passante de 10 % pour une
variation de gain tole´re´e de 1.5 dB. Chaharmir et al. (2006a) obtiennent la meˆme bande
passante, pour une variation de gain tole´re´e de 1 dB, avec deux cardes en forme de croix.
Chaharmir et al. (2010a) utilisent des cadres ouverts en croix et carre´s pour atteindre 12 %
de la bande passante pour une variation de gain tole´re´e de 1 dB. Bui et al. (2012) proposent
l’utilisation de deux cadres carre´s en variant deux parame`tres ge´ome´triques pour obtenir la
courbe caracte´ristique de l’e´le´ment (courbe S). Les deux parame`tres ge´ome´triques utilise´s
sont la taille du cadre exte´rieur et le rapport entre la taille du cadre inte´rieur sur celle du
cadre exte´rieur. Avec cette technique, ils ont obtenu une bande passante de 17 % pour une
variation de gain tole´re´e de 1 dB. Moustafa et al. (2011); Adel et Hammad (2012) proposent
l’utilisation des cellules appele´es ”Phoenix”. Ces cellules sont faites d’une ouverture carre´e
a` l’inte´rieur de laquelle on introduit un cadre me´tallique carre´. La courbe caracte´ristique
de cet e´le´ment est obtenue en variant la taille de ce cadre carre´ me´tallique a` l’inte´rieur de
l’ouverture. La bande passante pour laquelle les cellules ont une dispersion de 30o GHz est
estime´e a` 18 %. Chaharmir et Shaker (2008) proposent un e´le´ment constitue´ d’un cadre en
croix a` l’inte´rieur duquel on inse`re deux cadres rectangles (l’un a` l’inte´rieur de l’autre), voir
la Figure 2.4. Cette structure donne une bande passante de 24 % pour une variation de gain
tole´re´e de 1 dB. Dernie`rement, Tienda et al. (2013) ont fait la conception de deux RR : un
RR de deux couches utilise´ comme sous-re´flecteur et l’autre est le RR principal d’une couche.
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Cette structure a permis d’atteindre 20 % de la bande passante pour une variation de gain
tole´re´e de 2.5 dB.
Figure 2.4 Un cadre en croix a` l’inte´rieur duquel on inse`re deux cadres rectangles, l’e´le´ment
propose´ dans Chaharmir et Shaker (2008)
2.2.3 RR multi-bandes
Comme indique´ dans la section pre´ce´dente, les RR sont connus pour leur faible bande
passante par rapport aux antennes paraboliques. Malgre´ que des recherches re´centes, Cha-
harmir et Shaker (2008) et Tienda et al. (2013) ont montre´ qu’on peut de´passer 20 % de
bande passante, des difficulte´s supple´mentaires se pre´sentent quand on veut faire ope´rer un
RR a` deux bandes de fre´quences (ou plus) assez loin l’une de l’autre. Par exemple, Shaker
et al. (2000) proposent une structure ’Cassegrain’ pour un RR plane qui fonctionne pour
deux bandes de fre´quences, 20 GHz et 30 GHz ; la bande de 20 GHz pour la re´ception et celle
de 30 GHz pour la transmission. La difficulte´ quand on utilise une seule surface pour deux
bandes de fre´quences est de pouvoir ame´nager l’espace pour deux groupes d’e´le´ments ; un
groupe fonctionne a` 20 GHz et l’autre a` 30 GHz. Les auteurs de ce travail ont e´te´ contraints
d’utiliser des dipoˆles minces pour la bande de 30 GHz. Ainsi, ils ont obtenu une grande perte
en gain dans cette bande de fre´quences par rapport a` la bande de 20 GHz. Une solution a`
cet inconve´nient serait d’utiliser plusieurs couches de RR, dont chaque couche est re´serve´e a`
une bande de fre´quences. Les auteurs de Wu et al. (1995) pre´sentent un RR bi-bandes avec
deux couches. Puisque les e´le´ments fonctionnant a` basse fre´quence ont ge´ne´ralement une plus
18
grande taille, ces derniers sont place´e dans la couche infe´rieure. Ils ne feront donc pas obs-
truction aux signaux des bandes de fre´quences les plus hautes. Ainsi, le RR de la bande de
fre´quences la plus haute est dans la couche la plus en haut. On peut inverser la position des
deux RR, si on s’assure que la couche supe´rieure pre´sente une faible couverture en me´tal.
En effet, Zawadzki et Huang (2003) pre´sente un RR avec deux couches ; les e´le´ments de la
couche supe´rieure sont des croix pour la basse fre´quence et ceux de la couche infe´rieures sont
des e´le´ments patchs carre´s pour la haute fre´quence. La Figure 2.5 pre´sente´e dans Huang et
Encinar (2008) donne un aperc¸u de ce RR. Dans ces mode`les une difficulte´ pourra se pre´sen-
ter si les deux bandes de fre´quences ne sont pas assez loin l’une de l’autre. Dans ce cas, il
serait donc possible que les e´le´ments de plus petite taille de la couche infe´rieure soient excite´s
a` des fre´quences incluses dans la bande passante la plus haute. D’une part, pour reme´dier a`
ce proble`me, on peut faire la conception du RR de la couche supe´rieure de notre antenne en
s’assurant que le RR infe´rieur se comporte comme re´flecteur pour ce dernier. D’autre part,
Chaharmir et al. (2010b) proposent comme solution l’utilisation d’une SSF comme re´flecteur
de la couche supe´rieure. Cette SSF est conc¸ue de sorte qu’elle soit transparente dans la bande
de fre´quences basse et opaque dans la bande de fre´quences haute.
Figure 2.5 Le RR de basse fre´quence en haut du RR de la haute fre´quence pre´sente´ dans
Huang et Encinar (2008)
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2.2.4 Estimation du diagramme de rayonnement
Apre`s avoir de´termine´ la courbe caracte´ristique S de l’e´le´ment a` utiliser pour la conception
du RR et calcule´ le de´phasage de chaque e´le´ment en utilisant l’e´quation 2.6, il est possible
d’estimer le diagramme de rayonnement du re´seau en utilisant la transforme´e de Fourier du
champ e´lectrique re´fle´chi par la surface du RR.
Le champ incident produit par l’antenne cornet a` la surface de chaque e´le´ment est calcule´
par l’une des expressions suivantes, dans le syste`me de coordonne´ du cornet, Lo et Lee (1993);
Huang et Encinar (2008) :
– si la polarisation est suivant l’axe Ox,
~EC(θ, φ) =
jke−jkr
2pir
[θˆCE(θ) cos(φ)− φˆCH(θ) sin(φ)] (2.7)
– si la polarisation est suivant l’axe Oy,
~EC(θ, φ) =
jke−jkr
2pir
[θˆCE(θ) sin(φ) + φˆCH(θ) cos(φ)] (2.8)
CE et CH sont des approximations du diagramme de rayonnement normalise´ du faisceau
principal de l’antenne cornet dans les plans E et H, respectivement :
CE(θ) = cos
qE(θ) (2.9)
CH(θ) = cos
qH (θ) (2.10)
Apre`s avoir transforme´ l’e´quation 2.7 ou 2.8 (de´pendant de la polarisation), dans le syste`me
de coordonne´es carte´siennes du cornet, il faut e´crire cette e´quation dans le syste`me de coor-
donne´es carte´siennes du RR. Une telle transformation est bien de´crite dans Rahmat-Samii
(1979). Nous obtenons alors les composantes tangentielles, ERx (x, y) et E
R
y (x, y), du champ
e´lectrique a` la surface de chaque e´le´ment du RR. Le champ re´fle´chi par le RR dans une zone
lointaine est approxime´ par les deux composantes suivantes, Stutzman et Thiele (1998) :
Eθ =
jke−jkr
2pir
(Px cos(φ) + Py sin(φ)) (2.11)
Eφ =
jke−jkr
2pir
cos(θ)(Py cos(φ)− Px sin(φ)) (2.12)
ou` Px et Py sont des transforme´es de Fourier des composantes E
R
x (x, y) et E
R
y (x, y), respec-
tivement :
Px(u, v) =
∫∫
RR
ERx (x, y)e
jko(ux+vy)dxdy (2.13)
20
Py(u, v) =
∫∫
RR
ERy (x, y)e
jko(ux+vy)dxdy (2.14)
u = sin(θ) cos(φ) et v = sin(θ) sin(φ).
Apre`s quelques manipulations, les formes inte´grales 2.13 et 2.14 peuvent eˆtre exprime´es
sous la forme suivante, Huang et Encinar (2008) :
Px/y(u, v) = KDxDysinc(
kouDx
2
)sinc(
kovDy
2
)Kx/y (2.15)
K = e−j
ko
2
[u(Nx−1)+v(Ny−1)] (2.16)
Kx/y =
Nx−1∑
m=0
Ny−1∑
n=0
Ax/y(m,n)e
jΦx/yejko[umDx+vnDy ] (2.17)
ou`
– Nx et Ny sont les nombres d’e´le´ments suivant les axes Ox et Oy, respectivement ;
– Dx et Dy sont les distances entre deux e´le´ments voisins suivant les axes Ox et Oy,
respectivement ;
– Ax/y(m,n) et Φx/y(m,n) sont l’amplitude et la phase du champ e´lectrique a` la surface
de l’e´le´ment (m,n). On conside`re que le champ re´fle´chi est uniforme sur toute la surface
de chaque e´le´ment, ce qui explique la pre´sence des facteurs d’e´le´ments de forme sinus
cardinal dans l’e´quation 2.15.
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CHAPITRE 3
CONTROˆLE DU FAISCEAU D’ANTENNES A` RE´FLECTEURS
PARABOLIQUES A` L’AIDE DE SURFACES IMPRIME´ES
L’objectif de notre travail est d’e´tudier la possibilite´ d’utiliser un seul re´flecteur parabo-
lique pour la re´ception et la transmission sur une meˆme zone de couverture a` des fre´quences
diffe´rentes. Nous proposons d’utiliser une antenne parabolique de taille suffisante pour pro-
duire le faisceau de largeur de´sire´e a` la plus basse des deux fre´quences, et de se´parer sa surface
en deux zones S1 et S2, comme illustre´ dans la Figure 1.2.
Nous allons commencer par e´tudier la possibilite´ de couvrir les surfaces S1 et S2 par des
SSF. Dans la section 3.1, nous proposons la conception d’une SSF bi-bandes pour couvrir la
zone S1, en s’assurant que les motifs me´talliques de cette SSF soient interconnecte´s. L’inter-
connexion du me´tal permettra a` cette surface de mieux drainer les charges e´lectriques et ainsi
re´duire le risque de de´charges e´lectrostatiques. Dans cette section nous allons analyser les SSF
en supposant qu’ils forment des re´seaux infinis. Ainsi, cette e´tude est simplifie´e a` une cellule
en utilisant le the´ore`me de Floquet. Les re´sultats de simulation montrent l’apparition des
fluctuations brusques dans le coefficient de transmission de la SSF duˆ aux ondes de surfaces.
Ces ondes de surfaces sont excite´es par des modes d’ordres supe´rieurs. Nous re´alisons alors
l’importance de pouvoir tenir compte dans ce type d’analyse de toutes ces ondes de surfaces
qui peuvent eˆtre excite´s dans une SSF. Un autre type d’onde de surface guide´ par le re´seau
(OSGR) se manifeste uniquement dans des re´seaux finis. En fait, ces ondes sont excite´es par
les diffractions aux extre´mite´s de la SSF. Elles n’apparaissent donc jamais lorsque le re´seau
est suppose´ infini. Une bre`ve description de ces OSGR est donne´e a` la section 3.2. Dans le
but de pouvoir tenir compte de ces ondes de surfaces, nous pre´sentons une contribution aux
me´thodes nume´riques pour la mode´lisation d’une SSF finie. Cette contribution constitue le
chapitre 4.
D’autre part, une autre possibilite´ pour atteindre notre objectif est de laisser S1 sans
couverture et de couvrir S2 par un RR bi-bandes. Ce re´seau a comme roˆle d’une part de
se comporter comme un re´flecteur parabolique pour la bande de fre´quences basses (e.g. la
bande de transmission sur un satellite) et, d’autre part, de re´fle´chir le signal vers une direction
autre que la direction de re´flexion spe´culaire pour la bande de fre´quences e´leve´es. Dans la
section 3.3, nous pre´sentons les e´tapes de la conception d’un RR bi-bandes multi-couches.
Les mesures de ce RR montrent que, meˆme si le RR est conc¸u pour diriger le signal dans
une direction non-spe´culaire, une partie de ce signal est toujours re´fle´chie dans la direction
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spe´culaire. C’est un phe´nome`ne connu mais qui n’a pas e´te´ assez e´tudie´ pour comprendre
ses origines. Dans la section 3.4, nous aborderons une approche analytique pour essayer
de comprendre le comportement de ce phe´nome`ne. Le chapitre 5 pre´sente une e´tude plus
approfondie de cette re´flexion dans la direction spe´culaire pour un RR conc¸u pour envoyer le
signal dans une direction non-spe´culaire.
3.1 Conception d’une surface se´lective en fre´quences bi-bandes
Une surface se´lective en fre´quences (SSF) est un re´seau compose´ de cellules identiques de
manie`re a` former un filtre spatial en fre´quence. Ce filtre a la caracte´ristique de donner des
re´ponses en coefficients de re´flexion et de transmission de´pendant de l’angle d’incidence et la
polarisation, Pelton et Munk (1979); Tsao et Mittra (1984); Mittra et al. (1984); Barkeshli
et al. (1995); Munk (2000) et Liu et al. (2006). Il a e´te´ explique´ au chapitre 1 que, lors de la
conception d’une SSF, le choix de la cellule peut eˆtre l’e´tape la plus importante.
Au chapitre 1, il est mentionne´ que, pour remplacer l’e´cran solaire dans la zone S1,
l’ouverture de cette zone peut eˆtre couverte par la surface se´lective en fre´quences SSF1 et
tout le me´tal dans cette surface est interconnecte´. Cette surface jouera le roˆle d’un filtre
spatial passe-bibande pour les deux bandes de fre´quences 20 GHz et 30 GHz, comme indique´
dans la Figure 1.4b. Dans cette section, nous allons e´tudier la conception de ce type de SSF
en s’assurant que les caracte´ristiques suivantes sont satisfaites :
– Maximiser le remplissage en me´tal pour re´duire les risques de de´charge e´lectrostatique ;
– S’assurer que toutes les parties me´talliques dans la SSF sont interconnecte´es afin de
pouvoir drainer les charges e´lectrostatiques a` mesure qu’elles arrivent sur la SSF.
Pour re´aliser un filtre passe-bande, nous pouvons utiliser une surface me´tallique perfo-
re´e par des ouvertures carre´es ou circulaires, Chen (1973). Cependant, la taille de ce type
d’e´le´ments repre´sente une fraction importante de la longueur d’onde. Par conse´quent, ces
SSF sont plus sensibles aux variations de angle d’incidence. Chen (1973) a observe´ que Plus
l’angle d’incidence augmente, plus la fre´quence de re´sonance et la bande passante diminuent
par rapport a` celles obtenues a` l’incidence normale. Dans Wu (1995) et Munk (2000), les
auteurs montrent que l’utilisation d’une ouverture cadre carre´e au lieu d’une ouverture car-
re´e permet de reme´dier a` ce proble`me. Ainsi, pour la conception d’une SSF bi-bandes, nous
avons choisi comme point de de´part la cellule avec deux ouvertures cadres carre´es utilise´e
dans Wu (1994). Cette cellule est pre´sente´e dans la Figure 3.1a. Pour assurer la connexion
du me´tal sur la surface de la structure pe´riodique, nous proposons une modification de la
cellule comme indique´e dans la Figure 3.1b. Le choix des dimensions des ouverture de cette
structure est fait en se basant sur une optimisation parame´trique. Une structure semblable a`
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celle-ci est e´tudie´e dans Martynyuk et Lopez (2001), mais des motifs circulaires a` simple ou-
verture sont utilise´s au lieu des cadres carre´s. Dans la Figure 3.1, le cadre exte´rieur constitue
un filtre passe-bande de la plus basse bande de fre´quences et le cadre inte´rieur est un filtre
passe-bande pour la bande de fre´quences la plus e´leve´e.
(a) (b)
Figure 3.1 La cellule d’un filtre bi-bandes (a) sans interconnexion du me´tal et (b) avec in-
terconnexion du me´tal. Les traits hachure´s en pe´riphe´rie indiquent les frontie`res de la cel-
lule e´le´mentaire dans le re´seau pe´riodique. Les dimensions sont : L1=2.75mm, L2=3.75mm,
w=0.7mm et e=0.6mm.
Comme support me´canique de la SSF, nous avons choisi un substrat de polyimide ayant
comme proprie´te´s e´lectriques r = 3.4 et tan(δ) = 0.002. Pour la structure de la Figure 3.1b,
l’e´paisseur du substrat utilise´ est 25,4 microme`tres. Ce substrat est recouvert d’une couche
de cuivre sur ses deux faces. On utilise la gravure chimique pour dissoudre comple`tement
une des deux faces, puis graver les motifs de´sire´s sur la face restante. Ce type d’e´le´ment peut
donner une taille de cellule supe´rieure a` la moitie´ de la longueur d’onde a` la fre´quence de
30 GHz. Plus spe´cifiquement, pour obtenir des re´sonances autour des fre´quences 20 GHz et
30 GHz, la dimension D de la cellule est d’environ 8.7mm (la longueur d’onde dans l’air a`
30 GHz est 10mm). Selon la the´orie des structures pe´riodiques, une telle dimension entraˆıne
l’apparition des lobes discordants (Grating lobes) a` 30 GHz, pour un angle d’incidence de
8.6o, en utilisant l’e´quation 2.5.
La Figure 3.2 montre le coefficient de transmission pour la polarisation TE d’une SSF de
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taille infinie simule´ avec la me´thode des moments a` l’aide du logiciel Ansys Designer pour
une SSF compose´e de cellules de la Figure 3.1b, avec D = 8.7mm. Nous remarquons qu’il y
a bien une transmission totale pre`s des fre´quences de´sire´es. Autour de 20 GHz, on observe
e´galement que le coefficient de transmission varie peu lorsque l’angle d’incidence augmente.
On note aussi quelques perturbations sur des bandes de fre´quences e´troites le long des courbes.
Certaines de ces perturbations peuvent eˆtre explique´es par l’apparition de lobes discordants
dans le facteur de re´seau. Dans une structure pe´riodique infinie, ceci est associe´ au fait que
le premier mode d’ordre supe´rieur (modes de Floquet (±1,0) et (0,±1) ) pe´ne`trent dans la
zone visible du spectre du vecteur d’onde. Pour un re´seau pe´riodique carre´ avec un pas de 8.7
mm, on peut calculer qu’aux angles d’incidence de 0, 5 et 10 degre´s, ce phe´nome`ne se produit
aux fre´quences de 34.5 GHz, 31.7 GHz et 29.4 GHz, respectivement. Des perturbations a` ces
fre´quences sont effectivement visibles sur chacune des trois courbes.
Figure 3.2 Le coefficient de transmission pour la polarisation TE de la SSF correspondant
aux e´le´ments dans la Figure 3.1b.
Nous remarquons des variations brusques du coefficient de transmission a` environ 22.5
GHz et 34.5 GHz pour l’angle d’incidence de 10o. Ces perturbations ne sont pas associe´es au
phe´nome`ne de lobes discordants discute´ au paragraphe pre´ce´dent. Leur origine sera discute´e
au paragraphe suivant.
3.1.1 Anomalie de Wood
Wood (1902) a observe´ des variations brusques d’intensite´ dans le spectre d’un faisceau
lumineux diffracte´ par un re´seau. Par la suite, plusieurs chercheurs ont confirme´ l’apparition
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de cette anomalie sous certaines conditions et ont essaye´ d’expliquer ce phe´nome`ne. Parti-
culie`rement, Rayleigh (1907a,b) et Fano (1941) ont propose´ que ces variations sont dues a`
l’excitation d’ondes de surface.
Ainsi, nous supposons que la variation du coefficient de transmission a` environ 22.5 GHz
est cause´ par l’excitation d’ondes de surfaces par les modes d’ordres supe´rieurs. On suppose
que ksw est le nombre d’onde de l’onde de surface. Cette dernie`re est excite´e si l’expression
suivante est respecte´e, Luebbers et Munk (1978) :
ko sin(θi) + ksw =
2pi
D
(3.1)
ou` ko est le nombre d’onde dans l’espace libre, θi est l’angle d’incidence, et D est la taille de
la cellule.
Pour essayer de ve´rifier si les variations brutales dans la Figure 3.2 sont dues a` cette ano-
malie, nous allons utiliser le mode propre comme type de solution dans HFSS pour de´terminer
la fre´quence a` laquelle ces ondes sont excite´es. Nous proce´dons comme suit :
– On utilise l’e´quation 3.1 pour calculer kswD ; si on suppose que ces ondes de surfaces sont
excite´es a` un angle d’incidence de 10o et a` une fre´quence de 22.5 GHz, nous obtenons
kswD = 5.5713 radians ;
– On utilise cette valeur de kswD dans HFSS comme de´phasage entre les conditions aux
limites master et slave pour l’e´le´ment de la Figure 3.1b. et on demande a` HFSS de
de´terminer a` quelle fre´quence un mode propre de la structure pourra exister et avoir
un tel de´phasage sur une pe´riode de structure pe´riodique ;.
Le re´sultat obtenu est une fre´quence de 23.3 GHz, ce qui est proche de la fre´quence a`
laquelle la me´thode des moments avait pre´dit une variation brusque du coefficient de trans-
mission.
Notons que dans le cas d’une couche de polyimide de 25.4 microme`tres d’e´paisseur avec
me´tallisation pleine (i.e. sans gravure de motifs pe´riodiques) d’un seul coˆte´, la fre´quence de
coupure du premier mode d’onde de surface de type TE peut eˆtre calcule´e the´oriquement et
serait de 1.9 THz, ce qui est tre`s supe´rieur aux fre´quences conside´re´es dans cet exemple. Il
est donc clair que les motifs me´talliques imprime´s dans la SSF jouent un roˆle´ cle´ dans l’e´ta-
blissement d’ondes de surface. Ce sujet sera aborde´ plus en profondeur au chapitre suivant.
3.1.2 E´limination des lobes discordants a` 30 GHz
Pour repousser l’apparition des lobes discordants a` des fre´quences supe´rieures, plusieurs
me´thodes ont e´te´ e´tudie´es, Shaker et Shafai (1995); Munk et al. (1971) et Hill et Munk
(1996). Shaker et Shafai (1995) proposent l’utilisation de deux couches de SSF. L’ajustement
26
de l’espace entre les deux couches a aussi comme avantage de re´duire la sensibilite´ de la SSF
en fonction de l’angle d’incidence. Dans Munk et al. (1971) et Hill et Munk (1996), les auteurs
proposent de perturber l’impe´dance des dipoˆles de la cellule, en leurs ajoutant des charges, de
fac¸on a` augmenter la fre´quence de re´sonance des motifs imprime´s et ainsi diminuer la taille
de la cellule.
Pour re´duire la taille de l’e´le´ment et ainsi repousser l’apparition des lobes discordants
a` des fre´quences plus e´leve´es, nous avons opte´, dans un premier temps, pour la structure
dans la Figure 3.3. Avec ce type d’e´le´ments, nous avons pu re´duire la taille de la cellule a`
D = 5.75mm. Pour des raisons me´canique, nous allons supposer ici que la SSF est imprime´e
sur un substrat d’une e´paisseur de 127 microme`tres. En effet, le substrat de 25.4 microme`tres
d’e´paisseaur produit des ondulations apre`s gravure chimique, ce qui n’est pas le cas avec le
substrat plus e´pais. Nous remarquons dans la Figure 3.4 qu’avec un angle d’incidence de 30o,
les lobes discordants apparaissent a` 33.4 GHz. Alors qu’avec un angle d’incidence de 45o, la
de´te´rioration coefficient de re´flexion au voisinage de 30 GHz est tre`s forte.
Figure 3.3 Modification des ouvertures visant a` diminuer la taille de la cellule. Les dimen-
sions sont : L1=1.98mm, w=0.51mm, w1=0.25mm, h1 = 0.51mm, L2=2.67mm, w2=0.25mm,
h2=0.76mm et e=0.2mm.
Dans le but de de´placer davantage l’apparition les lodes discordants a` de plus hautes
fre´quences, on propose la modification pre´sente´e a` la Figure 3.5 nous permettant de re´duire
la taille de la cellule a` D = 4.98mm, soit une taille infe´rieure a` λ/2 a` 30 GHz. Les re´sultats de
simulation de la Figure 3.6 montrent effectivement que les lobes discordants apparaissent a`
une fre´quence supe´rieure a` 30 GHz (The´oriquement a` 32.6 GHz pour un angle d’incidence de
27
Figure 3.4 Le coefficient de transmission de la polarisation TE de la SSF correspondant aux
e´le´ments dans la Figure 3.3.
45o). Cependant, malgre´ une nette ame´lioration permettant d’e´loigner les lobes discordants,
on remarque dans la Figure 3.6 que les bandes passantes sont e´troites autour de 20 GHz et
30 GHz et, en plus, elles deviennent encore plus e´troites quand l’angle d’incidence augmente.
Figure 3.5 Modification de la forme des ouvertures pour diminuer la taille de la cellule de la
SSF. Les dimensions sont : L1=1.42mm, w=0.69mm, w1=0.2mm, h1 = 0.89mm, L2=2.28mm,
w*=0.91mm, w2=0.25mm, h2=0.26mm et e=0.2mm.
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Figure 3.6 Le coefficient de transmission de la polarisation TE de la SSF correspondant aux
e´le´ments dans la Figure 3.5.
3.1.3 E´largissement des bandes passantes
Figure 3.7 SSF a` deux couches
Les bandes passantes des SSF e´tudie´es dans les paragraphes pre´ce´dents, sont assez e´troites
dans les deux bandes de fre´quences. En plus, dans la Figure 3.6, nous remarquons que les
largeurs des bandes passantes varient en fonction de l’angle d’incidence. Toutefois, pour avoir
des bandes passantes plus larges et plus stables par rapport a` l’angle d’incidence, on peut
utiliser deux ou plusieurs couches de SSF en cascades, Hill et Munk (1996). Nous avons
choisi d’utiliser une SSF a` deux couches en cascades, comme illustre´ a` la Figure 3.7. Les deux
SSF sont imprime´es sur un substrat de polyimide de 127 micronme`tres d’e´paisseur (r = 3.4
et tan(δ) = 0.002) et le me´tal utilise´ est du cuivre. Les deux surfaces sont se´pare´es par une
couche d’air. Pour avoir la largeur de bande passante maximale, la distance entre les deux SSF
doit the´oriquement eˆtre de l’ordre d’un quart de longueur d’onde dans l’air. E´videment cette
contrainte est impossible a` respecter simultane´ment dans un dispositif fonctionnant a` deux
bandes de fre´quences. Une valeur optimale de distance devra donc eˆtre trouve´e par ite´rations
nume´riques. Toutefois, d’une vue pratique nous sommes restreints a` choisir une e´paisseur
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Figure 3.8 Le coefficient de transmission de la polarisation TE de la SSF de deux couches
correspondant aux e´le´ments dans la Figure 3.5.
disponible commercialement par les fabriquants de mate´riaux die´lectriques, la couche d’air
e´tant en pratique mise en oeuvre par un substrat de mousse de faible permittivite´.
Apre`s l’optimisation des dimensions de cette structure, nous avons utilise´ une taille de
cellule de D = 4.98mm et, entre les deux couches, nous avons une couche d’air d’une e´paisseur
de 2mm. La Figure 3.8 montre une meilleure stabilite´ en fonction de l’angle d’incidence ainsi
qu’une bande passante plus large. Cependant, une de´te´rioration continue d’apparaitre aux
environs des fre´quences 23 GHz et 32 GHz. L’amplitude de cette variation augmente avec
l’angle d’incidence.
Tel que mentionne´ en section 3.1.1, cette de´te´rioration est associe´e a` l’anomalie de Wood
et a` la propagation d’ondes de surface. Nous verrons que l’effet de ces ondes peut devenir
dominant lorsque la surface de la SSF est finie.
3.2 Les OSGR dans une SSF de taille finie
Lors de l’analyse des SSF, il est pratique de supposer que le dispositif se comporte comme
une structure de taille infinie. Dans ce cas, le the´ore`me de Floquet permet de ne conside´rer
qu’un seul e´le´ment du re´seau dans l’analyse. Il est montre´ que dans le cas d’un re´seau fini,
sous certaines conditions, des ondes de surfaces pour lesquelles les nombres d’ondes ne sont
pas associe´s aux modes de Floquet peuvent eˆtre excite´s. Ces ondes de surfaces guide´es par le
re´seau (OSGR) ont e´te´ e´tudie´es au de´but, entre autres par Serracchioli et Levis (1959); Shen
(1971); Mailloux (1965); Richmond et Garbacs (1979). Des perturbations dans les courants
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d’un re´seau fini de dipoˆle ont e´te´ signale´es par Allam et Parker (1989). Ces ondes de surfaces
sont excite´es a` des fre´quences infe´rieures a` la fre´quence de re´sonance des e´le´ments de re´seau
et lorsque la pe´riode du re´seau est infe´rieure a` la moitie´ de la longueur d’onde. Dans ces
conditions, les lobes discordants n’existent pas, mais la diffraction des OSGR aux extre´mite´s
du re´seau peut contribuer au champ lointain, comme vue dans Munk (2006); Munk et al.
(2001); Janning et Munk (2002); Civi et Pathak (2006) et El hani et Laurin (2013a). Dans
cette perspective, il devient clair que, pour avoir une e´tude plus pre´cise d’une SSF, on devrait
prendre en conside´ration l’excitation de ces ondes de surfaces et leurs diffractions aux extre´-
mite´s de la structure. En fait, lors de la conception d’une SSF bi-bandes, ces OSGR risquent
d’apparaitre pre`s de la bande de fre´quences de 20 GHz. Malheureusement, e´tant que la SSF
est constitue´e de deux couches et contient beaucoup de motifs me´talliques avec un niveau
de de´tail e´leve´, nous ne pouvons pas simuler un tel re´seau fini de taille raisonnable avec les
outils de simulation a` notre disposition.
Dans notre contribution au chapitre 4, nous nous inte´ressons aux me´thodes nume´riques,
capables de tenir en compte le comportement de OSGR, pour calculer la distribution des
courants dans une SSF finie et le champ lointain e´mis. L’approche que nous proposons est
base´e sur le calcul des coefficients de diffraction aux extre´mite´s de la SSF. En fait, il s’agit d’un
proce´de´ pour calculer le champ diffracte´ aux extre´mite´s d’une SSF, de petite taille, illumine´e
par une onde incidente plane. Une fois que les coefficients de diffraction sont connus, on peut
de´terminer sans effort de calcul supple´mentaire, le champ lointain e´mis par la meˆme SSF
finie de n’importe quelle taille. Cette approche est une combinaison des me´thodes pre´sente´es
par Hurst (1992) et Hurst (1993). Plus pre´cise´ment, nous e´tudions les structures pe´riodiques
comme dans Hurst (1992), mais aussi la possibilite´ de diffracter les ondes de surfaces comme
dans Hurst (1993). Afin de re´soudre le proble`me de la diffusion de la SSF en pre´sence d’une
OSGR, une proce´dure supple´mentaire sera introduite pour obtenir nume´riquement le nombre
d’onde de la OSGR. Deux techniques ; a` savoir la me´thode de Prony et la transformation de
Fourier discre`te seront compare´es a` cette fin. Lors de l’utilisation de la me´thode de Prony, le
choix du nombre de poˆles peut eˆtre cruciale. The´oriquement ce nombre ne peut pas de´passer
la moitie´ du nombre d’e´chantillons a` e´tudier. Alors on choisit un nombre on l’augmente ou
on le re´duit pour faire en sorte que tous les poˆles sont non ne´gligeables et qu’aucun poˆle non
nul n’a e´te´ e´carte´.
Les e´tapes de cette me´thode sont re´sume´es comme suit :
– De´terminer les e´quations qui de´crivent le champ lointain, en fonction de coefficients de
diffraction et de la constante de propagation de l’onde de surface ;
– Utiliser la Me´thode des Moments pour calculer le champ lointain de plusieurs petits
re´seaux de tailles finis ;
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– Calculer les courants dans les e´le´ments de la structure pour de´terminer la constante de
propagation de l’OSGR avec les me´thodes de Prony ou de Fourier ;
– Pour chaque angle d’observation, construire un syste`me d’e´quations line´aires en utilisant
les re´sultats de la premie`re e´tape et le champ lointain calcule´, puis de´terminer les
coefficients de diffraction du re´seau ;
– Utiliser les coefficients de diffraction obtenus pour calculer le champ lointain du re´seau
d’une taille arbitraire.
L’exemple e´tudie´ au chapitre 4 (voir Figure 4.3), est un re´seau de dipoˆles dans l’air (sans
substrat die´lectrique). Pour cet exemple, nous avons suppose´ une seule onde diffracte´e se
propageant vers l’extre´mite´ oppose´e, qui contient en ge´ne´ral les ondes diffracte´es au-dessus et
en-dessous du re´seau. Dans le cas ge´ne´ral, quand le re´seau est imprime´ sur un substrat et/ou
en pre´sence d’une plaque me´tallique, nous devons traiter se´pare´ment les ondes diffracte´es
au-dessus et en dessous de la structure du re´seau.
Les de´tails de cette me´thode sont de´crits au chapitre suivant (chapitre 4), El hani et
Laurin (2013a).
3.3 Un re´seau re´flecteur bi-bandes
Dans cette section, nous allons proce´der a` la conception d’un RR multi-couches et bi-
bandes a` deux fre´quences 10 GHz et 15 GHz. Nous avons choisi ces fre´quences au lieu de 20
GHz et 30 GHz, pour faciliter la fabrication du RR dans notre laboratoire (PolyGrames).
En fait, pour les fre´quences 10 GHz et 15 GHz, les dimensions des e´le´ments seront assez
grandes pour minimiser les erreurs de fabrication. Le but est de concevoir un RR qui se
comportera d’une part comme un re´flecteur parabolique a` 10 GHz. i.e. le signal de 10GHz
sera re´fle´chi dans la direction de re´flexion spe´culaire et en phase avec le signal re´fle´chi par le
re´flecteur parabolique. D’autre part, ce RR aura comme mission de rediriger le signal de 15
GHz vers une autre direction qui se trouve assez loin de la direction spe´culaire. En fait, le
fonctionnement de ce RR est illustre´ par la Figure 1.5, en remplac¸ant la fre´quence 20 GHz
par 10 GHz et la fre´quence 30 GHz par 15 GHz.
3.3.1 Conception et mesure
Les e´le´ments du RR fonctionnant a` 10 GHz sont ge´ne´ralement de tailles plus grandes. Pour
pouvoir mettre ces e´le´ments dans la couche supe´rieure du RR, il ne faut pas qu’ils fassent
obstruction aux signaux de la bande de 15 GHz. A` cette fin nous avons choisi d’utiliser un
cadre carre´ comme e´le´ment du RR a` 10 GHz et de le placer dans la couche supe´rieure. Ces
e´le´ments laissent assez d’ouverture pour eˆtre transparents aux signaux a` 15 GHz. Le RR a` 10
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GHz est forme´ d’e´le´ments cadres carre´s de 457 microns de largeur et de taille inte´rieure a1,
voir la Figure 3.10b. Ces cadres me´talliques sont interconnecte´s par des lignes minces de 152
microns de largeur pour assurer le drainage des charges e´lectrostatiques. Puisque les bandes
de fre´quences ne sont pas tre`s loin l’une de l’autre, il serait possible que des e´le´ments du RR a`
10 GHz diffusent les ondes a` 15 GHz. Pour surmonter cette difficulte´, nous allons utiliser une
SSF entre les deux couches du RR, Chaharmir et al. (2010b). Cette SSF se comportera comme
un re´flecteur pour les signaux dans la bande de 10 GHz et elle sera invisible aux signaux de
la bande de 15 GHz. L’e´le´ment de la SSF est un anneau de rayon externe R = 4.75mm,
comme montre´ dans la Figure 3.10c. La Figure 3.10a illustre que ce RR et la SSF seront
imprime´s, chacun d’un coˆte´ du substrat die´lectrique supe´rieur. Le roˆle du RR a` 10 GHz est
de compenser pour la phase due a` l’e´paisseur du RR. En fait, le signal a` 10 GHz re´fle´chi par
le RR doit eˆtre en phase avec celui re´fle´chi par la plaque me´tallique du re´flecteur parabolique
comme montre´ dans la Figure 3.9. Cette correction de phase est donne´e par :
∆Φ10GHz = −pi + 2k0h cos(θin) (3.2)
ou` k0 est la constante de propagation dans le vide a` 10 GHz, h est l’e´paisseur total du RR
et θin est l’angle d’incidence pour l’e´le´ment n.
Figure 3.9 Illustration du de´phasage entre le champ re´fle´chi par le RR et celui re´fle´chi par la
plaque me´tallique du re´flecteur parabolique.
Pour assurer une bande-passante assez large a` 15 GHz, il faut avoir une variation de de
phase lente en fonction de la taille des e´le´ments. Ainsi, nous allons opter pour deux couches
de RR a` 15 GHz de meˆme type que celui utilise´ dans Encinar (2001). Comme montre´ dans
les Figures 3.10d et 3.10e, les e´le´ments des deux couches sont forme´es de carre´s me´talliques
de taille a2 et a3 = a2/0.9, respectivement.
La pe´riode des cellules est de 11.18 mm ; l’e´paisseur de la couche de mousse (r = 1.067
et tan(δ) = 0.0041) entre les substrats die´lectriques est de 1mm. Le substrat utilise´ est a`
nouveau le polyimide de 127 microns d’e´paisseur (r = 3.4 et tan(δ) = 0.002). Nous avons
utilise´ un montage existant d’un support pour une antenne cornet qui illumine une plaque
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(a) Vue late´rale du RR.
(b) L’e´le´ment du RR a` 10
GHz.
(c) SSF coupe-bande a` 10
GHz et passe-bande a` 15
GHz.
(d) La couche supe´rieure
du RR a` 15 GHz.
(e) La couche infe´rieures
du RR a` 15 GHz.
Figure 3.10 RR bi-bandes avec une SSF entre les deux couches.
me´tallique. Pour ce montage l’angle d’incidence du faisceau principal du cornet sur l’e´le´ment
situe´ au milieu du RR est de 34o. Ce RR est conc¸u pour diriger le faisceau de 15 GHz vers
la direction de´finie par θb = 70
o et φb = 135
o, voir la Figure 3.12. La figure 3.11 pre´sente la
photo de la couche supe´rieure du RR, dont les e´le´ments sont ceux de la Figure 3.10b. Ce RR
est constitue´ de 264 e´le´ments au total. Le RR est illumine´ par une antenne cornet avec un
angle d’incidence de 34o au centre de la surface du re´seau et elle est a` une hauteur de 19.8
cm au-dessus de la surface du RR.
Pour minimiser l’erreur de phase due au fait que l’angle d’incidence n’est pas le meˆme
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Figure 3.11 La photo de la couche supe´rieure du RR, dont les e´le´ments sont ceux de la Figure
3.10b.
Figure 3.12 Direction d’incidence et de re´flexion pour le RR bi-bandes
pour tous les e´le´ments du RR, nous avons subdivise´ la surface du RR en sept re´gions dont
les angles d’incidences sont regroupe´s dans les intervalles suivants : ]7.5o, 14.5o], ]14.5o, 21.5o],
]21.5o, 28.5o], ]28.5o, 35.5o], ]35.5o, 42.5o], ]42.5o, 49.5o] et ]49.5o, 56.5o]. Pour chaque intervalle,
on conside`re la moyenne de l’intervalle comme angle d’incidence, c.a`.d. si l’angle d’incidence
d’un e´le´ment est dans l’intervalle ]28.5o, 35.5o], on conside`re 32o comme angle d’incidence
pour tous les e´le´ments de l’intervalle. Nous avons alors calcule´ le de´phasage produit par les
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e´le´ments des deux RR a` deux fre´quences (10 et 15 GHz) en fonction de deux parame`tres
ge´ome´triques a1 et a2, et pour sept angles d’incidences, 18o, 25o, 32o, 39o, 46o et 53o. Les
Figures 3.13 et 3.14 montrent les courbes caracte´ristiques a` 10 et a` 15 GHz pour un e´le´ment
dans la zone ou` l’angle d’incidence est 32o. La Figure 3.13 montre la variation de la phase a`
10 GHz d’un e´le´ment en fonction des parame`tres a1 et a2 ainsi que le de´phasage ∆Φ10GHz
calcule´ par l’e´quation 3.2. De meˆme, la Figure 3.14 montre la variation de la phase a` 15 GHz
d’un e´le´ment en fonction des parame`tres a1 et a2 ainsi que le de´phasage ∆Φn de cet e´le´ment
calcule´ par l’e´quation 2.6.
Figure 3.13 Le de´phasage en fonction de a1 et a2 a` 10 GHz pour une angle d’incidence de
34o
Figure 3.14 Le de´phasage de l’onde re´fle´chie produit par le RR en fonction de a1 et a2 a` 15
GHz pour une angle d’incidence de 34o.
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Une fois que les courbes caracte´ristiques en fonction des parame`tres a1 et a2 sont calcule´es
pour les sept angles d’incidences, les e´tapes pour de´terminer les parame`tres a1 et a2 pour
chaque e´le´ment sont comme suit :
– Calculer des de´phasages ∆Φ10GHz et ∆Φn de l’e´le´ment pour les fre´quences 10 et 15 GHz
en utilisant les e´quations 3.2 et 2.6, respectivement ;
– En se basant sur la Figure 3.13, on identifie l’ensemble des couples (a1,a2) qui donne
le de´phasage ∆Φ10GHz de´sire´. L’ensemble de ces points forme une courbe dans le plan
a1-a2, que l’on note C10GHz ;
– En se basant sur la Figure 3.14, on identifie l’ensemble des couples (a1,a2) qui produisent
le de´phasage de´sire´ ∆Φn a` 15 GHz ; Cette intersection est une courbe en fonction de
a1 et a2, que l’on note C15GHz ;
– Le point d’intersection entre C10GHz et C15GHz, nous donne les parame`tres a1 et a2 de
l’e´le´ment.
Figure 3.15 Champ lointain mesure´ a` 10 GHz pour φ = 0o, apre`s normalisation.
Un re´flecteur re´seau bi-bande a e´te´ conc¸u en utilisant la de´marche de´crite ci-dessus. Le
re´seau contient seulement 264 e´le´ments, compte tenu des limites du proce´de´ de fabrication
disponible. Les Figures 3.15 et 3.16 montrent les courbes normalise´es des champs lointains
mesure´s. La Figure 3.15 montre qu’a` 10 GHz le champ est re´fle´chi dans la direction spe´culaire
comme pre´vu vers θ = −34o. La Figure 3.16 montre qu’a` 15 GHz pour φ = 135o, le faisceau
est envoye´ vers la direction de´sire´e a` environ θ = 70o. Par contre, nous remarquons que
pour φ = 0o, une bonne partie du signal est re´fle´chie dans un lobe large centre´ autour de
la direction spe´culaire θ = −34o. Cette courbe pour φ = 0o est normalise´e par rapport au
maximum du faisceau principale a` φ = 135o. Dans la prochaine section (section 3.4), nous
allons discuter ce phe´nome`ne en pre´sentant les re´sultats de l’article El hani et Laurin (2011).
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Figure 3.16 Champ lointain mesure´ a` 15 GHz pour φ = 0o et 135o, apre`s normalisation.
3.4 Re´flexion dans la direction spe´culaire pour un RR dont la direction de´sire´e
est non-spe´culaire
Il est connu que pour les RR a` longueur de ligne a` retard variable et les RR a` taille variable
(voir les Figures 2.2a et 2.2b), une partie du signal peut eˆtre re´fle´chie dans la direction
spe´culaire meˆme quand le RR est conc¸u pour rediriger le signal dans une autre direction.
Selon Huang et Encinar (2008), il y a deux composantes dominantes du signal re´fle´chi par
des e´le´ments d’un RR. La premie`re est la composante re´fle´chie dans la direction de´sire´e
par les e´le´ments qui rayonnent dans le RR ; la deuxie`me composante est celle re´fle´chie dans
la direction spe´culaire par la plaque me´tallique formant le plan re´flecteur sous-jacent aux
e´le´ments imprime´s. Paz (2006) a mentionne´ que cette re´flexion dans la direction spe´culaire
peut eˆtre due a` des erreurs dans le couplage mutuel entre les e´le´ments du re´seau.
Dans cette section, nous allons montrer que la re´flexion dans la direction spe´culaire pour
un RR non-spe´culaire peut eˆtre explique´e par une erreur pe´riodique de la phase des e´le´ments.
Cette erreur de phase est due au fait que la courbe caracte´ristique de la phase en fonction
de la taille de l’e´le´ment est calcule´e en supposant un re´seau infini ou` tous les e´le´ments ont
la meˆme taille. Cependant, dans un RR, les tailles des e´le´ments varient progressivement de
plus grande taille au plus petite taille, puis on saute vers une taille plus grande, et ainsi de
suite jusqu’a` ce qu’on atteigne le bord du RR.
Lorsque la taille de deux e´le´ments voisins change brusquement, la situation ge´ome´trique
devient significativement diffe´rente de celle d’un re´seau infini d’e´le´ments identiques. On s’at-
tend donc a` ce que les de´phasages produits par ces e´le´ments soient diffe´rents de ceux que
nous nous attendons d’avoir en supposant que le re´seau est infini, au moins pour certains
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e´le´ments proches des transitions brusques de tailles. Cette erreur se produit pe´riodiquement
le long de la surface du RR, ce qui peut induire des e´missions du signal dans des directions
inde´sirables.
3.4.1 Erreur de phase
On conside`re le RR illustre´ dans la Figure 3.17, ou` θi = 34o et θr = −10o. le RR est
illumine´ par une onde plane. Dans cette section, un cas 2D est utilise´ pour simplifier l’analyse.
On supposera qu’il n’y a pas de variation des champs dans la direction y et que le RR effectue
un changement de direction des ondes incidents dans le plan xz. De plus, le RR est approxime´
par un re´seau a` une dimension sur l’axe x. Dans ce cas, le champ e´lectrique lointain dans le
plan xz (qui correspond au plan H pour la polarisation TE conside´re´e dans cette analyse)
peut eˆtre approxime´ par la transformation de Fourier du champ e´mis par le RR. Si on ajoute
une erreur pe´riodique de ax−b (ou` a = −2b/∆) a` chaque pe´riode ∆ du re´seau, nous obtenons
l’approximation du champ lointain suivant, El hani et Laurin (2011) :
E˜y(u) = ∆sinc(k0u
∆
2
+ b)
sin(k0uN∆/2)
sin(k0u∆/2)
(3.3)
ou` u = sin(θ)− sin(θr) ; N est le nombre d’intervalle ∆ dans le RR dans la direction x et ∆
est la pe´riode entre les transitions de phase, comme illustre´ dans la Figure 3.18. ∆ de´pend
de l’angle d’incidence θi, de l’angle de la direction de´sire´e de re´flexion θr et de la longueur
d’onde dans l’espace libre λ :
∆ =
λ
sin(θi) + sin(θr)
(3.4)
Figure 3.17 Vue late´rale dans le plan xz du RR.
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Figure 3.18 La phase de´sire´e des e´le´ments suivant l’axe des x, sans ajouter d’erreur (b = 0)
et en ajoutant un erreur de b = pi/6.
Si θr est la direction de re´flexion spe´culaire (θr = −θi), ∆ dans (3.4) est infini. Ainsi, la
phase des e´le´ments est constant et nous ne pouvons pas utiliser l’e´quation (3.3). Dans ce cas,
le champ lointain sans erreur de phase ajoute´e est donne´ par :
E˜y(u) = Lxsinc(k0u
Lx
2
) (3.5)
ou` Lx est la longueur du RR dans la direction x.
La phase est constante dans le cas ou` la direction de´sire´e est celle de la re´flexion spe´culaire
vient uniquement du fait que l’onde incidente est plane. Dans le cas d’une illumination par
une antenne cornet, la phase de l’e´le´ment de´pendra de sa position dans la surface du re´seau.
3.4.2 Re´sultats nume´riques
Premier exemple : RR a` une couche
Nous supposons un RR a` une seule couche dont les e´le´ments sont des patchs carre´s
de taille variable, comme illustre´ dans la Figure 3.19. Nous utilisons des cellules de taille
px = py = 14mm et t = 1mm est la distance entre les patchs et le re´flecteur me´tallique. On
suppose que r = 1 dans le substrat compris entre les patchs et le re´flecteur. La fre´quence de
fonctionnement est 12 GHz.
Dans la Figure 3.20a, nous pre´sentons E˜y(θ), en utilisant les e´quations 3.3 et 3.5 pour
b = 0, pi/6 et pi/3. La courbe pour b = 0 (sans erreur de phase) montre que le champ
est e´mis dans la direction de´sire´e θ = −10o sans aucune manifestation du signal dans la
direction spe´culaire θ = −34o. Par contre, des re´flexions dans la direction spe´culaire a` environ
θ = −34o, apparaissent lorsqu’on applique les erreurs b = pi/6 et pi/3. Nous remarquons aussi
que l’amplitude de ces faisceaux augmente lorsque l’erreur augmente. Nous notons aussi la
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pre´sence d’autres lobes importantes dans les directions θ = 12.1o et 36.4o, dont les amplitudes
augmentent quand l’erreur de phase augmente.
Puisque nous avons suppose´ un cas 2D avec une distribution uniforme des champs dans la
direction y, nous avons simule´ un RR fini×infini (i.e. fini selon x et infini selon y) en utilisant
HFSS v12. Nous avons utilise´ 45 e´le´ments suivant la direction des x (la taillesuivant x est
Lx = 63cm) et applique´ les conditions aux limites master/slave sur les coˆte´s dans la direction
des y. Le champ lointain re´fle´chi, simule´ par HFSS est pre´sente´ dans la Figure 3.20b. Nous
constatons qu’entre −60o et 60o, les re´sultats obtenus par l’e´quation 3.3 (en ajoutant une
erreur pe´riodique avec b = pi/3) sont similaires a` ceux obtenus par HFSS. Les deux figures
montrent la re´flexion du champ dans la direction spe´culaire a` environ −34o et l’apparition
des lobes dans environ les directions 12o et 36o. Pour les angles plus proches de ±90o, les
diffe´rences entre les re´sultats simule´s et the´oriques sont grandes car ces derniers ne tiennent
pas comptes des effets de diffraction sur les bords du re´seau.
Figure 3.19 Cellule e´le´mentaire utilise´e pour les simulations du re´seau re´flecteur.
La Figure 3.21 montre que, peu importe la direction de re´flexion de´sire´e, une partie du
signal est re´fle´chie dans la direction spe´culaire. Nous remarquons un bon accord entre les
champs lointains calcule´s par les e´quations 3.3 et 3.5, et ceux simule´s par HFSS pour les
directions de re´flexions suivantes : θr = 0o,−10o, −20o et −34o. Pour θr = −34o (direction
spe´culaire), l’erreur b est nulle. Ainsi, la phase est constante pour tous les e´le´ments du RR,
ces derniers ont tous la meˆme taille et, par conse´quent, le RR ne pre´sente aucun changement
brusque de taille des e´le´ments. Dans la simulation par HFSS, nous avons utilise´ 45 e´le´ments
suivant la direction x, la taille suivant cette direction est e´gale a` Lx = 63cm.
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(a)
(b)
Figure 3.20 Le champ lointain normalise´ pour un RR a` une couche. (a) E˜y(θ) sans erreur
(b = 0) et en ajoutant les erreurs b = pi/6 et b = pi/3. (b) Simulation par HFSS pour un RR
fini x infini de 45 e´le´ments suivant l’axe des x.
Deuxie`me exemple : RR a` trois couches
Dans cette exemple, la raison de conside´rer une structure a` trois couches est qu’elle nous
permet d’atteindre une porte´e de phase d’environ 4pi. Par conse´quent, la valeur de ∆ est deux
fois plus grandes dans l’e´quation 3.3. Nous allons conside´rer le cas d’un RR a` trois couches
dont les e´le´ments sont des patchs carre´s, comme illustre´ a` la Figure 3.22. Les parame`tres de ce
RR sont : px = py = 14mm, t = 3mm, r = 1, L2 = 0.9L1 et L3 = 0.7L1. L’angle d’incidence
est θi = 34o. La Figure 3.23a montre E˜y(θ) calcule´ pour b = 0, pi/6 et pi/3. Pour b = 0 (sans
erreur de phase), le champ est re´fle´chi uniquement dans la direction de´sire´e θ = −10o. La
Figure 3.23a montre clairement que les lobes secondaires augmentent quand l’erreur de phases
augmente. Quelques-uns de ces lobes apparaissent dans les meˆmes directions que ceux dans
la Figure 3.20a (pour un RR a` une couche). D’autres lobes apparaissent dans les directions
suivantes : −22o, 0o et 23o.
Pour cet exemple aussi, nous avons simule´ un RR fini×infini en utilisant HFSS, pour
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45 e´le´ments dans la direction des x et en utilisant des conditions aux limites master/slave
suivant la direction des y. Dans la Figure 3.23b, nous pre´sentons une comparaison entre le
champ calcule´ par l’e´quation 3.3 avec b = pi/6 et le champ simule´ par HFSS pour un re´seau
de 45 e´le´ments. Nous remarquons un bon accord entres les deux re´sultats.
Dans cette section, nous avons montre´ que la re´flexion dans la direction spe´culaire pour un
RR non-spe´culaire est en partie duˆ a` une erreur pe´riodique de phases des e´le´ments. En ajou-
tant une erreur line´aire a` la phase de´sire´e des e´le´ments et en utilisant un mode`le simple d’une
ligne de source pour calculer le champ lointain, nous obtenons un bon accord entre ce mode`le
et les simulations par HFSS. Dans le chapitre 5, nous allons pre´senter notre contribution a`
une analyse plus approfondie de ce phe´nome`ne, El hani et Laurin (2013b).
3.5 Conclusion
Dans ce chapitre nous avons pre´sente´ des concepts utilisant les SSF ou les RR, pour
controˆler la direction et la largeur des faisceaux d’une antenne fonctionnant sur deux bandes
de fre´quences. La conception d’une SSF bi-bandes est pre´sente´e dans la section 3.1. Cette
e´tude, a mis en e´vidence l’importance de tenir compte des ondes de surface lors d’une e´tude
d’une SSF. Ainsi, une me´thode nume´rique pour e´tudier les SSF finies de grande taille qui
tient compte des OSGR, sera pre´sente´e au chapitre 4. D’autre part, les e´tapes de conception
d’un RR bi-bandes multi-couches sont de´taille´es dans la section 3.3. Les re´sultats de mesure
du RR conc¸u dans cette section ont montre´ l’apparition d’une re´flexion dans la direction
spe´culaire meˆme quand le RR est conc¸u pour re´fle´chir vers une autre direction. Nous avons
postule´ que ce phe´nome`ne est duˆ a` une erreur dans les phases de´sire´es des e´le´ments du RR.
Ainsi, dans la section 3.4, en ajoutant une erreur de phase line´aire et pe´riodique aux phases
de´sire´es des e´le´ment du RR, nous avons montre´ que la re´flexion spe´culaire apparait quel que
soit la direction de´sire´e. Nous avons aussi constate´ qu’en utilisant un RR avec une porte´e en
phase de 4pi (pour un RR a` trois couches), les re´flexions dans les directions inde´sirables sont
plus faibles et des lobes secondaires apparaissent dans de nouvelles directions. Une e´tude plus
approfondie de ce phe´nome`ne sera pre´sente´e au chapitre 5.
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(a) θr = 0o
(b) θr = −10o
(c) θr = −20o
(d) θr = −34o
Figure 3.21 Champ lointain normalise´ pour un RR a` une couche avec θi = 34o. (a) θr = 0o,
HFSS pour 45 e´le´ments et E˜y(θ) pour b = pi/3 ; (b) θ
r = −10o, HFSS pour 45 e´le´ments et
E˜y(θ) pour b = pi/3 ; (c) θ
r = −20o, HFSS pour 45 e´le´ments et E˜y(θ) pour b = pi/3 ; (d)
θr = −34o, HFSS pour 45 e´le´ments et E˜y(θ) pour b = 0.
44
Figure 3.22 Cellule d’un RR a` trois couches.
(a)
(b)
Figure 3.23 Le champ lointain normalise´ pour un RR a` trois couches avec θi = 34o. (a) E˜y(θ)
pour des sauts de phase a` chaque 4pi, sans erreur (b = 0) et avec les erreurs b = pi/6 et
b = pi/3 ; (b) Simulation par HFSS pour 45 e´le´ments dans la direction des x et E˜y(θ) calcule´
par l’e´quation 3.3 pour b = pi/6.
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CHAPITRE 4
ARTICLE I : Numerical Diffraction of Array-Guided Surface Waves on Finite
Frequency Selective Surfaces
Rachid El hani et Jean-Jacques Laurin
Publie´ en Juillet 2013 dans IEEE Transactions on Antennas and Propagation
In this paper, an adaptation of Hurst’s method to take into account the presence of array
guided surface waves in the calculation of the scattered field of finite frequency selective
surfaces in free space is presented. Numerical approaches to determine the guided wave’s
wavenumber needed in this calculation, namely Prony’s method and the discrete Fourier
Transform (DFT), are examined and compared. The results show that the scattered fields
obtained with the proposed method, which is based on numerically extracted diffraction
coefficients, are in very good agreement with those obtained with the method of moments.
4.1 Introduction
In the analysis of large periodic structures, planar antenna arrays and frequency selective
surfaces (FSS), it is often assumed that the currents can be well approximated by assuming an
infinite array. In this case, Floquet’s theorem allows the analysis to be limited to a single cell.
It is known however that under certain conditions, surface waves for which the wavenumber
is not associated with Floquet modes can be excited on finite size arrays. Such array-guided
surface waves (AGSW) have been studied early in Serracchioli et Levis (1959); Shen (1971);
Mailloux (1965); Richmond et Garbacs (1979), in the context of linear arrays and Yagi-Uda
antennas. Disturbances in the currents of a finite array of dipoles were reported in Allam et
Parker (1989). These surface waves occur at frequencies lower than the resonance frequency
of array elements and when the period of the array is less than half a wavelength. Under
these conditions, grating lobes do not exist but the diffraction of the AGSW at the end of
the array can contribute to the radiation or scattering pattern Munk (2006); Munk et al.
(2001); Janning et Munk (2002); Civi et Pathak (2006). In view of this, it becomes clear
that the accurate prediction of finite array patterns and FSS bistatic scattering performance
should take into consideration the excitation of the AGSW and their diffraction at the edges
of the structure. The authors in Janning et Munk (2002) and Civi et Pathak (2006) analyze
the AGSW phenomena and they use the discrete Fourrier Transformation (DFT) of the
element currents to obtain the AGSW propagation constant. Semi-infinite and finite arrays
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are considered respectively in Janning et Munk (2002) and Civi et Pathak (2006). In both
cases the structures are analyzed with the method of moments (MoM). In Craeye et Arts
(2003), the surface wave propagation constant in a finite linear phased array of wire elements
is calculated, when only one outer wire is excited. The infinite array impedance matrix is
used in Sjoberg (2007) to analyze a large finite structure. The surface waves are characterized
by performing the singular value decomposition of this impedance matrix.
Methods to compute the fields diffracted by the edges of perfectly conducting plates
based on physical optics or the geometrical/uniform theory of diffraction are well known.
These techniques however do not apply when the impedance of the diffracting surface varies
periodically. In this paper we are interested in numerical methods to calculate current dis-
tributions and scattered far fields of large finite FSS, which are also capable of describing
the AGSW behavior. Several methods have been proposed, such as those described in Chou
et al. (2002); Civi (2003); Bakir et al. (2008); Hurst (1992, 1993); Bekers (2004); Bekers et al.
(2006, 2009). In Chou et al. (2002) and Civi (2003) a hybrid DFT-MoM approach was intro-
duced. A ‘‘forward-backward’’ method combined with the DFT method is used in Bakir et al.
(2008). As shown in Civi (2003) and Bakir et al. (2008), this combined approach consists in
dividing the contributing elements into groups of strong and weak interaction regions. The
contribution from the strong region is evaluated with an element-by-element MoM solution,
whereas the contribution from the weak region is computed by using a few significant terms
of the DFT representation of the entire array currents. In Bekers (2004); Bekers et al. (2006,
2009), the authors propose an eigencurrent approach to analyze finite arrays. This approach
is detailed in Bekers (2004). It consists first in a decomposition of the finite array into a
hierarchy of subarrays. Then, the eigencurrents of the total finite array is constructed from
the eigencurrents of the subarrays. To reduce the computation effort, only the eigencurrents
that contribute to the mutual coupling between the subarrays are taken into account. In
Hurst (1992), the approach proposed consists of calculating the electric field (or magnetic
field) using the MoM for two (or more) electrically small arrays. These arrays must have the
same shape and the same physical characteristics as the original large structure. Then, the
far field for the electrically large size model can be determined.
Although the approaches presented in Chou et al. (2002); Civi (2003); Bakir et al. (2008);
Bekers (2004); Bekers et al. (2006, 2009); Hurst (1992, 1993) are significantly reducing the
computing time to analyze finite arrays, the computation time to solve for the currents and
compute the scattered field is increasing with the size of the finite FSS, which eventually leads
to a limitation of the size of the array that can be analyzed. High-frequency methods based
on diffraction theory are, on the other hand, independent of the number of array elements.
They should however be adapted to take into account the propagation of the AGSW and
47
their diffracted fields, as well as the periodicity of the FSS. In Hurst (1993), a method to
compute the fields diffracted by a uniform (non-periodic) structure that takes into account
the presence of surface waves is presented. The structure considered is a grounded dielectric
slab for which it is possible to obtain the analytical expressions of the guided wave fields and
derive the guided mode’s wavenumber.
The approach we are proposing in this paper is based on the diffraction coefficients at
edges of the FSS. In fact, it is a method to compute the diffracted fields at the edges of a FSS
illuminated with an incident plane wave when the AGSW can propagate. Once the diffraction
coefficients are known, it allows the calculation of the far field for any size of similar large finite
FSS without additional computational effort. This approach is a combination of methods
presented by Hurst in Hurst (1992) and Hurst (1993). More specifically, we are considering
periodic structures as in Hurst (1992) but also the possibility of diffracting surface waves as
in Hurst (1993). In order to address the problem of FSS scattering in presence of the AGSW,
an additional procedure will be introduced to numerically obtain the AGSW’s wavenumber.
Two techniques, namely Prony’s method and discrete Fourier transform will be compared for
this purpose. Although the AGSW phenomena are present on both finite antenna arrays and
FSS, the method presented in this paper is only applied to the FSS case.
4.2 Formulation
Let us consider the structure illustrated in Fig.4.1. It is a simple case of finite FSS made
of identical dipoles in free space, oriented in the zˆ direction. This model was also considered
in Munk (2006); Munk et al. (2001); Janning et Munk (2002).
Figure 4.1 The finite array of NxxNz dipoles in free space.
Inter-element spacing in xˆ and zˆ directions are Dx and Dz, respectively. The dipoles are
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assumed to be very thin ; then only zˆ-directed currents can be assumed. The array is excited
by a uniform plane wave for which the electric field is given by :
E¯i = zˆEioe
−ksˆ.r¯ (4.1)
In (4.1) r¯ is the observation point, k is the free space wavenumber, the amplitude Eio =
1 V/m is assumed and sˆ = −(xˆsx+ yˆsx+ zˆsz) is a unit vector along the propagation direction
of the incident plane wave. It is assumed that the incident wave propagates in a direction
parallel to the H plane of the dipoles, leading to sx = − cos(ϕinc), sy = sin(ϕinc) and sz = 0.
The steps to calculate the fields diffracted at the edges of the array illustrated in Fig. 4.2
are as follows :
– Determine the equations that describe the far field as a function of diffraction coeffi-
cients and surface wave propagation constant ;
– Use MoM to calculate the far field of several small size finite arrays ;
– Use the element currents on the periodic structure to determine the propagation constant
of the AGSW with the Prony or Fourier methods introduced in section 4.2.2 ;
– For each observation angle ϕ, constitute a system of linear equations using the re-
sults of the first step and the calculated far field, and calculate the desired diffraction
coefficients ;
– Use the obtained diffraction coefficients in the calculation of the far fields of arrays of
arbitrary size.
These steps will be described in details in the following sub-sections. A Validation example
will be given in Section 4.3.
4.2.1 Numerical Extraction of the Diffraction Coefficients
The scattered fields of large rectangular structures obtained by combining geometrical
optics and edge diffracted fields depends on Ndc unknown diffraction coefficients. Our aim is
to determine the unknown scattered fields for a large finite FSS. In the far-field region and
for a fixed angle of incidence edge diffraction coefficients depend on the scattering angle ϕ
(i.e. observation point), but not on the size of the scatterer. Therefore, if we calculate the
scattered fields for Ndc different sizes of our finite FSS, we can compose a linear system of Ndc
equations which can then be solved for the Ndc unknown diffraction coefficients. These finite
FSS should be chosen to have small numbers of elements so that a finite numerical method
(MoM, FEM, ...) can be conveniently used to calculated the scattered fields. Except for the
size of the FSS, all simulation conditions should stay the same for the Ndc cases considered in
the simulations. Once the diffraction coefficients are obtained by this procedure, they can be
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used to calculate the total far field of any large size finite FSS of the same type, as suggested
in Hurst (1992).
As a first example, we present a simple diffraction case without taking into account the
surface waves as shown in Fig.4.2. The finite FSS has a length NxDx = 2a in the xˆ-direction
and is illuminated by a plane wave, as described by (4.1). We consider only the diffraction
of the incident wave at the edges x = −a and x = a. We do not consider the diffraction at
the edges z = −NzDz/2 and z = NzDz/2. Indeed, we will show in Section 4.3 that if Nz is
large enough its value does not affect the results for the polarization used. The total field at
the observation point P in the far-field region for a given angle of incidence ϕinc obeys to the
following equation :
(E(P )− Er)ekro√ro = D1(ϕ)e−kaη +D2(ϕ)ekaη (4.2)
where η = cosϕ+cosϕinc, D1 and D2 are the diffraction coefficients and E
r is the geometrical
optic reflected field. In the far region, Er = 0 except in the direction of specular reflection.
The field E(P ) can be obtained by a numerical method such as MoM. Changing the FSS
length 2a, a second equation is obtained. So the assumed unknown coefficients D1 and D2
can be solved for. The process is repeated for all values of the observation angle ϕ.
Figure 4.2 Diffraction from FSS without the AGSW
In order to account for the AGSW we now consider the case illustrated in Fig.4.3. In this
case, (4.2) must be modified as follows to include rays propagating as surface waves between
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the two diffracting edges :
(E(P )− Er)ekro√ro = D1(ϕ)e−kaη
+ D2(ϕ)e
kaη +D12(ϕ)e
kaη′eksw2a
+ D21(ϕ)e
−kaη′e−ksw2a (4.3)
In (4.3) ksw is the AGSW wavenumber, η
′ = cosϕ− cosϕinc, η = cosϕ+ cosϕinc and Er
is the same as in the previous case. In Fig.4.3, the various diffraction coefficients are defined
as follows :
– D1 and D2 represent the diffraction of the incident wave towards the direction of ob-
servation specified by ϕ ;
– D3 and D4 represent the diffraction of the incident wave towards the opposite edges of
the array by way of surface waves ;
– D5 and D6 represent the diffraction of the surface waves towards the direction of ob-
servation specified by ϕ.
According to Fig.4.3, we can reduce the number of unknown coefficients by using the following
definitions : D12 = D3D6 and D21 = D4D5. The coefficients D12 and D21 can be seen as
approximations of the double diffraction coefficients. It should be noted that these coefficients
might not be easily separable, as indicated in Albani (2005). However, this has no impact on
the accuracy of the proposed formulation because these coefficients are used as a whole and
there is no attempt to separate them in two single diffraction coefficients.
The field E(P ) needs to be calculated for only four values of 2a to have a sufficient number
of independent equations to solve for the coefficients D1, D2, D12 and D21. The process is
repeated for all values of ϕ. We can then re-use these coefficients to obtain the total field for
any size of our finite FSS using equation (4.3). However, before using this technique we need
the determine the AGSW wavenumber ksw.
4.2.2 AGSW Wavenumber
The AGSW wavenumber ksw can be found from the zeros of the infinite array scan impe-
dance Janning et Munk (2002), or from the zeros of the determinant of the impedance matrix
calculated in the MoM analysis of infinite array.
We can also analyze array currents of finite structures using Prony’s method to determine
ksw , as done in Hurst (1993) in the case of the grounded dielectric slab. Prony’s method
gives a solution for the problem by finding a sum of weighted exponentials fitting a set of
given data points. Using Nx array current samples, the data were assumed to fit an M -poles
model, i.e.
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Figure 4.3 Diffraction from FSS with the AGSW.
Jz(x) =
M∑
n=1
Ane
γnx (4.4)
where M ≤ Nx/2 and Jz represents the fitted current distribution.
In order to apply Prony’s method without a priori assumptions, An and γn should be
chosen as complex. Then, if the dominant pole is the mth pole, βsw is the imaginary part
of γm = γsw, where γsw = jksw = αsw + jβsw. The application of this method to periodic
surfaces could be problematic as pointed-out in Hurst (1993) since a surface wave has an
infinite number of harmonics and ideally, one should know a priori how many poles M are
present in order to apply Prony’s method. As indicated in Van Blaricum et Mittra (1978),
accurate results can still be obtained by assuming a number of spatial frequencies greater
than the number actually present and discarding the spurious spectral components generated
by the algorithm. The corresponding M poles are fixed and we check if one or more are equal
to zero. If there are L poles equal to zero, then we subtract L from M . However, this approach
to find M is not straightforward since Prony’s method is sensitive to noise Van Blaricum et
Mittra (1978).
It is shown in Janning et Munk (2002) and Civi et Pathak (2006) that βsw can also be
found from appropriate maxima of the array current’s discrete Fourier transform (DFT) in
the finite array. In this case, we assume that the waves forming this current distribution are
not attenuated. The discrete, spatial Fourier transform for an array with Nx columns can be
defined as :
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F (ux) =
1
Nx
Nx∑
n=1
Ine
−2piux(n−1)Dx/λ (4.5)
where ux and Dx are respectively the spectral component and the cell size in xˆ-direction.
The coefficients In, n = 1, .., Nx, are the array currents on the elements located on a row of
the array parallel to the z axis. To estimate the value of βsw for a large array, we choose to
use arrays located along the line z = 0, so as to maximize the distance with the array edges.
According to the sampling theorem, for a sampling period Dx, ux is bounded as :
− λ
2Dx
< ux <
λ
2Dx
(4.6)
where λ is the wavelength in free space at the operation frequency.
4.3 Numerical Example
We consider an NxxNz finite FSS made of an array of dipoles in free space as shown in
Fig.4.1. The inter-element spacings are Dx = 0.53λo and Dz = 0.3λo while the length and
width of the dipoles are respectively 0.5λo and 0.0075λo. Here λo is the wavelength in free
space at 10 GHz. The angle of incidence used is ϕinc = 45
o. The MoM solution used in this
paper were obtained with the Matlab code available in Makarov (2002). The element current
In for dipole n, is the average along the dipole of the current calculated with the MoM.
In our case, since the direction of propagation of the incident wave is in the H plane of
the dipoles and we are using very narrow dipoles, we can suppose that the scattered field
does not vary much in the z direction. Then, we suppose that the field is diffracted only
from edges x = −NxDx/2 and x = NxDx/2. Fig.4.4 shows the far -field calculated with the
MoM for Nz = 10, 17 and 25, with Nx = 35. We notice a slight difference of the field given
for Nz = 10 relative to the others. However, the fields for Nz = 17 and 25 are practically
the same. Therefore, in the following calculations Nz = 17 was used in order to reduce the
simulation time.
Fig.4.5 shows the element currents in the dipoles on the middle line at z = 0 for an
array of Nx = 41 by Nz = 17 dipoles and at frequencies 7.8, 8 and 10 GHz. The results are
very similar to those shown in Munk (2006) (page 3, Fig 1.3.b and Fig 1.3.c). For instance
the maximum peaks at 7.8 GHz are approximately twice as large the average current at 10
GHz. Also, the period of the peaks at 7.8 GHz is about 7Dx, as in Munk (2006), and the
curves in Fig.4.5a and Fig.4.5c have the same shape as those given in Munk (2006). At 7.8
GHz, a quasi-periodic double-peaked pattern can be observed in the current magnitude plot.
These beats, with a period of about 7Dx or 8Dx, are possibly due to interference between the
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Figure 4.4 Normalized MoM far field for Nz = 10, 17 and 25 for Nx = 35 at 10 GHz, H plane.
Floquet modes’ currents and the currents associated with the surface waves guided by the
array. At 8 GHz, such periodicity is not as clearly observable but the currents are obviously
not those of a traveling wave. This however seems to be the case at 10 GHz where the current’s
magnitude is almost constant over the whole structure. For 7.8 GHz and 8 GHz, in Fig.4.5a
and Fig.4.5b, the total current is composed by Floquet currents IF , currents associated with
the AGSW propagation in the left and right directions, IL and IR, and the current designated
by IDiff due to the truncation of the finite array. However, near resonance in Fig.4.5c the
total current is composed only of IF and IDiff . The value of Nz could affect the element
currents in Fig.4.5 but it was observed in this example, that for Nz greater than 17, the array
currents on the middle line (in xˆ-direction for z = 0) practically do not change.
To determine ksw, we will examine Prony’s method and the DFT applied to the element
currents of the dipoles on the middle line of the array with Nx = 32 and Nz = 17. Fig.4.6
illustrates the current coefficients given by these two approaches for the three frequencies
versus kux where kux is the imaginary part of γn in (4.4) and equals 2piux/λ in (4.5). Fig.4.6a
and Fig.4.6b show a good agreement between the two approaches for the frequencies 7.8 and
8 GHz. However, in Fig.4.6c we note that Prony’s method gives some unexpected modes
near kux = −200 and kux = 330. These modes are mainly due to the abrupt variation of
the current near the array edges. If we apply Prony’s method to the current distribution
truncated to remove this variation, the parasitic peaks corresponding to the unexpected
modes disappear. The strongest peak in Fig.4.6c corresponds to Floquet mode TE00, with the
wavenumber kTE00 = 2pi cos(ϕr)/λ ; where ϕr = 180− ϕinc is the specular reflection direction.
Tables 4.1 and 4.2 give the results of Prony’s method and DFT respectively for the peaks
of Fig. 4.6 corresponding to spectral components in the neighborhood of the theoretical value
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(a) 7.8 GHz
(b) 8 GHz
(c) 10 GHz
Figure 4.5 Element currents of the dipoles on the middle line (line 9) of the dipole array at
frequencies 7.8 GHz, 8 GHz and 10 GHz, for an angle of incidence of 45 degrees, Nz = 17
and Nx = 40.
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(a) 7.8 GHz
(b) 8 GHz
(c) 10 GHz
Figure 4.6 Current distribution using DFT and Prony’s method at frequencies 7.8, 8 and 10
GHz.
of kTE00 . It can be seen that the imaginary part of both γProny and γDFT are very close to
the expected value at the three frequencies (e.g. 148.24 vs 148.22 at 10 GHz). At 7.8 and 8
GHz we can observe other peaks that are stronger than those of the TE00. These main peaks
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Figure 4.7 The imaginary part of γ+sw and −γ−sw as a function of Nx using Prony’s method
for Nz = 17 at frequencies 7.8 and 8 GHz.
Tableau 4.1 Floquet propagation constant as obtained by Prony’s method for ϕr = 135
o,
Dx = 0.53λo and Dz = 0.3λo
γProny jk
TE
00
7.8 GHz 1.12− j115.30 −j115.61
8 GHz 0.16− j118.30 −j118.57
10 GHz 0.04− j148.24 −j148.22
correspond to values of |kux| that are outside the visible spectrum [−k, k] in both cases,
which suggests they are due to the AGSW. Tables 4.3 and 4.4 giving propagation constants
for waves propagating in the +x and −x directions show that there is no significant difference
between these βsw values obtained by Prony’s method and DFT. We can notice that taking
into account the real part of γ, as it is the case in Prony’s method, does not influence the
accuracy obtained on the imaginary part. In fact, the obtained real parts are much smaller
than the imaginary parts of the four values of γsw given in Table 4.3. Three values have
real parts that correspond to a negative attenuation constant (i.e. gain) of the surface waves
in the direction of wave propagation and one has a real part corresponding to a positive
attenuation constant. In addition, the real parts for propagation in the +x and −x directions
at the two frequencies have a large relative difference. This suggests that these real parts are
possibly inaccurate and should therefore be ignored. This inaccuracy is probably due to a
limitation of the procedure when the number of modes is not known a priori, as indicated
in Van Blaricum et Mittra (1978). Therefore only the imaginary parts in Tables 4.1 and 4.3
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(a) 7.8 GHz
(b) 8 GHz
(c) 10 GHz
Figure 4.8 Far field from the 40x17 dipole array, using the MoM, Numerical diffraction taking
account of the AGSW (4.3) and without taking account of the AGSW (4.2), at frequencies
7.8, 8 and 10 GHz with Dx = 0.53λo and Dz = 0.3λo.
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Tableau 4.2 Mode TE00 propagation constant calculated by DFT for ϕr = 135
o
γDFT jk
TE
00
7.8 GHz −j115.30 −j115.61
8 GHz −j118.47 −j118.57
10 GHz −148.24 −j148.22
Tableau 4.3 AGSW propagation constant by Prony’s method for ϕr = 135
o, Dx = 0.53λo
and Dz = 0.3λo
γ−sw γ
+
sw
7.8 GHz 0.27− j210.4 0.21 + j210.3
8 GHz 0.20− j225.2 −0.87 + j225.1
will be considered in (4.3).
Once the wavenumbers ksw are determined, we can use the technique described in the pre-
vious section to find the far field accounting for the AGSW, after calculating the coefficients
D1, D2, D12 and D21. The values of Nx used in the four small array models have to be chosen
first. These values should not be too large to keep the computing time low in the MoM solu-
tions, but they have to be large enough to ensure that eq. (4.3) is a valid approximation. In
particular, it should be verified that surface waves have established on the periodic structure
and that ksw can be determined with a good accuracy. In Fig.4.7 we show the values obtained
for Im(γ+sw) and −Im(γ−sw) obtained with Prony’s method as a function of Nx (Nz = 17 in
all cases). It can be seen that the results have converged near Nx = 20. Based on this result,
the smallest array used in the diffraction coefficients calculations had Nx = 20. In Fig.4.8, we
provide comparisons of electrical scattered far field obtained by MoM with equations (4.2)
and (4.3), i.e. with and without taking into account the AGSW in the diffraction terms. All
the curves have been normalized with respect to the peak value obtained at 10 GHz with the
MoM solution. A comparison between the peak values is given in Table 4.4.
In the case without surface waves, we used equation (4.2) for two arrays with sizes 20x17
and 24x17 to calculate D1 and D2. Then the far field for a larger FSS with sizes 40x17 is
determined. When we consider the presence of the AGSW, we use (4.3) for four arrays with
sizes 20x17, 24x17, 28x17, and 32x17. After calculating the coefficients D1, D2, D12 and D21,
we get the far field for a larger FSS of 40x17 elements.
As mentioned previously, at around 10 GHz, the AGSWs are not excited, hence the three
methods give the same results, as shown in Fig.4.8c. At frequencies 7.8 and 8 GHz, the fields
obtained without the consideration of surface waves, are about 3 dB different from MoM
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Tableau 4.4 AGSW propagation constant by DFT for ϕr = 135
o
γ−sw γ
+
sw
7.8 GHz −j213.20 +j210.80
8 GHz −j229 +j228.10
Tableau 4.5 Comparison of the normalized field peak values given by Fig.4.8
7.8 GHz 8 GHz 10 GHz
MoM −4.38 dB −4.10 dB 0 dB
Diff. with SW −4.37 dB −3.93 dB 0.04 dB
Diff. without SW −2.95 dB −2.93 dB 0.00 dB
fields in the specular direction at ϕ = 135o and more in some other directions. However,
for all frequencies, the far fields obtained when we take the AGSW into account agree much
better with the one obtained by MoM analysis. It was also found that using the value of ksw
calculated by Prony’s method or by DFT gives essentially the same far field results.
For the simulations results shown in this paper, we used a PC equipped with an Intel
Core (TM) i5 CPU clocked at 2.66 GHz and having 4GB of RAM. The computation time of
the diffraction coefficients took less than one second (about 0.4s) and the computation of the
far field, using the diffraction coefficients took about 0.06s. However the computation of the
far fields using MoM took about 519s, 920s, 1633s and 2179s for the arrays of 20x17, 24x17,
28x17 and 32x17 dipoles, respectively. This is clearly the dominant step in terms of computing
time. In the MoM solution we solve a linear system of equations involving a full matrix with
NxxNzx15 unknowns, where 15 is the number of basis functions on each dipole. The complete
solution of the 40x17 array using MoM, including the solution for the currents and the far
field computations, took 5213s. For the same array, the sum of the computation times for all
the steps of the proposed approach was 5251s, which is about the same. When the array size
is increased, the computation time with the proposed approach remains constant, which is
of course not the case with the direct MoM solution.
When matrix inversion or Gaussian elimination is used in the MoM solutions, computation
time increases approximately with O(N3). It can be verified that we have 203 + 243 + 283 +
323 ≈ 42.53. This means that from the strict point of view of MoM matrix inversion, our
method would become advantageous for arrays with Nx > 43, assuming a fixed value for Nz
and a constant number of basis functions on each dipole. This is close to the value of 40
found above with the actual computation times. In this case however all the computation
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steps were included and not only the solution of the linear systems involved in the MoM.
4.4 Conclusion
Using a numerical method based on MoM analyses of some small finite FSS to obtain
diffraction coefficients, we can calculate the far field scattered by a similar finite FSS of
arbitrary large dimensions. This method is adapted to take into account the presence of the
AGSW. It was found that, the wavenumbers of the AGSW and Floquet currents can be
obtained by DFT or by Prony’s method applied to array currents. We have obtained a good
agreement of the fields calculated with the proposed method with those obtained by MoM
simulations of fields scattered by a large FSS. In this simplified analysis, it was assumed that
the FSS is an array of dipoles in free space, as shown in Fig.4.1. More generally, the approach
presented is this paper can be applied to more complex geometries and to printed FSS with
or without the grounded substrate.
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CHAPITRE 5
ARTICLE II : Specular Reflection Analysis for off-Specular Reflectarray
Antennas
Rachid El hani et Jean-Jacques Laurin
Publie´ en Juillet 2013 dans IEEE Transactions on Antennas and Propagation
It is known that for reflectarrays designed to radiate in an off-specular direction, part of
the scattered field may still be directed in the specular direction. In this paper, a reflectarray
made of single-layer patch elements is considered. The dependence of the unwanted specular
reflection on the size of the patches is examined. Moreover, in a global analysis of the reflec-
tarray, we show that this specular reflection can be due to a periodic error occurring in the
applied phase shift. It is found that this periodic error also is responsible for the occurrence
of a parasitic lobe in backward directions.
5.1 Introduction
Since early publications on the reflectarray antenna Duniam et al. (1961)-Berry et al.
(1963), studies have succeeded in order to improve its performance. Many researchers propo-
sed printed reflectarrays as a future candidates of high-gain antennas Huang (1991); Pozar
et Metzler (1993); Huang et Pogorzelski (1998); Encinar (2001). Some advantages of reflec-
tarrays are low profile, low mass and a low manufacturing cost Huang et Encinar (2008).
To form a focused beam in a desired direction, a reflectarray is made up of array of ele-
ments that provide a pre-adjusted phasing. If we consider the variable size printed elements
approach Pozar et Metzler (1993), the reflection phase curves versus the patch size can be
predicted accurately with full-wave methods, assuming an infinite periodic array under plane
wave incidence.
It is known that variable-size and variable-length delay-line approaches, may lead to in-
creased specular reflection for off-broadside incident rays Huang et Encinar (2008), Lanteri
et Migliaccio (2008), Budhu et Rahmat-samii (2011) and El hani et Laurin (2011). In other
words, for off-specular reflectarrays, part of the scattered fields may still directed to the spe-
cular direction. According to Huang et Encinar (2008), there are two dominant back-scattered
components by reflectarray elements. One is the reradiated component due to the resonant
activity of the patches, and the other is the specular reflected component by the underlaying
ground plane. In Budhu et Rahmat-samii (2011), it was proposed that the specular reflections
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originate from the grounded dielectric substrate. It was shown that when a smaller fraction
ground plane area is exposed to the incident illumination, less specular reflection is generated.
The same trend was observed in Hum et Okoniewski (2007) in the case of a reconfigurable
reflectarray element.
Recently, we have shown, that the specular reflection for an off-specular reflectarray can
also be caused by a periodic error occurring in elements phase shift El hani et Laurin (2011).
In fact, the phase shift versus element size relationship is usually computed by assuming an
infinite array in which all neighbor elements have the same size. However, in a reflectarray,
the elements’ size varies progressively from the largest to a smallest size, then changes to
the largest one, and so on until the edge of the reflectarray is reached. These abrupt size
changes correspond to desired elements phase jumps of 2npi. It is expected that the phase
shift effectively introduced by the elements will be different from the phase computed for
an array in which all the elements are identical. This phase distortion will occur almost
periodically along the surface of the reflectarray, which will induce scattering in undesired
directions. In El hani et Laurin (2011), we added a simple piecewise linear error to the desired
elements phases, and we used a simple line source model to compute the far field. A good
agreement was obtained between this far field and full wave simulations of the finite×infinite
reflectarray illuminated by a plane wave. It was shown that the specular reflection occurs for
any desired off-specular main beam direction.
In this paper, we will extend the analysis of El hani et Laurin (2011) to better understand
what leads to specular reflection in off-specular reflectarrays. First, we derive the expression
of the scattered far field in presence of a piecewise linear phase error in details and show
how this error is linked to reflections in the specular and backward directions. Secondly, the
dependence of the specular reflection model the size of the patches is studied. Then, a realistic
finite size reflectarray model illuminated by a horn antenna is used to validate the conclusions
given in this paper.
5.2 Incident Plane Wave Formulation
5.2.1 Theoretical model of the phase error
Let us assume the structure illustrated in Fig.5.1, where the reflectarray is illuminated by
a plane wave with incidence angle θi. It is assumed that the array is infinite and invariant
along the y direction. It should be noted that both angles θi and the reflection angle θr are
signed angles. According to the convention used in this paper, θi and θr illustrated in the
Fig.5.1 are taken as positive and negative respectively. The dimension L of the patch elements
is adjusted to re-direct the wave in the θr direction. In this configuration, it can readily be
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seen that if the variation of L along x is periodic and the array is infinite, two conditions
that are usually not met in reflectarrays, Floquet theorem predicts the presence of a wave in
the specular reflection.
For simplicity, a TE illumination will be assumed, with the electric field, for z = 0, given
by :
E
i
= ŷEiy = ŷE
i
0e
−jkixx (5.1)
where Ei0 = 1V/m, k
i
x = −k0sin(θi) and k0 is the free space wavenumber. Since we assume
that the reflectarray is illuminated by an incident plane wave, to simplify the analysis, we
consider only the y-component of the scattered field.
The E-field of the reflected wave in the direction θr, at z = 0, is given by
E
r
= ŷEry = ŷΓe
−jkrxx (5.2)
where Γ is an effective reflection coefficient and krx = k0sin(θ
r).
Figure 5.1 xz view of reflectarray, illuminated by plane wave.
The desired phase shift φ(x) applied by a reflectarray element centered on coordinate x,
is given by
φ(x) = (kix − krx)x (5.3)
The phase applied by the elements differs from the desired one when there are abrupt
geometry changes, i.e. when patches with a large and small values of L are neighbors. The
exact effect on the actual phase cannot be obtained easily, but a simplifying assumption can
be used to at least see what the effect will be on the scattered waves. In practical reflectarray
designs, the φ difference between the largest and smallest element is an integral multiple of
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2pi. In the case of single layer patch arrays considered in this paper we usually have a range of
2pi, but a range of 4pi is often used in multi-layer designs to improve the bandwidth. Within
each 2npi cycle of φ variation, a linear error of e(x) = ax+ b, can be added to the phase φ(x)
in equation (5.3). Parameters a and b are adjusted to have the phase error coincident with
the 2npi transitions.
In Fig.5.2, we show the desired phase shift without any error and the phase shift after
adding a linear error with b = pi/8. In this example, we have used n = 1, θi = 34o and
θr = 0o. We have a = −2b/∆, where ∆ is the period between phase shift transitions, as
shown in Fig.5.2. The well-known grating equation relating ∆ to the free-space wavelength
is given by :
∆ =
nλ
sin(θi) + sin(θr)
(5.4)
Figure 5.2 Elements phase shift without and with adding errors ; b = pi/8 and n = 1.
Since ∆ is not an exact integral multiple of the cell size px in general, the scattered far
field will depend on the position and size of the first array element. To circumvent this effect,
it is convenient to approximate the finite array as a finite continuous source along x. In this
case, the far-field pattern in the H-plane can be given by the Fourier transform E˜y of the
Cartesian component in equation (5.2) :
E˜y(θ) = Γ
∫ +Lx/2
−Lx/2
e−jk
r
xxejkovxdx (5.5)
where v = sin(θ) is the spectral parameter and Lx is the length of the reflectarray in the x
direction.
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Integration in (5.5) leads to :
E˜y(θ) = ΓLxsinc(k0u
Lx
2
) (5.6)
where u = sin(θ)− sin(θr).
After adding the phase error e(x) = ax+b to each 2npi cycle of the phase φ(x), the Fourier
transform can be written as
E˜ey(θ) = Γ
∫ +Lx/2
−Lx/2
e−jk˜
r
xxejkovxdx (5.7)
where k˜rxx is the reflection phase after adding a periodic error e(x).
In order to evaluate the integral (5.7) on each interval of length ∆, the following change
of variables is defined :
x = x′ +M∆− N∆
2
; M = 1, 2, ..., N (5.8)
where the coordinate of the central point of the M th interval is M∆ − (N−1)∆
2
, x′ is limited
to the interval [0,∆] and N is the number of ∆ intervals in x direction. We note that k˜rxx
′ =
krxx
′ + e(x′) for x′ ∈ [0,∆]. After substituting (5.8) into (5.7), the Fourier transform in (5.7)
can be written as
E˜ey(θ) = Γ∆sinc(k0u
∆
2
+ b)
sin(k0uN∆/2)
sin(k0u∆/2)
(5.9)
Comparing (5.6) and (5.9), noting that N∆ = Lx, it can be seen that the numerator in
the second factor of (5.9) is the same as in (5.6), which means that the off-specular main
beam in the desired direction θr will be present in both cases. The first factor in (5.9) is
similar to that of an array element factor which is dependent on the element size ∆ and the
phase error parameter b.
5.2.2 Numerical validation
In order to see if the model described above is valid, simulations of a finite×infinite array
illuminated by an incident plane wave were done with Ansoft HFSS. We used 25 elements
in the x direction (Nxpx = 14λ) and applied in-phase master/slave boundary conditions on
each side of one cell in y direction. Parameter px is the period in the x-direction as shown in
Fig.5.1. The dimensions of each patch were set by first obtaining the phase versus length L
relationship of the rectangular patch, for the case of an infinite periodic array in x and y.
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To have an idea about this phase error, we calculated the scattered near-field phase φrs(x)
using HFSS. The following parameters were used : px = py = 14mm, W = 3mm, θ
r = 0o,
and the assumed frequency was 12GHz. Parameters px, py and W are defined in Fig.5.1.
A reflectarray printed on dielectric substrate Pyralux AP8555R (r = 3.4 and thickness
t = 5mil) was assumed. A 1mm thick air layer is present between the substrate and the
ground plane. The local phase shift is given by kixx− φrs(x). In Fig.5.3, we show the desired
phase shift and the local one obtained with HFSS at z = λ/2. Fig.5.4 shows the error given
by HFSS and the linear periodic error with b = pi/8. We note that the HFSS phase shift error
has oscillations with a period of approximately ∆ and with an amplitude varying around the
assumed value of pi/8. The linear error assumed in this section can be considered as a first
approximation of the local periodic error.
Figure 5.3 Desired elements phase shift and local elements phase shift calculated by HFSS.
The scattered far-field simulated by HFSS is shown in Fig.5.5. As we can see, the results
are similar to those obtained by equation (5.9) in which a phase error b = pi/8 has been
applied. This value was selected by choosing a value of b providing a good agreement bet-
ween the far-field patterns obtained from (5.9) and from HFSS. It is interesting to see that
the amplitude of the phase error oscillations in Fig.5.4 is near this value. The period ∆ is
approximately 4.5 cm. The two results show scattering in the desired mean beam direction
θr = 0o and in the specular direction at around −34o. We see also an important parasitic
lobe in the backward direction at around 34o. This phenomenon is reminiscent of the Littrow
blazing condition encountered in diffraction gratings when θr = θi Palmer et Loewen (2005),
which also corresponds approximately to n = 2 in (5.4) if a ∆ value of 4.5 cm is assumed. As
shown also in El hani et Laurin (2011) for reflectarrays in free-space with an air substrate,
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Figure 5.4 Phase error given by HFSS in Fig.5.3 and the periodic linear phase error ax + b
with b = pi/8 in Fig.5.2.
Figure 5.5 Normalized far-field calculated using HFSS and the field given by eq. (5.9) after
adding a periodic error b = pi/8 ; n = 1.
besides the desired main beam and the specular beam, other lobes appear. To help predict
the directions of these lobes, we define a new variable as s = k0u∆/2 in equation (5.9) and
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we define a function f(s) as follow :
f(s) = sinc(s+ b)
sin(Ns)
sin(s)
(5.10)
Figure 5.6 Equation (5.10) plotted versus s/pi.
Fig.5.6 presents f(s) versus s/pi for b = pi/8, To have a sufficient range of s we chose
N = 20, where N∆ = pxNx. We remark that peaks occur for s = mpi for m = 0,±1, 2±3, ....
Using (5.4), this can be explicitly written as :
sin(θ) = (1 +m) sin(θr) +m sin(θi) (5.11)
for m = 0,±1,±2...
and −1 ≤ (1 +m) sin(θr) +m sin(θi) ≤ 1.
In case of the example presented in this section (θi = 34o and θr = 0o), equation (5.11)
has 3 solutions
– θ = −34o for m = −1 : specular direction
– θ = 0o for m = 0 : desired direction
– θ = 34o for m = +1 : backward direction.
These solutions correspond to the main lobe and sidelobes in Fig.5.5. Beams at these three
angles are also clearly observable in the results simulated by HFSS, although the relative field
levels are different. This can be due to the approximate nature of the assumed linear phase
error. In addition, equation (5.9) used in this analysis does not take into account the patch
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element factor and edge diffractions. It should be mentioned that the presence of beams
in the specular and backward directions was also observed in the measured patterns of a
two-dimensional reflectaray shown in Lanteri et Migliaccio (2008).
5.3 Mean Beam versus Parasitic Sidelobes
In El hani et Laurin (2011), it is shown that the level of specular reflection is increasing
when the phase error increases. In that paper, the reflectarray was made of square patches
(W = L). In Budhu et Rahmat-samii (2011) and Hum et Okoniewski (2007) it is shown that
when a larger fraction of the ground plane is exposed to the feed illumination the level of the
specular reflection increases. This trend will now be verified by assuming the same example
as in Section 5.2, for dipole width W varying between 1mm and 13mm. The reflection phase
vs dipole length L is shown in Fig.5.7. A value of 14mm has been used for px and py in
theses simulations. Fig.5.8 shows the scattered far field in the plane wave incidence case for
reflectarrays designed with these W values, as obtained with HFSS. The results have not
been normalized to allow visualization of the effect of metal filling on the main beam. We
remark a variation of the lobe levels near θi and −θi versus dipole width W .
Figure 5.7 Reflection phase vs dipole length L for dipole width W between 1mm and 13mm.
Fig.5.9 compares the level of the three lobes (at −34o, 0o and 34o) versus W . When W is
4mm or less, we see that if W increases the level of the specular reflection at −34o decreases
and the main beam at 0o increases. This is consistent with the explanation given in Budhu
et Rahmat-samii (2011) : more specular reflection occurs when the ground plane is more
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Figure 5.8 Scattered far-field given by HFSS for dipole width W between 1mm and 13mm.
exposed to the incident wave. In Budhu et Rahmat-samii (2011) this trend was reported
when less than about 28% of the ground plane was covered by the patches. This is somewhat
different from the results observed here. Assuming an average patch length of 9.7mm from
Fig.5.7, W = 4mm corresponds to a ground plane coverage ratio of 20%. However, when W
increases beyond 4mm, the specular reflection at −34o increases and the level of the main
beam at 0o decreases. This phenomenon can be explained by the fact that when the W is
large, the incident field is partly reflected in the specular direction.
On the other hand, Fig.5.9 shows that the lobe at 34o increases when W is less than
5mm and when it is larger than 9mm. This lobe at 34o indicates that in addition to possible
ground and elements reflection, another phenomenon, namely phase distortion, is responsible
for specular reflection.
5.4 Behavior of the Near Field
To verify the effect of elements reflection noted in the previous section, we will now
examine the behavior of the field near the reflectarray surface. Using the same example
above with W = 4mm, we obtained the scattered near-fields ENF versus x with HFSS along
Line 1 and Line 2 in Fig.5.10, i.e. along the center of the patches and near halfway between
the patches at y = 6mm respectively.
Fig.5.11 shows the phase shift given by kixx − φrs(x), respectively at y = 0 (Line 1) and
y = 6mm (Line 2) for z = λ/16 and λ/2. φrs(x) is the scattered near-field phase calculated
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Figure 5.9 Intensity of the desired beam and main sidelobes versus dipole width W .
Figure 5.10 Slide of the finite x infinite reflectarray simulated using HFSS : Line 1 is at y = 0
and Line 2 is at y = 6mm.
using HFSS. We note in Fig.5.11 that :
– far from the reflectarray at z = λ/2, the phase shift given along the Lines 1 and 2 are
similar ; in this case the near field calculated is a contribution of the global reflectarray ;
these phase shifts are similar to the desired phase shifts with a periodic phase error, as
shown in Fig.5.3 ;
– closer to the reflectarray and along the center of the patches (Line 1, z = λ/16), the
phase shift is almost periodic and oscillates around zero ; it can be seen as a constant
phase shift with periodic error ; in fact, for specular reflection the phase shift kixx−φrs(x)
should vanish if we suppose no phase error ; in other words, the phase shift on Line 1,
z = λ/16 is the phase shift of the specular reflection with a periodic error ;
– closer to the reflectarray and near the halfway between the patches at Line 2, z = λ/16,
we note a significant variation of the phase shift compared to the expected phase.
To see how each area contributes to the far field, we calculated the discrete Fourier transform
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Figure 5.11 Near-field phase shift along x given by HFSS at : (Line 1, z = λ/16), (Line 2,
z = λ/16), (Line 1, z = λ/2) and (Line 2, z = λ/2).
of the near field ENF .
E˜NF (θ) =
1
Np
Np∑
n=1
ENF e
jkovnpx (5.12)
where v = sin(θ) is the spectral parameter and Np is the number of point in near field area
along x direction.
The far field of the reflectarray can be obtained by integration of E˜NF along y direction.
In Fig.5.12, we show E˜NF calculated using the near field at (Line 1, z = λ/16), (Line 2,
z = λ/16), (Line 1, z = λ/2) and (Line 2, z = λ/2). All the plots are normalized with respect
to the maximum of E˜NF at (Line 1, z = λ/2). We see in this figure that :
– for (Line 1, z = λ/16), the specular reflection is higher than the beam in the desired
direction ; this confirms the observation done on the near-field curve, i.e. that the patch
elements are strong contributors to the specular reflection ;
– for (Line 2, z = λ/16), the main beam at 0o increase, but the specular reflection is still
as strong as for (Line 1, z = λ/16) ; we also note that the sidelobe at 34o is increasing
in this case ;
– using the near-field of the reflectarray at z = λ/2, we get the same E˜NF at both lines
1 and 2 ; the level of the specular reflection is much lower than in the other cases ;
the peak levels at −34o and 34o are similar to those obtained by HFSS simulations in
Fig.5.8 for W = 4mm.
According to the observations in the λ/16 cases, it is not so clear which one of the patches
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or the exposed ground plane have a dominant contribution to the specular reflections when
W = 4mm. According to the results of Fig.5.9, this suggests that for smaller widths the
ground plane’s contribution will dominate, and vice versa.
Figure 5.12 DFT of the near field given by HFSS at : (Line 1, z = λ/16), (Line 2, z = λ/16),
(Line 1, z = λ/2) and (Line 2, z = λ/2).
5.5 Feed Antenna Illumination
In this section, our goal is to verify if the phenomena observed in the previous sections with
a finite x infinite array illuminated by a plane wave are also present in the case of practical
interest, i.e. a finite reflectarray illuminated by a horn. We are considering a reflectarray
with 19 patches along the x and y directions (Nx = Ny = 19). We will consider the offset-fed
configuration shown in Fig.5.13. The reflectarray is illuminated with a pyramidal horn having
a directivity of 15.4dB and a half-power beamwidth of about 30o. In this case, the interval ∆
is not constant, as it was for plane wave illumination, and we therefore cannot use (5.9) to
estimate the far field pattern. If a larger F/D ratio is used, the illumination becomes closer
to that of the plane wave case.
The simulations on this section were done with the method of moments using Feko suite
6.1. Fig.5.14 and Fig.5.15 show similar phenomena as in the plane wave illumination case :
– Fig.5.14 shows the reflectarray directivity for dipoles widths W = 5mm, 9mm and
13mm ; in addition of a main beam at 0o, we note parasitic sidelobes at about −34o
and 34o ; the height of these peaks depend on W ; compared to the plane wave case
(e.g. Fig.5.5), the beam in the specular direction is not as narrow and well defined ;
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Figure 5.13 xz view of the reflectarray, illuminated by the feed horn.
this is due to the smaller size of the array (19 elements instead of 25 along x), to the
tapered illumination of the horn, and to the fact that ∆ is not constant over the array.
In Lanteri et Migliaccio (2008) experimental results on a reflectarray comprising more
that 2500 elements are shown. The patterns exhibit stronger sidelobes in the specular
and backward directions, with a broader lobe in the first case than in the second case.
These observations are in agreement with our simulated results in Fig. 5.14. In Lanteri
et Migliaccio (2008) the specular and backward beams are narrower than in the case
considered here due to the larger size of the array.
– As observed in Fig.5.9 for the plane wave case, the specular reflection is stronger for
reflectarrays designed with narrower patches, and the desired beam becomes dominant
as the patch width increases ; however, there is no rapid drop of the specular reflection
near W = 4mm, as was observed in the plane wave case ; in this case the level of
specular reflection decreases slowly with the increase of ground plane coverage, up to
about W = 9mm, which represents 44% of coverage ; above this value the specular
reflection level is quite steady.
5.6 Conclusions
In this work, we studied the specular reflection phenomenon occurring in off-specular
reflectarrays. We noted the following observations :
– when we add a linear periodic error to the desired element phase and use a simple line
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Figure 5.14 Directivity calculated by Feko for dipole widths W of 5mm, 9mm and 13mm.
Figure 5.15 Beams in directions θ = −34o, 0o and 34o versus dipole width W .
source model to compute the far field pattern theoretically, we get a good agreement
between this far field and the full wave simulation in the case of plane wave illumination ;
– in addition to specular reflection, a sidelobe also appears in the direction of incidence,
i.e. opposite to specular one ;
– the specular spectral component of the scattered near field in very close proximity of
the reflectarray can be as strong over the patch elements than over the exposed ground
plane.
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In Budhu et Rahmat-samii (2011), using a physical optics interpretation, the authors
show that a part of field is reflected by the ground in the specular direction. In the same
way, we show in this work that part of the field is also scattered by the metallic element in
the specular reflection. However these considerations cannot explain the presence of a strong
backward lobe at 34o in the example presented in this paper. Only the consideration of a
periodic phase error with a long spatial period allowed us to explain this phenomenon.
Using reflectarray elements having a phase range of 4pi, ∆ is approximately doubled and
the number of abrupt size changes in the reflectarray is reduced. In an example of three-layer
reflectarray presented in El hani et Laurin (2011), it was shown that with a phase range of
4pi, the specular reflection is weaker than for the one-layer reflectarray with a phase range of
2pi.
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CHAPITRE 6
DISCUSSION GE´NE´RALE
Cette the`se pre´sente un ensemble de contributions pour controˆler les faisceaux d’antenne
re´flecteur pour les signaux de transmission et de re´ception utilisant des bandes de fre´quence
diffe´rentes, en pre´servant le but d’avoir les deux faisceaux de meˆme largeur. L’ide´e de base
consiste a` se´parer l’ouverture de l’antenne en deux zones : une zone pour produire le faisceau
dans la bande des fre´quences plus e´leve´es, et la somme des deux zones est pour produire le
faisceau de l’autre bande de fre´quences.
La premie`re possibilite´ pour atteindre cet objectif consiste a` utiliser des SSF pour couvrir
l’ouverture de l’antenne parabolique. Durant cette e´tude, nous avons e´te´ confronte´s a` l’appa-
rition des fluctuations dans les coefficients de transmissions de la SSF. Ces fluctuations sont
dues a` l’excitation d’ondes de surfaces guide´es par le re´seau d’e´le´ments (OSGR). En ge´ne´ral,
nous pouvons s’attendre a` ce que des ondes de surfaces soient excite´es de deux fac¸ons diffe´-
rentes ; soit par des modes d’ordres supe´rieurs ou par la diffraction des OSGR aux extre´mite´s
de la SSF. Dans le premier cas, nous pouvons voir l’effet de ces ondes de surfaces lorsque nous
conside´rons que la SSF est un re´seau infini. Par contre, dans le deuxie`me cas, nous ne pou-
vons observer leurs effets que si nous e´tudions un re´seau de taille finie. Ainsi, dans le premier
article, nous avons pre´sente´ une contribution a` une me´thode nume´rique pour e´tudier les SSF
de grande taille, en tenant compte des OSGR, avec un minimum d’exigence en terme de taille
de me´moire et temps de calcul. Cette me´thode consiste d’une part a` extraire les coefficients de
diffractions aux extre´mite´s de la SSF, en analysant quelques petites tailles de cette dernie`re
par la me´thode des moments. En deuxie`me lieu, on utilise la distribution de courant dans les
e´le´ments de l’un de ces SSF pour de´terminer le nombre d’onde de l’OSGR. Ce nombre d’onde
peut eˆtre de´termine´ par la me´thode de Prony ou par la transforme´e discre`te de Fourier. Nous
avons montre´ que l’utilisation de cette me´thode nume´rique nous permet d’analyser des SSF
de grandes tailles, en tenant compte de l’OSGR.
D’autre part, la deuxie`me possibilite´ pour atteindre l’objectif d’utiliser une seule antenne
parabolique, pour les deux liaisons ascendante et descendante, consiste a` laisser la zone S1
au milieu de l’antenne parabolique sans couverture et de couvrir la zone S2 par un re´seau
re´flecteur (RR). Le roˆle de ce RR est de re´fle´chir le signal d’une bande de fre´quences dans une
direction non-spe´culaire et, d’autre part, de re´fle´chir le signal de l’autre bande de fre´quences
dans la direction spe´culaire en s’assurant que ce signal soit en phase avec celui re´fle´chi par la
zone S1 non couverte de l’antenne parabolique. Lorsqu’un RR est conc¸u pour diriger le signal
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vers une direction non-spe´culaire, une partie de ce signal peut eˆtre e´mise dans la direction
spe´culaire ainsi que vers d’autres directions inde´sirables. Ce phe´nome`ne est ge´ne´ralement
attribue´ a` la re´flexion par la plaque me´tallique servant de support au RR. Par contre, cette
hypothe`se ne permet pas d’expliquer l’apparition des lobes dans d’autres directions que les
directions de´sire´e et spe´culaire. Dans le deuxie`me article, nous avons propose´ une e´tude
approfondie en utilisant un mode`le simple pour expliquer les origines de ce phe´nome`ne. En
se basant sur l’hypothe`se que ce phe´nome`ne est duˆ a` une erreur pe´riodique de la phase des
e´le´ments du RR, nous avons de´veloppe´ un mode`le pour pre´voir dans quelles directions ces
lobes inde´sirables peuvent apparaˆıtre. Nous avons e´tudie´, entre autres, le comportement du
faisceau spe´culaire en fonction de la couverture de la surface du RR par le me´tal.
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CHAPITRE 7
CONCLUSION ET TRAVAUX FUTURS
Ce travail propose des solutions originales pour re´duire le nombre d’antennes paraboliques
a` bord des satellites. Cela permettrait de re´duire la masse, le volume de rangement et ainsi
d’accorder un champ de vision plus large pour les instruments scientifiques. Nous avons
alors propose´ d’e´tudier la possibilite´ d’utiliser un seul re´flecteur parabolique pour les deux
liaisons ascendantes et descendantes, en controˆlant les faisceaux de deux bandes de fre´quences
diffe´rentes. La solution propose´e consiste a` utiliser la plus large des deux paraboles en se´parant
son ouverture en deux zones S1 et S2. La zone S1 est optimise´e pour produire un faisceau
ayant la largeur voulue a` la bande de fre´quences la plus haute. La somme des zones permet
de produire un faisceau de meˆme largeur, mais a` la bande de fre´quences la plus basse. Parmi
les solutions qui peuvent exister, nous avons contribue´ a` l’e´tude de la possibilite´ d’utiliser des
surfaces se´lectives en fre´quences ou des re´seaux re´flecteurs.
7.1 Surfaces se´lectives en fre´quences
La premie`re possibilite´ consiste a` utiliser les SSF pour couvrir l’ouverture de l’antenne
parabolique. Nous avons pre´sente´ les e´tapes que nous avons suivies pour concevoir une SSF
bi-bandes multi-couches (a` 20 GHz et 30 GHz), en commenc¸ant par e´tudier un e´le´ment a`
deux ouvertures cadres carre´es, une ouverture pour chaque bande de fre´quences. Puisque la
taille de cette cellule est supe´rieure a` la moitie´ de la longueure d’onde a` 30 GHz, nous sommes
confronte´s a` l’apparition des lobes discordants dans la bande de fre´quences de 30 GHz. Une
modification a` la structure des ouvertures est propose´e pour diminuer la taille de la cellule
en modifiant l’impe´dance de l’e´le´ment. Ainsi, nous avons pu e´loigner les lobes discordants
plus haut en fre´quence et e´viter des distorsions dans la bande de fre´quences de 30 GHz.
Puis, pour garantir une stabilite´ de la bande passante en fonction de l’angle d’incidence, nous
avons opte´ pour une SSF en deux couches identiques. Pendant cette e´tude, nous avons e´te´
confronte´s a` une variation brusque du coefficient de transmission de la SSF a` environ 23 GHz.
Fort probablement, ces fluctuations sont dues a` une excitation des ondes de surfaces par des
modes d’ordres supe´rieurs. L’influence de ces ondes de surfaces peut apparaˆıtre lorsque nous
supposons que la SSF est un re´seau de taille infinie. D’autre part, dans le cas d’une SSF re´elle
de taille finie, l’excitation des OSGR et leurs diffractions aux extre´mite´s de la SSF peuvent
se manifester et modifier le diagramme de rayonnement de l’antenne. Pour tenir compte de
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ces OSGR, nous avons besoin d’un outil pour analyser les SSF de taille grande et finie. Ainsi,
dans le chapitre 4, nous avons pre´sente´ une me´thode nume´rique pour analyser les SSF de
taille finie, en tenant compte des OSGR. Cette me´thode consiste, d’une part, a` de´terminer
le nombre d’onde de l’OSGR, en analysant une petite taille de la SSF par la me´thode des
moments. Ensuite, en analysant quelques petites tailles, nous de´terminons les coefficients de
diffractions aux extre´mite´s de la SSF. Ces coefficients sont ensuite utilise´s pour de´terminer
le champ lointain de n’importe quelle taille de la SSF sans aucun effort supple´mentaire.
7.2 Re´seaux re´flecteurs
La deuxie`me possibilite´ e´tudie´e dans ce travail consiste a` couvrir la zone S2 par un RR
bi-bandes, dont le roˆle est, d’une part, de re´fle´chir le signal a` 20 GHz dans la direction
spe´culaire en conservant les meˆmes caracte´ristiques de re´flexion que la surface du re´flecteur
parabolique. D’autre part, le deuxie`me but de ce RR est de re´fle´chir le signal a` 30 GHz dans
une direction non-spe´culaire. Les e´tapes de conception et les mesures d’un tel RR multicouches
sont pre´sente´es dans la section 3.3, pour les fre´quences 10 et 15 GHz au lieu de 20 et 30 GHz.
La couche supe´rieure du RR est conc¸ue pour re´fle´chir le signal a` 10 GHz a` la meˆme phase que
celui re´fle´chi par la plaque me´tallique de la parabole. Sur le meˆme substrat de l’autre coˆte´,
une SSF est imprime´e pour re´fle´chir le signal a` 10 GHz et laisser passer celui a` 15 GHz. Deux
autres couches entre celle en haut et la plaque me´tallique forment un RR a` 15 GHz pour
diriger le signal vers une direction non-spe´culaire. Les mesures ont montre´ qu’a` 10 GHz, le
signal est re´fle´chi vers la direction spe´culaire et, qu’a` 15 GHz, le faisceau principal est dirige´
vers la direction de´sire´e. Cependant, meˆme a` 15 GHz, une partie du signal est re´fle´chie vers
la direction spe´culaire. Le chapitre 5 pre´sente une e´tude approfondie du phe´nome`ne de la
re´flexion dans la direction spe´culaire par un RR conc¸u pour re´fle´chir vers une direction non-
spe´culaire. En se basant sur l’hypothe`se que ce phe´nome`ne est duˆ a` une erreur pe´riodique de
la phase des e´le´ments du RR, il est montre´ que, quand nous ajoutons une erreur pe´riodique
line´aire a` la phase de´sire´e des e´le´ments, nous obtenons un bon accord avec la simulation par
HFSS. Entre autre, une e´tude de l’amplitude de cette re´flexion spe´culaire en fonction de la
couverture du RR par les patchs me´talliques est pre´sente´e dans ce chapitre.
7.3 Travaux Futurs
Les principales perspectives de ce travail peuvent eˆtre re´sumee´s comme suit :
– L’e´tape principale consiste a` re´aliser deux prototypes de re´flecteurs paraboliques pour
la re´ception et la transmission sur une meˆme zone de couverture a` des fre´quences
diffe´rentes, un prototype avec les SSF et l’autre avec les RR.
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– Il serait utile de ge´ne´raliser la me´thode nume´rique propose´e au chapitre 4 pour toutes
polarisation. Dans ce cas, la diffraction du champ se manifestera sur toutes les extre´-
mite´s et les coins de la SSF.
– Concernant la recherche des constantes de propagation des ondes de surface discute´e
au chapitre 3, il serait inte´ressant de comparer la me´thode matrix Pencil aux autres
me´thodes (Prony et Fourier). Hua et Sarkar (1990) montrent que cette me´thode est
moins sensible au bruit pre´sent dans le signal a` e´tudier.
– L’e´tude de la re´flexion spe´culaire produite par un RR conc¸u pour re´fle´chir dans une
direction non-spe´culaire, pre´sente´e au chapitre 5 ne permet pas de pre´dire le niveau
du lobe dans la direction spe´culaire par rapport au faisceau principal. Il serait utile de
de´velopper une me´thode simple pour estimer l’amplitude de cette re´flexion. Puisque
cette re´flexion inde´sirable de´pend de l’e´le´ment utilise´ pour concevoir le RR, il serait
peut-eˆtre possible d’utiliser un mode`le simplifie´ fini x infini et une illumination par
onde plane pour avoir une ide´e de l’ampleur de cette re´flexion.
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