In this paper the SNR estimation is performed frame by frame, during the speech activity. For this purpose, the fourth-order moments of the real and imaginary parts of frequency components are extracted, for both the speech and noise, separately. For each noisy frame, the mentioned fourth-order moments are also estimated. Making use of the proposed formulas, the signal-to-noise ratio is estimated in each frequency index of the noisy frame. These formulas also predict the overall signalto-noise ratio in each noisy frame. What makes our method outstanding compared to conventional approaches is that this method takes into consideration both the speech and noise identically. It estimates the negative SNR almost as well as the positive SNR.
Introduction
Many speech enhancement methods are based on SNR estimation. In some applications the noise spectrum is estimated during non-speech segments and is used for SNR computation [1] , [2] . If noise spectrum changes during speech segments, these methods will not have good results. However, in some applications, the speech activity is not utilized. They use the minimum statistics method to estimate the power level of the noise. This technique is beneficial for positive SNR applications [3] , [4] .
In [5] , [6] fourth-order statistics and sub-bands are employed to separate the speech and noise energies. This approach assumes a Gaussian model for noise that leads to its kurtosis being zero. It provides good results for positive SNR applications. The higher-order statistics theory is presented in [7] .
In this paper, first the histogram of the real and imaginary parts of frequency components is investigated for the speech and noise, separately [4] . Then the fourth-order moments of the real and imaginary parts of frequency components are extracted and used in our algorithm. For each noisy frame, the mentioned fourth-order moments are also estimated.
Making use of the proposed formulas, the signal-tonoise ratio is estimated in each frequency index of the noisy frame. These formulas also predict the overall signal-tonoise ratio in each noisy frame. In other words, in this paper SNR is estimated frame by frame during the speech activity. What makes our method outstanding compared to conventional approaches is that this method takes into consideration both the speech and noise identically. It does not have any special assumption for the noise. It results in the capability of the estimation of the negative SNR almost as well as positive SNR.
In Sect. 2, the moment estimation methods are presented. In Sect. 3, a new algorithm for SNR estimation is proposed. Making use of MATLAB simulations, the proposed algorithm is verified in Sect. 4 and finally the paper is concluded in Sect. 5.
Moment Estimation Methods
For the sequence of a (p), p = 1, 2, 3, · · ·, the ith order moment is defined by ma i = E a i where E {·} denotes the expectation function. In the following paragraphs, three conventional methods for the estimation of ma i are described briefly [8] .
Averaging Method
This method is suitable for the stationary sequences and used for the estimation of very slowly varying moments. The formula of this method is as follows where ς(p) = a i (p) and ma i (p) denotes the estimated ith order moment.
Sliding-Window Averaging Method
This method uses a finite slide of a sequence to estimate the moment. So depending on the length of the slide, this method can estimate slowly or rapidly varying moments as follows:
where L is the length of the sliding window. Moreover, ς(p) = a i (p) and ma i (p) denotes the estimated ith order moment.
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Exponentially Weighted Averaging Method
This method is performed as shown in relation (3) where ς(p) = a i (p) and ma i (p) denotes the estimated ith order moment. If λ → 1, this method will be appropriate for the estimation of slowly varying moments. Besides, if λ → 0, this method is proper for the estimation of rapidly varying moments. Because of the generality of this method [8] , we have employed it in our research.
Proposed Algorithm for SNR Estimation
The noisy speech at time sample m is defined by the following relation where x(m) and n(m) represent the speech and noise, respectively.
It is assumed that both x(m) and n(m) are zero-mean and independent. Applying Fourier transform to (4), we have:
In the above relation, the variables k and p denote the frequency index and frame number, respectively. Moreover, K and FN refer to the FFT-length and total number of frames, respectively. Besides, Y R (k, p), X R (k, p), and N R (k, p) denote the real part of frequency components at frequency index k in frame p, for the noisy speech, speech, and noise, correspondingly.
In this section we estimate the signal-to-noise ratio of real and imaginary parts of frequency index k in the noisy frame p (snr R (k, p) and snr I (k, p)). The parameter snr R (k, p) is defined as follows:
Similarly snr I (k, p) is also defined for the imaginary part of the frequency components. For this purpose, the subscript "R" must be substituted by "I". Then we calculate both the signal-to-noise ratio in each frequency index of each noisy frame, snr(k, p), and signal-to-noise ratio in the whole of each noisy frame, S NR(p). These parameters are defined as follows: 
, normalized real parts of frequency components are:
Then we have:
For extraction of mXR 4 (k, p) and mNR 4 (k, p), we use the speech and noise databases, x d (m) and n d (m). The subscript "d" denotes the database. Making use of the databases of the speech and noise, for each frequency index, the histogram of normalized real and imaginary parts of frequency components are obtained [4] and consequently their moments are extracted. The detail of this procedure will be described in Sect. 4. Since the histogram of normalized real and imaginary parts of each frequency index are approximately independent from the frame number p [4] , so we have:
where
They are extracted from the database of the noise and speech, correspondingly. The normalized variablesX dR (k, p) andN dR (k, p) are obtained from two relations similar to relations (10) and (11) where X and N are substituted by X d and N d , respectively. According to (13) , (14) and (15), the 4th order normalized moment is derived as follows. The sign of " " above each parameter denotes the estimated value of that parameter.
SinceŶ (k, p) is known for all k and p, we can estimate mŶR 4 (k, p) in each noisy frame. Therefore, with a good approximation the estimated 4th order moment mŶR 4 (k, p) is substituted to mŶR 4 (k, p) in relation (16), and we will have:
where:
The parameter snr R (k, p) is determined from Eqs. (17) and (18). By using the analytical results of Appendix B and as-
Considering the simulation results of Fig. 3 that will be explained in the next section, it is understood that:
Utilizing the analytical results of Appendix B, for mN d R 4 (k) > 3, the minimum point of relation (16) is obtained at snr R (k, p)=snr Rmin (k, p) as follows:
. As one of the limitations of our method, we assume that snr R (k, p) varies from snr Rmin (k, p) to +∞. Moreover, as another limitation, we use the assumption of relation (21) shown at the top of this page. By using the analytical results of Appendix B, the value of snr R (k, p) is obtained as shown in relation (22). The variable z 2 is described in relation (23) at the top of this page.
After determining snr R (k, p), both α R (k, p) and β R (k, p) are found consequently. By using the analytical relations of Appendix A and the assumption that is mentioned in the first paragraph of Sect. 3.1, we have:
Therefore, the following relations are obtained:
The parameter mYR 2 (k, p) is calculated for each noisy frame. Thus we obtain E{X
Similarly all of the above formulas are obtained for the imaginary part of the frequency components. For this purpose, the subscript "R" must be substituted by "I".
SNR Estimation for Each Frame
The energy of the speech and noise in frequency index k of noisy frame p are obtained as follows, respectively:
The energy of each frame is calculated as shown below [9] , [10] :
Thus employing relation (8) , S NR (p) is obtained as follows:
Besides, employing relations (7), (30), (31), the estimated values of snr(k, p) and S NR (p) are obtained as follows:
Simulation Results
Exploiting the Farsi speech database, Farsdat [11] , [12] , 40 (4 × 10) sentences from four speakers are employed in our MATLAB simulations. In order to verify the proposed algorithm, an arbitrary sentence is contaminated by the street noise and airport noise, separately. These noises are employed from database, aurora. The sampling rate of the sentences of the databases is reduced to the sampling rate of the noisy speech, 8 kHz. The frame length and frame shift are identical to 20 ms and 10 ms, respectively. Moreover, in order to extract the frequency components, the hamming window and 256-point FFT are utilized.
Moments Estimation in the Speech and Noise
As mentioned in Sect. 3, in order to normalize the real and imaginary parts of frequency components of the speech and noise of databases, the 2nd order moments
Because of the variation of 2nd order moments (energies) in consequent frames, we use the exponentially windowed averaging method for estimating them. In this averaging method, an identical λ is chosen for all frames and frequency index of the speech. Similarly, an identical λ is chosen for all frames and frequency index of the noise.
In order to find the value of λ for the speech appropriately, the energy of each frame is calculated in two manners as follows. The first approach is shown in relation (37) where FL is the number of samples in the frame p [10] . In this relation, x d (m) denotes the samples of a sentence from the speech database. It is considered that this relation is independent form λ.
The other approach, extracted from (30) and (32), is as follows where mX d R 2 (k, p) and mX d I 2 (k, p) implicitly depend on λ. In this relation, the energy of each frame is extracted for various λ.
After the calculation of energies of all frames of a sentence from relations (37) and (38) for a specific λ, we define e x as follows. The parameter e x denotes the total error between the true energy obtained from (37) and energies obtained from (38) for a specific λ of a sentence.
In the above relation, FN is the total number of frames of a sentence. The value of λ that minimizes the average of all e x of total sentences, Ae x , is selected for the estimation of the 2nd order moments. Similarly all of the above formulas are obtained for both the street and airport noises, separately. For this purpose, "x" and "X" must be substituted by "n" and "N" respectively. Then we extract Ae n for the street noise and airport noise, separately. In Fig. 1 (a) , the error of the estimated energy of the speech Ae x is depicted for various values of λ. This fact is also shown for both the street and airport noises in Figs. 1 (b) and (c), correspondingly. Thus the selected values of λ for the speech, street noise, and airport noise are identical to 0.42, 0.52, and 0.55, respectively.
After normalizing the real and imaginary parts of each frequency components to the square root of their 2nd order moments in each frame, they will have an identical pdf [4] . Consequently their 4th order moments will be identical in all frames. Thus for the estimation of the 4th order moments of normalized real and imaginary parts of frequency components, mX d R 4 (k) and mN d R 4 (k), the averaging method is exploited. Fig. 1 The error of the estimated energy of (a) the speech, (b) street noise, and (c) airport noise, for various λ values. In Fig. 2 the histograms of the normalized real parts of the frequency components (frequency indexes: k = 20 and k = 100) are shown for the speech, street noise, and airport noise. These figures show that the histograms of the real and imaginary parts of frequency components are symmetric around zero for both the speech and noise. In these figures the histograms of the imaginary parts are not shown because the histograms of real and imaginary parts of the frequency components are identical [4] . Besides, the 4th order moments of the normalized real part of the frequency components are shown in Fig. 3. 
Fourth-Order Moments of Frequency Components of Noisy Frame versus Various Signal-to-Noise Ratio
Relations (16) and (18) show that by varying snr R (k, p), the 4th order moments of the real parts of the frequency components of the noisy frame will change. In Fig. 4 , the 4th order moments of the real part of frequency index k = 20 of noisy frames versus snr R (k, p) are shown for the street noise and airport noise, correspondingly. Each of these curves has a minimum point. Making use of the analytical results of Appendix B and assuming u = snr R (k, p),
, and f (u) = mŶR 4 (k, p), the minimum point is obtained at snr Rmin (k, p) as shown in relation (19). It is observed that for all values of snr R (k, p) the curve is not a one-to-one function but for snr R (k, p) greater than snr Rmin (k, p), the curve is a one-to-one function. So in order to obtain snr R (k, p), we should solve Eq. (17) for snr R (k, p) values greater than snr Rmin (k, p), as obtained in (22). As shown in Fig. 4 , the value of snr Rmin (20, p) is almost identical to −11.5 dB and −10 dB for the street noise and airport noise, respectively. For better observation of these minimum points, the curves of Figs. 4 (a) and (b) are 
Estimation of Moments and SNR in Noisy Speech
Using the method described in Sect. 4.1, for two noisy speeches that contaminated by the street and airport noises, λ is obtained about 0.44 and 0.46, respectively. These values of λ are helpful for the estimation of the 2nd order moments of both real and imaginary parts of frequency components of the noisy speech (mYR 2 (k, p) and mY I 2 (k, p)) in each noisy frame. We calculateŶ R (k, p) from a relation like (9) where
is obtained and then both mŶR 4 (k, p) and mŶI 4 (k, p) are determined. Since varying snr R (k, p) and snr I (k, p) changes the 4th order moments of the normalized real and imaginary parts of the frequency components, thus the exponentially windowed moment estimation method is employed to estimate the 4th order moments.
In this section, we want to determine the appropriate values of λ for the estimation of the 4th order moments of the normalized real and imaginary parts of the frequency components of the noisy frames. The appropriate value of λ is named λ 4 . The smaller values of λ 4 are appropriate for the estimation of the rapidly varying 4th order moments [8] . Both In practice, we do not know how the parameter S NR(p) varies in the noisy speech. In other words, we do not know whether it varies rapidly or slowly. Thus the selected value of λ 4 must be act in accordance with both rapidly varying
S NR(p) and slowly varying S NR(p).
In order to investigate the influence of λ 4 on the estimated S NR(p), a noisy speech with a time-varying S NR(p), shown in the Fig. 5 by a bold line, is employed. The pattern of the variation of S NR(p) is just like a square waveform. This pattern of S NR(p) includes both the extremely rapidly varying (jumping) S NR(p) and extremely slowly varying (constant) S NR(p). As observed in Fig. 5 , for the greatest value of λ 4 (λ 4 = 0.85), the proposed algorithm of this paper can not estimate the S NR(p) jumps rapidly. However, if enough time is provided, it can accurately estimates the constant S NR(p). On the other hand, for the smallest value of λ 4 (λ 4 = 0.45), the estimation of the S NR(p) jumps is performed properly, but the estimation of the constant S NR(p) involves a ringing. Making use of these curves, it is understood that the range of 0.5 < λ 4 < 0.7 is appropriate for the S NR(p) estimation. In other words, these values of λ 4 are proper for the estimation of both the rapidly varying S NR(p) and the slowly varying S NR(p). Thus this selected range of λ 4 is independent from the variation pattern of S NR(p) of the noisy speech. Theses figures also show that there is a small error in the estimation of S NR(p). It is because there is a small error in the moments estimation.
Comparison of the Proposed Method and the Sub Bands Method
In [5] , fourth-order statistics and sub-bands are used for the SNR estimation. It assumes a Gaussian model for the noise that leads to its kurtosis being zero. In this section, we want to simulate the method of [5] and compare its simulation results with those obtained by our method. For this purposed, like [5] , 50 cosinemodulated filters are utilized for sub banding the noisy speech [13] , [14] . Both the actual and estimated SNR are shown in Figs. 6 (a) and (b) for the noisy speech that contaminated by the airport noise. Simulation results show that this method is not able to estimate the negative SNR properly. It is observed that proposed method works better than the subbands method of [5] because our method takes into consideration both the speech and noise identically. It estimates the negative SNR almost as well as the positive SNR.
In [5] , for estimating the SNR of each frame, only the data of that frame is used while in the proposed method of this paper, the data of previous frames are also used. Therefore, as a disadvantage, our method leads to more latency than the method of [5] in the SNR estimation. Comparing the simulation results shown in Figs. 5 and 6, this fact is easily understood.
Conclusion
In this paper a new method for low SNR estimation of noisy speech signals is proposed. This method is performed as follows. First the histogram (pdf) of the normalized real and imaginary parts of frequency components is investigated for the speech signal, street noise and airport noise, separately. Then the fourth-order moments of the normalized real and imaginary parts of frequency components are extracted. For each noisy frame, the mentioned fourth-order moments are also estimated. By using the proposed formulas of this paper, for each noisy frame, the signal-to-noise ratio of real and imaginary parts of each frequency index is calculated. Then the signal-to-noise ratio for each frequency index and whole of each noisy frame is obtained. Since this method takes into consideration both the speech and noise identically, it estimates the negative SNR almost as well as the positive SNR.
both of conditions A + B − 6 > 0 and A > 3 are not satisfied, but it has not any application in this paper. 
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