Standard error backpropagation is used in almost all modern deep network training. However, it typically suffers from proliferation of saddle points in high-dimensional parameter space. Therefore, it is highly desirable to design an efficient algorithm to escape from these saddle points and reach a good parameter region of better generalization capabilities, especially based on rough insights about the landscape of the error surface. Here, we propose a simple extension of the backpropagation, namely reinforced backpropagation, which simply adds previous first-order gradients in a stochastic manner with a probability that increases with learning time. Extensive numerical simulations on a toy deep learning model verify its excellent performance. The reinforced backpropagation can significantly improve test performance of the deep network training, especially when the data are scarce. The performance is even better than that of state-of-the-art stochastic optimization algorithm called Adam, with an extra advantage of less computer memory required.
I. INTRODUCTION
Multilayer neural networks have achieved state-of-the-art performances in image recognition [1] , speech recognition, and even natural language processing [2] . This impressive success is based on a simple powerful stochastic gradient descent (SGD) algorithm [3] , and its variants. This algorithm estimates gradients of an error function based on mini-batches of an entire dataset. Gradient noises caused by mini-batches help exploration of parameter space to some extent. The parameter space is highly non-convex for a typical deep network training, and finding a good path for SGD to improve generalization ability of deep neural networks is thus challenging [4] .
As found in standard spin glass models of neural networks [5, 6] , a non-convex error surface should be accompanied by exponentially many local minima, which hides the (isolated) global minima and thus makes any local search algorithms easily get trapped. In addition, the error surface structure of deep networks might behave similarly to random Gaussian error surface [7, 8] , which demonstrates that critical points (defined as zero-gradient points) of high error have a large number of negative eigenvalues of the corresponding Hessian matrix. Consistent with this theoretical study, empirical studies on deep network training [9, 10] showed that SGD is slowed down by a proliferation of saddle points with many negative curvatures and even plateaus (eigenvalues close to zero in many directions). The prevalence of saddle points poses an obstacle to attain better generalization properties for a deep network, especially for SGD based on first-order optimization, while computational complexity of second-order optimization relying on Hessian-vector products does not scale well in training large deep networks [11] .
Many heuristic strategies were proposed to overcome the difficulty SGD encounters. For example, adding noise to gradients corresponds to randomly perturbing the p-spin interaction spherical glass model by adding an external magnetic field [12] . Regularization techniques such as dropout [13] can also be explained in this framework, although it relies on unrealistic assumptions [9] from a practical deep network perspective (e.g., input independence of active paths from input to output). Another strategy is the use of local entropy [14] to bias SGD towards flat regions on the error surface, where a low test error is reached. The deep network shaped by the parameters in the flatter regions is less prone to over-fitting.
In this paper, we show another heuristic strategy to overcome the plateaus obstacle for SGD learning. We call this strategy reinforced backpropagation (R-BackProp), which provides a new effective strategy to use the gradient information, i.e., not only the current gradient information but also the previous gradient information during training are used to update model parameters, with the property that the previous gradient information is used with a reinforcement probability that grows with the number of iterations. The growth of the reinforcement probability is characterized by two different time scales: one is at the mini-batch level, and the other is at the epoch level, which we shall describe in detail in the following sections. The excellent performance of R-BackProp is verified first on training a toy fully-connected deep network model to learn a simple non-linear mapping generated by a two-layer feedforward network, and then on a benchmark handwritten digits dataset [15] , in comparison to both standard backpropagation (BackProp) [16] and state-of-the-art algorithm Adam [17] .
II. FULLY-CONNECTED DEEP NETWORKS
We consider a toy deep network model with L layers of fully-connected feedforward architecture. Each layer has n k neurons (so-called width of layer k). We define the input as n 1 -dimensional vector v, and the weight matrix W k specifies the symmetric connections between layer k and layer k − 1. The same connections are used to backpropagate the error during training. A bias parameter can also be incorporated into the weight matrix by assuming an additional constant input. The output at the final layer is expressed as:
where f k (·) is an element-wise sigmoid function for neurons at layer k, defined as f (x) = 1 1+e −x . The network is trained to learn the target mapping generated randomly as {v m , y
, where the input is generated from a standard normal distribution with zero mean and unit variance, and the target label y * is generated according to the non-linear mapping y * = f (W g v), in which each entry of the data-generating matrix W g follows independently a standard normal distribution as well. The deep network is trained to learn this non-linear mapping from a set of examples. We generate a total of 2M examples, in which the first M examples are used for training and the last M examples are used for testing to evaluate the generalization ability of the learned model.
In simulations, we use deep network architecture of L = 4 layers to learn the target non-linear mapping, in which the network is thus specified by n 1 -n 2 -n 3 -n 4 , with n 1 indicating the dimension of the input data and n L the dimension of the output.
III. REINFORCED BACKPROPAGATION
We first introduce the standard BackProp [16] for training the deep network defined in Sec. II. We use quadratic loss function defined as E = 1 2 T , where T denotes a vector (matrix) transpose operation, and defines the difference between the target and actual outputs as = y * − y. To backpropagate the error, we also define two associated quantities: one is the state of neurons at k-th layer defined by s k (e.g., s L = y, s 1 = v), and the other is the weighted input to neurons at k-th layer defined by h k ≡ W k s k−1 . Accordingly, we define two related gradient vectors:
which will be used to derive the propagation equation based on the chain rule. It is straightforward to derive κ L = − • y , where • indicates the element-wise multiplication, and y is the derivative of the non-linear transfer function with respect to its argument. By applying the chain rule, we obtain the weight update equation for the top layer as
where η is the learning rate, and the remaining part is the gradient information, which indicates how a small perturbation to the weight affects the change of the error computed at the top (output) layer.
To update the weight parameters at lower layers, we first derive the propagating equations for gradient vectors as follows:
where k ≤ L − 1. Using the above backpropagation equation, the weight at lower layers is updated as:
where k ≤ L − 1. The neuron state used to update the weight parameters comes from a forward pass from the input vector to the output vector at the top layer. A forward pass combined with a backward propagation of the error forms the standard BackProp widely used in training deep networks given the labeled data [18] . To improve the training efficiency, one usually divides the entire large dataset into a set of mini-batches, each of which is used to get the average gradients across the examples within that mini-batch. One epoch corresponds to a sweep of the full dataset. The learning time is thus measured in unit of epoch. For one epoch, the weight is actually updated for M/B times (B is the size of a mini-batch).
In the above standard BackProp, only current gradients are used to update the weight matrix. Therefore in a non-convex optimization, the backpropation gets easily stalled by the plateaus or saddle points on the error surface, and is hard to escape from these regions. To avoid the expensive second-order methods, we conjecture that the history of gradient information contains additional information about the landscape of the error surface, which can also be used to update the weight matrix, and might drive the learning dynamics towards dense regions with nice generalization properties. The dense region containing many good solutions can be accessed by maximizing a local entropy around some location in high dimensional parameter space, as observed previously in other studies of deep network training [6, 14] . To enable SGD to use previous gradient information, we define a stochastic process for gradients at each learning step as follows:
where g ij (t) denotes the gradient estimated from the average over examples within the current mini-batch for specific weight W ij , and correspondingly g ij (t − 1) contains information about the history of the evolving gradients. γ is a value close to but smaller than one, which is updated at the epoch level, i.e., γ decays very slowly as epoch increases. Therefore the current gradient has an increasing probability to be reinforced by the previous gradients, and retains its current value otherwise. As t grows, previous gradients are accumulated and affect the current update of model parameters with a probability approaching one. This fluctuation caused by the stochastic reinforcement may help the learning dynamics to escape from plateaus or bad-quality regions of the error surface at earlier learning stage. At the later stage, the learning dynamics may be attracted by the dense region with nice generalization properties (low test error), because the accumulated gradient information may give a strong bias towards the good region if the dynamics approaches it. This good region is expected to be flat on the loss landscape [14] , and contains atypical solutions to the non-convex deep neural network training [6, 19] . We will test this intuitive interpretation by extensive training simulations of a toy deep learning model. Eq. (6) is a very simple way to re-use the previous gradient information, and thus forms the key component of the R-BackProp. In addition to Eq. (6), we also introduce two time scales to control the dynamics for the reinforcement probability. The first time scale is given by τ R = − 1 ln γ , and the second time scale is set by λ for the exponential decay of γ = γ 0 e −λtep , where t ep refers to the learning time in unit of epoch. γ 0 is usually fixed to a value very close to one. We show a typical trace of the reinforcement probability and γ in Fig. 1 , and will test effects of hyper-parameters (γ 0 , λ) on training dynamics in Sec. IV. Note that by setting (γ 0 , λ) = (1, 0), one recovers the standard BackProp. In simulations, we use decaying learning rate η tep = η tep−1 β tep , where η 0 = 0.8 and β = 0.999, but the lowest learning rate is allowed to be 0.02.
To show the efficiency of R-BackProp, we also compare its performance with that of state-of-the-art stochastic optimization algorithm, namely adaptive moment estimation (Adam) [17] . Adam performs a running average of gradients and their second raw moments, which are used to adaptively change the learning step-size. We use heuristic parameters of Adam given in Ref. [17] , except that η 0 = 0.01 with the lowest value set to 0.001. Large η 0 as we use in R-BackProp does not work in the current setting for Adam.
IV. RESULTS AND DISCUSSIONS
We first compare BackProp with R-BackProp in performance. We use a 4-layer deep network architecture as 100-400-200-10. Training examples are divided into mini-batches of size B = 100. In simulations, we use the parameters (γ 0 , λ) = (0.9995, 0.0001), unless otherwise specified. Although the chosen parameters are not optimal to achieve the best performance, we still observe the outstanding performance of R-BackProp. In Fig. 2 (a) , we compare standard BackProp with R-BackProp. We clearly see that the test performance is finally improved at 100-th epoch by a significant amount (about 77.5%). Meanwhile, the training error is also significantly lower than that of BackProp. A salient feature of R-BackProp is that, in the intermediate stage, the reinforcement strategy guides SGD to escape from possible plateau regions of high error surrounding saddle points, and finally reach a region of very nice generalization properties. This process is indicated by the temporary peak in both training error and test error for R-BackProp. Remarkably, even before or after this peak, there are a few small but significant fluctuations in both training and test errors. These fluctuations are assumed to be key characteristics of R-BackProp, caused by a probabilistic reinforcement of the gradient information. This procedure guides SGD to explore the huge dimensional parameter space more carefully. We conjecture that the previous gradients contain information about the non-convex structure of the parameter space, and can be re-used in a well-designed stochastic way at the early stage of learning (see Fig. 1 ). But at the later stage, the SGD approaches the good region of better generalization capabilities, and in this case, the reinforcement strategy will accelerate the learning process.
Compared to state-of-the-art Adam, R-BackProp still improves the final test performance by a significant amount (about 49.1%, see Fig. 2 (b) ). Note that Adam is able to decrease both training error and test error very quickly, but for the current setting, the decrease becomes slow after about 40 epochs. In contrast, R-BackProp keeps decreasing both errors by a more significant amount than Adam, despite the presence of slightly significant fluctuations. A closer inspection of the later stage reveals that the excellent performance of R-BackProp may be ascribed to the stochastic fluctuations introduced by the reinforcement probability. Another key feature of Fig. 2 (b) is that, a region in the parameter space with low training error does not generally have low test error. The training error reached by R-BackProp is clearly higher than that of Adam, but the network architecture learned by R-BackProp has nicer generalization property. This observation is consistent with recent study of maximizing local entropy in deep networks [14] .
We then study the effects of reinforcement parameters (γ 0 , λ) on the learning performance, as shown in Fig. 3 . If the exponential decay rate λ is large, R-BackProp over-fits the data rapidly at around 17 epochs. This is because, γ decays rapidly from γ 0 , and thus a stochastic fluctuation at earlier stage of learning is strongly suppressed, which limits severely the exploration ability of R-BackProp in the high-dimensional parameter space. In this case, R-BackProp is prone to get stuck by bad regions with poor generalization performances. However, maintaining the identical small decay rate, we tune the initial value of γ, and find that a larger value of γ 0 leads to a smaller test error (inset of Fig. 3 ). For relatively large values of γ 0 , the learning performance is not radically different. We also study the effects of training data size (M ) on the learning performances of all three algorithms compared in this paper. Clearly, we see from Fig. 4 , the test error decreases with the training data size as expected. R-BackProp outperforms the standard BackProp, and even Adam.
Finally, we evaluate the test performance of R-BackProp on MNIST dataset. The MNIST handwritten digit dataset contains 60000 training images and an extra 10000 images for testing. Each image is one of ten handwritten digits (0 to 9) with 28 × 28 pixels. Therefore the input dimension is n 1 = 784. For simplicity, we choose the network structure as 784-100-200-10, with mini-batch size of B = 100 for SGD. To save the simulation time, we show the performance only on M = 1000 training images. Fig. 5 shows that R-BackProp improves significantly over BackProp, reaching a similar test performance to that of Adam. R-BackProp achieves a test error of 0.1138 ± 0.0029, compared to 0.2660 ± 0.0050 for BackProp, and 0.1077 ± 0.0073 for Adam. The test error is averaged over five independent runs (different sets of training and test examples).
We also use bilinear interpolation method to qualitatively analyze the test error surface of the three algorithms. Using the bilinear interpolation method [20] , one can visualize the error surface in 3D subspace spanning four highdimensional weight configurations. These four weight configurations defined as
are chosen either from one learning trajectory or from solutions obtained starting from four different random initializations. Based on these four configurations, the error function is varied as a function of a new constructed weight specified by W = β(αW 1 + (1 − αW 2 )) + (1 − β)(αW 3 + (1 − α)W 4 ), where α ∈ [0, 1] and β ∈ [0, 1] are two control parameters. Results are shown in Fig. 6 for one trajectory interpolation. BackProp decreases the test error slowly, and finally reaches a flat region and get stuck there. Adam decreases the error very quickly, and reaches a flat region as well. Remarkably, R-BackProp first decreases the error quickly, which is followed by a plateau. The plateau is then passed and finally R-BackProp reaches a region with less apparent flatness. Interpolation results of four different solutions are shown in Fig. 7 . Clearly, BackProp can get stuck by different solutions of different qualities, depending on initializations. Both Adam and R-BackProp can reach solutions of nearly the same quality, despite different initializations. However, the subspace looks sharper for R-BackProp than for Adam. This rough analysis by using bilinear interpolation method implies that the high dimensional topology of weight space seen by the three algorithms might be intrinsically different.
V. CONCLUDING REMARKS
In this paper, we propose a new type of effective strategy to guide SGD to avoid the plateau problem in typical non-convex error surface of deep neural networks. This strategy takes into account previous gradient information when updating current weight matrix during standard BackProp. It introduces a stochastic fluctuation to current gradients, and this fluctuation comes from previous memory of the error surface structure. Hence this fluctuation is essentially different from an independently random noise added to the gradient during the learning process [12, 21] . R-BackProp seems to work under a similar mechanism to maximizing a local entropy around some location in high dimensional parameter space [14] , because R-BackProp is able to cross barriers on the error surface and reach a region with better generalization properties, and this region was conjectured to be typically wide, and have possibly a higher error than the global minimum. By maximizing the local entropy, the entropy-driven SGD proposed in the recent work [14] requires additional Markovian Chain Monte Carlo sampling to evaluate the gradient of local entropy. In contrast, our method is much more less expensive in computational cost, and thus can be scalable to modern deep network training. This is because R-BackProp uses only gradient information, requiring less computer memory. In current setting, its performance is comparable to or even better than that of Adam, which requires one-fold more computer memory to store the uncentered variance of the gradients. It is very interesting to evaluate the performance of R-BackProp on more complicated deep network model and complex datasets.
Instead of using only the current gradient information at each learning step as in standard BackProp, we apply the reinforcement strategy to guide the normal SGD towards good-quality regions of parameter space. To some extent, R-BackProp may be able to avoid vanishing or exploding gradient problem typical in training a very deep network [4] . In addition, it may take effect in recurrent neural network training [22] . Although R-BackProp is proved to be an effective strategy to explore the extremely huge parameter space, it remains an open question how the structure of the error surface is connected to the efficiency of R-BackProp. Therefore theoretical understanding of the intrinsic structure of the error surface is still an extremely challenging problem in future studies. 
